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Abstract—Wireless communications is nowadays an important aspect of robotics. There are many applications in which a robot must move to a certain goal point while transmitting information through a wireless channel which depends on the particular trajectory chosen by the robot to reach the goal point. In this context, we develop a method to generate optimum trajectories which allow the robot to reach the goal point using little mechanical energy while transmitting as much data as possible. This is done by optimizing the trajectory (path and velocity profile) so that the robot consumes less energy while also offering good wireless channel conditions. We consider a realistic wireless channel model as well as a realistic dynamic model for the mobile robot (considered here to be a drone). Simulations results illustrate the merits of the proposed method.

I. INTRODUCTION

Communication-aware motion planning is a relatively new research area that has been gaining interest within the communications and robotics communities. In this research area, from a communications engineering perspective, the position of the transceiver, located on the robot, is another parameter of the communications system that can be controlled. The general idea behind communication-aware motion planning techniques is to control the position of the robot (or autonomous vehicle) in order to improve certain communications metrics while moving to certain places required by another task.

A. State of the art

Now we present some of the problems that have been considered within this research area. In [15], [16], [17] the authors present a control technique for a surveillance robot to compensate for the multipath fading in the wireless channel. In those articles, the robot has to follow a predefined surveillance trajectory and a control technique that adapts the velocity profile of the robot according to the wireless channel measurements, in order to compensate for the multipath fading. Related to this, in [18], [19] we designed a technique to compensate for the multipath fading by making the robot explore some points in the vicinity of its initial position whose locations are optimized.

The problem of designing communications-aware trajectories has attracted a lot of attention. For example, in [24] the authors derive a communication-aware trajectory planner based on harmonic potential fields which allow a robot to go from a starting point to a goal point in a finite time and in a cluttered environment while maintaining a reliable channel quality during the whole trajectory. Nevertheless, they assume full knowledge of the signal strength map, i.e., full knowledge of the wireless channel spatial variations. Another case of a communications-aware trajectory problem is found in [26] where the authors design adaptive communication-aware trajectories for two different problems: the first consists of a robot that gathers channel measurements to estimate wireless channel parameters while the second problem involves a robot that must track a target while maintaining communication with an access point. In [27], [28] the authors extend their work to consider the case in which a team of robots communicating with a base station surveys an area looking for static targets. They design a trajectory planner for the robots that balances the sensing aspects of the task with the communications requirements. In [29] the authors consider the problem of a mobile robot that departs from a starting point and must reach, in a finite time, a target point by following a predetermined trajectory; in addition, the robot must transmit a finite amount of data to a base station. The authors devise a strategy to modify the velocity profile of the robot and the transmission rate in order to minimize the total amount of energy (due to both motion and communications).

In [33], the authors lift the restriction of the predetermined path and develop an optimum trajectory so that the drone departs from a starting point and reaches a goal point in finite time while transmitting a predefined number of bits and minimizing total energy consumption. In [50] the authors consider the case in which a mobile robot must visit a number of points of interest to gather information and then send it to a base station. They optimized the visiting order for the points of interest and the velocity profile of the robot in order to minimize the total energy consumption. They use a linear path between points of interest at all times. Also, some multi-robot scenarios have been considered in other recent works. For example, in [20], [21], [22], [23], the authors consider the problem of designing trajectories for a robotic team in which the leader must attain a predetermined final position in finite time while maintaining a certain end-to-end transmission rate at all times; the environment (including the location of the obstacles) is assumed known. The cost function of the problem is a convex function of the desired final configuration parameters, and the environment (including the location of
the obstacles) is assumed known prior to the execution of the trajectory.

In this article, we consider the problem of designing a predetermined trajectory for an autonomous robot which takes into account both energy consumption and communications aspects. More specifically, we develop a method to optimize a trajectory. The obstacles are assumed known prior to the execution of the trajectory. The optimization is done taking into account simultaneously a communications related term (which can take various forms depending on the application) and the energy consumed by the robot by following the trajectory.

B. Contribution
Existing works addressing similar problems consider an arbitrary predetermined path and only optimize the velocity profile. To the authors’ knowledge, [33] is the closest work to the problem considered in this article. Nevertheless, our work differs in two aspects: (i) in [33], the problem considered is to transmit a predefined number of bits while minimizing the energy; in our work, the goal is to use as little energy as possible while optimizing a general communications metric (ii) in [33], the authors consider a double integrator model for the robot while in our work we consider a more realistic dynamical model for the robot. Another difference of our work with respect to other works dealing with similar problems is that we consider both a realistic communications channel and a realistic robot model (which includes the dynamics constraints).

In this work, we focus on designing predetermined trajectories (as opposed to adaptive trajectories), i.e. the trajectory is fully optimized before the drone starts following it. Further, the optimization is performed by assuming knowledge of only the first order statistics of the channel, which is more realistic in practice, while other works assume more knowledge of the channel, e.g. [33] or [24]. The trajectory optimization method presented in this article is also able to take into account obstacles. We will interchangeably use the terms robot, drone and quadrotor in this article.

C. Organization
The rest of this paper is organized as follows. Section II presents the dynamical model of the drone as well as that of the communications system. The problem considered here is formally stated in Section III. A method to solve this problem is developed in Section IV. Then in section V we show how to modify our method to take into account obstacles. Simulation results are presented in Section VI, and finally conclusions are drawn in Section VII.

D. Notation
$x^T$ stands for the transpose of the matrix (or vector) $x$. Given a pair of mappings $(A, B)$, such that $A : \mathbb{R}^m \to \mathbb{R}^n$ and $B : \mathbb{R}^m \to \mathbb{R}^n$, $(A | \text{Im } B)$ stands for the reachability subspace and $C_{(M, S)}$ stands for the controllability matrix, which are defined as $\langle A | \text{Im } B \rangle = \text{Im } B + \sum_{i=1}^{n-1} A^i \text{Im } B$ and $C_{(A, B)} = \begin{bmatrix} B & A & \cdots & A^{n-1}B \end{bmatrix}$. Further, $\Sigma(A, B, C)$ stands for the state space system $\text{dx/dt} = Ax + Bu$ and $y = Cx$ where $x$ is the state vector, $u$ is the control signal and $y$ is the output of the system. $c(\theta)$ and $s(\theta)$ stand for cosine and sine of a given angle $\theta$, respectively. The ceiling and the floor functions are denoted as $\lceil \cdot \rceil$ and $\lfloor \cdot \rfloor$ respectively. $\hat{x}$ stands for the estimate of the variable $x$; $\mathbb{E}[\cdot]$ stands for the statistical expectation operator.

II. System Model

A. Mobile robot dynamical model
In this article we consider an autonomous quadrotor whose dynamical model is given by (see [12] for analytical details):

$$\begin{bmatrix}
\frac{d^2x}{dt^2} \\
\frac{d^2y}{dt^2} \\
\frac{d^2z}{dt^2}
\end{bmatrix} = \begin{bmatrix}
c(\phi)\sin(\psi) + s(\phi)s(\psi) \\
c(\phi)s(\psi) - s(\phi)c(\psi) \\
c(\phi)c(\theta)
\end{bmatrix} \frac{u_z}{m} - \begin{bmatrix} 0 \\
0 \\
g
\end{bmatrix}
$$

$$\begin{bmatrix}
\frac{d^2\phi}{dt^2} \\
\frac{d^2\theta}{dt^2} \\
\frac{d^2\psi}{dt^2}
\end{bmatrix} = \begin{bmatrix}
f(q) + \ell_u \\
f(q) - \ell_v - \ell_I \\
f(q) + \ell_w
\end{bmatrix} + \begin{bmatrix}
\frac{u_v}{I_v} \\
\frac{u_w}{I_w} \\
\frac{u_v}{I_v} + \frac{u_w}{I_w}
\end{bmatrix}
$$

$$\begin{bmatrix}
u_x \\
u_y \\
u_z \\
u_\psi
\end{bmatrix} = \begin{bmatrix}
-k_b & 0 & k_b & 0 \\
0 & k_b & 0 & -k_b \\
k_b & k_b & k_b & k_b \\
k_\tau & -k_\tau & k_\tau & -k_\tau
\end{bmatrix} \begin{bmatrix}
\omega_x^2 \\
\omega_y^2 \\
\omega_z^2 \\
\omega_\psi^2
\end{bmatrix}
$$

$$\begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z \\
\omega_\psi
\end{bmatrix} = \begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z \\
\omega_\psi
\end{bmatrix} - \begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z \\
\omega_\psi
\end{bmatrix}$$

where $u_x(t)$, $u_y(t)$, $u_z(t)$, and $u_\psi(t)$ denote the control signals for the drone; $\omega_j(t)$ is the angular velocity of the $j$th motor; $m$ is the total mass of the drone, $g$ is the gravitational constant; $\ell$ is the distance from the center of the quadrotor to each motor; $I_x$, $I_y$ and $I_z$ are the rotational inertia components; $J$ is the total inertia of the motors; and $k_b$ and $k_\tau$ are the thrust and aerodynamic drag factors of the propeller.

Equation (2) describes the drone’s Euler angles (roll ($\phi$), pitch ($\theta$) and yaw ($\psi$)) measured with respect to the axes $o_Bx_B$, $o_By_B$ and $o_Bz_B$, with $(o_Bx_By_Bz_B)$ being the body axis system whose origin $o_B$ is given by the geometric centre of the quadrotor.

The motion of the quadrotor is described with respect to a fixed orthogonal axis set $(oxyz)$, where $oz$ points vertically up along the gravity vector $[0 \ 0 \ -g]^T$ (earth axes). The origin $o$ is located at a desired height $z$ with respect to the ground level. The coordinates $x$, $y$ and $z$ in (1) refer to the

Note that the matrix relating the vector inputs $[u_x \ u_y \ u_z \ u_\psi]^T$ with the square angular velocities vector $[\omega_x^2(t) \ \omega_y^2(t) \ \omega_z^2(t) \ \omega_\psi^2(t)]^T$ is not singular.
B. Communication system model

The time dependence of the variables in (1) and (2) is not explicitly shown in order to lighten the notation. Note also that, due to the symmetry of the quadrotor, we have $I_x = I_y = I$.

The dynamical model of the quadrotor described by equations (1)-(3) is nonlinear which makes it difficult to control. So, in the Appendix A we introduce a new linearization method which transforms the nonlinear quadrotor model (1)-(3) into the following linear model which we will use in the rest of the article:

$$
\begin{align*}
\dot{\zeta_x} & = A_x \zeta_x + B_x \psi, \\
\dot{\zeta_y} & = A_y \zeta_y + B_y \psi,
\end{align*}
$$

where $\dot{\zeta}_x$, $\dot{\zeta}_y$, and $\psi$ are state variables defined in Appendix A and $\dot{\bar{u}}(t) \triangleq [\bar{u}_x(t) \ \bar{u}_y(t)]^T$ is the new control signal after the linearization procedure. As mentioned in Appendix A the model (4) allows to control the position of the quadrotor in the $x-y$ plane of the fixed axis set ($\omega y z$) where we denote $p(t) \triangleq [p_x(t) \ p_y(t)]^T$. In addition to the linearization procedure, the altitude and the yaw angle are regulated in order to make them remain constant.

Concerning the energy consumed by the robot from time $t_0$ to $t_1$, we will assume for simplicity the following model:

$$
E(t_0, t_1) = \int_{t_0}^{t_1} \|\dot{\bar{u}}(t)\|^2 dt.
$$

It is worth pointing out that while in this paper we illustrate the proposed trajectory design method using a quadrotor, the same methodology can be applied to other types of robots. Note also that we consider a full 3D dynamical nonlinear model of the quadrotor which we then linearize; we also restrict the movement of the robot to lie on a horizontal plane. By doing this we are able to still take into account the full dynamic of the quadrotor during the trajectory design.

B. Communication system model

As mentioned before, we assume that the wireless channel between the quadrotor and the AP experiences large-scale fading (a.k.a. shadowing) and so the signal received by the AP from the quadrotor is:

$$
r_{AP}(t, p(t)) = \left(\frac{h(p(t))}{\|p(t)\|^2}\right)^\alpha x_{TX}(t) + z_{AP}(t),
$$

where $\alpha$ is the power path loss coefficient; $x_{TX}(t)$ is the signal transmitted by the drone with average transmission power $E[|x_{TX}(t)|^2] = P$; and $z_{AP}(t)$ is a zero mean additive white Gaussian noise (AWGN) with variance $\sigma^2$ at the AP’s receiver. The shadowing is represented by $h(p(t))$ which is assumed to be lognormally distributed. From (7), the signal-to-noise ratio (SNR) at the AP is:

$$
\Gamma(p(t)) = \frac{h^2(p(t))P}{\|p(t)\|^2 \sigma^2}.
$$

Now, the drone communicates with the AP using time duplexing with period $T$. During the reception phase, the AP transmits a pure tone so that the drone estimates the signal-to-noise ratio (SNR). Then, during the transmission phase the drone transmits data to the AP at a certain data rate $R(\Gamma(p(kT)))$ which depends on the SNR estimated during the reception phase of the current duplexing period:

$$
R(\hat{\Gamma}(p(kT))) = R_j, \quad \forall \hat{\Gamma}(p(kT)) \in [\gamma_j, \gamma_{j+1}),
$$

where $j = 0, 1, \ldots, J$, with $J$ being the number of different bit rates (different from zero) supported by the drone and the AP; $R_j < R_{j+1}$, $\gamma_j < \gamma_{j+1}$, $R_0 = 0$, $\gamma_0 = 0$; and $\gamma_1$ is a value that must be above the sensitivity of the AP’s receiver. Note that the number of bits transmitted during the transmission phase of each duplexing period is $T_{tx} R(\hat{\Gamma}(p(kT)))$ where $T_{tx} < T$ is the duration of the transmission phase. Finally we assume that the energy spent by the robot due to communication is negligible compared to energy due to motion.

III. Problem Statement

We want to design a predetermined trajectory for the drone to go from a starting point $s$ to a predefined goal point $g$ in a finite time $t_f$ while communicating with an AP. The optimization will be done taking into account simultaneously two terms: i) the energy consumed by the quadrotor in motion and ii) a communications related term.

To do this we devise the cost function as the convex combination of two terms: (i) the energy consumed by the quadrotor when following the trajectory; (ii) a communications related metric represented by a function of the expected number of bits transmitted during the trajectory tracking. Hence the cost function:

$$
\mathcal{J}(\bar{u}, \lambda, t_f) = \frac{\lambda}{E_0} \int_0^{t_f} \|\bar{u}(t)\|^2 dt + (1 - \lambda)w\left(D_{[\tau_f]}\right)
$$

where $D_{[\tau_f]} = T_{tx} \sum_{k=0}^{\tau_f} \mathbb{E}[R(\Gamma(p(kT)))]; \lambda$ determines the relative importance of minimizing the mechanical energy criterion with respect to the communications criterion; $E_0$ is a normalization factor consisting of the energy spent by the robot for moving from $s$ to a goal point $g$ within a duration $t_f$ using a minimum energy control. As a consequence of this normalization, the range of variation of the first term is $[1, +\infty)$. The function $w(\cdot)$ is a general non-linear function which can take different forms depending on the communications criteria considered which will depend on the particular communications aware trajectory planning problem considered. The argument of $w(\cdot)$ is the number of bits that can be transmitted during the trajectory and the expectation:

\vspace{1cm}

3Since we are designing a predefined trajectory we do not have access to wireless channel measurements. In addition, the wireless channel is a random process, thus the need of taking the expected value.
of this argument is taken with respect to the shadowing term (i.e., with respect to \( h(p(kT)) \)):

\[
\mathbb{E}[R(\Gamma(p(kT)))] \triangleq \int_0^{+\infty} R\left(\frac{x^2 P}{\|p(kT)\|^2 \sigma^2}\right) f_s(x)dx,
\]

where \( f_s(x) \) is the probability density function of the shadowing which corresponds to a lognormal distribution as mentioned before.

As mentioned above, the function \( w(\cdot) \) can take many forms depending on the particular problem considered. To illustrate this, we briefly present two different communications aware trajectory planning optimization problems and the form that \( w(\cdot) \) could take in each case. In both problems the quadrotor has to go from a starting point \( s \) to a predefined goal point \( g \) in a finite time \( t_f \) while communicating with an AP but solving different problems:

1) Minimum energy-maximum data: in this problem we want to devise a trajectory in which the quadrotor uses little energy in motion while transmitting as much data as possible to the AP. In this case the communications function \( w \) can take the following form:

\[
w\left(\mathcal{D}_{\{\nu\}_{\tau}}\right) = W_0 \left(\mathcal{D}_{\{\nu\}_{\tau}}\right)^{-1}
\]

where \( W_0 = T_{tx} R(\lfloor t_f/T \rfloor + 1) \) is a normalization term. The function \( w \) consists of the supremum of the number of bits that can be transmitted during the time \( t_f \) divided over the expected number of bits transmitted. Note that (12) is a decreasing function of the number of bits transmitted during the trajectory.

2) Minimum energy-fixed transmission quota: in this problem we want to devise a trajectory in which the quadrotor uses little energy in motion while transmitting an average number of \( N_0 \) bits to the AP. In this case the communications function \( w \) can take the following form:

\[
w\left(\mathcal{D}_{\{\nu\}_{\tau}}\right) = \exp\left(\eta \left(N_0 - \mathcal{D}_{\{\nu\}_{\tau}}\right)\right)
\]

where \( \eta > 0 \) is a constant with a very large value. The function (13) is a decreasing with respect of the number of bits transmitted during the trajectory. If \( \eta \) is large enough then when \( T_{tx} \sum_{k=0}^{\lfloor t_f/T \rfloor} \mathbb{E}[R(\Gamma(p(kT)))] > N_0 \) the communications function \( w \) tends to zero but when the opposite happens then the communications function tends to infinity. In this case (13) operates as as penalization term.

From (12)-(13) we can see that indeed the cost function (10) can be used to describe different communications aware trajectory planning optimization problems.

Now, optimizing (10) with respect to the control law \( \bar{u} \), under the constraints which describe the dynamical model of the drone and the requirements for its trajectory mentioned at the beginning of this section, is a complex problem. To the authors’ knowledge such a problem cannot be solved analytically and so it must be solved numerically. Further, the fact that the expected value in (10) is a continuous nonlinear function of the drone’s position \( p(kT) \) increases the computational complexity of the problem. All of these reasons motivate us to search for a sub-optimal, yet tractable method of solving this problem for any form of the communications function \( w \) as long as it remains a function of the same argument.

IV. Solution

The existing works that have addressed a somewhat similar problem either consider a fixed path and only optimize the velocity profile (e.g., [29]), assume a simplistic channel model or full channel knowledge, (e.g. [24], [34]) or assume a simplified robot model [33]. In our work, we jointly optimize the path and velocity profiles of the robot, while considering realistic channel models and a comprehensive dynamical model for the robot. The optimization is done taking into account the mechanical energy spent in motion and a general communications related term which is a function of the expected number of bits transmitted. We develop a new method to solve this class of communications aware trajectory optimization problem. Note that the presence of obstacles will not be considered until section V.

A. Rate quantization

As mentioned before, optimizing (10) is an extremely complicated problem and it is not possible to do it analytically. In this method we will approximate some parts of the original optimization problem in order to be able to use analytical results in its resolution.

Let us start by looking at the typical shape of \( \mathbb{E}[R(\Gamma(p(kT)))] \) in Fig. 2. As we can observe, in general, it tends to present large regions which are significantly flat as long as the variance of the shadowing is not too large. Hence it can be well approximated by a quantized version with a reduced number of quantization levels. This approximation will allow us (as will be observed later in this section) to decouple the control aspects from the communications aspects in the optimization problem.

![Figure 1. Average bit rate \( \mathbb{E}[R(\Gamma(p(kT)))] \) for different shadowing variances.](image)
number of quantization levels. Larger number of quantization levels \( Q \) will result in a better approximation, but also a higher computational complexity. The function \( f_Q(p(kT)) \) can be derived from \( \mathbb{E}[R(\Gamma(p(kT)))] \) using a uniform quantization or an optimized quantization method as the one observed in Appendix C.

Once we replace \( \mathbb{E}[R(\Gamma(p(kT)))] \) in (10) with \( f_Q(p(kT)) \) the cost function becomes:

\[
J'(\bar{u}, \lambda, t_f) = \frac{\lambda}{E_0} \int_0^{t_f} ||\bar{u}(t)||_2^2 dt + (1 - \lambda)w_i \left( \sum_{k=0}^{\lfloor \frac{t_f}{T} \rfloor} f_Q(p(kT)) \right). \tag{14}
\]

Taking all of the above into account, the problem of optimizing a trajectory that makes the quadrotor go from a starting point \( s \) to a goal point \( g \) in a time \( t_f \) while using little energy in motion and minimizing a communications related metric can be stated mathematically as:

\[
\text{minimize} \quad J'(\bar{u}, \lambda, t_f) \\
\text{s.t.} \quad \frac{d\zeta}{dt} = A_{\zeta} \zeta + B_{\zeta} u, \quad p_\zeta = C_{\zeta} \zeta, \\
\frac{d\zeta_f}{dt} = A_{\zeta_f} \zeta_f + B_{\zeta_f} p_\zeta, \quad p_{\zeta_f} = C_{\zeta_f} \zeta_f, \\
\zeta(0) = [s_x \ 0 \ 0 \ 0]^T, \quad \zeta_f(0) = [s_y \ 0 \ 0 \ 0]^T, \\
\zeta(\bar{t}_f) = [g_x \ 0 \ 0 \ 0]^T, \quad \zeta_f(\bar{t}_f) = [g_y \ 0 \ 0 \ 0]^T, \tag{15}
\]

where \( s_x, s_y, g_x \) and \( g_y \) are the \( x \) and \( y \) components of \( s \) and \( g \) respectively. We remind the reader that \( \bar{u}(t) \triangleq [\bar{u}_x \ \bar{u}_y]^T \) and also that \( J'(\bar{u}, \lambda, t_f) \) depends on \( p(t) = [p_x(t) \ p_y(t)]^T \), the position of the drone (see (14)) which is related to the state vectors \( \zeta \) and \( \zeta_f \) as indicated in subsection II-A. The constraints in (15) describe the dynamical model of the drone and the fact that it must depart from the starting point \( s \), reach \( g \) at time instant \( t_f \) and are still at both ends of the trajectory. In theory we could solve (15) using dynamic programming but it would require an extremely large number of calculations making this approach intractable. So, in the next section we derive another method which produces a suboptimal solution by taking advantage of the fact that \( f_Q(p(kT)) \) is a discrete function of quadrotor’s position \( p(t) \).

The method proposed to solve the optimization problem (15) is divided in two phases. The first phase, presented in IV-B, takes an top-down approach to decompose (15) into a sequence of control problems that are simpler to handle, using standard results in optimal control theory, and in which the communications aspect does not explicitly appear. The second phase, presented in [IV-C] takes a bottom-up approach to solve and combine the solutions of the smaller problems derived in the previous phase. After combining all the solutions, we obtain a (suboptimal) solution to (15). The reasoning behind this approach is that it is easier to solve multiple simple problems than a single complex problem. In the next subsection we describe the top-down decomposition.

B. Top-down Decomposition

The first step in the decomposition of (15) is to divide it in \( Q - 1 \) different problems. To do this, we start by defining the regions \( A_j \) as:

\[
A_j \triangleq \{ p \mid f_Q(R(\Gamma(p(kT)))) = R_j^Q \}, \quad j = 1, 2, \ldots, Q
\]

where \( R_j^Q > R_{j-1}^Q \). Due to the radial symmetry of the wireless channel model the region \( A_j \) is circular while regions \( \{ A_j \}_{j=2}^Q \) have ring shapes. We will refer to the circle dividing regions \( A_j \) and \( A_{j+1} \) as the \( j \)th border.

Each of the \( Q - 1 \) optimization problems \( j \) mentioned above will have the same form as (15) but with the additional constraint that the drone must pass through the regions \( \{ A_k \}_{k=1}^j \). To add such constraints, we first define \( i_k \) and \( o_k \) as crossing points of the boundary of the convex hull of \( A_k \). Then we group these points in the set \( C_i = \{ s, i_1, i_2, \ldots, i_j, o_j, o_{j-1}, \ldots, o_1, g \} \) and index its elements as follows:

\[
c_i^k = i_n, \quad \text{for} \quad n = 1, 2, \ldots, j, \\
c_n^k = o_{2j+1-n}, \quad \text{for} \quad n = j+1, j+2, \ldots, 2j, \tag{17}
\]

where \( c_i^k \) is the \( n \)th element of the set \( C_i \); \( s \) and \( g \) are the starting and ending points of the trajectory. We also define \( t_n \) as the time instant in which the drone passes by \( c_i^k \) and:

\[
t_n \triangleq (t_{n+1} - t_n), \quad n = 0, 1, \ldots, 2j. \tag{18}
\]

Then, we complete the first step in the top-down decomposition by assuming \( 6 \) that the drone remains in the same region \( A_k \) during the whole period \( t \in [t_{n-1}, t_n] \) as it goes from \( c_{i_n-1} \) to \( c_{i_n} \). Such an assumption eliminates the dependence of the communications term in the cost function (14) on the position \( p(t) \) and makes it dependent on the time intervals characterized by \( \{ t_n \}_{n=0}^{2j} \) instead. This key step decouples the communications aspect from the control aspect and makes the problem more tractable. By doing so, the argument of the communications term in (14) (i.e., the quantized version of the expected number of bits transmitted during the trajectory) is then approximated by:

\[
T_{tx} \sum_{k=0}^{\lfloor \frac{j}{2} \rfloor} f_Q(p(kT)) \approx \frac{T_{tx}}{T} \left( T_j^Q + \sum_{k=0}^{j-1} (\tau_k + \tau_{2j-k}) R_k^Q \right) \triangleq \mathcal{B} \left( \{ t_n \}_{n=0}^{2j} \right) \tag{19}
\]

Now, we constraint the drone to pass through \( \{ A_k \}_{k=1}^j \) use the approximation (19), and fix \( \{ t_n \}_{n=1}^{2j+1} \). Hence, we obtain

\[6\text{One problem per value of } j.
\[7\text{This assumption holds in most cases as long as the quadrotor do not have to perform an abrupt change of direction within a short time. This assumption simplifies the optimization problem and will allow us to derive a suboptimal solution.}
the following set of optimum control problems:

$$\begin{align*}
\text{minimize } & \int_0^{t_f} \| \dot{\mathbf{u}}(t) \|^2 \, dt \\
\text{s.t. } & \quad d\zeta_x/dt = A_x \zeta_x + B_x \dot{u}_x, \quad d\zeta_y/dt = A_y \zeta_y + B_y \dot{u}_y, \\
& \quad \zeta_x(0) = [s_x \ 0 \ 0 \ 0 \ 0]^T, \quad \zeta_y(0) = [s_y \ 0 \ 0 \ 0 \ 0]^T, \\
& \quad \zeta_x(t_f) = [g_x \ 0 \ 0 \ 0 \ 0]^T, \quad \zeta_y(t_f) = [g_y \ 0 \ 0 \ 0 \ 0]^T, \\
& \quad \mathbf{p}_n(t_f) = \mathbf{c}_n, \quad n = 0, 1, \ldots, 2j + 1, \quad j = 0, 1, \ldots, Q - 1,
\end{align*}$$

(20)

The solution of (20) is a minimum norm control law \( \mathbf{u}_n^* \) that makes the drone to pass through all the points in \( C_j \) at time instances \( \{t_j\}_{j=0}^{2j+1} \). Such optimum trajectory can be decomposed into \( 2j+1 \) subtrajectories and due to Pontryagin’s minimum principle (13) these subtrajectories must also be optimum trajectories between the points \( c_{n,j}^* \) to \( c_{n+1,j}^* \) for \( n = 0, 1, \ldots, 2j + 1 \).

So, the second step in our top-down decomposition process is to further decompose (20) in order to be able to obtain the optimum control laws that generate the optimum sub-trajectories mentioned above. This results in the following problem:

$$\begin{align*}
\text{minimize } & \quad \int_{t_n}^{t_{n+1}} \| \dot{\mathbf{u}}(t) \|^2 \, dt \\
\text{s.t. } & \quad d\zeta_x/dt = A_x \zeta_x + B_x \dot{u}_x, \quad d\zeta_y/dt = A_y \zeta_y + B_y \dot{u}_y, \\
& \quad \zeta_x(t_n) = [c_{n,x}^j \ a_{n,x,1}^j \ a_{n,x,2}^j \ a_{n,x,3}^j]^T, \\
& \quad \zeta_y(t_n) = [c_{n,y}^j \ a_{n,y,1}^j \ a_{n,y,2}^j \ a_{n,y,3}^j]^T, \\
& \quad \zeta_x(t_{n+1}) = [c_{n+1,x}^j \ a_{n+1,x,1}^j \ a_{n+1,x,2}^j \ a_{n+1,x,3}^j]^T, \\
& \quad \zeta_y(t_{n+1}) = [c_{n+1,y}^j \ a_{n+1,y,1}^j \ a_{n+1,y,2}^j \ a_{n+1,y,3}^j]^T, \\
& \quad n = 0, 1, \ldots, 2j + 1, \quad j = 0, 1, \ldots, Q - 1,
\end{align*}$$

(21)

where \( c_{n,x}^j \) and \( c_{n,y}^j \) are the \( x \) and \( y \) components of \( c_n^j \) respectively, while \( \{a_{n,x,k}^j, a_{n,y,k}^j\}_{k=1}^3 \) are parameters to be optimized in the next subsection. This concludes the decomposition phase. In the next section we solve all the problems presented in this section and integrate them to obtain a solution to the optimization problem (15).

C. Bottom-up Integration

After having decomposed the optimization problem (15) in various sub-problems in the previous subsection, we proceed now to solve these sub-problems and combine their solutions. We start by analytically solving (21) (see appendix B). For \( t_n \leq t < t_{n+1} \) we have that:

$$u_{si}(t) = \mathcal{F}_i(t_{n+1} - t) \mathbf{M}_{n+1,i}^{-1} \left( \zeta_i(t_{n+1}) - \exp (A_i t_n) \zeta_i(t_n) \right),$$

(22)

where \( i \in \{x,y\} \), \( \exp (A_i t_n) \) is the exponential matrix of \( A_i t_n \) and \( \mathbf{M}_{n+1,i} \) is given in Appendix B. Note that (22) is a minimum norm control law that takes the drone from \( c_n^j \) at time instant \( t_n \) to \( c_{n+1}^j \) at time instant \( t_{n+1} \) and whose state vectors \( \zeta_x(t_n), \zeta_x(t_{n+1}), \zeta_y(t_n), \zeta_y(t_{n+1}) \) and \( \zeta(t_{n+1}) \) depend on the set of points \( C_j \) and on \( \{a_{n,x,k}^j, a_{n,y,k}^j\}_{k=1}^3 \) as described in (21). Note that by applying the control law \( u_{si}(t) \) (22) during \( t \in [t_n, t_{n+1}] \) the states \( \zeta_x(t) \) and \( \zeta_y(t) \) are then given by (23) where \( M_i(t; t_n) \) is given by (24).

For a particular value of \( j \), we solve (20) by first concatenating the set of the \( 2j+1 \) parameterized control laws resulting from (22) which are solutions to (21). We denote such a concatenated control law by \( \mathbf{u}_j^*(t, \alpha^j, \{\tau_n\}_{n=0}^{2j+1}, C_j) \) which is parameterized over \( \alpha^j \) (as well as over \( \{\tau_n\}_{n=0}^{2j+1} \) and \( C_j \)):

$$\begin{align*}
\alpha^j = & \left[ \{\alpha_x^j\}^T, \{\alpha_y^j\}^T \right]^T \\
\alpha_x^j = & \left[ \{\alpha_{x,0}^j\}^T, \{\alpha_{x,1}^j\}^T, \ldots, \{\alpha_{x,2j+1}^j\}^T \right]^T \\
\alpha_y^j = & \left[ \{\alpha_{y,0}^j\}^T, \{\alpha_{y,1}^j\}^T, \ldots, \{\alpha_{y,2j+1}^j\}^T \right]^T
\end{align*}$$

(25)

where \( i \in \{x,y\} \) and \( \{a_{n,x,k}^j, a_{n,y,k}^j\}_{k=1}^3 \) are the state parameters in (21).

After including \( \mathbf{u} = \mathbf{u}_j^*(t, \alpha^j, \{\tau_n\}_{n=0}^{2j+1}, C_j) \) (defined above) in the optimization problem (20), the latter becomes (for a particular value of \( j \)):

$$\begin{align*}
\text{minimize } & \quad \int_0^{t_f} \left\| \dot{\mathbf{u}}_j^*(t, \alpha^j, \{\tau_n\}_{n=0}^{2j+1}, C_j) \right\|^2 dt \\
\text{s.t. } & \quad (20)
\end{align*}$$

(26)

where:

$$\begin{align*}
& \quad \sum_{n=0}^{2j} \left( \left[ \begin{array}{c} c_{n+1,x}^j \\ \alpha_{n+1,x}^j \end{array} \right] - \exp (A_x t_n) \left[ \begin{array}{c} c_{n,x}^j \\ \alpha_{n,x}^j \end{array} \right] \right) \mathbf{M}_{n+1,x}^{-1} \\
& + \sum_{n=0}^{2j} \left( \left[ \begin{array}{c} c_{n+1,y}^j \\ \alpha_{n+1,y}^j \end{array} \right] - \exp (A_y t_n) \left[ \begin{array}{c} c_{n,y}^j \\ \alpha_{n,y}^j \end{array} \right] \right) \mathbf{M}_{n+1,y}^{-1}
\end{align*}$$

(27)

To solve (22), we first note that we need \( \alpha_{x,x}^j = \alpha_{y,y}^j = \alpha_{x+1,x}^j = \alpha_{y+1,y}^j = 0 \) in order to satisfy the initial and final states of the drone required by (20). The rest of the parameters \( \{\alpha_{n,x}, \alpha_{n,y}\}_{n=1}^{2j} \) are optimized by solving (22). Note that the cost function is quadratic with respect to these parameters as the matrix \( \mathbf{M}_{n,x} \) is independent of the \( \alpha^j \). Therefore (22) is a convex optimization problem and has a unique solution. This solution can be obtained by first calculating analytically the gradient of (27) with respect to the state vectors \( \alpha_{x,x}^j = \alpha_{y,y}^j = \alpha_{x+1,x}^j = \alpha_{y+1,y}^j = 0 \), and then set this gradient to zero to solve the resulting matrix equations numerically.

After having optimized \( \alpha^j \), we plug the optimized vectors into the concatenated control law \( \mathbf{u}_j^*(t, \alpha^j, \{\tau_n\}_{n=0}^{2j+1}, C_j) \). We refer to the resulting control as \( \mathbf{u}_j^*(t, \{\tau_n\}_{n=0}^{2j+1}, C_j) \). This new control law \( \mathbf{u}_j^*(t, \{\tau_n\}_{n=0}^{2j+1}, C_j) \) is the solution to the optimization problem (20) (parameterized over \( j \)).

Now, we remind the reader that the optimization problem (20) was derived from the optimization problem (15) by fixing the set of points \( C_j \) as well as the time duration
\( \zeta_i(t) = \exp(A_i t) M_i(t; t_n) (M_i(t_{n+1}; t_n))^{-1} (\exp(A_i t_{n+1}))^{-1} (\zeta_i(t_{n+1}) - \exp(A_i \tau_n) \zeta_i(t_n)) + \exp(A_i(t - t_n)) \zeta_i(t_n), \) 
\[ t \in [t_n, t_{n+1}] \]

\[
M_i(t; t_n) = B_i B_i^T (t - t_n) - \frac{1}{2} (A_i B_i B_i^T + A_i B_i^T A_i^T) (t^2 - t_n^2) + \frac{1}{3} \left( \frac{1}{2} A_i^2 B_i B_i^T + A_i B_i^T A_i^T + \frac{1}{2} B_i B_i^T (A_i^T)^2 \right) (t^3 - t_n^3) - \frac{1}{4} \left( \frac{1}{6} A_i^3 B_i B_i^T + \frac{1}{2} A_i^2 B_i^T A_i^T + \frac{1}{2} A_i B_i^T (A_i^T)^2 + \frac{1}{6} B_i B_i^T (A_i^T)^3 \right) (t^4 - t_n^4) + \frac{1}{5} \left( \frac{1}{12} A_i^4 B_i B_i^T + \frac{1}{3} A_i^3 B_i^T A_i^T + \frac{1}{3} A_i^2 B_i^T (A_i^T)^2 + \frac{1}{6} A_i B_i^T (A_i^T)^3 + \frac{1}{5} B_i^2 B_i^T (A_i^T)^3 \right) (t^5 - t_n^5).
\]

\[ (23) \]

\[ (24) \]

sequence \( \{\tau_n\}_{n=0}^{2j} \) and using the approximation \[19\] for the communications term in the cost function.

To continue with our bottom-up integration, we use the control law \( \bar{u}_j^*(t; t_n, \tau_n, C) \) derived above and then we use the approximation \[19\] of the cost function in \[15\]. By doing so, the cost function \[15\] becomes:

\[
J'(\bar{u}, \lambda, t_f) \approx \lambda \int_0^{t_f} \left\| \bar{u}_j^*(t; (\tau_n)_{n=0}^{2j}, C) \right\|^2 dt + (1 - \lambda) \omega \left( B \left( \{\tau_n\}_{n=0}^{2j} \right) \right) \leq J'' \left( \{\tau_n\}_{n=0}^{2j}, C \right)
\]

\[ (28) \]

where \( B \left( \{\tau_n\}_{n=0}^{2j} \right) \) is defined in \[19\] and the optimization problem \[15\] becomes:

\[
\text{minimize} \quad J'' \left( \{\tau_n\}_{n=0}^{2j}, C \right)
\]

\[
\text{s.t.} 
\]

\[
C = \{ C_0, C_1, \cdots, C_{2j+1} \},
\]

\[
eq \tau_n \cos(\beta_n) \sin(\beta_n)
\]

In the last line of the constraints, we have the points \( C_n \) in polar coordinates and due to their definition and of the regions \( \{A_k\}_{k=0}^{1} \) the radii \( \{r_n\}_{n=1}^{2j+1} \) are known and their values can be obtained numerically from \[16\]. So the locations of the points \( \{C_0, C_1, \cdots, C_{2j+1} \} \) are fully determined by the angles \( \{\beta_n\}_{n=1}^{2j+1} \).

Now, since the domain of the variables \( \beta_n \) and \( \tau_n \) is bounded, we can solve \[29\] using simulated annealing (SA) \[14\]. Let us call \( \bar{u}_j^* (t) \) the control law produced by solving \[29\].

Since \( \bar{u}_j^* (t) \) is still parameterized over the number \( j \), the final step in obtaining a suboptimal solution for \[15\] is to solve \[29\] for \( j = 0, 1, \cdots, J \), compare the values of the cost function obtained with each value of \( j \), and select the control law \( \bar{u}_j^* (t) \) that produces the minimum value of the cost function in \[29\]. It is worth pointing out that, as mentioned above, the solution obtained by this method is a sub-optimal solution for \[15\] mainly due to the approximation in \[19\].

V. OBSTACLES AVOIDANCE

The solution presented in section [V] does not consider obstacles so in this section we show how to slightly modify our method to take them into account while increasing the computational complexity just slightly. To achieve this, let us start by considering a single circular obstacle of center \( q_O \) and radius \( r_o \). As mentioned in section [V] the robot will pass through points \( \{c_l\}_{l=0}^{2j} \) in ascending order. Then, let us assume that the robot’s path can be approximated by a piecewise linear path passing through the same points \( \{c_l\}_{l=0}^{2j} \). If we do so then in order to allow the robot to avoid the obstacle it suffices to ensure that the distance between the center of the obstacle (i.e., \( q_O \)) and each linear segment composing the piece-wise linear path mentioned above is greater than \( r_o \).

This can be easily done by adding a penalization term to the cost function \[29\] inspired from the concept of artificial potential fields \[38\] which is used for obstacle avoidance problems. The penalization term that we propose is:

\[
P_{\text{obs}} = K_1 \sum_{n=0}^{j-1} \exp \left( K_2 \frac{\|q_o - a^*(n, n+1)\| - r_o}{r_o} \right)
\]

\[ (30) \]

where \( K_1 > 0, K_0 > 0 \) are design parameters; \( a^*(n, n+1) \) is the closest point to the obstacle center \( q_o \) belonging to the linear segment \( \theta c_n + (1 - \theta) c_{n+1} \) with \( \theta \in [0, 1] \). Using linear algebra it is possible to show that

\[
a^*(n, n+1) = \theta c_n + (1 - \theta^*) c_{n+1}
\]

\[ (31) \]

where:

\[
\theta^*(n, n+1) = \max \left( \min \left( \frac{(c_n - c_{n+1})^T (q_o - c_{n+1})}{\|c_{n+1} - c_n\|^2}, 1 \right), 0 \right)
\]

\[ (32) \]

To take into consideration more obstacles it suffices to add similar penalization terms per obstacle and in order to consider obstacles with more complex shapes we could represent them as the union of several small circular obstacles.

Finally, we have to mention that the purpose of this section is to show that it is possible to integrate obstacle avoidance mechanisms into our trajectory planning method. This means
that other and more sophisticated obstacle avoidance techniques could also be adapted to our method.

VI. SIMULATIONS

In this section we present some simulation results to gain more insight into the trajectories produced by our method for solving the minimum energy-maximum data problem described in section III. So, the function \( w(\cdot) \) in (14) takes the form given by (12).

For the drone we select the parameters presented in [12] which represent a real drone. For the channel model, we select \( \alpha = 2 \) and 1 dB for the variance of the shadowing.

Now, for the communications system, we assume that during each duplexing period the drone transmits \( N_s \) symbols using the modulation schemes 4-QAM, 16-QAM and 64-QAM (see [31]) which results in the following bit rates \( 2R_s, 4R_s \) and \( 6R_s \) where \( R_s \) is the symbol transmission rate; we also select the thresholds \( \gamma_j \) such that the bit error probability is always lower than \( 10^{-3} \); finally, we set \( 10 \log_{10}(P/\sigma^2) = 40 \) dB.

Regarding the quantized function \( f_Q(p) = \bigwedge_{k=0}^{Q-1} f_k(p) \) in (14) with \( Q = 6 \) quantization levels (see Fig. 2) which results into six different regions \( \{A_k\}_{k=0}^{5} \) (see [16]) whose boundaries are marked by gray circles in Fig. 3. The quantization shown \( f_k(\cdot) \) according to the method described in (C). The AP is located at the origin, shown in black in Fig. 3. The starting and goal points are set to \([75, 0]\) and \([80\cos(\frac{5\pi}{12}), \sin(\frac{5\pi}{12})]\) respectively (see Fig. 3) while \( T_f = 100 \) s. The simulations are then performed using MATLAB.

In Figs. 3, we show the paths of the optimized trajectories for various values of \( \lambda: \lambda = 1 \) (black); \( \lambda = 0.98 \) (blue); \( \lambda = 0.8 \) (red); \( \lambda = 0.5 \) (green); \( \lambda = 0.2 \) (yellow); \( \lambda = 0.1 \) (magenta). The case of \( \lambda = 1 \) results in the drone moving on a straight line from the starting point to the goal point in a time \( T_f \) using minimum energy. We refer to such trajectory as the minimum energy trajectory (MET) and will serve as comparison.

When the value of \( \lambda \) is high (close to 1) the path of the optimum trajectory deviates only slightly from the MET’s path, see Fig. 3. This results in a slightly curved path attracted to the location of the APP. Meanwhile, the speed profile remains very similar to one of the MET, see Fig. 4 (top), but the profile of the bit rate transmission is significantly different, see Fig. 4 (bottom).

Note that as the value of \( \lambda \) decreases the shape of the speed profile transforms from having a single maximum to having two maxima, see Fig. 4 (top). This is due to the fact that when \( \lambda \) is low the drone wants to maximize the amount of data transmitted. This is achieved by going as fast as possible to the regions with higher bit rate, then spending as much time there in order to take advantage of the higher bit rate. As a consequence this leaves the drone little time to reach the goal point in time and hence it has to accelerate in order to reach it in time. This is clearly translated into the speed profile (see Fig. 4 (top)) by producing two local maxima separated by a local minima. In addition this is also reflected in the shape of the path which tends to be the concatenation of two paths, see Fig. 4 (bottom) one (almost) straight path connecting directly the starting point to an area with high bit rate near the AP and second one (also almost straight) connecting with the goal point.

In table. I we observe: in the first column the ratio of the energy consumed by the robot by executing the optimum trajectory over the amount of energy spent by the robot while following the MET; in the second column the ratio of the average data transmission (measured by simulations) divided by average data transmitted by the drone during the MET; the third column presents the average data transmitted during the optimized trajectory calculated using the approximation (19) which was used during the optimization procedure; in the fourth column we present the same average data transmitted during the trajectory but this time measured by simulations. The values presented on the third and fourth columns are normalized over \( R_sT_{tx}/T \).

By observing the first two columns of table I we observe that the energy consumption is an increasing function of \( \lambda \).
while the number of bits transmitted is a decreasing function of \( \lambda \). Thus confirming that the parameter \( \lambda \) controls the compromise between minimizing the energy spent in motion and maximizing the amount of data transmitted. It is worth noting that by setting \( \lambda \) close to 1 we can significantly increase the number of bits transmitted with a relatively small increase in the energy consumption (see \( \lambda = 0.95 \)).

From table I we also note the expected number of bits transmitted calculated using the approximation (19) and the expected number of bits transmitted measured by simulations are quite similar. Hence, this validates the approximation used during the optimization (19) used in the approximation as well as the utilization of the quantized function \( f_Q(p) \) to approximate average bit rate.

Now, we show obstacle avoidance capability of our method. To do this we add a circular obstacle of radius \( r_o = 5 \) m at the point \([0,0]\) (represented as a red circle in Fig. 5) which lies into the path of the optimum trajectory with \( \lambda = 0.6 \) (green) which does not takes into account the obstacle. Then, we optimize the trajectory, with \( \lambda = 0.6 \), while taking into account the obstacle using the method described in section VII with coefficients \( K_1 = 1000 \) and \( K_2 = 100 \). The corresponding path is shown in blue in Fig. 5. We observe from the zoomed portion in Fig. 5 that indeed the new optimum path (shown in blue) is able to successfully avoid the obstacle (shown in red) and hence shows that the trajectory optimization method proposed in this article is also able to consider obstacles.

Finally, as mentioned in the introduction, many adaptive trajectory planners that take into account communications and energy aspects require a predetermined path to follow and modify according to channel measurements obtained while following the path. Therefore our technique could be used to provide such a path and therefore complement such algorithms.

### VII. Conclusion

We have developed a technique to optimize a predetermined trajectory (path and velocity profile) that takes a robot from a certain initial point to a goal point in finite time while taking into account communications and energy constraints whose relative importance is determined by the design parameter \( \lambda \). We were able to develop such a technique while taking into account the full dynamic model of the robot as well as a realistic model for the wireless channel, and requiring only a limited knowledge of the wireless channel, consisting only of its first order statistics. Results show that using our optimum trajectories and by selecting an appropriate value for \( \lambda \), it is possible to significantly increase the number of bits transmitted during the trajectory. Our predetermined trajectory can be used jointly with other adaptive trajectory planners which require a predetermined path. Future work will focus on developing an experimental prototype to test the method developed in this paper in real environments.
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### Appendix A

In this appendix we introduce a new linearization method which we apply to the quadrotor model described by equations (1)-(3). Let us first define the following state vectors:

\[
\begin{align*}
  x &\triangleq \begin{bmatrix} x & \theta & \phi & \psi \end{bmatrix}^T, \\
  y &\triangleq \begin{bmatrix} z & \dot{z} \end{bmatrix}^T, \\
  u &\triangleq \begin{bmatrix} \psi & \dot{\psi} \end{bmatrix}^T,
\end{align*}
\]

and then apply the following state feedback:

\[
\begin{align*}
  \begin{bmatrix} c(\phi)(c(\theta))u_z/m \\ u_\psi/I_z \end{bmatrix} &= \begin{bmatrix} F_z \dot{x} \\ F_\psi \dot{\psi} \end{bmatrix} + g, \\
  F_z &\triangleq \begin{bmatrix} -a_{x_2} & -a_{x_1} \end{bmatrix}, \\
  F_\psi &\triangleq \begin{bmatrix} -a_\psi_2 & -a_\psi_1 \end{bmatrix},
\end{align*}
\]

such that the polynomials \( \pi_x(s) = s^2 + a_{x_2}s + a_{x_2} \) and \( \pi_\psi(s) = s^2 + a_\psi_1s + a_\psi_2 \) are Hurwitz, i.e., all their roots have negative real parts. By applying such a feedback the model (1)-(2) becomes:

\[
\begin{align*}
  dx_\psi/dt &= A_\psi x_\psi, \\
  dx_z/dt &= A_z x_z, \\
  dx_x/dt &= A_x x_x + B_x u_x + S_x q_x(x), \\
  y_x &= C_x x_x, \\
  dx_y/dt &= A_y x_y + B_y u_y + S_y q_y(x), \\
  y_y &= C_y x_y.
\end{align*}
\]
Now, let us note that:

\[
\begin{equation}
\frac{dz}{dt} = \frac{g}{\ell} x, \quad \frac{dy}{dt} = \frac{g}{\ell} y, \quad \frac{dx}{dt} = z,
\end{equation}
\]

This new linearization procedure is an alternative to the well known input-output exact linearization \cite{Zhang_2004,Levine_1990,Bosgra_2001}. The advantage of this method is that the nonlinearity appears in the linear form, \( \bar{u}_i + q_{x,i}(x), \ i \in \{x, y\}, \) instead of appearing in the affine form, \( \alpha_i(x) + \beta_i(x)\bar{u}_i, \ i \in \{x, y\}. \) This allows an exact cancellation of the nonlinear uncertainty signals using: \( \bar{u}_i = \bar{u}_i - q_{x,i}(x), \ i \in \{x, y\}. \)

Then, the linearised model for the drone results in:

\[
\begin{align*}
\frac{dz}{dt} &= A_x z + B_x \bar{u}, \\
\frac{dy}{dt} &= A_y \bar{u}, \\
\end{align*}
\]

Following \cite{Bosgra_2001}, we propose the change of variable\cite{Bosgra_2001}:

\[
\begin{align*}
q_x &= x, \\
q_y &= y, \\
\end{align*}
\]

where we apply to the model \ref{eq:40} which then becomes:

\[
\begin{align*}
\frac{d\zeta_x}{dt} &= A_x \zeta_x, \\
\frac{d\zeta_y}{dt} &= A_y \zeta_y, \\
\end{align*}
\]

Note that, \( q_i(0) = 0 \) and \( [\partial q_i(x)/\partial x]_{x=0} = 0, \ i \in \{x, y\}. \) Hence \( q_i(x), \ i \in \{x, y\}, \) are indeed nonlinear perturbation signals and the \( \Sigma(A_i, B_i, C_i), \ i \in \{x, y\}, \) are linearized state descriptions of \( \Sigma \) (after the state feedbacks \ref{eq:38}).

Following \cite{Bosgra_2001}, we propose the change of variable\cite{Bosgra_2001}:

\[
\begin{align*}
\zeta_x &= x, \\
\zeta_y &= y, \\
\end{align*}
\]

which we apply to the model \ref{eq:40} which then becomes:

\[
\begin{align*}
\frac{d\zeta_x}{dt} &= A_x \zeta_x, \\
\frac{d\zeta_y}{dt} &= A_y \zeta_y, \\
\end{align*}
\]

This problem can be reformulated as follows:

**Problem 1.** Given a finite time \( T > 0 \) and given a vector \( x_f \in \mathbb{R}^n, \) find a minimal norm control input such that: \( x(T) = x_f. \)

This problem can be reformulated as follows:

**Problem 2.**

\[
\begin{align*}
\min \mathcal{J}(u) &= \int_0^T ||u(t)||^2 \, dt, \\
\end{align*}
\]

s.t.

\[
\int_0^T \mathcal{F}(T - t)u(t) \, dt = x_f.
\]

\footnote{Note that, \( x = 0 \) and \( [u_x \ u_y \ u_z \ u_\psi]^T = \begin{bmatrix} 0 & 0 & mg & 0 \end{bmatrix}^T \) imply (cf. \ref{eq:28}): \( \omega_1^2 = \omega_2^2 = \omega_3^2 = \omega_4^2 = mg/(4\omega_4) \), thus: \( q_u = 0. \)}

\footnote{At first, we solve the algebraic equation: \( AM + BX = 1 \), and then, we set: \( \zeta = x + M^T \sum_{i=1}^{3} M^i S d^i/dt^i \). In our case we have:

\[
\begin{align*}
M_x &= \begin{bmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1/g & 0 & 0 \\
0 & 0 & 1 & 0 \end{bmatrix}, \\
M_y &= \begin{bmatrix} 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \end{bmatrix}, \\
X_x &= \begin{bmatrix} 0 & 0 & 0 & 1/\ell \end{bmatrix}^T. \\
\end{align*}
\]}

\footnote{This allows an exact cancellation of the nonlinear uncertainty signals using: \( u_i = \bar{u}_i - q_{x,i}(x), \ i \in \{x, y\}. \) From \ref{eq:43} we observe that the altitude \( z \) and the yaw angle \( \psi \) are stable since \( A_x \) and \( A_y \) are Hurwitz matrices. Hence the linearized model \ref{eq:43} allows to control the position of the quadrotor in the horizontal plane while maintaining a constant altitude and yaw angle.}
This is a classical minimum norm problem of seeking the closest vector to the origin lying in a variety of finite codimension, in a Hilbert space, and it is solved with the help of the Projection Theorem. Indeed, according to Theorem 2 of [8], the control input \( u \) which solves Problem 2 has the form:

\[
u(t) = \mathcal{F}(T - t) \beta,
\]

where \( \beta \) is a vector in \( \mathbb{R}^n \) satisfying (46), that is to say:

\[
\mathcal{M}_E \beta = x_r,
\]

where:

\[
\mathcal{M}_E = \int_0^T \exp(\mathbf{A}(T - t)) \mathbf{B}^T \exp(\mathbf{A}^T(T - t)) \, dt.
\]

\( \mathcal{M}_E \) is a well known matrix in system theory, which is used to study the reachability properties of \( (44) \), having the property: \( \langle \mathbf{A} | \text{Im} \mathbf{B} \rangle = \text{Im} \mathcal{M}_E \). Furthermore, the controllability of the pair \( (\mathbf{A}, \mathbf{B}) \) is equivalent to the invertibility of \( \mathcal{M}_E \) (see for example Theorem 1.1 of [11]).

**Lemma 1.** The solution of Problem 2 is:

\[
u_*(t) = \mathcal{F}(T - t) \mathcal{M}_E^{-1} x_r, \quad 0 < t < T,
\]

where the optimal value of (45) is:

\[
\mathcal{J}_* = x_r^T \mathcal{M}_E^{-1} x_r.
\]

Moreover, for a given \( x_r \neq 0 \):

\[
\lambda_{\text{max}}^{-1}(\mathcal{M}_E) \leq \mathcal{J}_*/\|x_r\|^2 \leq \lambda_{\text{min}}^{-1}(\mathcal{M}_E).
\]

**Proof.** (50) follows from (47), (48) and the controllability of the pair \( (\mathbf{A}, \mathbf{B}) \).

Substituting (50) into (45), we get (recall (49) and the definition of \( \mathcal{F}(t) \)):

\[
\mathcal{J}_* = x_r^* \mathcal{M}_E^{-1} x_r.
\]

Noting that \( \mathcal{M}_E \) is a Positive Definite Matrix (see (49)), we get (51).

Then (52) follows directly from the Rayleigh inequality (see for example [10]).

## APPENDIX C

In this appendix we present the optimum quantization method used for \( f_Q(p) \) (see (44)) in the simulations section. The quantized function \( f_Q(p) \) is defined as:

\[
f_Q(p) = R_j^Q, \quad \forall \|p\| \in (d_{j-1}, d_j],
\]

where \( j = 1, \cdots, Q, \) with \( Q \) being the number of quantization levels; \( d_{j-1} < d_j; R_j^Q = \max_j \{R_j \}, d_Q = 0, R_1^Q = 0 \) and \( d_0 = +\infty \) while \( \{d_{j-1} \}_{j=1}^{Q-1} \) and \( \{R_j \}_{j=2}^{Q} \) are variables to be optimized in order to minimize the following error:

\[
E_Q = \int_0^{|o|} \left( f_Q \left( \frac{|o|}{|o|} \right) - E \left[ R \left( \frac{|o|}{|o|} \right) \right] \right)^2 \, dv
\]

where \( o = s \) if \( |s| > |g| \) and \( o = g \) otherwise. Those variables can be optimized using numerical methods like simulated annealing [13].

---
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