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Abstract
A number of arguments purport to show that quantum field theory cannot be given an interpretation in terms of localizable particles. We show, in light of such arguments, that the classical \( \hbar \to 0 \) limit can aid our understanding of the particle content of quantum field theories. In particular, we demonstrate that for the massive Klein–Gordon field, the classical limits of number operators can be understood to encode local information about particles in the corresponding classical field theory.
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1 Introduction
Relativistic quantum field theory underlies the modern discipline of particle physics. Practitioners use the theory to conceptualize interactions between particles and make quantitative predictions about scattering experiments. Yet a number of arguments purport to show that various features of our particle concept are incompatible with the constraints of relativistic quantum physics. Building on results of Malament [3], Halvorson and Clifton [4] argue that in relativistic quantum theory, particles cannot be localized in spatial regions. The conclusions of such arguments leave interpreters of relativistic quantum field theory with a puzzle. How can an underlying theory that

---

1 For a nice comprehensive review of a broader collection of issues for particle interpretations than will be discussed in this paper, see Fraser [1]. Baker [2] also contains an introduction to issues with particle interpretations in the context of philosophy of quantum field theory more generally.
does not allow for localized particles support descriptive and explanatory practices that appear to involve localized particles?

Previous investigations have focused on the issue of recovering the phenomenology of particle physics from relativistic quantum field theory. For example, Buchholz [5] provides a way of recovering scattering theory at asymptotic times. In contrast, the goal of this paper is to make a small contribution toward our understanding of the theoretical role of particles in quantum field theory. We aim to make precise a sense in which a theoretical description of particles emerges from quantum field theory through the behavior of number operators.

In this vein, we follow Wallace [11], who argues for the emergence of particles in terms of the approximate localization, in a certain sense, of structures in quantum field theory. Similarly, recent work by Papageorgiou and Pye [18] employs the non-relativistic limit as an approximation to analyze the localizability of particles. Our investigation complements this work by instead analyzing the classical $\hbar \to 0$ limit of quantum field theory. We take this approach because there are existing tools for formulating the $\hbar \to 0$ limit in the C*-algebraic framework for quantum theory with full mathematical rigor [see 19]. Moreover, Landsman [20] has already initiated the use of these tools to analyze emergent behavior in quantum theories. We believe many approaches are helpful for understanding particles in quantum field theory, and so we will pursue an analysis through the classical limit without trying to rule out other avenues. We hope the positive outcome of our analysis of the classical limit speaks in favor of the approach taken here, but we do not believe it speaks against other approaches to understanding particle-like behavior.

We wish to distinguish the results in this paper from a number of other recent approaches to understanding particles in quantum field theories. First, some recent work on pilot wave (i.e., Bohmian-type) quantum field theories allows one to understand the content of those theories in terms of particles. Early work in this direction can be traced to Bell [21, pp. 174–177]; for an overview of recent progress, see Struyve [22, 23]. Second, some recent work has led to the development of a “dissipative” approach to quantum field theory, using tools from non-equilibrium thermodynamics [24], which those authors argue can support a particle interpretation. Both of these approaches involve substantial modification of the traditional framework for quantum field theory, as is clear in their use of different
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2 Note that in the limit of asymptotic times taken for scattering theory, one only has the ability to describe momentum states and one loses the notion of an exactly localizable particle. In the mathematical physics literature, analyses of particles proceed via the technical notion of “almost local” particle observables, which are used to analyze the localization structure of the one-particle subspace. For mathematical development, see, e.g., Buchholz and Fredenhagen [6], Haag [7], Buchholz et al. [8], Buchholz [5]. For philosophical discussion of “almost local” particle observables, see Halvorson and Clifton [4], Arageorgis and Stergiou [9], Valente [10]. In this paper, we also deal with approximate localization, but in a somewhat different sense. Moreover, we analyze localization properties of number operators in the full field theory without restricting attention to single particle states.

3 For earlier mathematical work on localization, see Knight [12] and Licht [13]. For earlier philosophical work on localization, see Saunders [14, 15] and Redhead [16, 17].
dynamical laws. In contrast, our task in this paper is to search for possible routes to understanding particle-like behavior within the standard formulation of quantum field theory without modifying the theory itself. We make no judgments concerning these distinct approaches to particles; we only claim that they are not relevant to the question we treat. Lastly, we mention the recent work of Bigaj [25], who argues that the standard textbook description of modes in quantum field theory representing an ontology of particles is unwarranted. While our starting point of standard quantum field theory agrees with that used by Bigaj [25], we employ very different methods to yield a particle interpretation. Instead of interpreting the formalism of quantum field theory directly in terms of particles, we consider only indirectly how particle-like behavior may emerge from quantum field theory in the $\hbar \to 0$ limit.

Our goal in this paper is to argue that the classical limit helps us understand particle content in quantum field theory in terms of classical field theoretic quantities. Our strategy of interpreting quantum field theories in terms of relationships between theories at different scales and emergent structures in some sense follows the approach advocated by Wallace [26] and Williams [27]. Both of those authors emphasize the importance of an often overlooked interpretive task. Philosophers often aim to answer the question: “if this theory provided a true description of the world in all respects, what would the world be like?” But Wallace and Williams claim it is important to also consider the distinct question “given that this theory provides an approximately true description of our world, what is our world approximately like?” [27, p. 210]. In this paper, we only aim to contribute to the latter task, and only for certain approximative regimes. It is only with regard to this question that we are interpreting quantum field theory at all as opposed to the classical field theories that we deal with more directly. As such we make no claims about what one might call the “fundamental ontology” of quantum field theory, but we still take our conclusions to be important to the interpretation and understanding of that theory.

The paper is structured as follows. In Sect. 2, we review the arguments against localized particle interpretations that we engage with in this paper. In Sect. 3, we summarize recent technical work concerning classical limits of number operators in quantum field theory within a C*-algebraic formulation of the classical limit. In Sect. 4, we use these results to clarify the theoretical status of localized particles in quantum field theory by providing two possible interpretations of approximately localizable particles. We conclude with some discussion in Sect. 5.
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These authors at times suggest their interpretive approach is somehow incompatible with or not conducive to the mathematical analysis provided by algebraic quantum field theory. By employing what we take to be a similar interpretive approach by using the tools of algebraic quantum field theory, we believe we demonstrate the compatibility of these approaches in this paper.
2 The Case Against Localizable Particles

Theorems due to Malament [3] and Halvorson and Clifton [4] aim to show that relativistic quantum theories cannot allow for localizable particles. We begin with Malament’s no-go result concerning particle positions, and then present Halvorson and Clifton’s refinement for local number operators.

Malament targets the existence of a position operator in relativistic quantum theory. If there were a position operator, then for any foliation of Minkowski spacetime $M$ into spacelike hyperplanes, there would be a projection-valued measure on bounded open subsets of those hyperplanes serving as the position operator’s spectral decomposition. Suppose we are given such a foliation; call a bounded open subset of one of the hyperplanes a spatial set. A localization system is defined as a triple $(\mathcal{H}, \Delta \mapsto P_\Delta, a \mapsto U(a))$, where $\mathcal{H}$ is a Hilbert space, each spatial set $\Delta$ is assigned a projection $P_\Delta$ on $\mathcal{H}$, and $a \mapsto U(a)$ is a strongly continuous unitary representation of the translation group of $M$. We interpret each projection $P_\Delta$ as representing the proposition that the particle is located within $\Delta$.

Malament considers the following constraints on a localization system:

1. **Translation covariance** for all spatial sets $\Delta$ and all vectors $a$ in $M$,
   
   $$U(a)P_\Delta U(a)^* = P_{\Delta+a}.$$

2. **Energy condition** for each future-directed unit timelike vector $a$ in $M$, the unique self-adjoint generator\(^6\) of the one-parameter unitary family $t \in \mathbb{R} \mapsto U(ta)$ has a spectrum bounded from below.

3. **Microcausality** if $\Delta_1, \Delta_2$ are spacelike separated spatial sets, then
   
   $$P_{\Delta_1} P_{\Delta_2} = P_{\Delta_2} P_{\Delta_1}.$$

4. **Localizability** if $\Delta_1, \Delta_2$ are disjoint spatial sets in the same hyperplane, then
   
   $$P_{\Delta_1} P_{\Delta_2} = P_{\Delta_2} P_{\Delta_1} = 0.$$

Translation Covariance allows us to understand the unitary representation of the translation group as providing a link between the propositions associated with translated spatial sets. The Energy Condition guarantees that one cannot extract an infinite amount of energy from the system. The Microcausality condition enforces the relativistic constraint of no “act-outcome” correlations between spacelike separated events. And the Localizability condition ensures that a particle cannot be found in two disjoint spatial sets at the same time.

With these constraints, Malament proves the following result:

**Theorem 1** (Malament) Suppose a localization system $(\mathcal{H}, \Delta \mapsto P_\Delta, a \mapsto U(a))$ satisfies conditions (1)–(4). Then $P_\Delta = 0$ for all spatial sets $\Delta$.

---

\(^5\) See also the related results of Hegerfeldt [28, 29].

\(^6\) The existence of such a generator is guaranteed by Stone’s theorem (see [30, p. 264]).
If $P_\Delta = 0$ for all spatial sets, then the probability of finding the particle in any spatial region is zero. In this case, such a structure cannot be used to represent a localizable particle position. Hence, the theorem may be interpreted as a “no-go” result, showing that no particle position operator can exist in a relativistic quantum theory.

Those who are trained in modern particle physics may be skeptical of the upshot of Malament’s theorem for relativistic quantum field theory, where we do not typically employ particle position operators. In fact, Malament’s own interpretation is that his result pushes one towards field theories rather than particle theories in the relativistic setting. In standard formulations of quantum field theory, however, one employs particle number operators rather than position operators. One might think that this is enough to avoid the consequences of Malament’s theorem if we could understand such number operators as being associated with the number of particles in a spatial set. But Halvorson and Clifton [4] prove a result analogous to Malament’s theorem demonstrating that localizable number operators are not compatible with certain constraints of relativistic quantum theory.

Halvorson and Clifton [4] consider the same setting as above, except that they allow spatial sets to be arbitrary (not necessarily open) bounded subsets. They define a system of local number operators as a triple $(\mathcal{H}, \Delta \mapsto N_\Delta, a \mapsto U(a))$, where $\mathcal{H}$ is a Hilbert space, each spatial set $\Delta$ is assigned an operator $N_\Delta$ on $\mathcal{H}$ with eigenvalues $\{0, 1, 2, \ldots\}$, and $a \mapsto U(a)$ is a strongly continuous unitary representation of the translation group of $M$. We now interpret each operator $N_\Delta$ as representing the number of particles in the spatial set $\Delta$.

Halvorson and Clifton consider the constraints of Translation Covariance, the Energy Condition, and Microcausality, which carry over in the straightforward way for the operators $N_\Delta$. They append to this list the conditions:

5. **Additivity** if $\Delta_1, \Delta_2$ are disjoint spatial sets in the same hyperplane, then
   \[ N_{\Delta_1} + N_{\Delta_2} = N_{\Delta_1 \cup \Delta_2}. \]

6. **Number conservation** if $\{\Delta_n\}_{n \in \mathbb{N}}$ is a countable disjoint covering of a hyperplane consisting of spatial sets, then
   \[ \bar{N} := \sum_n N_{\Delta_n}, \]
   converges to a self-adjoint operator on $\mathcal{H}$ satisfying
   \[ U(a) \bar{N} U(a)^* = \bar{N}, \]
   for any timelike vector $a$ in $M$.

The Additivity condition tells us that for any state, the expectation value of the number of particles in the union of two disjoint spatial regions in the same hyperplane
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7 This is necessary so that the Number Conservation condition below is non-trivial as there are no countable disjoint coverings of a hyperplane by open sets.
is the sum of the expectation value for the number of particles in each of the two regions. The Number Conservation condition guarantees the existence of a total number operator $\bar{N}$ representing the number of particles contained in all spatial regions, whose expectation value is constant in time. Halvorson and Clifton assert Number Conservation is a reasonable condition for free field theories, even if it may not hold in interacting field theories.

With these constraints, Halvorson and Clifton prove the following result.

**Theorem 2** (Halvorson and Clifton) Suppose a system of local number operators $(\mathcal{H}, \Delta \mapsto N_\Delta, a \mapsto U(a))$ satisfies conditions (1)–(3), and (5) and (6). Then $N_\Delta = 0$ for all spatial sets $\Delta$.

The conclusion that $N_\Delta = 0$ for all spatial sets implies that we will not find particles in any spatial region. Again, such a structure is incapable of representing particles. So this serves as a “no-go” result for localizable particles in free field theories.

### 3 The Classical Limit

While the result of Halvorson and Clifton described in Sect. 2 shows that number operators in quantum field theories cannot be associated with local regions while satisfying their constraints, it is well known that free quantum field theories allow for the definition of number operators associated with the entire system. In other words, all parties agree that number operators exist; what is at issue in the “no-go” results just reviewed is whether they can be associated with local regions. In this section, we will review recent work on the classical limits of number operators in free quantum field theories, using the free massive Klein-Gordon field as a concrete illustration. Then we will go on to use the classical limit to aid in understanding the localization of number operators next. In Sect. 3.1 we review the construction of number operators in quantum field theory, and in Sect. 3.2 we review an analysis of their classical limits.

#### 3.1 Quantum Field Theory

We aim to construct number operators in quantum field theories by first specifying an abstract C*-algebra of bounded quantities, and then considering Hilbert space representations of this algebra on a standard Fock space. One can obtain field operators as certain limits of bounded quantities, and then construct number operators from the fields. We will emphasize that the tool of a complex structure used to construct the representing Hilbert space also determines the form of the number operator.

One can construct free bosonic quantum field theories with the so called Weyl (or CCR) algebra. In a free field theory on Minkowski spacetime, one starts with a symplectic vector space $(E, \sigma)$ of test functions whose dual space is the space of (possibly distributional) solutions to the field equations, or equivalently, initial data on
a Cauchy surface $\Sigma \cong \mathbb{R}^3$. The kinematical algebra of bounded physical quantities can then be specified by the Weyl algebra $\mathcal{W}(E, \hbar \sigma)$, the smallest $C^*$-algebra generated by the linearly independent elements $W_\hbar(F), W_\hbar(G)$ for each $F, G \in E$ with operations

$$W_\hbar(F)W_\hbar(G) := e^{-\frac{i}{\hbar} \sigma(f,g)} W_\hbar(F + G),$$

$$W_\hbar(F)^* := W_\hbar(-F),$$

and the minimal regular norm [see 31, 32].

For example, for a real scalar field $\varphi : M \to \mathbb{R}$ satisfying the Klein–Gordon equation\(^8\)

$$\frac{\partial^2 \varphi}{\partial t^2} - \nabla^2 \varphi = -m^2 \varphi,$$

we set\(^9\) $E = C_c^\infty(\Sigma) \oplus C_c^\infty(\Sigma)$ and define $\sigma$ for all $(f_1, g_1), (f_2, g_2) \in E$ by

$$\sigma((f_1, g_1), (f_2, g_2)) := \int_{\mathbb{R}^3} f_1 g_2 - f_2 g_1.$$  

We understand a (possibly distributional) solution to the Klein–Gordon equation $(\pi, \varphi)$ with $\pi = \frac{\partial \varphi}{\partial t}$ to be an element of $E'$ with action $(\pi, \varphi)[f, g] := \int_\Sigma \pi f + \varphi g$ for $(f, g) \in E$.

One can construct particle number operators in the quantum theory by focusing on Fock space representations of the Weyl algebra. A Fock space representation arises from a choice of timelike spacetime symmetry group acting on $E$, which determines a complex structure on $E$, i.e. a linear map $J : E \to E$ satisfying [see 35, 36]

(i) $\sigma(JF, JG) = \sigma(F, G)$;
(ii) $\sigma(F, JF) \geq 0$;
(iii) and $J^2 = -I$

for all $F, G \in E$.

---

\(^8\) The Klein–Gordon equation is often presented with $m^2$ replaced by $m^2/\hbar^2$. Since we are considering a quantum field theory whose classical $\hbar \to 0$ limit is the classical Klein–Gordon field with finite mass, our setup builds commutation relations for the quantum theory from Eq. (2) with no factors of $\hbar$. The version of the Klein-Gordon equation we use is truly classical in the sense that it does not depend on $\hbar$. However, one can also interpret this setup as applying to the Klein–Gordon equation with the factors of $\hbar$ included (with $m^2$ replaced by $m^2/\hbar^2$) by understanding the limit to encode simultaneous rescalings of $m$ and $\hbar$ in such a way that $m^2/\hbar^2$ remains constant. This can happen, for example, if one considers simultaneous unit changes for mass, distance, and time that hold fixed the value of the speed of light $c$. As an aside, we mention that one can also investigate the alternative limit $m^2/\hbar^2 \to 0$ by employing renormalization techniques [33, 34].

\(^9\) $C_c^\infty(\Sigma)$ denotes the real vector space of smooth, compactly supported real-valued functions on $\Sigma$. 
For example, the inertial timelike symmetries of Minkowski spacetime determine the Minkowski complex structure $J_M$ for the Klein–Gordon field, defined as follows. First, define the differential operator $\mu_M : C^\infty_c(\Sigma) \to C^\infty_c(\Sigma)$ by
\[
\mu_M := (m^2 - \nabla^2)^{1/2}.
\] (4)
Then define $J_M : E \to E$ by
\[
J_M(f, g) := (-\mu_M^{-1} g, \mu_M f),
\] (5)
for all $(f, g) \in E$. This choice of $J_M$ is the unique complex structure that commutes with inertial time evolution of solutions. But this is only one possible choice of complex structure.

In addition, the Lorentz boost symmetries of the Rindler wedge in Minkowski spacetime determine the Rindler complex structure $J_R$ for the Klein–Gordon field, defined as follows. Consider initial data for the right Rindler wedge on the surface $R = \{ (x, y, z) \in \Sigma \mid x > 0 \}$. Consider the space $E(R) = C^\infty_c(R) \oplus C^\infty_c(R)$ of test functions with support on $R$. Define the differential operator $\mu_R : C^\infty_c(R) \to C^\infty_c(R)$ by
\[
\mu_R := \left( e^{2x} \left( m^2 - \frac{\partial^2}{\partial y^2} - \frac{\partial^2}{\partial z^2} - \frac{\partial}{\partial x^2} \right) \right)^{1/2}.
\] (6)
Then define $J_R : E(R) \to E(R)$ by
\[
J_R(f, g) := (-\mu_R^{-1} g, \mu_R f),
\] (7)
for all $(f, g) \in E(R)$. This choice of $J_R$ is the unique complex structure that commutes with time evolution of solutions in Rindler coordinates (Lorentz boosts). Thus, distinct complex structures arise from distinct choices of timelike symmetry groups, and as we now discuss, each of these complex structures defines a different number operator associated with a representation of the Weyl algebra.\(^{10}\)

A complex structure allows us to construct a Hilbert space known as a Fock space, which carries the structures of interest. We can define a Fock space by first noticing that a complex structure $J$ determines a complex inner product on $E$ defined by
\[
\alpha_J(F, G) := \sigma(F, JG) + i\sigma(F, G),
\] (8)
for all $F, G \in E$. The completion of $E$ with respect to this inner product is a complex Hilbert space $\mathcal{H}_J$. The Fock space over $\mathcal{H}_J$ is then defined as
\[
\mathcal{F}(\mathcal{H}_J) := \bigoplus_{n=0}^{\infty} S\left( \bigotimes^n \mathcal{H}_J \right),
\] (9)
\(^{10}\) For more detail on each of these complex structures and domain issues, see Kay [37].
where $S(\otimes^n \mathcal{H}_J)$ denotes the symmetric subspace of the $n$-fold tensor product of $\mathcal{H}_J$ with itself, and which for $n = 0$ is defined as $\mathbb{C}$. This Hilbert space carries a representation of the Weyl algebra unitarily equivalent to the GNS representation $\pi_\omega$ for the state $\omega$ defined by

$$\omega(W_h(f)) := e^{-\frac{1}{2}a_\omega(f,F)},$$

for all $F \in E$. The state $\omega$ is the unique vacuum state invariant under the timelike symmetries we began with. Since the state $\omega$ is regular, the Fock space carries unbounded field operators $\Phi_h(F)$, which are the self-adjoint generators of the one-parameter unitary families $t \in \mathbb{R} \mapsto \pi_\omega(W_h(tF))$. These field operators can be used to define the standard creation and annihilation operators and number operators

$$a^\dagger_h(F) := \frac{1}{\sqrt{2}} \left( \Phi_h(F) + i\Phi_h(JF) \right), \quad (a^\dagger_h(F))^* := \frac{1}{\sqrt{2}} \left( \Phi_h(F) - i\Phi_h(JF) \right),$$

$$N^\dagger_h(F) := (a^\dagger_h(F))^* a^\dagger_h(F), \quad (11)$$

for each $F \in E$ [for more detail, see 35].

There are multiple distinct Fock space representations of the Weyl algebra for the Klein–Gordon field. For example, if one chooses the complex structure $J_M$ corresponding to the inertial timelike translation symmetries on Minkowski spacetime, then one arrives at the standard Minkowski vacuum, which we denote $\omega_M$, with its associated Fock space representation $(\pi_M, \mathcal{F}(\mathcal{H}_M))$. But if one chooses the complex structure $J_R$ corresponding to the timelike Lorentz boost symmetries of the right Rindler wedge, then one arrives at the Rindler vacuum, which we denote $\omega_R$, with its associated Fock space representation $(\pi_R, \mathcal{F}(\mathcal{H}_R))$ [see 37]. With respect to the Lorentz boost symmetries of the Rindler wedge, the Minkowski vacuum state appears as a thermal (KMS) state with finite temperature.11 This is the celebrated Unruh effect [see 37, 41, 42], which is taken to imply that an observer accelerating through the Rindler wedge will observe a finite temperature, and hence particles, even in the Minkowski vacuum. Thus, we have two families of number operators for further analysis.

### 3.2 Strict Quantization and Number Operators

Given the issues with particle localization in relativistic quantum field theory, we now seek a positive account of the particle-like content of such theories. We will aim at an analysis of number operators that allows us to understand them as approximately representing localizable particles. The particular approximation we choose involves the classical $\hbar \to 0$ limit [see also 43], although we make no claim that this is the only relevant approximation. This section provides the relevant technical
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11 For more on the definition and interpretation of KMS states, see Bratteli and Robinson [38, 39], Ruetsche [40].
background and summarizes recent results of Browning et al. [44] concerning the classical limits of number operators. Those authors construct a quantization map that allows for the analysis of classical limits of unbounded operators without a choice of Hilbert space representation. Applying this analysis to number operators yields integral expressions for the particle number content of the corresponding classical field theory, which we will analyze in the following sections.

One can formulate the classical limit using the mathematical framework of strict quantization [see 19, 45–47]. A strict quantization is a family of \( C^\ast \)-algebras \( \{ \mathcal{A}_\hbar \}_{\hbar \in [0,1]} \) and a family of quantization maps \( \{ Q_\hbar : \mathcal{P} \rightarrow \mathcal{A}_\hbar \}_{\hbar \in [0,1]} \) defined on some Poisson subalgebra \( \mathcal{P} \) of \( \mathcal{A}_0 \), which is required to be commutative. The idea is that \( \mathcal{A}_\hbar \) represents the collection of quantities in the quantum theory where Planck’s constant takes on the value \( \hbar \in (0,1] \), while \( \mathcal{A}_0 \) represents the collection of quantities of the corresponding classical theory. To appropriately capture the limiting behavior of the algebraic structure, a strict quantization is required to satisfy:

\[
\text{(i) } \lim_{\hbar \rightarrow 0} \| Q_\hbar(A) - Q_\hbar(B) - Q_\hbar([A,B]) \|_{\hbar} = 0; \\
\text{(ii) } \lim_{\hbar \rightarrow 0} \| \frac{1}{\hbar} [Q_\hbar(A), Q_\hbar(B)] - Q_\hbar([A,B]) \|_{\hbar} = 0; \\
\text{(iii) the map } \hbar \mapsto \| Q_\hbar(A) \|_{\hbar} \text{ is continuous}
\]

for each \( A, B \in \mathcal{P} \), where \( \| \cdot \|_{\hbar} \) is the \( C^\ast \)-norm on \( \mathcal{A}_\hbar \).\(^{12}\) Given such a structure, we understand the classical limit of the family of quantities \( Q_\hbar(A) \) to be the classical quantity \( A \in \mathcal{P} \).

In our example of the free Klein-Gordon field, we let \( \mathcal{A}_\hbar = \mathcal{W}(E, \hbar \sigma) \) and define the quantization maps as the linear extension of

\[
Q_\hbar^\alpha(W_0(F)) := e^{-\frac{1}{4\hbar} \cdot (F,F)} W_\hbar(F), \tag{12}
\]

for all \( F \in E \), where \( \alpha \) is any complex inner product on \( E \). It follows from results of Binz et al. [48] and Honegger and Rieckers [49] that this structure forms a strict quantization. And importantly for what follows, the choice of a complex inner product \( \alpha \) does not matter at this stage because for any other complex inner product \( \alpha' \), the corresponding quantization maps are equivalent in the sense that

\[
\lim_{\hbar \rightarrow 0} \| Q_\hbar^\alpha(A) - Q_\hbar^{\alpha'}(A) \|_{\hbar} = 0,
\]

for each \( A \in \mathcal{P} \). For this reason, we will omit any mention of the inner product \( \alpha \) and simply denote the quantization map by \( Q_\hbar \), noting that it need not be identified with any of the inner products \( \alpha_j \) associated with the complex structures \( J \) used to define the number operators of interest. In this way, the structure of a strict quantization will allow us to take the classical limit independently of the choice of a Fock space representation (which, recall, is determined by a choice of complex structure \( J \)).

\(^{12}\) Furthermore, it is typically required that \( Q_\hbar(\mathcal{P}) \) is norm dense in \( \mathcal{A}_\hbar \), but this can always be achieved by restricting attention to an appropriate \( C^\ast \)-subalgebra of the codomain.
Notice, however, that since the domain of the quantization maps is a C*-algebra of bounded quantities, such structures cannot immediately be used to analyze the classical limits of number operators, which are unbounded. To analyze the classical limits of number operators, one must extend the quantization map to a larger (partial) algebra including unbounded quantities. This is possible because the quantization maps $Q_\hbar$ are positive, and hence continuous, so they can be extended to the completion of $\mathfrak{A}_\hbar$ in the weak topology, which will contain many unbounded operators.

We require one further technical alteration to the setup because the completion of $\mathfrak{A}_\hbar$ will not contain the unbounded field operators defined by

$$\Phi_\hbar(F) := -i \lim_{t \to 0} \frac{W_\hbar(tF) - I}{t},$$

for $F \in E$ (where the limit is taken in the weak topology). Instead, one must employ a different algebra. Define $V_\hbar$ as the subspace of $(\mathfrak{A}_\hbar)^*$ generated by the regular states, and let $V_\hbar^*$ denote the weak* closure of $V_\hbar$ in $(\mathfrak{A}_\hbar)^{**}$. We will consider the algebras $\mathfrak{A}_\hbar^{**}/N(V_\hbar)$, where $N(V_\hbar)$ denotes the closed two-sided ideal given by the annihilator of $V_\hbar$ in $\mathfrak{A}_\hbar^{**}$. The quantization maps, which we continue to denote $Q_\hbar$, can be continuously extended to maps on the completions of these algebras in the weak* topology, which contain unbounded field operators defined by Eq. (13) (with the limit in the weak* topology) [44].

With this framework, one can define creation, annihilation and number operators by a choice of complex structure $J$ on $E$ according to Eq. (11). Browning et al. [44] show that the number operators so defined satisfy analogues of the limiting conditions (i) and (ii) stated above for algebraic operations with even many unbounded operators of interest. Hence, one can understand the classical quantity

$$N^0_0(F) = (a^J_0(F))^* (a^J_0(F)) = \Phi_0(F)^2 + \Phi_0(JF)^2,$$

for $F \in E$ as the classical limit of the corresponding number operator (for the complex structure $J$) in a quantum field theory. For our purposes, the classical limit of the number operator for the two particular choices of $J$ described above are relevant: the Minkowski and Rindler number operators.

The Minkowski number operators are defined using the Minkowski complex structure $J_M$ via Eq. (11) as $N^M_h(F)$ for $F \in E$, which we simply denote $N^M_h(F)$. These are the standard number operators appearing in the Fock space representation $\pi_M$ for the Minkowski vacuum. In the framework of the strict quantization defined by Eq. (12), the classical limits of the Minkowski number operators take the form $N^M_0(F)$, which belongs to the weak* completion of $\mathfrak{A}^{**}_0/N(\overline{V}_0)$.

One can put the classical limit of the Minkowski number operator in a more explicit form. First, we define the total Minkowski number operator as

$$\Phi_0(F) := -i \lim_{t \to 0} \frac{W_0(tF) - I}{t},$$

for $F \in E$ and $E \subseteq E'$ (or $E(R) \subseteq E(R')$) of the infinite sums employed in this section is guaranteed by the cited results of Browning et al. [44].
where \( \{F_k\} \) is an \( \alpha_{J_M} \)-orthonormal basis for \( E \). The classical Weyl algebra \( \mathcal{W}(E,0) \) has a canonical representation as continuous almost periodic functions on the dual \( E' \) with

\[
W_0(f,g)(\pi, \varphi) = \exp \left( i \int_\Sigma \pi f + \varphi g \right),
\]

\[
\Phi_0(f,g)(\pi, \varphi) = \int_\Sigma \pi f + \varphi g,
\]

for \((f, g), (\pi, \varphi) \in C^\infty_c(\Sigma) \oplus C^\infty_c(\Sigma) \subseteq E'\). Browning et al. [44] establish the form of the classical limit \( N'_0 \) of the total Minkowski number operator in this representation.

**Theorem 3** (Browning et al.) For all \( \pi, \varphi \in C^\infty_c(\Sigma) \),

\[
N'_0(\pi, \varphi) = \frac{1}{2} \int_\Sigma (\mu^{-1/2}_M \pi)^2 + (\mu^{1/2}_M \varphi)^2.
\]

This shows that the classical limit of the total Minkowski number operator is the integral of a density function depending on the field and its conjugate momentum.

For comparison in the next section, we note that one can use the same methods to analyze the classical limit of the total Hamiltonian. The total Hamiltonian is defined as

\[
H^M_0 := \sum_k N^M_0(g_k, 0),
\]

where \( \{g_k\} \) is an \( L^2(\Sigma, \mathbb{R}) \)-orthonormal basis for the real vector space \( C^\infty_c(\Sigma) \). In the representation of the classical Weyl algebra as almost periodic functions, we have the following explicit form for the classical limit \( H^M_0 \) of the total Hamiltonian.

**Theorem 4** (Browning et al.) For all \( \pi, \varphi \in C^\infty_c(\Sigma) \),

\[
H^M_0(\pi, \varphi) = \frac{1}{2} \int_\Sigma \pi^2 + m^2 \varphi^2 + (\nabla \varphi)^2.
\]

Since the expression on the right hand side is the familiar \((0, 0)\) component of the stress-energy tensor for the Klein–Gordon field, this shows that the classical limit of the total Hamiltonian is the classical total energy, which similarly is the integral of an energy density.

We can give a similar analysis of the classical limit of the Rindler number operator. First, we use the Rindler complex structure \( J_R \) to define the Rindler number operators via Eq. (11) as \( N^R_h(F) \) for \( F \in E(R) \), which we simply denote \( N^R_h(F) \). This is the standard number operator appearing in the Fock space representation \( \pi_R \) for the Rindler vacuum [see 37]. In the framework of the strict quantization defined by

\( \text{Springer} \)
Eq. (12), the classical limits of the Rindler number operators take the form \( N^R_0(F) \), which belongs to the weak* completion of \( \mathfrak{U}_0^{**}/N(\overline{V}_0) \).

As above, one can put the classical limit of the Rindler number operator in a more explicit form. Define the total Rindler number operator by

\[
\overline{N}^R_0 := \sum_k N^R_0(F_k),
\]

where \( \{F_k\} \) is an \( \alpha^R \)-orthonormal basis for \( E(R) \). Browning et al. [44] establish the form of the total Rindler number operator in the representation of the classical Weyl algebra as almost periodic functions on \( E(R)' \).

**Theorem 5** (Browning et al.) For all \( \pi, \varphi \in C^\infty_c(R) \),

\[
\overline{N}^R_0(\pi, \varphi) = \frac{1}{2} \int_R (\mu^{-1/2} e^\pi)^2 + (\mu^{1/2} \varphi)^2.
\]

This expression is, of course, distinct from that for the Minkowski number operator. Nevertheless, the classical limit of the Rindler number operator is still the integral of a density function depending on the field and its conjugate momentum.

Further, the same methods can be used to analyze the classical limit of the total Rindler Hamiltonian. The total Rindler Hamiltonian is defined as

\[
\overline{H}^R_0 := \sum_k N^R_0(g_k, 0),
\]

where \( \{g_k\} \) is an \( L^2(R, \mathbb{R}) \)-orthonormal basis for \( C^\infty_c(R) \). In the representation of the classical Weyl algebra as almost periodic functions, we have the following explicit form for the classical limit \( \overline{H}^R_0 \) of the total Rindler Hamiltonian.

**Theorem 6** (Browning et al.) For all \( \pi, \varphi \in C^\infty_c(R) \),

\[
\overline{H}^R_0(\pi, \varphi) = \frac{1}{2} \int_R e^{2x} \left( \pi^2 + m^2 \varphi^2 + \left( \frac{\partial \varphi}{\partial y} \right)^2 + \left( \frac{\partial \varphi}{\partial z} \right)^2 + e^{-2x} \left( \frac{\partial \varphi}{\partial x} \right)^2 \right).
\]

Since the expression on the right is the integral of the Rindler energy density associated with the Lorentz boost symmetries of the Rindler wedge [see 37], this shows that the classical limit of the total Rindler Hamiltonian is the classical total Rindler energy.

In summary, we can understand the classical limits of both Minkowski and Rindler number operators and their associated Hamiltonians in a mathematically rigorous framework. The classical limits of the Hamiltonians correspond to classical energy quantities that can be expressed as the integral of a familiar energy density. And the classical limits of both number operators correspond to functions of the
field and conjugate momentum that can likewise be expressed as the integral of a
density function.\textsuperscript{14} The next section uses these results to aid our understanding of
particles in light of the issues outlined in Sect. 2.

4 Emergent Localizable Particles

We now attempt to provide a positive account of the particle content of Klein–Gor-
don theory by interpreting the classical number operators and understanding them
as approximations to quantum number operators. To understand the localization
properties of these classical number operators, we begin with an analogy to classical
localizable energy quantities, which will motivate our approach to analyzing classi-
cal number operators.

Notice that there is a standard way to interpret the classical Hamiltonian as giving
rise to localized energy quantities. The classical limit of the Hamiltonian for the
Klein–Gordon field is the integral of the standard energy density. One can use this
density to define local energy quantities $H_0^M(\Delta)$ for spatial sets $\Delta \subseteq \Sigma$ in the classical
theory by restricting the integral of the energy density to the domain $\Delta$ as follows:

\begin{equation}
H_0^M(\Delta)(\pi, \varphi) := \frac{1}{2} \int_{\Delta} \pi^2 + m^2 \varphi^2 + (\nabla \varphi)^2,
\end{equation}

for $\pi, \varphi \in C_0^\infty(\Sigma)$. Equation (19) provides the standard and familiar way in a clas-
sical field theory of describing the amount of localized energy within $\Delta$ associated
with a field configuration.

With the definition of classical local energy in mind, we will proceed to provide
two interpretations of the classical number of particles in which the total number of
particles is the integral of a density function, and hence is localizable in precisely
the same sense as energy. Schematically, we will write this as

\begin{equation}
N_0(\Delta)(\pi, \varphi) \sim \int_{\Delta} n(\pi, \varphi),
\end{equation}

for a density function $n(\pi, \varphi)$, where $\Delta \subseteq \Sigma$ is a spatial set. We will provide two
candidates for the density function, which give rise to different particle interpreta-
tions of the classical Klein-Gordon theory. On the first interpretation, which we call
the “Local Density” interpretation and describe in Sect. 4.1, we set the total integral
of $n$ to be the classical total number operator $N_0^M$ and take the density function to be
that provided in Theorem 3. However, this yields an interpretation that is non-stand-
ard from the perspective of the quantum field theory by ignoring the role of parti-
cle modes, and so we provide a second interpretation based on particle modes. We
describe this interpretation, which we call the “Uniform Density” interpretation, in

\textsuperscript{14} Browning et al. [44] extend the same analysis to the electromagnetic field, in which case the classical
limit of the number operator can also be written as the integral of a number density, which agrees with
the proposal for classical photon number appearing in Sebens [50, 51].
Sect. 4.2, according to which the density function $n$ is itself the classical total number operator $\overline{N}_0^M$, understood as a uniform spatial density. In this section, we treat only Minkowski particles, but we signal later some directions for analyzing Rindler particles.

### 4.1 Local Density

In this section, we will define the Local Density interpretation of the classical total number operator, compare it to the Newton–Wigner representation of the number operator in quantum field theory, and then establish that it obeys conditions analogous to those laid out by Halvorson and Clifton [4] for systems of local number operators.

With the definition of classical local energy in mind, now consider the classical total number operator, which Theorem 3 shows can also be written as the integral of a density function. This implies that we can in an analogous way define classical local number quantities $N_0^{LD}(\Delta)$ ($LD$ denotes “local density”) by restricting the integral of the number density to the domain $\Delta$ as follows. First, let\(^\text{15}\) $n : C^\infty(\Sigma) \oplus C^\infty(\Sigma) \rightarrow L^1(\Sigma)$ be such that for all $(\pi, \varphi) \in C^\infty(\Sigma) \oplus C^\infty(\Sigma)$,

$$\overline{N}_0^M(\pi, \varphi) = \int_{\Sigma} n(\pi, \varphi).$$

Note that $n$ is underdetermined here. We could, for example, take

$$n(\pi, \varphi) := \frac{1}{2} \left( (\mu_M^{-1/2} \pi)^2 + (\mu_M^{1/2} \varphi)^2 \right), \quad (21)$$

as it is written in Theorem 3. But we could also take

$$n'(\pi, \varphi) := \frac{1}{2} \left( \pi(\mu_M^{-1} \pi) + \varphi(\mu_M \varphi) \right), \quad (22)$$

since $\mu_M$ is self-adjoint and positive. Which density is appropriate for physics is a substantive matter, but it makes no difference for most of the discussion that follows. As such, we only assume that we have chosen one such $n$ for our Local Density interpretation; really we have a family of different interpretations for different densities with the same total integral.

With a choice of number density $n$, we fill in the schema of Eq. (20) by defining

$$N_0^{LD}(\Delta)(\pi, \varphi) := \int_{\Delta} n(\pi, \varphi), \quad (23)$$

for $\pi, \varphi \in C_c^\infty(\Sigma)$. This association of local number quantities in the classical field theory with local regions completes what we call the Local Density interpretation.

\(^{15}\) Here, $L^1(\Sigma)$ is the collection of integrable functions on $\Sigma$. Except where explicitly noted as in Sect. 3.2, we understand all $L^p$ spaces to consist in complex-valued functions.
To better understand this interpretation, let us compare with what Halvorson [52, pp. 121–122] proposes as the natural way in the corresponding quantum theory to construct a local number operator associated with a spatial region $\Delta$ from the number operators $N^M(f)$ for test functions $f \in E$. Halvorson interprets the test functions $f$ in the standard way as one-particle wavefunctions and interprets $N^M(f)$ as the number of particles in a state with the wavefunction $f$. On this interpretation, he suggests that the standard local number operator associated with $\Delta$, which we call $N^S_h(\Delta)$ should be the sum\(^{16}\) of number operators for one-particle wavefunctions with support in $\Delta$, i.e., he defines $N^S_h(\Delta)$ for a spatial set $\Delta$ as

$$
N^S_h(\Delta) := \sum_k N^M_h(f_k),
$$

where $\{f_k\}$ is a basis for the real vector space $C^\infty(\Delta) \oplus C^\infty(\Delta)$.

However, Halvorson shows, contra Redhead [17], that the aforementioned definition does not yield appropriate local number operators. Rather, for each spatial set $\Delta$, the defined sum yields the total number operator, i.e.,

$$
N^S_h(\Delta) = N^M_h,
$$

for any $\Delta$. This follows immediately from a result of Segal and Goodman [53] that the operator $\mu_M$ has the property they call anti-locality.

Notice that our natural definition of the local number of particles in the classical field theory does not agree with Halvorson’s attempted definition of the local number operator in the quantum theory as a sum over the number operators associated with test functions with support in $\Delta$. Even in the classical case, Halvorson’s prescription yields the total number operator. More precisely, suppose we define the standard local number operator in the classical theory as

$$
N^S_0(\Delta) := \sum_k N^M_0(f_k),
$$

where $\{f_k\}$ is a basis for the real vector space $C^\infty(\Delta) \oplus C^\infty(\Delta)$. Then the anti-locality of $\mu_M$ established by Segal and Goodman [53] implies the standard local number operator is the total number operator for arbitrary local regions, i.e. for any spatial set $\Delta$.

$$
N^S_0(\Delta) = \overline{N^M_0},
$$

However, the local number quantities we have defined in Eq. (23) for the Local Density interpretation are clearly not the total classical number operator, i.e.,

$$
N^{LD}_0(\Delta) \neq \overline{N^M_0},
$$

\(^{16}\) In order for this sum to converge in the quantum theory ($h > 0$), one should actually understand it as an upper bound of quadratic forms in the Minkowski Fock space representation.
and so the local number quantities \( N^0_{LD}(\Delta) \) we have defined cannot be obtained by summing over a basis of test functions with support in \( \Delta \). Nevertheless, the local number quantities defined in Eq. (23) seem well-motivated in the classical theory.

In fact, the association of local number operators defined by Eq. (23) instead align with what Halvorson calls the *Newton–Wigner localization scheme*\(^{17} \) in the quantum field theory [52, p. 123], which is obtained by transforming the test function space before summing over test functions with support in a region. To start, we define a dense isometric embedding \( K : E \rightarrow L^2(\Sigma) \) (where \( E \) is understood with the inner product \( \langle \cdot, \cdot \rangle \)) by\(^{18} \)

\[
K(f, g) := \mu^1 f + i\mu^{-1/2} g,
\]

for all \( f, g \in C^\infty_c(\Sigma) \). The Newton–Wigner localization scheme in the quantum theory for \( \hbar > 0 \), by definition, understands

\[
\mathcal{N}^M_{\hbar}(F) \quad \text{for} \quad F \in E \to \text{local to } \Delta \subseteq \Sigma
\]

just in case \( K(F) \in L^2(\Delta) \subseteq L^2(\Sigma) \), i.e., the points outside \( \Delta \) for which \( K(F) \) is non-zero form a region of measure zero. Similarly, the Newton–Wigner total number operator in the quantum theory for the region \( \Delta \) is then defined as\(^{19} \)

\[
\mathcal{N}_{\hbar}^{NW}(\Delta) := \sum_k N^M_{\hbar}(F_k),
\]

where \( \{K(F_k)\} \) is an \( L^2 \)-orthonormal basis for \( L^2(\Delta) \) [52, p. 124].

We now define a corresponding Newton–Wigner localization scheme in the classical theory and show that it agrees with our Local Density interpretation. For this, we must fix that our density is given by Eq. (21) rather than Eq. (22) or some other alternative. Using the straightforward analogy provided in the \( \hbar \to 0 \) limit, we say the Newton–Wigner localization scheme in the classical theory, by definition, understands \( \mathcal{N}^M_{0}(F) \) for \( F \in E \) to be local to a region \( \Delta \subseteq \Sigma \) just in case \( K(F) \in L^2(\Delta) \subseteq L^2(\Sigma) \). And we define the Newton–Wigner total number operator in the classical theory for the region \( \Delta \) as\(^{20} \)

\[
\mathcal{N}^0_{0}^{NW}(\Delta) := \sum_k N^M_{0}(F_k),
\]

where \( \{K(F_k)\} \) is an \( L^2 \)-orthonormal basis for \( L^2(\Delta) \). Then it follows that our local density interpretation reproduces the Newton–Wigner total number operators in the classical theory.

**Proposition 1** For any \( \Delta \subseteq \Sigma \) and any \( \pi, \varphi \in C^\infty_c(\Sigma) \), if \( N^0_{LD}(\Delta) \) is defined using the density in Eq. (21), then

\( \square \) Springer

---

\(^{17}\) For background on the Newton–Wigner localization scheme, see Newton and Wigner [54], Fleming and Butterfield [55], and Fleming [56].

\(^{18}\) See Kay [37, p. 65] or Halvorson [52, p. 115, Eq. 10].

\(^{19}\) Again, in order for this sum to converge in the quantum theory (\( \hbar > 0 \)), one should understand it as an upper bound of quadratic forms in the Minkowski Fock space representation.

\(^{20}\) The pointwise convergence on \( E \subseteq E' \) of this sum is guaranteed by the following Proposition 1.
Proof The Pythagorean theorem on \( L_2^2(\Delta) \) implies that,\(^\text{21}\) taking \( \{ F_k \} = \{ f_k, g_k \} \) to be an \( L_2^2 \)- orthonormal basis for \( L_2^2(\Delta) \),

\[
N_0^{NW}(\Delta)(\pi, \varphi) = N_0^{LD}(\Delta)(\pi, \varphi).
\]

This establishes that comparison with the construction of local energy quantities suggests an interpretation of number operators in the classical theory—which we have called the Local Density interpretation—which aligns with the Newton–Wigner localization scheme.\(^\text{22}\) So despite the negative pronouncements by Halvorson [52, e.g., pp. 131–132], the classical limit may provide some reason to favor the Newton–Wigner localization scheme, although we take no stance on whether such reasons apply in the corresponding quantum theory. (We remind the reader at this point that our interpretation of the classical number operators is meant to aid in the understanding of quantum field theory only by showing what a world approximately described by quantum field theory would approximately be like—not by showing what a world described exactly by quantum field theory would be like. As such, we have not provided any reason to advocate for the Newton-Wigner localization scheme in quantum field theory.)

\(^\text{21}\) Here, we use \( \langle \cdot, \cdot \rangle_{L^2(X)} \) to denote the inner product in \( L^2(X) \).

\(^\text{22}\) An anonymous referee has asked if one can use the methods in Browning et al. [44] to analyze the classical limit of the Newton–Wigner position operator directly. If successful, this might provide a way around Malament’s “no-go” theorem in the classical limit. But the methods for taking the classical limit described here are applicable only to the Weyl algebra, so these methods will allow one to take the classical limit of the Newton–Wigner position operator only if the Newton–Wigner position operator can itself be related to limits of algebraic combinations of Weyl unitaries. This is an interesting question, but an answer is beyond the scope of the current paper and so we leave it for future work.
Moreover, we can also see that the quantities $N^0_0(\Delta)$ are at least appropriate candidates for local number operators by demonstrating that the assignment $\Delta \mapsto N^0_0(\Delta)$ satisfies analogs of the necessary conditions (1)–(3), (5) and (6) of Halvorson and Clifton’s no-go theorem. We first need some preliminaries. Since we work with initial data on a spacelike hypersurface $\Sigma \cong \mathbb{R}^3$ embedded in $M$, we will use the orthogonal decomposition of each vector $a$ in $M$ into

$$a = t\xi + \eta,$$

where $\xi$ is the unit future-directed timelike vector orthogonal to $\Sigma$, $t \in \mathbb{R}$ is a scalar, and $\eta$ is the spacelike component of $a$ tangent to the hyperplane $\Sigma$. Recall that the one-parameter unitary family $K^{-1}e^{-i\mu s t}K$ for $t \in \mathbb{R}$ implements the dynamical evolution for the Klein-Gordon field for inertial time translations [37, p. 65]. We extend the assignment $\Delta \subseteq \Sigma \mapsto N^0_0(\Delta)$ to arbitrary spatial sets $\Delta \not\subseteq \Sigma$ (we assume $\Sigma$ belongs to the collection of spacelike hyperplanes foliating $M$) by defining

$$N^0_0(\Delta)(\pi, \varphi) := N^0_0(\Delta - t\xi)(K^{-1}e^{-i\mu s t}K(\pi, \varphi)),$$

where $t\xi$ is the unique vector beginning on $\Sigma$ and ending on $\Delta$ that is orthogonal to $\Sigma$.

Now we consider Halvorson and Clifton’s conditions, beginning with Translation Covariance. For each vector $a = t\xi + \eta$ define the map $\beta^a : E' \to E'$ acting by

$$\beta^a(\pi, \varphi) := K^{-1}e^{-i\mu s t}K(\eta_\pi, \eta_\varphi),$$

for all $(\pi, \varphi) \in C^\infty_c(\Sigma) \oplus C^\infty_c(\Sigma)$, where $\eta_\pi$ is the pushforward for the translation by the vector $\eta$.\footnote{One can extend $\beta^a$ to distributional field configurations in $E'$ in an obvious way, but we will only be concerned with the values of number operators on smooth field configurations.} This allows us to define automorphisms $\beta_a : \mathcal{W}(E, 0) \to \mathcal{W}(E, 0)$ by linearly extending

$$\beta_a(W_0(f))(\pi, \varphi) := W_0(f)(\beta^a(\pi, \varphi)),$$

which likewise extends to the number operators as

$$\beta_a(N^0_M(f))(\pi, \varphi) := N^0_M(f)(\beta^a(\pi, \varphi)),$$

for all $f \in E$ and

$$\beta_a(n)(\pi, \varphi) := n(\beta^a(\pi, \varphi)).$$

It follows from the linearity of $\beta_a$, the translation invariance of $\mu_M$, and the translation invariance of the measure on $\Sigma$ defining the integral that

$$\beta_a(N^0_0(\Delta)) = N^0_0(\Delta + a),$$

which is an analogue of Translation Covariance in the classical theory.
The classical theory furthermore satisfies the Energy Condition because $\mu_M$ is the self-adjoint generator of the group of inertial time translations and its spectrum is $[m, \infty)$, which is bounded from below. One might worry that the positivity of the operator $\mu_M$ does not provide an appropriate notion of energy positivity in the classical theory. But the classical energy density of the Klein–Gordon theory, which is the generator of time translations in the distinct sense of being the associated conserved quantity via Noether’s theorem, is also positive in the analogous sense of satisfying the weak energy condition.

Microcausality is trivially satisfied because the algebra of observables for the classical theory is commutative. One might wish to investigate further the correlations between the expectation values of local number operators associated with spacelike separated regions. It follows from the properties of $\mu_M$ that $N_{0}^{LD}(\Delta)$ can, in some sense, depend on the values of $\varphi$ and $\pi$ outside of the region $\Delta$. This may provide difficulties for understanding the local number operators as quantities measurable by probing the field within the region $\Delta$. An analogous feature rears its head in the discussion Halvorson [52, p. 128] gives of the Newton–Wigner local number operators in the quantum theory, which he shows do not satisfy Microcausality and thereby admit “act-outcome” correlations at spacelike separation. We leave such considerations for future work, but it is unclear whether there is reason for thinking that this non-local dependence of the classical number operators on the fields violates the constraints of relativity theory.

Linearity of the integral implies that Additivity is satisfied. Similarly, the countable additivity of the integral implies that for any countable disjoint covering $\{\Delta_n\}$ of $\Sigma$,

$$N_{0}^{LD} = \sum_{n} N_{0}^{LD}(\Delta_n),$$

which means that the sum of local number operators converges to the total number operator. To establish Number Conservation, note that when $\pi, \varphi \in C^\infty_c(\Sigma)$ are smooth field configurations, we can treat $(\pi, \varphi)$ as an element of $E$ for which

$$\overline{N}_{0}^{LD}(\pi, \varphi) = \overline{N}_{0}^{M}(\pi, \varphi) = \frac{1}{2} \alpha_{J_M}((\varphi, -\pi), (\varphi, -\pi)).$$

Further, for any vector $a$, the operator $\beta^a$ on $E$ is a unitary operator (with respect to $\alpha_{J_M}$). It follows from these two facts that $\beta^a(\overline{N}_{0}^{LD}) = \overline{N}_{0}^{LD}$ for any timelike vector $a$. This shows that the total number operator is conserved under time translations, so an analogue of the Number Conservation is satisfied. Thus, the classical local number quantities satisfy all of Halvorson and Clifton’s conditions, which they claim are at least necessary conditions for an assignment of local number quantities.

The Local Density interpretation allows one to associate a quantity $N_{0}^{LD}(\Delta)$ with each region $\Delta$, which one can interpret physically as the number of particles in the region $\Delta$ according to the classical theory. Saying that particles are localizable in this

\[24\] Again, this sum should be understood in the sense of pointwise convergence on $E \subseteq E'$. 

\[Springer\]
sense is only to say that these quantities satisfy the weak necessary conditions for associating physical quantities with regions of a relativistic spacetime. This does not, of course, answer any questions about the ontological status of particles in any fundamental quantum field theory. Instead, it answers the question outlined in the introduction about what the world is approximately like if quantum field theory is approximately accurate: the world would be approximately described by a classical field theory, admitting an interpretation of certain quantities associated with the fields as the number of particles in a region.

Thus, we believe the Local Density interpretation of the number operators in the classical limit provides a sense in which number operators in the quantum field theory are approximately localizable. The sense in which the number operators in the quantum field theory are approximately localizable is captured by the fact that they approximate classical number operators by satisfying the limiting conditions of strict quantization. Further, the classical number operators on the Local Density interpretation are localizable because (i) they satisfy Halvorson and Clifton’s conditions, and (ii) their localization scheme matches standard ways of understanding the localizability of global quantities like energy that can be expressed as the integral of a density function. Thus, the Local Density interpretation provides one sense in which localizable number operators emerge in the classical limit of quantum field theory.

4.2 Uniform Density

In this section, we will define an alternative interpretation of particles in the classical Klein–Gordon theory—which we call the Uniform Density interpretation of the classical total number operator. We will motivate this interpretation by showing the classical total number operator can be obtained as the sum over modes of the particle contents naturally associated with the Fourier modes of a Klein–Gordon field.

One might be dissatisfied with the Local Density interpretation of the previous section precisely because it fails to match the natural prescription Halvorson describes as the standard way of defining local number operators in the quantum theory, which we reviewed in the previous section. The standard prescription Halvorson describes for associating number operators with local regions is, after all, based on the standard interpretation of particle modes in the quantum theory. In this section, we show that one can stay much closer to the prescriptions suggested in the quantum theory when defining classical number quantities by analyzing classical particle modes. Doing so yields a distinct interpretation, which we call the Uniform Density interpretation. We give the interpretation this name because we will show that it implies that the total classical number operator \( \overline{N}_0 \) should be understood as a uniform spatial density. Using \( N_{0 UD}(\Delta) \) to denote the number of particles in a spatial region \( \Delta \), the Uniform Density interpretation fills in Eq. (20) by prescribing the association

\[
N_{0 UD}(\Delta)(\pi, \varphi) := \int_\Delta \overline{N}_0^M(\pi, \varphi).
\]  

This association satisfies Halvorson and Clifton’s conditions on systems of local number operators in just the same way as the Local Density interpretation, so we
will not show this explicitly. Instead, we focus on motivating the Uniform Density interpretation.

Our motivation comes from the standard way of thinking in quantum field theory according to which different number operators \( N_k^M(f) \) correspond to the number of particles in different “modes” of the field, where modes are understood as components of the Fourier decomposition (in turn corresponding to the inertial timelike symmetries we used to define \( \mu_M \) to begin with). Of course, we can apply this approach to the classical field theory using standard methods of Fourier analysis. We will proceed by noticing that each Fourier mode of a classical field can be reinterpreted as a relativistic fluid associated with a constant particle number density. Then we will show that summing the corresponding constant number densities over all modes reproduces the classical total number quantity \( N_0 \), thus motivating our understanding it as a constant density.

First, some preliminaries. To define the Fourier transform, we fix an arbitrary origin to Minkowski spacetime \( o \in M \) and understand the position vector of any other point \( p \in M \) to be the unique vector \( x \) such that \( p = o + x \). (We will show later that the choice of origin does not make a difference to what follows.) For any scalar field \( \varphi \in \mathcal{S}(M) \), define the Fourier transform, denoted \( \hat{\varphi} \in \mathcal{S}(M) \) by

\[
\hat{\varphi}(k) := \frac{1}{(2\pi)^2} \int_M \varphi(x) e^{-ig(k,x)} \, dx,
\]

for all vectors \( k \) in \( M \), where \( g \) denotes the Minkowski metric. The Fourier inversion theorem implies that any solution \( \varphi \) to the Klein–Gordon equation (for fixed mass \( m \)) can be written in the form

\[
\varphi(x) = \frac{1}{(2\pi)^2} \int_S \hat{\varphi}(k) e^{ig(k,x)} \, dk,
\]

where the domain of the integral is the mass shell \( S := \{ k \mid g(k,k) = m^2 \} \).

Moreover, since \( \varphi \) is real, we have \( \hat{\varphi}(-k) = \overline{\hat{\varphi}(k)} \), which implies that \( \varphi \) takes the form

\[
\varphi(x) = \frac{1}{(2\pi)^2} \int_{S \cap I^+} 2\text{Re}(\hat{\varphi}(k)) \cos(g(k,x)) + 2\text{Im}(\hat{\varphi}(k)) \sin(g(k,x)) \, dk,
\]

where \( I^+ \) is the collection of future-directed timelike vectors. We call the integrand the \( k \)-mode of \( \varphi \), explicitly given by

\[
k \varphi(x) := 2\text{Re}(\hat{\varphi}(k)) \cos(g(k,x)) + 2\text{Im}(\hat{\varphi}(k)) \sin(g(k,x)).
\]

We define the \( k \)-modes of \( \varphi \) so that

---

25 Here, \( \mathcal{S}(M) \) denotes the Schwartz space of rapidly decreasing functions on \( M \).

26 We work with signature \((+, -, -, -)\) for the Minkowski metric \( g \).
This provides the familiar sense in which $\varphi$ can be thought of as a sum over modes, where each mode is itself a real-valued solution to the Klein–Gordon equation associated with some $k \in S \cap I^+$. We now analyze each $k$-mode $\varphi$ as a solution to the Klein–Gordon equation in its own right. It is well known that Klein–Gordon fields can be canonically associated with relativistic perfect fluids [see, e.g., [57]]. We understand the fluid corresponding to a Klein–Gordon field $\varphi$ to be described by three quantities: the energy density $\rho$, pressure density $p$, and velocity field $u$, given by

$$\rho := \frac{1}{2}(g(\nabla \varphi, \nabla \varphi) + m^2 \varphi^2), \quad (40)$$

$$p := \frac{1}{2}(g(\nabla \varphi, \nabla \varphi) - m^2 \varphi^2), \quad (41)$$

$$u := \frac{\nabla \varphi}{g(\nabla \varphi, \nabla \varphi)^{1/2}}, \quad (42)$$

where here, and in the remainder of this section, $\nabla$ denotes the unique (Levi–Civita) covariant derivative operator on $M$ compatible with $g$ (see [58, p. 77, Proposition 1.9.2]). With these definitions, the stress-energy tensor for the Klein–Gordon field takes the same form as the stress-energy tensor for a perfect fluid. We denote the corresponding energy density, pressure density, and velocity field for the $k$-mode $\varphi$ by $\rho_k$, $p_k$, and $u_k$.

Straightforward formal calculation yields

$$\rho_k = 2m^2 \bar{\varphi}(k)\bar{\varphi}(k),$$

$$u_k = \frac{k}{m}.$$

There is a technical issue with this result for $\rho$ that we return to below. But for the moment notice that this establishes (at least formally) that the fluid corresponding to the $k$-mode has energy density and velocity that are constant across spacetime.

We can use the quantities associated with the interpretation of a scalar field as a fluid to define a particle density. First, we understand each $k$-mode as a fluid composed of particles of mass $m$. A co-moving observer (moving with velocity $u_k$) will thus naturally assign the $k$-mode a particle density $n_u$ given by

$$n_u := \frac{\rho}{m}, \quad (43)$$

(Notice that we work in natural units where the speed of light is $c = 1$, which simplifies the correspondence between mass and energy.) But it is well known that the
co-moving particle density $n_k$ is not relativistically invariant, in the sense that different observers may assign different particle densities. Following Weinberg [59, p. 49], we define, for each $k$-mode, the invariant particle current density as the vector field

$$k N \coloneqq n_k u.$$  

Indeed, $N$ is a conserved quantity in the sense that

$$\text{div} \, k N = g \left( \frac{u}{m} \cdot \nabla \rho \right) + \frac{\rho}{m} \text{div} \, u = -\frac{p}{m} \text{div} \, u = 0,$$

where the second to last equality follows from the fact that the stress-energy tensor of the Klein–Gordon field is conserved [58, p. 150, Eq. 2.5.5], and the last equality follows from the fact that the velocity field $u$ is constant.

At this point, it is important to note that the particle content of each $k$-mode, encoded in the current density $k N$, is independent of the choice of origin $o \in M$. For, if we had fixed a different origin $o \mapsto o' = o + v \in M$, we would only change the Fourier transform by a phase factor

$$\tilde{\varphi}(k) \mapsto e^{-ig(k,v)} \tilde{\varphi}(k),$$

leaving the absolute modulus $\tilde{\varphi}(k)\tilde{\varphi}(k)$ invariant. Thus, a change of origin does not affect the energy density $\rho$ or velocity $u$ assigned to each $k$-mode, and in turn does not affect the co-moving particle density $n_k$ or current density $N$. Hence, although we fixed a choice of origin to define the Fourier transform, the conclusions we draw about particle content are independent of that choice.27

Now the particle current for the $k$-mode allows us to define the particle density for the $k$-mode associated with an observer moving with an arbitrary velocity $\xi \in I^+$ as

$$n_\xi \coloneqq g(N, \xi).$$  

Since the full field $\varphi$ is itself an integral of the $k$-modes, where $k$ ranges over the future-directed mass shell $S \cap I^+$, we want to associate with an observer moving with velocity $\xi \in I^+$ a total particle density given by the integral of $n_\xi$ over all possible values of $k$. This will, however, require one technical change.

Our basic strategy is to use $\xi$ to decompose each vector $k$ into a frequency and wave-vector component to put $n_\xi$ is a form more amenable to calculations. To that end, define the frequency $\omega$ and wave-number $k$ relative to the observer with velocity $\xi \in I^+$ by

---

27 On the other hand, notice that the analysis of this section depends entirely on the use of plane waves as Fourier modes, which are associated with the inertial timelike symmetries of Minkowski spacetime. This convention cannot be changed arbitrarily like the choice of origin.
We also define

\[ \kappa \Omega := g(\xi, k) \quad \kappa = k - g(\xi, k) \xi. \]  

(46)

so that

\[ (\kappa \cdot \kappa) := -g(\kappa, \kappa), \]  

(47)

so that

\[ \kappa \omega = (m^2 + (\kappa \cdot \kappa))^{1/2}. \]  

(48)

Similarly, we understand \( \Sigma \) to be the spatial slice associated with the observer moving in the direction \( \xi \), i.e., we let \( \Sigma \) be the collection of spacelike vectors orthogonal to \( \xi \). Given any \( \varphi \in C^\infty(M) \), we associate with the observer moving in the direction \( \xi \) the standard field momentum \( \pi = g(\xi, \nabla \varphi) \), using the time derivative with respect to the proper time of the observer.

Then calculating from our definitions with the Fourier transform yields

\[ \hat{\kappa} \omega = 2(m^2 + (\kappa \cdot \kappa))^{1/2} \cdot \hat{\varphi}(\kappa) \bar{\varphi}(\kappa) \]

\[ \hat{\pi}(\kappa) = i(m^2 + (\kappa \cdot \kappa))^{1/2} \bar{\varphi}(\kappa). \]

It follows that we can write the particle density for the \( k \)-mode as

\[ \kappa n_\xi = (m^2 + (\kappa \cdot \kappa))^{1/2} \cdot \hat{\varphi}(\kappa) \bar{\varphi}(\kappa) + (m^2 + (\kappa \cdot \kappa))^{-1/2} \cdot \hat{\pi}(\kappa) \tilde{\pi}(\kappa). \]  

(49)

Now the technical issue mentioned earlier is that the products \( \hat{\varphi}(\kappa) \bar{\varphi}(\kappa) \) and \( \hat{\pi}(\kappa) \tilde{\pi}(\kappa) \) are not generally well-defined—even as distributions—because they may involve products of delta functions. To see this, first define the spatial Fourier transform for initial conditions \( \varphi \in S(\Sigma) \) on the spacelike hyperplane \( \Sigma \) as

\[ \mathcal{F}(\varphi)(\kappa) := \frac{1}{(2\pi)^2} \int_\Sigma \varphi(x) e^{i \kappa \cdot x} dx. \]  

(50)

In other words, \( \mathcal{F} \) is the ordinary Fourier transform in \( \mathbb{R}^3 \). It follows that the spatial Fourier transform is related to the full Fourier transform by

\[ \hat{\varphi}(k) = \mathcal{F}(\varphi)(k) \cdot \delta(m^2 + k^2), \]

where we use the same convention in Eq. (46) for associating each \( k \) with a wavenumber \( \kappa \). So if we have initial conditions \( \varphi \in S(\Sigma) \) (which are required for our definition of the number operator), then since \( \hat{\varphi}(\kappa) \bar{\varphi}(\kappa) \) and \( \hat{\pi}(\kappa) \tilde{\pi}(\kappa) \) contain products of delta functions, they are not well-defined.

This provides some motivation for working instead with a formally analogous, but well-defined expression for the number density that is obtained by using only

\[ \frac{2}{\sqrt{2}} \Omega := g(\xi, \kappa) \quad \kappa = k - g(\xi, \kappa) \xi. \]  

(46)

Or equivalently, we can let \( \Sigma \) consist in points \( p = o + \mathbf{x} \) for some spacelike vector \( \mathbf{x} \) orthogonal to \( \xi \). The relevant quantities are all invariant under time translations, so it does not matter which surface we choose from a spacelike foliation.
the spatial Fourier transform. We define, in analogy with Eq. (49), a “spatial” number density

\[ k \hat{n}_\xi := (m^2 + (k \cdot k))^{1/2} \cdot \overline{\mathcal{F}(\phi)}(\mathbf{k}) \mathcal{F}(\phi)(\mathbf{k}) + (m^2 + k \cdot k))^{-1/2} \overline{\mathcal{F}(\pi)}(\mathbf{k}) \mathcal{F}(\pi)(\mathbf{k}) \]

This definition in turn allows us to integrate over all \( k \)-modes by integrating over all possible values of \( \mathbf{k} \), understood as associated with the frequency \( (m^2 + (k \cdot k))^{1/2} \).

As such, we define

\[ n_\xi := \int_{S^2 \mathbb{R}^+} k \hat{n}_\xi \, d\mathbf{k} \]  

(51)

Since the particle density \( k \hat{n}_\xi \) in the direction \( \xi \) for each \( k \)-mode is a constant scalar field, so is the total particle density in the direction \( \xi \). In this sense, our interpretation of the \( k \)-modes of \( \varphi \) as perfect fluids yields a local, but uniform particle density in spacetime.

Finally, we now establish that, on this definition, the total particle density for an observer with velocity \( \mathbf{v} \in I^+ \) agrees with the total classical number operator \( \overline{N}_0 \) at every point. We have the following result.

**Proposition 2** For any \( \varphi \in C^\infty_c(M) \), with the above definitions of \( \Sigma \) and \( \pi \),

\[ n_\xi(x) = \overline{N}_0(M, \pi|_\Sigma, \varphi|_\Sigma), \]

for all \( x \in \Sigma \).

**Proof** Recall that (see, e.g., [60, p. 50])

\[ (\mathcal{F}(\mu_M \varphi))(\mathbf{k}) = (m^2 + (k \cdot k))^{1/2} \cdot (\mathcal{F}\varphi)(\mathbf{k}). \]

The Plancherel theorem [60, p. 10, Theorem IX.6] then immediately implies our result:

\[
\overline{N}_0(\pi|_\Sigma, \varphi|_\Sigma) = \frac{1}{2} \int_\Sigma \varphi(x)(\mu_M \varphi)(x) + \pi(x)(\mu_M^{-1} \pi)(x) \, dx
= \frac{1}{2} \int_S \overline{\varphi}(k)(m^2 + (k \cdot k))^{1/2} \overline{\varphi}(k)
+ \overline{\pi}(k)(m^2 + (k \cdot k))^{-1/2} \overline{\pi}(k) \, dk
= \frac{1}{2} \int_S \overline{n}_\xi \, dk = \int_{S^2 \mathbb{R}^+} \overline{n}_\xi \, dk,
\]

which is what we set out to show. \( \square \)

Now we have shown that the classical total number operator \( \overline{N}_0 \) can be thought of as a uniform particle density, according to what we call the Uniform Density interpretation, which assigns to the region \( \Delta \) the local particle number \( N_0^{UD}(\Delta) \).
On this interpretation, every Klein–Gordon field is understood as a linear combination of perfect fluids, each associated with a constant velocity and energy density, implying a constant particle number and current density. The classical total number operator $\overrightarrow{N}_0$ is what we would naturally think of as the total particle number density of the entire fluid as measured by an observer, which we obtain by integrating the particle number density, as seen by that observer, for each of the component fluids (modes). Since the particle number densities for each of the component fluids are local in the standard sense, we understand the total particle number density $\overrightarrow{N}_0$ for the entire fluid to be local in the same sense. Moreover, since $\overrightarrow{N}_0$ is an approximation to the total number operator in the quantum field theory, this provides a sense in which the quantum field theory allows for approximately localizable particles.

5 Conclusion

In this paper, we have argued that, while results of Malament [3] and Halvorson and Clifton [4] provide obstacles to interpreting relativistic quantum field theories in terms of localizable particles, one can gain some understanding of particles in quantum field theories through the approximation of the classical limit. We reviewed recent results of Browning et al. [44] establishing the form of the classical limit of number operators in the quantum theory of the free Klein–Gordon field. Our central contribution was to show that the classical number operators so obtained can be understood as localizable in at least two distinct senses. First, on our Local Density interpretation, we showed from the fact that the classical total number operator can be written as a spatial integral of a density function that it yields a natural assignment of particle contents to local regions, which satisfies analogs of the conditions that Halvorson and Clifton propose for localization schemes, and agrees with the Newton–Wigner localization scheme when extended to the classical theory. We noted, however, that there is still a sense in which on this interpretation the value of the number density in any given region depends on the field values outside of the region. Second, on our Uniform Density interpretation, we showed by decomposing a Klein–Gordon field into its Fourier modes and understanding each mode as a perfect fluid with constant velocity and particle density, that the classical total number operator can also be understood as itself a uniform density obtained by summing the local particle densities associated with all modes. These two interpretations provide distinct routes to understanding the particle content of the quantum Klein–Gordon theory as approximately local.

We take no stance on which of the two interpretations—Local Density or Uniform Density—is preferable. We note here though that the density $n$ associated with the Local Density interpretation is not, in general, locally conserved under timelike translations while the density $\overrightarrow{N}_0$ associated with the Uniform Density interpretation is. This perhaps speaks in favor of the Uniform Density interpretation for describing particles that persist over time. On the other hand, this may speak against the Uniform Density interpretation because it disagrees with the description from the full
quantum field theory of particles that can be created or annihilated. We encourage further consideration of these particle interpretations of classical field theory to aid in the understanding of quantum field theory.

We mentioned in Sect. 4.1 that on the Local Density interpretation, the value of the classical number operator in a region in some sense depends on the values of the fields outside that region. As an aside, we now note that one can use the technical tools previously outlined to display this non-local dependence explicitly—calculating with the Fourier transform yields for the total number operator:

\[
\bar{N}^M_0(\pi, \varphi) = \frac{1}{2} \int \frac{\vert \mathcal{F}(\pi)(\mathbf{k}) \vert^2 + (m^2 + (\mathbf{k} \cdot \mathbf{k})) \cdot \vert \mathcal{F}(\varphi)(\mathbf{k}) \vert^2}{(m^2 + (\mathbf{k} \cdot \mathbf{k}))^{1/2}} \, d\mathbf{k},
\]

\[= \frac{1}{2(2\pi)^4} \int \int \int \frac{1}{(m^2 + (\mathbf{k} \cdot \mathbf{k}))^{1/2}} e^{-i\mathbf{k} \cdot (\mathbf{x} - \mathbf{y})} d\mathbf{k} \, d\mathbf{x} \, d\mathbf{y},
\]

\[= \frac{1}{2\pi} \int \int \left( \pi(\mathbf{x})\pi(\mathbf{y}) + (\mu_M\varphi)(\mathbf{x})(\varphi_M\varphi)(\mathbf{y}) \right) D(\mathbf{x} - \mathbf{y}) \, d\mathbf{x} \, d\mathbf{y},
\]

where we follow Peskin and Schroeder [61] in using \(D(\mathbf{x} - \mathbf{y})\) to denote the quantum field theoretic correlation function (i.e., the expectation value in the vacuum state of \(\Phi(\mathbf{x})\Phi(\mathbf{y})\), where \(\Phi\) is the operator valued distribution corresponding to the quantum field \(\phi\). The first line follows from the Plancherel theorem, the second by substituting the definition of the Fourier transform, and the third by substituting the definition of the correlation function. Although this expression displays a dependence of the number operator on field values at spacelike separation, this dependence is somewhat attenuated. A length scale for the dependence is set by the mass \(m\) as follows: Peskin and Schroeder [61, p. 27] show the asymptotic behavior of \(D(\mathbf{x} - \mathbf{y})\) as \(|\mathbf{x} - \mathbf{y}| \to \infty\) is

\[D(\mathbf{x} - \mathbf{y}) \sim e^{-im|\mathbf{x} - \mathbf{y}|},\]

which entails that the total number operator is \(1/m\)-local in the sense of Wallace [11]. This provides perhaps another sense in which the classical number operator is approximately local, but also perhaps a sense in which it is still not as local as one might have hoped.

In interpreting classical number operators, we focused solely on the classical Minkowski number operator and ignored the classical Rindler number operator, which the analysis of Browning et al. [44] also covers. The Local Density interpretation can be immediately extended to the Rindler number operators because Browning et al. establish that the classical total Rindler number operator is the spatial integral of a density function. So the Local Density interpretation is general enough to apply to inequivalent number operators.

However, extending the Uniform Density interpretation to Rindler number operators requires further work. It is well known that the Rindler number operators are
associated with the Lorentz boost symmetries of the Rindler wedge, in the sense that the Rindler complex structure is the unique one commuting with the Lorentz boost symmetries, which are time translations in Rindler coordinates. This implies in turn that the Fock space associated with the Rindler representation is built out of a different set of modes, again associated with these distinct timelike symmetries [62]. In turn, these Rindler modes give rise to an alternative decomposition of a classical Klein-Gordon field—that is, an alternative to the decomposition into Fourier modes provided by the Fourier transform. The Rindler modes can be constructed from Macdonald functions (i.e., modified Bessel functions of the second kind; see [63, p. 911]), and the decomposition into Rindler modes is provided by the associated Kontorovich–Lebedev transform [64, Ch. 2]. If one uses the Kontorovich–Lebedev transform to decompose a classical Klein–Gordon field into Rindler modes, can one also recover a Uniform Density interpretation of classical Rindler particle content? We save this question for future work, although we note that further investigations of these classical particle interpretations may help expose their relative merits, and may aid in the understanding of inequivalent particle concepts in quantum field theory.

Our results, and the further work suggested by them, demonstrate the usefulness of the classical limit as a tool for interpreting quantum field theory. We hope this provides just a start to a better understanding of the particle content of quantum field theories.
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