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Abstract

Pre-trained language models (PLMs) like BERT are being used for almost all language-related tasks, but interpreting their behavior still remains a significant challenge and many important questions remain largely unanswered. For example, how does domain-specific pre-training change the dynamics within a model? Is task-specific fine-tuning necessary for model interpretability? Which interpretability techniques best correlate with human rationales? In this work, we re-purpose a sentence editing dataset, where high-quality human rationales can be automatically extracted and compared with model rationales, as a new testbed for interpretability. This enables us to conduct a systematic investigation of the aforementioned open questions regarding PLMs’ interpretability and generate new insights. The dataset and code will be released to facilitate future research on interpretability.
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Chapter 1. Introduction

Pre-trained language models (PLMs) [1, 2, 3] are pervasively used in language-related tasks, but interpreting their predictions is notoriously difficult because of their parameters’ complex inter-dependencies. Given a specific prediction, we want to know why a model made that decision, both to further improve performance and to use the model in high-stakes scenarios such as healthcare or bank loan approvals, where explanation is important. This has motivated efforts in extracting model explanations, typically in the form of rationales, i.e., subsets of the original input that support a decision [4]. Attention heatmaps [5] and gradient-based saliency maps [6] are common extraction methods.

There have been efforts on developing datasets for interpretability research, for example, the recent ERASER benchmark [7]. However, the majority of ERASER tasks use human rationales highlighted by a different annotator after the original labeling process. Such rationales are not necessarily faithful; a rationale highlighted by the second annotator may not have been used by the first annotator while labeling.

Our first contribution is the realization that the faithful human rationales can be automatically extracted from AESW (Automatic Evaluation of Scientific Writing; [8]), a dataset for sentence editing, and thus the dataset can be re-purposed as a testbed for interpretability research. See Figure 1 for examples.

With our new task, we investigate multiple factors in PLM interpretability, comparing (1) pre-training procedures, (2) attention weight- and input gradient-based methods of extracting model rationales, and (3) transformer layer interpretability. While previous work [9, 10] has shown that attention weights are not always faithful,
The algorithm described in the previous sections has several advantages.

However, we must note that we still have no means of deciding which documents out of $\text{MATH}_1$ and $\text{MATH}_2$, respectively.

Figure 1: Two “need edit” examples from AESW in the original data format and a human-readable format. The first example (a) has a spelling error “descripted” and the second (b) is edited for concision.

we find that they correlate better with human rationales than gradient-based methods. We also find that domain-specific pre-training leads to increases in interpretability in early layers, evidence that PLMs attend strongly to novel patterns with a strong influence on loss.
Chapter 2. Related Work

Human rationales (as defined by [4]) are subsets of input highlighted by annotators as evidence to support a decision. The same annotator labeling an example might also highlight their rationale [11, 12]. In other cases, rationales are collected for an existing dataset by different annotators [13, 14, 15]. As previously stated, such rationales may not be faithful. Rationale length can vary from sub-sentence spans [16] to multiple sentences [17].

Model rationales can be produced as an explicit training objective [13] or extracted as a post-hoc explanation. Post-hoc methods typically assign token-level importance scores: attention weights are often used in attention-based models [18], gradient-based explanations are typical for differentiable models [19, 20], and LIME is a model-agnostic method [21]. We follow work that uses BERT’s attention directly [22, 23] to extract rationales.

A model rationale is evaluated on faithfulness (if it is actually used to make a decision) and plausibility (if it is easily understood by humans). Faithfulness can be measured by perturbing inputs marked as evidence and measuring change in outputs [9, 10]. Plausibility can be measured through user studies, wherein users are given a model rationale and asked either to predict the model’s decision [24] or to rate rationale understandability [25, 26, 27, 28]. Rationale plausibility can also be measured by similarity to human rationales [7], but this requires faithful human rationales. We use similarity to evaluate rationale plausibility because we gather faithful human rationales.
Chapter 3. Proposed Task

We propose re-purposing the AESW classification task for measuring interpretability. We filter AESW for examples from which we can automatically extract human rationales, then evaluate model rationales on their similarity to human rationales.

Chapter 3.1. Human Rationales

Human rationales are substrings used as evidence for a decision \[^4\]. Faithful and sufficient (enough evidence to justify a decision) human rationales can be used as gold labels for evaluating model rationale plausibility.

The original AESW task is to predict if a sentence from a scientific paper needs editing. Daudaravicius et al. label spans of a sentence before and after editing as deleted (\(<\text{del}>\)) or inserted (\(<\text{ins}>\)) and provide 1.1M training, 140K validation and 140K testing examples.

We exploit the data’s format to automatically extract faithful and sufficient human rationales. Deleted text (text between \(<\text{del}>\) tags) is always a faithful rationale (if it was somehow edited, the sentence would be error-free). Deleted text alone is not always a sufficient rationale to justify “need edit”; sometimes text must be added before a sentence is acceptable.

To find edits where deleted text is always a sufficient rationale, we use two criteria:

1. A misspelled word is corrected (spelling error)
2. Text is only deleted, not added (deleted text)
Spelling errors are always a sufficient rationale to justify editing a sentence (see Figure 1a). In edits with no insertions, removing the deleted text would form an error-free sentence, so the deleted text is sufficient explanation to justify editing (see Figure 1b). We extract faithful and sufficient human rationales for 1,321 spelling error edits and 6,741 deleted text edits from the validation examples.

Chapter 3.2. Model Rationales

Model rationales are substrings provided by the model as evidence for a decision. Given a model, an example $x_i$ and a prediction $y_i$, we extract two model rationales.

First, we use attention maps [5, 23] to rank word relevance. We find the total attention weight from the initial [CLS] token to each token $t$ across $H$ attention heads. Then we add those totals together for each token $t$ in a word $w$:

$$\text{score}(w) = \sum_{t \in w} \sum_{h=1}^{H} \text{Attn}_h ([\text{CLS}] \to t)$$  \hspace{1cm} (1)

We also use gradient-based saliency maps (specifically gradient $\times$ input; [19, 20]) to rank word relevance. We calculate a saliency score for each token $t$ in $x_i$. The change in loss with respect to $t$’s input embedding $-\nabla_{e(t)} L_{\hat{y}_i}$ captures the sensitivity to token $t$. Multiplying by $e(t)$ then measures each token’s marginal impact on the model prediction [29]. Again, we compute a word score by summing over each token $t$ in word $w$:

$$\text{score}(w) = \sum_{t \in w} -\nabla_{e(t)} L_{\hat{y}_i} \cdot e(t)$$  \hspace{1cm} (2)

In contrast to attention weights, input gradients are always faithful [30].
Chapter 3.3. Evaluation

We evaluate model interpretability by the similarity of model and human rationales. We measure the Jaccard similarity between the human rationale’s words and the model’s top $n$ ranked words, where $n$ is the number of words in the human rationale. We only compare the top $n$ words to assess whether models prioritize the same words as humans.
Chapter 4. Experiments

To demonstrate the utility of the AESW task for interpretability research, we present three experiments, each with the goal of understanding factors in PLM interpretability.

For our experiments, we fine-tune three BERT-based models: BERT, RoBERTa and SciBERT.1 We add a linear classifier on top of the \([\text{CLS}]\) token representation, fine-tune each model end-to-end on the AESW training set, and use validation loss to tune hyperparameters. We do not add any interpretability-related objectives.2 As shown in Table 1, our fine-tuned models set a new state of the art on the AESW dataset, laying a strong foundation for the subsequent interpretability analyses.

Chapter 4.1. Pre-training Procedure

Does pre-training procedure affect model interpretability? Different pre-training procedures can improve BERT’s performance on down-stream tasks \([2\,31]\); we are

| Model            | Dev Set | Test Set |
|------------------|---------|----------|
|                  | Prec.   | Rec.     | F1     | Prec.   | Rec.     | F1     |
| CNN+LSTM         | -       | -        | -      | 0.544   | 0.741    | 0.628  |
| CNN              | -       | -        | -      | 0.503   | 0.779    | 0.611  |
| SVM              | -       | -        | -      | 0.448   | 0.728    | 0.555  |
| BERT\textsubscript{base} | 0.690   | 0.622    | 0.654  | 0.704   | 0.633    | 0.666  |
| RoBERTa\textsubscript{base}| 0.716   | 0.614    | 0.661  | 0.726   | 0.622    | 0.670  |
| SciBERT\textsubscript{base} | 0.705   | 0.617    | 0.658  | 0.715   | 0.627    | 0.668  |

Table 1: Performance on the original AESW sentence classification task. Dev set results are not available for models reported in Daudaravicius et al. [8].

---

1Devlin et al. [1], Liu et al. [2], and Beltagy, Lo, and Cohan [3], respectively.
2Appendix A contains more details on fine-tuning.
We are interested in how pre-training affects interpretability after fine-tuning. We compare BERT, RoBERTa (pre-trained for 5x longer than BERT with 10x times more data) and SciBERT (pre-trained on a corpus of academic papers). Different interpretability scores would mean the models rank word relevance differently.

We extract model rationales using attention weights and measure their Jaccard similarity to human rationales. We add three baselines: random word rankings, rationales from BERT with no fine-tuning and rationales from BERT fine-tuned on the CoLA task. As seen in Figure 2, RoBERTa and BERT are nearly equally interpretable despite differences in pre-training corpus size. We hypothesize that SciBERT is less interpretable because it encodes “need edit” representations in early layers, then attends to [SEP] as a no-op in later layers, as proposed in Clark et al. [22] and Kobayashi et al. [34].

---

3The Corpus of Linguistic Acceptability [32] is a task on the GLUE Benchmark [33] wherein models evaluate a sentence’s grammatical acceptability.
Chapter 4.2. Attention Weights vs. Input Gradients

Do attention weights or input gradients produce better rationales? Input gradient saliency scores are naturally faithful, while attention weights are not [9]. However, attention weights in later layers represent word relevance in context, potentially leading to more plausible rationales.

We extract rationales using the gradient×input method described in Section 3.2 and measure their similarity to human rationales. We also extract a second set of rationales using gradient×input’s magnitude to rank words (|gradient × input|).

Figure 2 shows that attention weights match human rationales better than input gradients and that the difference is more pronounced on deleted text edits. This is consistent with work showing that input gradients are better for more syntactically oriented tasks [29]. Using |gradient × input| (right-most) also shows improvements over directional gradient×input (middle-right), in contrast to Han, Wallace, and Tsvetkov [29].

Chapter 4.3. Transformer Layer

How interpretable is each transformer layer? It is widely agreed that BERT’s middle layers encode more syntactic information than other layers [35,36,37]. We hypothesize that those middle layers will form better rationales for spelling error than deleted text edits because spelling is a more syntax-oriented task.

We extract rationales from each layer’s attention weights and measure their similarity to human rationales in Figure 3. SciBERT identifies the majority of spelling errors in layers 3 and 4 and peaks at layer 10 for both edit types.

We hypothesize that PLMs attend heavily to novel patterns that have a strong
influence on loss. Spelling errors are a novel pattern to SciBERT (spelling errors are likely rare in its pre-training corpus of scientific papers) and strongly influence loss (a spelling error strongly indicates “need edit”). In contrast, RoBERTa and BERT only show an increase in interpretability in their final layers because those are the layers that change the most during fine-tuning [23].

Figure 3: Mean Jaccard similarity for each layer (using the mean strategy) for each model for spelling error and deleted text edits.\textsuperscript{4}

\textsuperscript{4}BERT shows a decline in interpretability at layer 11 in both edit types because it attends heavily to periods.
Chapter 5. Conclusion

We re-purpose the AESW task to gather faithful human rationales and investigate an array of questions regarding PLM interpretability. We find that attention produces more plausible rationales than input gradients, especially when considering direction, and that domain-specific pre-training makes earlier layers attend to more relevant words.

Future work might expand the subset of examples for which human rationales can be automatically extracted, evaluate more complex methods to extract model rationales or include human rationales during training.
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Appendix A. Training Details

The AESW task uses scientific papers written in LaTeX, which contains markup characters that impact sentence meaning. The original authors (Daudaravicius et al.) replace these characters with special tokens, as seen in Table 2. We add these four special tokens (_MATH_, _MATHDISP_, _CITE_ and _REF_) to the model vocabulary, fine-tuning the word representations during training.

| LaTeX Example                  | Special Token |
|-------------------------------|---------------|
| $\beta_{2}^2$                | _MATH_        |
| $$2 + 3$$                     | _MATHDISP_    |
| \cite{google2018}            | _CITE_        |
| \ref{tab:results}            | _REF_         |

Table 2: Special tokens found in the original AESW data that should not be split further into bytes/tokens.

We train all models for a maximum of 30 epochs with a patience of 5 on a single Tesla P100 GPU. All models (BERT\(^5\), SciBERT\(^6\), RoBERTA\(^7\)) are based on their HuggingFace \([38]\) implementations. We list all the key hyperparameters and tuning bounds for reproducibility in Table 3. Additionally, we will release code and instructions for reproducing results.

\(^5\)https://huggingface.co/transformers/v3.0.2/model_doc/bert.html#bertforsequenceclassification
\(^6\)https://github.com/allenai/scibert#pytorch-huggingface-models
\(^7\)https://huggingface.co/transformers/v3.0.2/model_doc/roberta.html#robertaforsequenceclassification
| Model         | Hyperparameters                        | Hyperparameter bounds |
|--------------|---------------------------------------|-----------------------|
| BERT<sub>base</sub> | learning rate: $1 \times 10^{-6}$    | learning rate: $(2 \times 10^{-7}, $ $1 \times 10^{-6}, 2 \times 10^{-5}, $ $1 \times 10^{-4})$ |
|              | batch size: 32                         |                       |
|              | model: bert-base-uncased               |                       |
|              | vocab size: 30526 (normally 30522)     |                       |
|              | learning rate: $1 \times 10^{-6}$     |                       |
| RoBERTa<sub>base</sub> | batch size: 32                        | learning rate: $(1 \times 10^{-6})$ |
|              | model: roberta-base                    |                       |
|              | vocab size: 50269 (normally 50265)     |                       |
|              | learning rate: $1 \times 10^{-6}$     |                       |
|              | batch size: 32                         |                       |
| SciBERT      | model: allenai/scibert_scivocab_uncased | learning rate: $(1 \times 10^{-6})$ |
|              | vocab size: 31094 (normally 31090)     |                       |

Table 3: Hyperparameter options for each model. Note that each model had 4 special tokens added to the vocabulary. BERT was fine-tuned first. Because of compute limitations, RoBERTa and SciBERT were both fine-tuned using the same hyperparameters as the optimal BERT configuration (learning rate of $(1 \times 10^{-6})$).