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Abstract

In this paper, we study PAC learnability and certification of predictions under instance-targeted poisoning attacks, where the adversary who knows the test instance may change a fraction of the training set with the goal of fooling the learner at the test instance. Our first contribution is to formalize the problem in various settings and to explicitly model subtle aspects such as the proper or improper nature of the learning, learner’s randomness, and whether (or not) adversary’s attack can depend on it. Our main result shows that when the budget of the adversary scales sublinearly with the sample complexity, (improper) PAC learnability and certification are achievable; in contrast, when the adversary’s budget grows linearly with the sample complexity, the adversary can potentially drive up the expected 0-1 loss to one.

We also study distribution-specific PAC learning in the same attack model and show that proper learning with certification is possible for learning half spaces under natural distributions. Finally, we empirically study the robustness of K nearest neighbour, logistic regression, multi-layer perceptron, and convolutional neural network on real data sets against targeted-poisoning attacks. Our experimental results show that many models, especially state-of-the-art neural networks, are indeed vulnerable to these strong attacks. Interestingly, we observe that methods with high standard accuracy might be more vulnerable to instance-targeted poisoning attacks.
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1 Introduction

Learning to predict from empirical examples is a fundamental problem in machine learning. In its classic form, the problem involves a benign setting where the empirical and test examples are sampled from the same distribution \( D \). More formally, a learner, denoted by \( \text{Lrn} \), is given a training set \( S \), consists of i.i.d. samples \((x, y)\) from distribution \( D \), where \( x \) is a data point and \( y \) is its label. Then, the learner returns a model/hypothesis \( h \) where it will be ultimately tested on a fresh sample from the same distribution \( D \).

More recently, the above-mentioned classic setting has been revisited by allowing adversarial manipulations that tamper with the process, while still aiming to make correct predictions. In general, adversarial tampering can take place in both training or testing of models. Our interest in this work is on a form of training-time attacks, known as poisoning or causative attacks [Barreno et al., 2006, Papernot et al., 2016, Diakonikolas and Kane, 2019, Goldblum et al., 2020]. In particular, poisoning adversaries may partially change the training set \( S \) into another training set \( S' \) in such a way that the “quality” of the returned hypothesis \( h' \) by the learning algorithm \( \text{Lrn} \), that is trained on \( S' \) instead of \( S \), degrades significantly. Depending on the context, the way we measure the quality of the poisoning attack may change. For instance, the quality of \( h' \) may refer to the expected error of \( h' \) when test data points are sampled from the distribution \( D \). It could also refer to the error on a particular test point \( x \), known to the adversary but unknown to the learning algorithm \( \text{Lrn} \). The latter scenario, which is the main focus of this work, is known as (instance) targeted poisoning [Barreno et al., 2006]. In this setting, as the name suggests, an adversary could craft its strategy based on the knowledge of a target instance \( x \). Given a training set of \( S \) of size \( m \), we assume that an adversary can change up to \( b(m) \) data points, and we refer to \( b(m) \) as adversary’s “budget”. Other examples of natural (weaker) attacks may include flipping binary labels, or adding/removing data points (see Section 2).

Given a poisoning attack, the predictions of a learning algorithm may or may not change. To this end, Steinhardt et al. [2017] initiated the study of certification against poisoning attacks, studying the conditions under which a learning algorithm can certifiably obtain an expected low risk. To extend these results to the instance-targeted poisoning scenario, Rosenfeld et al. [2020] recently addressed the instance targeted (a.k.a., pointwise) certification with the goal of providing certification guarantees about the prediction of specific instances when the adversary can poison the training data. While the instance-targeted certification has sparked a new line of research [Levine and Feizi, 2021, Chen et al., 2020, Weber et al., 2020, Jia et al., 2020] with interesting insights, the existing works do not address the fundamental question of when, and under what conditions, learnability and certification are achievable under the instance-targeted poisoning attack. In this work, we take an initial step along this line and layout the precise conditions for such guarantees.

Problem setup. Let \( \mathcal{H} \) consists of a hypothesis class of classifiers \( h : \mathcal{X} \to \mathcal{Y} \) where \( \mathcal{X} \) denotes the instances domain and \( \mathcal{Y} \) the labels domain. We would like to study the learnability of \( \mathcal{H} \) under instance-targeted poisoning attacks. But before discussing the problem in that setting, we recall the notion of PAC learning without attacks.

Informally speaking, \( \mathcal{H} \) is “Probably Approximately Correct” learnable (PAC learnable for short) if there is a learning algorithm \( \text{Lrn} \) such that for every distribution \( D \) over \( \mathcal{X} \times \mathcal{Y} \), if \( D \) can be learned with \( \mathcal{H} \) (i.e., the so-called realizability assumption holds) then with high probability over sampling any sufficiently large set \( S \sim D^m \), \( \text{Lrn} \) maps \( S \) to a hypothesis \( h \in \mathcal{H} \) with “arbitrarily
small” risk under the distribution $D$. $\text{Lrn}$ is called improper if it is allowed to output functions outside $\mathcal{H}$, and it is a distribution-specific learner, if it is only required to work when the marginal distribution $D_X$ on the instance domain $X$ is fixed e.g., to be isotropic Gaussian. (See Section 2 and Definition 2.5 for formal definitions.)

Suppose that before the example $(x, y) \sim D$ is tested, an adversary who is aware of $(x, y)$ (and hence, is targeting the instance $x$) can craft a poisoned set $S'$ from $S$ by arbitrarily changing up to $b$ of the training examples in $S$. Now, the learning algorithm encounters $S'$ as the training set and the hypothesis it returns is, say, $h' \in \mathcal{H}$ in the proper learning setting. Now, the predicted label of $x$, i.e., $y' = h'(x)$, may no longer be equal to the correct label $y$.

Main questions. In this paper, we would like to study under what conditions on the class complexity $\mathcal{H}$, budget $b$, and different (weak/strong) forms of instance-targeted poisoning attacks, one can achieve (proper/improper) PAC learning. In particular, the learner’s goal is to still be correct, with high probability, on most test instances, despite the existence of the attack. A stronger goal than robustness is to also certify the predictions $h(x) = y$ with a lower bound $k$ on how much an instance-targeted poisoning adversary needs to change the training set $S$ to eventually flip the decision on $x$ into $y' \neq y$. In this work, we also keep an eye on when robust learners can be enhanced to provide such guarantees, leading to certifiably robust learners.

We should highlight that all the aforementioned methods [Rosenfeld et al., 2020, Levine and Feizi, 2021, Chen et al., 2020, Weber et al., 2020, Jia et al., 2020] mainly considered practical methods that allow predictions for individual instances under specific conditional assumptions about the model’s performance at the decision time that can be only verified empirically, but it is not clear (provably) if such conditions would actually happen during the prediction moment. In this work, we avoid such assumptions and address the question of under what conditions on the problem’s setting, the learnability is possible provably.

Our contribution. Our contributions are as follows.

Formalism. We provide a precise and general formalism for the notions of certification and PAC learnability under instance-targeted attacks. These formalisms are based on a careful treatment of the notions of risk and robustness defined particularly for learners under instance-targeted poisoning attacks. The definitions carefully consider various attack settings, e.g., based on whether the adversary’s perturbation can depend on learner’s randomness or not, and also distinguish between various forms of certification (to hold for all training sets, or just most training sets.)

Distribution-independent setting. We then study the problem of robust learning and certification under instance-targeted poisoning attacks in the distribution-independent setting. Here, the learner shall produce “good” models for any distribution over the examples, as long as the distribution can be learned by at least one hypothesis $h \in \mathcal{H}$ (i.e., the realizable setting). We separate our studies here based on the subtle distinction between two cases: Adversaries who can base their perturbation also for a fixed randomness of the learner (the default attack setting), and those whose perturbation would be retrained using fresh randomness (called weak adversaries). In the first setting, We show that as long as the hypothesis class $\mathcal{H}$ is (properly or improperly) PAC learnable under the 0-1 loss and the strong adversary’s budget is $b = o(m)$, where $m$ is the number of samples in the training set, then the hypothesis class $\mathcal{H}$ is always improperly PAC learnable under the instance-targeted attack with certification (Theorem 3.4). This result is inspired by the recent work of Levine and Feizi [2021] and comes with certification. We then show that the limitation on $b(m) = o(m)$ is
inherent in general, as when \( \mathcal{H} \) is the set of homogeneous hyperplanes, if \( b(m) = \Omega(m) \), then robust PAC learning against instance-targeted poisoning is impossible in a strong sense (Theorem 3.7). We then show that if the adversary is “weak” and is not aware of learner’s randomness, if the hypothesis class \( \mathcal{H} \) is properly PAC learnable and the weak adversary’s budget is \( b = o(m) \), then \( \mathcal{H} \) is also properly PAC learnable under instance-targeted attacks (Theorem 3.3). This result, however, does not come with certification guarantees.

Distribution-specific learning. We then study robust learning under instance-targeted poisoning when the instance distribution is fixed. We show that when the projection of the marginal distribution \( D_X \) is the uniform distribution over the unit sphere (e.g., \( d \)-dimensional isotropic Gaussian), the hypothesis class consists of homogeneous half-spaces, and the strong adversary’s budget is \( b = c/\sqrt{d} \), then proper PAC learnability under instance-targeted attack is possible if \( c = o(m) \) (see Theorems 3.10 and 3.11). Note that if we allow \( d \) to grow with \( m \) to capture the “high dimension” setting, then the above-mentioned result becomes incomparable to our above-mentioned results for the distribution-independent setting. To prove this result we use tools from measure concentration over the unit sphere in high dimension.

Experiments. We empirically study the robustness of \( K \) nearest neighbour, logistic regression, multi-layer perceptron, and convolutional neural network on real data sets. We observe that methods with high standard accuracy (such as convolutional neural network) are indeed more vulnerable to instance-targeted poisoning attacks. This observation might be explained by the fact that more complex models fit the training data better and thus the adversary can more easily confuse them at a specific test instance. A possible interpretation is that models that somehow “memorize” their data could be more vulnerable to targeted poisoning. In addition, we study whether dropout on the inputs and also \( L_2 \)-regularization on the output can help the model to defend against instance-targeted poisoning attacks. We observe that adding these regularization to the learner does not help in defending against such attacks.

1.1 Related work

The concurrent work of Blum et al. [2021] also studies instance-targeted PAC learning. In particular, they formalize and prove positive and negative results about PAC learnability under instance-targeted poisoning attacks, in which the adversary can add an unbounded number of clean-label examples to the training set. In comparison, we formalize the problem for any prediction task and also for certification of results. Our main positive and negative results are, however, proved for classification tasks and for adversaries who can change \( o(1) \) fraction of the data set. Other theoretical works have also studied instance-targeted poisoning attacks (rather than learnability under such attacks) using clean labels [Mahloujifar and Mahmoody, 2017, Mahloujifar et al., 2018, 2019b, Mahloujifar and Mahmoody, 2019, Mahloujifar et al., 2019a, Diochnos et al., 2019, Etesami et al., 2020]. The work of Shafahi et al. [2018] studied such (targeted clean-label) attacks empirically, and showed that neural nets can be very vulnerable to them. Finally, Koh and Liang [2017] also studied clean label attacks empirically for non-targeted settings.

More broadly, some classical works in machine learning can also be interpreted as (non-targeted) data poisoning [Valiant, 1985, Kearns and Li, 1993, Sloan, 1995, Bshouty et al., 2002]. In fact, the work of Bshouty et al. [2002] studies the same question as in this paper, but for the non-targeted setting. However, making learners robust against such attacks can easily lead to intractable learning methods that do not run in polynomial time. Recently, starting with the seminal results of Diakonikolas et al. [2016], Lai et al. [2016] and many follow up works (see the survey [Diakonikolas
it was shown that in some natural settings one can go beyond the intractability barriers and obtain polynomial-time methods to resist non-targeted poisoning. In contrast, our work focuses on targeted poisoning. We shall also comment that, while our focus in this work is on instance-targeted attacks for prediction tasks, it is not clear how to even define such (targeted) attacks for robust parameter estimation (e.g., learning Gaussians).

Regarding certification, Steinhardt et al. [2017] were the first who studied certification of the overall risk under the poisoning attack. However, the more relevant to our paper is the work by Rosenfeld et al. [2020] who introduced the instance-targeted poisoning attack and applied randomized smoothing for certification in this setting. Empirically, they showed how smoothing can provide robustness against label-flipping adversaries. Subsequently, Levine and Feizi [2021] introduced Deep Partition Aggregation (DPA), a novel technique that uses deterministic bagging in order to develop robust predictions against general addition/removal instance-targeted poisoning. Chen et al. [2020], Weber et al. [2020], Jia et al. [2020] further developed randomized bagging/subsampling and empirically studied the intrinsic robustness of their methods.

Finally, we note that while our focus is on training-time-only attacks, poisoning attacks can be performed in conjunction with test time attacks, leading to backdoor attacks [Gu et al., 2017, Ji et al., 2017, Chen et al., 2018, Wang et al., 2019, Turner et al., 2019, Diochnos et al., 2019].

2 Definitions

Basic definitions and notation. We let \( \mathbb{N} = \{0, 1, \ldots\} \) denote the set of integers, \( \mathcal{X} \) the input/instance space, and \( \mathcal{Y} \) the space of labels. By \( \mathcal{Y}^\mathcal{X} \) we denote the set of all functions from \( \mathcal{X} \) to \( \mathcal{Y} \). By \( \mathcal{H} \subset \mathcal{Y}^\mathcal{X} \) we denote the set of hypotheses. We use \( D \) to denote a distribution over \( \mathcal{X} \times \mathcal{Y} \). By \( e \sim D \) we state that \( e \) is distributed/sampled according to distribution \( D \). For a set \( \mathcal{S} \), the notation \( e \sim \mathcal{S} \) means that \( e \) is uniformly sampled from \( \mathcal{S} \). By \( D^m \) we denote a product distribution over \( m \) i.i.d. samples from \( D \). By \( D^m \) we denote the projection of \( D \) over its first coordinate (i.e., the marginal distribution over \( \mathcal{X} \)). For a function \( h \in \mathcal{Y}^\mathcal{X} \) and an example \( e = (x, y) \in \mathcal{X} \times \mathcal{Y} \), we use \( \ell(h, e) \) to denote the loss of predicting \( h(x) \in \mathcal{Y} \) while the correct label for \( x \) is \( y \). Loss will always be non-negative, and when it is in \([0, 1]\), we call it bounded. For classification problems, unless stated differently, we use the 0-1 loss, i.e., \( \ell(h, e) = 1 [h(x) = y] \). We use \( S \in (\mathcal{X} \times \mathcal{Y})^* \) to denote a training “set”, even though more formally it is in fact a sequence. We use \( \text{Lrn} \) to denote a learning algorithm that (perhaps randomly) maps a training set \( S \sim D^m \) of any size \( m \) to some \( h \in \mathcal{Y}^\mathcal{X} \). We call a leaner \( \text{Lrn} \) proper (with respect to hypothesis class \( \mathcal{H} \)) if it always outputs some \( h \in \mathcal{H} \). \( \text{Lrn}(S)(x) \) denotes the prediction on \( x \) by the hypothesis returned by \( \text{Lrn}(S) \). When \( \text{Lrn} \) is randomized, by \( y \sim \text{Lrn}(S)(x) \) we state that \( y \) is the prediction when the randomness of \( \text{Lrn} \) is chosen uniformly. For a randomized \( \text{Lrn} \) and the random seed \( r \) (of the appropriate length), \( \text{Lrn}_r \) denotes the deterministic learner with the hardwired randomness \( r \). For a hypothesis \( h \in \mathcal{H} \), a loss function \( \ell \), and a distribution \( D \) over \( \mathcal{X} \times \mathcal{Y} \), the population (a.k.a. true) risk of \( h \) over \( D \) (with respect to the loss \( \ell \)) is defined as Risk\((h, D) = \mathbb{E}_{e \sim D}[\ell(h, e)] \), and the empirical risk of \( h \) over \( S \) is defined as Risk\((h, S) = \mathbb{E}_{e \sim S}[\ell(h, e)] \). For a hypothesis class \( \mathcal{H} \), we say that the realizability assumption holds for a distribution \( D \) if there exists an \( h \in \mathcal{H} \) such that Risk\((h, D) = 0 \). To add clarity to the text, We use a diamond “\( \Diamond \)” to denote the end of a technical definition. For a hypothesis class \( \mathcal{H} \), we call a data set \( S \sim D^m \) \( \varepsilon \)-representative if \( \forall h \in \mathcal{H}, |\text{Risk}(h, D) - \text{Risk}(h, S)| \leq \varepsilon \). A hypothesis class has the uniform convergence property, if there is a function \( m = m_H^\mathcal{H}(\varepsilon, \delta) \) such that for any distribution \( D \), with probability \( 1 - \delta \) over \( S \sim D^m \), it holds that \( S \) is \( \varepsilon \)-representative.
Notation for the poisoning setting. For simplicity, we work with deterministic strategies, even though our results could be extended directly to randomized adversarial strategies as well. We use $A$ to denote an adversary who changes the training set $S$ into $S' = A(S)$. This mapping can depend on (the knowledge of) the learning algorithm $Lrn$ or any other information such as a targeted example $e$ as well as the randomness of $Lrn$. By $\mathcal{A}$ we refer to a set (or class) of adversarial mappings and by $A \in \mathcal{A}$ we denote that the adversary $A$ belongs to this class. (See below for examples of such classes.) Our adversaries always will have a budget $b \in \mathbb{N}$ that controls how much they can change the training set $S$ into $S'$ under some (perhaps asymmetric) distance metric. To explicitly show the budget, we denote the adversary as $A_b$ and their corresponding classes as $\mathcal{A}_b$. Finally, we let $A_b(S) = \{ S' | A_b \in \mathcal{A}_b(S) \}$ be the set of all “adversarial perturbations” of $S$ when we go over all possible attacks of budget $b$ from the adversary class $\mathcal{A}$.

Adversary classes. Here we define the main adversary classes that we use in this work. For more noise models see the work of Sloan [1995].

- **$\text{Rep}_b$ (b-replacing).** The adversary can replace up to $b$ of the examples in $S$ (with arbitrary examples) and then put the whole sequence $S'$ in an arbitrary order. More formally, the adversary is limited to (1) $|S| = |S'|$, and (2) by changing the order of the elements in $S$, one can make the Hamming distance between $S', S$ at most $b$. This is essentially the targeted version of the “nasty noise” model introduced by Bshouty et al. [2002].

- **$\text{Flip}_b$ (b-label flipping).** The adversary can change the label of up to $b$ examples in $S$ and reorder the final set.

- **$\text{Add}_b$ (b-adding).** The adversary adds up to $b$ examples to $S$ and put them in arbitrary order. Namely, the multi-set $S'$ has size at most $|S| + b$ and it holds that $S \subseteq S'$.

- **$\text{Rem}_b$ (b-removing).** The adversary removes up to $b$ examples from $S$ and puts the rest in an arbitrary order. Namely, as multi-sets $|S'| \geq |S| - b$ and $S' \subseteq S$.

- **$\text{AddRem}_b$ (b-adding-or-removing).** The adversary can remove up to $b$ examples from $S$, then add up to $b$ arbitrary examples, and then it puts the rest in an arbitrary order. Namely, as multi-sets $|S' \cap S| \geq |S| - b$ and $|S' \setminus S| \leq b$.

We now define the notions of risk, robustness, certification, and learnability under targeted poisoning attacks for prediction tasks with a focus on classification. We emphasize that in the definitions below, the notions of targeted-poisoning risk and robustness are defined with respect to a learner rather than a hypothesis. The reason is that, very often (and in many natural settings) when the data set is changed by the adversary, the learner needs to return a new hypothesis, reflecting the change in the training data.

**Definition 2.1** (Instance-targeted poisoning risk). Let $Lrn$ be a possibly randomized learner, $\mathcal{A}_b$ be a class of attacks of budget $b$. For a training set $S \in (\mathcal{X} \times \mathcal{Y})^m$, an example $e = (x, y) \in \mathcal{X} \times \mathcal{Y}$, $\text{Rep}_b$ attacks are essentially as powerful as $\text{AddRem}_b$ attack, with the only limitation that they preserve the training set size. Our results of Theorems 3.3 and 3.4 extend to $\text{AddRem}_b$ attacks as well, however we focus on $b$-replacing attacks for simplicity of presentation.
and randomness $r$, the targeted poisoning loss (under attacks $A_b$) is defined as

$$\ell_{A_b}(S, r, e) = \sup_{S' \in A_b(S)} \ell(\text{Lrn}_r(S'), e). \tag{1}$$

For a distribution $D$ over $X \times Y$, the targeted poisoning risk is defined as

$$\text{Risk}_{A_b}(S, r, D) = \mathbb{E}_{e \sim D}[\ell_{A_b}(S, r, e)].$$

For a bounded loss function with values in $[0, 1]$ (e.g., the 0-1 loss), we define the correctness of the learner for the distribution $D$ under targeted poisoning attacks of $A_b$ as

$$\text{Cor}_{A_b}(S, D) = 1 - \text{Risk}_{A_b}(S, D).$$

The above formulation implicitly allows the adversary to depend (and hence “know”) on the randomness $r$ of the learning algorithm. We also define weak targeted-poisoning loss and risk by using fresh learning randomness $r$ unknown to the adversary, when doing the retraining:

$$\ell_{A_b}^{wk}(S, e) = \sup_{S' \in A_b(S)} \mathbb{E}[\ell(\text{Lrn}_r(S'), e)], \quad \text{Risk}_{A_b}^{wk}(S, D) = \mathbb{E}_{e \sim D}[\ell_{A_b}^{wk}(S, e)].$$

In particular, having a small weak targeted-poisoning risk under the 0-1 loss means that for most of the points $e \sim D$ the decisions are correct, and the prediction on $e$ would not change under any $e$-targeted poisoning attacks with high probability over a randomized retraining.

We now define robustness of predictions, which is more natural for classification tasks, but we state it more generally.

**Definition 2.2** (Robustness under instance-targeted poisoning). Consider the same setting as that of Definition 2.1, and let $\tau > 0$ be a threshold to model when the loss is “large enough”. For a data set $S$ and learner’s randomness $r$, we call an example $e = (x, y)$ to be $\tau$-vulnerable to a targeted poisoning (of attacks in $A_b$), if the $e$-targeted adversarial loss is at least $\tau$, namely, $\ell_{A_b}(S, r, e) \geq \tau$.

For the same $(S, r, e, \tau)$ we define the targeted poisoning robustness (under attacks in $A$) as the smallest budget $b$ such that $e$ is $\tau$-vulnerable to a targeted poisoning, i.e.,

$$\text{Rob}_A^\tau(S, r, e) = \inf \{ b \mid \ell_{A_b}(S, r, e) \geq \tau \}.$$ 

If no such $b$ exists, we let $\text{Rob}_A^\tau(S, r, e) = \infty$.\footnote{Note that Equation 1 is equivalent to $\ell_{A_b}(S, r, e) = \sup_{A \in A_b} \ell(\text{Lrn}_r(A(S, r, e)), e)$, because we are choosing the attack over $S$ after fixing $r, e$.} When working with the 0-1 loss (e.g., for classification), we will use $\tau = 1$ and simply write $\text{Rob}_A(\cdot)$ instead. Also note that in this case, $\ell(\text{Lrn}_r(S'), e) \geq 1$ is simply equivalent to $\text{Lrn}_r(S')(x) \neq y$. In particular, if $e = (x, y)$ is an example and $\text{Lrn}_r(S)$ is already wrong in its prediction of the label for $x$, then the robustness will be $\text{Rob}_A(S, r, e) = 0$, as no poisoning will be needed to make the prediction wrong. For a distribution $D$ we define the expected targeted-poisoning robustness as $\text{Rob}_A^\tau(S, r, D) = \mathbb{E}_{e \sim D}[\text{Rob}_A^\tau(S, r, e)]$.\footnote{Even though, in natural attack scenarios the set $S$ is sampled from $D^m$, Definitions 2.1 and 2.2 are more general in the sense that $S$ is an arbitrary set.}

\footnote{If the adversary’s budget allows it to flip all the labels, in natural settings (e.g., when the hypothesis class contains the complement functions and the learner is a PAC learner), no robustness will be infinite for such attacks.}
We now formalize when a learner provides certifying guarantees for the produced predictions. For simplicity, we state the definition for the case of 0-1 loss, but it can be generalized to other loss functions by employing a threshold parameter \( \tau \) as it was done in Definition 2.2.

**Definition 2.3** (Certifying predictors and learners). A **certifying predictor** (as a generalization of a hypothesis function) is a function \( h: \mathcal{X} \to \mathcal{Y} \times \mathbb{N} \), where the second output is interpreted as a claim about the robustness of the prediction. When \( h(x) = (y, b) \), we define \( h_{\text{pred}}(x) = y \) and \( h_{\text{cert}}(x) = b \). If \( h_{\text{cert}}(x) = b \), the interpretation is that the prediction \( y \) shall not change when the adversary performs a \( b \)-budget poisoning perturbation (defined by the attack model) over the training set used to train \( h \).\(^5\) Now, suppose \( A_b \) is an adversary class with budget \( b = b(m) \) (where \( m \) is the sample complexity) and \( A = \bigcup_{i} A_i \). Also suppose \( \text{Lrn} \) is a learning algorithm such that \( \text{Lrn}_{\cdot}(S) \) always outputs a certifying predictor for any data set \( S \in (\mathcal{X} \times \mathcal{Y})^* \). We call \( \text{Lrn} \) a **certifying learner** (under the attacks in \( A \)) for a specific data set \( S \in (\mathcal{X} \times \mathcal{Y})^* \) and randomness \( r \), if the following holds. For all \( x \sim D \), if \( \text{Lrn}_{\cdot}(S)(x) = (y, b) \) and if we let \( e = (x, y) \),\(^6\) then \( \text{Rob}_{\cdot}(S, r, e) \geq b \). In other words, to change the prediction \( y \) on \( x \) (regardless of \( y \) being a correct prediction or not), any adversary needs a budget at least \( b \). We call \( \text{Lrn} \) a **universal** certifying learner if it is a certifying learning for all data sets \( S \). For an adversary class \( A = \bigcup_{b \in \mathbb{N}} A_b \), and a certifying learner \( \text{Lrn} \) for \( (S, r) \), we define the \( b \)-certified correctness of \( \text{Lrn} \) over \( (S, r, D) \) as the probability of outputting correct predictions while certifying them with robustness at least \( b \). Namely,

\[
\text{CCor}_{A_b}(S, r, D) = \Pr_{(x, y) \sim D} \left[(y' = y) \land (b' \geq b) \text{ where } (y', b') = \text{Lrn}_{\cdot}(S)(x)\right].
\]

**Remark 2.4** (On a potential weaker requirement for certifying learners). Definition 2.3 needs a learner to produce a certifying model that is **always** correct in its robustness claims about its own prediction, regardless of whether the prediction itself is correct or wrong. One can imagine a weaker certification requirement in which the provided certified robustness guarantee is only required to hold when the predicted label itself is correct. However, since a learner usually does not really know whether its prediction is correct with full confidence, known methods for certified robustness already achieve the stronger guarantee of in Definition 2.3. Also, if one uses that weaker requirement, **robust** PAC learning and **certified** PAC learning (see Definition 2.5) become equivalent, as a learner can simply output \( b \) as its certifying guarantee when we know that robust PAC learning against targeted \( b \)-budget poisoning attacks is possible.

The following definition extends the standard PAC learning framework of Valiant [1984] by allowing targeted-poisoning attacks and asking the learner now to have small targeted-poisoning risk. This definition is strictly more general than PAC learning, as the trivial attack that does not change the training set, Definition 2.5 below reduces to the standard definition of PAC learning.

**Definition 2.5** (Learnability under instance-targeted poisoning). Let the function \( b: \mathbb{N} \to \mathbb{N} \) model adversary’s budget as a function of sample complexity \( m \). A hypothesis class \( \mathcal{H} \) is **PAC learnable under targeted poisoning attacks in \( A_b \)**, if there is a proper learning algorithm \( \text{Lrn} \) such that for every \( \varepsilon, \delta \in (0, 1) \) there is an integer \( m \) where the following holds. For every distribution \( D \) over \( \mathcal{X} \times \mathcal{Y} \), if the realizability condition holds\(^7\) (i.e., \( \exists h \in \mathcal{H}, \text{Risk}(h, D) = 0 \)), then with probability \( 1 - \delta \) over the sampling of \( S \sim D^m \) and \( \text{Lrn} \)'s randomness \( r \), it holds that \( \text{Risk}_{A_b}(S, r, D) \leq \varepsilon \).

\(^5\) When using a general loss function, \( b \) would be interpreted as the attack budget that is needed to increase the loss over the example \( c(x, y) \) (where \( y \) is the prediction) to \( \tau \).

\(^6\) Note that \( y \) might not be the right label.

\(^7\) Note that realizability holds while no attack is launched.
- **Improper learning.** We say that $\mathcal{H}$ is *improperly* PAC learnable under targeted $A_b$-poisoning attacks, if the same conditions as above hold but using an improper learner that might output functions outside $\mathcal{H}$.\(^8\)

- **Distribution-specific learning.** Suppose $D$ is the set of all distributions $D$ over $X \times Y$ such that the marginal distribution of $D$ over its first coordinate (in $X$) is a fixed distribution $D_X$ (e.g., isotropic Gaussian in dimension $d$). If all the conditions above (resp. for the improper cases) are only required to hold for distributions $D \in D$, then we say that the hypothesis class $\mathcal{H}$ is PAC learnable (resp. improperly PAC learnable) under instance distribution $D_X$ and targeted $A_b$-poisoning.

A hypothesis class is *weakly* (improperly and/or distribution-specific) PAC learnable under targeted $A_b$-poisoning, if with probability $1-\delta$ over the sampling of $S \sim D^m$, it holds that $\text{Risk}_{A_b}^w(S, D) \leq \varepsilon$. A hypothesis class is *certifiably* (improperly and/or distribution-specific) PAC learnable under targeted $A_b$-poisoning, if we modify the $(\varepsilon, \delta)$ learnability condition as follows. With probability $1-\delta$ over $S \sim D^m$ and randomness $r$, it holds that (1) $Lrn$ is a certifying learner for $(S, r)$, and (2) $\text{CCor}_{A_b}(S, r, D) \geq 1 - \varepsilon$. A hypothesis class is *universally* certifiably PAC learnable, if it is certifiably PAC learnable using a universal certifying learner $Lrn$. We call the sample complexity of any learner of the forms above *polynomial*, if the sample complexity $m$ is at most $\text{poly}(1/\varepsilon, 1/\delta) = (1/(\varepsilon\delta))^{O(1)}$. We call the learner *polynomial time*, if it runs in time $\text{poly}(1/\varepsilon, 1/\delta)$, which implies the sample complexity is polynomial as well.

**Remark 2.6** (Generalization to $(\varepsilon, \delta)$-PAC learning). Suppose $\varepsilon(m), \delta(m)$ are functions of $m$. Then one can generalize Definition 2.5 to define $(\varepsilon(m), \delta(m))$ PAC learning (under the same settings of Definition 2.5) for a given desired $(\varepsilon(m), \delta(m))$. Then PAC learnability would simply mean $\varepsilon(m), \delta(m)$ PAC learning for $\varepsilon(m), \delta(m) = o_m(1)$ (i.e., $\varepsilon(m), \delta(m)$ both go to zero, when $m$ goes to infinity). This more fine-grained definition allows one to study *optimal error* bounds in relation to adversary’s budget $b(m)$ as well. We leave a more in-depth study of such relations for future work.

**Remark 2.7** (On defining agnostic learning under instance-targeted poisoning). Definition 2.5 focuses on the realizable setting. However, one can generalize this to the agnostic (non-realizable) case by requiring the following to hold with probability $1-\delta$ over $S \sim D^m$ and randomness $r$,

$$\text{Risk}_{A_b}(S, r, D) \leq \varepsilon + \inf_{h \in \mathcal{H}} \text{Risk}(h, r, D).$$

Note that in this definition the learner wants to achieve *adversarial* risk that is $\varepsilon$-close to the risk under *no attack*. One might wonder if there is an alternative definition in which the learner aims to “$\varepsilon$-compete” with the best *adversarial* risk. However, recall that targeted-poisoning adversarial risk is *not* a property of the hypothesis, and it is rather a property of the learner. This leads to the following arguably unnatural criteria that needs to hold with probability $1-\delta$ over $S \sim D^m$ and $r$. (For clarity the learner is explicitly denoted as super-index for $\text{Risk}_{A_b}$.)

$$\text{Risk}_{A_b}^{Lrn}(S, r, D) \leq \varepsilon + \inf_L \text{Risk}_{A_b}^L(S, r, D)$$

The reason that the above does not trivially hold is that $Lrn$ needs to satisfy this for *all* distributions $D$ (and most $S$) simultaneously, while the learner $L$ in the right hand side can depend on $D$ and $S$.

\(^8\)We note, however, that whenever the proper or improper condition is not stated, the default is to be proper.
3 Our results

We now study the question of learnability under instance-targeted poisoning. We first discuss our positive and negative results in the context of distribution-independent learning. We then turn to the setting of distribution-dependent setting. At the end, we prove some generic relations between risk and robustness, showing how to derive one from the other.

Due to space limitations, all proofs are moved the full version of this paper [Gao et al., 2021].

3.1 Distribution-independent learning

We start by showing results on distribution-independent learning. We first show that in the realizable setting, for any hypothesis class \( H \) that is PAC-learnable, \( H \) is also PAC learnable under instance-targeted poisoning attacks that can replace up to \( b(m) = o(m) \) (e.g., \( b(m) = \sqrt{m} \)) number of examples arbitrarily. To state the bound of sample complexity of robust learners, we first define the \( \lambda(\cdot) \) function based an adversary’s budget \( b(m) \).

**Definition 3.1** (The \( \lambda(\cdot) \) function). Suppose \( b(m) = o(m) \). Then for any real number \( x \), \( \lambda(x) \) returns the minimum \( m \) where \( m'/b(m') \geq x \) for any \( m' > m \). Formally,

\[
\lambda(x) = \inf_{m \in \mathbb{N}} \left\{ \forall m' \geq m, \frac{m'}{b(m')} \geq x \right\}.
\]

Note that because \( b(m) = o(m) \), we have \( m/b(m) = \omega(m) \), so \( \lambda(x) \) is well-defined.

**Claim 3.2** (When \( \lambda \) is polynomially bounded). If \( b(m) = O(m^{1-c}) \) for any constant \( c > 0 \), then \( \lambda(x) = O(m^{1/c}) \), which means \( \lambda(\cdot) \) is a polynomial function. For example, when \( b(m) = O(\sqrt{m}) \), then \( \lambda(x) = O(x^2) \).

**Proof.** As \( b(m) = O(m^{1-c}) \), there exists a number \( m_0 \) and a constant \( q \), that for any \( m' \geq m_0 \), we have \( b(m') \leq q \cdot (m')^{1-c} \), which indicates \( m'/b(m') \geq q \cdot (m')^{c} \). By the definition of \( \lambda(x) \), we want to show that for any \( m \geq \lambda(x) \), we have \( m/b(m) \geq x \). Let \( m_1 = (x/q)^{1/c} \), then when \( x \geq q \cdot m_0 \), we have \( m_1 \geq m_0 \). By Definition 3.1, \( m_1/b(m_1) \geq q \cdot m_1^c = x \). Therefore, \( m_1 \in \{ \forall m' \geq m, m'/b(m') \geq x \} \geq \lambda(x) \). Since \( m_1 = O(x^{1/c}) \), we have \( \lambda(x) = O(x^{1/c}) \).

**Theorem 3.3** (Proper learning under weak instance-targeted poisoning). Let \( H \) be the PAC learnable class of hypotheses. Then, for adversary budget \( b(m) = o(m) \), the same class \( H \) is also PAC learnable using randomized learners under weak \( b \)-replacing targeted-poisoning attacks. The proper/improper nature of learning remains the same. Specifically, let \( m_{WR}(\varepsilon, \delta) \) be the sample complexity of a PAC learner \( Lrn \) for \( H \). Then, there is a learner \( WR \) that PAC learns \( H \) under weak \( b \)-replacing attacks with sample complexity at most

\[
m_{WR}(\varepsilon, \delta) = \lambda \left( \max \left\{ m_{Lrn}^2 \left( \varepsilon, \frac{\delta}{2} \right), \frac{4}{\delta^2} \right\} \right).
\]

Moreover, if \( b(m) \leq O(m^{1-\Omega(1)}) \), then whenever \( H \) is learnable with a polynomial sample complexity and/or a polynomial-time learner \( Lrn \), the robust variant \( WR \) will have the same features as well.

**Proof of Theorem 3.3.** We first clarify that if \( b(m) \leq O(m^{1-\Omega(1)}) \), and if \( H \) is learnable with a polynomial sample complexity, then the polynomial sample complexity of the robust variant simply
follows from Claim 3.2 and the formula for $m_{WR}(\varepsilon, \delta)$ as stated in the statement of the theorem. Moreover, the polynomial-time nature of our learner (assuming $H$ is polynomial-time learnable) would be straightforward based on its description below.

The idea is to show that even a simple sub-sampling of the right size from the given training set $S$, and then training a model over the sub-sample will do what we want. In particular, we will randomly choose $k$ of the elements in $S$, call it subset $S_k$, and then run any oracle learner for hypothesis class $H$. Below, we will first describe how we choose $k$. We will then prove specific properties about the designed learning algorithm, and finally we will analyze its robustness to weak instance-targeted poisoning attacks (who do not know learner’s randomness for retraining). We call the new learner $WR$, and denote the oracle that provides learners for $H$, simply as $Lrn$.

Let $k = k(m) = \sqrt{m/b(m)}$. By the definition of $\lambda(x)$, we have that $\forall m \geq \lambda(x), \frac{m}{b(m)} \geq \frac{x}{2}$. For simplicity of notation we might write $k$ and $b$ where both are actually functions of $m$.

Let $m_{Lrn}(\varepsilon, \delta)$ be the sample complexity of the $Lrn$ which returns a hypothesis with error $\varepsilon$ for at least $1 - \delta$ probability. We now show that when the sample complexity $m \geq m_{WR}(\varepsilon, \delta) = \lambda(\max\{m_{Lrn}^2(\varepsilon, \delta/2), 4/\delta^2\})$ the learner $WR$ becomes an $(\varepsilon, \delta)$-robust PAC learner. Note that by the definition of $\lambda(\cdot)$, we have

$$\frac{m}{b(m)} \geq \max \left\{ m_{Lrn}^2 \left( \frac{\varepsilon}{2}, \frac{\delta}{2} \right), \frac{4}{\delta^2} \right\}.$$  

We then have $\sqrt{m/b(m)} \geq m_{Lrn}(\varepsilon, \delta/2)$ and $\sqrt{m/b(m)} \geq \frac{2}{\delta}$.

**Warm up: PAC learnability without attack.** It holds that $k = \sqrt{m/b} \geq m_{Lrn}(\varepsilon, \delta/2)$. Hence, $WR(S) = Lrn(S_k)$ will be a PAC learner which returns a hypothesis of at most $\varepsilon$ with at least $1 - \delta/2$ probability, in the case no attack happens.

**Robustness under weak attacks.** Now suppose an adversary can change up to $b$ of the examples through a weak $b$-replacing attack. The probability that the subset $S_k$ intersects with any of the $k$ poisoned examples is at most

$$p(m) = \frac{k \cdot b}{m} = \sqrt{\frac{m}{b}} \cdot \frac{b}{m} = \sqrt{\frac{b}{m}} \leq \frac{\delta}{2}.$$  

Therefore, with probability at least $1 - p(m)$, none of the poison examples that are introduced by the adversary will land in the subset $S_k$. In this case by a union bound, when learner $Lrn$ is an $(\varepsilon, \delta/2)$ PAC learner, learner $WR$ will be a $(\varepsilon, \delta/2 + p(m))$ PAC learner under weak $b$-replacing instance-targeted poisoning attacks. As $\delta/2 + p(m) \leq \delta$, $WR$ with at least $1 - \delta$ probability will return a hypothesis that has at most $\varepsilon$ risk under weak $b$-replacing attacks.  

The above theorem shows that targeted-poisoning-robust proper learning is possible for PAC learnable classes using private randomness for the learner if $b(m) = o(m)$. Thus, it is natural to ask the following question: can we achieve the stronger (default) notion of robustness as in Definition 2.5 in which the adversarial perturbation can also depend on the (fixed) randomness $r$ of the learner? Also, can this be a learning with certifications? Our next theorem answers these questions positively, yet that comes at the cost of improper learning. Interestingly, the improper nature of the learner used in Theorem (3.4) could be reminiscent of the same phenomenon in test-time attacks (a.k.a., adversarial example) where, as it was shown by Montasser et al. [2019], improper learning came to rescue as well.
**Theorem 3.4** (Improper learning and certification under targeted poisoning). Let $\mathcal{H}$ be (perhaps improperly) PAC learnable. If $b$-replacing attacks have their budget limited to $b(m) = o(m)$, then $\mathcal{H}$ is improperly certifiably PAC learnable under $b$-replacing targeted poisoning attacks. Specifically, let $m_{\text{Lrn}}(\varepsilon, \delta)$ be the sample complexity of a PAC learner for $\mathcal{H}$. Then there is a learner $\text{Rob}$ that universally certifiably PAC learns $\mathcal{H}$ under $b$-replacing attacks with sample complexity at most

$$m_{\text{Rob}}(\varepsilon, \delta) = 576\lambda \left( \max \left\{ m_{\text{Lrn}}^2\left( \frac{\varepsilon}{12}, \frac{\varepsilon}{12} \right), \frac{1}{4\varepsilon^2}, \frac{\log \left( \frac{1}{\delta} \right)^2}{2\sqrt{3\varepsilon}}, \frac{\log_2 \left( \frac{\varepsilon}{\delta} \right)}{576} \right\} \right).$$

Moreover, if $b(m) \leq O(m^{1-\Omega(1)})$ and $\mathcal{H}$ is learnable using a learner with a polynomial sample complexity and/or time, the robust variant $\text{Rob}$ will have the same features as well.

Before proving Theorem 3.3, we define the notion of majority ensembles.

**Definition 3.5** (Majority ensemble). A majority ensemble model $h_{\text{ens}}$ is defined over $t$ sub-models $\{h_1, \ldots, h_t\}$ as follows.

$$h_{\text{ens}}(x) = \arg\max_{y \in \mathcal{Y}} \sum_{i=1}^{t} \mathbb{1}[h_i(x) = y].$$

Where $\mathbb{1}[E]$ is the Boolean indicator function that equals 1 if $E$ is true. If no strict majority vote exists, then $h_{\text{ens}}(x) = \bot$ for some fixed output $\bot$.

**Proof of 3.4.** Similar to the proof of Theorem 3.3, if $b(m) = O(m^{1-\Omega(1)})$, the relation between polynomial sample complexity and polynomial time aspects of the certifying $\text{Rob}$ in relation to the base learner $\text{Lrn}$ follows from Claim 3.2, the polynomial bound $m_{\text{Rob}}(\varepsilon, \delta)$, and the description of our learner $\text{Rob}$ below.

Recall that $\text{Lrn}$ is a $(\varepsilon', \delta')$ PAC learner and our goal is to show that we can obtain $(\varepsilon, \delta)$-PAC learning under $b$-replacing targeted-poisoning attacks. We will indeed show how to achieve $(O(\varepsilon' + \delta'), O(\varepsilon' + \delta'))$-PAC learning under such attacks.

We first describe a learning method in which the $b$-replacing adversary is *not* allowed to reorder the examples after changing $b$ of the examples in $\mathcal{S}$. Our robust learner in this case is deterministic. We will then discuss how one can retain the result by handling even when the adversary can reorder the examples. Our robust learner for the latter case is randomized and uses a careful hashing method. This learner is inspired by the randomized method first introduced in Levine and Feizi [2021]. In comparison, (1) we need to generalize the hashing method of Levine and Feizi [2021] and carefully choose how to hash repeated examples in the data set, and (2) we give a proof of generalization based on adversary’s budget.

**Attacks that do not reorder the examples.** We define the operation partition with size $k$ as repeatedly collecting first $k$ items in the data set $\mathcal{S}$ (which is defined as a sequence), that is, when partition data set $\mathcal{S} = e_1, e_2, \ldots, e_m$ with size $k$, the first partition $\mathcal{S}_1$ will contain examples $e_1, e_2, \ldots, e_k$, and the second partition $\mathcal{S}_2$ will contain examples $e_{k+1}, e_{k+2}, \ldots, e_{2k}$. Now, let $t = t(m) = \sqrt{b(m) \cdot m}$. $\text{RLrn}$ proceeds as follows.

1. Partition the data set $\mathcal{S}$ into $t$ subsets $\mathcal{S}_1, \ldots, \mathcal{S}_t$ with equal size $m/t$.

2. For each subset $\mathcal{S}_i$ where $i \in [t]$, train a sub-model $h_i = \text{Lrn}(\mathcal{S}_i)$.  
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3. Returns $h_{\text{ens}}$ that is the majority ensemble model of $\{h_1, \ldots, h_t\}$.

If $t = t(m) = \sqrt{m \cdot b(m)}$, $\varepsilon' = \varepsilon/12$, $\delta' = \varepsilon/12$, and $p = \max\{m_{\text{Lrn}}^2(\varepsilon/12, \varepsilon/12), 144/\varepsilon^2, -\log(\delta)/(2(\varepsilon/12)^2)\}$, we show that $\lambda(p)$ becomes an upper bound on the sample complexity $m$ of a robust PAC learner under $b$-replacing attacks. By the definition of the function $\lambda(\cdot)$, we have $m/b(m) \geq p$. Therefore, we have $\sqrt{m/b(m)} \geq m_{\text{Lrn}}(\varepsilon/12, \varepsilon/12)$, $\sqrt{m/b(m)} \geq 12/\varepsilon$, and $\sqrt{m/b(m)} \geq -\log(\delta)/(2(\varepsilon/12)^2)$. For simplicity of notation we might write $t$ and $b$ directly where both are actually functions of $m$.

We start by showing the learner $\text{RLrn}$ has the following two properties:

- PAC learnability of each sub-model without attack: Each set $S_i$ has $m/t$ examples. Therefore, eventually all the partition sets $S_i, i \in [t]$ will have enough examples for PAC learning. Specifically, $m/t = \sqrt{m/b} \geq m_{\text{Lrn}}(\varepsilon/12, \varepsilon/12)$.

- Not many sub-models are under attack: An adversary who can replace $b$ examples in these $t$ sets, is indeed affecting only $t/b$ fraction of the subsets, and $t = \sqrt{b \cdot m}, b/t = \sqrt{b/m} \leq \varepsilon/12$.

The above arguments show that for each sub-model $h_i$, we can guarantee $(\varepsilon', \delta')$-PAC learning using the number of samples $m_{\text{Lrn}}(\varepsilon/12, \varepsilon/12)$ that falls into the corresponding $S_i$. Then, we want to argue that the ensemble $h_{\text{ens}}$, which is the majority applied to $h_1, \ldots, h_t$, is indeed $(O(\varepsilon' + \delta'), O(\delta' + \varepsilon'))$-PAC learning even under $b$-budget changing adversaries (who do not reorder the new set $S'$).

We will first argue why the obtained ensemble model without attack has small risk, and once we do it, we argue why it has small risk even under $b$-replacing attacks who do not reorder the output examples.

We start by showing that with high probability, most sub-models have small risk. One might be tempted to use the union bound and conclude that with probability $1 - t \cdot \delta'$ all of $h_1, \ldots, h_t$ have risk at most $\varepsilon'$, before arguing about the low risk of their majority. But this is a lose confidence bound as $t \cdot \delta'$ can grow to be larger than one. Hence, we need a more careful analysis. In particular, we use concentration bounds to conclude that with high probability most of the sub-models have risk at most $\varepsilon'$. Namely, using the Hoeffding inequality, we can conclude that with probability at least $1 - e^{-2t \cdot \delta'^2}$, it holds that the fraction of $h_1, \ldots, h_t$ with risk at most $\varepsilon$ is at most $2\delta'$. When $m \geq m_{\text{Rob}}(\varepsilon, \delta)$, we have $t = \sqrt{m \cdot b(m)} \geq \sqrt{m/b} \geq -\log(\delta)/(2(\varepsilon/12)^2) = -\log(\delta)/(2\delta'^2)$. As $1 - e^{-2t \cdot \delta'^2} \geq 1 - e^{-2(-\log(\delta)/(2\delta'^2)) \cdot \delta'^2} = 1 - \delta$. In that case, we can argue about the robustness of the majority ensemble as follows.

Recall that at this stage we are assuming $1 - 2\delta'$ fraction of the models $h_1, \ldots, h_t$ have risk at most $\varepsilon$. We claim that if we let $\varepsilon = 3(2\delta' + \varepsilon')$, then with probability at least $1 - \varepsilon'$ over $e = (x, y) \sim D$, it holds that at least $2t/3$ of the sub-models $h_1, \ldots, h_t$ give the right answer $y$ on instance $x$. Otherwise we can derive a contradiction as follows. Suppose more than $\varepsilon$ fraction of the examples $e = (x, y) \sim D$ have at least $t/3$ wrong answers among $h_1, \ldots, h_t$, i.e., $\Pr_{(x,y) \sim D} \left[ \sum_{i=1}^t \mathbb{1} [h_i(x) \neq y] \geq t/3 \right] > \varepsilon$. Then, when we pick both $i \sim [t]$, and $e = (x, y) \sim D$ at random and get $h_i(x)$ as answer, we get a wrong answer with probability more than $\varepsilon/3$. On the other hand, this probability cannot be too large, because at most $2\delta'$ fraction of $i \sim [t]$ give a model $h_i$ with risk more than $\varepsilon'$, and the rest have risk at most $\varepsilon'$, and hence we should have $\varepsilon/3 < 2\delta' + \varepsilon'$, which contradicts $\varepsilon = 3(2\delta' + \varepsilon')$.

Now, we argue that essentially the same bounds above hold even if an adversary goes back and changes $b$ of the examples among the all $m$ examples based on knowing a test example. The only place in the proof that we need to modify is where we obtained $\varepsilon/3 \leq 2\delta' + \varepsilon'$, while now we shall
allow the adversary to corrupt $b$ of the $t$ sub-models by planting wrong examples into their pool $S_i$. This can only corrupt $b/t$ fraction of the $t$ models, leading to the bound $\varepsilon = 3(2\delta' + b/t + \varepsilon').$

As a summary, with $\varepsilon' = \varepsilon/12$ and $\delta' = \varepsilon/12$, when $m_{Rob}(\varepsilon, \delta) = \lambda(p)$ and $t = \sqrt{b \cdot m}$, the majority learner is an $(\varepsilon, \delta)$-PAC learner to $b$-replacing attacks that do not reorder the examples, as with probability at least $1 - e^{-2\delta'^2} \geq 1 - \delta$, the robust risk of the learner is at most

$$3 \left( 2\delta' + \frac{b}{t} + \frac{\varepsilon}{t} \right) = 3 \left( 2 \cdot \frac{\varepsilon}{12} + \sqrt{\frac{b}{m} + \frac{\varepsilon}{12}} \right) \leq 3 \left( 2 \cdot \frac{\varepsilon}{12} + \frac{\varepsilon}{12} + \frac{\varepsilon}{12} \right) = \varepsilon.$$

**Adding certification.** Finally, we define a certifying model $h_{cert}$ that returns certifications larger than $b$ with high probability. Let

$$h_{cert}(x) = \sum_{i=1}^{t} 1 \{ h_i(x) = y' \} - \frac{t}{2}$$

where $y' = h_{ens}(x)$ and $h_1, \ldots, h_t$ are sub-models in $h_{ens}$. As the sub-models $h_1, \ldots, h_t$ are trained with separate data sets, for any $b' < h_{cert}(x)$, the prediction of $h_{ens}$ remains the same, indicates that $h_{cert}$ always gives correct certification. Now, from the previous analysis, we have

$$\Pr_S[CCor_{Rep_b}(S, D) \geq 1 - \varepsilon] \geq 1 - \delta.$$

Therefore, $\mathcal{H}$ is certifiably PAC learnable under $Rep_b$ attacks with the aforementioned upper bound on its sample complexity.

**Attacks that might reorder the examples.** The above learner was indeed deterministic, but it leveraged on the fact that the adversary will not reorder the examples, hence most sub-models are robust to adversarial perturbations. For the full-fledged $b$-replacing adversaries, we will use randomness $r$ that (informally speaking) defines a hash function from $X \times Y$ to $[t]$. The hash function can either be a random oracle, or an $m$-wise independent function (for sake of a polynomial-time learner). We then partition the training set $S$ into $t$ subsets by using the hash function that looks at individual examples to determine where they land among the $t$ subsets $S_1, \ldots, S_t$.

Because we did not make any assumptions about distribution $D$, the training set $S$ could have multiple instances of the same input if $D$ is concentrated on some examples. If we simply pick a hash function $h$ to map $X \times Y$ to $[t]$, it might make the subsets unbalanced and thus lose the i.i.d. property of the distributions generating subsets $S_i$.

We then slightly revise the rule to evenly distributed these examples as follows. For an example $e_i = (x_i, y_i)$ in the training set $S$, let $O_i$ be the number of occurrence of the same example $(x_i, y_i)$ in $S$ (0 if it’s the first occurrence). We then use a hash function family $h_K : X \times Y \times [m] \rightarrow [t]$, where $K$ is a key generated by $r$. The $j$-th occurrence of $e_i$ is then mapped into the partition $t_i$ where $t_i = h_K(e_i, j)$.

Following our assumption of the hash function being independently random on all elements in $S$, each partition $S_i$ is now an i.i.d. sample of the same distribution. It is because each example in $S_i$ is independently and identically sampled from $S$, which is an i.i.d. sample of $D$. Therefore, with enough number of examples in $S_i$, by the PAC learnability of $\mathcal{H}$, each sub-model $h_i$ will be a PAC learner. However, for a pair of $(\varepsilon, \delta)$, it is not guaranteed that $S_i$ has enough number of examples for $(\varepsilon, \delta)$-PAC learning, because we are using a probabilistic hashing. If some of the sub-models do
not have enough examples in their pool $S_i$, it is then hard to show the majority ensemble model is a good model with error less than $\epsilon$. To handle this problem, we only train sub-models on the partitions with enough number of examples.

We pick $t = 4\sqrt{b(m) \cdot m}$ be the number of subsets. RLRn proceeds as follows.

1. For the $j$-th occurrence of the example $e_i \in S$, add it into partition $S_i$, where $i = h_K(e_i, j)$.
2. For each subset $S_i$ that $|S_i| \geq m/6t$ where $i \in [t]$, train a sub-model $\text{Lrn}(S_i)$.
3. Denote all the sub-models trained in Step 2 as $h_1, h_2, \ldots, h_{t'}$.
4. Return $h_{\text{ens}}$, the majority ensemble model of $\{h_1, \ldots, h_{t'}\}$.

Here, the majority ensemble model will have $t'$ (instead of $t$) sub-models, and $t' \leq t$. We now show that when $p' = \max \{m_{\text{Lrn}}^2(\epsilon/12, \epsilon/12), 1/4\epsilon^2, \log(\delta/2)^2/(2\sqrt{3}\epsilon/3)^4), \log_2(2/\delta)/576\}$ with the sample complexity bounded by $m \geq m_{\text{Rob}}(\epsilon, \delta) = 576\lambda(p')$, RLRn is robust to $b$-replacing attacks that can reorder the examples.

First, we prove that the majority of the partitions $S_i$ will have enough samples, specifically, at least $t' \geq t/4$ sub-models will have $m/6t$ examples with high probability.

To analyze the probability of $t' \geq t/4$, we first consider a simple bucket and ball setting. Consider there are $2t$ examples (balls) and we partition them into $t$ subsets (buckets). Then the probability that at least $t/2$ buckets are not empty is at least

$$1 - \left(\frac{t}{t/2}\right) \left(\frac{1}{2}\right)^{2t} = 1 - \left(\frac{t}{t/2}\right) \left(\frac{1}{2}\right)^{t} \geq 1 - \frac{1}{2^t}.$$ 

It is because if there are $t/2$ empty buckets, then all $2t$ balls should be in the other $t/2$ buckets. The probability is then calculated by taking a union bound over all $t/2$ choices of $t/2$ empty buckets in $t$ buckets.

Now, we have $m$ examples in total. We then consider $m$ examples as $m/2t$ rounds of $2t$ examples. Then for each round, at least $t/2$ subsets have at least one example with probability at least $1 - 1/2^t$. Clearly, applying the union bound over all the rounds of examples gives the result that with probability $1 - m/(2t \cdot 2^t)$, every round makes at least $t/2$ buckets non-empty. Then, by a simple counting argument, at the end at least $t/4$ buckets will have at least $m/6t$ examples. (Otherwise, the total number of examples would be fewer than $(t/2)(m/3t)$.)

We now prove some properties for RLRn. Let $\epsilon' = \delta' = \frac{\epsilon}{12}$, when $m = \lambda(p')$. Then, we have

- Not many sub-models are under attack: An adversary who can corrupt $b$ of these $t/4$ sets, is indeed corrupting only $4b/t$ fraction of them. We then have $4b/t = \sqrt{b/m} \leq \delta'$.
- PAC learnability of each sub-model without attack: The sub-model that has $m/6t$ examples have enough examples for PAC learning. $m/6t = \sqrt{m/b}/24 \geq m_{\text{Lrn}}^2(\epsilon/12, \epsilon/12)$.
- Enough examples: With probability $1 - m/(2t \cdot 2^t)$, at least $t/4$ subsets have at least $m/6t$ examples. We have $m/(2t \cdot 2^t) < 1/2^{(\log_2(2/\delta))} = \delta/2$.
- Most sub-models have low risk: By Hoeffding’s inequality, with probability at least $1 - e^{-2t\cdot\delta'^2}$, it holds that the fraction of $h_1, \ldots, h_{t'}$ with risk at most $\epsilon'$ is at most $2\delta'$. When $m \geq m_{\text{Rob}}(\epsilon, \delta)$, we have $t' \geq t/4 \geq \sqrt{m/b}/4 \geq -\log(\delta)/(8\delta'^2)$.
In summary, we show that with probability at least $1 - \delta/2$, we have at least $t/4 = \sqrt{m \cdot b(m)}$ subsets, each subset has at least $m_{LRn}(\varepsilon/12, \varepsilon/12)$ examples, and we train an majority ensemble model on it. We then follow the same analysis from the case that the attacks can not reorder the examples. Therefore, with probability at least $1 - \delta/2$, $RLrn$ is a $(\varepsilon, \delta/2)$-PAC learner under $b$-replacing attacks. By the union bound, $RLrn$ is a $(\varepsilon, \delta/2)$-PAC learner under $b$-replacing attacks.

As a summary, ensemble learner $RLrn$ achieves a bound similar to the sample complexity bound of the non-reordering attacks. When $m_{Rob}(\varepsilon, \delta) = 576\lambda(p')$, the majority learner is robust to $b$-replacing attacks that can also reorder the examples.

Finally, when $m \geq 576\lambda(p')$, certifying model $h_{cert}(h_{en}, x) = \sum_{i=1}^{t'} \{h_i(x) = y\} - t'/2$ gets
\[
Pr_{S}[CCor_{Rep_b}(S, D) \geq 1 - \varepsilon] \geq 1 - \delta
\]
over data set $S$. Therefore, $\mathcal{H}$ is certifiably PAC learnable under $Rep_b$ attack.

\[ \Box \]

**Extension to AddRem$_b$ attacks.** The proofs of Theorems 3.3 and 3.4 extend to AddRem$_b$ attacks as well when $b = o(m)$. This is because, at a high level, all we care about is that adversarial “changes” (whether they are addition or removal of examples) either do not hit the sub-sampled dataset (in Theorem 3.3) or hit few of the sub-samples (in Theorem 3.4).

We then show that limiting adversary’s budget to $b(m) = o(m)$ is essentially necessary for obtaining positive results in the distribution-independent PAC learning setting, as some hypothesis classes with finite-VC dimension are not learnable under targeted poisoned attacks when $b(m) = \Omega(m)$ in a very strong sense: any PAC learner (without attack) would end up having essentially a risk arbitrary close to 1 under attack for any $b(m) = \Omega(m)$ budget given to a $b$-replacing adversary.

We use homogeneous halfspace classifiers, defined in Definition 3.6 below, as an example of hypothesis classes with finite VC dimension. Then in Theorem 3.7, we show that the hypothesis class of halfspaces are not distribution-independently robust learnable against $\Omega(m)$-label flipping instance-targeted attacks.

**Definition 3.6 (Homogeneous halfspace classifiers).** A (homogeneous) halfspace classifier $h_\omega : \mathbb{R}^d \to \{0, 1\}$ is defined as $h_\omega(x) = \text{Sign}(\omega \cdot x)$, where $\omega$ is a $d$-dimensional vector. We then call $\mathcal{H}_{\text{half}}$ the class of halfspace classifiers $\mathcal{H}_{\text{half}} = \{h_\omega(x): \omega \in \mathbb{R}^d\}$. For simplicity, we may use $\omega$ to refer to both the model parameter and the classifier.

**Theorem 3.7 (Limits of distribution-independent learnability of halfspaces).** Consider the halfspaces hypothesis set $\mathcal{H} = \mathcal{H}_{\text{half}}$ and we aim to learn any distribution over the unit sphere using $\mathcal{H}$. Let the adversary class be $b$-replacing with $b(m) = \beta \cdot m$ for any (even very small) constant $\beta$. For any (even improper) learner $Lrn$ one of the following two conditions holds. Either $Lrn$ is not a PAC learner for the hypothesis class of half spaces (even without attacks) or there exists a distribution $D$ such that $\text{Risk}_{\text{Flip}_b}(S, D) \geq 1 - \sqrt{\sigma}$ with probability $1 - \sqrt{\sigma}$ over the selection of $S$ of sufficiently large $m \geq m_{LRn}(\beta \cdot \sigma/6, \sigma/2)$, where $m_{LRn}$ is the sample complexity of PAC learner $Lrn$.

**Proof of Theorem 3.7.** To prove the theorem, we select a distribution $D$ and an $\Omega(m)$-label flipping adversary, that for any PAC learner $Lrn$, the targeted poisoning risk is high. We first prove the theorem for the ERM rule, and then we discuss how it extends to any PAC learner.

Our scenario is in dimension $d = 3$ with dimensions $X, Y, Z$. Consider the following distribution $D$: For $e = (\alpha, c) \sim D$ where $\alpha$ is a point in the 3-dimensional space and $c$ is a label in $\{+1, -1\}$, with probability $1/2$ we sample $\alpha$ uniformly from the unit circle with $z = 1$ (namely $x^2 + y^2 = 1, z = 1$).
Figure 1: Example for proving Theorem 3.7. The red circle has label 1, and the blue circle has label $-1$. $\omega$ is the ground-truth halfspace with 0 risk, and $\omega'$ is the halfspace that has 0 risk after adversary make replacements.

and we let label $c = +1$ of the sampled point $\alpha$. In addition, with probability $1/2$ we sample $\alpha$ uniformly from the unit circle $x^2 + y^2 = 1, z = -1$ and let label $c = -1$. This distribution is realizable over the halfspaces hypothesis set, as halfspace $\omega = (0,0,1)$ has 0 risk on $D$. In the following analysis, we call an arc of one of the circles as an interval $I$. We then define the measure of the interval $I$ as the probability that a random example $\beta \sim D$ that falls into the interval. Clearly in our setting, an interval $I$ can be uniquely determined by fixing its measure $\beta$ and its center point $\alpha'$. This scenario is shown in Figure 1.

Now, assume the adversarial perturbation $S' = Flip_b(S)$ (that depends on $e = (\alpha, c)$) wants to fool the learner on the point $\alpha = (x, y, z)$. We now define the adversary $A_b(S)$, that with a data set $S \sim D^m$ and target point $\alpha$, the adversary operates as the following.

- Pick an interval $I$ of constant measure $\beta/3$ which is centered at $\alpha \in I$ in the same circle where $\alpha$ belongs.
- To make the attack realizable, pick another corresponding interval, where $I' = \{\alpha' | -\alpha' \in I\}$.
- For all $(\alpha_i, c_i) \in S$, flip the label if $\alpha_i \in (I \cup I')$. Return the new set as $S'$.

In total $I$ and $I'$ has probability measure $2\beta/3$. Each example in $S$ has probability $2\beta/3$ to fall into $I \cup I'$. Then by the Hoeffding’s inequality,

$$\Pr \left[ |S \cap S'| \leq (1 - \beta) \cdot m \right] \geq 1 - e^{-\frac{m}{2\beta}}.$$ 

That is, with high probability $A_b(S)$ will modify less than $b(m) = \beta \cdot m$ examples. We then analyze how this adversary fools the learners.

**ERM learner.** We start from the case that the learner is the ERM learner. As $I$ and $I'$ are symmetric to the origin $(0,0,0)$, there exists a halfspace $\omega' \in H_{\text{half}}$ that passes all the endpoints of arcs $I$ and $I'$, which then has 0 empirical risk on $S'$. With probability at least $1 - 2(1 - \beta/6)^m \approx 1$, $S$ contains two examples from $I$ that positioned at either side around $\alpha$, that $\omega$ (and all other hypothesis that correctly predicts $\alpha$) will have non-zero risk on $S'$. Therefore, ERM will return a hypothesis that incorrectly predicts $\alpha$. 
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Extension to any proper PAC learner. We now prove that the same adversary can fool any proper PAC learner with sufficiently large $m$. Let $D'$ be the “poisoned” distribution, that is, for $(\alpha_1, c_1) \in \text{supp}(D')$ and $(\alpha_1, c_2) \in \text{supp}(D)$. $c_1 = \begin{cases} -c_2 & \alpha' \in \mathcal{I} \cup \mathcal{I}' \\ c_2 & \text{Otherwise} \end{cases}$. Then for $S' = A_b(S)$, when $S \sim D^m$, $S' \sim (D')^m$.

Now, let $m_{\text{Lrn}}(\varepsilon_1, \delta_1)$ be the sample complexity of $\mathcal{H}_{\text{half}}$ on $D'$. When $m \geq m_{\text{Lrn}}(\varepsilon_1, \delta_1)$, on the distribution $D'$, $\text{Lrn}(S')$ holds $\text{Risk}(\text{Lrn}(S'), D') \leq \varepsilon_1$ with probability at least $1 - \delta_1$.

Let $\varepsilon_1 = \beta/4$. Because hypothesis set $\mathcal{H}$ are halfspaces, the prediction region (the subset of all the examples predicted for a specific label) is also a connected interval. Therefore, if $\text{Lrn}(S')$ incorrectly predicts $\alpha$ on $S'$ (which is, correctly predicts $\alpha$ on the original data set $S$), as $\alpha$ is at the center of $\mathcal{I}$, at least half of $\mathcal{I}$ (and $\mathcal{I}'$ because of symmetry) is incorrectly predicted, i.e., $\text{Risk}(\text{Lrn}(S'), D') \geq \beta/3$. This contradicts $\text{Risk}(\text{Lrn}(S'), D') \leq \varepsilon_1 = \beta/4$. Therefore, for the selected values of $\varepsilon_1$ and $\delta_1$, with a sufficiently large sample complexity $m \geq m_{\text{Lrn}}(\beta/4, \delta_1)$, the probability of $\alpha$ being misclassified becomes at least $1 - \delta_1$, which indicates the adversary succeeds with probability at least $1 - \delta_1$. By averaging, with probability at least $1 - \sqrt{\delta_1}$, we have $\text{Risk}_{\mathcal{F}_{\text{flip}}}(S, D) \geq 1 - \sqrt{\delta_1}$.

Extension to any improper PAC learner. Previous method cannot be directly applied to improper PAC learners as we no longer have at least half of $\mathcal{I}$ is incorrectly predicted. We now slightly revise $A_b(S)$ to fool improper PAC learners as well.

To fool an arbitrary improper PAC learner, the adversary will randomize the interval $\mathcal{I}$. The revised adversary $A_b'(S, \alpha)$ works as the following.

- Compute the interval $\mathcal{I}_0$ which is centered at $\alpha$ with measure $\beta/3$.
- Uniformly pick a random point $\alpha_r$ from $\mathcal{I}_0$.
- Pick the intervals $\mathcal{I}$ symmetrically around $\alpha_r$ with measure $\beta/3$, and let $\mathcal{I}' = \{\beta| - \beta \in \mathcal{I}\}$.

We have $S' = A_b'(S)$ where $S \sim D^m$. Now, let $D'_\mathcal{I}$ be the data distribution where the labels of the examples in $\mathcal{I}$ and $\mathcal{I}'$ are flipped, we have $S' \leftarrow D'_\mathcal{I}^m$ as one can view the poisoned data set $S'$ as an i.i.d. sample from the poisoned distribution $D'_\mathcal{I}$, which is conditioned on $\mathcal{I}$ and $\mathcal{I}'$. $\mathcal{I}$ and $\mathcal{I}'$, on the other hand, is conditioned on the poisoning target $\alpha$.

Now, consider a different process that generates the variables in a different order, that the adversary first uniformly picks a interval $\mathcal{I}$ among all the interval with measure $\beta/3$ (and its counterpart $\mathcal{I}'$), and then uniformly samples an example $\alpha$ inside $\mathcal{I}$ and $\mathcal{I}'$. Because the sampling is uniform, the probability of picking a specific combination of $\mathcal{I}$, $\mathcal{I}'$ and $\alpha$ in the second process is equivalent to the probability of picking this combination following the original process, i.e., pick a random $\alpha$, and then pick $\mathcal{I}$ conditioned on $\alpha$. Because this equivalence, if $\alpha$ is picked after the learner returns a model learned from the data set $S'$ (since it is sampled from $D'_\mathcal{I}$), the probability of whether $\text{Lrn}(S')$ incorrectly predicts $\alpha$ remains the same.

We now prove that when $m$ is sufficiently large, attacks succeed with high probability on improper PAC learners. Let $m_{\text{Lrn}}(\varepsilon_1, \delta_1)$ be the sample complexity of $\mathcal{H}_{\text{half}}$ on $D'_{\mathcal{I}}$. When $m \geq m_{\text{Lrn}}(\varepsilon_1, \delta_1)$, on the distribution $D'$, $\text{Lrn}(S')$ holds $\text{Risk}(\text{Lrn}(S'), D'_{\mathcal{I}}) \leq \varepsilon_1$ with probability at least $1 - \delta_1$. Since we can equivalently assume $\alpha$ is sampled after $\text{Lrn}(S')$ is done, the probability of $\text{Lrn}(S')$ correctly predicts $\alpha$ on $D'_{\mathcal{I}}$ (which is, incorrectly predicts $\alpha$ on $D$) is at least $1 - \varepsilon_1/\beta(3)$. Let $\varepsilon_1 = \sigma \cdot \beta/6$ and $\delta_1 = \sigma/2$. 
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Therefore, for the selected values of $\varepsilon_1$ and $\delta_1$, with $m \geq m_{Lm}(\varepsilon_1, \delta_1)$, the probability of $\alpha$ being misclassified becomes at least $1 - \varepsilon_1/(\beta/3) - \delta_1 = 1 - \sigma/2 - \sigma/2 = 1 - \sigma$. By averaging, with probability at least $1 - \sqrt{\sigma}$, we have $\text{Risk}_{lip}(S, D) \geq 1 - \sqrt{\sigma}$.

**Remark 3.8** (On $(\varepsilon, \delta)$-PAC learning with $\varepsilon = \Omega(1)$). Theorem 3.7 shows that if adversary’s budget scales linearly with the sample complexity $m$, then one cannot get $(\varepsilon, \delta)$ PAC learners that are robust against instance-targeted poisoning attacks and that $\varepsilon, \delta = o_m(1)$. However, one can also ask what is the minimum achievable error $\varepsilon(m)$, perhaps as a function of adversary’s budget $b(m)$, even when $b(m) = \Omega(m)$. For example, what would be the optimal learning error, if adversary corrupts $1\%$ of the examples. The same proof of Theorem 3.7 shows that in this case, any learner that is robust to instance-targeted $\text{Rep}_b$ attacks would need to have $\varepsilon(m) = \Omega(b(m)/m)$. The reason is that if $\varepsilon(m) = o(b(m)/m)$, then one can still choose $\sigma_m = o_m(1)$, while $\varepsilon(m) = (b(m)/m) \cdot \sigma(m)/6, \delta(m) = \sigma(m)/2$ are both $o_m(1)$ as well.

Note that it was already proved by Bshouty et al. [2002] that, if the adversary can corrupt $b = \Omega(m)$ of the examples, even with non-targeted adversary, robust PAC learning is impossible. However, in that case, there is a learning algorithm with error $O(b/m)$. So if, e.g., $b = m/1000$, then non-targeted learning is possible for practical purposes. On the other hand, Theorem 3.7 shows that any PAC learning algorithm in the no attack setting, would have essentially risk 1 under targeted poisoning.

**Remark 3.9** (Other loss functions). Most of our initial results in this work are proved for the 0-1 loss as the default for classification. Yet, the written proof of Theorem 3.3 holds for any loss function. Theorem 3.4 can also likely be extended to other “natural” losses, but using a more complicated “decision combiner” than the majority. In particular, the learner can now output a label for which “most” sub-models will have “small” risk (parameters most/small shall be chosen carefully). The existence of such a label can probably be proved by a similar argument to the written proof of the 0-1 loss. However, this operation is not poly time.

### 3.2 Distribution-specific learning

Our previous results are for distribution-independent learning. This still leaves open to study distribution-specific learning. That is, when the input distribution is fixed, one might able to prove stronger results.

We then study the learnability of halfspaces under instance-targeted poisoning on the uniform distribution over the unit sphere. Note that one can map all the examples in the $d$-dimensional space to the surface of the unit sphere, and their relative position to a homogeneous halfspace remains the same. Hence, one can limit both $\omega$ and instance $x \in \mathbb{R}^d \setminus \{0\}$ to be unit vectors in $S^{d-1}$. Therefore, distributions $D_X$ on the unit sphere surface can represent any distribution in the $d$-dimensional space. For example, a $d$-dimensional isotropic Gaussian distribution can be equivalently mapped to the uniform distribution over the unit sphere as far as classification with homogeneous halfspaces is concerned. We note that when the attack is non-targeted, it was already shown by Bshouty et al. [2002] that whenever $b(m) = o(m)$, then robust PAC learning is possible (if it is possible in the no-attack setting). Therefore, our results below can be seen as extending the results of [Bshouty et al., 2002] to the instance-targeted poisoning attacks.

**Theorem 3.10** (Learnability of halfspaces under the uniform distribution). In the realizable setting, let $D$ be uniform on the $d$ dimensional unit sphere $S^{d-1}$ and let adversary’s budget for $\text{Rep}_b(m)$ be
of examples instance-targeted poisoning attacks on \( \mathcal{H}_{\text{half}} \), there exists a deterministic proper certifying learner \( \text{CLrn} \) such that the following

\[
\Pr_{S \sim D^m} \left[ \text{CCorRep}_{\text{h}}(S, D) \geq 1 - 2\sqrt{2\pi} \cdot c - \sqrt{2\pi d} \cdot \varepsilon \right]
\]
is at least \( 1 - \delta \) for sufficiently large sample complexity \( m \geq m_{\text{UC}}^H(\varepsilon, \delta) \), where \( m_{\text{UC}}^H \) is the sample complexity of uniform convergence on \( \mathcal{H}_{\text{half}} \). So the problem is properly and certifiably PAC learnable under \( b \)-replacing instance-targeted poisoning attacks.

For example, when \( c = 1/502, \varepsilon = c/(100\sqrt{d}) \) and \( \delta = 0.01 \), Theorem 3.10 implies that

\[
\Pr_{S \sim D^m} \left[ \text{CCorRep}_{\text{h}}(S, D) \geq 99\% \right] \geq 99\%.
\]

**Proof of Theorem 3.10.** Without loss of generality, we assume \( \omega = (1, 0, 0 \ldots 0) \in \mathcal{H}_{\text{half}} \) denotes the ground-truth halfspace, i.e., \( \text{Risk}(\omega, D) = 0 \). Therefore, for any data set that is i.i.d. sampled \( S \sim D^m \), \( \text{Risk}(\omega, S) = 0 \). We denote \( \beta(m) = b(m)/m = c/\sqrt{d} \) be the fraction of replaced examples in the data set, and for simplicity we may use \( b \) and \( \beta \) to represent \( b(m) \) and \( \beta(m) \) in the following analysis.

We now show that hypothesis class \( \mathcal{H}_{\text{half}} \) is properly and certifiably PAC learnable under instance-targeted poisoning attacks on \( D \). The general idea is to prove that for the majority of examples \( e = (x, y) \sim D \), the risk of any hypothesis that incorrectly predicts \( x \) is large. Let \( A_b(S) \) be an arbitrary adversary of budget \( b(m) \). Since the adversary needs to fool the ERM algorithm, the adversary needs to change the data set from \( S \) to \( S' \), so that the empirical risk of a “bad” hypothesis \( \omega' \), \( \text{Risk}(\omega', S') \), is lower than the empirical risk of \( \omega \), \( \text{Risk}(\omega, S') \). However, since the adversary can only make \( b \) changes, we have

\[
\text{Risk}(\omega, S') \leq \text{Risk}(\omega, S) + \beta = \beta, \quad \text{and} \quad \text{Risk}(\omega', S') \geq \text{Risk}(\omega', S) - \beta.
\]

Also, according to the uniform convergence property of the hypothesis set, let \( m_{\text{UC}}^H(\varepsilon, \delta) \) be the sample complexity of uniform convergence. Then with probability at least \( 1 - \delta \) over \( S \), we have \( \text{Risk}(\omega', D) \leq \text{Risk}(\omega', S) + \varepsilon \). Therefore, to fool ERM on \( x \) with budget \( b \), the adversary needs

\[
\exists \omega' \in \mathcal{H}_{\text{half}} \quad \text{such that} \quad \text{Risk}(\omega', D) \leq 2\beta + \varepsilon \quad \text{and} \quad \omega'(x) \neq \omega(x). \tag{2}
\]

We then show that when \( m \geq m_{\text{UC}}^H(\varepsilon, \delta) \), for the majority of instances according to \( D \), no such \( \omega' \) exists if \( B \) is sufficiently small.

The intersection of the halfspace \( \omega \) and the \( d \)-dimensional sphere \( S^{d-1} \), i.e., the “equator”, is a \( (d-1) \)-dimensional sphere. Suppose \( x = (x_1, x_2, \ldots, x_d) \), let \( \theta \) be the angle between \( x \), the origin, and the halfspace \( \omega \). There exists an unique \( x' \) on the equator that has the minimal distance to the \( x \) among all the points on the equator, and \( \angle xox' = \theta \) where \( o \) stands for the origin \( \{0, 0, \ldots, 0\} \). For any halfspace \( \omega_1 \) where \( x' \) is on \( \omega_1 \), the angle between \( \omega \) and \( \omega_1 \) is at least \( \theta \). Therefore, a halfspace where \( \omega'(x) \neq \omega(x) \) has the property that the angle between \( \omega' \) and \( \omega \) is at least \( \theta \). In that case, since the the risk of \( \omega' \) on \( D \) is at least \( \text{Risk}(\omega', D) \geq \theta/\pi \). In the following analysis, we call an example \( x' \) around angle \( \theta' \) of a halfspace \( \omega' \), if the angle between \( x' \), the origin and halfspace \( \omega' \) is less than \( \theta' \).

As the distribution \( D \) is uniform, the probability of an example fall into angle \( \theta \) around the halfspace \( \omega \) can be calculated by measuring the size of the surface within angle \( \theta \), which is then
upper bounded by the cylindrical surface size of a cylinder whose bottom is a \((d-1)\)-dimensional unit ball and height is 2\(\theta\). Let \(S_{d-1}\) denotes the surface of the \((d-1)\)-dimensional unit sphere, then this cylinder surface has the size of 2\(\theta S_{d-1}\). We further denote the surface of a \(d\)-dimensional ball as \(S_d\). Therefore, the probability of a random example falls into the set within angle \(\theta\) around \(\omega\) can be upper bounded by

\[
\Pr_{(x,y)\sim D} \left[ x \text{ is within angle } \theta \text{ around } \omega \right] < \frac{2\theta S_{d-1}}{S_d} < \frac{\theta \sqrt{2d}}{\sqrt{\pi}}.
\]

The last inequality follow from Proposition A.2 in the appendix. Now, let \(\theta_0 = (2\beta + \varepsilon)\pi = 2\pi\varepsilon/\sqrt{d} + \pi\varepsilon\), then \(\theta_0\sqrt{2d}/\sqrt{\pi} = 2\sqrt{2\pi} \cdot c + \sqrt{2\pi d} \cdot \varepsilon\). Therefore, we have for at least \(1 - (2\sqrt{2\pi} \cdot c + \sqrt{2\pi d} \cdot \varepsilon)\) of all possible \(x\), all halfspace \(\omega'\) that \(\omega'(x) \neq \omega(x)\) has \(\text{Risk}(\omega', D) > 2\beta + \varepsilon\), which according to Equation 2, indicates that the adversary needs budget more than \(b\) to change the prediction of \(x\).

Finally, we define a certifying model \(h_{\text{cert}}\) that returns certifications \(\geq b\) with high probability. For input \(e = (x, y)\) and \(S\), suppose \(\omega' = \text{Lrn}(S)\), let \(\theta'\) be the angle between \(x\) and \(\omega'\), then

\[
h_{\text{cert}}(x) = \begin{cases} 
\max \left\{ 0, \left( \frac{\theta'}{\pi} - \frac{\varepsilon}{2} \right) \cdot m \right\} & \frac{\theta'}{\pi} \geq 2\beta + \varepsilon \\
0 & \text{Otherwise}
\end{cases}
\]

Following our analysis, we have \(h_{\text{cert}}(x) > b\) for all the examples that are not within angle \(\theta'\) of \(\omega\), which is with high probability. Also, for any \(x\) that \(\theta'/\pi \geq 2\beta + \varepsilon\), we have \(\forall \omega'(x) \neq \omega(x)\), \(\text{Risk}(\omega', D) \geq \theta'/\pi\). To flip the prediction on \(x\), the adversary need to replace at least

\[
\beta' \geq \frac{\min_{\omega' \in \mathcal{H}} \{ \text{Risk}(\omega', S) \}}{2} \geq \frac{\min_{\omega' \in \mathcal{H}} \{ \text{Risk}(\omega', D) - \varepsilon \}}{2} \geq \frac{\theta'/\pi - \varepsilon}{2} = \frac{\theta' - \varepsilon}{2\pi}
\]

fractions of any \(S\) that is \(\varepsilon\)-representative. Therefore, \(h_{\text{cert}}\) gives a correct certification for all examples for any \(S\) that is \(\varepsilon\)-representative, and the certification result is larger than \(b\) for the majority of examples for any such \(S\).

In summary, when \(b = cm/\sqrt{d}\) and \(m \geq m^H_{\text{Lrn}}(\varepsilon, \delta)\), with probability \(1 - \delta\), there are at least \(1 - 2\sqrt{2\pi} \cdot c - \sqrt{2\pi d} \cdot \varepsilon\) of examples that are robust to any \(b\)-replacing instance-targeted poisoning attacks. Therefore, the certifying learner \(\text{CLrn}(S)(x) = (\text{Lrn}(S)(x), h_{\text{cert}}(x))\) gets

\[
\Pr_{S \sim D^m} \left[ \text{CCor}_{\mathcal{R}_{\text{flipb}}(m)}(S, D) \geq 1 - 2\sqrt{2\pi} \cdot c - \sqrt{2\pi d} \cdot \varepsilon \right] \geq 1 - \delta.
\]

Therefore, \(\mathcal{H}\) is certifiably and properly PAC learnable under \(\mathcal{R}_{\text{flipb}}\) attacks.

We also show that the above theorem is essentially optimal, as long as we use proper learning. Namely, for any fixed dimension \(d\), with budget \(b = O(m/\sqrt{d})\), a \(b\)-replacing adversary can guarantee success of fooling the majority of examples. Note that for constant \(d\), when \(m \to \infty\), this is just a constant fraction of data being poisoned, yet this constant fraction can be made arbitrary small when \(d \to \infty\).

**Theorem 3.11** (Limits of robustness of PAC learners under the uniform distribution). In the realizable setting, let \(D\) be uniform over the \(d\) dimensional unit sphere \(S^d\). For the halfspace hypothesis set \(\mathcal{H}_{\text{half}}\), if \(b(m) \geq cm/\sqrt{d}\) for \(b\)-label flipping attacks \(\mathcal{F}_{\text{flipb}}\), for any proper learner \(\text{Lrn}\) one of the following two conditions holds. Either \(\text{Lrn}\) is not a PAC learner for the hypothesis
class of half spaces (even without attacks), or for sufficiently large $m \geq m_{\text{Lrn}}(3c/(10\sqrt{d}), \delta)$, with probability $1 - \sqrt{\delta + 2e^{-c^2/18}}$ over the selection of $S$ we have

$$\text{Risk}_{\text{Flip}_b}(S, D) \geq 1 - \sqrt{\delta + 2e^{-c^2/18}},$$

where $m_{\text{Lrn}}$ is the sample complexity of the learner $\text{Lrn}$.

For example, when $c = 20$ and $\delta = 0.00009$, we have $\text{Risk}_{\text{Flip}_b}(S, D) \geq 99%$.

**Proof of Theorem 3.11.** Let $\omega \in \mathcal{H}_{\text{half}}$ denote the ground-truth halfspace, i.e., $\text{Risk}(\omega, D) = 0$. We now design an adversary that fools the learner $\text{Lrn}$ within the budget $b(m)$. We start by proving the theorem for the ERM rule, and then we discuss how it extends to any PAC learner.

According to the concentration of the uniform measure over the unit sphere $S^{d-1}$ (e.g., see Matousek [2013]), for any set of measure 0.5 on the sphere, its $\rho$-neighborhood $T_\rho$ (defined as the set of all the points whose Euclidean distance less or equal to $\rho$) has measure

$$\mu(T_\rho) \geq 1 - 2e^{-d\rho^2/2}.$$

Therefore, for any halfspace $\omega$, the measure of samples that has $\rho$ distance to $\omega$ is at least $1 - 4e^{-d\rho^2/2}$.

Now, given an example $x$ and the training data set $S$, suppose $\theta$ is the angle between $x$ and $\omega$, the adversary $A_b \in \text{Flip}_b$ act like this:

1. Rotate $\omega$ to $x$ by $\theta$. Let $\omega'$ denotes the result halfspace (where $x$ landed on).
2. Rotate $\omega'$ with another $\theta$ in the same direction to the halfspace $\omega''$.
3. For any example from the data set $S$ that is between $\omega$ and $\omega''$, flip its label.
4. Return the data set as $S'$.

Let $\rho_0 = c/3\sqrt{d}$, then at least $1 - 2e^{-c^2/18}$ of $x$ has at most $\rho_0$ distance to $\omega$. The probability measure of the surface between $\omega$ and $\omega''$ is $2\pi/\pi$, where $2\theta/\pi \leq 2\sin(\theta) \leq 2\rho_0$. Let $m_{\text{UC}}^\rho(\varepsilon, \delta)$ be the sample complexity of uniform convergence. Then with probability at least $1 - \delta$ over $S$, we have $\text{Risk}(\omega'', S) \leq \text{Risk}(\omega'', D) + \varepsilon \leq 2\rho_0 + \varepsilon$.

Let $\varepsilon = 0.9\rho_0$, then the adversary flips $\text{Risk}(\omega'', S) \cdot m$ examples, which with probability $1 - \delta$ we have $\text{Risk}(\omega'', S) \leq 2.9\rho_0 < b/m$. Now, the ERM learner will go for the hypothesis with the minimal error on $S'$, which is then $\omega''$. As $\omega''(x) \neq \omega(x)$, the ERM learner will give a wrong answer on $x$. With probability $1 - \delta$, the adversary will complete the attack within budget $b$ on at least $1 - 2e^{-c^2/18}$ examples, by the union bound, the adversary succeeds on $1 - \delta - 2e^{-c^2/18}$ examples. Finally, by an averaging argument, we have with probability $1 - \sqrt{\delta + 2e^{-c^2/18}}$, the adversary succeeds with $1 - \sqrt{\delta + 2e^{-c^2/18}}$ examples.

**Extension to any proper PAC learner** To extend the result to any proper PAC learner, we use a similar proof as in Theorem 3.7. We show same $A_b$ can be extended to fool any proper PAC learner with high probability.

Let $D'$ be the “poisoned” distribution, that for $S' = A_b(S)$, we have $S' \sim (D')^m$. Then with probability $1 - \delta$, we have $\text{Risk}(\text{Lrn}(S'), D') \geq \text{Risk}(\text{Lrn}(S'), S') - \varepsilon$. Now, let $m_{\text{Lrn}}(\varepsilon_1, \delta_1)$ be the
sample complexity of \( L_{rn} \) on \( D' \). When \( m \geq m_{rn}(\varepsilon_1, \delta_1) \), on the distribution \( D' \), \( L_{rn}(S') \) holds \( \text{Risk}(L_{rn}(S'), D') \leq \varepsilon_1 \) with probability at least \( 1 - \delta_1 \).

Let \( \varepsilon_1 = 0.9\rho_0 = 3c/10\sqrt{d} \). Because hypothesis set \( \mathcal{H} \) are halfspaces, the prediction region (the subset of all the examples predicted for a specific label) is connected. Therefore, if \( L_{rn}(S') \) incorrectly predicts \( x \) (which is, correctly predicts \( x \) on the original data set \( S \)), as \( x \) is on \( \omega' \), at least half of the surface between \( \omega \) and \( \omega'' \) is incorrectly predicted, i.e., \( \text{Risk}(L_{rn}(S'), D') \geq \rho_0 \). This contradicts \( \text{Risk}(L_{rn}(S'), D') \leq \varepsilon_1 = 0.9\rho_0 \). Therefore, with probability \( 1 - \delta_1 \), the adversary will complete the attack within budget \( b \) on at least \( 1 - 2e^{-c^2/18} \) examples, by the union bound, the adversary succeeds on \( 1 - \delta_1 - 2e^{-c^2/18} \) examples. Finally, by an averaging argument, we have with probability \( 1 - \sqrt{\delta_1 + 2e^{-c^2/18}} \), the adversary succeeds with \( 1 - \sqrt{\delta_1 + 2e^{-c^2/18}} \) examples.

### 3.3 Relating risk and robustness

Risk uses a worst-case budget to capture what an adversary can do, while robustness does so using an average-case budget. Theorem 3.12 below relates the two notions of risk and robustness in the context of targeted poisoning attacks and is inspired by results previously proved for adversarial inputs that are crafted during test-time attacks (Diochnos et al. [2018], Mahloujifar et al. [2019a]). In particular, Theorem 3.12 proves that for 0-1 loss, it is equivalent to fully understand either of them to understand the other one and allows to derive numerical values for one through the other.

**Theorem 3.12** (From risk to robustness and back). Suppose \( S \in (\mathcal{X} \times \mathcal{Y})^m \) is a training set, \( L_{rn} \) is a learner, \( D \) is a distribution over \( \mathcal{X} \times \mathcal{Y} \), \( A_b \) is an adversary class with the budget \( b \), and \( A = \bigcup_{b \in \mathbb{N}} A_b \). Then the following relations hold.

1. **From robustness to risk.** For any non-negative loss function, we have

   \[
   \text{Risk}_{A_b}(S, r, D) = \int_0^\infty \mathbb{P}_{e \sim D} [\text{Rob}^r_A(S, r, e) \leq b] \cdot dr.
   \]

   For the special case of 0-1 loss, this simplifies to \( \text{Risk}_{A_b}(S, r, D) = \mathbb{P}_{e \sim D} [\text{Rob}_A(S, r, e) \leq b] \).

2. **From risk to robustness.** Suppose we use the 0-1 loss. Suppose \( b \) is large enough such that \( \text{Risk}_{A_i}(S, r, D) = 1 \), or equivalently \( \text{Cor}_{A_i}(S, r, D) = 0 \) for \( i \geq b \).

   Then, it holds that

   \[
   \text{Rob}_A(S, r, D) = b - \sum_{i=0}^{b-1} \text{Risk}_{A_i}(S, r, D)
   = \sum_{i=0}^{b-1} \text{Cor}_{A_i}(S, r, D)
   = \sum_{i=0}^{\infty} \text{Cor}_{A_i}(S, r, D).
   \]

   In other words, if we could compute adversarial risks for all \( b \), we can also compute the average robustness by summing robust correctness.

---

9For example, if the adversarial strategy allows flipping up to \( b \) labels, then for \( b = m \) the adversary can flip all the labels. For natural hypothesis classes and learning algorithms, changing all the labels allows the adversary to control prediction on all points and so \( \text{Risk}_{A_b}(S, D) = 1 \).
Proof of Theorem 3.12. We write the proof for deterministic learners who do not have any randomness, but the same exact proof works when a randomness \( r \) exists and is fixed.

By Definition 2.2, for any threshold \( \tau \) we have

\[
\text{Rob}_A^\tau(S, e) \leq b \iff \sup_{S' \in A(b(S))} \{ \ell(\text{Lrn}(S'), e) \} \geq \tau
\]

\[
\iff \exists S' \in A(b(S)), \ell(\text{Lrn}(S')(x), y) \geq \tau.
\]

Also, the so-called expectation through CDF\(^{10}\) implies that for a non-negative function \( f \) and a distribution \( D \), we have

\[
\mathbb{E}_{x \sim D}[f(x)] = \int_{\tau=0}^{\infty} \Pr[f(x) \geq \tau] \, d\tau
\]

Therefore, Part 1 can be proven as follows.

\[
\text{Risk}_{A_0}(S, D) = \mathbb{E}_{e \sim D}[\ell_{A_0}(S, e)]
\]

(by Definition 2.1) = \( \mathbb{E}_{e \sim D} \left[ \sup_{S' \in A_0(S)} \{ \ell(\text{Lrn}(S'), e) \} \right] \)

(by Equation 3) = \( \int_{\tau=0}^{\infty} \Pr_{e \sim D}[\sup_{S' \in A_0(S)} \{ \ell(\text{Lrn}(S'), e) \} \geq \tau] \cdot d\tau \)

(by Definition 2.2) = \( \int_{\tau=0}^{\infty} \Pr_{e \sim D}[\text{Rob}_A^\tau(S, e) \leq b] \cdot d\tau. \)

We now prove Part 2. From Definition 2.2, \( \text{Rob}_A(S, e) \in \mathbb{N} \cup \{ \infty \} \). We then have

\[
\forall i \in \mathbb{R}, \Pr[\text{Rob}_A(S, e) \geq i] = \Pr[\text{Rob}_A(S, e) \geq [i]],
\]

where \([i]\) is the ceiling function that returns the minimum integer above \( i \). Furthermore, recall that \( b \) is a large enough number that for any example \( e \), \( \forall i \geq b, \text{Risk}_{A_i}(S, e) = 1 \) and \( \text{Cor}_{A_i}(S, e) = 0 \). We have \( \forall e, \Pr[\text{Rob}_A(S, e) \leq b] = 1 \), i.e., \( \text{Rob}_A(S, e) \leq b \). Then we conclude that,

\[
\text{Rob}_A(S, D) = \mathbb{E}_{e \sim D}[\text{Rob}_A(S, e)]
\]

(by Equation 3) = \( \int_{\tau=0}^{\infty} \Pr_{e \sim D}[\text{Rob}_A(S, e) \geq \tau] \cdot d\tau \)

(by Equation 4) = \( \sum_{i=0}^{\infty} \Pr_{e \sim D}[\text{Rob}_A(S, e) > i] \)

\[
= b - \sum_{i=0}^{b-1} \Pr_{e \sim D}[\text{Rob}_A(S, e) \leq i]
\]

(by Definition 2.2) = \( b - \sum_{i=0}^{b-1} \text{Risk}_{A_i}(S, D) \)

(by Definition 2.1) = \( \sum_{i=0}^{b-1} \text{Cor}_{A_i}(S, D) = \sum_{i=0}^{\infty} \text{Cor}_{A_i}(S, D). \) \( \square \)

\(^{10}\) See https://en.wikipedia.org/wiki/index.php?title=Expected_value&oldid=1017448479#Basic_properties as accessed on May 16, 2021.
4 Experiments

Figure 2: Experiment of $K$-Nearest Neighbors on the MNIST dataset. (a) The trend of Robustness $\text{Rob}(\text{Lrn}_{\text{knn}}, S_{\text{MNIST}}, D)$ on attacks $\text{Rep}$, $\text{Add}$, and $\text{Rem}$, with the increase of number of neighbors $K$. (b) Accuracy of $K$-NN model under $\text{Rep}_b$ with different poisoning budget $b$.

Figure 3: Accuracy of different learners under $\text{Add}_b$ instance-targeted poisoning on the MNIST dataset. (a) Compare different learners. (b) Compare dropout and regularization mechanics on Neural Networks.

In this section, we study the power of instance-targeted poisoning on the MNIST dataset [LeCun et al., 1998]. We first analyze the robustness of $K$-Nearest Neighbor model, where the robustness can be efficiently calculated empirically. We then empirically study the accuracy under targeted poisoning for multiple other different learners. Previous empirical analysis on instance-targeted poisoning (e.g., Shafahi et al. [2018]) mostly focus on clean-label attacks. In this work, we use attacks of any labels, which lead to stronger attacks compared to clean-label attacks. We also study multiple models in our experiment, while previous work mostly focus on neural networks, and we then compare the performance of different models under the same attack.

$K$-Nearest Neighbor ($K$-NN) is non-parameterized model that memorizes every training example in the dataset. This special structure of $K$-NN allows us to empirically evaluate the robustness to poisoning attacks. The $K$-NN model in this section uses the majority vote defined below.

**Definition 4.1 ($K$-NN learner).** For training dataset $S$ and example $e = (x, y)$, let $N(x)$ denote the set of $K$ closest examples from $S$ $e$. Then the prediction of the $K$-NN is

$$h_{KNN}(x) = \arg\max_{j \in Y} \sum_{(x_i, y_i) \in N(x)} 1[y_i = j].$$
From our definition of poisoning attack and robustness, we can measure the robustness empirically by the following lemma. Similar ideas can also be found in [Jia et al., 2020].

**Lemma 4.2 (Instance-targeted Poisoning Robustness of the K-NN learner).** Let \( \text{margin}(h_{KNN}, e) \) be defined as 0 if \( h_{KNN}(x) \neq y \) and be defined as

\[
\sum_{(x_i, y_i) \in N(x)} \mathbb{1}[y_i = y] - \max_j \sum_{j \in S, j \neq y} \mathbb{1}[y_i = j]
\]

otherwise. We then have

\[
\text{Rob}_{Repb}(Lm_{KNN}, S, e) = \left\lceil \frac{\text{margin}(Lm_{KNN}(S), e)}{2} \right\rceil.
\]

**Proof of Lemma 4.2.** Following Definition 4.1, the prediction for a sample \( x \) totally depends on the neighbor set \( N(x) \). By definition, \( N(x) \) is a subset of \( S \). For the adversary class \( Reb_b \) (which can be extend to any adversary with budget \( b \)), they can only make at most \( b \) changes to the set \( S \), which includes at most \( b \) changes to \( N(x) \).

For an example \( e = (x, y) \), to flip the prediction to \( y' \), we need to change \( N(x) \) to \( N'(x) \) such that \( \sum_{(x_i, y_i) \in N'(x)} \mathbb{1}[y_i = y'] \geq \sum_{(x_i, y_i) \in N(x)} \mathbb{1}[y_i = y] \). However, we have \( \forall y' \neq y \),

\[
\sum_{(x_i, y_i) \in N(x)} \mathbb{1}[y_i = y] - \sum_{(x_i, y_i) \in N(x)} \mathbb{1}[y_i = y'] \geq \text{margin}(h_{KNN}, e).
\]

At least \( \left\lceil \frac{\text{margin}(Lm_{KNN}(S), e)}{2} \right\rceil \) replacements needs to be made in this case. To make it work, the adversary can replace the label of \( \left\lceil \frac{\text{margin}(Lm_{KNN}(S), e)}{2} \right\rceil \) examples of label \( y \) in \( N(x) \) with \( y' \). Therefore, we have \( \text{Rob}_{Repb}(Lm_{KNN}, S, e) = \left\lceil \frac{\text{margin}(Lm_{KNN}(S), e)}{2} \right\rceil \). \( \square \)

Using Lemma 4.2, one can compute the robustness of the K-NN model empirically by calculating the margin for every \( e \) in the distribution. We then use the popular digit classification dataset MNIST to measure the robustness.

In the experiment, we use the whole training dataset to train (60,000 examples), and evaluate the robustness on the testing dataset (10,000 examples). We calculate the robustness under \( Reb_b \), \( Rem_b \), and \( Add_b \) attacks. We measure the result with different number of neighbors \( K \) present the result in Figure 2a. We also measure the accuracy under poisoning of \( Reb_b \) and report it in Figure 2b. The results in Figure 2 indicates the following message. (1) From Figure 2a, when the number of neighbors \( K \) increases, the robustness also increases as expected. The robustness of K-NN to \( Rep \) and \( Add \) increases almost linearly with \( K \). (2) The robustness to \( Rem \) is much larger than to \( Rep \) and \( Add \). \( Rem \) is a more difficult attack in this scenario. (3) From Figure 2b, when the number of neighbors \( K \) increases, the models’ accuracy without poisoning slightly decreases. (4) From Figure 2b, K-NN keeps around 80% accuracy to \( b = 100 \) instance-targeted poisoning when \( K \) becomes large.
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For general learners, measuring their robustness provably under attacks is harder because there is no clear efficient attack that is provably optimal. In this case, we perform a heuristic attack to study the power of Addb. The general idea is that for an example e = (x, y), we poison the dataset by adding b copies of (x, y’) into the dataset with the second best label y’ in h(x), where b is the Adversary’s budget. We then report the accuracy under poisoning with different budget b on classifiers including Logistic regression, 2-layer Multi-layer Perceptron (MLP), 2-layer Convolutional Neural Network (CNN), AlexNet and also K-NN in Figure 3a. We get the following conclusion: (1) Models that have low risk without poisoning, such as MLP, CNN and AlexNet, typically have low empirical error, which makes it less robust under poisoning. (2) K-NN with large K have high accuracy under poisoning compared to other models by sacrificing its clean-label prediction accuracy.

Finally, in Figure 3b we report on our findings about two regularization mechanics, dropout and L2-regularization, on the Neural Network learner and whether adding them can provide better robustness against instance-targeted poisoning Addb. We use a 2-layer Multi-layer Perceptron (MLP) as the base learner and adds dropout/regularization to the learner. From the figure, we get the following messages: (1) Dropout and regularization help to improve the accuracy without the attacks (when b = 0). (2) These mechanics don’t help the accuracy with the Addb attacks. The accuracy under attack is worse than the vanilla Neural Network. We conclude that these simple mechanics cannot help the neural net to defend against instance-targeted poisoning.
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A  Useful facts

Fact A.1. The function \( \binom{2k}{k} \sqrt{k/4^k} \) is increasing for \( k \in \mathbb{N} \), \( \binom{2k}{k} \sqrt{k+1/4^k} \) is decreasing for \( k \in \mathbb{N} \), and the limit of both when \( k \to \infty \) is \( 1/\sqrt{\pi} \). Therefore, the following holds for all positive \( k \),

\[
\frac{4^k}{\sqrt{(k+1) \cdot \pi}} \leq \binom{2k}{k} \leq \frac{4^k}{\sqrt{k \pi}}.
\]

Fact A.2. Let \( S_{d-1} \) be the area of the surface of the unit ball in \( d \) dimensions. Then the following two hold.

1. \( S_{2k} = \frac{2^{k+1} (4\pi)^k}{(2k)!} \)

2. \( S_{2k-1} = \frac{2\pi^k}{(k-1)!} \)

The following proposition follows from Facts A.1 and A.2.

Proposition A.3. It holds that

\[
\frac{\sqrt{d-1}}{\sqrt{2\pi}} \leq \frac{S_{d-1}}{S_d} \leq \frac{\sqrt{d}}{\sqrt{2\pi}}.
\]