DUALITY IN OPTIMAL CONSUMPTION–INVESTMENT PROBLEMS WITH ALTERNATIVE DATA
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Abstract. This study investigates an optimal consumption–investment problem in which the unobserved stock trend is modulated by a hidden Markov chain that represents different economic regimes. In the classical approach, the hidden state is estimated from historical asset prices, but recent advancements in technology enable investors to consider alternative data in their decision-making. These include social media commentary, expert opinions, COVID-19 pandemic data, and GPS data, which originate outside of the standard sources of market data but are considered useful for predicting stock trends. We develop a novel duality theory for this problem and consider a jump-diffusion process for the alternative data series. This theory helps investors in identifying “useful” alternative data for dynamic decision-making by offering conditions to the filter equation that permit the use of a control approach based on the dynamic programming principle. We demonstrate an application for proving a unique smooth solution for a constant relative risk-averse agent once the distributions of the signals generated from alternative data satisfy a bounded likelihood ratio condition. In doing so, we obtain an explicit consumption–investment strategy that takes advantage of different types of alternative data that have not been addressed in the literature.
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1. Introduction

The optimal consumption–investment problem is a classical problem in modern financial theory. The investor’s objective is to maximize the expected utility of consumption and terminal wealth over a finite horizon. Merton’s pioneering work [37] on formulating the problem in a continuous-time framework has become the cornerstone of the development of a stochastic optimal control theory for solving this type of problem. Numerous generalizations of classical models have been studied in efforts to model the dynamics of asset prices more precisely. For example, [10, 18, 47, 53, 55] study the regime-switching model, in which the model coefficients are assumed to be modulated by a Markov chain. The different states of the chain are interpreted as different economic states or market modes. Moreover, [4, 5, 23, 41, 43] argue that the states of the Markov chain are not directly observable, so investors must learn and estimate them from observation, which results in partial information formulations. The literature refers to this model as a hidden Markov model (HMM).

Traditionally, investors learn about the hidden economic state solely from easily accessible historical asset prices. However, investors are now actively acquiring alternative data through modern technology to supplement their decision-making. Social media commentary, internet search results, COVID-19 pandemic data, and GPS data are all examples of “alternative data,” that is, data that originate outside of the standard market data but are considered useful for predicting economic trends. Recent studies such as [7, 21, 22, 43] support the use of aggregate consumption and macroeconomic indicators and expert opinions as additional sources of observation. The effective use of
alternative data could improve estimation accuracy and risk-sensitive asset management perfor-

There are novel technical difficulties associated with incorporating alternative data into dy-
namic decision-making because of the additional randomness that arises from alternative data. The aforementioned studies apply stochastic control techniques to an equivalent primal problem, the so-called separated problem, which is deduced from the original primal problem via filtering. Such a solution procedure is similar to that of the stochastic control problem with partial infor-
mation, but the additional randomness complicates the mathematical analysis for the solvability of the problem and the eligibility of the solution procedure. Indeed, it is rarely discussed under what conditions alternative data and the corresponding filters permit a stochastic control frame-
work, such as the dynamic programming principle (DPP), to become applicable to the underlying problem. One exception is the study of [22], which requires that the density functions of signals generated from alternative data are continuously differentiable with common bounded support and uniformly bounded from below by a positive constant. Clearly, this excludes Gaussian signals and the most commonly used distributions. Under such a criterion, they prove the DPP and that there exists a unique value function for the case of power utility. In other words, the relevance of many types of alternative data to dynamic decisions remains unclear. The lack of rigorous results in a general setting limits our understanding of the optimal policies as well as the use of alternative data from various sources.

To fill this theoretical gap, we propose a new methodology based on duality theory that is applicable for general types of alternative data in the context of consumption–investment problems with a more general class of utility functions, particularly the power utility function with a negative exponent. We offer concrete and novel results for specific problems that supplement those found in the literature. For instance, we provide a bounded likelihood ratio (BLR) condition for alternative data signals in a bull–bear regime economy for an agent with power utility. The BLR condition allows us to check for eligibility of signals from a wide range of distributions, such as Gaussian, exponential family, Gaussian mixture, and others. We describe three examples in Section 2.6.

Following the literature, we postulate the risky asset price as a geometric Brownian motion in which the drift is modulated by the hidden economic state, which also affects alternative data. Inspired by [15], the alternative data are sampled from a regime-switching jump-diffusion process with parameters depending on the hidden state. This consideration aims to capture the realistic nature of alternative data sources, such as ecosystem, electricity prices, manufacturing, and production prediction (see [45, 49, 50, 52, 54, 56] and reference therein). It also covers the examples studied in recent literature [7, 22]. When the alternative data are incorporated to stock prediction for dynamic decision-making, our problem formulation involves a filtering scheme on the market and alternative data jointly to predict the stock trend so that suitable regularity is required for the alternative data generating process to ensure the use of DPP based on the adopted filter. Such use of alternative data makes it a clear difference from problem formulation with conventional jump-diffusion factor processes.

Subject to the above general setup, our main theorem (Theorem 3.2) establishes an equivalence between the primal partial information problem and the dual problem, wherein the latter simply involves a minimization over a set of equivalent local martingale measures. To the best of our knowledge, this study is the first to extend the use of the duality approach from a partial information framework using a single observation process [28, 34, 35, 39, 40, 42] to mixed-type observations using alternative data. The aforementioned studies characterize the dual formulation based on a single equivalent martingale measure, whereas we use non-unique equivalent martingale measures because of the additional randomness from alternative data. Once the dual problem is solved, the solution of the primal problem is obtained using convex duality. We discover that the dual problem, which is a stochastic control problem in itself but is very different from the primal problem, is more tractable. This enables us to use the DPP for the dual stochastic control problem under a general abstract condition on the filter equation. With regard to the application, such a
condition outlines what type of alternative data can be considered “useful” for dynamic decision-making with DPP. More precisely, the dual problem can be read at the analytical level of the Hamilton–Jacobi–Bellman (HJB) equation, thereby providing a dual equation and improving our understanding of the optimal strategy. To demonstrate the whole solution procedure, we apply this general methodology to a concrete case study and explicitly derive a novel feedback optimal consumption–investment strategy by analyzing the dual equation in Sect. 2. We prove a verification theorem (Theorem 2.6) that shows the dual value function is the unique smooth solution to the dual equation. These results are obtained under the mild condition (Condition of BLR) on alternative data signals which covers frequently seen examples that have not been addressed previously.

This study makes some technical contributions to overcome the mathematical challenges to achieve these novel results. In the framework of the aforementioned case study, the filter process is a jump-diffusion with Lévy type jumps, that is, the intensity of the jump measure depends on the filter process itself. This subtle feature creates analytical challenges in establishing the verification theorem. One may expect to derive the dual equation via the DPP first heuristically and then, given the regularity of the dual equation solution (i.e., existence, uniqueness, and smoothness), verify the desired dual value function by formally applying the Itô’s formula and a martingale argument. However, rigorously proving the regularity is surprisingly difficult because the dual equation is a degenerate partial integro-differential equation (PIDE) with an embedded optimization. To overcome these difficulties, we first show that the dual value function is a bounded Lipschitz continuous and, hence, a $C^1$ function of its arguments in Theorem 4.5. The result is technically innovative, as we introduce an auxiliary process and use the Radon–Nikodym derivatives to address the Lévy-type jumps of the filter process. As an immediate consequence, the filter process is shown to be Feller (Proposition 2.5), indicating that the DPP is valid and the solution procedure is eligible. We then show that the dual equation has a unique smooth ($C^{1,2}$) solution. The method is based on the link between viscosity solutions and classical solutions for PIDEs, which originate from [38], [12] and [13], but our context is different from theirs in that ours contains an optimization embedded in the nonlocal integro-differential operator in the PIDE. This distinctive nature leads to both nonlinearity and degeneracy on the state space boundaries, so we have to address both difficulties simultaneously. Finally, we obtain explicit formulas for the optimal strategies and wealth process in terms of functions of the dual equation solution in Proposition 2.7.

We believe that an extensive analysis of such a well-received case study is a valuable contribution to the literature in itself. Although there are studies in the stochastic control literature that deals with the controlled jump-diffusion model (see, e.g., [3,12,13,38,46]), most jump mechanisms are exogenous and not dependent on the state process itself. To the best of our knowledge, the only related result presented in [22] proposes a distributional transformation and reconstructing the filter process as an exogenous jump type, so that techniques in the above-mentioned literature can be applied. Their approach imposes restrictive conditions on alternative data and a predominant constraint on trading strategies in order to obtain the necessary technical estimates. However, this study derives technical estimates to develop empirically testable conditions that are consistent with the abstract general condition for the duality approach and then solves them for the dual problem under a more general setting.

The remainder of this paper is organized as follows. To simplify matters and allow for better illustration, Sect. 2 begins with a concrete optimal consumption-investment problem in a bull-bear stock market, where expert opinions are regarded as alternative data. We detail the solution procedure for solving such a stochastic optimization problem and offer an explicit solution to the case of CRRA utility. This enables us to articulate the key mathematical challenges in the solution procedure and the advantage of the dual formulation. By considering a general regime-switching jump-diffusion model for the alternative data series and a general set of utility functions, Sect. 3 develops the duality approach under partial information using alternative data. Specifically, we prove an equivalence between the primal and dual problems and present a condition on the filter.
2. Expert opinions as alternative data

Before developing a duality theory with alternative data in general setups, we specifically consider expert opinions and power utilities to exhibit the solution procedure of our duality approach in this section. This specification allows us to transparent the dual formulation and the regularity of the approach without an overwhelming burden in notation. We will see shortly that the solution procedure involves a stochastic optimal control problem in the dual and produces optimal solutions at the analytical level of the Hamilton-Jacobi-Bellman (HJB) equation in the dual. The investigation of general setups follows in Sect. 3.

2.1. A hidden Markov bull-bear financial market. Within a fixed date \( T > 0 \), which represents the fixed terminal time or investment horizon, we consider a filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\), where \( \mathbb{P} \) denotes the physical measure and \( \mathbb{F} := (\mathcal{F}_t)_{t \in [0,T]} \) denotes the full information filtration, satisfying the usual conditions: \( \mathbb{F} \) is right-continuous and completed with \( \mathbb{P} \)-null sets. For a generic \( \mathbb{F} \)-adapted process \( G \), we denote the filtration generated by \( G \) as \( \mathbb{F}^G \).

We consider a two-regime hidden Markov financial market model, in which the transitions of the “true” regime are described by a two-state continuous-time hidden Markov chain \( \alpha_t \in \mathcal{S} := \{1,2\} \) on \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\). This model provides a natural consideration of the bull and bear market, with \( \alpha_t = 1 \) indicating the “bull market” state and \( \alpha_t = 2 \) the “bear market” state at time \( t \). The Markov chain \( \alpha = (\alpha_t)_{t \in [0,T]} \) is characterized by the generator \( A \) of the form:

\[
A = \begin{pmatrix}
-a_1 & a_1 \\
a_2 & -a_2
\end{pmatrix}, \quad a_1, a_2 > 0.
\]

For time \( t \in [0,T] \), we describe the financial market model as follows.

(i) The risk-free asset is given by \( S_0^t = e^{rt} \), with risk-free interest rate \( r > 0 \).

(ii) The risky asset \( S = (S_t)_{t \in [0,T]} \) satisfies the following stochastic differential equation (SDE):

\[
dS_t = \mu(\alpha_t)S_t dt + \sigma S_t dW_t,
\]

where \((W_t)_{t \in [0,T]}\) is a standard \( \mathbb{F} \)-Brownian motion on \((\Omega, \mathcal{F}, \mathbb{P})\) independent of \( \alpha \). The risky asset’s volatility \( \sigma \) is a positive constant, and its drift process \( \mu \) satisfies \( \mu(\alpha_t) \in \{\mu_1, \mu_2\} \), where \( \mu_1 > \mu_2 \) are constant drifts under bull and bear markets, respectively.

Unlike the Markov-modulated regime-switching model, which treats \( \alpha \) as observable, we assume that the representative agent does not observe \( \alpha \) directly. The observation process of the agent has two components: the asset price process \( S \) and an alternative data process in the form of expert options. More precisely, the agent receives noisy signals about the current state of \( \alpha \) at discrete time points \( T_k \). The aggregated alternative data process \( \eta \) is a standard marked point process that depends on the Markov chain \( \alpha \), as described by the double sequence \( \{T_k, Z_k\}_{k \geq 0} \) representing the time instants at which the signal arrives and complemented by a sequence of random variables, one for each time, which denote the signal size:

\[
\eta_t := \sum_{T_k \leq t} Z_k.
\]

We assume that the intensity of signal arrivals is given by a constant \( \lambda \). In other words, the signal arrival time is independent of the hidden state. The signal \( Z_k \) takes values in some set \( Z \subseteq \mathbb{R} \), and given \( \alpha_{T_k} = i \in \{1,2\} \), the distribution of \( Z_k \) is absolutely continuous with Lebesgue-density \( f_i(z) \). Equivalent to (2.3), we have

\[
d\eta = \int_Z z N(dt, dz), \quad N(dt, dz) := \sum_{k \geq 1} \delta_{(T_k, \Delta \eta_{T_k})}(dt, dz) \mathbb{1}_{\{T_k < \infty, \Delta \eta_{T_k} \neq 0\}},
\]

where \( \mathbb{1} \) is the indicator function.
where \( \delta(T, \Delta_T) \) denotes the Dirac measure at point \((T, \Delta_T) \in [0, T] \times \mathcal{Z} \), so \( N \) is an integer valued random measure on \([0, T] \times \mathcal{Z} \), where \((\mathcal{Z}, \mathcal{B}(\mathcal{Z})) \) is a given Borel space. In particular, the \( \mathbb{F} \)-dual predictable projection (see Definition A.2 in Appendix D) of random measure \( N \) is given by \( \sum_{i=1}^{2} f_i(z)dzdt \).

In other words, the information available to the agent is given by the observation filtration \( \mathbb{H} = (\mathcal{H}_t)_{t \in [0, T]} \) with \( \mathbb{H} := \mathbb{F}^S \vee \mathbb{F}^\eta \subseteq \mathbb{F} \). This is a partial information setting because (2.2) - (2.4) constitute a filtering system in which \( \alpha \) and \( (S, \eta) \) play the roles of state and observation, respectively.

2.2. The optimal consumption-investment problem. Let \( x_t \) be the net amount of capital allocated in the risky asset, and \( c_t \) the rate at which capital is consumed at time \( t \). The agent’s wealth process \( V^{v, x, c} \) corresponding to the choice \((x, c)\) and initial wealth \( v \in \mathbb{R}_+ := (0, \infty) \) evolves as
\[
dV^{v, x, c}_t = (\mu(x_t) - r)x_t dt + (rV^{v, x, c}_t - c_t)dt + \sigma_t dW_t.
\]

Formally, we define the choices of agents in the following way.

(h1) \( x = (x_t)_{t \in [0, T]} \) is an investment process if it is a real \((\mathcal{H}_t)_{t \in [0, T]}\)-measurable process with trajectories square-integrable in \([0, T] \).

(h2) \( c = (c_t)_{t \in [0, T]} \) is a consumption process if it is a real nonnegative \((\mathcal{H}_t)_{t \in [0, T]}\)-measurable process with trajectories integrable in \([0, T] \).

As a class of admissible controls, we consider the pairs of processes \((x, c)\) satisfying (h1), (h2) and such that the corresponding wealth process \( V \) is nonnegative. The quantity to maximize in our optimization problem is
\[
\mathbb{E}\left[U_1(V_T) + \int_0^T U_2(c_t)dt\right],
\]

where \( U_i : (0, \infty) \to \mathbb{R}, i = 1, 2 \) are utility functions of the form
\[
U_1(c) = U_2(c) = \frac{c^\kappa}{\kappa}, \quad \kappa \neq 0 \text{ and } \kappa < 1.
\]

We highlight that the choice pair \((x, c)\) is required to be adapted to the available information flow \( \mathbb{H} \). Therefore, the stochastic control problem is under a partial information framework that has a larger available information, due to alternative data, than that of classical partial information problems. The alternative data improve estimation of the state \((\alpha)\) of the economy if they contain useful information. The estimation procedure is known as filtering and we have to study conditions for useful expert opinions under a filtering scheme.

2.3. Filtering. Following standard notations in the filtering literature, denote by \( \hat{g}_t = \mathbb{E}[g_t|\mathcal{H}_t] \) the optional projection of a generic process \( g = (g_t)_{t \in [0, T]} \) on the filtration \( \mathbb{H} \). Let \( \pi = (\pi_t)_{t \in [0, T]} \) be the filter of the hidden Markov chain \( \alpha \) defined as \( \pi_t = P(\alpha_t = 1|\mathcal{H}_t) \). For a process of the form \( g_t = G(\alpha_t) \), its optional projection is given by
\[
\hat{G}(\pi_t) := \hat{g}_t = \pi_t G(1) + (1 - \pi_t) G(2).
\]

We define the process \( \overline{W} = (\overline{W}_t)_{t \in [0, T]} \) such that for any \( t \in [0, T] \),
\[
\overline{W}_t := \frac{1}{\sigma} \left( \int_0^t \frac{dS_u}{S_u} - rdu \right) - \int_0^t \tilde{\theta}(\pi_u)du = W_t - \int_0^t (\tilde{\theta}(\pi_u) - \theta(\alpha_u))du.
\]

where \( \theta \) is the bounded function defined as:
\[
\theta(\alpha) := (\mu(\alpha) - r)/\sigma \in \{(\mu_1 - r)/\sigma, (\mu_2 - r)/\sigma\}.
\]

By classical results from filtering theory (see e.g. [26, 36]), \( \overline{W} \) is a \((\mathbb{P}, \mathbb{H})\)-Brownian motion (the so-called innovations process). We define the predictable random measure \( \gamma^H \) and function \( f : \)
the filter process, and initial wealth level. We denote the domain of generic time-space points (techniques, we start by embedding the optimization problem in a family of problems indexed by $V$.)

We thus introduce the $H$-compensated jump measure of $N$ given by

$$N^H(dt, dz) := N(dt, dz) - \gamma^H(dt, dz) = N(dt, dz) - \lambda \tilde{f}(\pi_t, z) dj dz.$$

By standard arguments in filtering theory (see e.g. [7–9, 32]), the filter $\pi$ is the unique strong solution of the following Kushner–Stratonovich equation

$$d\pi_t = (a_2 - (a_1 + a_2) \pi_t) dt + \pi_t (1 - \pi_t) (\theta_1 - \theta_2) d\tilde{W}_t$$

(2.11)

with initial value $\pi_0 = x \in [0, 1]$ and function $\xi \in C_0^0,$ where $\xi$ is always admissible. The agent’s objective function is postulated to be

$$J(t \times \mathcal{Z}) := \mathbb{E}^\pi \left\{ \sum_{t=0}^T r(t, x, v, c) \right\}.$$

(2.12)

We remark that the last term in (2.11) can be expressed as

$$\int_Z (\xi(\pi_t, z) - \pi_t) \{ N(dt, dz) - \lambda (f_1(z) \pi_t + f_2(z)(1 - \pi_t)) dz \}$$

(2.13)

where the last term in the above equation equals to 0 because both $f_1$ and $f_2$ are density functions defined on $z \in Z.$ Therefore, it is equivalent to write (2.11) as

$$\tilde{\pi}_t \equiv (a_2 - (a_1 + a_2) \pi_t) dt + \pi_t (1 - \pi_t) (\theta_1 - \theta_2) d\tilde{W}_t$$

(2.14)

We introduce the measure $\mathbb{P}^{t,x}$ on $H^t_t$ such that $\mathbb{P}^{t,x} (\pi_t = x) = 1,$ and denote by $\mathbb{E}^{t,x}$ the expectation operator under $\mathbb{P}^{t,x}.$

For $v \in \mathbb{R}_+$ consider all the pairs of $H^t$-measurable processes $(\pi, c)$ that are defined analogous to (h1) and (h2), we denote by $V^{t,x,v,c}$ the solution to (2.5) starting at time $t$ from $v$ under the control $(\pi, c).$ The class of admissible controls $A(t, x, v)$ depending on the initial value $(t, x, v) \in \mathcal{U}_T \times \mathbb{R}_+$ is defined as the set of pairs $(\pi, c)$ satisfying the requirements above and such that

$$\tilde{V}^{t,x,v,c} \geq 0 \ a.s., \ t < s \leq T. \ (\text{no-bankruptcy constraint})$$

(2.15)

Clearly, the admissible set is nonempty for all $v \in \mathbb{R}_+$ because, for each initial value, the null strategy $(\pi, c) \equiv (0, 0)$ is always admissible. The agent’s objective function is postulated to be

$$\mathcal{J}(t, v, x; \pi, c) := \mathbb{E}^{t,x} \left\{ \int_0^T (U_1^{t,x,v,c}) + \int_t^T U_2(c_2) dt \right\}.$$
We define the primal problem as follows and denote by $J$ the value function associated with it, which we call the primal value function:

$$(P) \quad J(t, x, v) := \sup_{(\pi, c) \in \mathcal{A}(t, x, v)} \tilde{J}(t, x, v; \pi, c), \; (t, x, v) \in \mathcal{T}_{\pi} \times \mathbb{R}_+.$$ 

To apply the duality approach, we introduce the convex dual functions $\tilde{U}_i$ of the concave utility functions $U_i$:

$$(2.16) \quad \tilde{U}_i(y) := \sup_{c > 0} [U_i(c) - yc] = U_i(I_i(y)) - yI_i(y), \; y \in \mathbb{R}_+,$$

where $I_i(\cdot)$ is the inverse function of $\partial_s U_i(\cdot)$, $i = 1, 2$. For $U_i$ defined in (2.7), $\tilde{U}_i(y) = -y^\beta / \beta$ with $I_i(y) = y^{\beta - 1}$ and $\beta := -\kappa / (1 - \kappa)$, for $i = 1, 2$. We also introduce the process $(Z'_s)_{s \in [t, T]}$ with initial value $Z'_t = 1$ defined for some $\mathbb{H}^1$-predictable process $(\nu(s, z))_{s \in [t, T]}$ indexed by $Z$ (see Definition A.1 in Appendix D):

$$Z'_s := \exp \left( -\frac{1}{2} \int_t^s \hat{\theta}(\pi_u)^2 du - \int_t^s \hat{\theta}(\pi_u) d\tilde{W}_u \right),$$

where $\hat{\theta}(\pi)$ is the optional projection of $\theta(\alpha)$ defined in (2.9) and $\tilde{f}$ is defined in (2.10). We consider the admissible set of all $(\nu(s, z))_{s \in [t, T]}$ that satisfies the Lépingle-Mémin condition (see e.g., Theorem 1.4 in [25]):

$$\int_t^T \int_Z \left[ e^{2\nu(u, z)} + |\nu(u, z)|^2 \right] \lambda f_i(z) dz du < +\infty, \; i = 1, 2;$$

$$\mathbb{E}^{t,x} \left[ \exp \left( \int_t^T \int_R \left( e^{\nu(u, z)} \nu(u, z) + 1 - e^{\nu(u, z)} \right) \lambda f_i(u, z) dz du \right) \right] < +\infty.$$ 

Let $\Theta^t$ be the admissible set of $(\nu(s, z))_{s \in [t, T]}$. Specifically,

$\Theta^t := \{ \nu = (\nu(s, z))_{s \in [t, T]} | \nu \text{ is } \mathbb{H}^2\text{-predictable and such that (2.18)-(2.19) hold} \},$

which is not empty as $\nu \equiv 0$ is admissible. Since $\hat{\theta}$ is bounded, the local martingale $Z'$ is a martingale for every $\nu \in \Theta^t$. We thus define a $\mathbb{P}^{t,x}$-equivalent probability measure $Q'^\nu$ on $(\Omega, \mathcal{H}^t_T)$:

$$dQ'^\nu / d\mathbb{P}^{t,x}_{|\mathcal{H}^t_s} = Z'_s. \; \text{We observe that}$$

$$(2.20) \quad dZ'_s = \mathbb{E}^{t,x} \left[ \frac{dQ'^\nu}{d\mathbb{P}^{t,x}} \right] |_{\mathcal{H}^t_s}, \; s \in [t, T],$$

and that $Z'$ satisfies the SDE:

$$(2.21) \quad dZ'_s = -Z'_s \left( \hat{\theta}(\pi_s) d\tilde{W}_s + \int_Z (1 - e^{\nu(s, z)}) \mathbf{1}(d\pi_s, dz) \right),$$

and $\pi_s$ is the solution of (2.13) with $\pi_t = x$. In addition, for each $\nu \in \Theta^t$,

$$Q'^\nu \in \mathcal{Q} := \{ Q : \mathbb{P}^{t,x} \ll Q \ll \mathbb{P}^{t,x} (e^{-r(s-t)} S_s)_{s \in [t, T]} \text{ is a } Q \text{ martingale.} \}$$

Let $(t, x, v) \in \mathcal{T}_{\pi} \times \mathbb{R}_+$, $(\pi, c) \in \mathcal{A}(t, x, v)$, $\nu \in \Theta^t$, and set $V = V^{t,x, v, \pi, c}$. Itô’s lemma yields that $e^{-rT} Z'_s Y_{VT} + \int_t^T e^{-rs} Z'_sc_s ds$ is a $(\mathbb{P}, \mathbb{H})$-supermartingale (as a positive local martingale), which implies that (due to arbitrariness of $\nu \in \Theta^t$)

$$\sup_{\nu \in \Theta^t} \mathbb{E}^{t,x} \left[ e^{-rT} Z'_s Y_{VT} + \int_t^T e^{-rs} Z'_sc_s ds \right] \leq e^{-rt} v.$$
Together with the definition of $\tilde{U}_1$ in (2.16), we derive that for all $y \in \mathbb{R}_+$, $\nu \in \mathcal{A}(t, x, v)$, and $\nu \in \Theta'$, the agent’s objective function $J$ defined in (2.15) satisfies

$$
\tilde{J}(t, x, \varpi, c) \leq \mathbb{E}_{t,x}^\varpi \left[ U_1(V_T) + \int_t^T U_2(c_s)ds \right] - ye^{-r(T-t)}Z^\nu_T + \int_t^T e^{-r(s-t)}Z^\nu_sc_sds + vy
$$

Further taking supremum of $\tilde{J}$ over $(\varpi, c) \in \mathcal{A}(t, x, x)$, we have that the primal value function $J$ defined in (P) satisfies:

$$
J(t, x, v) \leq \mathbb{E}_{t,x}^v \left[ \tilde{U}_1(ye^{-r(T-t)}Z^\nu_T) + \int_t^T \tilde{U}_2(ye^{-r(s-t)}Z^\nu_s)ds \right] + vy,
$$

for any $\nu \in \Theta'$ and $y \in \mathbb{R}_+$. This calculation shows that the right-hand side (r.h.s) of (2.22) is an upper bound for $J$. Taking the infimum over $\nu \in \Theta'$ on the r.h.s of (2.22) inspires us to consider the following dual optimization problem defined for $(t, x, y) \in \mathcal{U}_T \times \mathbb{R}_+$,

$$
\inf_{\nu \in \Theta'} \bar{L}(t, x, y; \nu),
$$

where $\bar{L}(t, x, y; \nu) := \mathbb{E}_{t,x}^v \left[ \tilde{U}_1(ye^{-r(T-t)}Z^\nu_T) + \int_0^T \tilde{U}_2(ye^{-r(s-t)}Z^\nu_s)ds \right]$. We denote by $\bar{L}$ the value function associated with this problem and call it the dual value function. Specifically,

$$
\bar{L}(t, x, y) := \inf_{\nu \in \Theta'} \bar{L}(t, x, y; \nu), \ (t, x, y) \in \mathcal{U}_T \times \mathbb{R}_+.
$$

It then follows from (2.22) that

$$
J(t, x, v) \leq \inf_{y \in \mathbb{R}_+} \left\{ \bar{L}(t, x, y) + vy \right\}, \ (t, x, v) \in \mathcal{U}_T \times \mathbb{R}_+.
$$

There is no duality gap between the primal problem (P) and the dual problem (D) once the equality in (2.24) holds. The current formulation suggests that one can first work on the dual problem and then transform it back to the primal by closing the duality gap. Here, the dual problem (D) is also a stochastic control problem.

25. HJB in the dual. The dual problem reduces the original agent’s problem with two control variables to only one control process $\nu \in \Theta'$. The natural choice for solving it is a heuristic use of DPP: for $\mathbb{H}$-stopping time $\tau \in [t, T]$, the following holds,

$$
\bar{L}(t, x, y) = \inf_{\nu \in \Theta'} \mathbb{E}_{t,x}^\nu \left[ \bar{L}(\tau, \pi_\tau, ye^{-r(\tau-t)}Z^\nu_\tau) + \int_t^\tau \tilde{U}_2(ye^{-r(s-t)}Z^\nu_s)ds \right].
$$

In this way, the HJB equation of the dual value function is derived as

$$
\partial_t \bar{L}(t, x, y) + \inf_{\nu} \mathbb{T}^\nu \bar{L} + \bar{U}_2(y) = 0,
$$

where the dynamics (2.17) for $ye^{-r(s-t)}Z^\nu_s$ and (2.11) for $\pi_\tau$ produces the generator

$$
\mathbb{T}^\nu \bar{L} := \lambda \int_Z \left( \bar{L}(t, \xi(z, x), e^\nu y) - \bar{L}(t, x, y) + (1 - e^\nu)y \partial_y \bar{L}(t, x, y) \right) f(x, z)dz
$$

$$
+ \left( \frac{1}{2} x^2 (1 - x)^2 \partial_\theta \bar{L} + \bar{L}(x) \partial_\theta \bar{L} + \frac{1}{2} y^2 \partial_x \bar{L} \partial_{ey} \bar{L} - ry \partial_y \bar{L} \right) L(t, x, y).
$$

Intuitively, the optimal dual optimizer $\nu^*$ could be constructed in a feedback form through the first-order conditions in the HJB equation (2.26) if the candidate process is admissible, i.e., fulfilling conditions (2.18)-(2.19). The remaining task is to determine regularity conditions under which the alternative data and the corresponding filter allow for the above prescriptions.
2.6. Regularity: Bounded likelihood ratio. In Sect. 3, we study the regularity in much greater generality, in terms of the choice of utility functions and alternative data processes, that the above prescription is true. However, the regularity happens to be more abstract. Under the setting of expert opinions in this section, we offer concrete technical conditions on the probability density functions of alternative data signals that validate (2.25) and the proposed solution procedure.

**Condition 1** (Bounded Likelihood Ratio (BLR)). The probability density functions \( f_1 \) and \( f_2 \) of signals in (2.3) have the same support \( Z \) and admit finite second moments such that the following bounded likelihood ratio condition holds,

\[
\frac{b_{\text{min}}}{f_2(z)} < f_1(z) < \frac{1}{f_2(z)} \quad \forall z \in Z,
\]

for some \( 0 \leq b_{\text{min}} < 1 < b_{\text{max}} \). We also expect the dissimilarity between two distributions to be reasonably bounded. Specifically, we use a divergence measure \( D_\alpha(f_1, f_2) \) (see e.g., [2]) indexed by \( \alpha = 3 \) to characterize such dissimilarity and require that for some constant \( L_F > 0 \),

\[
D_\alpha(f_1, f_2) := \int_Z \left( \frac{1}{6} \frac{f_1(z)^3}{f_2(z)^2} - 1 \right) dz < L_F.
\]

The interpretation of **Condition of BLR** is that we should not expect the arriving signals to be continuously differentiable with common bounded support and uniformly bounded below by a strictly positive constant. Besides, **Condition of BLR** covers more examples of discrete distributions and continuous distributions defined in unbounded domains. We list a few of them below.

**Example 2.1** (Exponential family). Let

\[
\begin{align*}
\{ f_1(z) &= \exp(\sum_j g_j(z)v_j^{(1)}), \\
0 f_2(z) &= \exp(\sum_j g_j(z)v_j^{(2)}),
\end{align*}
\]

where \( v_j \) are the parameters of the distribution and \( g_j \) are fixed features of the family, such as \((1, x, x^2)\) in the Gaussian case. **Condition of BLR** holds if there exists some constant \( C \) such that

\[
\sum_j (v_j^{(2)} - v_j^{(1)}) g_j(z) \leq C \quad \text{and} \quad \sum_j (3v_j^{(1)} - 2v_j^{(2)}) g_j(z) \leq C \quad \forall z.
\]

The following Gaussian examples clearly satisfy the conditions:

\[
\begin{align*}
f_1(z) &= \frac{\sqrt{\pi}}{\sqrt{2}} e^{-0.8(z+1)^2}, \\
f_2(z) &= \frac{\sqrt{\pi}}{\sqrt{2}} e^{-(z-1)^2}.
\end{align*}
\]

**Example 2.2** (Mixture of Gaussian). As a direct extension of **Example 1**, **Condition of BLR** holds for Gaussian density \( f_2(z) \) and \( f_1(z) := \sum_{j=1}^n a_j f_j^{(1)}(z) \) with \( \sum_j a_j = 1 \), which is a mixture of Gaussian distribution density, when each pair of \( f_1^{(1)} \), \( f_2 \) fulfills the conditions in **Example 2.1**.

**Example 2.3** (A mixture distribution and Gamma distribution). Consider a mixture distribution and a Gamma distribution defined on \( \mathbb{R}_+ \):

\[
\begin{align*}
f_1(z) &= a_2 a_1 z^{a_1 - 1} 1_{z \in (0,1)} + (1 - a_2) e^{1-z} 1_{z \in (1,\infty)}, \\
f_2(z) &= z^{a_1 - 1} e^{-z} G(a_1)^{-1},
\end{align*}
\]

where \( a_1, a_2 \in (0,1) \) and \( G(a) := \int_{\mathbb{R}_+} z^{a-1} e^{-z} dz \) is the Gamma function. **Condition of BLR** holds with \( b_{\text{min}} = 0, b_{\text{max}} = \max\{1/a_2 a_1, 1/(1 - a_2)e\} G(a_1)^{-1} \) and \( L_F = e^3 G(a_1)^2 G(2 - 2a_1) + 2e^2 G(a_1)^2 a_1^2 \).

Under **Condition of BLR**, we derive the following two useful properties of the filter process \( \pi \), whose proofs are placed in Appendix C.
Proposition 2.4. Both 0 and 1 are unattainable boundaries for the filter process $\pi$, the solution of (2.13). In other words, they cannot be achieved from the interior of the state space (0, 1).

Proposition 2.5. The Markov filter process $\pi^{*} := (\pi^{*}_t)_{t \geq 0}$ which is defined as the solution of (2.13) starting from time 0 and a given starting point $x_0 \in (0, 1)$ is Feller. That is, following [17], the function $P_t f(x) := E[f(\pi_t)]$ satisfies that for any bounded and continuous function $f$,
\begin{align}
&\forall t \geq 0, \ P_t f(x) \text{ is continuous}, \\
&\lim_{t \downarrow 0} P_t f(x) = f(x).
\end{align}

Proposition 2.4 implies that when characterizing the dual value function $\hat{L}$ via HJB method, no conditions should be imposed on the boundaries of the filter, neither on the value of the function nor on its partial derivatives (see definition 2.5 and remark 2.6 in [6] for a detailed discussion). Proposition 2.5 implies that a similar initial guess of the hidden state will lead to similar developments in the filtering, and the filter itself changes in a reasonably continuous manner. The filter process’s Feller property further validates DPP (2.25) (see Theorem 3.1 in a general setup in Sect. 3). As a result of Propositions 2.4 and 2.5, we have the following main result.

Theorem 2.6 (verification). Under Condition of BLR, the dual value function $\hat{L}$ is the unique classical $(C(U_T \times \mathbb{R}_+) \cap C^{1,2}(U_T \times \mathbb{R}_+))$ solution of the HJB equation (2.26), subject to the boundary condition $\hat{L}(T, x, y) = \hat{V}_2(y)$. It takes the form:
\begin{equation}
\hat{L}(t, x, y) = \frac{1}{\beta} \hat{\Lambda}(t, x),
\end{equation}
where $\beta = -\kappa/(1 - \kappa)$ and $\kappa$ is the risk aversion parameter of utility functions defined in (2.7); $\hat{\Lambda}$ is smooth. For $y \in \mathbb{R}_+$, the dual problem D admits a dual optimizer $\nu^* \in \Theta^D$:
\begin{equation}
\nu^*_s := \nu(s, \pi_{s-}, z) = \frac{1}{1 - \beta} \ln \left( \frac{\hat{\Lambda}(s, \xi(\pi_{s-}, z))}{\hat{\Lambda}(s, \pi_{s-})} \right), \ s \in [t, T].
\end{equation}

Proof of this theorem is given in Sect. 4. Given that the dual optimizer in $\Theta^D$ for (D) exists, we now turn to the proof of no duality gap. We have the following result (a special case of Theorem 3.2 below) that closes the duality gap and derives the optimal controls for the primal problem. The proof is placed in Appendix C.

Proposition 2.7. Under Condition of BLR, there is no duality gap between the primal (P) and dual (D) problems. Fix $(t, x, v) \in U_T \times \mathbb{R}_+$, the optimal wealth process is
\begin{equation}
V^*_s = v(e^{-r(s-t)}Z^*_s)^{\beta - 1} \frac{\hat{\Lambda}(s, \pi_s)}{\hat{\Lambda}(t, x)}, \ s \in [t, T],
\end{equation}
where $\hat{\Lambda}$ and $\nu^*$ are given in Theorem 2.6 and $(Z^*_s)_{s \in [t, T]}$ satisfies the SDE:
\begin{equation}
dZ^*_s := -Z^*_s \left( \frac{\hat{\theta}(\pi_s)}{\hat{\sigma}} \right) dW_s + \int_Z \left( 1 - e^{v^*_s} \right) N(ds, dz), \ Z^*_T = 1.
\end{equation}
The optimal controls of primal problem $(\omega^*, c^*)$ take the following feedback forms,
\begin{equation}
\begin{aligned}
\omega^*_s &= \hat{\omega}(s, \pi_s, V^*_s) := \frac{V^*_s}{\hat{\sigma}} \left( 1 - \beta \right) \frac{\hat{\theta}(\pi_s) \hat{\sigma}}{\hat{\Lambda}(s, \pi_s)} - \frac{\sigma \hat{\Lambda}(s, \pi_s)}{\hat{\Lambda}(s, \pi_s)}, \ s \in [t, T] ,
\end{aligned}
\end{equation}
\begin{equation}
\begin{aligned}
c^*_s &= \hat{c}(s, \pi_s, V^*_s) := \frac{V^*_s}{\hat{\Lambda}(s, \pi_s)}, \ s \in [t, T].
\end{aligned}
\end{equation}

3. Duality with alternative data: A general dynamic programming approach

In this section, we present a general dynamic programming approach for solving the optimal choice problem based on duality, under a wider class of time-dependent utility functions (Assumption A.1) and more general alternative data situations. We note that our results can be easily extended to the case of more than two economic states, which corresponds to a finite-state hidden
Markov chain \( \alpha \).

We start by describing the general model of alternative data \( \eta \) that serves as the setting for our (abstract) result. In numerous practical scenarios, systems exhibit non-continuous trajectories and structural changes. Commonly used jump-diffusion models in financial asset price modeling (see e.g. [48]) may fail to account for structural changes in alternative data that originate outside of the standard financial market. For this purpose, we are interested in a regime-switching jump-diffusion model because it incorporates discontinuous changes with regime-switching jump sizes and intensities. Mathematically, we model \( \eta \) by the SDE:

\[
\eta_t = b_1(\eta_t, \alpha_t) dt + \sigma_1(\eta_t) dW_t + \sigma_2(\eta_t) d\beta_t + \int_{Z} \psi(\eta_t, z) N_{\eta}(dt, dz),
\]

where \( B \) is an \( \mathbb{F} \)-standard Brownian motion, \( N_{\eta}(dt, dz) \) is an \( \mathbb{F} \)-adapted integer valued random measure on \([0, T] \times Z\), jointly independent of Brownian motion \( W \), and hidden Markov chain \( \alpha \). In particular, the intensity measure of \( N_{\eta} \) is given by \( dt \gamma(\alpha_{t-}, dz) dz \), which depends on the hidden state. To avoid unudly technicalities, we simply assume what we require: (3.1) has a unique strong solution. Sufficient conditions are summarized in Assumption A.2 in Appendix D.

To proceed, we need to know the structure of \( \eta \)-equivalent probability measures \( \mathbb{Q} \) on \( \mathcal{F}_T \) for which the discounted risky asset price is a \( \mathbb{Q} \)-martingale. This requires us to define the innovation processes associated with the diffusion part and jump part of (3.1). Recalling the notations introduced at the beginning of Sect. 2.3, together with (2.8), we define the following \((\mathbb{P}, \mathbb{H})\)-Brownian motion \( \tilde{B} \) and \( \mathbb{H} \)-compensated jump measure \( \overline{m} \):

\[
\tilde{B}_t := B_t - \int_0^t \tilde{\theta}(\eta_s, \pi_s) ds - \tilde{\theta}(\eta_t, \alpha_t) dt, \quad m(dt, dq) := m(dt) - \tilde{\lambda}(\pi_t) \tilde{\phi}_t(\pi_t, dq) dt
\]

where \( m(dt, dq) := \sum s \Delta \eta_t \delta_{\eta_t, \pi_t}(dt, dq) \) is the integer-valued random measure associated to the jumps of the process \( \eta \). \( \lambda(\alpha_t) \phi_t(\alpha_t, dq) dt \) is the \( \mathbb{P} \)-dual predictable projection of \( m \) (see Proposition 3 in [8]) satisfying

\[
\lambda(\alpha_t) \phi_t(\alpha_t, dq) dt = \gamma(\alpha_t, \{ z \in Z : B_2(\eta_t, z) \in A/\{0\} \}), \quad a \in \mathbb{B}(\mathbb{R});
\]

the filter \( \pi_t = \mathbb{E}(\alpha_t | \mathcal{H}_t) \) is the unique solution to the Kushner–Stratonovich system:

\[
d\pi_t = (a_2 - (a_1 + a_2) \pi_t) dt + \pi_t (1 - \pi_t) (\theta_1 - \theta_2) d\tilde{W}_t + \pi_t (1 - \pi_t) (\tilde{\theta}_1 - \tilde{\theta}_2) d\tilde{B}_t
\]

\[
+ \int_0^t \int_R (\xi(s, q) - \pi(s, q) \overline{m}^\xi(ds, dq)), \quad \xi(s, q) = \frac{d\pi_s - \lambda(1) \phi_s(1, dq)}{d(\lambda(\pi_s) \phi_s(\pi_s, dq))}.
\]

We have that all \((\mathbb{P}, \mathbb{H})\)-local martingales can be constructed through the triplet \((\tilde{W}, \tilde{B}, \overline{m}^\xi)\) (see Proposition A.1 in Appendix D for formal statements). Hence, for given \( t \in [0, T] \), \( \mathbb{Q} \) is in \( \mathbb{Q} \) if and only if its Radon–Nikodym derivative w.r.t. \( \mathbb{P}^\xi \) on \( \mathcal{F}_T \) is given by Doléans’ exponential \( \overline{Z}^\xi \), where for \( s \in [t, T] \),

\[
\overline{Z}^\xi_s := \mathcal{E}(-\int_0^s \tilde{\theta}(\pi_u) d\tilde{W}_u - \int_0^s \nu_D(u) d\tilde{B}_u - \int_0^s \int_R (1 - e^{\nu_s(u, q)}) \overline{m}^\xi(ds, dq)),
\]

for some \( \mathbb{H} \)-predictable processes \( \nu_D \) and \( \mathbb{H} \)-predictable process \( \nu_D \) indexed by \( \mathbb{R} \), satisfying the Lépine–Memin condition.

Under the current general setup, the dual optimization problem is posed as

\[
(D') \quad \hat{L}(t, x, y) = \inf_{\mathbb{Q} \in \mathbb{Q}} \mathbb{E}^{\mathbb{P}^\xi}[\hat{U}_1(T, y e^{-r(T-t)} \overline{Z}^\xi_T + \int_t^T \hat{U}_2(s, y e^{-r(s-t)} \overline{Z}^\xi_s) ds].
\]

We highlight that a notable advantage of solving the dual problem in the context of general alternative data setups is the broad applicability of the DPP approach. We cite the following abstract result which shows DPP is valid when the filter process is Feller. Such a condition offers
important insight into what type of alternative data is considered “useful” in terms of verification of the problem, that is, the solution procedure as demonstrated in Sect. 2.5.

**Theorem 3.1** (Theorem 3.17 in [57]). Suppose that filter process \((π_t)_{t∈[0,T]}\) as the unique solution to the Kushner–Stratonovich system (3.3) is Feller. Then DPP holds for the dual value function \(L\) defined in \((D')\); specifically,

i. for any \(\mathbb{H}^t\)-stopping time \(τ \in [t,T]\) and each \((t,x,v) ∈ U_T × \mathbb{R}_+\),

\[
L(t,x,v) = \inf_{ν ∈ Q} E^t,x[\hat{L}(τ,π,ν;ye^{r−s})]\mathbb{Z}_x^ν + \int_t^T U_2(s,ye^{r−(t−s)})ds.
\]

ii. For \(ε > 0\), an \(ε\)-optimal \(Q^* \in Q\) can be associated with each \((t,x,v) ∈ U_T × \mathbb{R}_+\) in a universally measurable way.

We are now ready to state the main result of this section, with proof placed in Appendix A. It establishes the equivalence between the primal and dual problems.

**Theorem 3.2.** For a class of time-dependent utility functions with suitable growth conditions (Assumption A.1), suppose that the dual optimizer \(Q^v ∈ Q\) for \((D')\) exist for all \(y ∈ \mathbb{R}_+\), then for every initial wealth level \(y_0 \in \mathbb{R}_+\), there exists a real number \(y^* = y(τ) > 0\) such that

\[
J(t,x,v) = L(t,x,v^*) + y^* = L(t,x,v^*;ν^v) + vy^* = \inf_{y ∈ \mathbb{R}_+} \{L(t,x,v) + vy\},
\]

where \(J\) is the primal value function and \(ν^v\) is the dual optimizer of \((D')\) for \(y^*\). In particular, there is no duality gap. There exists a pair \((ω^*,c^*) \in A(t,x,v)\) with \(c^*_s = I_2(s,e^{−r(s−t)})y^*\mathbb{Z}_x^v\) and \(V_1^v(t,x,ω^*,c^*) = I_1(T,e^{−r(T−t)})y^*\mathbb{Z}_x^v\), that is optimal to the primal problem \((P)\).

4. The dual value function as a classical solution of the HJB equation

4.1. Proof of Theorem 2.6. The main difficulty stems from the nonlinear integro-differential term and degeneracy induced by the filter process, making it very difficult to tackle directly via the PDE theory of classical solutions. We first deduce the form of \(L\) given by (2.29). Recall that \(\tilde{U}_l(y) = −y^3/β\), it is clear by definition (2.23) that \(L\) is written as:

\[
L(t,x,v) = y^3 \inf_{ν ∈ Θ_t} -\frac{1}{β} E^t,x [e^{−r(T−t)}\mathbb{Z}_x^ν] + \int_t^T e^{−r(s−t)}\mathbb{Z}_x^ν ds.
\]

For fixed \(y ∈ \mathbb{R}_+\), the dual optimization in \((D)\) is therefore reduced to the following auxiliary dual problem:

maximize \(\Lambda(t,x;ν) := E^t,x [e^{−r(T−t)}\mathbb{Z}_x^ν] + \int_t^T e^{−r(s−t)}\mathbb{Z}_x^ν ds\)

over \(ν ∈ Θ_t\), where maximize or minimize depends on the sign of the utility parameter \(κ\) in (2.7).

With a change of measure, we write \(Λ\) in the following form:

\[
Λ(t,x;ν) = \hat{E}^t,x,ν [e^{∫_t^T Γ(π_u,ν)du} + ∫_t^T e^{∫_t^T Γ(π_u,ν)du} ds],
\]

where \(\hat{E}^t,x,ν\) denotes the expectation associated to measure \(\hat{P}^t,x,ν\) defined via

\[
\frac{d\hat{P}^t,x,ν}{dP^t,x} |_{U_T} = \mathbb{Z}_x^ν, \mathbb{Z}_x^ν := \exp \left( -∫_t^T β\hat{θ}(π_u)d\hat{W}_u - \frac{1}{2} ∫_t^T β^2\hat{θ}(π_u)^2 du \right)
\]

\[+ ∫_t^T ∫_Z βν(u,z)N(du,dz) + λ ∫_t^T ∫_Z (1 − e^{βν(u,z)})f(π_{u−},z)dzdu;\]

\(Γ(x,ν) := −βr - \frac{1}{2} β(1−β)\hat{θ}(x)^2 + λ ∫_Z (e^{βν(u,z)} − 1 + β(1 − e^{ν(u,z)}))f(x,z)dz,\]

\[∀ (t,x,ν) ∈ U_T × \mathbb{R}_+ × Θ_t.\]
and recalling that \( \bar{\theta}(x) = \theta(1)x + \theta(2)(1 - x) \), \( \bar{f}(x, z) = f_1(z)x + f_2(z)(1 - x) \), \( z \in \mathbb{Z} \). In addition, under \( \tilde{\mathbb{P}}^{t,x,\nu} \), the dynamic of the filter process \( \pi \) evolves as

\[
d\pi_s = \overline{\pi}(\pi_s)ds + \overline{\pi}(\pi_s)\,dW^\beta_s + \int_\mathbb{Z} (\xi(\pi_s, z) - \pi_s)N(ds,dz), \quad \pi_t = x,
\]

with \( \overline{\pi}(x) := (a_2 - (a_1 + a_2)x - \beta \overline{\pi}(x)\bar{\theta}(x)) \) and \( \overline{\pi}(x) := x(1 - x)(\theta_1 - \theta_2) \).

Here, \( W^\beta_s := \overline{W}_s + \beta \int_t^s \bar{\theta}(\pi_u)du \) is a standard \( (\tilde{\mathbb{P}}^{t,x,\nu}, \mathbb{H}) \)-Brownian motion, and \( \tilde{N}^\beta(ds,dz) := N(ds,dz) - e^{\beta \nu(s,z)} \lambda \hat{f}(\pi_s, z)dzd\sigma \) is the \( \mathbb{H} \)-compensated Poisson random measure under \( \tilde{\mathbb{P}}^{t,x,\nu} \).

The value function associated with the auxiliary dual problem is defined as

\[
\hat{\Lambda}(t, x) := \sup_{\nu \in \Theta^t} \Lambda(t,x;\nu), \quad (t,x) \in \overline{\mathcal{U}}_T,
\]

when \( \kappa < 0 \) and sup in (4.3) is replaced by inf otherwise. Theorem 2.6 is then equivalent to the following result.

**Theorem 4.1.** Under Condition of BLR, \( \hat{\Lambda}(t, x) \in C(\overline{\mathcal{U}}_T) \cap C^{1,2}(\mathcal{U}_T) \) is the unique classical solution to the following HJB PIDE:

\[
\begin{align*}
\partial_t \hat{\Lambda} + \overline{\pi}(x)\partial_x \hat{\Lambda} + \frac{1}{2} \overline{\pi}(x)^2 \partial_{xx} \hat{\Lambda} - d_0(x)\hat{\Lambda} + \mathcal{I}_\beta[\hat{\Lambda}] + 1 &= 0, \quad \text{in } \mathcal{U}_T, \\
d_0(x) := \beta r + \frac{1}{2} \beta(1 - \beta)\bar{\theta}(x), \\
\mathcal{I}_\beta[\hat{\Lambda}](t,x) := (1 - \beta)\lambda \int_\mathbb{Z} \left[ \hat{\Lambda}(t,x) \overline{\pi}(x,\xi) \right] - \hat{\Lambda}(t,x) \right] \hat{f}(x, z)d\sigma.
\end{align*}
\]

with boundary condition \( \hat{\Lambda}(T, x) = 1, \quad x \in [0, 1] \). Furthermore, \( \hat{\Lambda}(t, x) = \Lambda(t, x; \nu^*) \) where \( \nu^* \in \Theta^t \) is the Markov policy given by

\[
\nu^*_s := \hat{\nu}(s, \pi_{s-}, z) = \frac{1}{1 - \beta} \ln \left[ \frac{\hat{\Lambda}(s, \xi(\pi_{s-}, z))}{\Lambda(s, \pi_{s-})} \right], \quad s \in [t, T].
\]

The proof is divided into several steps that are organized into three subsections. One preliminary step is to show that the control processes in auxiliary dual problem (4.3) can be restricted to those in \( \Theta^t \) taking values in \([-M, M] \) for a fixed positive constant \( M \) sufficiently large. We denote this set by \( \Theta^{1-M} \), and the corresponding constrained auxiliary dual value function by \( \Lambda^M(t, x) \). We start with presenting the lower and upper bounds of \( \hat{\Lambda} \). The estimates are used to verify that the restriction on \( \nu \) can be removed.

**Proposition 4.2.** There are positive constants \( C_\ell \) and \( C_u \) that only depend on utility parameter \( \kappa \), such that

\[
C_\ell \leq \hat{\Lambda}(t, x) \leq C_u, \quad \forall (t, x) \in \overline{\mathcal{U}}_T.
\]

**Proof.** Case \( \kappa < 0 \). Note that \( 0 < \beta < 1 \), and therefore the function \( h(d) := e^{\beta d} - 1 + \beta(1 - e^d) \) satisfies \( h(d) \leq 0 \) for \( d \in \mathbb{R} \). Using (4.1), we have

\[
\tilde{\mathbb{E}}^{t,x,\nu} \left[ e^{\int_t^T -\beta(r + \frac{1}{2}(1 - \beta)\theta_1^2) + \lambda \int_\mathbb{Z} h(\nu(u,z))\hat{f}(\pi_{u-}, z)dzdu} + \int_t^T e^{\int_u^T -\beta(r + \frac{1}{2}(1 - \beta)\theta_1^2) + \lambda \int_\mathbb{Z} h(\nu(u,z))\hat{f}(\pi_{u-}, z)dzdu} ds \right]
\leq \Lambda(t,x;\nu) \leq 1 + T, \quad \forall (t,x) \in \overline{\mathcal{U}}_T,
\]

and they imply that

\[
0 \leq e^{-\beta(r + \frac{1}{2}(1 - \beta)\theta_1^2)}(1 + T) \leq \hat{\Lambda}(t, x) \leq 1 + T.
\]
Case $0 < \kappa < 1$. Note that $\beta < 0$, and therefore the function $h(d) := e^{\beta d} - 1 + \beta(1 - e^d)$ satisfies $h(d) \geq 0$ for $d \in \mathbb{R}$. Similar arguments give us the following estimates:

$$1 \leq \hat{\Lambda}(t, x) \leq e^{-\beta((\nu(1-\beta)+\ell^2))T(1+T)}.$$

Since the above lower and upper bounds do not depend on the initial state of the filter process, $C_\ell$ and $C_u$ can be constructed for given $\kappa < 1$ and $\kappa \neq 0$.

We provide the following auxiliary lemma.

**Lemma 4.3.** When $\kappa < 0$, suppose that the constrained auxiliary dual value function $\Lambda^M(t, x)$ is the unique classical $(C(U_T) \cap C^{1,2}(U_T))$ solution of the HJB equation:

$$(4.9) \quad \partial_t \Lambda^M(t, x) + \max_{\nu \in [-M, M]} \left\{ \Gamma(x, \nu) \Lambda^M(t, x) + \mathcal{L}^\nu \Lambda^M(t, x) \right\} + 1 = 0, \quad \text{in } U_T,$$

where $\mathcal{L}^\nu g(t, x) := \mathcal{P}(x) \partial_x g(t, x) + \frac{1}{2} \sigma^2(x) \partial_{xx} g(t, x)$

$$(4.10) \quad + \int_Z \{g(t, \xi(x, z)) - g(t, x)\} e^{\nu z(\xi(z, x))} d\nu,$$

subject to the boundary condition: $\Lambda^M(T, x) = 1, \ x \in [0, 1]$; and suppose that similar statements hold for $0 < \kappa < 1$ by replacing max in (4.9) by min. Let $\Lambda^M$ be the constrained auxiliary dual value function with

$$M > \max \{\ln(C_u/C_t), -\ln(C_t/C_u)\} / (1 - \beta).$$

Then $\Lambda^M(t, x) = \hat{\Lambda}(t, x)$, where $\hat{\Lambda}$ is the unconstrained value function in (4.3).

**Proof.** We prove for the case when $\kappa < 0$ while the case $0 < \kappa < 1$ follows similarly. The maximum selector on the l.h.s of (4.9) induces a Markov policy $\hat{\nu}^M$ defined, for $(s, x) \in \overline{U}_T$ indexed by $Z$, as follows:

$$(4.12) \quad \hat{\nu}^M(s, x, z) := \arg \max_{\nu \in [-M, M]} \left\{ \Gamma(x, \nu) \Lambda^M(s, x) + \mathcal{L}^\nu \Lambda^M(s, x) \right\}$$

$$= \begin{cases} \frac{1}{1 - \beta} \ln \left[ \frac{\Lambda^M(s, \xi(x, z))}{\Lambda^M(s, x)} \right], & \text{if } \frac{1}{1 - \beta} \ln \left[ \frac{\Lambda^M(s, \xi(x, z))}{\Lambda^M(s, x)} \right] \leq M, \\ \text{otherwise} \end{cases}, \quad s \in [t, T].$$

Using (4.8) (notice that the estimates also hold for the constrained auxiliary dual value function $\Lambda^M$), it follows that, for $M$ satisfying (4.11), $\frac{1}{1 - \beta} \ln \left[ \frac{\Lambda^M(s, \xi(x, z))}{\Lambda^M(s, x)} \right] < M$, so the constraints in (4.9) can be removed, i.e.,

$$[\partial_t + \mathcal{L}^\nu + \Gamma(\pi_s, \nu_s)] \Lambda^M(s, \pi_s) \leq -1, \ s \in [t, T], \ \forall \nu \in \Theta^\ell.$$

This inequality together with the Feynman–Kac formula imply that for $\nu \in \Theta^\ell$,

$$(4.13) \quad \Lambda^M(t, x) = e^T_{t,x,\nu} \left[ e^{\int_t^T \Gamma(\pi_s, \nu_s) ds} \Lambda^M(T, \pi_T) - \int_t^T e^{\int_t^s \Gamma(\pi_u, \nu_u) du} \partial_t + \mathcal{L}^\nu + \Gamma(\pi_s, \nu_s)] \Lambda^M(s, \pi_s) ds \right] \geq \Lambda(t, x; \nu).$$

Taking supreme over $\nu \in \Theta^\ell$, we have $\Lambda^M \geq \hat{\Lambda}$, and hence $\Lambda^M = \hat{\Lambda}$ by definition. Given that $\Lambda^M$ is continuous and bounded, the Markov policy $\hat{\nu}$ defined in (4.7) is bounded, continuous, and $x$-locally Lipschitz. Thus, the Markov control process $\nu^*$ in (4.7) belongs to $\Theta^\ell \subset \Theta^\ell$. From the definition $\nu^*$, the inequalities in (4.13) and (4.14) become equalities for $\nu = \nu^*$. Hence, $\Lambda^M(t, x) = \hat{\Lambda}(t, x) = \Lambda(t, x; \nu^*)$. Finally, substituting the Markov policy $\nu^*$ in HJB equation (4.9) we obtain (4.4). \qed
In the remainder of this section, we prove for Theorem 4.1. We find it is convenient to restrict the control set to $\Theta^{0,M}$ with $M$ sufficiently large for a moment and remove this restriction later by Lemma 4.3. To help readers better understand the main idea of the proof, we provide an outline before discussing them in detail.

Step 1: $\Lambda^M$ is uniformly Lipschitz on the state space $(t,x) \in \overline{U_T}$. The analytical challenges come from the Levy-type jumps of the filter process in (4.2), as the law of jump measure $N(dt,dz)$’s compensator depending on the filter itself. To overcome this difficulty, we must introduce an auxiliary process through the Radon-Nikodym derivatives and give the necessary estimates under Condition of BLR. Results are summarized in Sect. 4.1.5

Step 2: $\Lambda^M$ is a viscosity solution of the HJB PIDE (4.9). We adopt a classical definition (Definition 4.8) of the viscosity solution and show $\Lambda^M$ is a viscosity solution of the (4.9) in Theorem 4.9 in Sect. 4.3.

Step 3: From PIDE to PDE. Let $M$ be sufficiently large, we change the notation and rewrite the HJB PIDE (4.9) as a parabolic PDE:

\begin{equation}
(\partial_t + \overline{\beta}(x) \partial_x + \frac{1}{2} \sigma(x)^2 \partial_{xx} - d_0(x))g(t,x) + \mathcal{I}_\beta[\Lambda^M](t,x) + 1 = 0, \text{ in } U_T,
\end{equation}

where functions $d_0(\cdot)$ and $\mathcal{I}_\beta[\cdot]$ are defined as in (4.5)-(4.6).

Step 4: $\Lambda^M$ is a viscosity solution to PDE (4.15). We consider viscosity solution $g$ of the PDE (4.15), which is interpreted as an equation for an “unknown” $g$ with the last term $\mathcal{I}_\beta[\Lambda^M]$ prespecified with $\Lambda^M$ characterized in Step 2. We aim to demonstrate that $\Lambda^M$ also solves PDE (4.15) in viscosity sense. We must show the equivalence of two definitions of viscosity solutions to HJB PIDE (4.9) (i.e., Definitions 4.8 and 4.10; the former is the classical one while the latter has no replacement of the solution by a test function in the nonlocal integro-differential term associated with the jumps). The results are presented in Proposition 4.11 and Corollary 4.12.

Step 5: Uniqueness of the viscosity solution to the PDE (4.15). It is clear that $g = \Lambda^M$ is a viscosity solution for both the PDE (4.15) and PIDE (4.9), as the two equations are essentially the same. However, if a function $g$ solves the PDE (4.15), it does not mean that $g$ also solves the PIDE (4.9), because the term $\mathcal{I}_\beta[\Lambda^M]$ in the PDE (4.15) depends on $\Lambda^M$ regardless of the choice of $g$. Thus, we must show that PDE (4.15) admits a unique viscosity solution. This requires applying a comparison result for viscosity solutions to HJB equations with degenerate coefficients on the boundary, and we cite the relevant result from [2].

Step 6: Existence of a classical solution to the PDE (4.15). The PDE (4.15) is a parabolic type with $\mathcal{I}_\beta[\Lambda^M]$ regarded as an autonomous term. We refer to the literature on degenerate parabolic PDE (see e.g. [6, 20]) to show the existence of a classical solution to the PDE (4.15). The result is presented in Theorem 4.16.

Results in Steps 3-6 are summarized in Sect. 4.4. Finally, we conclude that $\Lambda^M$ is a classical $(C(U_T) \cap C^{1,1}(\overline{U_T}))$ solution of (4.9), together with Lemma 4.3, the proof of Theorem 4.1 and Theorem 2.6 is complete.

4.2. Lipschitz continuity of auxiliary constrained dual value function $\Lambda^M$. We first show the Lipschitz continuity of $\Lambda^M(t,x)$ in the state variable $x$. Without loss of generality, we consider the case in which $t = 0$. Unlike [22], where the authors reformulate the dynamics of the filter process to an exogenous Poisson random measure while maintaining the original filter process’s law. We now establish other necessary estimates of the value function by introducing an auxiliary process through the Radon-Nikodym derivatives. This method effectively enables us to work under general alternative data signals satisfying Condition of BLR.

We denote by $D_T := D([0,T], [0,1])$ the path space of $(\pi_t)_{t \in [0,T]}$, and $\mathcal{D}_T$ the usual $\sigma$-field of $D_T$. $P_t$ denotes the probability distribution on $(D_T, \mathcal{D}_T)$ induced by $(\pi_t)_{t \in [0,T]}$ under $\overline{\omega}^{0,x,\nu}$ for a given control process $\nu \in \Theta^{0,M}$. Standard arguments show that, with $L^\nu$ defined in (4.10), the
functional

\begin{equation}
K_\pi(t) := g(\pi_t) - g(x) - \int_0^t L^{\nu} g(\pi_s) \, ds
\end{equation}

is a martingale under \( P_1 \) for each point \( x \in [0, 1] \) and each function \( g(x) \in C^2([0, 1]) \), and \( P_1 \) is the unique such probability distribution.

We introduce an auxiliary process \( Y_t \) under a reference probability measure \( \mathbb{P} \) that satisfies the following stochastic integro-differential equation:

\begin{equation}
dY_t = \mathcal{P}(Y_t) dt + \mathcal{M}(Y_t) dW^\beta_t + \int_Z (\xi(Y_t, z) - Y_t) N_2(dt, dz),
\end{equation}

where functions \( \mathcal{P}, \mathcal{M} \) are defined in (4.2); \( W^\beta_t \) is a standard Brownian motion and \( N_2 \) is a Poisson random measure with an intensity measure given by \( \lambda f_1(z) \, dz \) under \( \mathbb{P} \). Note that \( Y \) is a jump-diffusion process with an exogenous Poisson random measure. We denote the process \( Y_t \) with initial condition \( x \) by \( Y^x \). To ensure that SDE (4.17) has a unique strong solution for each control \( \nu \in \Theta^{0,M} \), the coefficients \( \mathcal{P}, \mathcal{M} \) and \( \xi \) must satisfy certain Lipschitz and growth conditions (see e.g. [39]). We verify these conditions in the following Lemma, with proof in Appendix C.

**Lemma 4.4.** (Lipschitz and growth conditions) Under Condition of BLR, there is positive constant \( C \) and function \( \rho : Z \to \mathbb{R}_+ \) with \( \int_Z \rho(z)^2 f_1(z) \, dz < \infty \) such that for all \( x, y \in [0, 1] \),

\begin{align}
|\mathcal{P}(x) - \mathcal{P}(y)| + |\mathcal{M}(x) - \mathcal{M}(y)| &\leq C |x - y|, \\
|\mathcal{P}(x)| + |\mathcal{P}(y)| &\leq C(1 + |x|), \\
|\xi(x, z) - \xi(y, z)| &\leq \rho(z) |x - y|, \quad |\xi(x, z)| \leq (1 + |x|).
\end{align}

We denote by \( P_2 \) the probability distribution of \( (D_t, D_T) \) induced by \( (Y_t)_{t \in [0, T]} \) under \( \mathbb{P} \). We show that \( P_1 \) is absolutely continuous with respect to \( P_2 \) and that the corresponding Radon–Nikodym derivative has the following form:

\begin{equation}
\Xi_T(Y) := \frac{dP_1}{dP_2}(Y) = \prod_{i=1}^{n(T)} e^{\beta \nu(\tau_i, z_i)} \hat{f}(\tau_i, z_i) \\
\exp \left( -\sum_{i=0}^{n(T)} \int_{\tau_i}^{\tau_{i+1} \wedge T} \lambda [Y_s, E_1(e^{\beta \nu}) + (1 - Y_s) E_2(e^{\beta \nu}) - 1] \, ds \right),
\end{equation}

where \( E_i \) are expectation operators on \( z \in Z \) under density function \( f_1 \), \( i = 1, 2 \); \( z_i \) are the sequence of jump size; \( \tau_i \) and \( n(T) \) are the sequence of jump times and total jump times up to \( T \) respectively:

\( \tau_0 = 0, \quad \tau_{i+1} = \inf \{ s > \tau_i : Y_s \neq Y_{s-} \} \) and \( n(T) = \max \{ i : \tau_i \leq T \} \).

Note that for \( t > 0 \), when capital \( T \) in (4.20) is substituted by small \( t \), we have

\begin{equation}
\Xi_t(Y) = 1 + \int_0^t \Xi_{s-}(Y) \left( e^{\beta \nu(s, z)} \hat{f}(Y_{s-}, z) - 1 \right) \tilde{N}_2(ds, dz),
\end{equation}

where \( \tilde{N}_2(ds, dz) = N_2(ds, dz) - \lambda f_1(z) \, dz \) \, dt is the compensated Poisson random measure under \( \mathbb{P} \). The operator \( \tilde{L}^{\nu} \) associated with \( Y \) is given by

\begin{equation}
\tilde{L}^{\nu} g(x) := \mathcal{P}(x) g'(x) + \frac{1}{2} \mathcal{M}(x) g''(x) + \int_Z \{ g(\xi(x, z)) - g(x) \} \lambda f_1(z) \, dz.
\end{equation}

It follows that the functional \( \tilde{K}_\pi(t) := g(Y_t) - g(x) - \int_0^t \tilde{L}^{\nu} g(Y_s) \, ds \) is a martingale under \( P_2 \) for each point \( x \in [0, 1] \) and each function \( g(x) \in C^2([0, 1]) \), and \( P_2 \) is the unique such probability distribution. Replacing \( \pi \) by \( Y \) in \( K_\pi(t) \) defined in (4.16) and applying an integration by parts,
we have

\[ \Xi_t K_g(t) = \int_0^t K_g(s-)d\Xi_s + \int_0^t \Xi_s - d\tilde{K}_g(s) + \int_0^t \Xi_s -(dK_g(s) - d\tilde{K}_g(s)) \]

As both \( \Xi_t \) and \( \tilde{K}_g(t) \) are martingales under \( P_2 \), it follows that \( \Xi_t K_g(t) \) is a martingale under \( P_2 \). Now for each \( A \in D_T \), we set \( \tilde{P}_1(A) = \int_A \Xi_T(T)dP_2 \). We can clearly see that \( K_g(t) \) is a martingale under \( \tilde{P}_1 \). Because of uniqueness, we conclude that \( \tilde{P}_1 = P_1 \).

Having established the preparatory results above, now we provide the main result of this subsection. For the sake of definiteness, we denote by \( \pi^x \) and \( \Upsilon^x \) the solutions to (4.2) and (4.17), respectively, starting from \( x \).

**Theorem 4.5.** The value function \( \Lambda^M(t,x) \) is Lipschitz continuous in \( x \).

**Proof.** For \( x, y \in [0, 1] \), we have

\[ |\Lambda^M(0,x) - \Lambda^M(0,y)| \leq \sup_{\nu \in \mathcal{G}^{0,\nu,M}} \left| \mathbb{E}^{0,x,\nu}[\exp(\int_0^T \Gamma(x,\nu)du)] - \mathbb{E}^{0,y,\nu}[\exp(\int_0^T \Gamma(y,\nu)du)] \right| + |\mathbb{E}^{0,x,\nu}[\int_0^T \exp(\int_0^t \Gamma(x,\nu)du)dt] - \mathbb{E}^{0,y,\nu}[\int_0^T \exp(\int_0^t \Gamma(y,\nu)du)dt]| \leq \sup_{\nu \in \mathcal{G}^{0,\nu,M}} \{ A_t + B_t + \int_0^T A_t dt + \int_0^T B_t dt \}, \]

with

\[ A_t := \left| \exp \left[ \int_0^t \Gamma(x,\nu)du \right] (\Xi_t(\Upsilon^x) - \Xi_t(\Upsilon^y)) \right| \]

\[ B_t := \Xi_t(\Upsilon^y) \left| \exp \left[ \int_0^t \Gamma(x,\nu)du \right] - \exp \left[ \int_0^t \Gamma(y,\nu)du \right] \right|. \]

We first focus on term \( A \). As \( \nu \in [-M, M] \), the function \( \Gamma \) is bounded, and therefore, for some constant \( R_A > 0 \), \( \mathbb{E}(A_T) \leq R_A \mathbb{E}(|\Xi_T(\Upsilon^x) - \Xi_T(\Upsilon^y)|) \). Using the inequality: \( \prod_{i=1}^n a_i - \prod_{i=1}^n b_i \leq n \max_{1 \leq i \leq n} |a_i - b_i| \) for any two positive sequences \( \{a_i\}_{i=1}^n \) and \( \{b_i\}_{i=1}^n \),
we obtain that
\[
\mathbb{E} \left[ \int_0^T \left( \sum_{k=1}^{n(T)} \frac{e^{\beta \nu (t, z_i)}}{f_1(z_i)} \exp \left( - \int_0^T \lambda [\mathcal{Y}_{t+1}^z \mathbf{E}_1(e^{\beta \nu}) + (1 - \mathcal{Y}_{t+1}^z) \mathbf{E}_2(e^{\beta \nu})] ds \right) \right] \right] \leq e^{LT} \sum_{k=1}^{n(T)} k (e^{BM}(1 + b_{\text{max}}))^{k-1} I_{n(T)=k} \max \left\{ \frac{e^{\beta \nu (t, z_i)}}{f_1(z_i)} \right\}
\]
\[
\leq e^{LT} \sum_{k=1}^{n(T)} k (e^{BM}(1 + b_{\text{max}}))^{k-1} I_{n(T)=k-1} R_M \sup_{0 \leq s \leq T} |\mathcal{Y}_s^z - \mathcal{Y}_s^y|,
\]
where the constant \(R_M = 2 \max(\lambda T, 1 + b_{\text{max}}) e^{BM}\). In the last inequality, we use the fact that \(|\exp(-a) - \exp(-b)| \leq |a - b|\) for any bounded \(a, b\). It is also clear the term in the last line is finite because \(\mathcal{Y}_t\) always stays in \([0, 1]\). From Cauchy–Schwarz inequality, we further obtain
\[
\mathbb{E} \left[ \int_0^T \left( \sum_{k=1}^{n(T)} \frac{e^{\beta \nu (t, z_i)}}{f_1(z_i)} \exp \left( - \int_0^T \lambda [\mathcal{Y}_{t+1}^z \mathbf{E}_1(e^{\beta \nu}) + (1 - \mathcal{Y}_{t+1}^z) \mathbf{E}_2(e^{\beta \nu})] ds \right) \right] \right] \leq e^{LT} \sum_{k=1}^{n(T)} k (e^{BM}(1 + b_{\text{max}}))^{k-1} I_{n(T)=k-1} R_M \sup_{0 \leq s \leq T} |\mathcal{Y}_s^z - \mathcal{Y}_s^y| \left( \mathbb{E} \left[ \left( \sum_{k=1}^{n(T)} I_{n(T)=k-1} \right)^{1/2} \right] \right)^{1/2}.
\]

Recall that \(n(T)\) counts the total number of jumps of a Poisson process with the constant intensity rate \(\lambda\) prior to \(T\), it follows that for \(C_M = (\lambda T e^{BM}(1 + b_{\text{max}}) + 1)\),
\[
\sum_{k=1}^{\infty} k (e^{BM}(1 + b_{\text{max}}))^{k-1} \mathbb{E} [\sup_{0 \leq s \leq T} |\mathcal{Y}_s^z - \mathcal{Y}_s^y|^2] = C_M \exp(\lambda T e^{BM}(1 + b_{\text{max}}) - 1)].
\]

It remains to show that there exists a constant \(C > 0\) such that
\[
\mathbb{E} \left[ \sup_{0 \leq s \leq T} |\mathcal{Y}_s^z - \mathcal{Y}_s^y|^2 \right] \leq C |x - y|^2.
\]

Note that
\[
d(\mathcal{Y}_t^z - \mathcal{Y}_t^y) = (\mathcal{P}(\mathcal{Y}_t^z) - \mathcal{P}(\mathcal{Y}_t^y)) dt + (\mathcal{S}(\mathcal{Y}_t^z) - \mathcal{S}(\mathcal{Y}_t^y)) dW_t^y + \int_\mathcal{Z} (\xi(\mathcal{Y}_{t-}^z, z) - \xi(\mathcal{Y}_{t-}^y, z) - \mathcal{Y}_{t-}^z + \mathcal{Y}_{t-}^y) N_2(dt, dz).
\]

Applying Itô’s lemma to the function \(|\mathcal{Y}_t^z - \mathcal{Y}_t^y|^2\) and Corollary 2.12 in [31], we obtain a constant \(C\) such that
\[
\mathbb{E} \left[ \sup_{0 \leq s \leq T} |\mathcal{Y}_s^z - \mathcal{Y}_s^y|^2 \right] \leq C \left\{ |x - y|^2 + \mathbb{E} \left[ \int_0^T |\mathcal{P}(\mathcal{Y}_t^z) - \mathcal{P}(\mathcal{Y}_t^y)|^2 dt \right] \right.
\]
\[
+ \mathbb{E} \left[ \int_0^T |\mathcal{S}(\mathcal{Y}_t^z) - \mathcal{S}(\mathcal{Y}_t^y)|^2 dt \right]
\]
\[
+ \mathbb{E} \left[ \int_0^T \lambda |\xi(\mathcal{Y}_t^z, z) - \xi(\mathcal{Y}_t^y, z)|^2 f_1(z) dz dt \right] \right\}.
\]
By the Lipschitz conditions of $\tilde{\mu}$, $\tilde{\sigma}$, $\xi$ given by Lemma 4.4, we obtain the inequality
\[
E\left[\sup_{0 \leq s \leq T} |Y^x_s - Y^y_s|^2\right] \leq C^r \left\{ |x - y|^2 + (L_1 + \lambda C^r_x) \int_0^T E\left[\sup_{0 \leq s \leq r} |Y^x_s - Y^y_s|^2\right] dr \right\},
\]
for some positive constant $C > 0$ and $C^r_x := \int_{\mathbb{R}} \rho^2(z) f_1(z) dz$. Thus, from the Gronwall's inequality, we obtain the desired inequality (4.21).

We next consider the term $B$. From the Cauchy-Schwarz inequality, we obtain
\[
E[B_T] \leq \|\Sigma_T(Y^x)^2\|^2 E\left[\exp\left(\int_0^T \Gamma(\chi^x_u, \nu) du\right) - \exp\left(\int_0^T \Gamma(\chi^y_u, \nu) du\right)\right]^{1/2}\]
\[
\leq C_B \|\Sigma_T(Y^x)^2\|^2 E\left[\sup_{0 \leq s \leq T} |\Gamma(\chi^x_s, \nu) - \Gamma(\chi^y_s, \nu)|^2\right]^{1/2}\]
\[
\leq C_B \|\Sigma_T(Y^x)^2\|^2 E\left[\sup_{0 \leq s \leq T} |Y^x_s - Y^y_s|^2\right]^{1/2},
\]
where in the second inequality, we use again $|\exp(-a) - \exp(-b)| \leq |a - b|$; in the last inequality, we use that fact that $\Gamma(x, \nu)$ is Lipschitz continuous in the state variable $x$ for $\nu \in [-M, M]$. Recalling (4.21), it remains to show the following:
\[
E[\Sigma_T(Y^x)^2] \leq e^{2\lambda T} \prod_{i=1}^{n(T)} e^{2\lambda T} E\left[\frac{\Gamma(\chi^x_{t_i}, z_i)}{\rho^2(t_i)}\right] \exp\left(-2 \int_0^T \lambda |Y^x_t E_1(e^{\beta \nu}) + (1 - Y^x_t) E_2(e^{\beta \nu})| ds \right)
\]
\[
\leq e^{2\lambda T} \prod_{i=1}^{n(T)} e^{2\lambda T} (b_{\max} + 1)^2 n(T)\]
\[
\leq \lambda T (e^{2\lambda T} (b_{\max} + 1)^2 + 1) < +\infty.
\]
The above analysis can be easily extended to the other two terms $\int_0^T A_t dt$ and $\int_0^T B_t dt$. By the arbitrariness of $\nu \in \Pi^{0, M}$, we complete the proof. \hfill \Box

Next, we show the continuity of $A^{M}(t, x)$ in the time variable $t$. The following estimates of the filter process $\pi$ will be used, the proof is placed in Appendix C

**Proposition 4.6.** For arbitrary $\nu \in \Pi^{0, M}$, denote by $(\pi^{t, x, \nu}_s)_{s \in [t, T]}$ the solution to (4.2) starting from $(t, x) \in \mathcal{U}_T$. For any $k \in [0, 2]$ and $0 \leq t \leq s \leq T$, there is a constant $C_x > 0$ uniformly such that
\[
\tilde{\pi}^{t, x, \nu}_s \left[ \sup_{t \leq u \leq s} (1 + |\pi^{t, x, \nu}_u|^k) \right] \leq C \left(1 + |x|^k\right),
\]
(4.22)
\[
\tilde{\pi}^{t, x, \nu}_s \left[ \sup_{t \leq u \leq s} |\pi^{t, x, \nu}_u - x|^k \right] \leq C \left(1 + |x|^k\right)(s - t)^{\frac{k}{2}}.\]
(4.23)

**Proposition 4.7.** For $t, s \in [0, T]$ and $x, y \in [0, 1]$, there is constant $C > 0$:
\[
|A^M(t, x) - A^M(s, x)| \leq C^r \left|s - t\right|^\frac{1}{2} + |x - y|.
\]

**Proof.** Let $0 \leq t < s \leq T$, applying Theorem 3.1 (a weaker form since the control set is closed for $\Lambda^M$), we obtain
\[
|A^M(t, x) - A^M(s, x)| \leq \sup_{\nu \in \Pi^{0, M}} \tilde{\pi}^{t, x, \nu}_s \left[ e^{\int_t^s \Gamma(\pi^{t, x, \nu}_u, \nu) du} A^M(s, \pi^{t, x, \nu}_s) + \int_t^s e^{\int_t^r \Gamma(\pi^{t, x, \nu}_u, \nu) du} dr - A^M(s, x) \right]
\]
\[
\leq \sup_{\nu \in \Pi^{0, M}} \tilde{\pi}^{t, x, \nu}_s \left( e^{\int_t^s \Gamma(\pi^{t, x, \nu}_u, \nu) du} |A^M(s, \pi^{t, x, \nu}_s) - A^M(s, x)| \right.
\]
\[
+ A^M(s, x) \left| e^{\int_t^s \Gamma(\pi^{t, x, \nu}_u, \nu) du} - 1 \right| + \left. \int_t^s e^{\int_t^r \Gamma(\pi^{t, x, \nu}_u, \nu) du} dr \right) = (I) + (II) + (III).\]
By virtue of the boundedness of $\Gamma$ for $\nu \in [-M, M]$, Lipschitz continuity of $\Lambda^M$ in $x$ by Theorem 4.5, and (4.23), there is a positive constant $C$ such that

\[
(\text{I}) \leq C \sup_{\nu \in \Theta^M} \mathbb{E}^{t,x,\nu} \left[ |\pi^{t,x,\nu}_\kappa - x| \right] \leq C(1 + |x|)(s - t)^{\frac{1}{2}},
\]

\[
(\text{II}) \leq \Lambda^M(s,x)e^{C(s-t)} - 1 \leq C(s - t),
\]

\[
(\text{III}) \leq C(s - t).
\]

Finally, we obtain $|\Lambda^M(t,x) - \Lambda^M(s,x)| \leq (C + T^\frac{1}{2})|s - t|^{\frac{1}{2}}$, together with Theorem 4.5, the proof is complete.

4.3. $\Lambda^M$ is a viscosity solution of the HJB PIDE (4.9). We adapt the notion of a viscosity solution introduced by [3] to the case of integro-differential equations, which is based on the notion of a test function and interprets equation (4.9) in a weaker sense. We focus on the case $\kappa < 0$, and for $0 < \kappa < 1$, we follow a similar argument.

**Definition 4.8.** (viscosity solution (test functions)) A bounded function $g \in C(\overline{\Omega}_T)$ is a viscosity supersolution (subsolution) of equation (4.9) if, for any bounded test function $\psi \in C^{1,2}(\overline{\Omega}_T)$ such that $(t_0, x_0) \in \mathcal{U}_T$ is a global minimum (maximum) point of $g - \psi$ with $g(t_0, x_0) = \psi(t_0, x_0)$, then we have

\[
(-\partial_t - \mathcal{L}(x_0)\partial_x - \frac{1}{2}\sigma(x_0)^2 \partial_{xx})\psi(t_0, x_0) - \max_{\nu \in [-M, M]} H_{\psi}(t_0, x_0, \nu) \geq 1 (\text{resp.} \leq 1),
\]

where $H_{\psi}(t, x, \nu) := \Gamma(x, \nu)\psi(t, x) + \int_Z \{\psi(t, \xi(x, z)) - \psi(t, x)\} \lambda e^{\beta \nu} f(x, z)dz$.

A bounded function $g$ is a viscosity solution of (4.9) if it is both a viscosity subsolution and supersolution of (4.9).

We establish the following result.

**Theorem 4.9.** $\Lambda^M$ is a bounded Lipschitz continuous viscosity solution of HJB PIDE (4.9) in $\mathcal{U}_T$ subject to the terminal condition $\Lambda^M(T, x) = 1$, $x \in [0, 1]$.

**Proof. Step 1: Viscosity supersolution.** Let $(t_0, x_0) \in \mathcal{U}_T$ and $\psi \in C^{1,2}(\overline{\Omega}_T)$ such that $0 = (\Lambda^M - \psi)(t_0, x_0) = \min_{(t,x) \in \mathcal{U}_T} (\Lambda^M(t, x) - \psi(t, x))$, and hence $\Lambda^M \geq \psi$ on $\mathcal{U}_T$. Let $(t_k, x_k)$ be a sequence in $\mathcal{U}_T$ such that $\lim_{k \to \infty} (t_k, x_k) = (t_0, x_0)$, and define the sequence $\{\varphi_k\}$ as $\varphi_k := \Lambda^M(t_k, x_k) - \psi(t_k, x_k)$. From the continuity of $\Lambda^M$ (Proposition 4.7), we have $\lim_{k \to \infty} \Lambda^M(t_k, x_k) = \Lambda^M(t_0, x_0)$, so $\lim_{k \to \infty} \varphi_k = 0$.

Consider a given control $\nu \in \Theta^t,M$, denote the filter process (the solution to (4.2)) with the initial state $\pi^\nu_{t_k} = x_k$ by $\tilde{\pi}^k$, and define stopping times $\tau_k$ as

\[
\tau_k := \inf\{s > t_k : (s, \pi^\nu_s) \not\in [t_k, t_k + \beta_k] \times (x_k - \epsilon_0, x_k + \epsilon_0) \cap \mathcal{U}_T\},
\]

for a given constant $\epsilon_0 \in (0, 1/2)$ and $\beta_k := \sqrt{\epsilon_0}1_{\varphi_k \neq 0} + k^{-1}1_{\varphi_k = 0}$, so $\lim_{k \to \infty} \tau_k = 0$. Using Theorem 3.1, we obtain

\[
\Lambda^M(t_k, x_k) \geq \mathbb{E}^{t_k, x_k, \nu} \left[ e^{\int_{t_k}^{\tau_k} \Gamma(\pi^\nu_s, u_s)du} \psi(\tau_k, \pi^\nu_{\tau_k}) + \int_{t_k}^{\tau_k} e^{\int_{s}^{t} \Gamma(\nu, u_s)du}ds \right],
\]

and hence by the definition of $\varphi_k$,

\[
\varphi_k \geq \mathbb{E}^{t_k, x_k, \nu} \left[ \psi(\tau_k, \pi^\nu_{\tau_k}) - \psi(t_k, x_k) + \int_{t_k}^{\tau_k} \zeta^k(s)ds \right].
\]
where \( \zeta^k(s) := \exp\left[\int_{t_k}^s \Gamma^{k, k}(\pi_u^k, \nu_u)\,du\right] \). Applying Itô’s lemma to \( \zeta^k \psi \), we have

\[
\zeta^k(t_k) \psi(t_k, \pi_{t_k}^k) = \psi(t_k, x_k) + \int_{t_k}^{t_k} \Gamma(\pi_u^k, \nu_u) \zeta^k(u) \psi(u, \pi_u^k) + \zeta^k(u) \{ (\mathcal{L}^\nu + \partial_t) \psi(u, \pi_u^k) \} \,du
\]

\[
+ \int_{t_k}^{t_k} \zeta^k(u) \partial_x \psi(u, \pi_u^k) \,dW_u^\beta
\]

\[
+ \int_{t_k}^{t_k} \zeta^k(u) \int \left( \psi(u, \xi(\pi_u^k, z)) - \psi(u, \pi_u^k) \right) \tilde{N}^\beta(du, dz).
\]

By assumption, the last two terms are martingales under \( \tilde{\mathbb{P}}^t_k \). Thus,

\[
\tilde{\mathbb{E}}^{t_k, x_k, \nu}[\zeta^k(t_k) \psi(t_k, \pi_{t_k}^k)] = \psi(t_k, x_k)
\]

\[
+ \tilde{\mathbb{E}}^{t_k, x_k, \nu} \left[ \int_{t_k}^{t_k} \Gamma(\pi_u^k, \nu_u) \zeta^k(u) \psi(u, \pi_u^k) + \zeta^k(u) \{ (\mathcal{L}^\nu + \partial_t) \psi(u, \pi_u^k) \} \,du \right].
\]

Recalling (4.25), we obtain

(4.26) \[ \varphi_k \geq \tilde{\mathbb{E}}^{t_k, x_k, \nu}[\int_{t_k}^{t_k} \zeta^k(u) \{ (\mathcal{L}^\nu + \partial_t) \psi(u, \pi_u^k) + 1 + \Gamma(\pi_u^k, \nu_u) \psi(u, \pi_u^k) \} \,du]. \]

We now aim to let \( k \to \infty \), but we cannot directly apply the mean-value theorem as \( u \to g(u, \pi_u^k, \nu_u) \) is not continuous for function \( g \) in general. We first show that the last term of the r.h.s of (4.26) satisfies the following estimates,

\[
\tilde{\mathbb{E}}^{t_k, x_k, \nu}[\int_{t_k}^{t_k} \zeta^k(u) \Gamma(\pi_u^k, \nu_u) \psi(u, \pi_u^k) \,du]
\]

\[
(4.27) \geq \tilde{\mathbb{E}}^{t_k, x_k, \nu}[\int_{t_k}^{t_k} \Gamma(x_k, \nu_u) \psi(t_k, x_k) \,du] - \beta_k \epsilon(\beta_k),
\]

for some \( \epsilon(\beta_k) \to 0 \) as \( \beta_k \to 0 \), where \( \beta_k \) is defined in (4.24). By choosing a sufficiently small \( \epsilon_0 \), and from the local Lipschitz continuity of bounded continuous function \( \psi \in C^{1,2}(\Omega_T) \), we have

\[
|\psi(u, \pi_u^k) - \psi(t_k, x_k)| \leq C_{\epsilon_0} \left( |u - t_k| + |\pi_u^k - x_k| \right), \quad \forall u \in [t_k, \tau_k].
\]

In addition, \( \Gamma(x, \nu) \) is bounded and Lipschitz in \( x \) for \( \nu \in \Theta_M \) and therefore

\[
|\Gamma(\pi_u^k, \nu_u) - \Gamma(x_k, \nu_u)| \leq C |\pi_u^k - x_k|,
\]

\[
|\zeta^k(u) - 1| \leq C |u - t_k| \sup_{t_k \leq u \leq \tau_k} |\pi_u^k - x_k|.
\]

We denote by \( \|\psi\| \) the uniform norm of the function \( \psi \), and we have

\[
\tilde{\mathbb{E}}^{t_k, x_k, \nu}[\int_{t_k}^{t_k} \zeta^k(u) \Gamma(\pi_u^k, \nu_u) \psi(u, \pi_u^k) \,du]
\]

\[
\geq \tilde{\mathbb{E}}^{t_k, x_k, \nu}[\int_{t_k}^{t_k} \Gamma(\pi_u^k, \nu_u) \zeta^k(u) \psi(t_k, x_k) \,du]
\]

\[
- C_{\epsilon_0} \beta_k \left\{ \beta_k + \tilde{\mathbb{E}}^{t_k, x_k, \nu}\left[ \sup_{t_k \leq u \leq \tau_k} |\pi_u^k - x_k| \right] \right\}
\]

\[
\geq - C_{\epsilon_0} \|\psi\| \beta_k \left\{ \beta_k + C'\|\psi\| \tilde{\mathbb{E}}^{t_k, x_k, \nu}\left[ \sup_{t_k \leq u \leq \tau_k} |\pi_u^k - x_k| \right] \right\}.
\]
Together with (4.23) in Proposition 4.6 gives (4.27). By using the continuity of $\partial_t \psi$, $\partial_x \psi$, and $\partial_{xx} \psi$, as well as (4.18) in Lemma 4.4, similar arguments give
\[
\tilde{E}^k_{t,x,v} \left[ \int_{t_k}^{t} \zeta^k(u) \{ \partial_t + \nabla \pi^k(\pi_u^k) \partial_x + \frac{1}{2} \nabla^2 \pi^k(\pi_u^k) \partial_{xx} \} \psi(u, \pi_u^k) du \right] \geq \tilde{E}^k_{t,x,v} \left[ \int_{t_k}^{t} \{ \partial_t + \nabla \pi^k(\pi_u^k) \partial_x + \frac{1}{2} \nabla^2 \pi^k(\pi_u^k) \partial_{xx} \} \psi(t_k, \pi_u^k) - \beta_k \epsilon(\beta_k) \right].
\]

Next, using (4.18), we have
\[
|\psi(u, \xi(\pi_u^k, z)) - \psi(t_k, \xi(x_k, z))| \leq C_\epsilon \left( |u - t_k| + |\xi(\pi_u^k, z) - \xi(x_k, z)| \right) \leq C_\epsilon \left( |u - t_k| + (\rho(z) + 1)|\pi_u^k - x_k| \right), \quad \forall u \in [t_k, \tau_k].
\]
Note that $C_\rho := \int_\mathcal{Z} \rho(z)(f_1(z) + f_2(z)) dz < \infty$ under Condition of BLR, therefore
\[
\tilde{E}^k_{t,x,v} \left[ \int_{t_k}^{t} \zeta^k(u) \left\{ \psi(u, \xi(\pi_u^k, z)) - \psi(u, \pi_u^k) \right\} f(\pi_u^k, z)e^{\beta u} dz du \right] \geq \tilde{E}^k_{t,x,v} \left[ \int_{t_k}^{t} \beta \left( 2e^{\beta u} - 2 \epsilon(\beta_u) \right) dz du \right] + \beta_k C_\epsilon \left( \beta_k + C_\rho \tilde{E}^k_{t,x,v} \left[ \sup_{t_k \leq u \leq \tau_k} |\pi_u^k - x_k| \right] \right).
\]

By substituting these estimates back into (4.26), we have
\[
\frac{\varphi_k}{\beta_k} \geq \frac{1}{\tilde{E}^k_{t,x,v}} \left[ \int_{t_k}^{t} \{ \partial_t + \nabla \pi^k(\pi_u^k) \partial_x + \frac{1}{2} \nabla^2 \pi^k(\pi_u^k) \partial_{xx} \} \psi(t_k, \pi_u^k) + 1 + H_\psi(t_k, \pi_u^k, \nu_u) du \right] - \epsilon(\beta_k).
\]
Finally, we set $k \to \infty$, $t_k \to t_0$, $\varphi_k/\beta_k \to 0$, $\epsilon(\beta_k) \to 0$, and from the mean-value theorem, the bounded convergence theorem, and when replacing $\nu$ by a constant strategy, we have
\[
\{ \partial_t + \nabla \pi^k(\pi_u^k) \partial_x + \frac{1}{2} \nabla^2 \pi^k(\pi_u^k) \partial_{xx} \} \psi(t_0, x_0) + 1 + H_\psi(t_0, x_0, \nu) \leq 0.
\]
As $\nu$ is arbitrary, we obtain the supersolution viscosity inequality.
\[
\{ \partial_t + \nabla \pi(\pi_u^k) \partial_x + \frac{1}{2} \nabla^2 \pi(\pi_u^k) \partial_{xx} \} \psi(t_0, x_0) + 1 + \max_{\nu \in [-M,M]} H_\psi(t_0, x_0, \nu) \leq 0.
\]

Step 2: Viscosity subsolution. Let $(t_0, x_0) \in \mathcal{U}_T$ and $\psi \in C^{1,2}(\overline{\mathcal{U}_T})$ such that $0 = (\Lambda^M - \psi)(t_0, x_0) = \max_{(t,x) \in \mathcal{U}_T} (\Lambda^M(t, x) - \psi(t, x))$, and thus $\Lambda^M \leq \psi$ on $\mathcal{U}_T$. We aim to establish the subsolution viscosity inequality in $(t_0, x_0)$. We argue by contradiction and assume that there is $\ell > 0$, such that
\[
\{ \partial_t + \nabla \pi(\pi_u^k) \partial_x + \frac{1}{2} \nabla^2 \pi(\pi_u^k) \partial_{xx} \} \psi(t_0, x_0) + 1 + \max_{\nu \in [-M,M]} H_\psi(t_0, x_0, \nu) < -\ell < 0.
\]
As $\mathcal{L}^\nu \psi$ is continuous, there exists an open set $\mathcal{N}_{\epsilon_0}$ surrounding $(t_0, x_0)$ defined for $\epsilon_0 \in (0,1/2)$ as
\[
\mathcal{N}_{\epsilon_0} := \{ (t, x) : (t, x) \in (t_0 - \epsilon_0, t_0 + \epsilon_0) \times (x_0 - \epsilon_0, x_0 + \epsilon_0) \cap \mathcal{U}_T \}
\]
and such that for $x \in \mathcal{N}_{\epsilon_0}$,
\[
\{ \partial_t + \nabla \pi(\pi_u^k) \partial_x + \frac{1}{2} \nabla^2 \pi(\pi_u^k) \partial_{xx} \} \psi(t_0, x_0) + 1 + \max_{\nu \in [-M,M]} H_\psi(t, x, \nu) < -\ell < 0.
\]
We let $\epsilon > 0$ be such that
\[
\max_{(t,x) \in \mathcal{U}_T \setminus \mathcal{N}_{\epsilon_0}} (\Lambda^M - \psi)(t, x) \leq -\epsilon e^{-\sigma_0 Cr} < 0,
\]
where $C_\Gamma := \max_{x \in [0,1], \nu \in [-M, M]} (-\Gamma(x, \nu), 0) < \infty$ by the boundedness of $\Gamma$.

Let $(t_k, x_k)$ be a sequence in $N_\varepsilon$ such that

$$\lim_{k \to \infty} (t_k, x_k) = (t_0, x_0),$$

and define the sequence $\{\varphi_k\}$ as $\varphi_k := \Lambda^M(t_k, x_k) - \psi(t_k, x_k)$. By continuity of $\Lambda^M$ and $\psi$, we have $\lim_{k \to \infty} \varphi_k = 0$. For all $k \geq 1$ and $\varepsilon_k > 0$ with $\lim_{k \to \infty} \varepsilon_k = 0$, consider the $\varepsilon_k$-optimal control $\nu^{*k}$, such that

$$(4.28) \quad \Lambda^M(t_k, x_k) \leq \Lambda(t_k, x_k, \nu^{*k}) + \varepsilon_k.$$

Denote the filter process (the solution to (4.2)) by $\tilde{\pi}^k$, with the initial state given by $\tilde{\pi}^k_0 = x_k$ and the control given by $\nu = \nu^{*k}$, and we define the stopping time

$$(4.29) \quad \tau_k := \inf\{s > t_k : (s, \tilde{\pi}_s^k) \notin N_\varepsilon\}.$$

By definition, we have $\Lambda^M(t_k, \tilde{\pi}_s^k) - \psi(t_k, \tilde{\pi}_s^k) \leq -te^{-\varepsilon_0 C \tau}.$

Let $\tilde{\zeta}^k(s) := \exp(\int_{t_k}^s \Gamma(\tilde{\pi}^k_u, \nu^{*k})du)$, we have

$$\tilde{\zeta}^k(\tau_k)\Lambda^M(\tau_k, \tilde{\pi}^k_{\tau_k}) + \int_{t_k}^{\tau_k} \tilde{\zeta}^k(s)ds - \Lambda^M(t_k, x_k)$$

$$\leq \tilde{\zeta}^k(\tau_k)\psi(\tau_k, \tilde{\pi}^k_{\tau_k}) + \int_{t_k}^{\tau_k} \tilde{\zeta}^k(s)ds - \psi(t_k, x_k) - te^{-\varepsilon_0 C \tau} \tilde{\zeta}^k(\tau_k) - \varphi_k$$

$$\leq \int_{t_k}^{\tau_k} \tilde{\zeta}^k(u) \left( (\partial_t + L^{\nu^{*k}})\psi(u, \tilde{\pi}^k_u) + 1 \right)du - \tau - \varphi_k.$$

From the above calculations, we have

$$\tilde{\mathbb{E}}^{t_k, x_k, \nu^{*k}} \left[ \tilde{\zeta}^k(\tau_k)\Lambda^M(\tau_k, \tilde{\pi}^k_{\tau_k}) + \int_{t_k}^{\tau_k} \tilde{\zeta}^k(s)ds \right]$$

$$\leq \Lambda^M(t_k, x_k) - \tau - \varphi_k - \varepsilon_k \tilde{\mathbb{E}}^{t_k, x_k, \nu^{*k}}[\tau_k - t_k].$$

However, from the optimality of $\Lambda^M$ and (4.28) we have

$$\tilde{\mathbb{E}}^{t_k, x_k, \nu^{*k}} \left[ \tilde{\zeta}^k(\tau_k)\Lambda^M(\tau_k, \tilde{\pi}^k_{\tau_k}) + \int_{t_k}^{\tau_k} \tilde{\zeta}^k(s)ds \right] \geq \Lambda^M(t_k, x_k) - \varepsilon_k.$$

By selecting $\varepsilon_k = \varphi_k$, we have $\Lambda^M(t_k, x_k) \leq \Lambda^M(t_k, x_k) - \tau$, which is a contradiction, and therefore we have shown the subsolution inequality. \hfill \Box

4.4. $\Lambda^M$ is a classical solution of HJB (4.15). We introduce an alternative definition of the viscosity solution first suggested by [38] and formalized in various contexts as in [3, 12, 46], and show that this alternative definition is equivalent to Definition 4.8.

**Definition 4.10** (viscosity solution (test functions in the local terms only)). A bounded function $g \in C(\overline{U}_T)$ is a viscosity supersolution (subsolution) of equation (4.9) if, for any bounded test function $\psi \in C^{1,2}(\overline{U}_T)$ such that $(t_0, x_0) \in U_T$ is a global minimum (maximum) point of $g - \psi$ with $g(t_0, x_0) = \psi(t_0, x_0)$, we have

$$(-\partial_t - \overline{\pi}(x_0)\partial_x - \frac{1}{2} \overline{\pi}(x_0)^2 \partial_{x^2})\psi(t_0, x_0) - \max_{\nu \in [-M, M]} H_g(t_0, x_0, \nu) \geq 1 \text{ (resp.} \leq 1),$$

where $H_g(t, x, \nu) := \Gamma(x, \nu)g(t, x) + \int_{Z} \{g(t, \xi(x, z)) - g(t, x)\} \lambda e^{\beta u} f(x, z)dz$.

A bounded function $g$ is a viscosity solution of (4.9) if it is both a viscosity subsolution and supersolution of (4.9).

**Proposition 4.11.** Definitions 4.8 and 4.10 of viscosity solutions are equivalent.
The proof is placed in Appendix C.

Together with Theorem 4.9, we immediately conclude the following corollary corresponding to Step 4 in proof of Theorem 4.1 in Sect. 4.1.

**Corollary 4.12.** The function $\Lambda^M$ is a viscosity solution of PDE (4.15).

Given the results above, we formally define the functional $\mathcal{I}_\beta[g]$:

$$\mathcal{I}_\beta[g](t, x) := (1 - \beta)\lambda \int \frac{\beta}{1 + |x|} \left[ g(t, \xi(x, z)) - g(t, x) \right] f(x, z) dz.$$  

Under Condition of BLR, $\mathcal{I}_\beta[g]$ is well defined for the bounded function $g$. We observe that for $M$ sufficiently large (as (4.11) in Lemma 4.3),

$$\mathcal{I}_\beta[\Lambda^M](t, x) = \max_{\nu \in [-M, M]} H_{\Lambda^M}(t, x, \nu) + d_0(x).$$

Thus, we rewrite the HJB PIDE (4.9) as the equivalent parabolic PDE (4.15), as stated in Step 3 in Sect. 4.1. We provide the following Lemma on $\mathcal{I}_\beta$, which will be used when we prove the uniqueness and existence of the classical solution to the PDE (4.15); the proof is placed in Appendix C.

**Lemma 4.13.** The functional $\mathcal{I}_\beta[\Lambda^M](t, x)$ is bounded and Lipschitz continuous in $x$ on $\overline{U}_T$, therefore it is Hölder continuous in $x$ with some exponent $0 < \iota < 1$.

As described in Step 5, we cite the following comparison result for the degenerate parabolic PDE to demonstrate the uniqueness of the solution to PDE (4.15).

**Theorem 4.14** (Theorem 2 in [1]). We take $u$ and $v$ as a bounded upper semicontinuous subsolution and a bounded lower semicontinuous supersolution, respectively, to (4.15), subject to the terminal condition $u(T, x) = v(T, x) = 1$, $x \in [0, 1]$. Then $u \leq v$ on $U_T$.

By the virtue of Proposition 2.4 (the boundaries of the filter process are unattainable), Proposition 4.2 (boundedness of $\Lambda^M$), and Lemma 4.4 (Lipschitz and growth conditions of coefficients in PDE), we straightforwardly check that the assumptions in [1] (Assumptions 1 and 2 therein) are verified for our case.

**Corollary 4.15.** The value function $\Lambda^M$ is the unique viscosity solution of the parabolic PDE (4.15) subject to the terminal condition $\Lambda^M(T, x) = 1$.

Following Step 6, it remains to establish the existence result of PDE (4.15). We provide the following theorem, with proof placed in Appendix B.

**Theorem 4.16.** The PDE (4.15) admits a classical solution $g \in C^{1,2}(U_T)$ subject to the terminal condition $g(T, x) = 1$.

5. Conclusion

In this study, we establish the first duality approach to the optimal investment–consumption problem with partial information and mixed-type observations. Interestingly, the inclusion of alternative data makes our problem part of the family of incomplete markets, and our dual problem is an optimization problem over a set of equivalent local martingale measures. We comprehensively demonstrate its application in a bull–bear market regime economy by drawing on expert opinions as a complementary observation source. The analytically tractable results for the power utility case show that the optimal investment and consumption policies are determined by the solution of a PIDE, which takes into account the effect of the alternative observations.

**Appendix A. Proof of Theorem 3.2**

Without loss of generality, we prove the result for starting time $t = 0$ and arbitrary initial guess $x \in [0, 1]$. For notation convenience, we suppress the index $t$ and $x$ in $A(t, x, v)$, $V^{\iota, x, \nu, \varphi, \Theta', \hat{L}(t, x, y; \nu)}$, and $\hat{L}(t, x, y)$.
Assumption A.1. The time-dependent utility functions \( U_i(t,c) \in C^2([0,T] \times \mathbb{R}+) \), \( i = 1,2 \), has the following properties for any given \( t \in [0,T] \),

i. \( U_i(t,c) \) is strictly concave with respect to \( c \) and

\[
\lim_{c \to 0^+} \frac{\partial \partial c U_i(t,c)}{\partial c U_i(t,c)} = +\infty, \quad \lim_{c \to +\infty} \frac{\partial \partial c U_i(t,c)}{\partial c U_i(t,c)} = 0.
\]

ii. There is \( c_0 > 0 \), \( \zeta \in (0,1) \) and \( \iota > 1 \) such that

\[
\zeta \frac{\partial c U_i(t,c)}{\partial c U_i(t,\iota \cdot c)} \geq \frac{\partial c U_i(t,c)}{\partial c U_i(t,0)} \text{ for } c > c_0.
\]

iii. There are positive constants \( K \) and \( \hat{\kappa} \) such that

\[
\limsup_{c \to +\infty} \max_{t \in [0,T]} \frac{\partial_i U_i(t,c)}{c^\hat{\kappa}} \leq K.
\]

Assumption A.1i. is referred to as Inada conditions that are commonly applied in economic models [24,30]. The two growth conditions in Assumption A.1ii. and A.1iii. are standard ones in duality approaches [11,27] and used to straightforwardly obtain the regularity of various functions in the duality treatment. Assumption A.1 is satisfied by most popular utility functions, such as CRRA and the constant absolute risk aversion utilities such as

\[
U_i(t,c) = \frac{c^{\kappa}}{\kappa}(0 \neq \kappa' < 1), \quad U_i(t,c) = \ln c, \quad \text{or } U_i(t,c) = 1 - e^{-\kappa'' c}(\kappa'' > 0).
\]

It is also satisfied by the class of utility functions with time-varying risk aversion, for example, \( U_i(t,c) = c^{\kappa(t)/\kappa(t)} \), where \( \kappa(t) \) is a deterministic function satisfying \( \underline{\kappa} \leq \kappa(t) \leq \bar{\kappa} \), with \( \underline{\kappa} < \bar{\kappa} < \bar{\kappa} \) being constants such that \( \underline{\kappa} > 0 \) or \( \bar{\kappa} > 0 \). In some applications, economists are interested in the power utility; particularly the case of negative power which is considered to be more realistic from the standpoint of agent behavior but usually requires a different treatment, and thus is rarely discussed in literature [19]. Assumption A.1ii. is thought to cover the case of a power utility with a negative power, which is the case arising in our optimal control problem (2.6)-(2.7) considered in Sect. 2.

In addition, if \( U_i(t,\infty) > 0 \) for all \( t \in [0,T] \), then Assumption A.1ii. implies Assumption A.1iii. and that the utility function has asymptotic elasticity strictly less than 1 [30]. In other words, for a given \( t \), \( \text{AE}(U_i(t,\cdot)) := \limsup_{c \to +\infty} \frac{\partial_i \partial c U_i(t,c)}{\partial c U_i(t,c)} < 1 \). The asymptotic elasticity can be interpreted as the ratio of the marginal utility \( \partial_c U \) to the average utility \( U/c \), for a large \( x > 0 \). With a financial application in mind, we may think of an agent comparing her marginal utility from very large wealth/consumption levels with her current average utility. As noted in [44], if the limit of the coefficient of relative risk aversion, \( \lim_{c \to +\infty} -c \partial_c U / \partial c U \) exists and is strictly positive; then \( \text{AE}(U) < 1 \). As non-increasing relative risk aversion is considered to be common among economic agents, it follows that these agents have asymptotic elasticity less than one.

For convenience of exposition, we list properties of convex dual functions \( \tilde{U}_i \) and \( I_i \) (inverse function of \( \partial_i U_i(t,\cdot) \)) for the above general class of utility functions.

Lemma A.1. Under Assumption A.1, convex dual functions \( \tilde{U}_i \) and functions \( I_i \), \( i = 1,2 \) have the following properties. For any \( t \in [0,T] \),

i. \( \tilde{U}_i : [0,T] \times \mathbb{R}+ \to \mathbb{R} \) is strictly decreasing, strictly convex and satisfies

\[
\partial_y \tilde{U}_i(t,y) = -I_i(t,y), \quad y \in \mathbb{R}+, \quad U_i(t,c) = \inf_{y \in \mathbb{R}+} [\tilde{U}_i(t,y) + xy] = \tilde{U}_i(t,\partial_y U_i(t,c)) + c \partial_y U_i(t,c), \quad c \in \mathbb{R}+.
\]

ii. \( \lim_{y \to 0^+} I_i(t,y) = +\infty, \quad \lim_{y \to +\infty} I_i(t,y) = 0. \)

iii. For some constant \( L_I > 0 \) and \( \hat{\kappa} \) the constant in Assumption A.1 iii.,

\[
I_i(t,y) \leq L_I(1 + y^{\frac{\hat{\kappa}}{2}}), \quad \forall (t,y) \in [0,T] \times \mathbb{R}+.
\]

iv. There exists \( y_0 > 0 \) such that for any \( \zeta \in (0,1) \), there is a constant \( \iota > 1 \):

\[
I_i(t,\zeta y) \leq \iota I_i(t,y), \quad \forall 0 < y < y_0.
\]
With a slight abuse of notation, let $\Theta$ be the set collecting those process $\nu := (\nu_d, \nu_I)$ associated with $Z^\theta$ in (3.4) for $Q \in \mathcal{Q}$, and write $\overline{Z}^\theta$ as $Z^\nu$. We introduce the function $\chi(y; \nu) : \mathbb{R}_+ \times \Theta \to \mathbb{R}$:

$$\chi(y; \nu) := \mathbb{E}[e^{-rT}Z_T^\nu I_1(T, e^{-rT}yZ_T^\nu)] + \int_0^T e^{-rt}Z_t^\nu I_2(t, e^{-rt}yZ_t^\nu) dt.$$ 

If the condition

$$\chi(y; \nu) < \infty, \forall y \in \mathbb{R}_+$$

prevails, the Monotone Convergence Theorem and the Dominated Convergence Theorem together with Lemma A.1 imply that $\chi(\cdot; \nu)$ is continuous and

$$\lim_{y \to \infty} \chi(y; \nu) = 0, \quad \lim_{y \to 0^+} \chi(y; \nu) = \infty,$$

and $\chi(\cdot; \nu)$ is strictly decreasing on $\mathbb{R}_+$, for given $\nu \in \Theta$. We verify that the condition (A.5) holds under Assumption (A.6). By Lemma A.1iii., for $y > 0$, we have

$$\chi(y; \nu) \leq L_I + L_I y \frac{1}{\nu} e^{\theta T} \mathbb{E}[e^{\frac{\theta}{2}Z_T^\nu}] - \frac{1}{2} + \int_0^T e^{\frac{\theta}{2}Z_t^\nu} dt, \quad \mathcal{L} := \frac{\hat{r}}{1 - \hat{r}}.$$ 

Due to the boundedness of $\theta$, i.e., that of $\theta$ (recall that $\theta(\alpha_t) = (\mu(\alpha_t) - r)/\sigma$ is bounded as defined in (2.9)), together with $\nu \in \Theta$ satisfying conditions (2.18) and (2.19), we obtain the estimate that $\chi(y; \nu) < \infty$.

As assumed in Theorem 3.2, for $y \in \mathbb{R}_+$, dual optimizer $\nu^y \in \Theta$ of (D') exists:

$$\check{L}(y) = \inf_{\nu \in \Theta} \check{L}(y; \nu) < \infty.$$ 

We first establish a useful fact for $\nu^y$.

**Lemma A.2.** For given $y \in \mathbb{R}_+$, let $\nu^y$ be the dual optimizer of (D') for $y$,

$$\sup_{\nu \in \Theta} \mathbb{E}[e^{-rT}Z_T^\nu I_1(T, e^{-rT}yZ_T^\nu)] + \int_0^T e^{-rt}Z_t^\nu I_2(t, e^{-rt}yZ_t^\nu) dt \leq \chi(y; \nu^y).$$

**Proof.** Fix $\epsilon \in (0, 1)$, and arbitrary $\nu' := (\nu'_d, \nu'_I) \in \Theta$, we define

$$G_\epsilon(t) = (1 - \epsilon)Z_t^{\nu^y} + \epsilon Z_t^{\nu'}, \quad \nu'_d(t) = G_\epsilon(t)^{-1}((1 - \epsilon)Z_t^{\nu^y} \nu_d^y(t) + \epsilon Z_t^{\nu'} \nu_d'(t)), \quad \nu'_I(t, q) = \ln\{G_\epsilon(t)^{-1}((1 - \epsilon)Z_t^{\nu^y} e^{\nu'_I(t, q)} + \epsilon Z_t^{\nu'} e^{\nu'_I(t, q)})\}.$$ 

Then $\nu' := (\nu'_d, \nu'_I) \in \Theta$ and we have

$$dG_\epsilon(t) = -\hat{\theta}(\pi_t)G_\epsilon(t)d\tilde{W}_t - \nu'_d(t)G_\epsilon(t)d\tilde{B}_t - \int_{\mathbb{R}} G_\epsilon(t)(1 - e^{\nu'_I(t, q)})\pi^\epsilon(dq, dt).$$

By comparing the solutions to the above SDE and (3.4), we find that $G_\epsilon(t) = Z_t^{\nu'}$ by the uniqueness of the Doléans’s exponential. Since $\nu^y$ is optimal, we have

$$\epsilon^{-1}\left(\check{L}(y; \nu^y) - \check{L}(y; \nu')\right) \leq 0,$$

or equivalently,

$$\mathbb{E}\left[\epsilon^{-1}\left(\check{U}_1(T, ye^{-rT}Z_T^{\nu^y}) + \int_0^T \check{U}_2(t, ye^{-rT}Z_t^{\nu^y}) dt \right) - \check{U}_1(T, ye^{-rT}Z_T^{\nu'}) - \int_0^T \check{U}_2(t, ye^{-rT}Z_t^{\nu'}) dt \right] \leq 0.$$ 

Recalling the fact $\partial_y \check{U}_i(t, y) = -I_i(t, y)$, we see that (A.8) can be obtained from taking the limit as $\epsilon \downarrow 0$ inside the expectation sign of (A.9). For a rigorous justification, we show that the random variable inside the expectation operator in (A.9) is bounded from below by uniformly integrable
terms. For a given \( t \in [0, T] \), fix \( \omega \in \Omega \), suppressing the dependence on \( \omega \). Once \( Z_t^{\nu} > Z_t^{\nu'} \), the mean-value theorem implies that

\[
e^{-1} \left( \tilde{U}_t(t, ye^{-rt}Z_t^{\nu}) - \tilde{U}_t(t, ye^{-rt}Z_t^{\nu'}) \right) = I_t(t, e^{-rt}yF)e^{-rt}ye^{-1}(G_t(t) - Z_t^{\nu'})
\]

(A.10)

\[= I_t(t, e^{-rt}yF)e^{-rt}y(Z_t^{\nu'} - Z_t^{\nu}),\]

where \( Z_t^{\nu'} < F \leq Z_t^{\nu} + \epsilon(Z_t^{\nu'} - Z_t^{\nu}) < Z_t^{\nu} \), and in the first equality, we use the fact that

\[G_t(t) = Z_t^{\nu}.\]

As \( I_t(t, y) \) is decreasing in \( y \), we obtain

\[I_t(t, e^{-rt}yF)e^{-rt}y(Z_t^{\nu'} - Z_t^{\nu'}) \geq -e^{-rt}yI_t(t, e^{-rt}yZ_t^{\nu'})Z_t^{\nu'}.
\]

Alternatively, if \( Z_t^{\nu'} < Z_t^{\nu} \), we have

\[
eg^{-1} \left( \tilde{U}_t(t, ye^{-rt}Z_t^{\nu'}) - \tilde{U}_t(t, ye^{-rt}Z_t^{\nu}) \right) = I_t(t, e^{-rt}yF)e^{-rt}y(Z_t^{\nu'} - Z_t^{\nu}),
\]

\[\geq -I_t(t, e^{-rt}y(1 - \epsilon)Z_t^{\nu})Z_t^{\nu'}
\]

\[= -I_t(t, e^{-rt}y(1 - \epsilon)Z_t^{\nu})Z_t^{\nu'} (\mathbb{1}_{yZ_t^{\nu} \leq y_0} + \mathbb{1}_{yZ_t^{\nu} \geq y_0})
\]

\[\geq -I_t(t, e^{-rt}yZ_t^{\nu})Z_t^{\nu'} - I_t(t, e^{-rt}y(1 - \epsilon)Z_t^{\nu})Z_t^{\nu'},
\]

where we use the fact that \((1 - \epsilon)Z_t^{\nu} \leq (1 - \epsilon)Z_t^{\nu'} + \epsilon(Z_t^{\nu'} - F) \leq Z_t^{\nu} \) in the second line; the last inequality holds for a sufficiently small \( \epsilon \) in the sense that \( \epsilon < 1 - \zeta \), where the constants \( y_0 > 0 \), \( \zeta > 0 \) and \( \epsilon > 1 \) defined in (A.3) are used.

Repeat the proof of (A.5), we obtain that the random variable inside the expectation operator in (A.9) is bounded from below by uniformly integrable terms when \( \epsilon \) is sufficiently small. As a result, Fatou’s lemma can be applied when taking the limit as \( \epsilon \downarrow 0 \) in (A.10), which implies (A.8) by the arbitrary choice of \( \nu' \).

Next we show that \( \nu^* \) leads to a pair of admissible strategy \((\varpi, c) \in \mathcal{A}(\chi(y; \nu^*))\), as a corollary of the following theorem and Lemma A.2.

**Theorem A.1.** (Budget constraint) Let \( V \) be a nonnegative \( \mathcal{H}_T \)-measurable random variable and \( c_t \) a consumption rate process such that

\[
\sup_{\nu \in \mathcal{A}} \mathbb{E}[e^{-rT}Z_T^{\nu}V + \int_0^T e^{-rt}Z_t^{\nu}c_t dt] \leq v.
\]

Then there exists an investment process \( \varpi \) such that \((\varpi, c) \in \mathcal{A}(v) \) and \( V_T^{\mathcal{A}, c} \geq V \).

**Proof.** The techniques are similar to those in [39]. That is, to show for a given candidate terminal wealth level \( V \) and consumption plan \( c \), the superhedging price (l.h.s of (A.12)) satisfies certain dynamic characterization and, therefore, the martingale representation theorem in Proposition A.1 can be applied. The differences are both the investment and consumption strategies are considered, and the filtration \( \mathbb{F} \) includes both Brownian filtration and jump filtration in our analysis, so we omit the details of the proof due to space constraints.

Recall (A.8) in Lemma A.2 and set \( V = I_1(T, e^{-rT}yZ_T^{\nu^*}) \) and \( c_t = I_2(t, e^{-rt}yZ_t^{\nu^*}) \). Theorem A.1 implies that there exists \((\varpi, c) \in \mathcal{A}(\chi(y; \nu^*))\) such that \( V_T^{\mathcal{A}, c} \geq V \).

Finally, we aim to show that for every \( v \in \mathbb{R}_+ \), there exists \( y^* = y(v) \in \mathbb{R}_+ \) such that \( v = \chi(y^*; \nu^*) \), where \( \nu^* \) is the dual optimizer in (D) for \( y^* \). This statement is a corollary of the following result.

**Lemma A.3.** The dual value function \( \hat{L}(y) \) defined in (D') is continuously differentiable and its derivative \( \partial_y \hat{L}(y) = -\chi(y; \nu^*) \), for \( y \in \mathbb{R}_+ \) and \( \nu^* \) as the dual optimizer for \( y \). In addition,

\[
\lim_{y \to 0^+} \partial_y \hat{L}(y) = -\infty, \quad \lim_{y \to +\infty} \partial_y \hat{L}(y) = 0.
\]
Proof. By properties of $\tilde{U}_i$ in Lemma A.1.1., $\tilde{L}$ is clearly decreasing and convex in $y$. Firstly, we show that $\tilde{L}$ is differentiable w.r.t $y$, and hence is continuously differentiable by its convexity. For a fixed $\tilde{y} > 0$, let $\nu^\psi$ be the corresponding minimizer such that $\tilde{L}(\tilde{y}) = \tilde{L}(\tilde{y}; \nu^\psi)$. We consider the function $\mathcal{T}(y) := \tilde{L}(y; \nu^\psi)$, which is also convex and decreasing in $y$. We have that $\mathcal{T}(y) \geq \tilde{L}(y)$ for all $y \in \mathbb{R}_+$ and $\mathcal{T}(\tilde{y}) = \tilde{L}(\tilde{y})$. It then follows that

$$
\partial_y \mathcal{T}(y) \leq \partial_y \tilde{L}(y) \leq \partial_y \tilde{L}(\tilde{y}) \leq \partial_y \mathcal{T}(\tilde{y}),
$$

where $\partial_y$ denote the left and the right derivatives respectively, their existence is guaranteed by the convexity of $\mathcal{T}$ and $\tilde{L}$. By Monotone Convergence Theorem and the fact that $\partial_y \tilde{U}_i(t, y) = -I_i(t, y)$, we have $\partial_y \mathcal{T}(\tilde{y}) \leq -\chi(\tilde{y}; \nu^\psi)$. On the other hand, by convexity,

$$
\partial_y \mathcal{T}(\tilde{y}) \geq \limsup_{\epsilon \to 0^+} \mathbb{E} \left[ -e^{-rT} Z_{\psi}^\psi I_1(T, e^{-rT}(\tilde{y} - \epsilon)Z_{\psi}^\psi) - \int_0^T e^{-rT} Z_{\psi}^\psi I_2(t, e^{-rT}(\tilde{y} - \epsilon)Z_{\psi}^\psi) dt \right],
$$

where the term inside the expectation operator is uniformly integrable when $\epsilon$ is sufficiently small by following the same arguments of proving Lemma A.2. We conclude that $\partial_y \mathcal{T}(\tilde{y}) \geq -\chi(\tilde{y}; \nu^\psi)$. Hence $\partial_y \mathcal{T}(\tilde{y}) = -\chi(\tilde{y}; \nu^\psi)$, for all $\tilde{y} > 0$.

Next, we prove (A.13). For notation convenience, we write $\phi(0+) := \lim_{y \to 0^+} \phi(y)$ for function $\phi$. Notice that $\tilde{L}(0+) \geq \tilde{U}_1(T, 0+) + \int_0^T \tilde{U}_2(t, 0+)dt$. This follows by using Jensen’s inequality, the convexity and decreasing properties of $\tilde{U}_1(t, \cdot)$, and the (super)martingale property of $Z_{\psi}^\psi$ for arbitrary $\nu \in \Theta$:

$$
\tilde{L}(y; \nu) \geq \tilde{U}_1(T, y e^{-rT} \mathbb{E}[Z_{\psi}^\psi]) + \int_0^T \tilde{U}_2(t, y e^{-rT} \mathbb{E}[Z_{\psi}^\psi]) dt 
\geq \tilde{U}_1(T, y e^{-rT}) + \int_0^T \tilde{U}_2(t, y e^{-rT}) dt \xrightarrow{\nu \to 0} \tilde{U}_1(T, 0+) + \int_0^T \tilde{U}_2(t, 0+) dt,
$$

and taking infimum over $\nu \in \Theta$ on both sides. If $\tilde{U}_1(T, 0+) + \int_0^T \tilde{U}_2(t, 0+) dt = \infty$, $\tilde{L}(0+) = \infty$ and $\partial_y \tilde{L}(0+) = -\infty$. Otherwise, if $\tilde{U}_1(T, 0+) + \int_0^T \tilde{U}_2(t, 0+) dt < \infty$, we observe that

$$
(A.14) \quad \tilde{L}(y) \leq \mathbb{E} \left[ \tilde{U}_1(T, ye^{-rT} Z_{\psi}^\psi) + \int_0^T \tilde{U}_2(t, ye^{-rT} Z_{\psi}^\psi) dt \right],
$$

where $Z_{\psi}^\psi := \exp \left( -\frac{1}{2} \int_0^T \tilde{\theta}(\pi_s)^2 ds - \int_0^T \tilde{\theta}(\pi_s) d\tilde{W}_s \right)$, $t \in [0, T]$. Since $(Z_{\psi}^\psi)_{t \in [0, T]}$ is a geometric Brownian motion with uniformly bounded $\tilde{\theta}$, we have

$$
y Z_{\psi}^\psi \to 0, \quad \forall t \in [0, T], \text{ a.s.}
$$

The last term inside the expectation operator in (A.14) is bounded above by $\tilde{U}_1(T, 0+) + \int_0^T \tilde{U}_2(t, 0+) dt < \infty$ in the present case. By Dominated Convergence Theorem, we conclude $\tilde{L}(0+) = \tilde{U}_1(T, 0+) + \int_0^T \tilde{U}_2(t, 0+) dt < \infty$. Hence,

$$
-\partial_y \tilde{L}(0+) \geq \frac{\tilde{L}(0+)}{y} \geq \frac{1}{y} \left[ \tilde{U}_1(T, 0+) + \int_0^T \tilde{U}_2(t, 0+) dt - \tilde{L}(y; \nu^\psi) \right],
$$

where the last term is greater than $\chi(y; \nu^\psi)$ for all $y \in \mathbb{R}_+$ and $\nu^\psi \in \Theta$. Use (A.6), letting $y \to 0$, we have $-\partial_y \tilde{L}(0+) \geq \infty$, or $\partial_y \tilde{L}(0+) = -\infty$.

In addition, we observe that the function $-\tilde{U}_1(t, y)$ is increasing in $y$ and $\lim_{y \to \infty} -\partial_y \tilde{U}_1(t, y) = 0$ for $t \in [0, T]$. Therefore, for any $\epsilon > 0$, there exists a constant $K(\epsilon)$ such that

$$
-\tilde{U}_1(T, y) \leq K(\epsilon) + \epsilon y, \quad \sup_{t \in [0, T]} \left\{ -\tilde{U}_2(t, y) \right\} \leq K(\epsilon) + \epsilon y, \forall y \in \mathbb{R}_+.
$$
By l’Hospital’s Rule, we have

\[
0 \leq \lim_{y \to \infty} -\partial_y \dot{L}(y) = \lim_{y \to \infty} \frac{-\dot{L}(y)}{y} = \lim_{y \to \infty} \sup_{y \in \mathbb{R}^+} \frac{-\ddot{L}(y; \nu)}{y} \\
\leq \lim_{y \to \infty} \sup_{y \in \mathbb{R}^+ \nu} \mathbb{E} \left[ \frac{K(y)(1 + T)}{y} + (e^{-rT} Z_T^* + \int_0^T e^{-rT} Z_t^* dt) \right] \leq 2\epsilon.
\]

Therefore we have \( \lim_{y \to \infty} -\partial_y \dot{L}(y) = 0. \) \( \square \)

**Proof of Theorem 3.2.** Lemma A.3 indicates that for every \( \nu \in \mathbb{R}_+ \), there exists \( y^* \in \mathbb{R}_+ \) such that \(-\partial_y \ddot{L}(y^*) = \nu \), or equivalently, \( \chi(y^*; \nu) = \nu \). Theorem A.1 and Lemma A.2 implies the existence of \((\pi^*, e^*) \in \mathcal{A}(\nu)\) with \( c_r^* = I_2(T, e^{-rT} y^* Z_{t^*}^*) \) and \( V^\pi^*, e^* \geq I_1(T, e^{-rT} y^* Z_{t^*}^*) \). To verify the optimality of \((\pi^*, e^*)\) and that there is no duality gap, we show the reverse inequality in (2.24),

\[
\tilde{J}(v; \pi^*, e^*) \geq \mathbb{E} \left[ U_1(T, I_1(T, e^{-rT} y^* Z_{t^*}^*)) + \int_0^T U_2(t, c_r^*) dt \right] \\
= \mathbb{E} \left[ U_1(T, I_1(T, e^{-rT} y^* Z_{t^*}^*)) + \int_0^T U_2(t, c_r^*) dt \right] - y^* \chi(y^*; \nu) + y^* v \\
= \mathbb{E} \left[ \tilde{U}_1(T, y^* e^{-rT} Z_{t^*}^*) + \int_0^T \tilde{U}_2(t, y^* e^{-rT} Z_{t^*}^*) dt \right] + y^* v \\
= \tilde{L}(y^*) + y^* v \geq \inf_{y \to \infty} \{ \tilde{L}(y^*) + v \}
\]

The above calculation shows that \( y^* \) attains \( \inf_{y \to \infty} \{ \tilde{L}(y) + vy \} \). \( \square \)

**APPENDIX B. PROOF OF THEOREM 4.16**

**Proof.** To streamline the presentation, we introduce the following notation. Consider a cylindrical domain \( \mathcal{O} := \{ t_1, t_2 \} \times O \subset (0, T) \times (0, 1) \).

- \( \partial^* \mathcal{O} \) the boundary of \( \mathcal{O} \), i.e., \( \partial^* \mathcal{O} := (\{ t_1, t_2 \} \times \mathcal{O}) \cup (\{ t_1, t_2 \} \times \partial \mathcal{O}) \).
- \( \mathcal{L}^p(\mathcal{O}) \), the space of \( p \)-th power integrable functions on \( \mathcal{O} \), \( \| \cdot \|_{p, \mathcal{O}} \) the norm in \( \mathcal{L}^p(\mathcal{O}) \): \( \| \varphi \|_{p, \mathcal{O}} = \left( \int_\mathcal{O} |\varphi|^p dx \right)^{1/p} \).
- \( W^{1,2}_p(\mathcal{O}), 1 < p < \infty \), the completion of \( C^\infty(\mathcal{O}) \) under the Sobolev-type norm:

\[
\| \varphi \|_{W^{1,2}_p(\mathcal{O})} := \left[ \int_\mathcal{O} \left( |\varphi|^p + |\partial_t \varphi|^p + |\partial_x \varphi|^p + |\partial_{xx} \varphi|^p \right) dx \right]^{1/p}.
\]

This is the space of all functions \( \varphi \) such that \( \varphi(t, x) \) and all of its generalized partial derivatives \( \partial_t \varphi, \partial_x \varphi \), and \( \partial_{xx} \varphi \) are in \( \mathcal{L}^p(\mathcal{O}) \).

- \( |\cdot|_{C^{1/2}_r(\mathcal{O})}, 0 < r \leq 1 \), the Hölder norm given by \( |\varphi|_{C^{1/2}_r(\mathcal{O})} := \sup_{t_1 \leq t \leq t_2} |\varphi(t, x)| + \sup_{t_1 \leq t \leq t_2} \frac{|\varphi(t, x) - \varphi(t, y)|}{|x - y|^r} \),

\[
|\varphi|_{C^{1/2}_r(\mathcal{O})} := |\varphi_{C^{1/2}_r(\mathcal{O})} + |\partial_x \varphi|_{C^{1/2}_r(\mathcal{O})}, \\
|\varphi|_{C^{1/2}_r(\mathcal{O})} := |\varphi_{C^{1/2}_r(\mathcal{O})} + |\partial_x \varphi|_{C^{1/2}_r(\mathcal{O})} + |\partial_{xx} \varphi|_{C^{1/2}_r(\mathcal{O})}.
\]

We also let \( \bar{C}^r(\mathcal{O}) \) and \( \bar{C}^{r+1}(\mathcal{O}) \) denotes the Hölder space of all functions \( \varphi \) such that \( |\varphi|_{C^{1/2}_r(\mathcal{O})} < \infty \) and \( |\varphi|_{C^{1/2}_r(\mathcal{O})} < \infty \) respectively.

**Step 1.** The PDE (4.15) that we analyze has degenerate coefficients on the boundaries of the state space, i.e., on \( x = 0 \) and \( x = 1 \). Thus, we begin with the following auxiliary problem: for a
fixed $\ell > 2$, consider a bounded domain $\mathcal{O}_\ell := (0, T) \times (1/\ell, 1 - 1/\ell)$. The PDE for this auxiliary problem is expressed as

$$
(B.1) \quad \left( \partial_t + \overline{\mathbf{m}}(x) \partial_x + \frac{1}{2} \sigma(x)^2 \partial_{xx} - d_0(x) \right) g(t, x) + \mathcal{I}_\beta[\Lambda^M](t, x) + 1 = 0, \quad \text{in } \mathcal{O}_\ell,
$$

subject to boundary conditions

$$
g(t, x) = \Psi(t, x), \quad (t, x) \in \partial^*_0 \mathcal{O}_\ell := ((0, T) \times \left( \frac{1}{\ell}, 1 - \frac{1}{\ell} \right) \cup \left( \{ T \times \left( \frac{1}{\ell}, 1 - \frac{1}{\ell} \right) \right)),
$$

with $\Psi(T, x) = 1$ for all $x \in (1/\ell, 1 - 1/\ell)$ and $\Psi(t, x) = \psi(t, x)$, for all $(t, x) \in (0, T) \times \{ \ell, 1 - \ell \}$, for some $\psi \in C^{1,2}(\overline{\mathcal{O}}_\ell)$. As $\overline{\mathcal{O}}_\ell$ avoids the boundaries $x = 0$ and $x = 1$, together with the boundedness of $\overline{\mathbf{m}}, \sigma$, $d_0$, and the autonomous term $\mathcal{I}_\beta[\Lambda^M]$, it follows from the standard results on parabolic PDEs (see e.g. Appendix E in [20]) that the boundary value problem (B.1) has a unique solution in $W^{1,2}_p(\mathcal{O}_\ell)$, for any $p > 0$. Applying $W^{1,2}_p$ interior estimate with part of the boundary (see e.g. Chapter IV in [33]), we have

$$
(B.2) \quad \|g\|_{W^{1,2}_p(\mathcal{O}_\ell)} \leq C(\|\mathcal{I}_\beta[\Lambda^M]\|_{L^p(\mathcal{O}_\ell)} + \|\Psi\|_{W^{1,2}_p(\mathcal{O}_\ell)}) \leq C_1.
$$

For $p > 3$, the finiteness of $\|g\|_{W^{1,2}_p(\mathcal{O}_\ell)}$ implies the finiteness of $|g|_{C^{1,2}_\ell(\mathcal{O}_\ell)}$, for some $\ell > 0$. For $p > 3$, by estimate (E.9) in Appendix E in [20], we have

$$
|g|_{C^{1,2}_\ell(\mathcal{O}_\ell)} \leq C(\|g\|_{W^{1,2}_p(\mathcal{O}_\ell)}) \leq C_2.
$$

We now consider an open subset $\mathcal{O}_\ell' \subset \mathcal{O}_\ell$ such that $\overline{\mathcal{O}}_\ell' \subset \mathcal{O}_\ell$. Recall Lemma 4.13, $\mathcal{I}_\beta[\Lambda^M](t, x)$ is Hölder continuous in $x$ with exponent $0 < \iota < 1$. By estimate (E.10) in Appendix E of [20], we have

$$
(B.3) \quad |g|_{C^{1,2}_\ell(\mathcal{O}_\ell')} \leq C(\|\mathcal{I}_\beta[\Lambda^M]\|_{C^{1,2}_\ell(\mathcal{O}_\ell')} + \sup_{(t, x) \in \mathcal{O}_\ell'} |g(t, x)|) \leq C_3,
$$

for some constant $C_3$ depending solely on $\mathcal{O}_\ell'$ and $\mathcal{O}_\ell$. The Hölder norm $|g|_{C^{1,2}_\ell(\mathcal{O}_\ell')}^2$ is finite, and thus we have $g \in C^{2+\iota}(\mathcal{O}_\ell')$ for any compact subset $\mathcal{O}_\ell'$ of $\mathcal{O}_\ell$. From Theorem 10.1 in Chapter IV of [33], we conclude $g \in C^{1,2}(\mathcal{O}_\ell)$.

Step 2. For $\ell = 3, 4, \ldots$, construct a function $\psi_\ell$ satisfying the following

$$
\psi_\ell(x) \in C^\infty, \quad 0 \leq \psi_\ell(x) \leq 1, \quad |\psi_\ell'(x)| \leq 2,
$$

with $\psi_\ell(x) = 1$ for $x \in \mathcal{O}_\ell$ and $\psi_\ell(x) = 0$ for $x \in \mathcal{U}_\ell \Omega_{\ell+1}$. For any fixed $\ell_0 > 0$, let $\tilde{g}_\ell$ be a solution of PDE:

$$
(B.4) \quad \partial_t \tilde{g}_\ell + \mathbf{m} \partial_x \tilde{g}_\ell + \frac{1}{2} \sigma^2 \partial_{xx} \tilde{g}_\ell - d_0 \tilde{g}_\ell + \mathcal{I}_\beta[\Lambda^M] + 1 = 0, \quad \text{in } \mathcal{U}_\ell,
$$

subject to boundary conditions $\tilde{g}_\ell(T, x) = \psi_\ell(x)$. For $\ell > \ell_0$, applying $W^{1,2}_p$ interior estimate with part of the boundary to (B.4), we have

$$
\|\tilde{g}_\ell\|_{W^{1,2}_p(\mathcal{O}_{\ell_0})} \leq C_4, \quad \forall \ell > \ell_0,
$$

with $C_4$ solely depends on $\mathcal{O}_{\ell_0}$ but is independent of $\ell$. In addition, for $\ell > \ell_0$, $\tilde{g}_\ell$ uniformly satisfies the PDE

$$
\partial_t \tilde{g}_\ell + \mathbf{m} \partial_x \tilde{g}_\ell + \frac{1}{2} \sigma^2 \partial_{xx} \tilde{g}_\ell - d_0 \tilde{g}_\ell + \mathcal{I}_\beta[\Lambda^M] + 1 = 0, \quad \text{in } \mathcal{O}_{\ell_0}.
$$

Using the arguments developed in Step 1, we show that the above PDE has a unique solution that coincides with $\tilde{g}_\ell$ in $\mathcal{O}_{\ell_0}$. Taking into account the estimates in (B.3), we see that $\partial_t \tilde{g}_\ell, \partial_x \tilde{g}_\ell$ and $\partial_{xx} \tilde{g}_\ell$ also satisfy a uniform Hölder condition on $\mathcal{O}_{\ell_0}$. Note that the coefficients of these equations are the same for all $\ell$ and that $\tilde{g}_\ell$ are uniformly bounded above on $\mathcal{O}_{\ell_0}$. It then follows from Theorem 15 on page 80 in [20] that for any subsequence $\{\tilde{g}_{\ell'}\}$ of $\{\tilde{g}_\ell\}$, there exists a further subsequence $\{\tilde{g}_{\ell''}\}$, such that itself (and its derivatives $\{\partial_t \tilde{g}_{\ell''}\}$, $\{\partial_x \tilde{g}_{\ell''}\}$, and $\{\partial_{xx} \tilde{g}_{\ell''}\}$) tends to the limit $\tilde{g}$ (resp. $\{\partial_t \tilde{g}\}$, $\{\partial_x \tilde{g}\}$, and $\{\partial_{xx} \tilde{g}\}$) uniformly on each compact subset of $\overline{\mathcal{O}}_{\ell_0}$ (resp. $\mathcal{O}_{\ell_0}$). It then follows from the continuity of $\tilde{g}_{\ell''}$ and the uniform convergence that $\tilde{g} \in C^{1,2}(\mathcal{U}_{\ell_0})$ as $\mathcal{O}_{\ell_0}$ is
arbitrarily chosen. To conclude, \( \tilde{g} \) is a classical solution to PDE (4.15) with the terminal condition \( \tilde{g}(T, x) = 1 \).

### Appendix C. Other proofs

**Proof of Proposition 2.4.** Consider the infinitesimal generator \( \mathcal{L} \) of (2.13) that operates on \( \phi \in C^2([0, 1]) \):

\[
\mathcal{L} \phi(x) := (a_2 - (a_1 + a_2)x)\phi'(x) + \frac{1}{2}x^2(1 - x)^2(\theta_1 - \theta_2)^2\phi''(x) + \lambda \int \left[ \phi(\xi(x, z)) - \phi(x) \right] \hat{f}(x, z) dz.
\]

We show that boundary 0 is unattainable from the interior of the state space and the arguments for boundary 1 are similar. Without loss of generality, we prove for the process \( \pi^x := (\pi^x_t)_{t \geq 0} \) which is defined as the solution of (2.13) starting from time 0 and a given starting point \( x_0 \in (0, 1) \). Consider the function \( \phi(x) = 1/x \), we have \( \phi'(x) = -1/x^2 \), \( \phi''(x) = 2/x^3 \), and \( \phi(x) \to \infty \) as \( x \to 0 \). Consequently,

\[
\mathcal{L} \phi(x) \leq \frac{1}{x} \left[ a_1 + a_2 + (1 - x)^2(\theta_1 - \theta_2)^2 + \lambda \int \frac{(f_2(z) - f_1(z))(1 - x)\hat{f}(x, z)}{f_1(z)} dz \right]
\]

\[
\leq \frac{1}{x} \left[ a_1 + a_2 + (\theta_1 - \theta_2)^2 + \lambda(b_{\max} - 1) \right] = L_0 \phi(x),
\]

by setting \( L_0 := a_1 + a_2 + (\theta_1 - \theta_2)^2 + \lambda(b_{\max} - 1) > 0 \). Define \( \tau_n := \inf \{ t > 0 : \pi^x_t \leq n \} \), for \( 0 \leq n < 1 \). From the above calculations, we have

\[
\mathbb{E} \left[ \phi(\pi^x_{t_{n+1}}) \right] \leq \phi(x_0) + L_0 \int_0^t \mathbb{E} \left[ \phi(\pi^x_{s_{n+1}}) \right] ds, \forall t > 0, n \in [0, 1).
\]

By Gronwall’s lemma, we get

(C1) \[ \mathbb{E} \left[ \phi(\pi^x_{t_{n+1}}) \right] \leq e^{L_0 t} \phi(x_0), \forall t > 0. \]

Assume the contrary that 0 is attainable, that is \( \mathbb{P}(\tau_0 < \infty) > 0 \). Then, for a large \( T_0 > 0 \), \( \mathbb{P}(\tau_0 \leq T_0) > 0 \). Taking \( t = T_0 \) in (C1), we get

(C2) \[ \mathbb{E} \left[ 1_{\{\tau_0 \leq T_0\}} \phi(\pi^x_{\tau_0}) \right] \leq e^{L_0 T_0} \phi(x_0). \]

As \( \phi(\pi^x_{\tau_0}) = \phi(0) = +\infty \) on a positive measure subset \( \{ \tau_0 \leq T_0 \} \), the left-hand side of (C2) is infinite while the right-hand side is finite, which is a contradiction. Therefore, \( \mathbb{P}(\tau_0 < \infty) = 0 \).

**Proof of Proposition 2.5.** This proposition follows by slightly modifying the proof of Theorem 4.5 in Sect. 4.2. Consider the case when \( t = 0 \), from the definitions of Feller process, we need only to show that \( |E^{t,x}[f(\pi^x_s)] - E^{0,x}[f(\pi^x_s)]| \) tends to 0 as \( |x - y| \to 0 \) for any given \( s > 0 \) and bounded continuous function \( f \). The proof here is even simpler since we can use the uniform norm of the function \( f \) to establish appropriate estimates as what we have done in the proof of Theorem 4.5.

**Proof of Proposition 2.7.** For given \( (t, x, v) \in \mathcal{U}_T \times \mathbb{R}_+ \), by Theorem 2.6 and Theorem 3.2, there is no duality gap, that is,

\[
J(t, x, v) = \inf_{y \in \mathbb{R}_+} \left( \hat{L}(t, x, y) + vy \right) = \frac{1}{\kappa} v^\kappa \Lambda^M(t, x)^{1-\kappa}.
\]

Now we derive the optimal controls for the primal problem. Given \( \hat{\Lambda} \) is smooth and the terminal condition \( \hat{\Lambda}(T, x) = 1 \), it is standard to verify that the process

\[
\mathcal{M}_s := \left( e^{r(s-t)} Z^\nu_s \right)^\beta \hat{\Lambda}(s, \pi_s) + \int_t^s \left( e^{r(u-t)} Z^\nu_u \right)^\beta du, s \in [t, T],
\]

is the solution to (2.16) starting from \( \pi_0 = \hat{\Lambda}_0 \).
is a \((\mathbb{P}^t,x,\mathbb{H})\)-martingale, for \(Z^{\nu^*}\) defined as in (2.31). Thus, \(E^{t,x}[\mathcal{M}_T|\mathcal{H}_s] = \mathcal{M}_s\). Following Theorem 3.2, the candidate optimal wealth process \(V^*\) is defined as
\[
V^*_s := E^{t,x}_s \left[ e^{-r(T-s)}Z^*_T \right] + \int_s^T e^{-r(u-s)} Z^*_u c^*_u du |\mathcal{H}_s], \quad s \in [t,T],
\]
and \(V^* = v(e^{-r(T-t)}Z^*_T)^{\beta-1}/\hat{\Lambda}(t,x)\) and \(c^*_s = v(e^{-r(s-t)}Z^*_s)^{\beta-1}/\hat{\Lambda}(t,x)\). Hence,
\[
V^*_s = \frac{e^{r(s-t)}v}{\hat{\Lambda}(t,x)Z^*_s} E^{t,x}_s \left[ \mathcal{M}_T - \int_t^s \left( e^{-r(u-t)} Z^*_u \right)^{\beta} du |\mathcal{H}_s \right] \\
= v(e^{-r(s-t)}Z^*_s)^{\beta-1} \hat{\Lambda}(s,\pi_s)/\Lambda(t,x).
\]
Applying Itô’s lemma to the discounted wealth process \(e^{-r(s-t)}V^*_s\) together with the fact that \(\hat{\Lambda}\) solves PDE (4.4) (Theorem 4.1) and the form of \(\nu^*\) in (4.7), we have
\[
dc^{-r(s-t)}V^*_s = \frac{ve^{-\beta r(s-t)}(Z^*_s)^{\beta-1}}{\Lambda(t,x)} \left( -1 ds + \hat{\Lambda}(1-\beta)\tilde{\theta} + \frac{\partial_x \hat{\Lambda}}{\Lambda}(s,\pi_s) d\tilde{W}^Q_s \right),
\]
where \(d\tilde{W}^Q_s := \tilde{\theta}(\pi_s)ds + d\tilde{W}_s\). Therefore,
\[
d e^{-r(s-t)}V^*_s + e^{-r(s-t)}c^*_s ds = e^{-r(s-t)}\tilde{w}^*_s d\tilde{W}^Q_s,
\]
for \(\tilde{w}^*_s = \tilde{w}(s,\pi_s, V^*_s) = V^*_s \left[ (1-\beta)\tilde{\theta}(\pi_s) + \partial_x \hat{\Lambda}(s,\pi_s)/\Lambda(s,\pi_s) \right]/\sigma, \ s \in [t,T]\), which is the candidate investment strategy. In addition, the candidate optimal consumption process \(c^*\) can be written in a feedback form as
\[
c^*_s = \frac{v}{\hat{\Lambda}(t,x)} \left( e^{-r(s-t)} Z^*_s \right)^{\beta-1} = v \left( e^{-r(s-t)} Z^*_s \right)^{\beta-1} \frac{1}{\Lambda(t,x)} \frac{\hat{\Lambda}(s,\pi_s)}{\Lambda(s,\pi_s)} \hat{c}(s,\pi_s, V^*_s), \quad \text{with} \ c^*(s,\pi_s, V^*_s) := \frac{v}{\hat{\Lambda}(s,\pi_s)}, \ s \in [t,T].
\]
From the boundedness and continuity of \(\hat{\Lambda}\) (Proposition 4.2 and Theorem 4.1), together with the formula of \(V^*\), we conclude that \((\tilde{w}^*, c^*) \in \mathcal{A}(t,x,\nu)\) and thus is the optimal control pair for the primal problem \(\mathbf{P}\).

**Proof of Lemma 4.4.** By definitions in (4.2), \(\overline{\mathcal{P}}(\cdot)\) and \(\underline{\mathcal{P}}(\cdot)\) are continuously differentiable functions of the state variable on the bounded interval \([0,1]\). Hence, the Lipschitz and growth conditions (4.18) are fulfilled. Recall the definition of \(\xi\) in (2.12), the second part of (4.19) holds by observing that \(0 \leq xf_1(z)/(xf_1(z) + (1-x)f_2(z)) \leq 1\), for all \(x \in [0,1]\), while the equalities hold at \(x = 0\) and \(x = 1\) respectively. Next, for the first part of (4.19). We have
\[
|\xi(x,z) - \xi(y,z)| \leq \max \left( \frac{f_1(z)}{f_2(z)/f_1(z)} \right) |x-y|.
\]
Set \(\rho(z) = \max(f_1(z)/f_2(z), f_2(z)/f_1(z))\), it is clear that \(\int_Z \rho^2(z)f_1(z)dz < \infty\) under Condition of BLR.

**Proof of Proposition 4.6.** We prove for \(k = 2\), and the assertions for \(k \in [0,2]\) follow from the Hölder inequality. By corollary 2.12 in [31] and \(\nu \in \Theta^{c,M}\), there exists a constant \(C\) uniformly such that:
\[
\hat{\mathbb{E}}^{t,x,\nu} \left[ \sup_{t \leq u \leq s} |\pi^t_u|^2 \right] \leq C \left( \|x\|^2 + \mathbb{E}^{t,x,\nu} \left[ \int_t^s |\overline{\mathcal{P}}(\pi^t_u,\nu)|^2 du \right] \\
+ \hat{\mathbb{E}}^{t,x,\nu} \left[ \int_t^s |\underline{\mathcal{P}}(\pi^t_u,\nu)|^2 du \right] \\
+ \hat{\mathbb{E}}^{t,x,\nu} \left[ \int_t^s \lambda \xi(\pi^t_u,\nu, z) - \lambda \pi^t_u \nu(\pi^t_u,\nu, z) dz du \right].
\]
We use the linear growth condition of $\bar{\mu}, \bar{\sigma}, \xi$ given by Lemma 4.4 to obtain that
\[
\tilde{m}^{t,x,u} \left[ \sup_{t \leq u \leq s} |\pi_{u}^{t,x,u}| \right] \leq C' \left\{ |x| + \tilde{m}^{t,x,u} \left[ \int_{t}^{s} 1 + \sup_{t \leq u \leq s} |(\pi_{u}^{t,x,u})|^2 \right] du \right\}.
\]
(4.22) follows by Gronwall’s inequality, $C = \max(C, C')$. A similar argument applies to (4.23).

Proof of Proposition 4.11. The proof is motivated by Proposition 1.3 in [3] and Proposition 5.4 in [46]. We extend these arguments to the current Lévy-type jump setting. We begin with an analysis of the operator $H_{g}(t,x,\nu)$. Let $\nu^{(k)} \in [-M,M]$ with $\nu^{(k)} \to \nu$, $x_{k} \in [0,1]$ with $x_{k} \to x$ and $g_{k}$ is a sequence of uniformly bounded functions, such that $|g_{k}| \leq \phi$ with bounded $\phi \in C(U_{T})$ and $\lim_{k \to \infty} g_{k} = g$. The Dominated Convergence Theorem gives
\[
\lim_{k \to \infty} \int_{Z} (g(t,x,\xi_{k}) - g(t,x,\nu)) e^{\beta \nu} \tilde{f}(x,z) dz = \int_{Z} (g(t,x,\xi) - g(t,x)) e^{\beta \nu} \tilde{f}(x,z) dz, \quad t \in [0,T],
\]
in which we have used the continuity of $\xi$ and $\tilde{f}$ in $x$.

Assume that $g$ is a viscosity subsolution according to Definition 4.10. Let $(t_{0},x_{0}) \in U_{T}$, $\psi \in C^{1,2}(U_{T})$ such that $\nu - \psi$ has a global maximum at $(t_{0},x_{0})$. For any given $\nu \in [-M,M]$, we have $H_{g}(t_{0},x_{0},\nu) \leq H_{\psi}(t_{0},x_{0},\nu)$, and therefore
\[
(-\partial_{t} - \bar{m}(x_{0}) \partial_{x} - \frac{1}{2} \bar{\sigma}(x_{0})^{2} \partial_{xx}) \psi(t_{0},x_{0}) - 1 - \max_{\nu \in [-M,M]} H_{\psi}(t_{0},x_{0},\nu) \leq 0,
\]
which implies that $g$ is also a viscosity subsolution according to Definition 4.8.

Assume $g$ is a viscosity subsolution according to Definition 4.10. Let $(t_{0},x_{0}) \in U_{T}$, $\psi \in C^{1,2}(U_{T})$ such that $g - \psi$ has a global maximum at $(t_{0},x_{0})$. Consider the function for a sufficiently small $\epsilon_{0} \in (0,1)$,
\[
\varphi(t,x) := \mathbb{1}_{x \in [x_{0}-\epsilon_{0},x_{0}+\epsilon_{0}]} \psi(t,x) + \mathbb{1}_{x \in [0,1] \setminus [x_{0}-\epsilon_{0},x_{0}+\epsilon_{0}]} g(t,x).
\]
$\varphi$ is clearly a continuous function, we then construct a bounded sequence $\varphi_{k} \in C^{1,2}(U_{T})$ such that $|\varphi_{k}| \leq \psi$ with $\lim_{k \to \infty} \varphi_{k} = \varphi$. By construction, $g \leq \varphi_{k}$ with equality holds at $(t_{0},x_{0})$. From Definition 4.8, we find that for all $k$,
\[
(-\partial_{t} - \bar{m}(x_{0}) \partial_{x} - \frac{1}{2} \bar{\sigma}(x_{0})^{2} \partial_{xx}) \psi(t_{0},x_{0}) - 1 - \max_{\nu \in [-M,M]} H_{\varphi_{k}}(t_{0},x_{0},\nu) \leq 0.
\]
For each $k$, the max in l.f.s of above equation is attained by a $\nu^{(k)}$. Choose a subsequence such that $\nu^{(k)} \to \nu \in [-M,M]$ and use the limit in (C.3), we have
\[
(-\partial_{t} - \bar{m}(x_{0}) \partial_{x} - \frac{1}{2} \bar{\sigma}(x_{0})^{2} \partial_{xx}) \psi(t_{0},x_{0}) - 1 - \max_{\nu \in [-M,M]} H_{\varphi}(t_{0},x_{0},\nu) \leq 0.
\]
Finally, by sending $\epsilon_{0}$ to 0, we complete the proof.

Proof of Lemma 4.13. For $t \in [0,T)$, $x$, $y \in [0,1]$, we have
\[
\left| \bar{\Lambda}^{t}(\bar{m}^{t,x,y}) - \bar{\Lambda}^{t}(\bar{m}^{t,y,y}) \right| \leq (1 - \beta) \lambda \int_{Z} \left| \Lambda^{t}(t,x,\xi_{1}) - \Lambda^{t}(t,y,\xi_{2}) \right| d\xi_{1} d\xi_{2}
\]
\[
\left| \Lambda^{t}(t,x) \bar{\sigma} \tilde{f}(x,z) - \Lambda^{t}(t,y) \bar{\sigma} \tilde{f}(y,z) \right| dz
\]
\[
+ (1 - \beta) \lambda \int_{Z} \left| \Lambda^{t}(t,y) \bar{\sigma} \tilde{f}(y,z) \right| dz.
\]
We get that the above terms are bounded above through repeatedly using the Lipschitz continuity and boundedness of $\Lambda^{t}$, the properties of $\xi$ as given in Lemma 4.4, and Condition of BLR.
Appendix D. Supplementary notations and conditions

Definition A.1. For any filtration $\mathcal{G}$, we denote the predictable $\sigma$-field on the product space $[0,T] \times \Omega$ by $\mathcal{P}(\mathcal{G})$. Let $\mathcal{B}(\mathcal{Z})$ be the Borel $\sigma$-algebra on $\mathcal{Z}$. Any mapping $H : [0,T] \times \Omega \to \mathcal{Z}$, which is $\mathcal{P}(\mathcal{G}) \times \mathcal{B}(\mathcal{Z})$-measurable, is referred to as a $\mathcal{G}$-predictable process indexed by $\mathcal{Z}$.

Letting $\mathcal{F}^N_t := \sigma\{N((0,s] \times A) : 0 \leq s \leq t, A \in \mathcal{B}(\mathcal{Z})\}$, we denote by $\mathbb{P}^N := (\mathcal{F}^N_t)_{0 \leq t \leq T}$ the filtration which is generated by the random measure $N(dt,dz)$.

Definition A.2. Given any filtration $\mathcal{G}$ with $\mathcal{F}^N \subseteq \mathcal{G}$, the $\mathcal{G}$-dual predictable projection of $N$, denoted by $N^{\mathbb{P},\mathcal{G}}(ds,dz)$, is the $\mathcal{G}$-predictable random measure, such that for any nonnegative $\mathcal{G}$-predictable process $\Phi$ indexed by $\mathcal{Z}$,

$$
\mathbb{E}\left[\int_0^\infty \int_\mathcal{Z} \Phi(s,z)N(ds,dz)\right] = \mathbb{E}\left[\int_0^\infty \int_\mathcal{Z} \Phi(s,z)N^{\mathbb{P},\mathcal{G}}(ds,dz)\right]
$$

Assumption A.2. For each $i \in \mathcal{S}$, we assume $\gamma$ is a Lévy kernel such that $\gamma(i,dz)$ is a non-negative $\sigma$-finite measure on $(z,\mathcal{Z})$. In addition, there exists a constant $L_H > 0$ such that $$\sup_{i \in \mathcal{S}} \int_\mathcal{Z} \gamma(i,dz) \leq L_H < \infty.$$ The functions $b_1(q,i)$, $\sigma_1(q)$, $\sigma_2(q)$ and $b_2(q,\cdot)$ are continuous in $q$. In addition, we assume the following two conditions hold.

(i) (Lipschitz conditions) For all $i \in \mathcal{S}$, and $q_1, q_2 \in \mathbb{R}$, there is a constant $C > 0$,

$$
|b_1(q_1,i) - b_1(q_2,i)|^2 + |\sigma_1(q_1) - \sigma_1(q_2)|^2
$$

$$
+ |\sigma_2(q_1) - \sigma_2(q_2)|^2 + \int_\mathcal{Z} |b_2(q_1,z) - b_2(q_2,z)|^2 \gamma(i,dz) \leq C |q_1 - q_2|^2,
$$

(ii) (growth conditions) For all $i \in \mathcal{S}$, $q \in \mathbb{R}$, there is a constant $C > 0$ such that

$$
|b_1(q,i)|^2 + |\sigma_1(q)|^2 + |\sigma_2(q)|^2 + \int_\mathcal{Z} |b_2(q,z)|^2 \gamma(i,dz) \leq C \left(1 + |q|^2\right).
$$

The above conditions ensure strong existence and uniqueness for solutions to (3.1) (with a standard localizing argument, such as those used in the proof of theorem 2.1 in [51], and theorem 3.6 in [52] and employing theorem 5.2 in [29].)

Proposition A.1. Under Assumption A.2, let $Y$ be any $(\mathbb{P}, \mathbb{H})$-local martingale with $Y_0 = 0$. Then, there exists $\mathbb{H}$-predictable processes $\psi$, $\Psi$ and $\varphi$, such that

$$
Y_t = \int_0^t \psi_u d\tilde{W}_u + \int_0^t \Psi_u \tilde{B}_u + \int_0^t \varphi(u,q) \tilde{m}^\tau(du,dq), \quad 0 \leq t \leq T,
$$

and

$$
\int_0^T \varphi^2 u + \Psi^2 u du + \int_0^T \int \varphi(u,q) |\hat{\lambda} (\pi_{u,-}) \hat{\phi}_u (\pi_{u,-},q)(du,dq) \leq \infty, \ \mathbb{P}\text{-a.s.}
$$

The proof follows by modifying those in the seminal papers of [7–9, 32].
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