A deep relearning method based on the recurrent neural network for land cover classification
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ABSTRACT
Recent developments in deep learning (DL) techniques have provided a series of new methods for land cover classification. However, most DL-based methods do not consider the rich spatial association of land cover classes embedded in remote sensing images. In this research, a deep relearning method based on the recurrent neural network (DRRNN) is proposed for land cover classification. The relearning approach has great potential to improve classification, which has never been used in DL-based land cover classification. To utilize the spatial association of the pixels’ information classes, a class correlated feature (CCF) is first extracted in a local window from an initial classification result. This feature can reflect both the spatial autocorrelation and spatial arrangement of land cover classes. Since the recurrent neural network (RNN) is designed to process sequential data, the CCF is formed as a feature sequence, allowing RNN to model the dependency between class labels. The relearning process is then applied to iteratively classify remote sensing images based on the CCF and spectral-spatial feature. At each relearning iteration, the CCF is learned from the previous classification result until a stopping condition is satisfied. This method was tested on five remote sensing images with different sensors and diverse environments. It was observed that noise in the classification result can be filtered by considering spatial autocorrelation, and misclassified areas can be corrected by incorporating spatial arrangement in the relearning process. The classification results indicate that compared to other state-of-the-art DL methods, the proposed method consistently achieves the highest accuracy.

1. Introduction
Image classification has been widely used for various applications in remote sensing. Numerous machine learning algorithms were developed for classification including maximum likelihood classifier (MLC), support vector machine (SVM), etc. To achieve a high classification accuracy, spatial features were introduced in classification such as a gray-level co-occurrence matrix (GLCM) (Haralick, Shanmugam, and Dinstein 1973), variogram features (Balaguer et al. 2010; Atkinson and Naser, 2010; Tang et al. 2019), etc. However, the extraction and selection of these representative handcrafted features require expert experience (Liang, Deng, and Zeng 2020), which would be a challenge with the increasing availability of imagery with various high spatial and/or spectral resolutions. To address this problem, the deep learning (DL) method was adopted by introducing artificial intelligence (AI). As a typical model in DL, the convolutional neural network (CNN) can automatically learn a variety of features from a large pool of image patches and has therefore been shown to be superior to traditional machine learning methods in feature selection.

Apart from CNN, another important branch of DL is the recurrent neural network (RNN). RNN is capable of dealing with sequential data by using previous outputs from a neural network as inputs, and thus has been widely used for time series analysis in remote sensing (lenco et al. 2017; Sun, Di, and Fang 2019; Feng et al. 2020; Khusni, Dewangkoro, and Arymurthy 2020; Zhu et al. 2021). A large number of spectral bands consist of a feature sequence; thus, the potential of RNN in hyperspectral image classification has also been explored (Mou, Ghamisi, and Zhu 2017; Wu and Prasad 2017; Hang et al. 2019; Ma et al. 2021). To introduce spatial information in hyperspectral images, CNN can be combined with RNN (Shi et al. 2015; Liu et al. 2017; Deng et al. 2018).
et al. 2017; Shi and Pun 2018). An alternative is to use the RNN itself to learn spatial information by taking a hyperspectral cube as a vector sequence and to model the dependence between these pixels (Liu et al. 2018a; Zhang et al. 2018b; Luo 2018).

Comparing the use of spatial features in machine learning and DL models, the former involves explicit handcrafted features (e.g., GLCM, variograms, etc.), while the latter automatically extracts spatial features by a series of convolutional operators. However, it is still unclear how the specifics of spatial features improve classification. In addition, different from many other applications in DL, classification images contain information classes with high spatial autocorrelation and typical spatial arrangement (e.g. self-similarity). This spatial association information is not considered in most DL methods. The class correlated feature (CCF) in the form of a class label sequence, which is extracted from a land cover classification, can reflect the local spatial association of pixels’ information classes. This feature can also be fed back to a classifier to improve its performance. The spatial correlation of land cover classes has been modeled from the CCF to enhance traditional classifiers such as k-nearest neighbors (k-NN) (Tang et al. 2016). To further explore its potential, a relearning method could be used to iteratively learn the CCF and recursively classify remotely sensed images. For example, a curve matching method was developed to improve classification by relearning the spatial association of class pairs (Tang et al. 2021). Previous studies also applied the SVM-based relearning by iteratively summarizing the histogram and primitive co-occurrence matrix (PCM) of the CCF (Huang et al. 2014). The relearning method has shown a great advantage in iteratively utilizing rich spatial association information embedded in the pixels’ information classes, but this method has never been exploited by DL.

In summary, DL methods (e.g. CNN and RNN) have been widely used for classification. However, problems still lie in several points. I) Most CNN methods extract spatial features based only on the convolutional operators. They were able to consider the spatial relationship of the original data values of the pixels (similar to texture), but unable to take advantage of the rich spatial association of resulted information classes of pixels. II) An RNN was often used to model temporal association but its potential in modeling the spatial association at the information class level has not yet been explored. III) The relearning approach has shown a great potential in modeling spatial associations using machine learning models (e.g. SVM), but it has never been tested in DL methods.

In our research, a deep relearning method is developed to incorporate the CCF for land cover classification based on an RNN model. The scientific contributions are as follows. I) A “deep relearning” model is developed to address the deficiency of current DL models by introducing a CCF-based spatial association and a relearning method based on RNN. II) An innovative relearning method designed to model spatial association of the information classes of the pixels is implemented using an RNN by taking advantage of its strength in modeling temporal association, greatly expanding its applicability. III) The introduction of CCF enables DL to model both spatial autocorrelation and spatial arrangement of classes for the first time, greatly improving the capability of DL models for image classification.

2. Methods

2.1 Recurrent neural network (RNN)

Since the developed method is based on an RNN, a brief review of RNNs is provided. First, time steps need to be defined in an RNN to record the elements in a feature sequence. The RNN is run to make a prediction at the current time step by considering the result derived from the previous one. Traditional RNNs often suffer from the problem of long-distance dependence (Bengio, Simard, and Frasconi 1994), which may cause gradient explosion and/or vanishing. Long short-term memory (LSTM) was proposed to avoid this problem by introducing a forget gate (Hochreiter and Schmidhuber 1997). LSTM can simulate the mechanisms of forgetting and memorizing as human brain, thus data can be disseminated in a certain distance (Luo 2018). A sequence of data \( (x_1, \ldots, x_n) \) is input into the RNN, where \( x_t \in (x_1, \ldots, x_n) \) represents the data (usually representing a feature sequence) at time step \( t \). The LSTM structure includes a memory unit \( c_t \), a hidden state \( h_t \), and three gates (input, forget and output
gates \(i_t, f_t, o_t\). A temporary cell state \(y_t\) is defined to resize the current input (Ndikumana et al. 2018). The memory unit \(c_t\) controls the kept information. The LSTM method is described as follows.

\[
\begin{align*}
    i_t &= \sigma(W_i x_t + U_i h_{t-1} + b_i) \\
    f_t &= \sigma(W_f x_t + U_f h_{t-1} + b_f) \\
    o_t &= \sigma(W_o x_t + U_o h_{t-1} + b_o) \\
    y_t &= \tanh(W_y x_t + U_y h_{t-1} + b_y) \\
    c_t &= i_t \ast y_t + f_t \ast c_{t-1} \\
    h_t &= o_t \ast \tanh(c_t)
\end{align*}
\]

where \(W_i, W_f, W_o, W_y, U_i, U_f, U_o, U_y\) are weights, and \(b_i, b_f, b_o, b_y\) are biases; the asterisk (*) denotes the Hadamard product, and \(\sigma\) is a sigmoid function, which allows parts of the information to enter through the gates.

As a variant of LSTM, the gated recurrent unit (GRU) can achieve similar performance with a lower computational cost (Cho et al. 2014; Xiao et al. 2022). GRU includes an update gate \(z_t\) and a reset gate \(r_t\). The equations of GRU are as follows.

\[
\begin{align*}
    z_t &= \sigma(W_z x_t + U_z h_{t-1} + b_z) \\
    r_t &= \sigma(W_r x_t + U_r h_{t-1} + b_r) \\
    n_t &= \tanh(W_n x_t + U_n (r_t \ast h_{t-1}) + b_n) \\
    h_t &= z_t \ast h_{t-1} + (1 - z_t) \ast n_t
\end{align*}
\]

Similar to the LSTM method, \(W_z, W_r, W_n, U_z, U_r, U_n\) are weights, and \(b_z, b_r, b_n\) are biases, and \(n_t\) is defined as a candidate hidden state, storing the possible values to add to the current hidden state \(h_t\).

### 2.2 Class correlated feature (CCF)

In this study, the CCF is defined as a sequence of class labels that can reflect a local spatial association of the information classes. This feature is extracted from a prior land cover map, which can be obtained from a classification result. A template is used to extract the CCF from the prior land cover map in a local range. The class label is recorded in order along a certain direction (e.g. 0°, 90°, 180°, 270°) as a sequential feature, which is then directly fed into the RNN. Figure 1 demonstrates the process for extracting the CCF. Buildings and roads are easily misclassified, as the two classes have similar spectral features. In this example, the upper template is in a residential area, with a typical pattern of spatial arrangement in the form of “vegetation-shadow-building.” Dominated by this pattern, the pixels of the road class are unlikely to appear in such an area. If they do, they are likely to be reassigned to the correct class in a subsequent step. The lower template is located in a road area, where all the pixels are extracted as the road class, displaying a high spatial autocorrelation. The vehicles in the middle of the road, which are often misclassified as buildings based on the spectral feature only, are likely to be reclassified as the road class in the subsequent step. In summary, the CCF records the local spatial pattern; when fed into the RNN, it allows the spatial arrangement and spatial autocorrelation that exist in the remote sensing images to be fully utilized to improve the ability of the RNN classifier.

![Figure 1](image.png)

**Figure 1.** The process of extracting the CCF, along with the spatial arrangement and autocorrelation that are included in the CCF.
2.3 Deep relearning method based on the RNN (DRRNN)

A deep relearning method based on the RNN (DRRNN) is developed to recursively utilize the CCF to improve the classifier. We adapted the shortened spectral-spatial parallel RNN to derive the initial classification result. This method has been tested on the classification of hyperspectral images and has proven to be effective in achieving a satisfied result with a low computational cost (Luo 2018). The implementation of the DRRNN method is described below.

The training data are chosen randomly from the ground truth. Image patches are then extracted, centered on the training data, and used as the inputs in the network. Data augmentations, including reflections and rotations, are applied to enhance the training data. Three 3-dimensional (3D) convolutional layers are applied to capture the spatial features at multiple scale. The spectral-spatial feature is then fed into the parallel RNN, which consists of several RNN units to make the model more robust. The RNN unit with LSTM and GRU models are both tested. Following the RNN unit, a shortened model with a 1D convolutional layer is applied to boost the training speed. After the training process, the classification is performed on the entire image to derive an initial classification result. For each image patch centered on the training data, the predicted class labels are extracted from the image patch and shaped into a sequence as the CCF. Since image augmentation is applied, the CCF considers the order in different directions. Similarly, the shortened model with a 1D convolutional layer is applied to the CCF to reduce its dimension and thus can be combined with the spectral-spatial feature. These features are fed into the parallel RNN again to produce the next classification result. The above process is iteratively performed so that the CCF can be adjusted through deep relearning from the last predicted land cover map until a stopping condition is reached. In each relearning iteration, the validation accuracy is monitored (the validation sample is randomly selected from the training sample), and the relearning process stops if the increase in the validation accuracy is lower than a predefined threshold. The structure of the DRRNN method is displayed in Figure 2.

3. Results and analysis

3.1 Datasets and study areas

Throughout the study, five different remote sensing images containing diverse environments were tested. The first scene was acquired from the IKONOS satellite in May 2000, covering an urban area in Beijing, China. The spectral bands were enhanced to 1 m by applying image fusion. Six land cover classes were identified in this image. The second scene is a well-known hyperspectral image from the ROSIS sensor acquired in July 2002. This image had 103 bands with a 1.3 m resolution. Nine classes of interest were defined in this image. The third image is a Landsat 8 OLI subscene of Zhongwei City, China, acquired in April 2017. Similar to the IKONOS image, seven multispectral bands were increased to the 15 m resolution. Seven classes were

Figure 2. Flowchart of the DRRNN method.
used to analyze the Landsat image. The fourth image is a subscene of the Gaofen-2 (GF-2) image that was obtained from the Gaofen Image Dataset (GID) (Tong et al. 2020). In total, there were 15 annotated categories for GID, and in the selected subscene, there were 10 categories with four multispectral bands. The fifth image was derived from a Kaggle competition released by the Defense Science and Technology Laboratory (Dstl). Three-band images with RGB natural color were collected from the WorldView-3 (WV-3) sensor. A pseudo geo-coordinate was manually created by Dstl to obscure the location. Ten classes were defined for the WV-3 dataset, and six appeared in the selected subscene. The study areas have a distinctive range of environments (urban and suburban) with varied land cover classes. The five images include multispectral and hyperspectral bands (all the bands were included for classification), with resolutions varying from 15 m to 1 m, thus providing a robust evaluation of the developed method.

Figure 3 shows these five images and the associated ground truth data used. Ten percent of the ground truth was randomly selected as the training data using a stratified sampling scheme, and the remaining data were for the testing purpose. Image patches centered at each sample data point were extracted, which provided sufficient data for training (Luo 2018; Guo et al. 2020; Ding et al. 2021). The training sample information is displayed in Figure 4.

3.2 Experimental settings

To testify the effectiveness of the DRRNN method, eight advanced CNN methods were used for comparison. LeNet is representative of early CNNs, including two convolutional and two pooling layers, followed by three fully connected layers (LeCun et al. 1998). ResNet is a popular architecture (He et al. 2016) that introduces a shortcut connection that skips one or more layers to prevent the gradients to be vanished.

![Figure 3. The images of the study areas.](image-url)
or exploded. ResNet-18 includes the first convolutional layer, four modules consisting of four convolutional layers, and a fully connected layer, thus containing 18 layers in total. LeNet and ResNet-18 predict one label for each image patch and are therefore called patch-based CNN methods. The fully convolutional network (FCN) has been reported to be more efficient in utilizing the training information than patch-based CNN methods (Liu et al. 2018c). Therefore, we used the FCN with a self-defined structure and the well-known SegNet (Badrinarayanan, Kendall, and Cipolla 2017) as the pixel-based CNN for comparison. Both structures include an encoder and a decoder for a pixel-wise classification, while the FCN has one up-sampling layer, and the SegNet has three up-sampling layers for the decoder. FCN and SegNet predict all the pixels for an image patch; thus they are called pixel-based CNN methods. Because research indicates that multiscale CNN architecture is effective at capturing the semantics of an image (Gao et al. 2021; Yeung et al. 2022), two multiscale CNNs were used as benchmark methods. The multiscale network structure (MSNN) allows the network to accept the patches of varying sizes. The multiscale features are combined after two convolutional and pooling layers, attached with four fully connected layers. A wide contextual residual network (WCRN) includes a convolutional layer and a residual unit after multiscale features are combined (Liu et al. 2018b). The three input sizes of image patches were used in the MSNN and WCRN methods. Finally, LSTM and GRU (two typical RNN methods with shortened spectral-spatial parallel RNN units) were applied, but without the CCF and relearning process. For the proposed DRRNN method, the number of filters was set to 16 for both the 3D and 1D convolutional layers, as suggested by Luo (2018). The neuron numbers $H$ and the reduced time steps $T$ in

Figure 4. The training sample information of the study areas.
the shortened model were set to 128 and 3, respectively. Three parallel RNN units based on the LSTM and GRU models were used. The threshold of the stopping condition was set to 0.01%, which meant that the iteration would stop if the difference in the validation accuracy between the latest two runs was less than 0.01%. Overall, eight CNN methods were used as benchmarks, including two patch-based CNNs (LeNet and ResNet), two pixel-based CNNs (FCN and SegNet), two multiscale CNNs (MSNN and WCRN), and two RNNs (LSTM and GRU).

For all the CNN methods, the training data were augmented five times by flipping the images in two directions (horizontally and vertically), and rotating them in three directions (90°, 180°, 270°). The size of image patches $W$ was set to 17 based on the trial-and-error method (tested in Subsection 3.5), and the three input sizes were set to $W$, $W-2$, $W-4$ (i.e. 17, 15 and 13) for the MSNN, WCRN and two DRRNN methods to capture multiscale feature. The input batch included 128 images in the training stage. The maximum number of epochs equaled to $10^6$. Adam optimization was used to update the learning rate, which was set to $10^{-3}$. Half of the training data were used as validation data to monitor the accuracy and adjust the parameters of the classification methods. All the methods were run independently ten times for a robustness test, based on which the average overall accuracy (OA) was assessed. The confusion matrix was computed for each classification method, and the per-class producer’s accuracy (PA), user’s accuracy (UA) and F1-score were reported. The McNemar’s test was applied to determine whether the accuracy of the DRRNN method was significantly improved compared with the best benchmark method at the 95% significance level.

### 3.3 Classification results

The average OA over ten runs and the result of the McNemar test are shown in Table 1. The OA indicates that the DRRNN method constantly achieved higher accuracy for all five images. In most cases, the DRRNN was able to improve the accuracy of each class based on its corresponding RNN method. Compared with traditional CNN methods, the test demonstrated that eight out of the ten significant improvements over the best benchmark method (i.e. ResNet) could be achieved for the IKONOS image and all ten runs for the other four images, indicating a rather stable performance of the developed method.

The classification results from one run (selected randomly) are shown in the following figures along with the confusion matrices of each classification method and the PA, UA, and F1-score of each class (Figures 5–14). The confusion matrices are presented in the form of heat maps, and the color of the dialog elements was removed to highlight the confusion between classes.

As can be seen, the building and road classes in the IKONOS classification results were likely to be mixed with each other. The grass class was misclassified as trees in the LeNet, FCN and MSNN results, leading to a rather low UA for these three methods. In comparison, the ResNet, SegNet and WCRN methods have higher F1-scores on the road, grass, and tree classes (Figure 6). For the two RNN methods, LSTM and GRU do not show much difference. By introducing the spatial autocorrelation in the CCF, the DRRNN method acts as a filter to correct the misclassified pixels in the corresponding RNN results. In some cases, the DRRNN method is not affected by the majority class in a neighborhood. For example, nearly all the pixels in the two buildings of the GRU result (circles in

| Method      | IKONOS | ROSIS | Landsat | GF-2 | WV-3 |
|-------------|--------|-------|---------|------|------|
| LeNet       | 88.98  | 89.81 | 91.68   | 82.86| 79.78|
| ResNet      | 96.00* | 97.35*| 97.09   | 84.47| 83.91|
| FCN         | 91.52  | 91.95 | 92.43   | 82.88| 81.23|
| SegNet      | 95.25  | 97.18 | 94.27   | 84.31| 83.28|
| MSNN        | 89.25  | 88.70 | 93.47   | 84.60| 84.89*|
| WCRN        | 95.71  | 94.38 | 93.92   | 84.72*| 84.39|
| RNN with LSTM | 94.90 | 96.04 | 97.74*  | 83.02| 81.93|
| RNN with GRU | 93.02 | 94.29 | 97.74   | 83.18| 80.31|
| DRRNN with LSTM | 96.49 (8) | 98.67 (10) | 98.63 (10) | 89.62 (10) | 87.29 (10) |
| DRRNN with GRU | 97.18 (10) | 98.40 (10) | 98.69 (10) | 89.88 (10) | 87.00 (10) |
Figure 5i) are misclassified as roads, and most of these pixels are correctly classified by relearning the spatial arrangement in the CCF with the DRRNN (circles in Figure 5j). The DRNN method resulted in the highest F1-score across all classes, and the accuracy of the grass class improved the most (Figure 6).

Similarly, in the ROSIS image, the LeNet, FCN and MSNN methods tended to mix some spectrally similar classes, such as bare soil and meadows, asphalt and bitumen, and gravel and self-blocking bricks. The ResNet, SegNet and WCRN methods had higher F1-scores for these classes (Figure 8). For the RNN methods, the LSTM and GRU correctly classified most of the bare soil and meadow classes. However, the RNN with the GRU method resulted in a complete misclassification of the bitumen class (circle in Figure 7i). On the other hand, the DRRNN with the GRU method (circle in Figure 7j) was able to rectify most of the misclassified asphalt and gravel classes to the bitumen class. The DRRNN method improved the F1-score of the bitumen class to 0.9, indicating a great advantage in utilizing the CCF. The gravel class and self-blocking bricks also showed great improvements using the DRRNN methods (Figure 8).

In the Landsat image, vegetation and farmland tended to be mixed with one other. Among the eight benchmark methods, the LeNet, FCN, SegNet, MSNN and WCRN methods misclassified vegetation as
farmland due to a small sample size. Only the ResNet and two RNN methods demonstrated a clearer distinction between these two classes (middle two circles in Figure 9). The two DRRNN methods further decreased the noise of farmland within the vegetation class by introducing the spatial autocorrelation in the CCF. A similar result was observed with the road class (lower circle in Figure 9). The DRRNN with the GRU method correctly classified the road class, while all other methods misclassified roads as buildings. The F1-score of the RNN with the LSTM and GRU methods was above 0.85 for the vegetation class, and the corresponding DRRNN methods improved to 0.95 (Figure 10).

Urban and rural residential areas in the GF-2 classification results were most likely to be confused with one other. The irrigated land was also confused with rural residential areas and paddy fields. A severe misclassification appears for all the traditional CNN methods on the left side of the image, where rural residential area is interspersed among urban residential area which is bisected by a traffic road. Only two DRRNN methods show less misclassification in this area (the circle in Figures 11h and 11j) by considering spatial association of the information classes. The noise in the paddy field and irrigated land classes are decreased in the DRRNN methods. The average OA does not show much difference between the
traditional CNN methods, ranging from 82% to 84%. The OA reaches 89% with the two DRRNN methods, with great improvements in the F1-score for nearly all classes (Figure 12).

In the WV-3 image, the confusion matrix in Figure 13 shows a misclassification of all classes. The LeNet, FCN and two RNN results show the roads were misclassified as buildings. The DRRNN methods corrected most of the misclassification along the edges of the road, leading to an increase in PA. Miscellaneous manmade structures appear in thin linear shapes, which are easy to interrupt, causing the lowest accuracy in this class. Compared with the RNN methods, the DRRNN method filtered more noise (upper circle in Figure 13) and grouped separated patches (lower circle in Figure 13) of miscellaneous manmade structures by addressing the spatial association, resulting in an increase in both the UA and PA. Crops were likely to be
confused with trees since there was only a small patch of crops in the image. The UA of crops showed significant improvement after the two DRRNN methods corrected the misclassified trees (Figure 14).

### 3.4 Relearning process

It is relevant to check how the relearning process affects the classification results. The GRU result and the intermediate results using the DRRNN with the GRU method are shown in Figure 15 for the IKONOS, ROSIS and Landsat images. The number of relearning iterations using the DRRNN method was nine for the IKONOS image and four for the ROSIS and Landsat images. Three intermediate results are displayed.

Generally, more iterations lead to a smoother result due to the impact of the spatial autocorrelation in the CCF. The noise of the road class diminishes, and the pattern of the building class tends to become increasingly connected with more iterations in the IKONOS image. In the ROSIS image, the bitumen class is completely misclassified in the RNN with the GRU result, yet it is classified correctly in some areas after one iteration by introducing the CCF. Subsequently, the CCF plays a key role in continuously correcting this class. The gravel, self-blocking bricks and meadows display a smoothing effect with more iterations. As the majority land cover type in the Landsat image, the farmland class also tends to be connected in a continuous pattern with more iterations. The

---

**Figure 8.** Confusion matrix and per-class accuracy of the ROSIS classification results.
curvilinear pattern of the road and the river classes does not appear to be over-smoothed after four iterations. This test demonstrates that the relearning process plays an important role in decreasing noise, while some curvilinear details can be kept in the relearning process.

In the DRRNN method, the validation accuracy was used to control the number of relearning iterations. Changes in the testing accuracy against the number of iterations when this limitation was lifted were also explored (Figure 16). Forty iterations were tested for the DRRNN with the LSTM and GRU methods for the
IKONOS image. Both methods presented an upward trend of accuracy with more iterations and a decline after the peak. The accuracy tends to be stable after 30 iterations, indicating that with enough iterations, the method is able to converge.

### 3.5 Image size

The image size was set to 17 in the experiment. To analyze the impacts of different image sizes on the final result, a sensitivity analysis was carried out on the IKONOS image. The image size varied from 5 to 33 to calculate the overall accuracy for all classification methods (Figure 17). The accuracy of the LeNet, FCN and MSNN methods fluctuated with changes in image size, with sizes of 17 to 21 achieving the highest scores. The accuracy of the LSTM and GRU methods decreased when the image size was larger than 17, while the accuracy of the corresponding DRRNN methods was not greatly affected, proving the robustness of the DRRNN methods. The remaining methods did not show an obvious preference regarding image size. To obtain a fair comparison for most of the methods, we set the image size to 17. The large-sized sample images included complicated environments labeled by a single class and caused a decline

![Figure 10. Confusion matrix and per-class accuracy of the Landsat classification results.](image-url)
in accuracy. The results of the tests with the other four images showed similar trends and thus are not displayed.

### 3.6 Feature separability

To demonstrate the advantage of the developed DRRNN method, the feature separability was analyzed. For all methods, high-dimensional features were reduced by applying the $t$-distributed stochastic neighbor embedding ($t$-SNE) tool (van der Maaten and Hinton 2008) for optimal visualization. We excluded methods with poor performance, retaining only ResNet, SegNet, WCRN, two RNN and two DRRNN methods (for the first iteration). The $t$-SNE plots of these methods for three images (IKONOS, ROSIS and Landsat) are shown in Figure 18.
For all three image scenes, the two DRRNN methods have better feature separability than the other methods. Grass and trees in the IKONOS image, as well as farmland and vegetation in the Landsat image, are mixed with all other methods; only the DRRNN methods indicate a clear distinction. The DRRNN methods also have greater separability in buildings and roads for these two scenes. In the ROSIS image, the two DRRNN methods are able to separate bare soil and meadows, while all the other methods fail to do so. The asphalt and bitumen classes are also severely mixed with other classes in all benchmark methods. During the first iteration using the DRRNN methods, the asphalt and bitumen classes were separated from the other classes, and these two classes also tended to move away from each other. Therefore, this study proves that the feature separability is enhanced in the DRRNN methods by introducing the CCF.
4. Discussion

The proposed DRRNN method is designed to make full use of spatial features. Numerous methods have been proposed based on machine learning to incorporate spatial features, such as a filtering-based method (Shang and Zhang 2014; Cao et al. 2017), Markov random field (MRF) (Tarabalka et al. 2010; Lu et al. 2016), geostatistics (Atkinson and Lewis 2000; Atkinson and Naser, 2010), multiple-point statistics (MPS) (Ge and Bai 2011), etc. Most of these methods involve complicated spatial modeling processes. The advancement of DL seems to allow spatial features to be automatically extracted, making the spatial feature extraction strategies used in machine learning classification methods unnecessary. However, this statement is not entirely accurate for the following two

Figure 13. Classification results based on the WV-3 image.
First, because these DL techniques perform similarly to a data-driven method, their generalization ability is weaker than the model-based methods if the samples are not enough or not representative. Second, the CNN and related methods are more suited for scene understanding (Zhang et al. 2018a; Khan et al. 2019) and object recognition (Ren, Zhu, and Xiao 2018; Zhang et al. 2021), as the underlying features and spatial contextual information are more obvious for a typical scene or object. For land cover classification, however, some atypical categories, such as barren land and paddy fields, do not have discriminative features that can be captured with the convolutional operators alone. Therefore, extra spatial features (i.e. CCF) were introduced to guide the CNN method in a more manageable way, instead of feeding the algorithm numerous samples without considering which features the CNN can learn.

**Figure 14.** Confusion matrix and per-class accuracy of the WV-3 classification results.
Some researchers realized that introducing extra features to the CNN can lead to higher accuracy (Li, Stein, and de Beurs 2020). A challenge with this is that the input image patches used in the CNN are not technologically ready to be combined with traditional features. Most studies combined different features at a concatenate layer (Zhang et al. 2020) or used a joint probability for different predictions (Zhang et al. 2018a; Li et al. 2019). With this technique, the role of the CNN is undermined because the introduced features are not actually learned by the CNN. Therefore, we introduce the CCF with a size that equals an image patch and fed it together with the image patch into the networks. Superior to previous studies, the DRRNN method does not need to assign weights to different features, and the CCF does not need to be manually modeled using summarized statistics such as histograms or PCMs (Huang et al. 2014) but can be directly utilized by the RNN. Finally, the performance of CNN is sometimes unstable, especially for minority classes. For example, the bitumen class was completely misclassified using the RNN with the GRU method in the ROSIS image. Therefore, a relearning mechanism such as DRRNN can be employed to enhance the

Figure 15. The RNN and DRRNN methods based on the GRU model.
learning ability of the CNN method and achieve a stable result.

Overall, the results from five experiments indicate that the use of the CCF can improve classification based on the CNN model alone, as predicted. Several issues can be further explored to improve the developed method. First, the number of nodes that consisted of the CCF is required to be the same with the number of pixels included in the image patch and may lead to an over-fitting problem if the image size is too large. The analysis of the size of the image patch in Figure 17 reflects that the accuracy decreases when the size is larger than 25 for the DRRNN methods, which is partly caused by the over-fitting problem of the CCF. Therefore, a potential improvement in the DRRNN method is to define a different effective range of the CCF without relying on the input image size. Second, the relearning process is currently controlled by the increase in validation accuracy. For each iteration, the input features and parameters of the method remain the same. By introducing an intelligent updating mechanism, the input features and parameters can be adjusted automatically based on the output result of each iteration. Third, the RNN with the LSTM and GRU methods do not have an advantage over the other methods (Table 2). Therefore, the CCF does not need to be learned from an RNN classification result, but instead can be transferred to other types of CNN results. Finally, since each relearning iteration included classification errors, an alternative is to use class probabilities to represent spatial features.
5. Conclusion

A deep relearning method based on an RNN model (DRRNN) was developed for land cover classification. The class correlated feature (CCF) containing the spatial association of the pixels’ information classes was derived from the classification result and combined with the CNN-derived spectral-spatial features to iteratively improve classification. The proposed method was tested on five different types of remote sensing images with distinct environments, and the results indicated that the classification capability was improved by introducing the CCF. Compared with...
other advanced CNN models, the DRRNN method consistently achieved the best performance. The isolated noise was filtered by considering spatial auto-correlation, and the curvilinear details were well retained in the relearning iteration. Additionally, certain misclassified patches were corrected by addressing spatial arrangements that were included in the CCF. The DRRNN method demonstrated that significant improvements can be achieved for easily confused classes such as industrial land, urban residential and rural residential areas. The interpretability of DL was enhanced by using extra spatial features to guide the learning process.
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