A review paper on hypervisor and virtual machine security
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Abstract- A hypervisor is a computer programme or software that facilitates to create and run multiple virtual machines. It is also known as Virtual Machine Manager (VMM). Due to their popularity, it exploits the attack surface, because the Hypervisor code contains much vulnerability. Since the Hypervisor is a core element of any cloud computing service, it is always on the top priority of the attackers. There are many Software (open source) and Hardware-based Solutions are available in the market to monitor and control the hypervisor activities. This paper summarizes various types of attacks, vulnerabilities, security issues and challenges related to hypervisor and virtual machines.
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1. Introduction
Virtualization allows multiple machines to run on a single Hardware. This VMM has the capabilities to share the resources of the physical machine. Resources of this physical machine are managed by the software Known as Hypervisor [1]. Hypervisor works as an isolating layer which manages the physical hardware and the Virtual machines. This code increase attack surface, because Hypervisor has full access to Virtual machines data in CPU registers, Memory and I/O [2]. Due to that Hypervisor is a lucrative target for the attackers. When a Hypervisor is a compromise, intruders can gain the full access of all the VMs hosted on particular Physical Machine. There are two types of Hypervisor available in Market [3].

(i) Type 1 Hypervisor
Type 1 Hypervisor direct installed and run on the Physical layer (Hardware). These are also known as Native Hypervisor or bare metal Hypervisor [4]. There is no requirement of any Host Operating system. Type 1 Hypervisor has direct access and control over Hardware resources. Cloud service provider generally used this type of Hypervisor [5]. Some of the Type 1 Hypervisor is Proxmox, VMware ESXI, and Citrix Xenserver, Ovirt, Hyper-V [6]. In this Figure, there are showing the structure of Type 1 Hypervisor.
(ii) **Type-2 Hypervisor**
Type-2 hypervisor installs on Host operating system of a physical Machine. These hypervisors are also known as Hosted Hypervisor. It supports VMs by coordinating calls for CPU, memory, disk, network and other resources through the Physical host’s operating system. Example of Type-2 Hypervisor is VMware Workstation and Oracle VM VirtualBox [7]. In this Figure, there are showing the structure of Type 2 Hypervisor.

**Figure 1.** Structure of type 1 Hypervisor.

**Figure 2.** Structure of type 2 Hypervisor.
(iii) Hypervisor Security

Each Virtual Machine installed in the virtual environment has its security zone which is not accessed by the other Virtual Machines security zones. A hypervisor is an abstraction layer that breakup host machine from the guest machines [8]. A hypervisor is the centralized controlling agent of all the virtual machines and has its security zone. All the security zones in the virtual environment lay with in the same physical environment and same security zone [9].

To explore the security issues related to Hypervisor security, first, we have to know about the various privilege mode for CPU. There is three privilege level in any processor[10]. These are shown in the Figure-3.

![Figure 3. Privilege level in any processor.](image)

Ring 0 is innermost and most privilege level in the protection Rings. This level is also known as Kernal level. Any Software and application at this level have full command on the host Hardware. Ring 1 and ring 2 have comparatively less privilege than ring 0. These two rings are related to Operating System services. Outermost is ring 3, all the applications programme run on this layer [11-14]. The hypervisor runs on the Kernal mode, which is the most privilege level and Guest operating system runs on the less privilege mode then the Hypervisor. Hypervisor Architecture along with its privilege level is shown in Figure 4. User application runs on ring 3, having no privilege to control the hardware resources. The hypervisor manages the hardware resources which is access by the guest operating system[15-18].

As Hypervisor run on the upper layer of Physical hardware. Physical resources are accessible only through the Hypervisor that's why security of the cloud environment depends on Hypervisor. It also acts as a firewall, which prevents the unauthorized sharing of physical resources. Hypervisor isolates the guest operating system[18,19], host operating system and physical hardware. If an attacker bypasses the security at the guest operating system, Hypervisor monitors it. It works as a manager between the guest OS and Physical hardware. Guest machine(VMs) operating system has come through the Hypervisor to access the physical machine components[20].

A hypervisor is like a code of thousands of line. To prevent security and minimize the vulnerability of the Hypervisor. Hypervisor code should be as least as possible. There are generally three results of an attack in a virtualized environment[21].
In First case the guest machine is compromised. In second case Multiple Virtual Machines are compromised and in the third case, the Host Machine or Hypervisor compromised[22]. First and Second case can be restored to previous well-known configuration state, but in the third case, attackers have full control of the physical hardware. According to a survey based on VMs security, it is found that around 60-65% Virtual machines which are in production are less secure than the Physical Machines because of ignoring the traditional security measures[23].

The attacker used the compromised guest to communicate with other guest installed on the same physical hardware. When Hypervisor has compromised then attacker it can access all the resources of guest machine and host also, He can perform the various attacks linked Denial of Service (DOS) attack and Botnet attacks[24].

2. Features of Hypervisors/VMs (Security)
Virtualization gaining popularity day by day because of their features like restoring the VMs to pre-attack states, isolation of users, imitate computing environment, support remote computation. These are some benefits concerning security[25-27].

2.1 Abstraction of physical resources
Hypervisor abstract the Physical layer and strictly bounded resources are allocated to the Guest Machine. Through abstracting the Hardware details Hypervisor restrict the access of physical hardware. The Guest machine running inside the Hypervisor don’t know about the host operating system and Hardware[28]. When an attacker doesn’t know about the details of the operating system and Hardware of the Hypervisor the surface of attack level is reduced and compromising of Machine is difficult[29]. The Hypervisor aims to allocate the resources to the resources to each Virtual Machines. Each Virtual Machine encapsulates itself and prevents other VMs from accessing their resources. An attacker can not compromise the physical machine and only one virtual machine at a time [30].

2.2 Pre-attack State Restore
The virtual disk of each Virtual Machine stored at the Host machine as a file. Virtual Machine takes a backup (Snapshot) of the virtual disk on a regular time interval or any changes made in
configuration[31]. Incase of Machine Compromization or any other type of infection, We can restore the VMs from backup disk files. It provides the integrity of the data and disinfection of Machine[32].

2.3 Isolation of Physical resources
Hypervisor makes partitions of the physical resources and makes isolated entities. A hypervisor allows each VMs to run independently. Attack and compromisation of one VM can not affect the other. Isolation and Abstraction characteristics of the Hypervisor an additional security feature. In case any VM compromised, Hypervisor remove this VM and restore it to pre-attack state[33].

3. Vulnerabilities and Attacks
Virtual machines and Physical Machines both are vulnerable to the theft and various type of attacks like Denial of service attack(DoS)[34]. VM Infrastructure is vulnerable to the DOS attack, which withholds resources from all VMs installed on Physical Machine. We can Fix it in many cases by applying QOS for the resource consumption per VMs[35]. There are some Vulnerabilities and attacks at Hypervisor Level.

3.1 Modification in Hypervisor
In this type of attack, attackers try to modify the Hypervisor(OS). One form of this type of attack is Virtual Machine Machine based Rootkits (VMBR). VMBR is malware, it is difficult to detect and remove through malware detectors[36]. It is capable to breach the guest OS security and dig out the way to compromise the hypervisor or directly attack a hypervisor to gain the full control of the system. Blue Pill and Subvirt are examples of these type of Malware[37]. There are many methods to prevent from Hypervisor modification. A host can use a trusted relationship with a hypervisor or the guest verify the integrity of the hypervisor at the time of booting[38].

3.2 Guest to guest attack
It is also known as VM communication. In this type of attack, One Infected VM try to infect the other machines on the same environment. A malicious Guest can probably access another guest through shared resources like Memory, Network connections[39]. For example, if a VM opts the memory allocation lies of the other VM then it can perform the read-write operation to that location and distributed the other operations[40]. For the prevention of these type of attack system or cloud, an administrator has to define the rules and policies for communication between VMs and only authorized VMs to take part in communication within the VM Infrastructure[41]. Example of these type of attacks is SQL injection attack and spoofing attacks.

3.3 Data Stealing / Mobility
Theft of the Virtual Machine can happen without physical access of the machine. The data of each VM are store in a virtual disk in the form of an image. Most of the hypervisor provides the facility to copy this disk image and run on other physical Machine[42]. This is a good feature of hypervisor but it has some drawback also. Attackers can copy the VM over the network and access data in their environment and have enough time to dig out all the security arrangements like passwords type of encryption used[43].

3.4 Hypervisor Intrusion
Abstraction, Isolation and resource allocation between the guest and host is managed by the Hypervisor. The main target of the attackers to get full control of the hypervisor and execute the malicious code with root access[44]. The function of hypervisor is to convert instructions received from the guest to the instruction for the Host Operating System. If the Guest is compromised, then the instructions sent by the guest to hypervisor may be aberrant[45-48].
4. Conclusion and Future Work
Virtualization technology probably has new vulnerabilities. For Security professional, it is a big challenge to make all VMs secure in the computing environment. In this paper, we describe the features of the hypervisor and discussed the attacks and vulnerabilities in Virtualization environment[48-52]. The hypervisor should rigorously control the communication between the VMs, limit the resources and monitoring the consumption of the resources by VM on regular basis for preventing the Daniel of Services(DoS) attacks. It is mandatory to secure the host and each VMs (guest) to secure the whole virtual environment[52-54]. We have to Compliance all the advisory released by the CERT-In related to cloud security and Vulnerability[55]. As a future work of my paper, we will install the VMs on the different type of open source-based hypervisor like proxmox[56-57],ovirt, Citrix and perform the Vulnerability Assessment and penetration testing to exploit the vulnerabilities of the system[58] using the various freeware tools. Some of the tools are Burp Suite, Network Miner packet analyzer, TCPDump, Nmap and hydra etc[59-60].
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