Binocular parallax stereo imaging based on correlation matching algorithm
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Abstract: The intensity fluctuation correlation of pseudo-thermal light can be utilized to realize binocular parallax stereo imaging (BPSI). With the help of correlation matching algorithm, the matching precision of feature points can reach one pixel authentically. The implementations of the proposed BPSI system with real objects were demonstrated in detail. And the experimental results indicated that the proposed system performs better when the object’s superficial characteristics are not obvious, for example its surface reflectivity is constant.
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1. Introduction

Multifarious three dimensional sensing technologies have been investigated for many decades. Since along with rapid technological progress, more and more 3D imaging application scenarios turn up, the research on 3D imaging needs to continue. Binocular parallax stereo imaging or multi-view stereo imaging \[1–7\] belongs to one of early stage three dimensional imaging technologies. Making use of the parallaxes of multi-view images and the depth sensing theory, the 3D reconstruction map can be calculated according to geometry. The depth resolution in BPSI depends on the binocular distance and the matching precision of feature points. Normally in traditional matching algorithm of BPSI, the feature points are extracted by searching distinctive distributions. Therefore there exist matching errors in traditional BPSI. Moreover, not all points of the object are feature points. Then if the object’s images have a weak variation in distribution, the 3D reconstruction is likely to be distorted.

Recently, a 3D computational imaging with single-pixel detectors \[8\] was proposed in the journal of Science, in which computational ghost imaging with a digital micromirror device (DMD) was introduced to combine with the multi-view imaging. The great advantages of this method are the capabilities of realizing 3D imaging without a spatially resolving detector and using a broadband light source. However this method needs a long time capturing and has the similar deficiency with the traditional BPSI as well.

Ghost imaging or correlation imaging \[9–16\] utilizes the point-to-point intensity fluctuation correlation to retrieve the object’s image from the intensity sequence recorded by the single-pixel signal detector. The key idea is the point-to-point intensity fluctuation correlation, which indicates the one-to-one mapping relation. Therefore, intensity correlation can be perfectly used to match feature points. Moreover, for any a point of the left eye image in BPSI, its matching point in the right eye image can be found by intensity correlation.

This article was arranged as follows. Detailed experimental setup and experimental results were demonstrated in Section 2. Corresponding imaging performance analysis was given in Section 3. And the conclusion was in Section 4.

2. The experiment

Different to traditional BPSI, the proposed scheme applies active imaging system. The experimental schematic is shown in Fig.1.

The active source used in the experiment was time-varying speckle fields, or pseudo-thermal light, generated by introducing a slowly rotating ground glass after the laser. The wavelength \(\lambda\) of the laser (continuous wave helium-neon laser) is 633 nm. And the radius of the laser beam is about 1 mm. The ground glass was driven by a step motor with a rotational angular velocity of about 30 degree per second. Located after the ground glass, a collecting lens was used to adjust the divergence angle of the emergent light. Then the object was illuminated by the generated speckle fields.
The capturing devices were the same to traditional BPSI system. Two spatially resolving devices (CCDs) with the same parameters were used as binocular vision to capture the images of the object. The CCD’s pixel number is $512 \times 512$, the pixel size is $11 \mu m$, and the field of view is 42.9 degree. CCD1 was located at the left side of the light source, and CCD2 was located at the right side of the light source. These two CCDs were located in parallel along x-axis, and their horizontal distance was 145 mm. According to camera calibration, CCD2 was 120 $\mu m$ higher than CCD1 along y-axis.

During the imaging procedure, these two CCDs captured pictures synchronously with an exposure time of 8 ms. For the $i$-th photographing, the captured images of CCD1 and CCD2 were recorded as $LI_i$ and $RI_i$, respectively.

In the experiment, the object was a plastic toy, whose shape is a robot holding a sandglass. The toy was placed in a dark environment and illuminated by the generated speckle fields on the front side. The distance between the toy and the cameras was more than one meter. For a single photographing, the images of the toy captured by CCD1 (left vision) and CCD2 (right vision) are shown in Fig.2. The parallax between these two images are obvious. According to binocular parallax imaging theory, if the positions of an object point in both the left view and the right view are found, the 3D coordinate of this object point can be calculated. Clearly, the depth resolution along z-axis at an object point depends on the precision of matching the positions of this point in disparity maps.

Because of synchronous sampling, the light intensity distributions on the surface of the object in images $LI_i$ and $RI_i$ are similar speckle pattern. Since the speckle field randomly varies along with the rotation of the ground glass, the speckle patterns are statistically independent. Therefore, for any an object point $(x, y)$ in the left-eye views, there is only a correlated point in the right-eye views. And the position of the correlated point in the right-eye views can be found by calculating mutual correlation function, using the intensity values of the point in the left-eye views $LI_i(x, y)$ and the intensity matrixes in the right-eye views $RI_i$,

$$G(x', y') = \langle \Delta LI_i(x, y) \Delta RI_i \rangle = \langle (LI_i(x, y) - \langle LI_i(x, y) \rangle)(RI_i(x', y') - \langle RI_i(x', y') \rangle) \rangle,$$  \hspace{1cm} (1)
Fig. 2. The images of the object in the left and right vision.

where $\langle f \rangle = \frac{1}{N} \sum_{i=1}^{N} (f)$, and $N$ is the total photographing number.

The total photographing number $N$ was 1000 in the experiment, and the total exposure time was about 5 second. By superposing all the images captured by CCD1 (or CCD2), the integral photograph in the left (or right) view can be obtained. The integral photograph in the left view is shown in Fig. 3. Note that there is an indicator in Fig. 3 to point out the position of an object point (300, 390). Apparently, affected by the light source illumination, the brightness distribution of the toy is not uniform. Especially, the brightness at the reflection point is much larger than that at other points. Then in the correlation matching procedure, the reflection point might be misjudged as the matched point. Consequently the 3D coordinate of the object point would be wrong. To avoid this problem, the uniformly weighed correlation imaging algorithm [17] was applied to calculate the mutual correlation function

$$G(x', y') = \langle \Delta L_i(x, y) \Delta R_i \rangle = \langle (L_i(x, y) - \langle L_i(x, y) \rangle) (R_i(x', y') - \langle R_i(x', y') \rangle) \rangle - 1).$$  

(2)

Then take the reference point (300, 390) in the left view for instance, the relative position of the reference point in the left view is shown in Fig. 3, and the intensity distribution obtained by calculating Eq.(2) is shown in Fig. 4(a). Apparently, the brightest point in Fig. 4(a) is the matched point, indicating the position of the object point in the right view. The coordinate of the matched point was found to be (288, 124). The difference between the line numbers of the
reference point and the matched point is 12 pixels, which exactly equals to the height difference between CCD1 and CCD2. Select a horizontal line across the matched point in Fig. 4(a), then the brightness curve of this line is depicted in Fig. 4(b). Apparently, the correlation value at the matched point is much larger than that at other points. So the total photographing number as well as the total exposure time can be further decreased in the proposed BPSI system. Moreover, the matching precision equals to the full width at half maximum (FWHM) of the bright spot surrounding the matched point, i.e. the correlation length in the object plane. Therefore, the matching precision can easily reach 1 pixel by adjusting the pseudo-thermal light source.

![Image of correlated image and brightness curve](image)

Fig. 4. (a) The correlated image obtained by using the reference point (300, 390); (b) the brightness curve of the line across the matched point.

Finally, through changing the reference point coordinate in the left view and achieving corresponding matched point’s coordinate in the right view, the 3D coordinates of all points on the object’s surface of illumination can be calculated. Then the 3D scatter diagrams of the toy obtained in the experiment are shown in Fig. 5, in which Fig. 5(a) is the side view of the image along z-axis, Fig. 5(b) is the top view of the image along −y-axis, Fig. 5(c) is the side view of the image along x-axis, and Fig. 5(d) is the top view of the image with certain angle of inclination. Fig. 5(b) and Fig. 5(c) clearly indicate that the depth resolution in the experiment is about 5 mm. Besides, from the Fig. 5, we can conclude that the depth range of the toy is about from 1165 mm to 1230 mm away from the CCD plane, the thickness of the toy along z-axis is about 65 mm, the width of the toy along x-axis is about 120 mm, and the height of the toy along y-axis is about 105 mm. All these parameters of the toy measured by the proposed BPSI system have little difference with the real values.

3. Resolution analysis

In the proposed BPSI system, the transverse resolution along x-axis or y-axis equals to the transverse correlation length of the speckle field in the object plane. As it is known \[ l_c \approx \frac{\lambda z_s}{D} \] (3), the transverse correlation length at the plane with an axial distance of \( z_s \) from the source plane is

where \( D \) is the source size or the beam diameter of the laser illuminated on the ground glass, and \( \lambda \) is the wavelength of the laser. And the minimum distinguishable transverse distance at
Fig. 5. (a) The side view of the image along $z$-axis; (b) the top view of the image along -$y$-axis; (c) the side view of the image along $x$-axis; (d) the top view of the image from certain angle of inclination.

the object plane is

$$dx \approx \tan\left(\frac{\theta}{N_p}\right)z_l,$$

where $\theta$ is the field of view of the imaging lens, $N_p \times N_p$ is the CCD’s pixel number, $z_l$ is the distance between the object plane and the imaging lens plane.

Consequently, as long as $dx > l$, the practical transverse resolution of the imaging system will be 1 pixel. Assume that $z_s = z_l$, then the condition is $\tan\left(\frac{\theta}{N_p}\right) > \frac{\lambda}{D}$. In this experiment, $\tan\left(\frac{\theta}{N_p}\right) \approx 1.46 \times 10^{-3}$ and $\frac{\lambda}{D} \approx 0.316 \times 10^{-3}$, so the actually achieved transverse resolution is 1 pixel.

As Fig.1 shows, the back focus of CCD1’s camera lens was set as the original point of the 3D coordinate system. Since the field of view of the camera lens is $\theta$, the size of a single pixel is $p$, the total pixel size of the CCD is $L = N_p \times p$, then the distance between CCD’s detecting plane and the front focus $z_0 = \frac{L}{2\tan(\theta/2)}$. Assume the 3D coordinate of the back focus of CCD2’s camera lens is $(d, 0, 0)$, and the object plane is $z = z_1$. Then the actual transverse resolution in the object plane satisfies

$$\delta x = \delta y = \frac{z_1}{z_0} p = \frac{2z_1\tan(\frac{\theta}{2})}{N_p},$$

which indicates that the transverse resolution in the object plane only depends on $\theta$, $z_1$ and $N_p$. 

Furthermore, for any an object point \((x_1, y_1, z_1)\), the depth resolution \(\delta z\) has to satisfy

\[
\left(\frac{z_0}{z_1} - \frac{z_0}{z_1 + \delta z}\right) \max\{|d - x_1|, |x_1|, |y_1|\} \approx p,
\]

which means the image point in the left or right view moves a pixel length \(p\) when the object point moves to \((x_1, y_1, z_1 + \delta z)\). Then after simplification, the approximate depth resolution can be calculated as

\[
\delta z \approx \frac{p z_1^2}{z_0 \max\{|d - x_1|, |x_1|, |y_1|\} - p z_1}.
\]

Consequently, the transverse resolution and the approximate depth resolution for any an object point can be calculated with system parameters.

Normally, the depth resolution (longitudinal resolution) along \(z\)-axis is much larger than the corresponding transverse resolution, so improving the depth resolution is more important in BPSI system.

4. Conclusion

In conclusion, a correlation matching idea was proposed to be used in BPSI system. With the help of the correlation matching algorithm, every point on the object’s surface of illumination is a feature point, and its 3D coordinate can be calculated based on geometrical optics. Moreover, the transverse resolution and the matching precision can reach 1 pixel easily. Therefore compared with traditional BPSI system, the proposed BPSI system performs better in obtaining the 3D information of a real object. Especially when the feature of the image is not obvious, such as that the object has a smooth 3D surface, the traditional method might fail in obtaining the 3D information of the object’s surface. Although the computational complexity of correlation matching algorithm used in the experiment is larger than traditional matching algorithms, it can be reduced sharply by increasing the computer memory and utilizing parallel computation. Note that traditional method performs better than the proposed method on the margin areas and corner points, therefore combining these two methods might obtain more integrated 3D information of a real object.
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