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Abstract
The study of spherical harmonics in superspace, introduced in (De Bie and Sommen 2007 J. Phys. A: Math. Theor. \textbf{40} 7193) is further elaborated. A detailed description of spherical harmonics of degree \(k\) is given in terms of bosonic and fermionic pieces, which also determines the irreducible pieces under the action of \(SO(m) \times Sp(2n)\). In the second part of the paper, this decomposition is used to describe all possible integrations over the supersphere. It is then shown that only one possibility yields the orthogonality of spherical harmonics of different degrees. This is the so-called Pizzetti-integral of which it was shown in (De Bie and Sommen 2007 J. Phys. A: Math. Theor. \textbf{40} 7193) that it leads to the Berezin integral.
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1. Introduction

This paper deals with the study of superspaces, from a function theoretical point of view. Superspaces, which play an important role in modern theoretical physics, can be considered as co-ordinate spaces for theories exhibiting supersymmetry: they are spaces in which both commuting and anti-commuting variables are considered, corresponding to respectively bosonic and fermionic degrees of freedom.

Mathematically speaking, there are several different approaches to this theory: the two most important ones are based on methods from algebraic geometry, see e.g. [1–4], or methods from differential geometry, see e.g. [5, 6]. Recently however, we have started investigating superspaces from yet another point of view, focussing on close connections with the framework
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of classical harmonic analysis and Clifford analysis. The latter is a higher-dimensional function theory in which spin-invariant differential operators, such as the Dirac operator or the Rarita–Schwinger operator, are studied (see e.g. [7–9]). This connection essentially reveals itself in the existence of certain differential operators, acting between functions defined on superspaces and establishing a realization of either the simple Lie algebra \( sl_2 \), or the Lie superalgebra \( osp(1|2) \). The basic framework underlying these observations was obtained in [10–12], and in [13] we applied these results to construct an integral over the supersphere. This integral, which was inspired by an old result [14] of Pizzetti, allowed for the generalization to superspace of several classical interesting results such as orthogonality of spherical harmonics of different degree, Green’s theorem, the Funk–Hecke theorem, etc. Combining this integral over the supersphere with a generalization of integration in spherical co-ordinates, we were not only able to construct an integral over the whole superspace but also to prove the equivalence with the Berezin integral (see [2]).

In the present paper, we will show that the construction of this integral can also be done using the crucial fact that the differential operators leading to a realization of \( sl(2) \) in superspace are invariant with respect to a suitable action of the group \( SO(m) \times Sp(2n) \). This can then not only be seen as an alternative way to justify the definitions and constructions obtained in [13], which were based on a formal analogy with the classical case, but also as a means to give a precise mathematical meaning to the Berezin integral, based on the symmetry underlying our theoretical framework. In order to achieve this, we will investigate how spaces of spherical harmonics in superspace behave under the regular representation of the aforementioned group and decompose these spaces into irreducible subspaces. Using the fact that an integral over the supersphere (which is invariant under the regular group action and satisfies a natural constraint inspired by the algebraic equation for the supersphere) can be seen as a linear functional, we will then be able to invoke Schur’s lemma in order to obtain the most general definition of an integral over the supersphere. Surprisingly enough, this will lead to several possibilities spanning a finite-dimensional vectorspace, but the natural constraint that spherical harmonics of different degrees be orthogonal will lead to a unique definition. This will then precisely be the analogue of Pizzetti’s formula, i.e. the Berezin integral in superspace. Note that other attempts to relate the Berezin integral to more familiar types of integration have been made in e.g. [15, 16].

The paper is organized as follows. In section 2 we recall the basic theory of harmonic analysis in superspace necessary for this paper. In section 3 we discuss the action of \( SO(m) \times Sp(2n) \), followed in section 4 by a discussion of the purely bosonic and purely fermionic case. Next, in section 5 we construct projection operators selecting harmonic components out of spaces of homogeneous polynomials. In section 6 we give the general decomposition of spaces of spherical harmonics under the group action. In section 7 we define integration over the supersphere and show how this definition already restricts possible integrations to a finite-dimensional vectorspace. In section 8 we give some examples of integrals over the supersphere. In the last section we discuss how we can distinguish between these different types of integration, thus obtaining a unique determination of the Berezin integral.

2. Harmonic analysis in superspace

We consider the algebra \( \mathcal{P} \), generated by \( m \) commuting variables \( x_i \) and \( 2n \) anti-commuting variables \( \tilde{x}_i \), subject to the following relations:

\[
x_i x_j = x_j x_i, \quad \tilde{x}_i \tilde{x}_j = -\tilde{x}_j \tilde{x}_i, \quad x_i \tilde{x}_j = \tilde{x}_j x_i.
\]
In other words, we have that
\[ \mathcal{P} = \mathbb{R}[x_1, \ldots, x_m] \otimes \Lambda_{2n} \]
with \( \Lambda_{2n} \) being the Grassmann algebra generated by \( \chi_i \). We will equip this algebra with the necessary operators to obtain a representation of harmonic analysis in superspace.

First of all, we introduce a super Laplace operator by putting
\[ \Delta = 4 \sum_{j=1}^n \partial x_{2j-1} \partial x_{2j} - \sum_{j=1}^m \partial^2_{x_j} \]
and similarly a bosonic, resp. fermionic Laplace operator \( \Delta_b, \Delta_f \) by
\[ \Delta_b = - \sum_{j=1}^m \partial^2_{x_j}, \quad \Delta_f = 4 \sum_{j=1}^n \partial x_{2j-1} \partial x_{2j}. \]

We also have the following generalization of the length squared of a vector in Euclidean space
\[ x^2 = \sum_{j=1}^n \chi_{2j-1} \chi_{2j} - \sum_{j=1}^m \chi^2_{x_j} \]
with its respective bosonic and fermionic components \( \chi^2, \chi^2 \) defined by
\[ \chi^2 = - \sum_{j=1}^m \chi^2_j, \quad \chi^2 = \sum_{j=1}^n \chi_{2j-1} \chi_{2j}. \]

Finally we introduce the super-Euler operator by
\[ E = \sum_{j=1}^m x_j \partial x_j + 2 \sum_{j=1}^{2n} \chi_j \partial x_j \]
allowing us to put a grading on \( \mathcal{P} \), namely
\[ \mathcal{P} = \bigoplus_{k=0}^{\infty} \mathcal{P}_k, \quad \mathcal{P}_k = \{ \omega \in \mathcal{P} | E \omega = k \omega \}. \]

Now let us calculate the following:
\[ \Delta(x^2) = 2(m - 2n) = 2M, \]
where \( M \) is the so-called super-dimension. This parameter will play an important role in the following. It also has a nice physical interpretation, see [17].

Putting \( X = x^2/2, Y = -\Delta/2 \) and \( H = E + M/2 \), we can calculate the following commutators:
\[ [H, X] = 2X, \quad (1) \]
\[ [H, Y] = -2Y, \quad (2) \]
\[ [X, Y] = H \quad (3) \]
proving that \( X, Y \) and \( H \) span the Lie algebra \( \mathfrak{sl}_2 \) and that we have indeed a representation of harmonic analysis in superspace (see e.g. [18]). The present framework can also be extended by introducing the super Dirac operator and the super vector variable, thus leading to a representation of Clifford analysis in superspace (see [11]). In that case the basic operators span the Lie superalgebra \( \mathfrak{osp}(1|2) \), of which the even part is \( \mathfrak{sl}_2 \).

Now we have the following basic lemma.
Lemma 1. For $R_k \in \mathcal{P}_k$ one has the following relation:

$$\Delta(x^2 R_k) = 2(2k + M + 2t - 2)x^{2i-2}R_k + x^{2i}\Delta R_k. \quad (4)$$

Proof. Using the formula $[\Delta, x^2] = 4E + 2M$ (see (3)) we obtain

$$\Delta(x^2 R_k) = (4k + 2M)R_k + x^2\Delta R_k,$$

since $R_k$ is a homogeneous polynomial of degree $k$. The desired result follows by induction. \qed

As a consequence of this lemma, we have the following.

Lemma 2. If $R_{2t} \in \mathcal{P}_{2t}$ then the following holds:

$$\Delta^{t+1}(x^2 R_{2t}) = 4(t + 1)(M/2 + t)\Delta^t(R_{2t}). \quad (5)$$

Proof. See [13]. \qed

Now we define spherical harmonics in superspace as homogeneous null solutions of the super Laplace operator.

Definition 1. A (super)-spherical harmonic of degree $k$ is an element $H_k \in \mathcal{P}$ satisfying

$$\Delta H_k = 0 \quad \text{and} \quad E H_k = k H_k,$$

i.e. $H_k \in \mathcal{P}_k$.

The space of spherical harmonics of degree $k$ will be denoted by $\mathcal{H}_k$.

In the purely bosonic case (i.e. the case with only commuting variables) we denote $\mathcal{H}_k$ by $\mathcal{H}_k^b$, in the purely fermionic case (the case with only anti-commuting variables) by $\mathcal{H}_k^f$. If necessary for clarity, the variables under consideration will be mentioned also, e.g. $\mathcal{H}_k^f(x_1, \ldots, x_{2n})$.

Iteration of lemma 1 immediately leads to the following result.

Lemma 3. Let $H_k \in \mathcal{H}_k$ and $M \not\in -2\mathbb{N}$. Then for all $i, j, k \in \mathbb{N}$ one has that

$$\Delta^i(x^2 H_k) = \begin{cases} c_{i,j,k} x^{2j-2i} H_k, & i \leq j \\
0, & i > j \end{cases}$$

with

$$c_{i,j,k} = \frac{j!}{(j-i)!} \frac{\Gamma(k + M/2 + j)}{\Gamma(k + M/2 + j - i)}.$$

Using this lemma we can prove the following Fischer decomposition of super-polynomials (for the classical case see e.g. [19]).

Theorem 1. (Fischer decomposition) Suppose $M \not\in -2\mathbb{N}$. Then $\mathcal{P}_k$ decomposes as

$$\mathcal{P}_k = \bigoplus_{i=0}^{\lfloor k/2 \rfloor} x^{2i} \mathcal{H}_{k-2i}. \quad (6)$$

Proof. See [13]. \qed
Note that this theorem fails whenever $M \in -2\mathbb{N}$ and $m \neq 0$, because then the spaces $x^{2i}\mathcal{H}_{k-2i}$ are no longer disjoint (we end up in the poles of the Gamma function appearing in lemma 3). However, in the purely fermionic case we do have a Fischer decomposition, see section 4.2.

Finally let us calculate the dimensions of the spaces of spherical harmonics in superspace.

**Lemma 4.** One has that

$$\dim \mathcal{H}_k = \dim \mathcal{P}_k - \dim \mathcal{P}_{k-2}$$

where

$$\dim \mathcal{P}_k = \sum_{i=0}^{\min(k,2n)} \binom{2n}{i} \binom{k-i+m-1}{m-1}$$

and by definition \( \dim \mathcal{P}_{-1} = \dim \mathcal{P}_{-2} = 0 \).

**Proof.** See [13]. \(
\)

In the purely bosonic and the purely fermionic case the previous lemma reduces to

$$\dim \mathcal{H}^b_k = \left( \frac{k+m-1}{m-1} \right) - \left( \frac{k-2+m-1}{m-1} \right)$$

and

$$\dim \mathcal{H}^f_k = \left( \frac{2n}{k} \right) - \left( \frac{2n}{k-2} \right), \quad k \leq n$$

$$\dim \mathcal{H}^f_k = 0, \quad k > n.$$

**Remark 1.** It is possible to refine the theory of spherical harmonics to spherical monogenics, i.e. null solutions of the super Dirac operator, see [12].

### 3. The group action

In this section we show that the group $G = SO(m) \times Sp(2n)$ gives the appropriate action on $\mathcal{P}$ for our purposes.

First of all, let us state the properties we want this group to exhibit:

- $G \cdot \mathcal{P}_k \subseteq \mathcal{P}_k$, i.e. the degree of homogeneity is preserved under $G$;
- $G \cdot x^2 = x^2$, i.e. the quadratic polynomial $x^2$ is invariant under $G$.

The first property restricts possible transformations to

$$y_j = \sum_{k=0}^{m} a^j_k x_k + \sum_{l=0}^{2n} b^j_l \hat{x}_l \quad \hat{y}_j = \sum_{k=0}^{m} c^j_k x_k + \sum_{l=0}^{2n} d^j_l \hat{x}_l$$

with $a^j_k, b^j_l, c^j_k, d^j_l \in \mathbb{R}$. In matrix notation we have that

$$y = Sx = \begin{pmatrix} A & B \\ C & D \end{pmatrix} x$$

with $x = (x_1 \cdots x_m | \hat{x}_1 \cdots \hat{x}_{2n})^T$.

Similarly

$$x^2 = x^T Qx = x^T \begin{pmatrix} -1 & 0 \\ 0 & J \end{pmatrix} x$$
with

\[ J = \begin{pmatrix} 0 & 1/2 \\ -1/2 & 0 \\ \vdots \\ 0 & 1/2 \\ -1/2 & 0 \end{pmatrix}. \]

As we want that \( y^2 = x^2 \), this means that

\[ S^T QS = Q. \]

In terms of \( A, B, C \) and \( D \) this yields

\[ -A^T A + C^TJC = -1, \]

\[ -A^T B + C^TJD = 0, \]

\[ -B^T A + D^TJC = 0, \]

\[ -B^T B + D^TJD = J. \]

Adding to equation (7) its transpose, taking into account that \( J^T = -J \), leads to \( A^T A = 1 \). Adding the transpose of (8) to (9) leads to \( B^T A = 0 \) and thus to \( B = 0 \) as \( A \) is invertible. As \( D^TJD = J \) we have that \( D \in Sp(2n) \) and \( D \) is invertible. Then (9) becomes \( D^TJC = 0 \) and thus \( C = 0 \) as also \( J \) is invertible. We conclude that the group \( G \) can be taken to be \( SO(m) \times Sp(2n) \). The Lie algebra for \( G \) is then given by the semi-simple algebra \( \mathfrak{so}(m) \oplus \mathfrak{sp}(2n) \), the irreducible finite-dimensional representations of which are defined as tensors products \( \mathcal{V}_\lambda \otimes \mathcal{W}_\mu \), where \( \mathcal{V}_\lambda \) denotes the irreducible \( \mathfrak{so}(m) \)-module with highest weight \( \lambda \) and \( \mathcal{W}_\mu \) the irreducible \( \mathfrak{sp}(2n) \)-module with highest weight \( \mu \).

It is also easily seen that \( G \cdot \mathcal{H}_k \subseteq \mathcal{H}_k \) since the super Laplace operator is invariant under the action of \( G \). However, the spaces \( \mathcal{H}_k \) are not irreducible under the action of \( G \). As opposed to the purely bosonic and fermionic case, spaces of homogeneous (polynomial) solutions for the super Laplace operator do not lead to irreducible modules for the respective Lie algebra underlying the symmetry of the system. The complete decomposition will be presented in section 6.

4. Representations of \( SO(m) \) and \( Sp(2n) \)

4.1. Spherical harmonics in \( \mathbb{R}^m \)

The classical theory of spherical harmonics in \( \mathbb{R}^m \) is very well known (see e.g. [19]). In this case the Fischer decomposition takes the following form:

\[ \mathcal{P}_k = \bigoplus_{l=0}^{[\frac{k}{2}]} \mathcal{H}^b_{k-2l}, \]

where each space \( \mathcal{H}^b_k \) provides a model for the irreducible \( \mathfrak{so}(m) \)-module with highest weight vector \( (k, 0, \ldots, 0) \).

Moreover, if \( m > 2 \) this is also the decomposition of the space of homogeneous polynomials of degree \( k \) into irreducible pieces under the action of \( SO(m) \). In the case where \( m = 2 \), the spaces \( \mathcal{H}^b_{k-2l} \) all have dimension two and are also irreducible, when working over \( \mathbb{R} \) as is the case in this paper. When working over \( \mathbb{C} \), the spaces are still reducible because \( SO(2) \) is Abelian and all complex representations of Abelian groups are one dimensional.
4.2. Fermionic or symplectic harmonics

In the purely fermionic case there is also a Fischer decomposition (not included in theorem 1). It then takes the following form:

\[ P_k = \bigoplus_{i=0}^{\left\lfloor \frac{k}{2} \right\rfloor} \mathcal{H}_{k-2i}^f, \quad k \leq n, \]  

\[ P_{2n-k} = \bigoplus_{i=0}^{\left\lfloor \frac{k}{2} \right\rfloor} x^{2n-2k+2i}\mathcal{H}_{k-2i}^f, \quad k \leq n. \]  

(11)  

Each space \( \mathcal{H}_k^f \) provides a model for the fundamental representation for \( \mathfrak{sp}_C(2n) \) with highest weight \((1, \ldots, 1, 0, \ldots, 0)\), where the integer 1 is to be repeated \( k \) times \((k \leq n)\) (see [20]). This means that we have a decomposition of \( P_k \) into irreducible pieces under the action of \( \mathfrak{sp}(2n) \).

Formula (11) is proven in the same way as the general Fischer decomposition given in theorem 1. Formula (12) follows immediately by noticing that multiplication with \( x^{2n-2k} \) gives an isomorphism between \( P_k \) and \( P_{2n-k} \). From this fermionic Fischer decomposition we also obtain the following formulae:

\[ x^{2i}\mathcal{H}_k^f = 0 \quad \text{for all} \quad i > n - k \]

\[ x^{2i}\mathcal{H}_k^f \neq 0 \quad \text{for all} \quad i \leq n - k. \]

4.2.1. Construction of a basis. It is possible to construct a basis of \( \mathcal{H}_k^f \) by decomposing this space under the action of the subgroup \( \mathfrak{sp}(2) \times \mathfrak{sp}(2n-2) \) of \( \mathfrak{sp}(2n) \). This leads to the following theorem.

**Theorem 2.** If \( 1 \leq k \leq n \), then the space \( \mathcal{H}_k^f(x_1, \ldots, x_{2n}) \) decomposes as

\[ \mathcal{H}_k^f(x_1, \ldots, x_{2n}) = \mathcal{H}_k^f(x_3, \ldots, x_{2n}) \oplus \mathcal{H}_k^f(x_1, x_2) \oplus \mathcal{H}_{k-1}^f(x_3, \ldots, x_{2n}) \]

\[ \oplus \left[ \frac{1}{k-n-1}(x_3x_4 + \cdots + x_{2n-1}x_{2n}) \right] \mathcal{H}_{k-2}^f(x_3, \ldots, x_{2n}). \]

If \( k = 1 \), \( \mathcal{H}_1^f(x_1, \ldots, x_{2n}) \) decomposes as

\[ \mathcal{H}_1^f(x_1, \ldots, x_{2n}) = \mathcal{H}_1^f(x_3, \ldots, x_{2n}) \oplus \mathcal{H}_1^f(x_1, x_2). \]

**Proof.** One easily checks, using formula (4), that each summand in the right-hand side is contained in \( \mathcal{H}_k^f(x_1, \ldots, x_{2n}) \). Moreover, all three summands are mutually disjoint. The proof is completed if we check that both sides have the same dimension (as vectorspaces). Indeed, the dimension of the right-hand side is

\[ \dim RH = \dim \mathcal{H}_1^f(x_3, \ldots, x_{2n}) + \dim \mathcal{H}_1^f(x_1, x_2) \dim \mathcal{H}_{k-1}^f(x_3, \ldots, x_{2n}) \]

\[ + \dim \mathcal{H}_{k-2}^f(x_3, \ldots, x_{2n}) \]

\[ = \frac{(2n-2)(k-2)}{k} + 2 \left( \frac{2n-2}{k-1} \right) \left( \frac{2n-2}{k-3} \right) + \frac{2n-2}{k-2} \]

\[ = \frac{(2n)(k-2)}{k}. \]
after several applications of Pascal's rule. This equals the dimension of the left-hand side. The proof of the second statement is trivial.

This theorem can be used to construct in an iterative way basis for $\mathcal{H}^f_k(x_1, \ldots, x_{2n})$, since $\mathcal{H}^f_0 \cong \mathcal{P}_0$ and $\mathcal{H}^f_1 \cong \mathcal{P}_1$.

5. Projection operators

We can explicitly determine the Fischer decomposition (see theorem 1) of a given polynomial $R_k \in \mathcal{P}_k$. To that end we have to construct a set of operators $\mathcal{P}_k^i$, $i = 0, \ldots, \left\lfloor \frac{k}{2} \right\rfloor$, that show the following behavior:

$$\mathcal{P}_k^i(x^2/\mathcal{H}_{k-2j}) = \delta_{ij}\mathcal{H}_{k-2j},$$

when acting on $\mathcal{P}_k$.

There are several ways to obtain these operators. One way is to exploit the $sl_2$ relations in a similar way as in e.g. the Dunkl case (see [21, 22]). Then, after lengthy and quite technical computations one obtains

**Theorem 3.** The operator $\mathcal{P}_k^i$ defined by

$$\mathcal{P}_k^i = \sum_{l=0}^{\left\lfloor k/2 \right\rfloor - i} \frac{(-1)^l}{4^l l!} (k - 2i + M/2 - 1) \frac{\Gamma(k - 2i - l - 1 + M/2)}{\Gamma(k - i + M/2)} x^{2l} \Delta^{i+1}$$

satisfies

$$\mathcal{P}_k^i(x^2/\mathcal{H}_{k-2j}) = \delta_{ij}\mathcal{H}_{k-2j}.$$ 

Note that this theorem is not valid if $M \in -2\mathbb{N}$. In this case there is no Fischer decomposition and we end up in the poles of the Gamma function appearing in formula (13).

Another way to obtain these projection operators is by using the Laplace–Beltrami operator in superspace. This operator is defined as

$$\Delta_{LB} = x^2 - E(M - 2 + E)$$

and it is easy to check that it commutes with $x^2$. We then have

$$\Delta_{LB}x^{2j}/\mathcal{H}_k = x^{2j}\Delta_{LB}\mathcal{H}_k = -k(M - 2 + k)x^{2j}/\mathcal{H}_k,$$

so each summand in the Fischer decomposition is an eigenspace of the Laplace–Beltrami operator. It is easy to see that if $M > 0$, then for each $k \geq 0$ the eigenvalue $-k(M - 2 + k)$ is different. If $M < 0$ and $M$ is odd, then some values of $k$ give rise to the same eigenvalue. However, it is easily seen that this can only happen if they differ by an odd integer. In the purely fermionic case ($m = 0$), then again $-k(M - 2 + k)$ is different for each $k$ because $0 \leq k \leq n$. This means that in the Fischer decomposition of $\mathcal{P}_k$

$$\mathcal{P}_k = \bigoplus_{j=0}^{\left\lfloor k/2 \right\rfloor} x^{2j}\mathcal{H}_{k-2j}$$

each summand has a different eigenvalue with respect to the Laplace–Beltrami operator. Hence the operator $\tilde{\mathcal{P}}_k^i$ defined by

$$\tilde{\mathcal{P}}_k^i = \prod_{l=0, l \neq i}^{\left\lfloor k/2 \right\rfloor} \frac{\Delta_{LB} + (k - 2l)(M - 2 + k - 2l)}{2(i - l)(2k - 2l - 2l + M - 2)}$$
satisfies
\[ \overline{P}_j^k(x^{2j}/\mathcal{H}_{k-2j}) = \delta_{ij}x^{2j}/\mathcal{H}_{k-2j}. \]
We also have that \( \overline{P}_j^k = x^{2j} P_j^k \) when acting on \( \mathcal{P}_k \).

6. Decomposition under the action of \( SO(m) \times Sp(2n) \)

In this section the space \( \mathcal{H}_k \) will be decomposed into irreducible pieces under the action of the group \( G = SO(m) \times Sp(2n) \). In view of the fact that irreducible representations for \( G \), realized within the space \( \mathcal{P}_k \) of homogeneous polynomials in bosonic and fermionic variables, are tensor products of spaces of spherical and symplectic harmonics, it is natural to look for a subspace of \( \mathcal{H}_k \) inside the direct sum of subspaces of the form \( x^{2j} \mathcal{H}_p^b \otimes x^{2j} \mathcal{H}_q^f \). This is the subject of the following lemma.

**Lemma 5.** If \( q < n \) and \( k < n - q + 1 \), there exists a unique homogeneous polynomial \( f_{k,p,q} = f_{k,p,q}(x^2, \overline{x}^2) \) of total degree \( k \) such that \( f_{k,p,q} \mathcal{H}_p^b \otimes \mathcal{H}_q^f \neq 0 \) and
\[ \Delta(f_{k,p,q} \mathcal{H}_p^b \otimes \mathcal{H}_q^f) = 0, \]
where the coefficient of \( x^{2k} \) in \( f_{k,p,q} \) is given by
\[ \frac{(n - q)!}{\Gamma\left(\frac{n}{2} + p + k\right)}. \]

**Remark 2.** The restriction \( q < n \) is necessary because in case \( q = n \), all integer powers \( x^{2j} \gamma \)
will act trivially on the space \( \mathcal{H}_k \), for \( j > 0 \). In the same vein, for \( q < n \) there can only be a non-trivial action of \( x^{2j} \) on the space \( \mathcal{H}_q^f \) as long as \( j \leq k \) with \( k + q \leq n \). This explains the restriction \( k < n - q + 1 \).

**Proof.** We first treat the case \( p = q = 0 \). So we look for an \( f_{k,0,0}(x^2, \overline{x}^2) \) of the following form:
\[ f_{k,0,0} = \sum_{i=0}^{k} a_i x^{2i} \overline{x}^{2i}. \]

We now demand that
\[ \Delta(f_{k,0,0} \mathcal{H}_0^b \otimes \mathcal{H}_0^f) = \Delta(f_{k,0,0}) = 0. \]
As \( \Delta = \Delta_b + \Delta_f \) we find, using lemma 1, that
\[ \Delta(f_{k,0,0}) = \sum_{i=0}^{k-1} a_i (2k - 2i)(m + 2k - 2i - 2)x^{2k - 2i} \overline{x}^{2i} + \sum_{i=1}^{k} a_2i(2i - 2 - 2n)x^{2k - 2i} \overline{x}^{2i} \]
\[ = \sum_{i=0}^{k-1} [a_i (2k - 2i)(m + 2k - 2i - 2) + a_{i+1}(2i + 2)(2i - 2n)]x^{2k - 2i} \overline{x}^{2i}. \]

Hence we obtain the following recursion relation for \( a_i \):
\[ a_{i+1} = \frac{(2k - 2i)(m + 2k - 2i - 2)}{(2n - 2i)(2i + 2)}a_i, \]
which leads to the following explicit formula:
\[ a_i = \frac{\Gamma\left(\frac{n}{2} + k\right)}{n!} \binom{k}{i} \frac{(n - i)!}{\Gamma\left(\frac{n}{2} + k - i\right)}a_0. \]
If we now put $a_0 = \frac{n!}{\Gamma\left(\frac{n+1}{2}\right)}$, we finally obtain
\[
 f_{k,0,0} = \sum_{i=0}^{k} \binom{k}{i} \frac{(n-i)!}{\Gamma\left(\frac{n}{2}+k-i\right)} x^{2i} y^{2i}.
\]  

(14)

The general case is now easily obtained. Indeed, the polynomial $f_{k,p,q}$ satisfying
\[
 \Delta(f_{k,p,q} H_p^b \otimes H_q^f) = 0
\]
is found by the following substitutions in formula (14): $m \rightarrow m + 2p, n \rightarrow n - q$ (see lemma 1). This yields
\[
 f_{k,p,q} = \sum_{i=0}^{k} \binom{k}{i} \frac{(n-q-i)!}{\Gamma\left(\frac{n}{2}+p+k-i\right)} x^{2i} y^{2i}.
\]

This final formula again explains the restrictions put on $k$ and $q$. □

We list some special cases, namely the polynomials $f_{i,0,0}$ for $i = 1, 2, 3$:
\[
 f_{1,0,0} = \frac{n!}{\Gamma\left(\frac{n}{2}+1\right)} \left(x^2 + \frac{m}{2n} y^2\right)
\]
\[
 f_{2,0,0} = \frac{n!}{\Gamma\left(\frac{n}{2}+2\right)} \left(\frac{1}{4} + \frac{m+2}{n} x^2 + \frac{m(m+2)}{4n(n-1)} y^2\right)
\]
\[
 f_{3,0,0} = \frac{n!}{\Gamma\left(\frac{n}{2}+3\right)} \left(x^6 + \frac{3(m+4)}{2n} x^4 y^2 + \frac{3(m+2)(m+4)}{4n(n-1)} x^2 y^4 + \frac{m(m+2)(m+4)}{8n(n-1)(n-2)} y^6\right).
\]

Using some elementary identities for special functions, the polynomials obtained in lemma 5 can be rewritten in terms of well-known orthogonal polynomials. One finds that the polynomial $f_{k,p,q}$ can be represented as
\[
 f_{k,p,q} = -\pi \frac{(n-q)!}{(p+k+\frac{m}{2})! (q-n)!} x^{2i} b \cdot \binom{k}{i} P_k^{p-k-1,1-k-p-q-2} \left(1 + \frac{x^2}{y^2}\right),
\]
with $P_k^{p,\beta}(i)$ the Jacobi polynomial.

We now check that the following dimension formula holds.

**Lemma 6.** One has
\[
 \dim \mathcal{H}_k = \sum_{i=0}^{\min(n,k)} \dim \mathcal{H}_{k-i}^f \dim \mathcal{H}_i^f + \sum_{j=0}^{\min(n,k-1)} \sum_{l=1}^{\min(n-j, l)} \dim \mathcal{H}_{k-2l-j}^b \dim \mathcal{H}_j^f.
\]

**Proof.** The cases $k = 1$ and $k = 2$ are easily verified by explicitly writing the decomposition and plugging in the binomial factors. We then proceed by induction. We restrict ourselves to the case $k \leq n$. We then need to prove that
\[
 \dim \mathcal{H}_k = \sum_{i=0}^{k} \dim \mathcal{H}_{k-i}^b \dim \mathcal{H}_i^f + \sum_{j=0}^{k-2} \sum_{l=1}^{\left\lfloor \frac{k-j}{2} \right\rfloor} \dim \mathcal{H}_{k-2l-j}^b \dim \mathcal{H}_j^f.
\]

(15)

Now suppose the lemma holds for $\mathcal{H}_{k-2}$, i.e.
\[
 \dim \mathcal{H}_{k-2} = \sum_{i=0}^{k-2} \dim \mathcal{H}_{k-2-i}^b \dim \mathcal{H}_i^f + \sum_{j=0}^{k-4} \sum_{l=1}^{\left\lfloor \frac{k-j-1}{2} \right\rfloor} \dim \mathcal{H}_{k-2l-j-2}^b \dim \mathcal{H}_j^f.
\]
Using this we can rewrite (15) as
\[
\dim \mathcal{H}_k = \dim \mathcal{H}_{k-2} + \sum_{j=0}^{k} \dim \mathcal{H}_{k-j}^b \dim \mathcal{H}_{j}^f.
\]

We prove that this formula holds. The left-hand side equals
\[
\text{LH} = \sum_{i=0}^{k-2} \binom{2n}{i} \binom{k - i + m - 1}{m - 1} - \sum_{i=0}^{k-4} \binom{2n}{i} \binom{k - i - 4 + m - 1}{m - 1}.
\]
The right-hand side is calculated as
\[
\text{RH} = \sum_{i=0}^{k-2} \binom{2n}{i} \binom{k - i + m - 1}{m - 1} - \sum_{i=0}^{k-4} \binom{2n}{i} \binom{k - i - 4 + m - 1}{m - 1}
\]
\[\quad + \sum_{i=0}^{k} \left( 2n - i \right) \left( 2n - i - 2 \right) \binom{k - i + m - 1}{m - 1} - \binom{k - i - 2 + m - 1}{m - 1} \right) \bigg).\]
The second line in this equation is expanded as
\[
\sum_{i=0}^{k} \binom{2n}{i} \binom{k - i + m - 1}{m - 1} - \sum_{i=0}^{k-2} \binom{2n}{i} \binom{k - i - 2 + m - 1}{m - 1}
\]
\[\quad - \sum_{i=0}^{k-2} \binom{2n}{i} \binom{k - i + m - 1}{m - 1} + \sum_{i=0}^{k-4} \binom{2n}{i} \binom{k - i - 4 + m - 1}{m - 1} \bigg).
\]

So by adding all terms we see that the right-hand side equals the left-hand side, thus completing the proof. The case where \(k > n\) is treated in a similar fashion. □

Now we are able to obtain the main decomposition of this section. First we introduce the operators
\[
\mathcal{Q}_{r,s}^k = \prod_{i=0, i \neq k \rightarrow 2r-s}^{k} \frac{\Delta_{LB,b} + i (m - 2 + i)}{(i - k + 2r + s)(i + 2r - s + m - 2)} \times \prod_{j=0, j \neq k}^{\min(n,k)} \frac{\Delta_{LB,f} + j (-2n - 2 + j)}{(j + s)(j + s - 2n - 2)},
\]
with
\[
\Delta_{LB,b} = \Delta^2 \Delta_b - E_b (m - 2 + E_b),
\]
\[
\Delta_{LB,f} = \Delta^2 \Delta_f - E_f (-2n - 2 + E_f)
\]
the bosonic resp. fermionic Laplace–Beltrami operator. The decomposition is then given in the following theorem.

**Theorem 4** (Decomposition of \(\mathcal{H}_k\)). Under the action of \(SO(m) \times Sp(2n)\) the space \(\mathcal{H}_k\) decomposes as
\[
\mathcal{H}_k = \bigoplus_{i=0}^{\min(n,k)} \mathcal{H}_{k-2}^{i} \otimes \mathcal{H}_{j}^{f} \bigoplus_{j=0}^{\min(n,k-1) - 1} \bigoplus_{j=0}^{\min(n-j, \lfloor \frac{n-j}{2} \rfloor)} f_{i,k-2l-j,j} \mathcal{H}_{k-2l-j}^{b} \otimes \mathcal{H}_{j}^{f},
\]
with \(f_{i,k-2l-j,j}\) the polynomials determined in lemma 5.
Moreover, all direct summands in this decomposition are irreducible under the action of $SO(m) \times Sp(2n)$ and one has
\[
Q^k_{r,s} \left( f_{1,k-2l-j,j} \mathcal{H}_{k-2l-j}^b \otimes \mathcal{H}_j^f \right) = \delta_{rj} \delta_{sj} f_{1,k-2l-j,j} \mathcal{H}_{k-2l-j}^b \otimes \mathcal{H}_j^f.
\]

**Proof.** Using lemma 5 we see that the right-hand side is contained in the left-hand side. Moreover we have that all summands are mutually disjoint. Indeed, as the bosonic and fermionic Laplace–Beltrami operators $\Delta_{LB,b}$ and $\Delta_{LB,f}$ both commute with $x^2$ and $\bar{x}^2$ we have that
\[
\Delta_{LB,b} \Delta_{LB,f} f_{1,k-2l-j,j} \mathcal{H}_{k-2l-j}^b \otimes \mathcal{H}_j^f = f_{1,k-2l-j,j} \Delta_{LB,b} \mathcal{H}_{k-2l-j}^b \otimes \Delta_{LB,f} \mathcal{H}_j^f
\]
\[
= (k - 2l - j)(m - 2 + k - 2l - j)(j)(-2n - 2 + j) f_{1,k-2l-j,j} \mathcal{H}_{k-2l-j}^b \otimes \mathcal{H}_j^f,
\]
and hence that
\[
Q^k_{r,s} \left( f_{1,k-2l-j,j} \mathcal{H}_{k-2l-j}^b \otimes \mathcal{H}_j^f \right) = \delta_{rj} \delta_{sj} f_{1,k-2l-j,j} \mathcal{H}_{k-2l-j}^b \otimes \mathcal{H}_j^f,
\]
proving that all summands are disjoint.

Lemma 6 then shows that the left-hand side and the right-hand side of formula (16) have the same dimension, so the decomposition holds. As to the irreducibility, the pieces $f_{1,k-2l-j,j} \mathcal{H}_{k-2l-j}^b \otimes \mathcal{H}_j^f$ clearly transform into themselves under the action of $SO(m) \times Sp(2n)$ and they are irreducible as tensor products of irreducible representations of $SO(m)$ and $Sp(2n)$.

\[\square\]

7. The problem of integration over the supersphere

In this and the following sections we restrict ourselves to the case $M = m - 2n \notin -2\mathbb{N}$. This assumption allows us to use the Fischer decomposition (theorem 1) and the corresponding projections (theorem 3). We start by giving a set of properties we want an integral over the supersphere to show. The supersphere is the formal object defined by the algebraic equation $x^2 = -1$ (the bosonic version of this equation is exactly the equation of the unit sphere in $\mathbb{R}^m$).

**Definition 2.** A linear functional $T : \mathcal{P} \to \mathbb{R}$ is called an integration over the supersphere if it satisfies the following properties for all $f(x) \in \mathcal{P}$:

1. $T(x^2 f(x)) = -T(f(x))$;
2. $T(f(g \cdot x)) = T(f(x))$, $\forall g \in SO(m) \times Sp(2n)$.

These two properties are of course very natural. The first one says that we can work modulo $x^2 + 1$ (the equation of the supersphere). The second property is just the invariance of integrals under the action of $SO(m) \times Sp(2n)$ (this is the generalization of rotational invariance when integrating over the classical sphere).

We will now determine the set of all functionals satisfying these two properties. More precisely, we will obtain the following theorem.

**Theorem 5.** The space of all linear functionals $T : \mathcal{P} \to \mathbb{R}$ satisfying the properties 1 and 2 of definition 2 is a finite-dimensional vectorspace of dimension $n + 1$.

In section 9 we will determine a way to distinguish between these different types of integration.

We first prove the following lemma, which will be crucial for the further development.
Lemma 7. An integral $T$ over the supersphere of a function $f \in \mathcal{H}$, with $\mathcal{H}$ a subspace of $\mathcal{P}$ of dimension $\dim \mathcal{H} > 1$, irreducible under the action of $\text{SO}(m) \times \text{Sp}(2n)$, is always zero.

Proof. If $T : \mathcal{H} \to \mathbb{R}$ is a linear functional satisfying the requirements of definition 2, then we have that $\ker T$ is invariant under the action of $\text{SO}(m) \times \text{Sp}(2n)$. As $\ker T$ is a subspace of $\mathcal{H}$, we have that either $\ker T = 0$ or $\ker T = \mathcal{H}$, due to the irreducibility of $\mathcal{H}$. As moreover $\dim(\ker T) > 0$ we have that $\ker T = \mathcal{H}$ and the lemma follows. (Note that this is just an application of Schur’s lemma.) □

Now we will determine all possible integrations over $\mathcal{P}$. Recall that we have the following Fischer decomposition:

$$\mathcal{P} = \bigoplus_{j=0}^{\infty} \bigoplus_{k=0}^{\infty} x^{2j} \mathcal{H}_k$$

so we have for a general integral $T$ that

$$T(\mathcal{P}) = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} (-1)^j T(\mathcal{H}_k).$$

It hence suffices to know how integrations on $\mathcal{H}_k$ look like. In theorem 4 we have found that $\mathcal{H}_k$ decomposes into irreducible pieces as

$$\mathcal{H}_k = \bigoplus_{i=0}^{\min(n,k)} \mathcal{H}_{k-i}^i \otimes \mathcal{H}_i^i \oplus \bigoplus_{j=0}^{\min(n,k-1)-1} \bigoplus_{l=1}^{\min(n-j, (n-j)/2)} f_{i,k-2l-j} \mathcal{H}_k^{2l-j} \otimes \mathcal{H}_j^j. \quad (17)$$

As a consequence of lemma 7, we see that only the one-dimensional summands in the decomposition of $\mathcal{H}_k$ can give rise to an integration which is not zero. From formula (17) we conclude that there are exactly $n + 1$ of these summands, namely

$$f_{i,0,0} \mathcal{H}_0^0 \otimes \mathcal{H}_0^0 \subset \mathcal{H}_{2i}, \quad i = 0, \ldots, n.$$  

On each of them, the value of the integral $T$ can be freely chosen as there are no further restrictions. We denote these chosen values by $a_i \in \mathbb{R}, i = 0, \ldots, n$.

Hence we have reduced the problem under consideration to constructing projections of elements of $\mathcal{P}$ on these one-dimensional irreducible pieces. The general form of an integration over the supersphere, satisfying definition 2, can then be found as follows.

Suppose we are given a polynomial $R \in \mathcal{P}$, then we perform the following projections:

$$\begin{align*}
R &\xrightarrow{\mathbb{P}_{2k}} \mathcal{P}_{2k} \xrightarrow{x^{2k-2}\mathbb{P}^0_{2k}} x^{2k-2} \mathcal{H}_{2j} \xrightarrow{\mathbb{P}^0_{2j}} f_{i,0,0} \mathcal{H}_0^0 \otimes \mathcal{H}_0^0
\end{align*}$$

with

- $\mathbb{P}_{2k}$ the projection onto the space of homogeneous polynomials of degree $2k$;
- $\mathbb{P}^0_{2k}$ the projection from the space of homogeneous polynomials of degree $2k$ to the space of spherical harmonics of degree $2i$ (Fischer decomposition);
- $\mathbb{P}^0_{2j}$ the projection from the space of spherical harmonics of degree $2i$ to its unique one-dimensional irreducible subspace $f_{i,0,0} \mathcal{H}_0^0 \otimes \mathcal{H}_0^0$.

These projections have to be done for all values of $k$ and for $i = 0, \ldots, n$. Moreover, we only have to consider projections on these pieces, as all the other components of $R$ are elements of irreducible subspaces of dimension larger than one and hence, by lemma 7, do not contribute to the integral.
Summarizing, we arrive at the following general form for an integral on the supersphere:

\[ T = \sum_{i=0}^{n} a_i \sum_{k=0}^{\infty} \frac{(-1)^{k-i} P_{2i}^2 P_{2k-2i} P_{2k}}{f_{i,0,0}}. \] (18)

The factor \((-1)^{k-i}\) stems from the fact that \(x^{2k-2i} H_{2i}\) equals \((-1)^{k-i} H_{2i}\) on the supersphere \(x^2 = -1\).

As there are exactly \(n + 1\) one-dimensional irreducible subspaces \(f_{i,0,0} H^b_0 \otimes H^f_0\), and thus \(n + 1\) values \(a_i\) to be chosen, this also proves theorem 5.

Let us now find explicit formulae for the projection operators. The operators \(P_{2k}^2, P_{2k-2i} P_{2k}\) follow from the Fischer decomposition (see theorem 3). Next we construct the operator \(P_{bf}^2\). This operator is the projection

\[ P_{bf}^2 : H_{2i} \longrightarrow f_{i,0,0} H^b_0 \otimes H^f_0. \]

It is immediately clear that \(\Delta_{bf}^i\) annihilates all terms in the decomposition of \(H_{2i}\) except for the term \(f_{i,0,0} H^b_0 \otimes H^f_0\). Indeed, we have \((i > 0)\)

\[ \Delta_{bf}^i (f_{i,0,0} H^b_0 \otimes H^f_0) = \Delta_{bf}^i (f_{i,0,0}) H^b_0 \otimes H^f_0 \]
\[ = \frac{n!}{\Gamma\left(\frac{m}{2} + i\right)} \Delta_{bf}^i (x^{2i}) H^b_0 \otimes H^f_0 \]
\[ = \frac{n!}{\Gamma\left(\frac{m}{2} + i\right)} 2^{2i} \left(\frac{m}{2} + i\right) H^b_0 \otimes H^f_0 \]
\[ = \frac{n! 2^{2i}}{\Gamma\left(\frac{m}{2}\right)} H^b_0 \otimes H^f_0. \]

So the operator \(P_{bf}^2\) takes the following form:

\[ P_{bf}^2 = \frac{\Gamma\left(\frac{m}{2}\right)}{n! 2^{2i}} f_{i,0,0} \Delta_{bf}^i. \]

Note that in the case where \(i = 0\) no projection is necessary \((P_{bf}^0 = 1)\) as \(H_0\) is already one dimensional.

A general integral \(T\) over the supersphere can now also be written as

\[ T = \sum_{i=0}^{n} a_i \int_i \]

with

\[ \int_i = \sum_{k=0}^{\infty} \frac{(-1)^{k-i} P_{2i}^2 P_{2k-2i} P_{2k}}{f_{i,0,0}} \]

such that

\[ \int_i f_{i,0,0} = \delta_{ij}. \]

In the following section we will construct some explicit examples.

8. Some examples

8.1. The Pizzetti case

This integral is defined by putting \(a_0 \neq 0\) and \(a_i = 0, i > 0\). When explicitly writing the proper projections we arrive at the following.
Definition 3. (Pizzetti) The integral of $R \in \mathcal{P}$ over the supersphere is given by

$$
\int_{SS} R = \sum_{k=0}^{\infty} (-1)^k \frac{2\pi^{M/2}}{4^k k! \Gamma(k + M/2)} (\Delta^k R)(0)
$$

(19)

where $(\Delta^k R)(0)$ means evaluating the result in $x_i = \dot{x}_i = 0$.

The normalization is chosen such that $\int_{SS} 1$ gives the area of the sphere in the purely bosonic case. The same formula was proven in the classical case by Pizzetti (see [14]).

Combining this formula with the concept of integration in spherical co-ordinates yields the Berezin integral (see [2, 13]), which is the standard integral used in the study of superspaces. More precisely we have the following theorem.

Theorem 6. The integral of a function $f = R \exp(x^2)$ with $R$ being an arbitrary superpolynomial is given by the following formula:

$$
\int_{\mathbb{R}^{2n}} f = \sum_{k=0}^{\infty} (-1)^k \frac{\pi^{M/2}}{4^k k!} (\Delta^k R)(0) = \pi^{M/2} (\exp(-\Delta/4)) R(0).
$$

(20)

Moreover this integral is equivalent with the Berezin integral:

$$
\int_{\mathbb{R}^{2n}} f = \pi^{-n} \int_{\mathbb{R}^n} dV(\chi) \partial_{\chi_1} \cdots \partial_{\chi_n} f
$$

where $dV(\chi)$ is the standard Lebesgue measure in $\mathbb{R}^m$.

Proof. See [13].

Note that in the resulting formula (20) the super-dimension $M$ does not appear, except in the scaling of the result.

In the following subsection, we establish another functional leading to a possible new concept of integration in superspace.

8.2. Another possibility

We consider the simplest case (with exception of the Pizzetti integral). This is the integral where $a_1 \neq 0$ but $a_i = 0, i \neq 1$. Explicitly determining the projections in formula (18) leads to

Definition 4. The integral of a superpolynomial $R$ over the supersphere is given by

$$
\int_1 R = c \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{4^k (k-1)! \Gamma(k + M/2 + 1)} (\Delta_b (2M \Delta^{k-1} - x^2 \Delta^k) R)(0).
$$

(21)

This can be further simplified to

$$
\int_1 R = c \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{4^k (k-1)! \Gamma(k + M/2 + 1)} (2M \Delta_b \Delta^{k-1} - 2m \Delta^k) R)(0).
$$

In this definition $c$ is a constant which still has to be determined. If we take

$$
c = \frac{\Gamma(2 + M/2) \Gamma(1 + m/2)}{m M n!}
$$

then the integral is normalized such that

$$
\int_1 f_{1,0,0} = 1.
$$
Again combining this idea with integration in spherical co-ordinates, we find the following formula for integration over the whole superspace (which is now not equivalent to the Berezin integral)

\[
\int R \exp(x^2) = \frac{e}{2} \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{4^{k+1}(k-1)!(k + M/2)} (\Delta_k(2M\Delta^k - x^2\Delta^k)R)(0).
\]

In this case the super-dimension \(M\) does not disappear in the resulting formula.

In a similar way one can construct the integrals corresponding to \(a_j \neq 0, a_i = 0 (i \neq j)\) explicitly.

9. Distinction between the different types of integration

In the purely bosonic case (\(n = 0\)), there is only one possibility for integration on the sphere, namely Pizzetti’s formula, because there is only one one-dimensional space \(H^0_b\). In this section we will show how this particular possibility can be distinguished in general from the other ones.

We start with the following definition of orthogonality.

**Definition 5.** The space \(H_k\) is orthogonal to \(H_l (k \neq l)\), notation \(H_k \perp H_l\), with respect to the integral \(T\) over the supersphere if and only if \(T(H_k H_l) = T(H_l H_k) = 0\).

We then have the following theorem.

**Theorem 7.** The Pizzetti integral over the supersphere is the only integral that has the property

\[ k \neq l \implies H_k \perp H_l. \tag{22} \]

**Proof.** The fact that the Pizzetti integral satisfies (22) is proven in [13], theorem 4.

Conversely, a general integral on the supersphere has the following form:

\[
\int = \sum_{i=0}^{n} a_i \sum_{k=1}^{\infty} (-1)^{k-i} p^{2k-i} p^{2k} p^{2k}.
\]

If it is not the Pizzetti integral, then there exists a maximal \(t > 0\) such that \(a_t \neq 0\). Then one has that

\[
\int f_{i,0,0} = a_t \neq 0
\]

which immediately implies that \(H_0\) is not orthogonal to \(H_{2t}\). \(\Box\)

One can even go a step further. Not only the spaces \(H_k\) are mutually orthogonal with respect to the Pizzetti integral, but in fact all irreducible pieces (see theorem 4) are mutually orthogonal. This is summarized in the following theorem. The proof is essentially a reduction to either the purely bosonic or the purely fermionic case, treated in [13].

**Theorem 8.** If \((i, p, q) \neq (j, r, s)\), one has that

\[
f_{i, p, q} H_p^b \otimes H_q^f \perp f_{j, r, s} H_r^b \otimes H_s^f
\]

with respect to the Pizzetti integral.
\textbf{Proof.} It is only necessary to prove this for the irreducible pieces contained in the same \( \mathcal{H}_k \). So we prove that
\[ f_{i,k-2i-p,p} \mathcal{H}^p_{k-2i-p} \otimes \mathcal{H}_p^f \perp f_{j,k-2j-q,q} \mathcal{H}^p_{k-2j-q} \otimes \mathcal{H}_q^f \]
with either \( p \neq q \) or \( p = q, i \neq j \). Due to the definition of the Pizzetti integral (formula (19)) it suffices to prove that
\[ \Delta^k (f_{i,k-2i-p,p} \mathcal{H}^p_{k-2i-p} \otimes \mathcal{H}_p^f, f_{j,k-2j-q,q} \mathcal{H}^p_{k-2j-q} \otimes \mathcal{H}_q^f) = 0. \]

As we also have that
\[ \Delta^k (\sum_{i=0}^k a_i \Delta^i \Delta^j) \quad \text{and} \quad \Delta^k (\sum_{j=0}^k b_j \Delta^i \Delta^j) \]
it is sufficient to consider a term of the form
\[ \Delta^k \left( \sum_{i=0}^k a_i \Delta^i \Delta^j \right) \Delta^k \left( \sum_{j=0}^k b_j \Delta^i \Delta^j \right) \]
hence it suffices to prove that
\[ \Delta^k (f_{i,k-2i-p,p} \mathcal{H}^p_{k-2i-p} \otimes \mathcal{H}_p^f, f_{j,k-2j-q,q} \mathcal{H}^p_{k-2j-q} \otimes \mathcal{H}_q^f) = 0. \]

We obtain
\[ \Delta^k (\sum_{i=0}^k a_i \Delta^i \Delta^j) \Delta^k (\sum_{j=0}^k b_j \Delta^i \Delta^j) = \text{constant} \times \Delta^k \left( \sum_{i=0}^k a_i \Delta^i \Delta^j \right) \Delta^k \left( \sum_{j=0}^k b_j \Delta^i \Delta^j \right), \]
with \( k \geq 0 \).

If \( p + q \) is odd, then all terms vanish; if \( p + q \) is even there exists exactly one term, namely where \( 2s = 2i + 2j - 2s - 2t + p + q \). We obtain
\[ \Delta^k (\sum_{i=0}^k a_i \Delta^i \Delta^j) \Delta^k (\sum_{j=0}^k b_j \Delta^i \Delta^j) \]
can be expanded as
\[ \sum_{u=0}^k c_u \Delta^k \Delta^u. \]

If \( p \neq q \), the second term is always zero (apply [13], theorem 4 in the purely fermionic case); if \( p = q \) then \( i \neq j \) and the first term is always zero (apply [13], theorem 4 in the purely bosonic case). This shows that both spaces are indeed orthogonal. \( \square \)

We can now summarize the previous results in the following theorem:

**Theorem 9.** If \( M \notin -2\mathbb{N} \), the only linear functional \( T : \mathcal{P} \to \mathbb{R} \) satisfying the following properties for all \( f(x) \in \mathcal{P} \):

- \( T(x^2 f(x)) = -T(f(x)) \);
- \( T(f(x \cdot y)) = T(f(x)), \quad \forall g \in SO(m) \times Sp(2n) \);
- \( k \neq l \implies T(\mathcal{H}_k \mathcal{H}_l) = 0 = T(\mathcal{H}_l \mathcal{H}_k) \);
- \( T(1) = \Gamma(\mathbb{R}) \)

is given by the Pizzetti integral
\[ \int_{\text{S}^2} R = \sum_{k=0}^{\infty} (-1)^k \frac{2\pi^{M/2}}{4^k k! \Gamma(k + M/2)} (\Delta^k R)(0). \]
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