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Abstract. We prove global well-posedness for the coupled Maxwell-Dirac-
Thirring-Gross-Neveu equations in one space dimension, with data for the
Dirac spinor in the critical space $L^2(\mathbb{R})$. In particular, we recover earlier results
of Candy and Huh for the Thirring and Gross-Neveu models, respectively,
without the coupling to the electromagnetic field, but the function spaces we
introduce allow for a greatly simplified proof. We also apply our method to
prove local well-posedness in $L^2(\mathbb{R})$ for a quadratic Dirac equation, improving
an earlier result of Tesfahun and the author.

1. Introduction

We consider the following nonlinear Dirac equations on the Minkowski space-
time $\mathbb{R}^{1+1}$.

(i) Thirring model:
\[ (-i\gamma^\mu \partial_\mu + m)\psi = \lambda (\overline{\psi}\gamma^\mu \psi)\gamma^\mu \psi; \]

(ii) Gross-Neveu model (known as the Soler model in higher dimensions)
\[ (-i\gamma^\mu \partial_\mu + m)\psi = \lambda (\overline{\psi}\psi)\psi; \]

(iii) Maxwell-Dirac equations:
\[ (-i\gamma^\mu \partial_\mu + m)\psi = \lambda A_\mu \gamma^\mu \psi, \]
\[ \Box A_\mu = -\lambda \overline{\psi}\gamma^\mu \psi, \quad (\Box = \partial^\mu \partial_\mu) \]
\[ \partial^\mu A_\mu = 0; \]

(iv) Maxwell-Dirac-Thirring-Gross-Neveu equations:
\[ (-i\gamma^\mu \partial_\mu + m)\psi = \lambda_1 A_\mu \gamma^\mu \psi + \lambda_2 (\overline{\psi}\gamma^\mu \psi)\gamma^\mu \psi + \lambda_3 (\overline{\psi}\psi)\psi, \]
\[ \Box A_\mu = -\lambda_1 \overline{\psi}\gamma^\mu \psi, \]
\[ \partial^\mu A_\mu = 0; \]

(v) Dirac-Klein-Gordon equations:
\[ (-i\gamma^\mu \partial_\mu + m)\psi = \lambda \phi \psi, \]
\[ (\Box + M^2)\phi = \lambda \overline{\psi} \psi; \]

(vi) Quadratic Dirac equation:
\[ (-i\gamma^\mu \partial_\mu + m)\psi = Q(\psi). \]
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Here \( \psi = (u, v)^\top \) is the Dirac spinor field, which takes values in \( \mathbb{C}^2 \), the \( A_\mu \) are the components of the electromagnetic field and \( \phi \) is a real scalar field. The complex conjugate transpose is denoted \( \psi^* \) and \( \overline{\psi} = \psi^* \gamma^0 \) is the adjoint spinor. The coupling constants \( \lambda, \lambda_j \) are assumed to be real, and \( m, M \geq 0 \) are mass constants.

The equations are written in covariant form on \( \mathbb{R}^{1+1} \) with coordinates \( x^\mu (\mu = 0, 1) \) and metric \( (g^{\mu \nu}) = \text{diag}(1, -1) \), where \( x^0 = t \) is time and \( x^1 = x \) is spatial position, and we write \( \partial_\mu = \partial / \partial x^\mu \), so \( \partial_0 = \partial_t, \partial_1 = \partial_x \) and \( \Box = \partial^2_t - \partial^2_x \). The 2 \times 2 Dirac matrices \( \gamma^\mu \) satisfy

\[
\gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu \nu}I \quad (g^{00} = 1, g^{11} = -1, g^{01} = g^{10} = 0)
\]

and

\[
(\gamma^0)^* = \gamma^0, \quad (\gamma^1)^* = -\gamma^1.
\]

We adopt the representation

\[
\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

The well-posedness of the Cauchy problem for the above models with initial data in Sobolev spaces \( H^s(\mathbb{R}) = (1 - \partial^2_x)^{-s/2}L^2(\mathbb{R}) \) has been studied by many authors. Our main interest here is the coupled system (iv). Before describing our results, and earlier results, we take a look at the scaling behaviour of the equations, which by standard heuristics indicates a lower bound on the regularity required for well-posedness.

For (i) and (ii), the scale invariant data space (in the massless case) for the spinor is \( H^0 = L^2 \). For (iii), (v) and (vi), on the other hand, the scale invariant \( H^s \) regularity for the spinor is lower, namely \( s = -1/2 \) for (vi) and \( s = -1 \) for (iii) and (v) (for the electromagnetic and scalar fields, the scaling regularity is \( s = -1/2 \)).

Thus, based on scaling alone, one would expect that for (i) and (ii), and hence also (iv), well-posedness fails for spinor data in \( H^s \) with \( s < 0 \), while in \( H^0 = L^2 \) one may hope to have global well-posedness for small-norm data. Moreover, taking into account the fact that the \( L^2 \) norm of the spinor is a priori conserved (this is the conservation of charge, discussed below), one may speculate that the assumption of small data norm can be removed, and indeed this has been verified for (i) and (ii). Global \( L^2 \) well-posedness was proved by Candy [7] for the Thirring model (see also [18] for the massless case), and by Huh [20] for the Gross-Neveu model (see also [34]). Earlier global results, with higher regularity, are due to Delgado [14] for the Thirring model (and the similar Federbush model), and to Huh [19] for the Gross-Neveu model.

Delgado [14] made the important observation that in the Thirring model, the absolute squares of the spinor components satisfy Dirac type equations with non-linear terms which are also quadratic in the spinor components. Solving by the method of characteristics and applying Grönwall’s lemma, he then obtained an a priori \( L^\infty \) bound on the spinor, which can be used to prove global existence in \( H^s \) when \( s > 1/2 \), since then \( H^s \) embeds into \( L^\infty \). Delgado used the same trick for the Maxwell-Dirac and Dirac-Klein-Gordon equations, for which global existence in \( H^1 \) had been proved by Chadam [9], and also for the Thirring model coupled to the electromagnetic field. However, Delgado’s trick does not work directly for the Gross-Neveu model, since the first-order equations satisfied by the absolute squares of the spinor components then contain quadrilinear terms and not just quadratic ones. Huh [19] was nevertheless able to salvage Delgado’s trick by using integrating
factors to effectively get rid of the highest order terms, and using the conservation of charge to bound the integrating factors.

Global $L^2$ (for the spinor) well-posedness for the Dirac-Klein-Gordon equations \[13\] has been proved by Bournaveas \[3\], but this result relies strongly on the null structure of those equations and does not apply to the Maxwell-Dirac equations \[13\], which have a weaker null structure. The global result of Bournaveas has been extended to a range of negative Sobolev regularities for the spinor (see \[11\] \[31\] \[8\]), and for local well-posedness the range of admissible Sobolev regularity has been completely determined by Machihara, Nakanishi and Tsugawa \[24\] (see also \[25\]).

For the Maxwell-Dirac equations \[13\], local well-posedness with spinor data in $H^s$, $s > 0$, has been proved by Okamoto \[28\]. Huh \[17\] obtained a global $L^2$ result in the massless case, using the interesting fact that there is then an explicit representation of the solution in terms of the initial data. Bachelot \[1\] developed in an abstract setting a method to prove global existence and uniqueness for nonlinear and nonlocal hyperbolic systems via an iteration scheme involving the resolvent of the nonlinear part of the equation, and obtained in particular some global existence results for the Maxwell-Dirac and Maxwell-Dirac-Thirring equations with $L^2$ data for the spinor. You and Zhang \[33\] have proved the existence and uniqueness of global weak charge class solutions using Chadam’s global existence result and a compactness argument. However, the results of Huh, Bachelot and You-Zhang all have in common that the the electromagnetic potential or its time derivative (or both) are not shown to remain in the space in which the initial data are taken, so they are not well-posedness results. The result that we prove here for \[14\] applies of course also to Maxwell-Dirac without the Thirring or Gross-Neveu self-interactions, and thus provides the first true global well-posedness result for Maxwell-Dirac with $L^2$ data for the spinor.

For further results on nonlinear Dirac equations in one space dimension, we refer to \[15\] \[1\] \[23\] \[27\] \[26\] \[6\] \[10\]. Well-posedness of nonlinear Dirac equations have also been extensively studied in higher dimensions; see \[5\] \[2\] \[32\] \[29\] \[21\] \[13\] \[16\] \[12\] \[11\] and the references therein.

The proofs of $L^2$ well-posedness for the Thirring and Gross-Neveu models in \[14\] and \[20\] are based on the method of null-coordinate Sobolev product norms introduced in \[24\]. This creates some technical difficulties since one must localise in both space and time. We choose a different route which greatly simplifies the proof, working instead directly on a time slab $\mathbb{R} \times [0,T]$ with space-time norms motivated by the local form of the conservation of charge, which is discussed next. Our method allows us to easily treat the Thirring and Gross-Neveu models coupled to the electromagnetic field, i.e., the model \[14\].

The rest of the paper is organised as follows. In the next section we recall the charge conservation. Our main results are presented in section \[3\]. In sections \[4\] \[5\] we introduce the function spaces and prove linear and nonlinear estimates. In the remaining sections we then prove the local and global well-posedness results.

2. Charge conservation

The models \[1\] \[7\] all enjoy the conservation law $\partial_\mu j^\mu = 0$, where $j^\mu = \bar{\psi} \gamma^\mu \psi$ is the Dirac charge density. Since $\psi = (u,v)^T$ we write this as

$$\partial_t \rho + \partial_x j = 0, \quad \rho = |\psi|^2 = |u|^2 + |v|^2, \quad j = \bar{\psi} \gamma^1 \psi = |u|^2 - |v|^2.$$
Integrating this over a time slab $\mathbb{R} \times [0,t]$ gives conservation of total charge
\[
\int_{\mathbb{R}} (|u(x,t)|^2 + |v(x,t)|^2) \, dx = \int_{\mathbb{R}} (|u(x,0)|^2 + |v(x,0)|^2) \, dx
\]  
for a sufficiently regular solution decaying at spatial infinity. On the other hand, integrating over a truncated backward cone $(\mathbb{R} \times [0,t]) \cap \Omega(x_0,t_0)$, where
\[
\Omega(x_0,t_0) = \{(y,s) \in \mathbb{R}^2 : 0 \leq s \leq t_0, \ x_0 - (t_0 - s) \leq y \leq x_0 + t_0 - s\},
\]
gives
\[
\int_{x_0-t_0}^{x_0+t_0} \int_{0}^{t} (\rho(y,0) dy + \int_{0}^{t} (\rho + j)(x_0 + t_0 - s, s) ds + \int_{0}^{t} (\rho - j)(x_0 - t_0 + s, s) ds = \int_{x_0-t_0}^{x_0+t_0} \rho(y,0) dy
\]  
for $0 \leq t \leq t_0$. Since
\[
\rho + j = 2|u|^2, \quad \rho - j = 2|v|^2
\]  
are nonnegative, it follows that the local charge is nonincreasing with increasing time on slices of a backward cone:
\[
\int_{a}^{b} (|u(x,t)|^2 + |v(x,t)|^2) \, dx \leq \int_{a-t}^{b+t} (|u(x,0)|^2 + |v(x,0)|^2) \, dx
\]  
for any $a < b$ and $t \geq 0$. Moreover, taking $t = t_0$ in (2) gives
\[
\int_{0}^{t} 2|u(x + t - s, s)|^2 ds + \int_{0}^{t} 2|v(x - t + s, s)|^2 ds = \int_{x-t}^{x+t} (|u(y,0)|^2 + |v(y,0)|^2) \, dy.
\]  
This identity was used by Huh [19, 20] to get global existence for the Gross-Neveu model, and is also a key tool in our proof of global existence. Moreover, it motivates our choice of function spaces. The space-time norms are defined in Section 4, but we introduce right away the data space, motivated by the right hand side of (4).

**Definition 1.** For $T > 0$ set
\[
\|f\|_{D(T)} = \sup_{x \in \mathbb{R}} \left( \int_{0}^{T} |f(x + 2s)|^2 \, ds \right)^{1/2}.
\]

Let $D(T)$ be the completion of $C_c^{\infty}(\mathbb{R})$ with respect to this norm.

Then $L^2(\mathbb{R}) \subset D(T) \subset L^2_{\text{loc}}(\mathbb{R})$, and the following inequalities hold:
\[
\|f\|_{D(T)} \leq 2^{-1/2} \|f\|_{L^2(\mathbb{R})}, \quad \|f\|_{L^2([a,a+2T])} \leq 2^{1/2} \|f\|_{D(T)} \quad \|f\|_{L^2([a,a+R])} \leq 2^{1/2} \left(1 + \frac{R}{2T}\right) \|f\|_{D(T)}
\]

for any $a \in \mathbb{R}$ and $R > 0$.

We note the following property of the subspace $L^2(\mathbb{R})$ of $D(T)$.

**Lemma 1.** If $f \in L^2(\mathbb{R})$, then $\lim_{T \to 0^+} \|f\|_{D(T)} = 0$. 

Proof: The alternative is that there exist $\varepsilon_0 > 0$, $T_n > 0$ and $x_n \in \mathbb{R}$ such that $\lim_{n \to \infty} T_n = 0$ but $\int_{0}^{T_n} \left| f(x_n + 2t) \right|^2 \, dt \geq \varepsilon_0$ for all $t \in \mathbb{N}$. Since $f \in L^2(\mathbb{R})$, the sequence $x_n$ must be bounded, hence it has a subsequence converging to some $x \in \mathbb{R}$. It follows that $\int_{x-\delta}^{x+\delta} \left| f(y) \right|^2 \, dy \geq \varepsilon_0$ for all $\delta > 0$, so we have a contradiction. \hfill \square

3. MAIN RESULTS

3.1. Maxwell-Dirac-Thirring-Gross-Neveu equations. The values of the real coupling constants $\lambda_j$ play no role in our analysis, so to simplify the notation we set them all equal to 1. In terms of $\psi = (u, v)^T$, the equations then read

\begin{align}
(\partial_t + \partial_x)u &= -imv + i(A_0 + A_1)u + 2i|v|^2u + 2i \operatorname{Re}(u\bar{\psi})v, \quad (8a) \\
(\partial_t - \partial_x)v &= -imu + i(A_0 - A_1)v + 2i|u|^2v + 2i \operatorname{Re}(u\bar{\psi})u, \quad (8b) \\
(\partial_t^2 - \partial_x^2)A_0 &= -(|u|^2 + |v|^2), \quad (8c) \\
(\partial_t^2 - \partial_x^2)A_1 &= |u|^2 - |v|^2, \quad (8d) \\
\partial_t A_0 &= \partial_x A_1. \quad (8e)
\end{align}

The last equation, the Lorenz gauge condition, imposes an obvious constraint on the initial data. An additional data constraint (which appears to have been ignored in earlier treatments of the Maxwell-Dirac equations in one space dimension, with the exception of Okamoto’s paper \cite{okamoto}) comes from the relation

$\partial_t A_1 = \partial_x A_0 - E$

defining the electric field $E$. Thus, the initial conditions for (8) take the form

\begin{align}
u(x, 0) &= f(x), \quad v(x, 0) = g(x), \quad (9a) \\
A_0(x, 0) &= a_0(x), \quad A_1(x, 0) = a_1(x), \quad (9b) \\
\partial_t A_0(x, 0) &= \frac{da_1}{dx}(x), \quad \partial_t A_1(x, 0) = \frac{da_0}{dx}(x) - E_0(x), \quad (9c)
\end{align}

where $E_0$ denotes the initial value of the electric field.

From (9c)–(9d) one obtains the Gauss law

$\partial_x E = |u|^2 + |v|^2,$

implying

$E(x, 0) = E_0(x) = \kappa + \int_{0}^{x} \left( |f(y)|^2 + |g(y)|^2 \right) \, dy$

for some constant $\kappa \in \mathbb{R}$. So if $f, g \in L^2(\mathbb{R})$, then $E_0$ is a bounded and continuous function (in fact, absolutely continuous and of bounded variation), determined by $f$ and $g$ up to a constant. However, our approach will be to first prove local existence of (8a)–(8d) with data (9) for a completely freely chosen field $E_0 \in BC(\mathbb{R}; \mathbb{R})$. Then we show that if this field actually satisfies the Gauss law, then the solution satisfies the Lorenz gauge condition (8e).

Remark 1. The important parts of the data are $f$, $g$ and $E_0$. The fields $a_0$ and $a_1$, on the other hand, are rather uninteresting. In fact, by a gauge transformation one can see that the effect of varying $a_0$ and $a_1$ is simply to multiply $(u, v)$ by a phase factor. Indeed, let $\chi(x, t)$ solve

$(\partial_t^2 - \partial_x^2)\chi = 0, \quad \chi(0, x) = \chi_0(x), \quad \partial_t \chi(0, x) = \chi_1(x)$

Remark 2. The global existence of solutions for the initial value problem (8)–(9) is proved in Section 3.2.
for given real valued $\chi_0(x)$ and $\chi_1(x)$. Then (8) is invariant under the gauge transformation $$ (u, v, A_0, A_1) \rightarrow (u', v', A'_0, A'_1) = (e^{i\chi}u, e^{i\chi}v, A_0 - \partial_t \chi, A_1 - \partial_x \chi). $$

Now, we can make the initial values of $A'_0$ and $A'_1$ equal any choice of fields $a'_0$ and $a'_1$, by choosing $$ \chi_0(x) = \int_0^x (a_1 - a_1')(y) \, dy, \quad \chi_1(x) = a_0(x) - a'_0(x). $$

Then we have moreover $\partial_t A'_0(x, 0) = \frac{d}{dx} a'_1(x)$ and $\partial_t A'_1(x, 0) = \frac{d}{dx} a'_0(x) - E_0(x)$, so the initial conditions (9) are gauge invariant. Note that if the $a$'s are continuous, then $\chi \in C^1(\mathbb{R} \times \mathbb{R})$, so the above formal considerations are justified.

We now state our local and global results for (8).

**Theorem 1** (Local well-posedness for Maxwell-Dirac-Thirring-Gross-Neveu). There exists $\varepsilon_0 > 0$ such that for any time $T > 0$ and for any initial data $f, g \in D(T)$ and $a_0, a_1, E_0 \in BC(\mathbb{R}; \mathbb{R})$ satisfying

$$ \|f\|_{D(T)}^2 + \|g\|_{D(T)}^2 \leq \varepsilon_0 $$

and

$$ T (m + \|a_0\|_{L^\infty} + \|a_1\|_{L^\infty}) + T^2 \|E_0\|_{L^\infty} \leq \varepsilon_0, $$

the equations (8a)–(8d) have a unique solution $(u, v, A_0, A_1)$ on $\mathbb{R} \times (0, T)$ satisfying the initial conditions (9), the regularity conditions

$$ u, v \in C([0, T]; D(T)), $$

$$ A_0, A_1 \in C([0, T]; BC(\mathbb{R}; \mathbb{R})) $$

and the properties

(i) The local charge conservation (2) holds, hence also (3) and (4).

(ii) There exist $p, q \in D(T)$ such that $|u(x, t)| \leq p(x - t)$ and $|v(x, t)| \leq q(x + t)$. Moreover, the electric field $E := \partial_x A_0 - \partial_t A_1$ belongs to $C([0, T]; BC(\mathbb{R}; \mathbb{R}))$, the solution depends continuously on the data as a map into the class (12), and higher regularity persists, so in particular, the solution is a limit of smooth solutions.

If we assume additionally that $f, g \in L^2(\mathbb{R})$, then $u, v \in C([0, T]; L^2(\mathbb{R}))$ and depend continuously on the data as maps into that space, and the conservation of total charge (11) holds.

So far, $E_0$ was a freely chosen field in $BC(\mathbb{R}, \mathbb{R})$. However, if we assume in addition that it satisfies the Gauss law

$$ \frac{d}{dx} E_0 = |f|^2 + |g|^2, $$

then the Lorenz gauge condition (8c) is satisfied in $\mathbb{R} \times (0, T)$.

**Remark 2.** If $f, g \in L^2(\mathbb{R})$, then the smallness condition (10) is satisfied for $T > 0$ small enough, by Lemma 11.

**Remark 3.** When we say that $(u, v, A_0, A_1)$ is a solution on $\mathbb{R} \times (0, T)$, we mean in the sense of distributions. In fact, all the nonlinear terms on the right hand sides of (8a)–(8d) are locally integrable on $\mathbb{R} \times [0, T]$, so they are well-defined as
distributions. This is obvious for the quadratic terms, but not so obvious for the cubic terms. But by the properties (i) and (ii) in Theorem 1:

\[ \int_{a}^{a+T} \int_{0}^{T} |v|^2 |u(x, t)| dt \, dx \leq \int_{a-T}^{a+T} \int_{0}^{T} |v(y + t, t)|^2 p(y) \, dt \, dy \]

\[ \leq 2\sqrt{T} \|p\|_{D(T)} \left( \sup_{y} \int_{0}^{T} |v(y + t, t)|^2 dt \right) < \infty, \]

and similarly for \(|u|^2|v|\).

**Theorem 2** (Global existence for Maxwell-Dirac-Thirring-Gross-Neveu). For any data \(f, g \in L^2(\mathbb{R})\) and \(a_0, a_1, E_0 \in BC(\mathbb{R}; \mathbb{R})\) satisfying the Gauss law (13), the solution from Theorem 4 extends globally in time, so we have \(u, v \in C(\mathbb{R}; L^2(\mathbb{R}))\) and \(A_0, A_1, E \in C(\mathbb{R}; BC(\mathbb{R}; \mathbb{R}))\).

3.2. **Quadratic Dirac equations.** Here we consider equations of the form

\[ \begin{align*}
(\partial_t + \partial_x)u &= -i\epsilon v + c_1|v|^2 + c_2 uv, \\
(\partial_t - \partial_x)v &= -i\epsilon u + c_3|u|^2 + c_4 uv,
\end{align*} \tag{14a, 14b} \]

where the \(c_j\) are complex constants. Then we have the following local well-posedness result.

**Theorem 3.** There exists \(\epsilon_0 > 0\) such that for any time \(T > 0\) and any initial data \(f, g \in L^2(\mathbb{R})\) satisfying

\[ \sqrt{T}(m + \|f\|_{L^2} + \|g\|_{L^2}) \leq \epsilon_0 \]

the equations (14) have a solution in \(C([0, T]; L^2(\mathbb{R}))\) with data \((f, g)\). The solution satisfies the properties (i) and (ii) from Theorem 4 and is unique in this class. The solution depends continuously on the data and higher regularity persists.

If \(c_1 = c_3 = 0\), so there are only terms of the type \(uv\), one can do better; in fact, local well-posedness holds almost all the way down to the scale invariant \(H^s\) Sobolev regularity \(s = -1/2\), as shown by Machihara, Nakanishi and Tsugawa [24 Theorem 1.5]. For \(c_2 = c_4 = 0\), local well-posedness in \(H^s\) for \(s > 1/4\) has been proved by Machihara [22] and \(s > 0\) by Tesfahun and the author [30], but the case \(s = 0\) appears to have remained an open problem which we solve.

4. **Function spaces**

We start with the spaces for the Dirac spinor, which we write in component form as \(\psi = (u, v)^T\). Then by our choice of Dirac matrices, the initial value problem

\[ -i\gamma^\mu \partial_\mu \psi = (F, G)^T, \quad \psi(x, 0) = (f(x), g(x))^T \]

reads

\[ \begin{align*}
(\partial_t + \partial_x)u &= iG, \quad u(x, 0) = f(x), \\
(\partial_t - \partial_x)v &= iF, \quad v(x, 0) = g(x).
\end{align*} \tag{15a, 15b} \]

Integrating along characteristics we have

\[ u(x, t) = f(x - t) + i \int_{0}^{t} G(x - t + s, s) \, ds, \]

\[ v(x, t) = g(x + t) + i \int_{0}^{t} F(x + t - s, s) \, ds, \]
hence
\[ |u(x,t)| \leq |f(x-t)| + \int_0^T |G(x-t+s,s)| \, ds, \quad (16a) \]
\[ |v(x,t)| \leq |g(x+t)| + \int_0^T |F(x+t-s,s)| \, ds \quad (16b) \]
for \( 0 \leq t \leq T \).

We introduce the following space-time norms for \( u \) and \( v \) on a time-slab \( \mathbb{R} \times [0, T] \):
\[
\|u\|_{X_+(T)} = \sup_{x \in \mathbb{R}} \left( \int_0^T |u(x-t,t)|^2 \, dt \right)^{1/2},
\]
\[
\|v\|_{X_-(T)} = \sup_{x \in \mathbb{R}} \left( \int_0^T |v(x+t,t)|^2 \, dt \right)^{1/2},
\]
\[
\|u\|_{X_+(T)} = \inf \left\{ \|p\|_{D(T)} : p \in D(T), |u(x,t)| \leq p(x-t) \text{ in } \mathbb{R} \times [0, T] \right\},
\]
\[
\|v\|_{X_-(T)} = \inf \left\{ \|q\|_{D(T)} : q \in D(T), |v(x,t)| \leq q(x+t) \text{ in } \mathbb{R} \times [0, T] \right\}
\]
and
\[
\|u\|_{Y_+(T)} = \sup_{0 \leq t \leq T} \|u(\cdot,t)\|_{D(T)} + \|u\|_{X_+(T)} + \|u\|_{X_+(T)},
\]
\[
\|v\|_{Y_-(T)} = \sup_{0 \leq t \leq T} \|v(\cdot,t)\|_{D(T)} + \|v\|_{X_-(T)} + \|v\|_{X_-(T)}.
\]
The forcing terms \( G \) and \( F \) will be placed in the norms
\[
\|G\|_{N_+(T)} = \left\| \int_0^T |G(\cdot+s,s)| \, ds \right\|_{D(T)},
\]
\[
\|F\|_{N_-(T)} = \left\| \int_0^T |F(\cdot-s,s)| \, ds \right\|_{D(T)}.
\]

Remark 4. The \( X_\pm(T) \) norms are motivated by the local charge conservation \([4]\) (see also the estimate in Remark \([3]\)). To motivate the \( X_\pm(T) \) norms, observe that by \((16)\) we have \(|u(x,t)| \leq p(x-t)\) and \(|v(x,t)| \leq q(x+t)\), where \( p \) and \( q \) belong to \( D(T) \) if \( f, g \in D(T) \) and \( \|G\|_{N_+(T)}, \|F\|_{N_-(T)} < \infty \).

Definition 2. Let \( Y_\pm(T) \) and \( N_\pm(T) \) be the completions of \( C_c^\infty(\mathbb{R} \times [0, T]) \) with respect to the norms \( \|\cdot\|_{Y_\pm(T)} \) and \( \|\cdot\|_{N_\pm(T)} \), respectively.

Note that
\[ Y_\pm(T) \subset C([0, T]; D(T)). \]

For \( u(x,t) = f(x-t) \) and \( v(x,t) = g(x+t) \), the free parts of the solution of \((15)\), we have the remarkable identities
\[
\|f(x-t)\|_{X_+(T)} = \|f(x-t)\|_{X_+(T)} = \|f\|_{D(T)},
\]
\[
\|g(x+t)\|_{X_-(T)} = \|g(x+t)\|_{X_-(T)} = \|g\|_{D(T)},
\]
and for a constant function \( u(x,t) = c \),
\[
\|c\|_{X_\pm(T)} = \|c\|_{X_\pm(T)} = \|c\|_{D(T)} = c\sqrt{T}.
\]
For the solution of the linear initial value problem \([15]\) we then have the following key estimates.

**Lemma 2.** Let \(T > 0\), \(f, g \in D(T)\) and \((G, F) \in N_+(T) \times N_-(T)\). Then \([15]\) has a unique solution \((u, v) \in Y_+(T) \times Y_-(T)\). The solution satisfies the estimates
\[
\|u\|_{Y_+(T)} \leq 3 \|f\|_{D(T)} + 3 \|G\|_{N_+(T)},
\]
\[
\|v\|_{Y_-(T)} \leq 3 \|g\|_{D(T)} + 3 \|F\|_{N_-(T)}.
\]

**Proof.** By density we may assume that \(f, g \in C_c^\infty(\mathbb{R})\) and \(F, G \in C_c^\infty(\mathbb{R} \times [0, T])\). Applying the identities \([17]\) to \([16]\) and using the translation invariance of the \(D(T)\) norm, we immediately obtain the claimed estimates. \(\square\)

For later use we also note that by Minkowski’s integral inequality,
\[
\|u\|_{N_\pm(T)} \leq \int_0^T \|u(\cdot, s)\|_{D(T)} \, ds \leq T \|u\|_{Y_\pm(T)}
\]
for any combination of signs \(\pm\) and \(\pm'\).

5. Estimates for the Dirac spinor

To estimate linear, quadratic and cubic terms in \(u\) and \(v\) in the \(N_\pm(T)\) norms, we use the following key result.

**Lemma 3.** Let \(u, u' \in Y_+(T)\) and \(v, v' \in Y_-(T)\). We have the estimates
\[
\|v' u\|_{N_+(T)} \leq \|v\|_{X_-(T)} \|v'\|_{X_-(T)} \|u\|_{X_+(T)},
\]
\[
\|u' v\|_{N_-(T)} \leq \|u\|_{X_+(T)} \|u'\|_{X_+(T)} \|v\|_{X_-(T)}
\]
and
\[
\|v'\|_{N_+(T)} \leq \sqrt{T} \|v\|_{X_-(T)} \|v'\|_{X_-(T)},
\]
\[
\|v u\|_{N_+(T)} \leq \sqrt{T} \|v\|_{X_-(T)} \|u\|_{X_+(T)},
\]
\[
\|u u'\|_{N_-(T)} \leq \sqrt{T} \|u\|_{X_+(T)} \|u'\|_{X_+(T)},
\]
\[
\|u v\|_{N_-(T)} \leq \sqrt{T} \|u\|_{X_+(T)} \|v\|_{X_-(T)}
\]
and
\[
\|v\|_{N_+(T)} \leq T \|v\|_{X_-(T)},
\]
\[
\|u\|_{N_-(T)} \leq T \|u\|_{X_+(T)}.
\]

**Proof.** We only prove the cubic estimates; the others follow by the identities \([18]\) with \(c = 1\). Consider the first cubic estimate. The left side is bounded by
\[
\left\| \int_0^T |v| |v'| |u| (\cdot + s, s) \, ds \right\|_{D(T)}
\]
Assuming \(|u(x, t)| \leq p(x - t)|\) we bound this by
\[
\left( \int_0^T |v| |v'| (\cdot + s, s) \, ds \right)_{D(T)} \leq \|v\|_{X_-(T)} \|v'\|_{X_-(T)} \|p\|_{D(T)}
\]
where we applied Hölder’s inequality with respect to \(s\). Taking the infimum over \(p \in D(T)\) such that \(|u(x, t)| \leq p(x - t)|\) now yields the desired estimate. The proof of the other cubic estimate is similar. \(\square\)
Remark 5. In the cubic estimates, the number of plus signs equals the number of minus signs, and in the quadratic estimates both signs must occur. This reflects the fact that the estimates are of null form type. We are not able to estimate $uu'$, $uv'u$ or $u'u''$ in $N_+(T)$, nor $vv'$, $v'u$ or $v''u''$ in $N_-(T)$. For the linear estimates, on the other hand, the signs are not really important, in view of (19).

6. Estimates for the electromagnetic field

Applying D’Alembert’s formula to the wave equations (8c) and (8d) with initial data (9b) and (9c) we have

\[ A_0(x,t) = \frac{a_0(x+t) + a_0(x-t)}{2} + \frac{a_1(x+t) - a_1(x-t)}{2} - \frac{1}{2} \int_0^t \int_{x-(t-s)}^{x+t-s} (|u|^2 + |v|^2)(y,s) \, dy \, ds \]  

(20)

and

\[ A_1(x,t) = \frac{a_0(x+t) - a_0(x-t)}{2} + \frac{a_1(x+t) + a_1(x-t)}{2} - \frac{1}{2} \int_{x-t}^{x+t} E_0(y) \, dy \]

\[ + \frac{1}{2} \int_0^t \int_{x-(t-s)}^{x+t-s} (|u|^2 - |v|^2)(y,s) \, dy \, ds. \]  

(21)

Thus

\[ A_0 + A_1 = A_+^{\text{free}} - W(|u|^2), \]  

(22)

\[ A_0 - A_1 = A_-^{\text{free}} - W(|u|^2), \]  

(23)

where

\[ A_+^{\text{free}}(x,t) = a_0(x+t) + a_1(x+t) - \frac{1}{2} \int_{x-t}^{x+t} E_0(y) \, dy, \]

\[ A_-^{\text{free}}(x,t) = a_0(x-t) - a_1(x-t) + \frac{1}{2} \int_{x-t}^{x+t} E_0(y) \, dy \]

and the operator $W$ is defined by

\[ WF(x,t) = \int_0^t \int_{x-(t-s)}^{x+t-s} F(y,s) \, dy \, ds. \]

We note the following estimates for the above operators.

Lemma 4. Let $T > 0$, $(a_0, a_1, E_0) \in BC(R; R)$ and $u, v \in C([0,T]; D(T))$. Then $A_+^{\text{free}}$ and $W(uv)$ belong to $C([0,T]; BC(R; R))$ and we have the estimates

\[ \|A_+^{\text{free}}\|_{L^{\infty}(R \times [0,T])} \leq \|a_0\|_{L^\infty} + \|a_1\|_{L^\infty} + T \|E_0\|_{L^\infty}, \]

\[ \|W(uv)\|_{L^{\infty}(R \times [0,T])} \leq 2 \int_0^T \|u(\cdot, s)\|_{D(T)} \|v(\cdot, s)\|_{D(T)} \, ds. \]

Moreover, higher regularity persists. That is, if $(a_0, a_1, E_0) \in BC^N(R; R)$ for some $N \in \mathbb{N}$, and $\partial_t^j \partial_x^k (u, v) \in C([0,T]; D(T))$ for $j = 0, 1$ and $k = 0, 1, \ldots, N - j$, then it follows that $\partial_t^j \partial_x^k A_+^{\text{free}}$ and $\partial_t^j \partial_x^k W(uv)$ belong to $C([0,T]; BC(R; R))$ for such $j, k$, and we have estimates analogous to the above.
We omit the easy proof, but remark that for the higher regularity one needs the identities
\[ \partial_t^k W(F) = W(\partial_t^k F), \]
\[ \partial_t \partial_t^j W(F) = W(\partial_t \partial_t^j F) + \frac{1}{2} \int_{x-t}^{x+t} \partial_t^j F(y,0) \, dy. \]

**Remark 6.** The reason that we limit to one time derivative in the higher regularity statement is that for \( j \geq 2 \),
\[ \partial_t^j \partial_t^k W(F) = W(\partial_t^j \partial_t^k F) + \frac{1}{2} \left( \partial_t^{j-2} \partial_t^k F(x+t,0) + \partial_t^{j-2} \partial_t^k F(x-t,0) \right) \]
\[ + \frac{1}{2} \int_{x-t}^{x+t} \partial_t^{j-1} \partial_t^k F(y,0) \, dy, \]
and terms like \( \partial_t^{j-2} \partial_t^k (fg) \) cannot be estimated in \( L^\infty \) in terms of \( \|f\|_{D(T)} \) and \( \|g\|_{D(T)} \). However, higher time derivatives can be recovered from the equations (8) once we have \( C^\infty \) regularity in space and \( C^1 \) in time.

7. **Proof of Theorem 1**

Inserting (22) and (23) into (8a) and (8b) yields the following nonlinear and nonlocal Dirac equations:
\[ (\partial_t + \partial_x)u = -imu + i(A_+^\text{free} - W(\|v\|^2)) u + 2i|v|^2 u + 2i \text{Re}(u \overline{v}) v, \]
\[ (\partial_t - \partial_x)v = -imv + i(A_-^\text{free} - W(\|u\|^2)) v + 2i|u|^2 v + 2i \text{Re}(u \overline{v}) u. \]

Iterating in \( Y_+(T) \times Y_-(T) \), we get a unique local solution \((u,v)\) in that space if \( T > 0 \) satisfies (10) and (11). This follows by a standard iteration argument (we omit the details) using Lemma 2 the linear and trilinear estimates from Lemma 3 the estimate (here we use (13)),
\[ \|Au\|_{N_+^\infty(T)} \leq \|A\|_{L^\infty(R \times [0,T])} \|u\|_{N_+^\infty(T)} \leq \|A\|_{L^\infty(R \times [0,T])} \|u\|_{Y_+(T)}, \]
and the estimates in Lemma 4. Note also that Lemma 4 implies the regularity (12) for the \( A_p \). Then \((u,v,A_0,A_1)\) is a solution of (8a)–(8d).

The iteration argument also gives continuous dependence on the data, and higher regularity persists. Thus, \((u,v,A_0,A_1)\) is a limit, in the regularity class (12), of \( C^\infty \) solutions corresponding to an approximating sequence of \( C^\infty \) data. In particular, it follows that the local charge conservation (24) holds, hence also (3) and (4).

The electric field \( E = \partial_x A_0 - \partial_t A_1 \) is calculated directly from (20) and (21),
\[ E(x,t) = - \int_0^t |u(x+t-s,s)|^2 \, ds + \int_0^t |v(x+t-s,s)|^2 \, ds \]
\[ + \frac{1}{2} \left( E_0(x+t) + E_0(x-t) \right). \]

This shows that \( E \) is continuous and enjoys the bound
\[ \|E\|_{L^\infty(R \times [0,T])} \leq \|E_0\|_{L^\infty} + \|u_0\|_{X_+^\infty(T)}^2 + \|v_0\|_{X_-^\infty(T)}^2. \]
From (20) and (21) we also calculate
\[
\partial_t A_0(x,t) - \partial_x A_1(x,t) = - \int_0^t |u(x + t - s, s)|^2 ds - \int_0^t |v(x - t + s, s)|^2 ds + \frac{1}{2} (E_0(x + t) - E_0(x - t)),
\]
so from the local form of conservation of charge (14) it follows that the Lorenz gauge condition is satisfied if the Gauss law (13) is satisfied initially.

Finally, it remains to prove that if \( f, g \in L^2(\mathbb{R}) \), then \( u, v \in C([0, T]; L^2(\mathbb{R})) \) and depend continuously on the data as maps into that space. To this end, we use the local charge bound (3). Considering two solutions \((u, v)\) and \((u', v')\), we estimate, for \( 0 \leq s, t \leq T \ll R \),
\[
\|u'(\cdot, s) - u'(\cdot, t)\|_{L^2} \leq \|u(\cdot, s) - u'(\cdot, t)\|_{L^2(|x| \leq R)} + \|u(\cdot, s)\|_{L^2(|x| \geq R)} + \|u'(\cdot, t)\|_{L^2(|x| \geq R)},
\]
\[
\leq \frac{R}{T} \|u(\cdot, s) - u'(\cdot, t)\|_{D(T)} + \|f\|_{L^2(|x| \geq R - T)} + \|g\|_{L^2(|x| \geq R - T)}
\]
\[+ \|f'\|_{L^2(|x| \geq R - T)} + \|g'\|_{L^2(|x| \geq R - T)} \]
\[
\leq \frac{2R}{T} \|u(\cdot, s) - u'(\cdot, t)\|_{D(T)} + 2 \left( \|f\|_{L^2(|x| \geq R - T)} + \|g\|_{L^2(|x| \geq R - T)} \right)
\]
\[+ \|f - f'\|_{L^2} + \|g - g'\|_{L^2},
\]
where we used (3) and (7) to get the second inequality.

Applying this with \( u' = 0 \) shows that \( u(\cdot, t) \) is in \( L^2 \). Applying it with \( u' = u \) shows that \( t \to u(\cdot, t) \) is continuous into \( L^2 \). Finally, applying it with \( u' = u_n \), where \((u_n, v_n)\) is a solution that converges to \((u, v)\) in \( C([0, T]; D(T)) \) and such that \((f_n, g_n) \to (f, g)\) in \( L^2 \), we conclude that the convergence \( u_n \to u \) actually holds in \( C([0, T]; L^2(\mathbb{R})) \).

8. Proof of Theorem 3

This is similar to but easier than the proof of Theorem 1 and uses the quadratic estimates in Lemma 3 instead of the cubic ones. We omit the details.

9. Proof of Theorem 2

We prove existence on the time interval \([0, \infty)\); by the reflection \((x, t) \to (-x, -t)\) one can obtain the same result for negative times.

By the local existence result, Theorem 1, it suffices to exhibit a priori bounds on \( u(\cdot, t) \) and \( v(\cdot, t) \) in \( D(T) \), and on \( A_\mu(\cdot, t) \) and \( E(\cdot, t) \) in \( L^\infty \).

For \( A_0 \) and \( A_1 \) we have, by the formulas (20) and (21), and using the local charge bound (3),
\[
\|A_\mu(\cdot, t)\|_{L^\infty} \leq \|a_0\|_{L^\infty} + \|a_1\|_{L^\infty} + t \|E_0\|_{L^\infty} + \frac{T}{2} \left( \|f\|_{L^2}^2 + \|g\|_{L^2}^2 \right). \tag{25}
\]
From the formula (21) for \( E \) we get, invoking the local charge identity (4),
\[
\|E(\cdot, t)\|_{L^\infty} \leq \|E_0\|_{L^\infty} + \frac{1}{2} \left( \|f\|_{L^2}^2 + \|g\|_{L^2}^2 \right). \tag{26}
\]
To bound
\[
\|u(\cdot, t)\|_{D(T)}^2 + \|v(\cdot, t)\|_{D(T)}^2
\]
we use Delgado’s trick [14], or rather a refinement of it due to Huh [19]. The starting point is the observation that
\[
(\partial_t + \partial_x)|u|^2 = -2m \text{Im}(u\overline{v}) + 4 \text{Re}(u\overline{v}) \text{Im}(u\overline{v}),
\]
\[
(\partial_t - \partial_x)|v|^2 = 2m \text{Im}(u\overline{v}) - 4 \text{Re}(u\overline{v}) \text{Im}(u\overline{v}),
\]
(27)
hence
\[
(\partial_t + \partial_x)|u|^2 \leq 2m|u||v| + 4|u|^2|v|^2,
\]
\[
(\partial_t - \partial_x)|v|^2 \leq 2m|u||v| + 4|u|^2|v|^2.
\]
Multiplying by integrating factors $e^{-\phi^+}$ and $e^{-\phi^-}$, where
\[
\phi^+(x,t) = \int_0^t 4|v(x-t+s, s)|^2 ds,
\]
\[
\phi^-(x,t) = \int_0^t 4|u(x+t-s, s)|^2 ds,
\]
we get
\[
(\partial_t + \partial_x)(e^{-\phi^+}|u|^2) \leq 2m|u||v|e^{-\phi^+},
\]
\[
(\partial_t - \partial_x)(e^{-\phi^-}|v|^2) \leq 2m|u||v|e^{-\phi^-}.
\]
By the local charge conservation (4),
\[
\|\phi_\pm\|_{L^\infty} \leq 2M,
\]
where
\[
M = \|f\|_{L^2(\mathbb{R})}^2 + \|g\|_{L^2(\mathbb{R})}^2.
\]
Integration along characteristics therefore yields
\[
|u(x,t)|^2 \leq |f(x-t)|^2 + 2me^{4M} \int_0^t |u||v|(x-t+s, s) ds,
\]
\[
|v(x,t)|^2 \leq |g(x+t)|^2 + 2me^{4M} \int_0^t |u||v|(x+t-s, s) ds.
\]
Estimating $2|u||v| \leq |u|^2 + |v|^2$ we then get
\[
\|u(\cdot, t)\|_{D(T)}^2 \leq \|f\|_{D(T)}^2 + me^{4M} \int_0^t \left( \|u(\cdot, s)\|_{D(T)}^2 + \|v(\cdot, s)\|_{D(T)}^2 \right) ds,
\]
\[
\|v(\cdot, t)\|_{D(T)}^2 \leq \|g\|_{D(T)}^2 + me^{4M} \int_0^t \left( \|u(\cdot, s)\|_{D(T)}^2 + \|v(\cdot, s)\|_{D(T)}^2 \right) ds.
\]
Adding these and applying Grönwall’s lemma gives
\[
\|u(\cdot, t)\|_{D(T)}^2 + \|v(\cdot, t)\|_{D(T)}^2 \leq \left( \|f\|_{D(T)}^2 + \|g\|_{D(T)}^2 \right) \exp(2me^{4M}t).
\]
(28)
Combining this with (25) and (26) we have the all the a priori bounds needed to get global existence.

In fact, given any large target time $\tau > 0$, then by Lemma 1 there exists $T_0 > 0$ such that for all $T \in (0, T_0]$,
\[
\left( \|f\|_{D(T)}^2 + \|g\|_{D(T)}^2 \right) \exp(2me^{4M}T) \leq \varepsilon_0.
\]
Choosing $T \in (0, T_0]$ so small that
\[
T(m + 2\|a_0\|_{L^\infty} + 2\|a_1\|_{L^\infty} + 2\tau\|E_0\|_{L^\infty} + \tau M) \leq \frac{\varepsilon_0}{2},
\]
we can then repeatedly apply Theorem 1 on successive time intervals \([0, T], [0, 2T]\) etc., to get existence beyond the time \(\tau\).

Remark 7. If the coupling to the Gross-Neveu self-interaction is turned off (that is, \(\lambda_3 = 0\)), so that we only have the Maxwell-Dirac-Thirring equations, then the quadrilinear terms in (27) are not present and the proof of the a priori bound simplifies, as it is not necessary to use integrating factors. In other words, Delgado’s trick works directly. The exponential factor in (28) then simplifies to \(\exp(2mt)\).
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