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Abstract—In the last decade, autonomous vertical take-off and landing (VTOL) vehicles have become increasingly important as they lower mission costs thanks to their re-usability. However, their development is complex, rendering even the basic experimental validation of the required advanced guidance and control (G & C) algorithms prohibitively time-consuming and costly. In this paper, we present the design of an inexpensive small-scale VTOL platform that can be built from off-the-shelf components for less than 1000 USD. The vehicle design mimics the first stage of a reusable launcher, making it a perfect test-bed for G & C algorithms. To control the vehicle during ascent and descent, we propose a real-time optimization-based G & C algorithm. The key features are a real-time minimum fuel and free-final-time optimal guidance combined with an offset-free tracking model predictive position controller. The vehicle hardware design and the G & C algorithm are experimentally validated both indoors and outdoor, showing reliable operation in a fully autonomous fashion with all computations done on-board and in real-time.

Index Terms—Aerial Systems: Mechanics and Control, Motion and Path Planning, Optimization and Optimal Control

I. INTRODUCTION

Sustainable and repeatable access to space requires drastic changes in the way space transportation systems are designed and operated. In this regard, novel approaches to guidance, navigation, and control are key enabling technologies as they allow launchers to be reused by performing pin-point landings. This significantly lowers the cost of access to space and maximizes the science return for missions on other planetary bodies, where it is necessary to land close to relevant geological features. Concerning guidance and control (G & C), this paper focuses on the use of numerical optimization to generate trajectories and actuation profiles on-board and in real-time. Similar techniques are already used by SpaceX [1] demonstrating their potential in the real-world. The last decade of advances in embedded computational hardware, numerical algorithms [2], [3], [4], [5], and optimization software [6], [7] has made optimization-based G & C algorithms feasible for space applications. Despite the clear potential and the active research in this area [8], [9], these techniques also pose new challenges in terms of performance and functional validation.

In order to address these problems, we designed an inexpensive small-scale vertical take-off and landing (VTOL) aircraft, informally dubbed EmboRockETH and shown in Figure 1, which allows the analysis and validation of G & C algorithms before their deployment on more complex systems. The EmboRockETH is designed to replicate some of the key aspects of a reusable rocket’s first stage including aerodynamic control fins and a gimbaled main engine. Our contribution is twofold: we detail the complete hardware design of the EmboRockETH and we propose a G & C pipeline for indoor and outdoor flights.

The remainder of the paper is organized as follows. Next, we discuss existing related work and introduce the notation, before detailing the hardware design of the EmboRockETH in Section II. Subsequently, we outline the guidance and control architecture of the vehicle in Section III, discuss experimental results in Section IV and conclude the paper in Section V.

A. Related Work

In recent years, several test platforms similar to the EmboRockETH have been developed or are currently under development. The two most notable examples being the Grasshopper [10], which was used by SpaceX for the

1A video summarizing this paper and presenting footage of an outdoor experiment can be found here: https://youtu.be/r4V7SlRabkg
early testing of their propulsive landing maneuvers, and Xombie from Masten Space Systems, which was used within the frame of the ADAPT project [11] to test the lossless convexification-based GFEATURE algorithm [12] and the terrain relative navigation system for the Mars 2020 mission [13]. More recently, the European Space Agency has joined these efforts with the Future Launchers Preparatory Programme (FLPP) [14]. However, all the aforementioned vehicles are complex systems that require an appropriate budget, a crew and stringent safety measures for their operation. Hence, the use of quadrotors has been predominant in academic research, since these vehicles enable rapid prototyping and real-world testing of advanced G & C methods [15], [16] in an agile setting. Nevertheless, quadrotors share only a few basic principles with reusable first stages. Therefore, the vehicle presented in this paper is aimed at bridging this gap by providing an agile research platform for advanced G & C methods with an improved dynamical representation of reusable launchers.

B. Notation

In this paper, we denote vectors with bold letters, i.e., \( \mathbf{a} \in \mathbb{R}^n \), matrices with bold capital letters, i.e., \( \mathbf{A} \in \mathbb{R}^{n \times m} \), and the time derivative of a vector or matrix with the dot notation, i.e. ˙\( \mathbf{a} \). The symbol \( \mathbb{H} \) denotes the set of unit quaternions and \( e_i \) denotes a unit vector along the \( i \)-th axis. We denote with the symbols \( p \in \mathbb{R}^3 \) and \( \nu \in \mathbb{R}^3 \) the position and velocity of the EmboRockETH in the world frame, respectively. The quaternion \( q \in \mathbb{H} \) denotes the aircraft’s attitude, while \( \omega \in \mathbb{R}^3 \) is the associated angular velocity. The symbol \( T \in \mathbb{R}^3 \) represents the thrust vector applied to the aircraft and \( g \in \mathbb{R}^3 \) denotes the gravitational force. Given a quaternion \( q \in \mathbb{H} \), the rotation matrix \( \mathbf{R}(q) \in \mathbb{R}^{3 \times 3} \) is defined as

\[
\mathbf{R}(q) = \begin{bmatrix}
    1 - 2(q_y^2 + q_z^2) & 2(q_xq_y - q_zq_w) & 2(q_xq_z + q_yq_w) \\
    2(q_xq_y + q_zq_w) & 1 - 2(q_x^2 + q_z^2) & 2(q_yq_z - q_xq_w) \\
    2(q_xq_z - q_yq_w) & 2(q_yq_z + q_xq_w) & 1 - 2(q_x^2 + q_y^2)
\end{bmatrix},
\]

where \( q_x/y/z/w \) are the components of the quaternion \( q \). Finally, given a quaternion \( q \in \mathbb{H} \), we define the quaternion propagation matrix as

\[
\mathbf{Q}(\omega) = \begin{bmatrix}
    0 & -\omega_z & -\omega_y & -\omega_x \\
    \omega_x & 0 & \omega_z & -\omega_y \\
    \omega_y & -\omega_z & 0 & \omega_x \\
    -\omega_z & \omega_y & -\omega_x & 0
\end{bmatrix},
\]

where \( \omega_x/y/z/w \) are the components of the quaternion \( \omega \).

II. VEHICLE DESIGN

In this section, we detail the design of the EmboRockETH, which is an electric small-scale VTOL vehicle and has the capability to fly both indoors and outdoors. The EmboRockETH is mainly built from off-the-shelf components with a total cost of less than 1000 USD. The fully assembled vehicle weighs 1.16 kilograms, stands 1.05 meters tall, and can continuously hover for about 5 minutes. In the following, we discuss the overall structural design, the actuators, and the electronics of the vehicle.

A. Structural Design

The EmboRockETH’s core structure is a carbon fiber square tube mounted on four flexible non-retractable landing legs made from carbon fiber. The housing of the electronics and the battery are mounted opposite of each other at the top of the central square tube, while the gimbal mechanism is mounted between the landing legs at the bottom of the vehicle, see Figure 2(A, C, D). The gimbal consists of an universal joint connecting the central spine to a propeller cage. Additionally, the vehicle is equipped with four 3D-printed fins, which enable aerodynamic control of the vehicle. The four fins are mounted on a ring below the electronics and are symmetrically arranged around the core structure as shown in Figure 2(B).

B. Actuators

The EmboRockETH’s main propulsion system consists of two coaxially mounted propellers, each actuated by a brushless DC motor. To enable thrust vectoring, the two rotors are mounted in a propeller cage, which is gimbaled by two servo-motors. For aerodynamic steering, the four 3D-printed fins are independently actuated by one servo-motor each.

C. Electronics & Sensors

The EmboRockETH uses a Raspberry Pi 4 [17] as its main computational platform, while a PixHawk 4 autopilot [18] provides the sensing capabilities and the low-level flight control. The Raspberry Pi hosts the high-level decision algorithms, i.e., guidance and position control, running on the robot operating system (ROS). The Pixhawk autopilot interfaces the Raspberry Pi through MAVROS [19] and hosts the low-level attitude control and state estimator. A more detailed overview of the algorithms and their respective execution platform is shown in Figure 3. Additionally, the
The optimal guidance problem is formulated as follows

\[
\begin{align*}
\min_{t_f, \mathbf{T}(t)} & \int_{t_0}^{t_f} \| \mathbf{T}(t) \| + \lambda_1 \| \dot{\mathbf{T}}(t) \|^2 + \lambda_2 \eta(t)^2 \, dt \\
\text{s.t.} & \quad \mathbf{p}(t) = \mathbf{p}_0, \quad \| \mathbf{p}(t_f) - \mathbf{p}_f \| \leq \rho_{\text{tol}} \quad (1a) \\
& \quad \mathbf{v}(t) = \mathbf{v}_0, \quad \| \mathbf{v}(t_f) - \mathbf{v}_f \| \leq \nu_{\text{tol}} \quad (1b) \\
& \quad \mathbf{a}(t) = \frac{1}{m} \mathbf{T}(t) + \mathbf{g} \quad (1c) \\
& \quad \mathbf{e}_1 \cdot (\mathbf{p}(t) - \mathbf{p}(t_0)) \geq \tan(\gamma) \| \mathbf{e}_2 \| \| \mathbf{p}(t) - \mathbf{p}(t_f) \| \quad (1d) \\
& \quad \| \mathbf{v}(t) \| \leq v_{\text{max}} + \eta(t) \quad \eta(t) \geq 0 \quad (1e) \\
& \quad 0 \leq \dot{T}_{\text{min}} \leq || \mathbf{T}(t) || \leq \dot{T}_{\text{max}} \quad (1f) \\
& \quad \dot{T}_{\text{min}} \leq || \dot{T}(t) || \leq \dot{T}_{\text{max}} \quad (1g) \\
& \quad \mathbf{e}_1 \cdot \mathbf{T}(t) \leq \cos(\theta_{\text{max}})|| \mathbf{T}(t) || \quad (1h) \\
& \quad \mathbf{e} \text{ and } \mathbf{f} \text{ indicate initial and final values, respectively, } \lambda_1 \text{ and } \lambda_2 \text{ are scalar weighting factors, } \eta(t) \text{ is a slack variable on the velocity constraint, } \rho_{\text{tol}} \text{ and } \nu_{\text{tol}} \text{ are the tolerated deviations from the final position and velocity, respectively, } \gamma \text{ is the half-angle defining the aperture of the glide slope cone, and } \theta_{\text{max}} \text{ is the maximum tilt angle. The optimal guidance is based on a free-final-time formulation minimizing fuel consumption and violation of the velocity constraint, while discouraging large changes in the input (1a). It treats the thrust rate as a control input in order to account for the time response of the actuators. Additionally, it uses a three degrees of freedom (3-DoF) model (1d) subject to a soft velocity constraint (1g) and lower and upper bounds on the magnitudes of thrust and thrust rate (1h) - (1i). In this 3-DoF formulation, we use the thrust vector as a proxy for the attitude. Therefore, the constraint (1h) limits the tilt with respect to the vertical axis in the inertial frame. The constraints (1c) - (1g) are the ascent and descent glide slope constraints, respectively. During ascent only (1c) is included in the problem formulation, while (1f) is only considered for the descent phase. These two constraints limit the ascent trajectory to a safe corridor and prohibit too shallow descent trajectories.} \\
\end{align*}
\]

Problem (1) is discretized using the forward Euler method over 30 points in the interval \([t_0, t_f]\). It is worth noting that, to implement this formulation as free-final-time, the \([t_0, t_f]\) time range is mapped into the \([0, 1]\) pseudo-time interval and the dynamics scaled accordingly. The optimal guidance problem is only solved when a request is received. This occurs shortly before takeoff for the ascent target, if the vehicle is

Pixhawk provides all the sensor measurements needed for estimation, i.e. the GPS signal and the inertial measurement unit (IMU) signal. For indoor flights, the GPS module is disabled and replaced by a motion capture system. This is interfaced through the Raspberry Pi, which relays the measurements to the estimation algorithm on the Pixhawk. The computational platforms and the actuators are powered by a 14.8 V lithium polymer battery mounted at the top of the vehicle.

III. GUIDANCE AND CONTROL ARCHITECTURE

In this section, we describe the guidance and control architecture of the EmboRockETH that consists of a real-time optimal guidance algorithm, a model predictive control (MPC) position controller, two low-level PID attitude controllers, and a control allocation algorithm. Additionally, the state of the EmboRockETH is estimated using an extended Kalman filter (EKF). The overall architecture is shown in Figure 3, and the individual blocks are discussed in the following sections.

A. Optimal Guidance

In the following, we present the optimal guidance used on the EmboRockETH. The guidance leverages previous work presented in [20], [21], but is adapted to the specific properties of the EmboRockETH, i.e. the electric propulsion system and the fixed mass of the vehicle. The optimal guidance problem is formulated as follows

\[
\begin{align*}
\min_{t_f, \mathbf{T}(t)} & \int_{t_0}^{t_f} \| \mathbf{T}(t) \| + \lambda_1 \| \dot{\mathbf{T}}(t) \|^2 + \lambda_2 \eta(t)^2 \, dt \\
\text{s.t.} & \quad \mathbf{p}(t) = \mathbf{p}_0, \quad \| \mathbf{p}(t_f) - \mathbf{p}_f \| \leq \rho_{\text{tol}} \quad (1b) \\
& \quad \mathbf{v}(t) = \mathbf{v}_0, \quad \| \mathbf{v}(t_f) - \mathbf{v}_f \| \leq \nu_{\text{tol}} \quad (1c) \\
& \quad \mathbf{a}(t) = \frac{1}{m} \mathbf{T}(t) + \mathbf{g} \quad (1d) \\
& \quad \mathbf{e}_1 \cdot (\mathbf{p}(t) - \mathbf{p}(t_0)) \geq \tan(\gamma) \| \mathbf{e}_2 \| \| \mathbf{p}(t) - \mathbf{p}(t_f) \| \quad (1e) \\
\end{align*}
\]
close to the end of the currently computed trajectory, if the tracking error exceeds a predefined threshold, or the desired landing position is changed during the descent phase.

B. MPC-based Position Controller

In this section, we describe the MPC-based position controller used for the EmboRockETH. The next sections are organized as follows. First, model and constraints are presented. We then introduce an augmented model that captures the model mismatch and disturbances that can be estimated by a Kalman filter. Finally, we propose the MPC control scheme.

1) Model: To control the position of the EmboRockETH, we leverage a more complex dynamical model [22] compared to the one used in the optimal guidance. The model is described by the following differential equations

\[
\begin{align*}
\dot{p}(t) &= v(t) \\
\dot{v}(t) &= R(q(t)) \cdot T(t)/m + g \\
\dot{q}(t) &= 0.5 \cdot Q(\omega(t)) \cdot q(t) \\
\dot{\omega}(t) &= J^{-1} \cdot (T(t) \times r_G - \omega(t) \times (J \cdot \omega(t))) \\
T(t) &= (u(t) - T(t))/\tau,
\end{align*}
\]

where the state of the system is given by \( p(t), v(t), q(t), \omega(t), T(t) \). Equation (2c) is norm preserving, implying that \( \|q\| = 1 \). The model’s input is the desired thrust vector and it is denoted by \( u \in \mathbb{R}^3 \). To model the delay in response of the motors, the actual thrust dynamics \( T \) is modeled as a first order system with time constant \( \tau \in \mathbb{R} \), as described in equation (2e).

The distance between the engine’s hinge point and the vehicle’s center of gravity is represented by \( r_G = [r_G, 0, 0]^\top \in \mathbb{R}^3 \), while the inertia matrix is denoted by \( J \in \mathbb{R}^{3 \times 3} \). The nominal system dynamics can be compactly rewritten as \( \dot{x}(t) = f(x(t), u(t)) \).

2) Disturbance Model and State Estimation: In order to consider partial state knowledge, sensor noise, model mismatch and unknown disturbances, the nominal model is augmented with an output model and an uncertainty term in the state-space equation. The uncertain system dynamics can then be written as

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t)) + B_u w(x(t), u(t)) \\
\dot{w}(t)(x(t), u(t)) &= 0, \\
y(t) &= Cx(t) + v(t),
\end{align*}
\]

where we assume that the uncertainty in (3) has zero-order dynamics [23], i.e., the disturbance is constant, \( B_u \) is the noise to state matrix, \( w(x, u) \) models the unknown uncertainty and disturbances, \( C \) is the output matrix, and \( v \) is the measurement noise, which is assumed to be independent of the state or input and Gaussian i.i.d. with zero mean and covariance \( \Sigma_v = \sigma_v^2 I \). We further model the uncertainty term such that \( w(x, u) = [dw^\top, da^\top, da^\top] \), where \( dw = [dv_x, dv_y, dv_z]^\top \) is the mismatch between the actual and nominal velocity, \( da = [da_x, da_y, da_z]^\top \) is the mismatch between the actual and nominal acceleration, and \( d\alpha = [d\alpha_x, d\alpha_y, d\alpha_z]^\top \) is the mismatch between the actual and nominal angular acceleration. The model’s input is \( u(t) \) and \( w(t) \) is the noise to state matrix.

\[
d\alpha = [d\alpha_x, d\alpha_y, d\alpha_z]^\top
\]

is the mismatch between the actual and nominal angular acceleration. The system dynamics in (3) are discretized using the Runge-Kutta 4 method with 4 intermediate nodes at \( k \) with a sampling-time of \( 25Hz \), obtaining a non-linear system of the form

\[
\begin{align*}
x(k+1) &= \bar{f}(x(k), u(k), w(k)), \\
w(k+1) &= w(k), \\
y(k) &= Cx(k) + v(k),
\end{align*}
\]

where \( \bar{f} \) are the discretized system dynamics. As we directly measure position, asset, acceleration, and angular acceleration, we assume model (4) to be observable, such that the state \( x \) and offset \( w \) can be estimated using an extended Kalman filter and a CT-DT Kalman filter [24], respectively.

3) Constraints: The system is subject to the following polytopic input constraints

\[
\begin{align*}
-u_x \tan(\delta_{max}) &\leq u_y \leq u_x \tan(\delta_{max}), \\
-u_x \tan(\delta_{max}) &\leq u_z \leq u_x \tan(\delta_{max}), \\
u_{x,min} &\leq u_x \leq u_{x,max},
\end{align*}
\]

where \( \delta_{max} \) is the maximum gimbal angle. The set formed by (5) is depicted in Figure 4. As the thrust constraints of the propulsion system are defined by the minimal and maximal achievable thrust magnitudes \( ||T||_{min} \) and \( ||T||_{max} \), respectively, we need to convert these constraints into \( u_{x,min} \) and \( u_{x,max} \), i.e.,

\[
\begin{align*}
u_{x,min} &= ||T||_{min}, \\
u_{x,max} &= \frac{||T||_{max}}{\sqrt{1 + 2 \tan^2(\delta_{max})}}.
\end{align*}
\]

The conversion equations (6) define the lower and upper bounds of a pyramid, which is inscribed in the spherical sector defined by \( ||T||_{min} \) and \( ||T||_{max} \). We only consider input constraints, therefore our MPC formulation does not include state constraints.
4) Offset-free Tracking MPC: We propose a non-linear MPC control scheme for system (4), which exploits the disturbance model to perform offset-free tracking and ensures constraint satisfaction. In the following, we will assume that the optimal guidance and the offset-free tracking MPC controller are time-synchronized. The following optimization problem defines the MPC scheme

\[
\min_{x_{i|k}, u_{i|k}} l_f(x_{N|k}, r_{N|k}) + \sum_{i=0}^{N-1} l_i(x_{i|k}, u_{i|k}, w_{i|k}, r_{i|k})
\]

subject to \( \forall i \in \{0, 1, \ldots, N - 1\} \)

\[
x_{0|k} = \dot{x}(k)
\]

\[
w_{0|k} = \dot{\omega}(k)
\]

\[
x_{i+1|k} = \tilde{f}(x_{i|k}, u_{i|k}, w_{i|k})
\]

\[
w_{i+1|k} = w_{i|k}
\]

\[
A u_{i|k} \leq b
\]

where the subscript \( i|k \) denotes the \( i \)-th prediction starting from the initial condition at the time instant \( k \). The vector \( r = [p_{sp}, v_{sp}]^T \) is the position and velocity reference provided by the optimal guidance and is kept constant over the whole horizon, \( \dot{x}(k) \) and \( \dot{\omega}(k) \) are the initial conditions of the optimization problem obtained by the Kalman filters, and \( N \) is the prediction horizon. The terms \( l_i \) and \( l_f \) are appropriate functions for reference tracking, for example quadratic functions that penalize the error between state and appropriate functions for reference tracking, for example nonlinear programming solvers such as [25].

\[
l_i = ||p_{i} - p_{sp}||_{Q_p}^2 + ||(v_i + dw) - v_{sp}||_{Q_v}^2 + ||\omega_{y,z,i}||_{Q_w}^2 + ||T_i - T_{eq}||_{Q_T}^2 + ||u_i - T_{eq}||_{R}^2
\]

and \( l_f = ||p_N - p_{sp}||_{Q_N}^2 \) with \( \omega_{y,z,i} = \begin{bmatrix} \omega_{y,z,i} \\ \omega_{z,i} \end{bmatrix} \), \( T_{eq} = \begin{bmatrix} m \cdot (g - d \alpha_x) \\ (J_{zz} \cdot d \alpha_x)/r_G \\ (J_{yy} \cdot d \alpha_y)/r_G \end{bmatrix} \).

The first term in (8) accounts for the deviation between the predicted and desired trajectory. The second penalizes the deviation between the desired velocity and the offset-free predicted velocity. The third term helps in dampening the oscillations produced by large variations of the angular accelerations in the \( y \) and \( z \) axes. The last two terms penalize the deviation of the thrust from the desired offset-free thrust equilibrium \( T_{eq} \), computed as in (9). Finally, equations (7f)-(7g) represent the system dynamics and equation (7f) the input constraints (5). Problem (7) can be efficiently solved using nonlinear programming solvers such as [25].

C. Low-Level PID Controllers

The attitude and attitude rate PID controllers run on the Pixhawk autopilot. As they are computationally lightweight, they are executed at high sampling rates, i.e., 250Hz and 1kHz, respectively. The input to the low-level attitude controller is the quaternion set-point \( q_{sp} \) generated by the MPC controller and its output is the velocity set-point \( \omega_{sp} \) for the attitude rate controller. This in turn outputs the torque \( \tau \) that should be generated by the actuators. This structure reflects the architecture presented in [26].

\[
\theta_1 = -\arcsin \left( \frac{T_z}{||T||_2 - T_y^2} \right)
\]

\[
\theta_2 = \arcsin \left( \frac{T_y}{||T||_2} \right)
\]

Next, the kinematics of the gimbal is inverted to obtain the servo angles \( \phi_1 \) and \( \phi_2 \), see Figure 5. The first servo-motor rotates the gimbal around the \( y \)-axis with angle \( \phi_1 \) and defines the axis of rotation for the second servo-motor. From the geometry of the gimbal’s configuration, it is possible to
These equations can be solved explicitly to obtain \( \phi \) and \( \tau \).

Finally, the last step consists of finding the motor commands. The second experiment tested the offset-free tracking MPC using a reliable and accurate localization system. All the experiments were conducted using the FORCESPRO \([25],[27]\) non-linear programming solver to solve the optimization problems \((1)\) and \((7)\) on the Raspberry Pi (1.8 GHz ARM Cortex A72, 4 GB memory) in real-time. In the Raspberry Pi, two cores were used to run the guidance and one to run the MPC controller.

### Algorithm 1 Control Allocation

**Input** Torque \( \tau \), Thrust \( T_x \)

**Output** \( \phi_1, \phi_2, \tau_{DC1}, \tau_{DC2} \)

1. Computation of the thrust vector using \((10)\)
2. Computation of the gimbal angles using \((11)\)
3. Solve \((12)\) to obtain the servo-motor angles \( \phi_1 \) and \( \phi_2 \)
4. Compute PWM duty cycle motor commands \( \tau_{DC1} \) and \( \tau_{DC2} \) from \( \tau_x \) and \( ||T|| \)

### IV. EXPERIMENTAL RESULTS

We performed three kinds of experiments. The first experiment identified the motor command maps. These maps are necessary to covert thrust and torque commands into motor commands. The second experiment tested the offset-free tracking MPC using a reliable and accurate localization system, i.e. a motion capture system. Finally, we tested the overall guidance and control pipeline using the on-board GPS as localization system. All the experiments were conducted using the FORCESPRO \([25],[27]\) non-linear programming solver to solve the optimization problems \((1)\) and \((7)\) on the

\[
\begin{align*}
b^2 &= (e - a \sin(\phi_1) + c \sin(\theta_1))^2 + (d - c \cos(\theta_1) + a \cos(\phi_1))^2, \\
b^2 &= (e - a \sin(\phi_2) + c \cos(\theta_1) \sin(\theta_2))^2 + (d - c \cos(\theta_2) + a \cos(\phi_2))^2 + c^2 \sin(\theta_2)^2 \sin(\phi_1)^2. \quad (12)
\end{align*}
\]

These equations can be solved explicitly to obtain \( \phi_1 \) and \( \phi_2 \).

Finally, the last step consists of finding the motor commands \( \tau_{DC1} \) and \( \tau_{DC2} \) such that the torque \( \tau_x \) and the thrust \( ||T|| \) are generated by the propeller pair. These two maps can be described by two third-order polynomials, see Figure 6. In Section [IV-A] we detail how these maps have been experimentally determined.

In the final step of Algorithm 1 the thrust magnitude \( ||T|| \) and the torque \( \tau_x \) have to be mapped to the motor commands \( \tau_{DC1} \) and \( \tau_{DC2} \), which represent the pulse width modulation’s duty cycle, where the fundamental frequency is set to 400 Hz. These maps have to be determined experimentally, since they vary depending on the specific motors and propeller configuration used. In the following, we detail the experimental procedure that obtains these maps. While individually increasing the motor commands \( \tau_{DC1} \) and \( \tau_{DC2} \) in 100 µs increments, we measure the thrust \( ||T|| \) and torque \( \tau_x \) with a load cell. Subsequently, we fit two cubic surfaces to the thrust and torque measurements, see Figure 6. Then, the two maps are inverted to obtain a description of the motor commands as a function of the thrust and torque. These inversions are always feasible since the cubic surfaces are required to be strictly monotonic in the admissible range of motor commands. Since the measurements are performed at the nominal voltage of the battery, deviations arise due to variations in the battery voltage. These deviations are compensated by the offset-free MPC formulation and are not accounted for in the control allocation.

#### A. Identification of Motor Command Maps

In a first experiment, we test the performance of the position control-loop, i.e., the architecture in Figure 3 without the optimal guidance. The experiment is performed indoors and the vehicle is localized using a Vicon motion capture system. The reference and the trajectory of the vehicle are shown in Figure 7 for a flight between the set-points A and B. Additionally, Figure 8 shows the references and trajectories for all three axes individually. The MPC offset-free tracking formulation compensates the model mismatch, given e.g. by the misalignment between the center of gravity of the...
vehicle and the barycenter of the central rod, resulting in the offset-free tracking observed in Figures 7 and 8. In a second experiment, we further highlight the effectiveness of the offset-free formulation. We let the EmboRockETH hover at a fixed position and observe if it can hold the altitude as the battery voltage drops. The results are shown in Figure 9, notice the voltage drop and the corresponding adjustment of the estimated uncertainty term $da_x$ in order to keep the vehicle at the desired position.

C. Outdoor Flight

In this experiment, we demonstrate the performance of the entire control pipeline shown in Figure 3. Both optimal guidance (1) and offset-free MPC (7) run in real-time on the Raspberry Pi with an average solve time of 120 ms and 30 ms, respectively. The experiment is performed outdoors and the vehicle is localized using the GPS in combination with the IMU. The mission scenario requires the vehicle to fly to an altitude of ten meters, followed by a combined translation and descent maneuver to the landing pad, see Figure 10. The maximum velocity reached during the maneuver is 3 m/s. Figures 10 and 11 show that the vehicle is able to complete the mission and land within 50 cm of the target.

V. CONCLUSIONS

This paper has proposed an inexpensive small-scale vertical take-off and landing (VTOL) aircraft dubbed EmboRockETH, with the purpose to serve as a test-bed for advanced real-time guidance and control algorithms. The EmboRockETH was designed to better capture the dynamical aspects of a re-usable rocket than existing quadrotor platforms and perform indoor and outdoor flights. Additionally, a real-time guidance and control pipeline was proposed for the EmboRockETH and verified in indoor and outdoor experiments.
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