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Abstract—By interconnecting smaller chiplets through an interposer, 2.5D integration offers a cost-effective and high-yield solution to implement large-scale modular systems. Nevertheless, the underlying network is prone to deadlock, despite deadlock-free chiplets, and to different faults on the vertical links used for connecting the chiplets to the interposer. Unfortunately, existing fault-tolerant routing techniques proposed for 2D and 3D on-chip networks cannot be applied to chiplet networks. To address these problems, this paper presents the first deadlock-free and fault-tolerant routing algorithm, called DeFT, for 2.5D integrated chiplet systems. DeFT improves the redundancy in vertical-link selection to tolerate faults in vertical links while considering network congestion. Moreover, DeFT can tolerate different vertical-link-fault scenarios while accounting for vertical-link utilization. Compared to the state-of-the-art routing algorithms in 2.5D chiplet systems, our simulation results show that DeFT improves network reachability by up to 75% with a fault rate of up to 25% and reduces the network latency by up to 40% for multi-application execution scenarios with less than 2% area overhead.

I. INTRODUCTION

The continuous demand for higher computation power necessitates further scalability improvements in systems-on-chip (SoCs). Unfortunately, conventional 2D SoCs suffer from low scalability because of their low yield, and hence a high manufacturing cost when scaling up to support higher complexities [1]. To this end, 3D integration partitions an SoC into multiple smaller dies that can be vertically stacked using through-silicon vias (TSVs). However, 3D integration can result in a high fabrication cost and power density, and low cooling conductivity, creating thermal hotspots and degrading the reliability [2]. To alleviate these issues, the 2.5D integrated approach presents a modular solution by placing several chiplets on an interposer [3], on which inter-chiplet communication is supported. In addition, and similar to 3D SoCs, in such a modular integration, each chiplet can be designed heterogeneously [4] and independently in a short design-time, as off-the-shelf chiplets can be integrated on an interposer [3].

However, 2.5D integration introduces two main challenges, including deadlock avoidance and low reliability due to vertical-link (VL) faults. First, the underlying network in a 2.5D chiplet system (i.e., the intra- and inter-chiplet interconnect) suffers from deadlock, when a cyclic dependency of requests occurs in the network. Conventionally, to avoid deadlock, some turns can be restricted to break the cyclic dependency in a network [3]. However, even when deadlock-freedom is guaranteed in intra-chiplet networks using conventional approaches [3], the inter-chiplet packets can still create some dependencies, and hence deadlock. Second, enabling link and router fault-tolerance is essential in 2.5D chiplet systems [3], but it has not been addressed. Existing fault-tolerant solutions in 2D and 3D networks cannot be applied to 2.5D networks, where deadlock-freedom is more challenging due to higher irregularity in the network. In particular, enabling fault-tolerance in 2.5D chiplet systems requires higher path redundancy to be supported in the routing algorithm, which makes the deadlock-freedom and load-distribution even more complex. Current routing algorithms [7], [8] to address the deadlock in 2.5D chiplet systems limit the VL selection, and hence deteriorate network reliability and performance.

The novel contribution of this paper is on developing the first Deadlock-free and Fault-Tolerant routing algorithm, called DeFT, for 2.5D chiplet systems. In particular, deadlock-freedom is guaranteed by employing a novel virtual-network (VN) assignment strategy to ensure that the network virtual-channel (VC) utilization is highly balanced. In addition, DeFT proposes a novel dynamic VL-selection strategy that improves both the fault-tolerance and the load-distribution on the VLs to reduce the network latency. Our results show that DeFT can achieve 100% reachability under different VL-fault scenarios (e.g., 25% faults) in chiplet systems, while related work can only tolerate less than 3.1% and 2.1% faults on VLs for systems with 4 and 6 chiplets, respectively. Moreover, DeFT improves the latency under real-application traffic by 3% and 13.5%, on average, for relatively low and high traffic scenarios, respectively, with less than 2% area overhead.

II. BACKGROUND AND RELATED WORK

A. Deadlock-Free Routing in 2.5D Chiplet Systems

Fig. 1 shows the baseline 2.5D chiplet system considered in this paper with 4 CPU chiplets on an active interposer. Many integration approaches exist in chiplet systems [11], including different combinations of CPU, GPU, and DRAM chiplets. We consider Fig. 1 as our case study, but our approach can be employed in any chiplet system. In Fig. 1, each chiplet is connected by 4 bidirectional VLs to the interposer, where the
routers on chiplets attached to the VLS are called boundary routers. Routing in chiplet-based systems uses two intermediate destinations: one on the source chiplet and the other one on the interposer. For example, in Fig. 1, the pink routing path from S on Chiplet 0 to D on Chiplet 1 uses $I_1$ and $I_2$ as intermediate destinations. On the source chiplet, a VL is selected as the first intermediate destination. Then, the packet is routed to the selected VL, and from there it is vertically routed to the interposer. Similarly, the second intermediate destination is selected on the interposer for the packet to get to its destination chiplet. Finally, the packet can be routed to its eventual destination on the destination chiplet (Fig. 1).

Deadlock occurs when packets are in a cyclic dependency, waiting on each other to release reserved buffers. For instance, dimension-order routing algorithms (e.g., XY routing in 2D mesh) are deadlock-free [9], because the allowed turns in the network cannot make a cycle. While intra-chiplet routing can be deadlock-free (e.g., using XY routing or conventional turn models [5]), cyclic dependencies can occur when integrating several of these chiplets on an interposer, leading to deadlock. Fig. 1 shows an example for a deadlock scenario occurring from the combination of some turns (shown with blue and green arrows) between deadlock-free Chiplets 2 and 3.

Several routing algorithms have been recently proposed to overcome deadlock in mesh-based 2.5D chiplet systems, namely the modular-turn restriction (MTR) [7] and the remote control (RC) [8] algorithms. MTR employs turn restrictions to avoid some inter-chiplet turns, on the boundary routers, and break cyclic dependencies. As an example in Fig. 1, avoiding the left-to-down turn in Chiplet 2 (shown with the green arrow) can break the cyclic dependency. However, MTR makes the interposer router and chiplet designs dependent, violating the modular design requirement in chiplet-based systems, because each interposer router needs to know whether a packet can reach its destination through a VL while considering the restricted turns. To this end, RC routing [8] breaks the inter-chiplet cyclic dependency by employing an extra buffer (RC-buffer) on the boundary routers to store the whole packet. The RC-buffer is shared among the chiplet routers that utilize the boundary router for inter-chiplet communication. However, RC requires extra hardware for the RC-buffer and a permission network as the RC-buffer is shared among several routers. In addition, both MTR and RC limit VL selection, which restricts them to re-select VLS and makes them unable to tolerate VL faults. Other works on chiplet systems, such as [11], [12], only briefly discuss routing algorithms and consider using virtual-channel-based deadlock avoidance with unbalanced utilization of virtual channels while ignoring VL faults.

B. Fault-Tolerant Routing in 2.5D Chiplet Systems

To the best of our knowledge, there is no prior work on addressing VL faults in 2.5D chiplet systems. In addition, existing routing algorithms proposed for 3D networks—for both fully [11], [12] and partially [2], [13] connected networks—cannot be applied to 2.5D chiplet systems because: 1) in 3D networks, a packet goes from one direction to another vertically (up→down or down→up), while in a 2.5D network, packets go down and then up (up→down→up); i.e., an inter-chiplet packet requires two vertical routings and three intra-layer routings: on the source chiplet, interposer, and destination chiplet; 2) some routers are indirectly connected to other chiplets, and the chiplet and interposer sizes may also be different, which makes the topology more irregular than 3D networks.

Unlike conventional 2.5D routing algorithms [7], [8], DeFT does not put any limitation on VL selection to realize deadlock-freedom. Therefore, any VL-fault patterns can be tolerated unless the network connectivity is not guaranteed (i.e., chiplets are disconnected). Moreover, DeFT includes a novel congestion-aware VL-selection strategy to improve traffic distribution especially in the presence of VL faults.

III. DeFT: Proposed Routing Algorithm

A. Proposed VN Separation and Deadlock-Freedom

The idea of employing VN separation for deadlock-freedom is relatively old. However, employing VNs while considering hardware overhead and network latency is quite challenging. Consequently, existing routing techniques [7], [8] in chiplet systems have underestimated the efficiency of VN separation for deadlock-freedom. As we will show, DeFT employs two VCs with negligible hardware overhead and fair utilization of VCs, to realize deadlock-freedom and improve hardware efficiency and traffic distribution.

DeFT utilizes two VNs for deadlock-freedom, where at least one VC is required for each VN. Here, we assume one VC per VN, but the number of VCs can be increased without loss of generality. We define “Down” port as the one going from a chiplet to the interposer, “Up” port goes from the interposer to a chiplet, and “Horizontal” ports (East, West, South, and North) are intra-chiplet and intra-interposer ports. The following rules, also shown in Fig. 2, are used for deadlock-free VN utilization:

**Rule 1.** Routing from VN.1 to VN.0 is forbidden, while packets can go from VN.0 to VN.1.

**Rule 2.** For packets in VN.0, routing from an Up port to Horizontal ports is forbidden.

**Rule 3.** For packets in VN.1, routing from Horizontal ports to a Down port is forbidden.

To satisfy these three rules, for inter-chiplet packets injected from the non-boundary routers, VN.0 is assigned to the packets in the source router. Such VN.0 assignment should be changed to VN.1 (VN0→VN1) between the first (leaving the source chiplet) and the second (entering the destination chiplet) vertical routing. While these rules guarantee deadlock freedom, VN utilization is efficient due to the following theorems:

**Theorem III.1.** Both VNs can be assigned to intra-chiplet packets.

**Proof.** Intra-chiplet packets do not use vertical ports (Up or Down ports), and hence they do not face any forbidden routings in VNs stated in Rules 2 and 3.
Theorem III.2. Both VNs can be assigned to inter-chiplet packets for routing on the interposer.

Proof. Packets entering the interposer are in VN.0. They can remain in VN.0 based on Rule 2 (Horizontal to Down is not forbidden in VN.0) or, based on Rule 1, switch to VN.1. □

Theorem III.3. Inter-chiplet packets on the source chiplet are free to be routed via any VLs towards the interposer.

Proof. Packets from a source chiplet to the interposer need to go from the Horizontal ports to the Down port of the selected VL, and then from the Down port to the Horizontal ports of the interposer. Inter-chiplet packets on the source chiplet are in VN.0. When using any VL to go to the interposer, 1) if the packet stays in VN.0, based on Rule 2, routing from Horizontal to Down ports, and Down to Horizontal ports are not forbidden; and 2) if the packet is switched to VN.1, based on Rule 1, it can go to a Down port and, based on Rule 3, it can go from Down to Horizontal ports. □

Theorem III.4. Inter-chiplet packets on the interposer are free to be routed via any VLs towards the destination chiplet.

Proof. Routing from the interposer to the destination chiplet is done by going from Horizontal ports to the Up port of the selected VL, and then from the Up port to Horizontal ports of the destination chiplet. Based on Rules 2 and 3, regardless of their VN, packets can go from Horizontal to the Up port. When using any VL to go to the destination chiplet, 1) if a packet is in VN.0, based on Rule 1, it can be switched to VN.1 to go from Up to Horizontal ports; and 2) if the packet is in VN.1, based on Rule 3, it can go from Up to Horizontal ports. □

Based on Theorems III.1 and III.2, the proposed VN separation offers a high balance of VC utilization to improve traffic distribution on VCs while also utilizing a small number of VCs (i.e., two VCs in total). For the cases where both VNs can be assigned, we use round-robin assignment to balance the VN load. Moreover, according to Theorems III.3 and III.4, the choices for VL selection are maximized to tolerate faults on VLs. In addition, as we will discuss in Section III-B, such flexibility in VL selection helps balance load-traffic on VLs and improves the network latency. Algorithm I summarizes our VN-assignment strategy. Note that, as shown in Algorithm I and Fig. 1, an interposer router can also be a source router (e.g., for the packets injected by DRAMs).

Algorithm 1 Virtual-Network (VN) Assignment in DeFT

if Current router is Source then
    if Source ∈ {interposer ∪ dest. chip ∪ boundaries} then
        Do round-robin assignment between VN.0 and VN.1
    else if Destination is on a different chiplet then
        Assign VN.0
    else if Current router ∈ boundary routers then
        if going to the interposer then
            Do round-robin reassignment between VN.0 and VN.1
        else if coming from the interposer then
            Go to (remain in) VN.1
    else
        Stay in the previously assigned VN

Deadlock-freedom: DeFT is deadlock-free in any 2.5D chiplet system where each chiplet is locally deadlock-free,
selection is done based on the traffic profile. Applying distance-based selection (similar to Fig. 2(a)) to Fig. 2(c), the loads on each VL will be \( l_{\text{blue}}=0.5, \ l_{\text{red}}=0, \ l_{\text{green}}=0.3, \) and \( l_{\text{purple}}=0.2. \) This puts half of the total load on the blue VL while there is no load on the red VL. DeFT considers both the VL faults and traffic profile to enable a fault-tolerant and congestion-aware VL selection, as discussed next.

The VL-selection strategy in DeFT includes an offline step to analyze optimal VLs under different VL-fault scenarios and an online selection among such pre-analyzed VLs when a fault occurs. During design-time and considering VL-utlization balancing and distance (source to VL hop-count) minimization, we explore different VL selections for all the possible VL-fault scenarios. VL-utilization balancing is important because it relieves over-utilized VLs from extra load. It not only improves the network latency but also increases the system reliability, as over-utilization of VLs can increase stress-migration-based faults [15]. Moreover, distance minimization can also improve energy consumption, as reducing the path length of a packet can reduce dynamic power dissipation in routers due to that packet, as well as its end-to-end latency. Considering these two objective functions, the best resulting VL selections are analyzed and saved in look-up tables in routers to be utilized during run-time. This improves hardware complexity when calculating an optimized selection, providing DeFT with an adaptive selection under different VL-fault scenarios. Here, the look-up table size and hardware cost is negligible compared to the overall size of a router (see Section VIII-D for cost analysis).

For any inter-chiplet packet, two VL selections are required: one on the source chiplet (towards the interposer) and one on the interposer (towards the destination chiplet). The first selection is done based on the packets generated from the source-chiplet routers. For VL selection on the interposer, packets headed for the destination-chiplet routers affect the selection. As both VL selections are similar, here we only discuss VL selection on the source chiplet for brevity. Given a fault scenario and based on the VL selection on the source chiplet, i.e., the first selection, we consider the source-chiplet routers \( \{r\} \) which are included in the VL-selection process: \( R_C = \{r_1, r_2, \ldots, r_R\} \). Selection is done per chiplet, where \( C \) is the chiplet and \( R_C \) is the chiplet’s routers. The chiplet is connected to the interposer using a set of fault-free vertical links \( v \): \( V_{LR} = \{v_1, v_2, \ldots, v_V\} \). The objective is to find a set of optimized VL selections for all the source-chiplet routers while balancing the VL utilization: \( s^* = \{V_{r_1}, V_{r_1}, \ldots, V_{r_R}\} \), where \( V_{r_i} \) is the VL selected for router \( i \).

To balance VL utilization, the load on each VL should be close to the average load on all the VLs. The load on VL \( v \) depends on the inter-chiplet traffic (packet injection) rate among the routers that select VL \( v \). The load on VL \( v \) is:

\[
L_v = \sum_{r \in R_C} T^\text{inter}_r \times U^v_r, \tag{1}
\]

where \( T^\text{inter}_r \) is the vertical-link traffic rate of router \( r \). Also, \( U^v_r = 1(U^v_r = 0) \) whenever router \( r \) utilizes (does not utilize) VL \( v \) for vertical routing. Based on (1), the average load over all the VLs is:

\[
l_{\text{avg}} = \frac{1}{V} \sum_{v \in V_{LR}} L_v. \tag{2}
\]

Considering (1) and (2) we define the load cost of a VL \( v \) as:

\[
L_v = \frac{l_v - l_{\text{avg}}}{l_{\text{avg}}}. \tag{3}
\]

The second objective in VL selection is distance minimization. Considering a mesh network, the distance (i.e., hop count) between a router \( r \) to a VL \( v \) (on the same chiplet) is:

\[
D^v_r = |x_r - x_v| + |y_r - y_v|, \tag{4}
\]

where \( x_r \) and \( y_r \) are the coordinates of the router \( r \), and \( x_v \) and \( y_v \) are the coordinates of the VL \( v \). The distance cost of a VL \( v \) to the routers that select \( v \) is:

\[
D_v = \sum_{r \in R_C} D^v_r \times U^v_r. \tag{5}
\]

Based on (3) and (5), the overall cost of a selection set \( s \) is:

\[
C_s = \sum_{v \in V_{LR}} (\rho \times D_v) + L_v, \tag{6}
\]

where \( \rho \) can decide the importance of the load-balancing versus distance objectives. In our analyses (see Section IX), we experimentally found \( \rho = 0.01 \) to be efficient in DeFT. Based on the cost function \( C_s \) in (6), an optimization search \( O \) can be used to find the optimal selection set \( s^* \) with the minimum cost \( C_s^* \) (Algorithm 2):

\[
s^* \leftarrow O(s \in S, \text{Objective} : \min(C_s)). \tag{7}
\]

Here, \( S \) denotes all the possible selection sets. We used an exhaustive search to address the optimization in (7) because the search space is small. In large networks with a large design space, efficient search algorithms should be used to reduce the optimization complexity. Our proposed VL-selection algorithm is shown in Algorithm 2. The algorithm is done for different VL-fault scenarios at design-time and the selection sets \( (s^*) \) are saved in routers for run-time use. For the baseline system (Fig. 1), where each chiplet has 4 VLs, there are 14 combinations of faults \( \left(\binom{4}{1} + \binom{4}{2} + \binom{4}{3}\right) \). Therefore, 14 VL addresses are saved in each router.

**Algorithm 2 Vertical-Link (VL) Selection in DeFT**

```
for each s in all the possible selection sets (s \in S) do
for v in V_{LR} do
L_v \leftarrow \text{find load cost of } v \text{ (using (3))}
D_v \leftarrow \text{find distance cost of } v \text{ (using (5))}
C_s \leftarrow \text{find the overall cost of selection set } s \text{ (using (6))}
if C_s^* < C_s^* \text{ then}
C_s^* \leftarrow C_s
Update the saved selection sets \( s^* \leftarrow s \)
```

IV. EVALUATION AND SIMULATION RESULTS

A. Simulation Environment and Configuration

We enhanced the Noxim simulator [17], which is a cycle accurate simulator for networks-on-chip, to support 2.5D chiplet systems as shown in Fig. 1 where each chiplet is connected using four bidirectional VLs to the interposer. Each chiplet is connected to interposer with 4 VLs rather than fully connected, because reducing number of VLs alleviates fabrication costs. To further reducing VLs and improving fabrication cost serialization can be employed [19]. According to [17], for a 4 \times 4
chiplet, placing the four VLs on the borders of the chiplet is an optimal choice when considering hardware complexity and network latency. Note that DeFT efficiency is independent of the placement and density of VLs as it does not use turn models for achieving inter-chiplet deadlock-freedom. Besides the baseline 4-chiplet system, we simulated a system with 6 chiplets to show how DeFT’s efficiency scales with system size. We compare DeFT against state-of-the-art routing algorithms for chiplet-based systems, MTR [7] and RC [8]. While MTR and RC have no requirement for the number of VCs, two VCs are used in all the algorithms to have a fair comparison with DeFT (i.e., considering a single VC will make MTR and RC perform worse). A packet size of eight flits and a buffer size of four flits are considered, where a flit width is 32 bits. We performed offline VL-selection optimization considering Uniform traffic, the most pessimistic assumption, while our simulations include different traffic scenarios. Including traffic information in the offline optimization results in further improvements.

B. Latency Analysis

The latency analysis for synthetic traffic is shown in Fig. 4. Compared to MTR and RC, DeFT has the lowest average latency because of its balanced VL selection and VC utilization. In Localized traffic, shown in Fig. 4(b), for 40% of the packets, the source and destination are on the same chiplet, i.e., intra-chiplet packets. DeFT shows a low latency because the VC utilization for intra-chiplet packets is highly distributed (see Theorem III.1). In Hotspot traffic, shown in Fig. 4(c), DeFT shows slightly lower improvement because incoming packets to chiplets are allowed to only use the second VC, which can result in a brief back-pressure. However, we used a relatively high rate of hotspot in our simulation (3 hotspot points with 10% rate on each). As shown in Fig. 4(d), where the 6-chiplet system is considered, DeFT performance is not limited by system size. The distribution of VC utilization for synthetic traffic patterns are shown in Fig. 5. VC utilization is balanced (50% with less than 0.4% tolerance) in Uniform and Localized traffic, hence results for both are presented in the same chart. In Hotspot traffic, although hotpot rate is relatively high, deviation in VC utilization is less than 8%. Balanced VC utilization in DeFT offers a low average latency, while avoiding deadlock.

To consider real-application traffic, we generated traffic from PARSEC benchmarks [19] using GEM5 [20], and simulated the generated traffic with our chiplet-based Noxim simulator. We simulated the benchmarks in full-system mode with 64 x86 cores, four coherence directories, and four shared L2 cache banks (each core also has a private L1 cache). The latency improvement in eight PARSEC applications (blackscholes, bodytrack, canneal, dedup, facesim, fluidanimate, streamcluster, and swaptions) is shown in Fig. 6, where the first two letters of each application are used on the x-axis. Because of low congestion in the network when running a single application, we also simulated two applications running simultaneously, where each application executed on 32 cores (see Fig. 6(b)). On average, DeFT shows more improvement when multiple applications are considered due to the higher chance of network congestion. On the x-axis in Fig. 6(b), the two-application combinations are sorted based on traffic load, from low (FA+FL) to high (ST+FL). For high traffic loads, DeFT shows a notable improvement of up to 40% compared to both MTR and RC.

C. Fault-Tolerance Analysis

To assess DeFT’s ability to tolerate faults, we analyze network reachability in the presence of faults, similar to [13]. In VL-fault scenarios, reachability is defined as the ratio of packets that can successfully routed, to the total number of injected packets. As shown in Fig. 7(a), DeFT achieves complete (i.e., 100%) reachability for the considered fault-injection rates. We
injected all combinations of fault patterns excluding those that disconnected chiplets completely (i.e., when all VLs of a chiplet are faulty). The figure shows both the average and the worst-case reachability under an injected fault rate of 3.125% to 25% (1–8 faulty VLs). Considering the average case, DeFT improves the network reachability by 3.1–25% compared to RC, and by 0–8.1% compared to MTR. In the worst case, DeFT improves the network reachability by 6.25–50% compared to RC, and by 0–75% compared to MTR. Fig. 7(b) shows network reachability with the 6-chiplet system. Here, DeFT can achieve 100% reachability for the fault injection rates shown, while MTR provide 100% reachability for only the low fault-rate scenario with 2.1% faults (one faulty VL). Also, RC cannot tolerate any faults. The restricted turns in MTR and the permission network of RC limit their VL selection and, therefore, fault-tolerance. Fig. 7(b) shows the impact of VL faults on latency. Here, MTR and RC are not considered because they are unable to offer a complete reachability under fault scenarios. Moreover, in addition to using DeFT with the proposed VL selection (DeFT in Fig. 5), we include the average latency in DeFT with distance-based (DeFT-Dis.)—a common approach in 3D networks [13]—and random (DeFT-Ran.)—a VL is selected randomly among eligible VLs—VL-selection strategies. Here, DeFT with distance-based selection (DeFT-Dis.) means that the routing is DeFT while VL selection is based on distance instead of our proposed selection. DeFT shows significantly lower latency than those with random- and distance-based VL selections under 12.5% and 25% fault injection rates, respectively. Random selection offers a good load distribution when the number of faulty VLs is large (e.g., under 25% fault rates). But random selection imposes latency overhead under 12.5% fault rates (see Fig. 8(a)). As shown in Fig. 8(b), latency in DeFT is still lower under 25% fault rates.

D. Hardware and Power Analysis

We used Cadence Genus and ORION 3.0 [21] to estimate router area and power at the 45 nm technology and considering a 1 GHz clock frequency. Table I compares the area and power estimation of a six-port DEFT router with routers used in MTR and RC. Note that the hardware implementations of the non-boundary and boundary routers are different in RC, hence we report them separately in the table. From Table I, DeFT imposes less than 2% and 1% hardware and power overhead, relatively, at most compared to related work. The small overhead includes the logic for VN-assignment algorithm and look-up tables to store data for fault-tolerant VL selection.

V. CONCLUSION

This paper presents the first deadlock-free and fault-tolerant routing algorithm, called DeFT, for 2.5D chiplet networks. DeFT offers VC-based deadlock freedom where not only are packets free to select any VL, but also VC utilization is efficiently balanced. Freedom in VL-selection allows DeFT to tolerate any pattern of VL faults. To improve network congestion in VL-fault scenarios, DeFT employs a dynamic traffic-aware VL selection to enhance run-time routing efficiency. Compared to the state-of-the-art routing algorithms, our simulation results show that DeFT improves network reachability by up to 75% with a fault rate of up to 25% and reduces the network latency by up to 40% for multi-application execution scenarios with less than 2% area overhead. These results highlight the promise of DeFT for improving emerging chiplet systems.
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