A Preliminary Determination of the Second Mellin Moment of the Pion’s Distribution Amplitude Using the Heavy Quark Operator Product Expansion
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We explore the feasibility of determining Mellin moments of the pion’s light cone distribution amplitude using the heavy quark operator product expansion (HOPE) method. As the first step of a proof of principle study we pursue a determination of the second Mellin moment. We discuss our choice of kinematics which allows us to successfully extract the moment at low pion momentum. We describe the numerical simulation, and describe the data analysis, which leads us to a preliminary determination of the second Mellin moment in the continuum limit in the quenched approximation as $\langle \xi^2 \rangle = 0.19(7)$ in the $\overline{MS}$ scheme at 2 GeV.

I. INTRODUCTION

At high energies, exclusive processes in quantum chromodynamics (QCD) may be described with the aid of the so-called light cone distribution amplitudes (LCDAs), convolved with a short distance perturbative kernel [1, 2]. These distribution amplitudes contain the non-perturbative information about the process, and are the result of a Fock space truncation where only the lowest, valence Fock state is retained. In this sense, one may consider the pion’s light cone distribution amplitude $\phi(x, \mu^2)$ as giving the probability amplitude for converting a pion into a pair of collinear quark and antiquark with longitudinal momentum fraction $x$ and $1-x$, respectively. It is defined via the matrix element

$$
\langle 0|\overline{\psi}(z_2 n)\gamma_5 W[z_2 n, z_1 n] \psi(z_1 n) |\pi^+(p)\rangle = i f_{\pi}(p \cdot n) \int_0^1 dx e^{-i(z_2 z_1 - 1)x} p^\mu n^\nu \phi_{\pi}(x, \mu^2),
$$

where $p^\mu$ is the momentum of the pion, $n$ is a light-like vector ($n^2 = 0$), $z_1$ and $z_2$ are real numbers, $f_{\pi} = 0.132$ GeV is the pion decay constant, $\mu$ is the renormalization scale and $W[a, b]$ is a Wilson line required to ensure gauge invariance of the matrix element. We take $x$ to be the longitudinal momentum fraction of the $u$-quark in the Fock state $|u\bar{d}\rangle$. Momentum conservation then implies that the $\bar{d}$ quark has momentum fraction $1-x$. In the isospin limit, where the masses of the up and down quarks are degenerate, the light cone distribution amplitude is symmetric under the interchange $x \rightarrow 1-x$, that is

$$
\phi_{\pi}(x, \mu^2) = \phi_{\pi}(1-x, \mu^2).
$$

We shall assume isospin symmetry in this work. The value of precise determinations of the LCDA lies in the object’s process independence. This allows one to describe many exclusive processes in QCD with the same distribution amplitude convolved with a process dependent perturbative kernel.

Currently, the only ab-initio approach to the determination of this object is a numerical computation using lattice QCD. Unfortunately, direct calculation of such light-cone objects is impossible on a Euclidean lattice since the light cone, defined by $z^2 = 0$, is reduced to a single point ($z^2 = 0$). Despite this difficulty information about the LCDA may be determined from the lattice in a number of indirect ways. The traditional approach involves a determination of the Mellin moments of the LCDA [3, 4]. These are defined by

$$
\langle \xi^n \rangle_{\mu^2} = \int_{-1}^{1} d\xi \xi^n \phi(\xi, \mu^2),
$$

where $\xi = 2x - 1$ and $x$ is the momentum fraction of the collinear quark anti-quark pair. Noting again the isospin...
symmetry $x \leftrightarrow (1-x)$ we see that only the even moments may be non-zero for the pion. These moments may be related to local matrix elements which are immediately amenable to a lattice calculation. It is possible to write the full distribution amplitude with the knowledge of the Mellin moments alone:

$$
\phi(\xi, \mu^2) = \frac{1}{2\pi} \int_{-\infty}^{\infty} ds \left( \sum_{n=0}^{\infty} \frac{(is)^n}{n!} (\xi^n)_{\mu^2} \right) e^{-is\xi}.
$$

(4)

Unfortunately, the breaking of the full rotation group on the lattice leads to operator mixing and thus power divergences appear in twist-2 operators with spin higher than four [5]. These power divergences make the determination of the higher moments more difficult. Nevertheless, this approach has been well studied and has yielded results for the first non-trivial moment of the pion and kaon [6, 7]. A number of other proposals in the literature seek to overcome this difficulty [8–25].

While much good work has been done in the extraction of the pion LCDA, it is clear that more must still be done to acquire precise predictions of this object. With this view, it is clearly of interest to explore other proposals for the calculation of the distribution amplitude. One such approach, which we pursue in this work is the so-called heavy quark operator product expansion (HOPE) [26, 27]. The HOPE method builds on the conventional operator product expansion (OPE) approach, by performing the numerical simulation with a fictitious heavy quark species, which leads to a number of advantages over the standard treatment [26]. This method allows the extraction of the Mellin moments of the LCDA, and thus in principle allows the reconstruction of the amplitude within a wide range of $x$. In this paper, we discuss the application of the HOPE method to the pion’s LCDA. In particular, we discuss kinematic choices which lead to an efficient extraction of the second Mellin moment, and discuss the resulting preliminary extraction of the second Mellin moment.

II. SUMMARY OF THE CALCULATION

The HOPE method is a multi-step procedure. Thus, before beginning our discussion of the kinematics used and the numerical study we performed, we provide an overview of the calculation. The starting point of this work is a study of the anti-symmetric version of the matrix element in Minkowski space,

$$
T^{\mu\nu}(p, q) = \int d^4z e^{iq\cdot z} \langle 0 | T \left[ J_A^{\mu}(z/2) J_A^{\nu}(-z/2) \right] |\pi(p)\rangle,
$$

(5)

given by

$$
U^{\mu\nu}(p, q) = \frac{1}{2} \left( T^{\mu\nu}(p, q) - T^{\nu\mu}(p, q) \right)
= \int d^4z e^{iq\cdot z} \langle 0 | T \left[ J_A^{\mu}(z/2) J_A^{\nu}(-z/2) \right] |\pi(p)\rangle,
$$

(6)

where the axial-vector current is replaced by the heavy-light flavour changing current:

$$
J_A^{\mu} = \bar{\Psi} \gamma^\mu \gamma^5 \psi + \bar{\psi} \gamma^\mu \gamma^5 \Psi,
$$

(7)

with $\psi$ being the light quark field, and $\Psi$ being the heavy quark field. We note that it is also possible to study the LCDA Mellin moments using the corresponding heavy-light vector current. By applying the OPE to the above matrix element, we can show [27] that to leading twist, the antisymmetric tensor $U^{\mu\nu}(p, q)$ may be written in the isospin limit as

$$
U^{\mu\nu}(p, q) = \frac{2i f_\pi \epsilon^{\mu\alpha\beta} q_\alpha p_\beta}{Q^2} \sum_{n \text{ even}} \frac{C_n^2(\eta)}{2^n(n+1)} C_W^{(n)}(\tilde{Q}^2) \langle \xi^n \rangle \zeta^n + O(1/\tilde{Q}^3),
$$

(8)

where $f_\pi \approx 0.132$ GeV is the pion decay constant, $\tilde{Q}$, $\eta$ and $\zeta$ are kinematic variables given by

$$
\tilde{Q}^2 = -q^2 - m_{hl}^2,
$$

(9)

$$
\eta = \frac{p \cdot q}{\sqrt{p^2 q^2}},
$$

(10)

$$
\zeta = \sqrt{p^2 q^2} = \frac{\sqrt{p^2 q^2}}{\tilde{Q}^2}.
$$

(11)

$C_W^{(n)}$ are the Wilson coefficients, and $C_2(\eta)$ are the Gegenbauer polynomials, which arise as a result of resumming target mass effects [28, 29].

In order to accurately extract the Mellin moments, one needs to determine the Wilson coefficients beyond zeroth order. Since these Wilson coefficients only account for the ultraviolet effects of QCD, they may be calculated using perturbation theory. The Wilson coefficients may be written

$$
C_W^{(n)}(\tilde{Q}^2) = 1 + \alpha_s c_n(1) + \ldots.
$$

(12)

By calculating the matrix element $T^{\mu\nu}(p, q)$ on the lattice, one may then perform a fit to the form of the heavy quark OPE, and thus obtain the Mellin moments of the distribution amplitude. We note that when computing the hadronic tensor, kinematics should be chosen such that we remain in the unphysical region. This requires choosing

$$
(p + q)^2 < m_{hl}^2 \approx (m_{\psi} + \Lambda_{QCD}),
$$

(13)

where $m_{hl}$ is the mass of the lightest heavy-light meson. This ensures that the analytic continuation to

1 Note that Ref. [27] uses a normalization for the Mellin moments which differs by a factor of $2^n$ from our convention. Ours agrees with the ‘standard’ normalization which allows us to directly compare our result with other determinations of the second Mellin moment.
Minkowski space is may be straightforwardly obtained by the replacement $q_4 \rightarrow i q_0$. Thus this method is constrained to work in the window

$$\Lambda_{QCD} \ll \sqrt{q^2} \ll \frac{1}{a} \quad (14)$$

By performing the calculation at a number of lattice spacings, one may then extrapolate to the continuum in the usual way \cite{30}.

### A. Efficient Kinematics for an Extraction of the Second Mellin Moment

In this work, we are primarily interested in an extraction of the second Mellin moment of the pion’s LCDA. From Eqn. \ref{8} it is possible to see that the \textit{n}th moment is weighted by the kinematical factor

$$\frac{C_n^2(\eta)}{2^n(n+1)} C_W(n)(\hat{q}^2)^n \zeta^n. \quad (15)$$

For this section, we shall assume that the Wilson coefficients are unity. This results in $\mathcal{O}(\alpha_S)$ errors, but will not effect the features discussed here. We define the weight function

$$W(n) = \frac{C_n^2(\eta)}{2^n(n+1)} \zeta^n. \quad (16)$$

This weighting factor is the origin of the difficulty in extracting the higher moments in OPE approaches. For example in our numerical work we fix the physical size of the system to be $L \times a = 1.92$ fm for all choices of the lattice spacing, $a$. Thus the smallest unit of momentum is

$$\Delta p = \frac{2\pi}{La} = 0.64 \text{ GeV}, \quad (17)$$

with the pion at rest $p = (0,0,0) \times 0.64 \text{ GeV}$ and the current insertion momentum $q = (0,0,1) \times 0.64 \text{ GeV}$ with $m_\pi = 0.56 \text{ GeV}$ and $m_\eta = 2.7 \text{ GeV}$, we find when scanning over $q_4$

$$\max[W(0), q_4] = 1 \quad (18)$$

$$\max[W(2), q_4] = 0.008, \quad (19)$$

with higher moments further suppressed. Under normal circumstances, an extraction of even the first non-trivial (i.e., the second moment with this particular choice of kinematics) would be a challenging task. Note however that by changing the kinematics, one may reduce the kinematic suppression. This fact is demonstrated in Fig. 1 where a number of different choices of kinematics are shown. We note that in general the extraction of higher Mellin moments requires higher pion momentum, which poses a challenge for numerical determinations.

Since we wish to numerically simulate the Compton tensor so that we may determine the second Mellin moment, it is advantageous to explore our kinematic options to best optimize the desired signal. In particular, by studying the properties of this weight function, we can determine kinematics which allow us direct access to the second Mellin moment, somewhat bypassing the kinematical suppression.

To begin, we note that while this function is real in Minkowski space, it is in general complex in Euclidean space. This is because $p_4 = i E_\pi(p)$, and we take $q_4$ real. Noting again the definitions of the kinematical variables

$$\eta = \frac{p \cdot q}{\sqrt{p^2 q^2}}, \quad (20)$$

$$\zeta = \sqrt{\frac{p^2 q^2}{Q^2}}, \quad (21)$$

We see that while $\zeta^{2n}$ is always real, under certain kinematical choices, $\eta$ is complex:

$$\eta = \frac{p \cdot q}{\sqrt{p^2 q^2}} + i\frac{E_\pi(p) q_4}{\sqrt{p^2 q^2}}. \quad (22)$$

FIG. 1. We demonstrate the suppression factor obtained from the kinematic weight function $W(n)$ for several different kinematic choices. We examine the combinations $p = (0,0,0)$, $q = (0,0,1)$ (blue circles), $p = (1,0,0)$, $q = (1/2,0,1)$ (earth squares) and $p = (4,0,0)$, $q = (2,0,1)$ (garnet diamonds), where all momenta should be multiplied by 0.64 GeV to determine their physical values. As we explain, in the case where $p \cdot q = 0$, the weighting function will be complex. Since $p \cdot q = 0$ for the kinematic choice described by the blue circles, there is no imaginary part, and we thus exclude those points from the lower plot for clarity.
Note that only the even moments are non-zero due to our assumption of isospin symmetry. The corresponding Gegenbauer polynomials are also even. Thus we only have even factors of \( \eta \), and so we see that if we have the spatial inner product \( p \cdot q \neq 0 \), the coefficient of \( \langle \xi^2 \rangle \) is complex. Note that since the kinematic factors are absent from the zeroth moment, this allows one separate the contribution from the lowest moment, and thus gain direct access to the second moment.

There are several caveats to this. Firstly, the overall normalization of the HOPE can spoil this result. In particular consider the term \( \epsilon^{12\alpha\beta} q_3 p_3 \). In this work, we study the combination \( \mu = 1, \nu = 2 \). We thus have

\[
\epsilon^{12\alpha\beta} q_3 p_3 = q_3 i E_\pi(p) - q_4 p_3. \tag{23}
\]

Since this is an overall multiplicative factor, it will in general imbue all the moments (including the zeroth), with a complex kinematical factor. We can ensure this does not occur by taking kinematics where either \( p_3 = 0 \) or \( q_3 = 0 \). In either case, the kinematic factor will again be either purely real or purely imaginary, and thus the special kinematics may be used to directly access the second moment. Secondly, in this discussion we have neglected the role of the Wilson coefficients, however, we note that these can only give corrections which are \( O(\alpha_s) \), and will be numerically small. Thus as we shall see the ‘special kinematics’ are still effective in isolating the second Mellin moment. A demonstration of the special kinematical factors is shown in Fig. 2. To summarize, in this work, we use the conditions

\[
p \cdot q \neq 0, \tag{24}
\]
\[
p_3 = 0. \tag{25}
\]

In particular, we choose to perform the simulations with the momentum

\[
p = (1, 0, 0) \times 0.64 \text{ GeV}, \tag{26}
\]
\[
q = (1/2, 0, 1) \times 0.64 \text{ GeV}. \tag{27}
\]

The reason for the apparent fractional lattice momentum is that as we shall see the ‘physical’ momenta are linear combinations of the inserted momenta, and in particular, we will see that we must include a factor of half in the definition of \( q \). This kinematic choice leads to less kinematical suppression;

\[
\text{max}[W(0), q_4] = 1 \tag{28}
\]
\[
\text{max}[W(2), q_4] = 0.02, \tag{29}
\]

but most importantly allows one direct access to the second Mellin moment. Having now optimized our kinematical choice, we proceed to discuss the numerical simulation, and resulting extraction of the Mellin moment.

### III. LATTICE COMPUTATION

The hadronic tensor is the Fourier transform of a current-current correlator, so it can be written in terms of 2- and 3-point functions of the form

\[
C_2(\tau_\pi, p) = \int d^4 x e^{i p \cdot x} \langle 0 | O_\pi(x, \tau_\pi) O_\pi^\dagger(0, 0) | 0 \rangle \tag{30}
\]

\[
C_3^{\mu\nu}(\tau_\pi, \tau_m; p_\pi, p_m) = \int d^4 x_\pi d^4 x_m e^{i p_\pi \cdot x_\pi} e^{i p_m \cdot x_m} \langle 0 | T [ J_A^\mu(x_\pi, \tau_\pi) J_A^\nu(x_m, \tau_m) O_\pi^\dagger(0, 0) ] | 0 \rangle \tag{31}
\]

where \( T \) is the time-ordering operator, \( O_\pi \) is the pion interpolating operator, and

\[
J_A^\mu = \overline{\Psi} \gamma^\mu \gamma^5 \psi + \overline{\psi} \gamma^\mu \gamma^5 \Psi \tag{32}
\]

is the flavor-changing axial current insertion operator that converts the pion’s light quarks \( \psi \) into valence heavy quarks \( \Psi \) and vice versa. In the large-time limit, the two- and three-point functions asymptote to

\[
C_2(\tau_\pi, p) \sim \frac{|\langle \pi(p) | O_\pi^\dagger(0, 0) | 0 \rangle|^2}{2 E_\pi} e^{-E_\pi \tau_\pi} \tag{33}
\]
C_3(\tau_e, \tau_m; p_e, p_m) \sim \frac{\langle \pi(p)|O^\dagger(0,0)|0\rangle}{2E_\pi} e^{-E_\pi(\tau_e + \tau_m)/2} \int d^3z e^{i q \cdot z} \langle 0| T \left[ J^\mu_A \left( \frac{z}{2} \right) J^\nu_A \left( -\frac{z}{2} \right) \right] |\pi(p)\rangle

(34)

with

\begin{align*}
    z &= x_e - x_m, \\
p &= p_e + p_m, \\
q &= \frac{1}{2}(p_m - p_e).
\end{align*}

(35-37)

The 3-point correlator is shown graphically in Fig. 3 and can be computed via a sequential propagator through the operator. The source and sink of the 2-point function and the source of the 3-point function are constructed using both Gaussian and link smearing to suppress excited state contamination. Fitting $C_2$, $C_3^{\mu\nu}$ at large $\tau_\pi$, $\tau_e$, and $\tau_m$ lets us extract

$$R^{\mu\nu}(\tau; p, q) = \int d^3z e^{i q \cdot z} \langle 0| T \left[ J^\mu(\frac{z}{2}) J^\nu(-\frac{z}{2}) \right] |\pi(p)\rangle$$

(38)

The hadronic tensor is then defined as the Fourier transform of $R^{\mu\nu}$ in the $\tau = z_4$ direction:

$$U^{\mu\nu}(p,q) \equiv \int d\tau e^{i q \cdot \tau} R^{\mu\nu}(\tau; p, q)$$

(39)

A. Lattice Parameters

In this study, we used Chroma \cite{chroma} to measure correlators at two heavy quark masses, with bare quark masses of about 1.6 GeV and 2.5 GeV. (The renormalized quark masses found by the fits are substantially heavier than the bare masses.) To accommodate such large quark masses, we use fine lattice spacings, ranging from 0.041 fm to 0.060 fm (and with future plans to include an additional ensemble with $a = 0.030$ fm). The physical volumes are tuned to about 1.9 fm on all ensembles.

Due to critical slowing down, using dynamical fermions would be prohibitively expensive, especially for a preliminary simulation. Therefore, this calculation is performed in the quenched approximation using lattices from Ref. \cite{quenched}. The ensembles used here and the measurements performed on them are summarized in Table I.

We use Wilson clover fermions with the clover coefficient set non-perturbatively to the value in Ref. \cite{wilson}. We tuned the pion mass to about 560 MeV across the ensembles. In addition to reducing the computational cost, this unphysically heavy pion mass ensures that $m_\pi L > 5$ across our ensembles, suppressing finite-volume effects.

Note that in our calculational method, we need 40 heavy quark propagators per light quark propagator (2 heavy quark masses × 10 momentum insertions × 2 gamma matrices at current insertion). However, each heavy quark inversion is substantially cheaper than each light quark inversion, so the large number of heavy quark inversions needed does not make the calculation intractable.

B. Reducing Noise

At the kinematics used, to $O(\alpha_s)$, the second moment $(\xi^2)$ is proportional to the real part of the hadronic tensor (and the imaginary part of the hadronic tensor is mostly independent of $(\xi^2)$). Thus, measuring Re$[U^{\mu\nu}]$ gives a clean probe of $(\xi^2)$ without much contamination from higher-twist effects. However, while this is a clean signal, it is also a small one: At the kinematics used, the real part of $U^{\mu\nu}$ is 2–3 orders of magnitude smaller than the imaginary part.

The 3-point correlator (and therefore the ratio $R^{\mu\nu}$) is purely imaginary and therefore the ratio $R^{\mu\nu}$ is purely imaginary and correspond to the antisymmetric and symmetric parts of $R^{\mu\nu}$. Specifically, we need to measure a difference $R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q)$ that is two orders of magnitude smaller than

\[\text{Re}[U^{\mu\nu}(p, q)] = \text{Re} \left[ \int_{-\infty}^{\infty} d\tau R^{\mu\nu}(\tau; p, q) e^{-iq\cdot\tau} \right] = \int_{0}^{\infty} d\tau \left[ R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q) \right] \sin(q_4\tau) \]

(40)

Thus, we need to measure a difference $R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q)$ that is two orders of magnitude smaller than

\[\text{Re}[U^{\mu\nu}(p, q)] = \text{Re} \left[ \int_{-\infty}^{\infty} d\tau R^{\mu\nu}(\tau; p, q) e^{-iq\cdot\tau} \right] = \int_{0}^{\infty} d\tau \left[ R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q) \right] \sin(q_4\tau) \]

(40)

Thus, we need to measure a difference $R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q)$ that is two orders of magnitude smaller than

\[\text{Re}[U^{\mu\nu}(p, q)] = \text{Re} \left[ \int_{-\infty}^{\infty} d\tau R^{\mu\nu}(\tau; p, q) e^{-iq\cdot\tau} \right] = \int_{0}^{\infty} d\tau \left[ R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q) \right] \sin(q_4\tau) \]

(40)

Thus, we need to measure a difference $R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q)$ that is two orders of magnitude smaller than

\[\text{Re}[U^{\mu\nu}(p, q)] = \text{Re} \left[ \int_{-\infty}^{\infty} d\tau R^{\mu\nu}(\tau; p, q) e^{-iq\cdot\tau} \right] = \int_{0}^{\infty} d\tau \left[ R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q) \right] \sin(q_4\tau) \]

(40)

Thus, we need to measure a difference $R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q)$ that is two orders of magnitude smaller than

\[\text{Re}[U^{\mu\nu}(p, q)] = \text{Re} \left[ \int_{-\infty}^{\infty} d\tau R^{\mu\nu}(\tau; p, q) e^{-iq\cdot\tau} \right] = \int_{0}^{\infty} d\tau \left[ R^{\mu\nu}(\tau; p, q) - R^{\mu\nu}(-\tau; p, q) \right] \sin(q_4\tau) \]

(40)
write the operator product expansion as

\[ U^{\mu \nu} = \frac{2i f_{\pi} \epsilon^{\mu \rho \lambda} q_\rho p_\lambda}{Q^2} \left[ c^{(0)}_{\pi} + 6(p \cdot q)^2 - p^2 q^2 c^{(2)}_{\pi} \right] + \cdots + \mathcal{O}(Q) \]  

where \( Q^2 = -m_3^2 - q^2, m_\Psi \) is the renormalized heavy quark mass, and \( c^{(n)}_\pi \) are perturbatively calculable Wilson coefficients. For this analysis, we have calculated the Wilson coefficients to 1-loop order, and we will publish the results in forthcoming work [30]. The remaining parameters \( (f_\pi, m_\Psi, \langle \xi^2 \rangle) \) will be fit to the data.

In principle, one could measure \( f_\pi \) separately using the pion-axial current. However, measurements involving heavy quarks are known to involve additional normalization factors, which have been approximated by El-Khadra, Kronfeld, and Mackenzie [31]. If we fit \( f_\pi \) from the hadronic tensor, any errors in this overall normalization factor will be absorbed into \( f_\pi \) (a nuisance parameter for us) rather than the parameter of interest, \( \langle \xi^2 \rangle \).

It should be noted that the operator product expansion is a statement about continuum physics. We will approximate the left-hand side of (43) from an observable defined on the lattice and equate this to the right-hand side defined on the continuum, so our equation — and therefore all parameters extracted from it — are only accurate to \( \mathcal{O}(a) \). We will have to extrapolate away this lattice spacing dependence at the end of the calculation.

To a good approximation, we can neglect the contribution of \( \langle \xi^2 \rangle \) to the imaginary part of the hadronic tensor (this is a percent-level contribution) and use \( \text{Im}(U^{\mu \nu}) \) to extract \( f_\pi \) and \( m_\Psi \). We can then use these fit values as inputs to the determination of \( \langle \xi^2 \rangle \) using \( \text{Re}(U^{\mu \nu}) \). Fig. 5 shows the results of this fitting procedure at \( a = 0.06 \text{ fm} \).
We are also working at an unphysical pion mass of $m_\pi = 560$ MeV in the quenched approximation. Finally, the operator product expansion we use is truncated, neglecting contributions both from higher moments (suppressed by the weight function $W(n)$) and from higher-twist effects that scale as $\Lambda_{QCD}/Q$ or $m_\pi/Q$.

Since this is a preliminary study, we will now ignore the effects of quenching, unphysical $m_\pi$, and higher-twist effects. We also do not perform a chiral extrapolation, although we note that others have studied the chiral behaviour of the Mellin moments, and found the chiral dependence to be small. For example, Refs. [35, 36] showed that at next-to-leading order in chiral perturbation theory, all possible non-analytic corrections to the matrix elements are contained in $f_\pi$. This has also been previously observed empirically, for example in Ref. [37]. In this analysis, we will focus on excited-state contamination and lattice spacing dependence.

A. Excited-State Contamination

For equation (34) to be valid, the pion creation operator must be far from both current insertions. For our measurements, $\tau_\pi \geq \tau_e$, so excited states should be suppressed exponentially in $\tau_e$. Varying $\tau_e$ at a variety of current separations $\tau = \tau_m - \tau_e$ shows substantial contamination at small $\tau_e$ (see Fig. 6).

In Fig. 7 we make a preliminary attempt to quantify this error. A multi-state fit to the ratio $R^{\mu\nu}$ used to define the hadronic tensor shows that excited-state contamination effects are percent-level by $\tau_e \sim 0.7$ fm on the coarsest ensemble. While it would be prohibitively expensive to rerun this measurement at such a wide range of $\tau_e$ on the finer ensembles, we estimate that excited-state contamination would be percent level there as well, which is smaller than the other errors (both statistical and systematic) in our analysis.

B. Continuum Extrapolation

Since our fit variables $f_\pi$ and $\langle \xi^2 \rangle$ were obtained by matching lattice data to the continuum OPE, they are contaminated with discretization errors. While the fermions used have a non-perturbatively set clover coefficient, the axial current operators are unimproved, so the leading-order discretization artifacts are $O(a)$.

At each of the two heavy quark masses, the continuum limit is found by linear extrapolation of the form

$$\langle \xi^2 \rangle_{\text{latt}} = \langle \xi^2 \rangle_{\text{cont}} + Ca$$

as shown in Fig. 8. Since this study is only preliminary, the range of lattice spacings used is currently small, leading to relatively large uncertainties in the continuum limit.
FIG. 7. To make a quantitative estimate of excited-state contamination, we fit the \( \tau = 0 \) data shown in Fig. 6 with a two-state fit in \( \tau_e \). Excited-state contamination is about 1% at \( \tau_e = 0.7 \) fm, which is smaller than many of the other statistical and systematic errors in this analysis.

limit: the more precise of our measurements gives

\[
\langle \xi^2 \rangle_{\mu^2=2 \text{ GeV}^2} = 0.19 \pm 0.07
\]

Future work will increase statistics on the three existing ensembles and add a fourth, finer ensemble (at \( a = 0.030 \) fm) to approach the continuum limit.

The value of \( \langle \xi^2 \rangle \) in the continuum should be independent of the heavy quark mass up to higher twist effects, which scale as inverse powers of \( Q \) and therefore vanish as \( m_\Psi \rightarrow \infty \). The level of precision of current measurements is not sufficient to resolve these effects, so the fit values of \( \langle \xi^2 \rangle \) are compatible at the two heavy quark masses in the continuum limit.

VI. CONCLUSION

This preliminary study explores the potential of extracting the moments of the pion light-cone distribution amplitude using the operator product expansion with a heavy valence intermediate quark. In the quenched approximation at an unphysical pion mass, this method does allow determination of \( \langle \xi^2 \rangle \) in the continuum limit, albeit with a large uncertainty (0.19 \( \pm \) 0.07). Our ongoing work will significantly reduce the statistical and systematic uncertainties in this preliminary calculation.

Looking forward, this method can in principle be used to extract higher moments of the pion LCDA as well, provided we choose appropriate kinematics. Future work will investigate the possibility of determining the fourth moment \( \langle \xi^4 \rangle \) using this method.
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