Dynamical scaling of correlations generated by short- and long-range dissipation
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We study the spatio-temporal spreading of correlations in an ensemble of spins due to dissipation characterized by short- and long-range spatial profiles. Such emission channels can be synthetized with tunable spatial profiles in lossy cavity QED experiments using a magnetic field gradient and a Raman drive with multiple sidebands. We consider systems initially in an uncorrelated state, and find that correlations widen and contract in a novel pattern intimately related to both the dissipative nature of the dynamical channel and its spatial profile. Additionally, we make a methodological contribution by generalizing non-equilibrium spin-wave theory to the case of dissipative systems and derive equations of motion for any translationally invariant spin chain whose dynamics can be described by a combination of Hamiltonian interactions and dissipative Lindblad channels. Our work aims at extending the study of correlation dynamics to purely dissipative quantum simulators and compare them with the established paradigm of correlations spreading in Hamiltonian systems.

I. INTRODUCTION

A deep understanding of how correlations spread in quantum many-body systems can catalyze experimental developments and applications in quantum science and technology, ranging from quantum computation and simulation to quantum sensing. In integrable closed many-body systems, correlations are paradigmatically understood to spread due to entangled pairs of quasiparticles in an initial non-equilibrium state: excitations travel at a finite velocity across the system, with quantum information thereby spreading in a linear light-cone 15. Such behavior is ubiquitous in generic short-range interacting systems unless the propagation of quantum information is suppressed by slow dynamics or ergodicity breaking 5, 18.

Systems with long-range interactions circumvent the constraints imposed by locality and permit remote degrees of freedom to build up correlations which respect only a milder notion of causality 19, 31. Specifically, in such systems, the effect of a local perturbation does not generally decay exponentially fast outside a linear light-cone. This feature makes long-range interactions an important ingredient in several theoretical and experimental topics of current interest, such as fast quantum-state transfer 30, 32 and fast scrambling dynamics 33, 34. Additionally, the cooperative nature of dynamics in long-range interacting systems earns them a special place in the realization of exotic nonequilibrium states of matter 35, 37.

Both short- and long-range interactions with variable strengths can be realized in several atomic and molecular platforms 35–44, as well as in optical platforms for simulating quantum many-body physics such as photonic waveguide, circuit QED, and cavity QED systems 45–70. Photonic or atomic losses are an essential aspect of these platforms, thus requiring coherent and dissipative dynamics to be treated on the same footing.

The effect of local and collective dissipation on correlations spread by variable range coherent interactions have been addressed in a number of platforms at the interface of condensed matter and many-body quantum optics 71–79. Spatially extended dissipative processes, however, are more poorly understood although they can themselves generate correlations and have the potential to steer a quantum system into an entangled state just like coherent interactions 80. So far, studies of dissipative dynamics have only focused on channels whose spatial profile has limited tunability 51, 54.

Here, we explore how correlations spread due to dissipation with a widely tunable spatial profile. Such a tunable dissipation channel exhibits novel spatio-temporal correlation patterns and can be implemented in cavity QED platforms 85. In this work, we study a system of two-level atoms whose correlations are generated solely by a Markovian dissipation channel with a tunable spatial profile. We consider both short- and long-range profiles with the goal of understanding whether quantum information propagates differently in such dissipative systems compared to their Hamiltonian counterparts, by a thorough analysis of the spatio-temporal scaling built up by the former.

Spatially correlated emission naturally arises in atomic ensembles, where it manifests as cooperative phenomenon such as superradiance and subradiance 80, 87. These ensembles can be geometrically controlled to se-
collectively emit into specified modes by tuning the mean atomic separation with respect to the photon wavelength \[88, 89\]. The tunability of correlated emission considered in our work, realized using a magnetic field gradient and a Raman drive with appropriately chosen sideband frequencies, can be considered a synthetic version of the geometric control in atomic ensembles. Cavity QED platforms with this synthetic control allow us to study the non-equilibrium dynamics of quantum correlations beyond conventional cooperative emission phenomenon.

We consider spin systems which undergo semi-classical dynamics with quantum correlations either generated or destroyed by the background collective motion of the spins. This dependence of the dissipative dynamics on the motion of the collective spin leads to a spatio-temporal correlation front which opens and then collapses. We are able to analyze the system in the thermodynamic limit by extending non-equilibrium spin-wave theory, previously developed for coherent Hamiltonian dynamics by two of the authors [90, 91], to the case of dissipative systems. This formalism has previously proved successful in treating a wide variety of nonequilibrium long-range interacting spin systems, allowing for the study of dynamical stabilization of exotic nonequilibrium ordered [92, 93] and time-crystalline [92, 93] phases, as well as the impact of quantum fluctuations on dynamical critical points [90, 91].

The paper is organized as follows. In Sec. II we present the formalism of nonequilibrium spin wave theory extended to dissipative systems, and derive equations of motion for any translationally-invariant spin chain undergoing a combination of coherent and dissipative dynamics when the dissipation can be described via Lindblad channels. This formalism constitutes the methodological core of our work. In Sec. III we introduce the specific spatially extended dissipation channel whose correlation dynamics we study in the remainder of the paper. The experimental implementation of this model with a tunable spatial profile is discussed in Ref. [85]. In Sec. IV we analyze the dynamical scaling of quantum correlations generated by this channel during transient non-stationary dynamics. In Sec. V we discuss future directions.

II. GENERALIZED NONEQUILIBRIUM SPIN-WAVE THEORY

In this section, we derive the dissipative version of nonequilibrium spin-wave theory (NEQSWT). This formalism allows us to obtain equations of motion for the relevant observables and their correlations in translationally-invariant spin chains governed by a master equation, such as the model, Eq. (57), discussed in Sec. III. Previously, NEQSWT has been used to study the non-equilibrium dynamics of a variety of unitary systems including interacting spin chains with competing short- and long-range interactions [90, 91, 93, 94], variable-range interactions [28, 35, 95], and those coupled to a cavity mode [92]. Here, we extend the method to dissipative dynamics and derive equations of motion for any system whose dynamics is described by a combination of translationally-invariant Hamiltonians and translationally-invariant Lindblad channels. Our derivation can be used to construct equations of motion for the system described in Eq. (57), and more generally for any translationally-invariant spin system whose dynamics is described by a master equation.

The premise of NEQSWT is to assume that the system is well-described by a time-dependent strongly polarized collective spin, with a small number of spin-wave excitations on top of the collective polarization. The motion of the collective spin and the spin-waves are coupled, as the spin waves produce a back-reaction (or quantum feedback) that self-consistently modifies the mean-field trajectory of the collective spin. As the number of spin-waves is assumed to be small, we can treat the spins as bosons and the dynamics of the system is reduced to the motion of excitations on top of a moving “condensate”. Formally, the treatment is a self-consistent time-dependent Hartree approximation of the lowest order Holstein-Primakoff expansion of the spin dynamics. The method is valid when the relevant excitations of the system are spin-waves and during the portion of dynamics in which the spin-wave population remains low. The advantage of NEQSWT is that it allows us to examine the dynamics of a thermodynamically large number of spins whenever the above two conditions are met. This typically results in control of dynamics over a time window significantly larger than what permissible with conventional low order Holstein-Primakoff expansions [96]. Compared to straightforward [97], or cluster [88], mean-field approaches, which can be unstable for driven-dissipative systems, NEQSWT can be considered a systematic improvement which enables the treatment of dissipative quantum many body dynamics using a method with a control parameter.

A. Types of channels

We consider translationally-invariant spin systems described by a quantum master equation constructed from a combination of three types of channels, each characterized by a spin operator of the general form

$$\hat{L}_n = c_{x,U,D}^{F,U,D} \hat{S}_x + c_{y,U,D}^{F,U,D} \hat{S}_y + c_{z,U,D}^{F,U,D} \hat{S}_z.$$  \hspace{1cm} (1)

The coefficients $c_{x,y,z}^{F,U,D}$ take arbitrary (complex) values, which can be chosen independently in the various channels of type $F$, $U$, and $D$ defined below. We assume $|c_{x,U,D}^{F,U,D}|^2 + |c_{y,U,D}^{F,U,D}|^2 + |c_{z,U,D}^{F,U,D}|^2 = 1$, so the magnitude of each channel is encoded in overall dimensionful coupling constants.

The first type of channel is unitary dynamics from a
The strength of this term is defined with a factor of $s$ entering as the definition of our Lindblad generator spatial profile, $R > 0$, well-defined positive Lindblad generator. In the following, the second type of channel is unitary dynamics with spatial character generated by a Hamiltonian

$$\hat{H}_U = \frac{\eta}{s \Gamma_{U,k=0}} \sum_{n,m} f_U (|n - m|) \left( \hat{L}_n^+ \hat{L}_m + h.c. \right)$$

where $\Gamma_{U,k} \equiv \sum_{r \in \{-\frac{\pi}{2}, \frac{\pi}{2}\}} e^{ikr} f_U (|r|)$ is the Fourier transform of the spatial profile $f_U (|n - m|)$, $N$ is the number of spins in the system, and $s$ is the total spin of each spin on the chain (typically taken to be $s = 1/2$).

The strength of this term is defined with a factor of $\Gamma_{U,k=0}$ as per the usual Kac renormalization that is used to normalize the contribution of this channel to dynamics in the case that $f_U (|n - m|)$ is long-range. The coefficients $e_{x,y,z}^D$ appearing in the definition of operators $\hat{L}_n$ may be complex in this case. One can construct arbitrary unitary models of interest featuring two-body spin-spin interactions by combining various building-block Hamiltonians of the above forms, each defined through operators $\hat{L}_n$ of the form (1) with different coefficients. For example, one can construct Heisenberg XYZ models with arbitrary spatial modulation of the couplings, including, as relevant limits, one-axis and two-axis twisting Hamiltonians.

The third type of channel is dissipative dynamics generated by a jump operator $\hat{L}_n$ of the form in Eq. (1), with arbitrary complex coefficients $e_{x,y,z}^D$ chosen independently from those of the Hamiltonian channels. The contribution of this channel to an adjoint master equation for an operator $\hat{A}$ is

$$D_D \left( \hat{A} \right) = \frac{\kappa}{s \Gamma_{D,k=0}} \sum_{n,m} f_D (|n - m|) \left( \hat{L}_n^+ \hat{A} \hat{L}_m - \frac{1}{2} \left\{ \hat{L}_n^+ \hat{L}_m, \hat{A} \right\} \right),$$

where we have once again renormalized the dissipative strength with $\Gamma_{D,k=0}$ analogously to above. The usual cases of purely collective (i.e., fully permutationally invariant) dissipation can be recovered by choosing $f_D (|n - m|) = \delta_{n,m}$ for individual dissipation and $f_D (|n - m|) = \text{constant}$ for collective dissipation. Note that the interaction matrix $f_D (|n - m|)$ for a valid Lindblad map must be positive semi-definite; this condition is violated if the same-site component of the spatial profile $f_D (|n - m| = 0)$ vanishes. Therefore, a valid dissipative channel will always include a sufficiently strong local (diagonal) term. For this reason, the definition of couplings $f_U (|n - m|) = |n - m|^{-\alpha}$ for $n \neq m$, usually taken for long-range Hamiltonian interactions, does not lead to a well-defined positive Lindblad generator. In the following, we will thus include a hardcore parameter $R > 0$ in the definition of our Lindblad generator spatial profile, entering as

$$f_D (|r|) = \frac{1}{(R + |r|)^{\alpha}}.$$  \hfill (5)

In Appendix A we show that $R = 1$ is sufficient to ensure positivity for all values of $\alpha$.

The dynamics of an operator $\hat{A}$ can then be expressed using an adjoint master equation

$$\frac{d}{dt} \hat{A} = \sum_j \frac{1}{i} \left[ \hat{A}, \hat{H}_j \right] + \sum_{j'} D_{j'} \left( \hat{A} \right),$$

where the sums run over Hamiltonians and dissipators of the types described above, and each defined with different coefficients $c_{x,y,z}^D$. As the system is translationally-invariant, we assume periodic boundary conditions and define the Fourier transform of the spin components as $\hat{S}_k^\alpha = \sum_n e^{-i kn} \hat{S}_n^\alpha$ with $\alpha \in \{x,y,z\}$. The inverse transform is given by $\hat{S}_n^\alpha = \frac{1}{N} \sum_k e^{i kn} \hat{S}_k^\alpha$. The spins in Fourier space satisfy the commutation relation $[\hat{S}_{k-1}^\alpha, \hat{S}_{k+1}^\beta] = i \epsilon_{\alpha\beta\gamma} \hat{S}_k^\gamma$. The transverse interactions $\hat{V} \left( \theta, \phi \right) = e^{-i \theta \sum_n \hat{S}_n^x} e^{-i \phi \sum_n \hat{S}_n^y}$.

Letting $e_\alpha$ be the unit vectors of the lab frame, the unit vectors of the rotated frame, $e_{\tilde{\alpha}}$, are given as

$$e_{\tilde{x}} = \begin{pmatrix} \cos \theta \cos \phi \\ \cos \theta \sin \phi \\ -\sin \theta \end{pmatrix}, \quad e_{\tilde{y}} = \begin{pmatrix} -\sin \phi \\ \cos \phi \\ 0 \end{pmatrix}, \quad e_{\tilde{z}} = \begin{pmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{pmatrix}. \hfill (7)$$
We will later choose \( \theta(t) \) and \( \phi(t) \) so that the z-axis of the rotated frame, \( e_z \), aligns with the z-component of the collective spin \( \hat{S}^z = \sum_n \hat{S}_n^z = \hat{S}_0^z \). The cost of this time-dependent rotation is an additional 'inertial' Hamiltonian

\[
\hat{H}_{RF} = \sin \theta \hat{\phi} \hat{S}^z - \hat{\theta} \hat{S}^y - \cos \theta \hat{\phi} \hat{S}^z
\]

that contributes to the dynamics. The three types of dynamical channels that contribute to the dynamics of an operator \( \hat{A} \) in the rotated frame take thus the form

\[
\hat{H}_F = \omega_F \sum_{\alpha \in \{x, y, z\}} F_\alpha \hat{S}_k^\alpha = 0
\]

\[
\hat{H}_U = \frac{2 N}{\Gamma_{U,k}=0} \sum_k \sum_{\alpha, \beta \in \{x, y, z\}} M^U_{\alpha, \beta} \hat{S}_k^\alpha \hat{S}_k^\beta
\]

\[
\mathcal{D}_D \left( \hat{A} \right) = \frac{K}{\Gamma_{D,k}=0} \sum_k \sum_{\alpha, \beta \in \{x, y, z\}} M^D_{\alpha, \beta} \left( \hat{S}_k^\alpha \hat{A} \hat{S}_k^\beta - \frac{1}{2} \{ \hat{S}_k^\alpha, \hat{S}_k^\beta \} \right)
\]

where we have defined

\[
F_\alpha (\theta, \phi) = c^F_x G_{\alpha, x} + c^F_y G_{\alpha, y} + c^F_z G_{\alpha, z}
\]

\[
M^U_{\alpha, \beta} (\theta, \phi) = \left( (c^U_{x})^* G_{\alpha, x} + (c^U_{y})^* G_{\alpha, y} + (c^U_{z})^* G_{\alpha, z} \right) \left( c^U_{\alpha, x} G_{\beta, x} + c^U_{\alpha, y} G_{\beta, y} + c^U_{\alpha, z} G_{\beta, z} \right)
\]

and \( G_{\alpha, \beta} = e_\alpha \cdot e_\beta \) is the projection of the rotated basis vectors on the lab frame basis vectors. The choice of operators \( L_n \) are encoded in the coefficients \( F_\alpha (\theta, \phi) \) or \( M^U_{\alpha, \beta} (\theta, \phi) \) while the choice of spatial profiles \( f_{U,D} (n-n\mod{L}) \) are encoded in \( \Gamma_{U,k}, \Gamma_{D,k} \). Note that the dynamics of the above channels does not decompose into independent dynamics for each wave vector \( k \) as sectors of different momenta are coupled via the self-consistent feedback of the \( k = 0 \) mode.

### B. Holstein-Primakoff expansion in a moving vacuum

We now bosonize the spins via a lowest-order Holstein-Primakoff transformation \[96\]

\[
\hat{S}_n^z = s - \hat{b}_n^\dagger \hat{b}_n, \quad \hat{S}_n^+ = (2s)^{\frac{1}{2}} \hat{b}_n, \quad \hat{S}_n^- = (2s)^{\frac{1}{2}} \hat{b}_n^\dagger
\]

where \( \hat{b}_n^\dagger \) and \( \hat{b}_n \) are bosonic creation and annihilation operators representing spin flips along the chain and satisfy canonical commutation relations \( [\hat{b}_n, \hat{b}_m^\dagger] = \delta_{nm} \). In Fourier space, the mapping becomes

\[
\hat{S}_k^z = \left( \frac{N s}{2} \right)^{\frac{1}{2}} \left\{ \hat{b}_k + \hat{b}_k^\dagger \right\},
\]

\[
\hat{S}_k^\theta = \frac{1}{i} \left( \frac{N s}{2} \right)^{\frac{1}{2}} \left\{ \hat{b}_k - \hat{b}_k^\dagger \right\},
\]

\[
\hat{S}_k^z = N s \delta_{k, 0} - \sum_{k'} \hat{b}_k^\dagger \hat{b}_{k+k'}
\]

where \( b_k^\dagger = \frac{1}{\sqrt{N}} \sum_n e^{ikn} b_n^\dagger \) and \( \hat{b}_k = \frac{1}{\sqrt{N}} \sum_n e^{-ikn} \hat{b}_n \) are bosonic creation and annihilation operators representing spin-wave excitations. It is useful to work in terms of quadrature operators \( \hat{q}_k \) and \( \hat{p}_k \) which are expressed in terms of the creation and annihilation operators as \( \hat{b}_k^\dagger = \frac{1}{\sqrt{2}} (\hat{q}_k - i \hat{p}_k) \) and \( \hat{b}_k = \frac{1}{\sqrt{2}} (\hat{q}_k + i \hat{p}_k) \). Note that these momentum space quadrature operators satisfy the commutation relation \([\hat{q}_k, \hat{p}_{k'}] = i \delta_{k', -k} \). The mapping between spins and bosonic modes can be given in terms of the quadrature operators as

\[
\hat{S}_k^z = (Ns)^{\frac{1}{2}} \hat{q}_k,
\]

\[
\hat{S}_k^\theta = (Ns)^{\frac{1}{2}} \hat{p}_k,
\]

\[
\hat{S}_k^z = N s \delta_{k, 0} - \frac{1}{2} \sum_{k'} (\hat{q}_{k+k'} \hat{p}_{k-k'} + \hat{p}_{k+k'} \hat{q}_{k-k'}) - \frac{1}{2} \delta_{k, 0}
\]

It is also useful to define

\[ n_k = \langle \hat{b}_k^\dagger \hat{b}_k \rangle = \frac{1}{2} \langle (\hat{q}_k \hat{q}_{-k} + \hat{p}_k \hat{p}_{-k} - 1) \rangle
\]

with \( n_{k=0} \) corresponding to the condensate density and \( n_{k\neq 0} \) corresponding to the occupation of the spin-wave mode at wavevector \( k \). The evolution of the \( k = 0 \) mode represents the dynamics of the spin-wave vacuum and the evolution of the \( k \neq 0 \) represents dynamics of spin-waves on top of the moving vacuum. In the thermodynamic limit, we can treat the spin-wave vacuum classically \[28, 94\], while treating the spin-waves as quantum mechanical excitations. In practice, this amounts to replacing \( \hat{S}_k^z = 0 \) by a c-number \( \langle \hat{S}_k^z \rangle = 0 \) and using the total spin-wave density
\begin{align}
\epsilon(t) &= \frac{1}{Ns} \sum_{k \neq 0} n_k(t) \\
&= \frac{1}{Ns} \sum_{k \neq 0} \frac{\langle \hat{q}_k(t) \hat{q}_{-k}(t) + \hat{p}_k(t) \hat{p}_{-k}(t) - 1 \rangle}{2} 
\end{align}

as a control parameter for the approximation. The ‘time-dependent’ part of NEQSWT references choosing the rotating frame angles \( \theta(t) \) and \( \phi(t) \) at every momentum in time so that the \( \tilde{z} \) axis aligns with the collective spin, which amounts to determining the equations of motion for these angles by enforcing \( \langle S^z_{k=0} \rangle = 0 \) and \( \langle S^y_k \rangle = 0 \). The position of the collective spin on the Bloch sphere defined in the lab frame is given as \( \vec{m} = (m^x, m^y, m^z) \),

\begin{align}
m^x(t) &= \sin \theta(t) \cos \phi(t), \\
m^y(t) &= \sin \theta(t) \sin \phi(t), \\
m^z(t) &= \cos \theta(t).
\end{align}

This choice extends the validity of spin-wave theory to larger window of dynamics by redefining the spin-wave vacuum, represented by the collective spin, at every point in time so that the total spin-wave density on top of the vacuum remains small \( |b| \). In the dilute regime of \( \varepsilon(t) \ll 1 \), spin waves behave as free bosonic modes which scatter self-consistently only with the collective magnetization \((k = 0 \text{ mode})\).

As long as \( \epsilon(t) \) remains small, the majority of angular momentum in the system resides in the collective \( k = 0 \) mode (taken to be aligned with the \( \tilde{z} \) axis) and higher order terms in the Holstein-Primakoff transformation can be ignored \([90, 91]\). The system’s dynamics can then be described as that of the collective spin on a Bloch sphere with a small density of spin-waves, negligibly reducing the length of this collective magnetization. TDWS is valid up to times \( \sim 1/\epsilon^2 \) (see for instance Refs. \([90, 91]\)). As a practical rule of thumb, the dynamics of spins are faithfully captured as long as the spin-wave density satisfies \( \epsilon(t) \lesssim 0.2 \) for the effects illustrated in Section \([IV]\).

We apply the Holstein-Primakoff transformation described above to the adjoint master equation Eq. \([6]\). A sufficiently small spin-wave density allows us to truncate the equations of motion for the system at the Gaussian level; expectation values of operators that are more than quadratic in spin-wave operators are negligible in this limit. This approximation then allows for a closed set of non-linear coupled dynamical equations involving only the angles \( \theta(t) \) and \( \phi(t) \), representing the one-point correlation functions, and the two-point correlation functions defined below:

\begin{align}
\Delta^qq(t) &= \langle \hat{q}_k(t) \hat{q}_{-k}(t) \rangle, \\
\Delta^pp(t) &= \langle \hat{p}_k(t) \hat{p}_{-k}(t) \rangle, \\
\Delta^{qp}(t) &= \frac{1}{2} \langle \hat{q}_k \hat{p}_{-k} + \hat{p}_k \hat{q}_{-k} \rangle.
\end{align}

The dynamics of these two-point functions act as feedback for the motion of \( \theta(t) \) and \( \phi(t) \).

Specifically, we substitute the spin operators with bosonic creation and annihilation operators in the Hamiltonian or dissipator and keep contributions that are at most quadratic in bosonic operators. We then substitute quadrature operators for the creation and annihilation operators before computing equations of motion for \( \hat{q}_{k=0}, \hat{p}_{k=0}, \hat{q}_k \hat{q}_{-k}, \hat{p}_k \hat{p}_{-k}, \text{ and } \frac{1}{2}(\hat{q}_k \hat{p}_{-k} + \hat{p}_k \hat{q}_{-k}) \). The first two quantities and enforcement of \( \langle S^z_{k=0} \rangle = 0 \) and \( \langle S^y_k \rangle = 0 \) yields equations of motion for the angles \( \theta(t) \) and \( \phi(t) \) respectively, while the latter three quantities yield equations of motion for the two-point functions given in Eq. \([26]\).

It is important to note three technical points. First, we must do the Gaussian approximation in terms of bosonic creation and annihilation operators rather than quadratures as \( \hat{b}_k^\dagger \hat{b}_k \) is the quantity that is related to the small parameter \( \varepsilon \) that we are expanding around; doing the approximation in terms of quadrature operators may yield spurious terms in the final equations due to zero-point quantum fluctuations. Second, we must apply the Holstein-Primakoff transformation and Gaussian approximation at the level of the generators Eqs. \([7, 11]\) before calculating the equation of motion for an operator \( \hat{A} \); performing the Gaussian approximation after computing the equation of motion may also introduce spurious terms in the final equations. Third, the chain rule for derivatives does not apply to operators evolving under a Lindblad master equation so the equations for the two-point functions must be directly computed \([100]\); we cannot construct these equations from a product of the equations of motion for the one-point functions as is commonly done when NEQSWT is applied to purely unitary systems.

\section{Equations of motion}

The content of this section is intended as a user guide for assembling equations of motion for arbitrary quantum master equations of the general form considered in this work, corresponding to adjoint master equations that can be expressed as Eq. \([6]\). The following are a set of mechanical rules to construct the right-hand side of the equations of motion.

First, we start with the contributions of the Larmor Hamiltonian \( \hat{H}_{RF} \) which will always be present due to the rotation of the reference frame:

\begin{align}
\frac{d}{dt} \theta &= 0, \\
\frac{d}{dt} \phi &= 0, \\
\frac{d}{dt} \Delta^{qq}_k &= \cos \theta \dot{\phi} \left( 2 \Delta^{qp}_k \right), \\
\frac{d}{dt} \Delta^{pp}_k &= -\cos \theta \dot{\phi} \left( 2 \Delta^{qp}_k \right), \\
\frac{d}{dt} \Delta^{qp}_k &= -\cos \theta \dot{\phi} \left( \Delta^{qq}_k - \Delta^{pp}_k \right).
\end{align}

Each channel \( j \), given by a choice of one of the generators
in Eqs. [9]-[11], then contributes to the above equations as

\[
\begin{align*}
\frac{d}{dt} \theta & \rightarrow \frac{d}{dt} \theta + d\theta_j \\
\frac{d}{dt} \phi & \rightarrow \frac{d}{dt} \phi + d\phi_j \\
\frac{d}{dt} \Delta_{qk}^q & \rightarrow \frac{d}{dt} \Delta_{k}^q + dQ_j \\
\frac{d}{dt} \Delta_{pk}^p & \rightarrow \frac{d}{dt} \Delta_{k}^p + dP_j \\
\frac{d}{dt} \Delta_{qk}^q & \rightarrow \frac{d}{dt} \Delta_{k}^q + dW_j
\end{align*}
\]

(30) (31) (32) (33) (34) (35)

Below we give the contributions to the equations of motion from each type of channel. It is useful to define the quantities

\[
\xi_{\alpha,\beta} = \frac{M_{\beta,\alpha}}{M_{\alpha,\beta}} = \frac{M^*_{\alpha,\beta}}{M_{\alpha,\beta}}
\]

(36)

\[
\delta_{\alpha} = \frac{1}{\Gamma_{k=0} N_s} \sum_{k \neq 0} \Gamma_k \Delta_k \xi
\]

(37)

defined analogously for each superscript \(U\) or \(D\).

The contributions from a \(H_F\) channel are

\[
\begin{align*}
d\theta_{H_F} & = \omega_F F_{\theta} \\
d\phi_{H_F} & = -\omega_F F_{\phi} \frac{1}{\sin \theta} \\
dQ_{H_F} & = -2\omega_F F_{\Delta_k^q} \\
dP_{H_F} & = 2\omega_F F_{\Delta_k^p} \\
dW_{H_F} & = \omega_F F_{\xi} (\Delta_k^q - \Delta_k^p)
\end{align*}
\]

(38) (39) (40) (41) (42)

To ease the notation, we drop the superscripts \(U\) and \(D\) in the coefficients in the following equations for the channels \(H_L\) and \(D_L\). The contributions from a \(H_U\) channel are

\[
\begin{align*}
d\theta_{H_L} & = -M_{\bar{z},\bar{z}} 4\eta \frac{1}{\Gamma_{k=0} N_s} \sum_{k} \Gamma_{k} \frac{1}{2} (\hat{q}_{-k} \hat{p}_{k'} + \xi_{\bar{z},\bar{z}} \hat{p}_{-k} \hat{q}_{k'}) \\
& + M_{\bar{g},\bar{z}} 2\eta (1 + \xi_{\bar{g},\bar{z}}) \left( 1 - \varepsilon - \delta_{\alpha} - \frac{1}{N_s} n_{k=0} - \frac{1}{N_s} \Delta_{k=0}^q \right)
\end{align*}
\]

(43)

\[
\begin{align*}
d\phi_{H_L} & = M_{\bar{g},\bar{z}} \frac{1}{\sin \theta} 4\eta \frac{1}{\Gamma_{k=0} N_s} \sum_{k} \Gamma_{k} \frac{1}{2} (\hat{p}_{-k} \hat{q}_{k'} + \xi_{\bar{g},\bar{z}} \hat{q}_{-k} \hat{p}_{k'}) \\
& - M_{\bar{z},\bar{z}} \frac{1}{\sin \theta} 2\eta (1 + \xi_{\bar{z},\bar{z}}) \left( 1 - \varepsilon - \delta_{\alpha}^q - \frac{1}{N_s} n_{k=0} - \frac{1}{N_s} \Delta_{k=0}^q \right)
\end{align*}
\]

(44) (45)

\[
\begin{align*}
dQ_{H_L} & = M_{\bar{g},\bar{g}} \eta \cdot 8 \frac{\Gamma_k}{\Gamma_{k=0}} \Delta_{k}^q - M_{\bar{z},\bar{z}} \eta \cdot 8 \Delta_{k}^q + M_{\bar{g},\bar{g}} \eta (1 + \xi_{\bar{g},\bar{g}}) \frac{\Gamma_k}{\Gamma_{k=0}} \Delta_{k}^q
\end{align*}
\]

(46)

\[
\begin{align*}
dP_{H_L} & = -M_{\bar{g},\bar{g}} \eta \cdot 8 \frac{\Gamma_k}{\Gamma_{k=0}} \Delta_{k}^q + M_{\bar{z},\bar{z}} \eta \cdot 8 \Delta_{k}^q - M_{\bar{g},\bar{g}} \eta (1 + \xi_{\bar{g},\bar{g}}) \frac{\Gamma_k}{\Gamma_{k=0}} \Delta_{k}^q
\end{align*}
\]

(47)

\[
\begin{align*}
dW_{H_L} & = -M_{\bar{z},\bar{z}} \eta \cdot 4 \frac{\Gamma_k}{\Gamma_{k=0}} \Delta_{k}^q + M_{\bar{g},\bar{g}} \eta \cdot 4 \frac{\Gamma_k}{\Gamma_{k=0}} \Delta_{k}^q \\
& + M_{\bar{z},\bar{z}} \eta \cdot 4 (\Delta_{k}^q - \Delta_{k}^p)
\end{align*}
\]

(48) (49)

The contributions from a \(D_D\) channel are

\[
\begin{align*}
d\theta_{D_D} & = -i M_{\bar{z},\bar{z}} \frac{1}{2} \kappa \frac{1}{\Gamma_{k=0} N_s} \sum_{k'} \Gamma_{k'} (\hat{q}_{-k} \hat{p}_{k'} - \xi_{\bar{z},\bar{z}} \hat{p}_{-k} \hat{q}_{k'}) \\
& - i M_{\bar{g},\bar{z}} \frac{1}{2} \kappa (1 - \xi_{\bar{g},\bar{z}}) \left( 1 - \varepsilon + \delta_{\alpha}^p - \frac{1}{N_s} n_{k=0} + \frac{1}{N_s} \Delta_{k=0}^p \right)
\end{align*}
\]

(50) (51)

\[
\begin{align*}
d\phi_{D_D} & = i M_{\bar{g},\bar{z}} \frac{1}{\sin \theta} \frac{1}{2} \kappa \frac{1}{\Gamma_{k=0} N_s} \sum_{k'} \Gamma_{k'} (\hat{p}_{-k} \hat{q}_{k'} - \xi_{\bar{g},\bar{z}} \hat{q}_{-k} \hat{p}_{k'})
\end{align*}
\]

(52)
\[ + i M_{\xi,z} \frac{1}{\sin \theta} \left( 1 - \xi \zeta \right) \left( 1 - \varepsilon - \delta^q_k - \frac{1}{N_s} n_k = 0 + \frac{1}{N_s} \Delta^q_k = 0 \right) \] (53)

\[ dQ_{DD} = M_{\xi,z} \kappa \left( \frac{\Gamma_k}{\kappa = 0} + i M_{\xi,z} \kappa \left( 1 - \xi \zeta \right) \frac{\Gamma_k}{\kappa = 0} \Delta^q_k \right) \] (54)

\[ dP_{DD} = M_{\xi,z} \Delta^p_k \left( \frac{\Gamma_k}{\kappa = 0} + i M_{\xi,z} \kappa \left( 1 - \xi \zeta \right) \frac{\Gamma_k}{\kappa = 0} \Delta^p_k \right) \] (55)

\[ dW_{DD} = i M_{\xi,z} \kappa \left( \frac{\Gamma_k}{\kappa = 0} \frac{1}{2} \left( \hat{q}_k \hat{p}_{-k} - \xi \zeta \hat{p}_k \hat{q}_{-k} + \hat{q}_{-k} \hat{p}_k - \xi \zeta \hat{p}_{-k} \hat{q}_k \right) \right) \] (56)

Note that the spin-wave density is expressed in terms of two-point correlation functions as \( \varepsilon(t) = \frac{1}{N_s} \sum_{k \neq 0} n_k \) where \( n_k = \frac{1}{2} (\Delta^q_k + \Delta^p_k - 1) \). After assembling the contributions of each desired channel to the equations of motion for the collective spin angles and two-point functions, we then plug in the final expression for \( \frac{d}{dt} \phi \) into the Larmor term in the equations of motion for the two-point functions. We then keep terms that are second order in \( \kappa = 0 \) spin-wave operators. As each Larmor term is proportional to \( \frac{d}{dt} \phi \) multiplied by a two-point function, we only keep terms in \( \frac{d}{dt} \phi \) that are zeroth order in spin-wave operators when substituting the expression. In the above expressions, we have kept terms that are proportional to \( \frac{1}{N^2} \) which are necessary to quantify finite size effects. In the thermodynamic limit, these terms vanish. The treatment thus results in a set of differential equations for the collective angles \( \theta(t) \) and \( \phi(t) \) which are coupled to the \( 2N \) equations of motion for the two-point correlation functions which represent the dynamics of spin-wave excitations. The coupling between these equations represents the self-consistent part of the method where the quantum fluctuations of spin-waves affects the motion of the spin-wave vacuum and vice-versa.

The initial values of the dynamical variables depend on the choice of initial state. For quasiclassical pure states fully polarized along a given direction, the dynamical variables take the values \( \theta(0) = \theta_0, \phi(0) = \phi_0, \Delta^q_k = \Delta^p_k = 1/2, \) and \( \Delta^p_k = 0. \)

III. MODEL

We now introduce a specific spin model which exhibits novel correlation dynamics illustrative of spatially extended dissipation. The system is described via the following purely dissipative non-diagonal Lindblad quantum master equation:

\[ \partial_t \hat{\rho} = K \sum_{n,m=1}^N f_{n,m} \left( \hat{S}_n^+ \hat{S}_m^- - \frac{1}{2} \{ \hat{S}_n^+ \hat{S}_m^-, \rho \} \right). \] (57)

This model, with a tunable profile \( f_{n,m} \), can be experimentally realized in ensembles of two-level atoms coupled to a cavity mode as described in Ref. [55], where it is also shown that the correlations generated by this dissipation can be modified into novel spatio-temporal patterns by a coherent uniform external field acting on the system. The spatial extension of the dissipation is contained in the translationally-invariant profile \( f_{n,m} = f(|n-m|) \), while its strength \( K \equiv 2 \kappa/(\Gamma_k=0) \) is renormalized by \( \Gamma_k=0 \) where \( \Gamma_k \equiv \sum e^{ikr} f(|n-m|) \) is the Fourier transform of \( f_{n,m} \).

In the language of Sec. [II], the system described by Eq. (57) has observables \( A \) that evolve according to the adjoint master equation \( \frac{d}{dt} A = D_D (A) \) with:

\[ D_D (A) = \frac{\kappa_s}{s \Gamma_k=0} \sum_{n,m} f(|n-m|) \left( \hat{S}_n^+ A \hat{S}_m^- - \frac{1}{2} \{ \hat{S}_n^+ \hat{S}_m^-, A \} \right) \] (58)

Note that we drop the superscript \( D \) in this section. It is instructive to analyze dynamics described by Eq. (58) starting from the case of a long-range spatial profile, \( f(|n-m|) = (n-m)^{1-\alpha}. \) The Fourier transform, \( \Gamma_k, \) of this profile can be expressed in terms of polylogarithm functions \( \Gamma_k(\alpha) = 1 + 2 Re \{ e^{-ik \ln e^{ik} - 1} \} \) of order \( \alpha. \) The inclusion of a hardcore parameter \( R = 1 \) ensures positivity of \( \Gamma_k, \) as explained in Sec. [II A] and further in Appendix [A] The denominator \( \Gamma_k=0 \) ensures the extensive scaling of the Liouvillian (57) in the thermodynamic limit, thus playing a role analogous to the conventional Kac’s renormalization of long-range Hamil-
When $\alpha = 0$, the dynamics of the collective spin admit an analytical solution in the thermodynamic limit $^{103, 104}$. The mean-field solution becomes exact and can be written in terms of the components of the collective magnetization, $m^z(t) = \sin \theta(t) \cos \phi(t)$ and $m^z(t) = \cos \theta(t)$, which, in this case, is fully described by a spin coherent state moving on the (collective spin) Bloch sphere with azimuthal and polar angles $\phi(t)$ and $\theta(t)$, respectively. The model at $\alpha = 0$, with the addition of a coherent external field representing by a Hamiltonian $H_0 = \omega_0 \sum n=1 S^z_n$, has been studied in the context of cooperative radiation, optical bistability, and time-crystals $^{103, 105, 108}$. When $\omega_0/\kappa \gtrsim 1$, the total magnetization rolls around the $\hat{x}$ axis with $\langle \hat{S}^z \rangle = 0$. In the opposite limit $\kappa/\omega_0 \gtrsim 1$, the NEQSWT developed in Sec. II can be used to treat the system as the number of spin-wave excitations remains sufficiently low over the course of dynamics. In the next section, we analyze dynamics for a system with no external field ($\omega_0 = 0$). As the dissipation channel, Eq. (57), is the only generator of dynamics, we are always in the dissipation-dominated regime where NEQSWT remains valid. The case of a non-zero external field ($\omega_0 \neq 0$) is discussed in Ref. $^{85}$, with the overall picture unaffected by a small but non-zero $\omega_0$.

For $0 \leq \alpha \leq 1$, the normalization factor diverges, which means that the normalized spectrum of the Lindbladian $(\kappa/s)\Gamma_k/\Gamma_{k=0}$ asymptotically converges to zero for all finite momenta $k \neq 0$. It can be shown that such a spectrum remains discrete in the thermodynamic limit $^{28, 109}$. Away from fine-tuned dynamical critical points, however, the behavior of collective observables in the thermodynamic limit is identical with that of the mean-field model describing the $\alpha = 0$ case. There may be severe finite-size effects for $\alpha$ close to 1. For $\alpha > 1$, however, spin-wave modes get populated as the system evolves out of equilibrium, exerting a finite feedback on the dynamics of the collective spin, which acquire corrections beyond the mean-field. In the next section, we consider this situation.

**IV. DYNAMICS OF CORRELATION FUNCTIONS FOR SHORT- AND LONG-RANGE LOSSES**

We can gain intuition for the dynamics of quantum correlations generated by Eq. (58) by considering the simplest situation of evolution starting from a pure state with a single spin excitation $\rho(0) = |j\rangle \langle j|$, where $|j\rangle \equiv |\downarrow_1 \cdots |j\rangle \downarrow_{j+1} \cdots \downarrow_N \rangle$ and the single up spin is at site $j$. Time evolution takes place in the restricted Hilbert space spanned by $|n\rangle, n = 1, \ldots, N$ and the dark state $|0\rangle \equiv |\downarrow_1 \cdots \downarrow_N \rangle$ which is fully polarized down. The state’s dynamics, governed by the master equation Eq. (58), admits a simple physical picture: the excitation initially at site $j$ evolves in the single-excitation space subject to the non-Hermitian (imaginary) hopping Hamiltonian

$$\frac{ik}{2s\Gamma_{k=0}} \sum_{n,m} f_{|n-m|}|\downarrow_n\rangle \langle \downarrow_m| = \frac{ik}{2s\Gamma_{k=0}} \sum_{n,m} f_{|n-m|}|n\rangle \langle m|. \quad (59)$$

This single-particle evolution is diagonal in Fourier space, and each momentum component decays with a different rate proportional to $\Gamma_k/\Gamma_{k=0}$. The probability continuously lost by the single-excitation space accumulates in the dark state. Thus, the excitation initially localized at site $j$ spreads quantum mechanically in the single-excitation sector, generating an initial spreading of quantum correlations with quantum coherence between different single-excitation states. At the same time, each momentum component inhomogeneously decays to the dark state, which generates nontrivial correlation dynamics $^{85}$.

Armed with intuition from the above example, we proceed to examining the dynamics of Eq. (57) starting from initial states far away from the dark state. We will consider systems prepared in fully polarized states pointing along an arbitrary direction on the Bloch sphere, identified by spherical angles $\theta_0, \phi_0$. Furthermore, we consider long-range and short-range spatial profiles $f(r = |n-m|)$ given respectively by

$$f(r) = \frac{1}{(r+1)^{\alpha}} \quad \text{or} \quad f(r) = \exp(-r/\chi). \quad (60)$$

Using Eqs (29), we can derive a differential equation for the occupation $n_k$ of the spin-wave excitation at wavevector $k \neq 0$.

$$\frac{d}{dt}n_k = 2\kappa \frac{\Gamma_k}{\Gamma_{k=0}} \left( n_k \cos \theta(t) + \cos^4 \left( \frac{\theta(t)}{2} \right) \right). \quad (61)$$

The k-dependent prefactor $\Gamma_k/\Gamma_{k=0}$ is positive for both spatial profiles of interest; positivity of the master equation requires $\kappa \geq 0$. Remarkably, for the specific Lindblad channel in Eq. (58), the equation of motion for spin-wave occupation given by Eq. (61) is a linear differential equation that is not coupled to other NEQSWT variables. The homogeneous term in Eq. (61) describes the rate of production of spin-waves and depends on $\cos \theta(t)$; accordingly, it generates or drains spin waves depending on whether the collective magnetization is in the northern ($0 < \theta(t) < \pi/2$) or southern ($\pi/2 < \theta(t) < \pi$) hemisphere of the Bloch sphere. In other words, the transition in the rate of production of spin waves can be understood as a consequence of the spin waves’ dynamics being dependent on the instantaneous direction
of the collective spin. While the effect of dissipation is creating spin waves on top of a mean field in the northern hemisphere, the same dissipative mechanism results in a reduction of spin-waves with respect to a mean-field in the southern hemisphere. We note that the inhomogeneous decay of spin excitations with different momenta, discussed at the beginning of this section [cf. Eq. (59)], is visible in Eq. (61) by examining the point $\theta(t = 0) = 0.4\pi$, $\phi(t = 0) = 0$.

Note that this behavior is a result of the choice of dissipation channel, $L_n = S_n^z$, and does not depend on the choice of spatial profile which only modifies the prefactor $\Gamma_k/\Gamma_{k=0}$ in Eq (61). The long-range profile is a power-law decay characterized by power $\alpha$ and results in a prefactor that decays as a a power-law with power related to $\alpha$. The short-range profile is an exponential decay characterized by a decay length $\chi$ and results in a prefactor that is Lorentzian with width proportional to $1/\chi$. The change in spatial profile determines modifications in some non-universal parameters such as the transition time, $t^*$ upon which the system switches from pumping excitations to draining excitations. The spatial profile is, however, important when engineering the dynamics of the system for certain applications [85].

The mechanism governing the dynamics of spin-wave occupation explains the dynamics of equal time spin-spin correlation functions. As an example, we examine the connected correlation function

$$C_{zz}(r,t) = \langle \hat{S}_n^z(t) \hat{S}_{n+r}^z(t) \rangle - \langle \hat{S}_n^z(t) \rangle \langle \hat{S}_{n+r}^z(t) \rangle$$

which is directly sensitive to the action of spin losses $L_n = S_n^z$. This function can be expressed in terms of NEQSWT variables as

$$C_{zz}(r,t) = (\sin \theta(t))^2 \sum_{k \neq 0, k > 0} \cos(kr) \Delta_k^q.$$  

Figure 1. Dynamics of $L_n = S_n^z$ dissipation with long-range spatial profile $f(|r|) = (|r| + 1)^{-\alpha}$. (a) Spreading and contraction of spin correlations described by Eq. (62) for $\alpha = 1.25$ and $\kappa = 1.0$; the green dotted line tracks the correlation front which spreads as $t \approx r^{\beta}$ at short times. (b) Dynamics of the spin wave density and evolution of the collective magnetization on the Bloch sphere (inset) for the same choice of parameters as (a). The density of spin waves has a peak at time $t^*$ where the front of correlations reverses (cf. (a)). (c) Scaling parameter $\beta$ as a function of $\alpha$. The black dotted line represents $\beta = \alpha$; we see that $\beta \approx \alpha$ independent of the dissipation strength $\kappa$. (d) Dependence of $t^*$ on $\alpha$ and $\kappa$. For all panels we evaluate dynamics in the thermodynamic limit with the initial state of the system representing a spin coherent state pointing in the direction $\theta(t = 0) = 0.4\pi$, $\phi(t = 0) = 0$. 


We see that there is an overall envelope to the correlation dynamics set by $|\sin \theta(t)|^2$, which grows as the collective spin moves from the north pole of the Bloch sphere to the equator, and shrinks as it moves from the equator to the south pole. Therefore, in the absence of other dynamical channels, we expect the correlations to grow for a period of time and then shrink, with the time $t^*$ upon which the system transitions between these two regimes being dependent on the motion of the collective spin. As the dynamics of spin-wave occupation also increases and decreases depending on the collective spin motion, we expect that the correlation transition time $t^*$ sets the scale upon which the spin-wave density $\varepsilon$ reaches its maximum value before shrinking. Similar to the dynamics of spin-wave occupation, we note that the choice of spatial profile does not qualitatively modify the correlation dynamics. The spatial profile only enters Eq. (63) through the dynamics of $\Delta_k^\eta$.

We now numerically calculate the dynamics of the correlation function, Eq. (63), using NEQSWT and analyze both long-range and short-range cases. We start with all the spins in a coherent state pointing slightly above the equator of the Bloch sphere ($\theta(t=0) = 0.4\pi$, $\phi(t=0) = 0$). The qualitative nature of the dynamics for this dissipative channel does not depend on the angle of the initial coherent state; starting too close to the North pole, however, causes the spin-wave density to exceed the threshold treatable by NEQSWT. Our choice of $\theta(t=0) = 0.4\pi$ allows the dynamics to be validly treated with NEQSWT.

The correlation dynamics for the long-range spatial profile is shown in Fig. 1(a). In the first stage of dynamics, correlations exhibit a front scaling as $t \approx r^2$. The exponent $\beta$ is plotted in Fig. 1(c), showing that the dissipation strength $\kappa$ does not play a role in the ‘opening’ of the correlation function. The exponent $\beta$ characterizing the scaling follows $\beta \approx \alpha$; this result can be understood by making the following scaling ansatz for $C_{zz}(r,t)$ in the initial opening stage of correlation spreading dynamics:

$$C_{zz}(r_1^{1/\beta},t_1) = C_{zz}(r_2^{1/\beta},t_2).$$

(64)

Algebraic manipulation yields the equivalent expressions

$$C_{zz}(r,t) = \zeta^\nu C_{zz}(r,t),$$

$$C_{zz}(r,\zeta t) = \zeta^{-\nu} C_{zz}(r,t).$$

(65)

Here $\zeta$ is a positive rescaling factor while $\nu$ and $\eta$ are the two rescaling exponents for space and time. The above ansatz represents a correlation function front scaling with exponent $\beta = 1/\eta$. As we discuss later, we find that for large distances ($r \gg 1$), the correlation function satisfies $C_{zz}(r,t) \propto 1/r^\alpha$. This behavior yields $\nu = -\alpha$ using the first equation in (64). Additionally, at short times, correlations grow linearly to leading order ($C_{zz}(r,t) \rightarrow t + \mathcal{O}(t^2)$) as we start with an uncorrelated spin coherent state for which $C_{zz}(r,t=0)$ is vanishing. The second equation in (65) therefore implies $\nu \eta = -1$ and combining them, yields $\eta = 1/\alpha$. We therefore see that the correlation front must scale as $t \approx r^\beta$ with $\beta = \alpha$ as numerically observed. At large $\alpha$, correlations disappear ($\beta \rightarrow \infty$) consistently with the Lindbladian becoming diagonal and representing independent local emission events. This behavior differs from the large $\alpha$ light cone of long-range Hamiltonians which becomes increasingly linear ($\beta \approx 1$) [13]. As stated in Sec. II, this difference arises from the proper way to define long-range dissipation ($f(|n-m|) = (|n-m|+1)^{-\alpha}$) versus coherent dynamics ($f(|n-m|) = |n-m|^{-\alpha}$). In the former
case, we tend towards independent dissipators for large \( \alpha \), while in the latter case one retrieves nearest-neighbor interactions. Similar phenomenology is retrieved for short-range losses when \( \chi \to 0 \).

At late times, long-range dissipation has a contractive effect on correlation dynamics. Correlations reach their maximum spread at a time \( t^* \) where the spin wave density exhibits a peak. Spin waves are pumped by the second term in the right hand side of Eq. (61) which acts as parametric drive, and they are damped by the first term of (61) as soon as the collective magnetization enters the southern hemisphere. For sufficiently strong dissipation, the collective magnetization will always eventually enter the southern hemisphere as the south pole is the dark state for strong spin losses. The competition of this self-pumping mechanism and the incoherent depolarization of spins is what leads to the opening and closing of the correlation function. The transition time \( t^* \) corresponds to the timescale upon which the spin wave damping term starts to dominate dynamics (see Fig. 1(d)). Correlations vanish in the absence of spin wave excitations and therefore the correlation function \( C^{zz}(r,t) \) shrinks to zero as spin waves are progressively dissipated into the environment for \( t > t^* \) (see Fig. 1(b)). At sufficiently late times \( t \gg t^* \), there is negligible spin wave density and the system is almost in a coherent state of spins pointing in a direction near the south pole. Closer inspection into the correlations near the steady state shows that \( C^{zz}(r) \propto 1/r^\alpha \) for large inter-spin distances. In fact, this \( 1/r^\alpha \) decay of correlations appears to hold at all times.

We also examine the correlation dynamics for a short-range spatial profile. Figure 2(a) shows that the correlations follow the same qualitative behavior as the the long-range case (they grow for a period before contracting). The time \( t^* \) characterizing this transition is shown in Fig. 2(b) and it corresponds to the time upon which spin-wave excitations reach their maximal value and start decreasing. In both long- and short-range cases, the time scale \( t^* \) increases for spatial profiles that decay more slowly in space. However, the dependence on spatial profile is weak and the transition time primarily depends on the decay rate \( \kappa \) which sets the overall time-scale of the dissipation channel. The main difference between long- and short-range dissipative dynamics is that the correlations decay more rapidly in space for the short-range case, as seen by comparing Fig. 1(a) to Fig. 2(a).

V. FUTURE DIRECTIONS

In this work, we have characterized the spatio-temporal spread of correlations generated by dissipation with both short- and long-range spatial profiles, focusing on systems initialized in uncorrelated coherent spin states. Comparing how correlations spread when generated by spatial extended dissipation versus coherent interactions may enable discovery of novel classes of quantum information transfer phenomena.

Our analysis was made possible by generalizing the formalism of NEQSWT. There are several interesting directions that could be explored with further methodological improvements. For example, we plan to extend the generalized NEQSWT to a Hartree-Fock treatment of non-linear effects beyond the leading order Holstein-Primakoff expansion. This would allow us to analyze systems with sizeable spin-wave densities, enabling the study of systems with highly correlated initial states, as well as exploring the possibility of dynamical phase transitions arising from competition between unitary dynamics generated by a Hamiltonian and dissipative dynamics generated by a Lindblad channel.

An experimental implementation of the model studied in this work, Eq. (57), was proposed in a cavity QED platform of atoms trapped in a very leaky cavity [55]. In order to provide a closer benchmark with cavity QED experiments and explore regimes where coherent and dissipative dynamics of the cavity compete, a method to treat the combined light-matter system is required. We envision the possibility of extending variational many-body methods [111] to study how correlations spread in the system when the cavity photon cannot be adiabatically eliminated and will therefore participate in the dynamics of the atoms. When the photon linewidth is decreased, the spatio-temporal spin correlation patterns may get modified in non-trivial ways [112].
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Appendix A: Lindblad positivity constraint

The spatial profile \( f(|n - m|) \) of a valid Lindblad map must be positive semi-definite, which translates to the requirement that the Fourier transform of the function

\[ f(|n - m|) \]
The positivity condition can also be proved analyti-
cally. Consider the more general form of a long range
spatial profile
\[ f(r) = \frac{1}{(R + |r|)^\alpha}. \]  
(A1)
with a tunable hardcore parameter \( R \). Let us separate
the effects of the local part \( f^L(r) = \delta_{r,0} \frac{1}{\pi r} \) and the non-
local part \( f^{NL}(r) = (1 - \delta_{r,0}) \frac{1}{R \pi r} \) of the dissipation
spatial profile. The Fourier transform is
\[ \tilde{f}(k) = \tilde{f}^L(k) + \tilde{f}^{NL}(k) = f(0) + 2 \sum_{r=1}^{+\infty} \cos(kr)f(r). \]  
(A2)

Note that by construction
\[ \int_{-\pi}^{\pi} \frac{dk}{2\pi} \tilde{f}^{NL}(k) = f^{NL}(0) = 0 \]  
(A3)
so the nonlocal part \( \tilde{f}^{NL}(k) \) is equally distributed above
and below zero. The local part \( \tilde{f}^L(k) \) is a positive add-
itive constant equal to \( f(0) \). Thus, we can choose the
value of \( f(0) \) to push the full Fourier transform entirely
up above the horizontal axis, thereby realizing positivity.
The smaller the \( R \), the larger this constant. A simple
sufficient criterion can be proven as follows:

One can choose \( R = R(\alpha) \) such that the last inequality
holds:
\[ f(0) + \min_k |\tilde{f}^{NL}(k)| \geq f(0) - \max_k |\tilde{f}^{NL}(k)| \geq 0. \]  
(A4)
To do so, we bound
\[ \max_k |\tilde{f}^{NL}(k)| \leq 2 \sum_{r=1}^{\infty} \frac{1}{(R + r)^\alpha} \]
\[ \leq 2 \int_{0}^{\infty} \frac{dx}{(R + x)^\alpha} = \left( \frac{2R}{\alpha - 1} \right) \frac{1}{R^\alpha}. \]  
(A5)
Positivity is guaranteed when this quantity does not ex-
ceed \( f(0) = 1/R^\alpha \). Thus, we obtain the sufficient crite-
ron
\[ R \leq \frac{\alpha - 1}{2}. \]  
(A6)
This bound is not tight, because we majorized \( \min_k |\tilde{f}^{NL}(k)| \) by \( \max_k |\tilde{f}^{NL}(k)| \): For all \( 1 \leq \alpha < \infty \),
the former extremum is realized at \( k = \pi \) and the latter
at \( k = 0 \), so the two quantities are always different. In
reality, the value \( R = 1 \) that we chose in our study is
sufficient for all \( \alpha \)'s: for \( R = 1 \) one has
\[ \tilde{f}(k) = 1 + \text{Re} \left[ \sum_{r=1}^{\infty} \frac{e^{ikr}}{(1 + r)^\alpha} \right] = 1 + \text{Re} \left[ e^{-ik\alpha} (e^{ik} - 1) \right], \]  
(A7)
where \( \text{Li}_{\alpha}(z) = \sum_{r=1}^{\infty} z^r/r^\alpha \) is the polylogarithmic
function. The function on the right-hand side is positive in
the whole domain \( k \in (-\pi, \pi] \), \( \alpha \in [1, \infty) \).
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