1. Introduction

Main result. The first non-zero Laplace eigenvalue $\lambda_1$ of a hyperbolic surface controls the speed of mixing of geodesic flow, the error term in the Geometric Prime Number Theorem, and measures the extent to which the surface is an expander.

In high genus, the best one can hope for is that $\lambda_1$ is close to $\frac{1}{4}$. Indeed, if $\Lambda = \limsup_{g \to \infty} \Lambda_g$, where $\Lambda_g$ denotes the maximum value of $\lambda_1$ over the moduli space $M_g$ of genus $g$ closed hyperbolic surfaces, then we have $\Lambda \leq \frac{1}{4}$ [Hub74, Che75].

It is natural to conjecture that $\lambda_1$ is typically close to this optimal value of $\frac{1}{4}$ in large genus, especially since the corresponding statement for regular graphs is true [Fri08, Bor20]. Despite extensive study of Selberg’s related eigenvalue $\frac{1}{4}$ conjecture, it was only proven recently, by Hide and Magee [HM21] after this paper was written, that $\Lambda = \frac{1}{4}$. However, the behavior of $\lambda_1$ for Weil-Petersson typical random surfaces of large genus remains an open problem.

In this paper, we study this conjecture by averaging the Selberg trace formula over $M_g$ and using ideas originating in Mirzakhani’s thesis. We establish the following:

**Theorem 1.1.** For all $\varepsilon > 0$, the Weil-Petersson probability that a surface in $M_g$ has $\lambda_1 < \frac{3}{16} - \varepsilon$ goes to zero as $g \to \infty$. 
The same result was obtained independently by Wu and Xue \cite{WX21}. Previously Mirzakhani showed the same result with $\frac{3}{16}$ replaced with $\frac{1}{4} \left( \frac{\log(2)}{2\pi + \log(2)} \right)^2 \approx 0.002$ \cite{Mir13}. Related results for random covers of a fixed surface, again with $\frac{3}{16}$ appearing, were obtained for closed surfaces by Magee, Naud, and Puder in \cite{MNP20} and for convex cocompact surfaces by Magee and Naud \cite{MN20}.

Idea of the proof. Our work is inspired by and builds on recent work of Mirzakhani and Petri \cite{MP19}. They fix a constant length $L$, and consider geodesics of length at most $L$. As the genus goes to infinity, they show in particular that, averaged over $\mathcal{M}_g$,

1. most geodesics of length at most $L$ are simple and non-separating, and
2. the number of simple non-separating geodesics of length at most $L$ can be estimated using Mirzakhani’s integration formula.

This paper extends these observations to lengths scales $L$ that grow slowly with genus. As the error term in the Geometric Prime Number Theorem suggests, bounds on the number of geodesics translate into bounds on $\lambda_1$.

The starting point for the first observation above are computations that show, on average, there aren’t too many subsurfaces which a non-simple geodesic of length at most $L$ can fill. Given this, one must show that most such subsurfaces don’t have too many closed geodesics. This is more difficult when $L$ grows with genus, and requires that we establish new bounds in Section 2.

Even though our analysis shows that the contribution of the non-simple geodesics is a lower order term at the length scales we consider, it may be necessary to better understand this term to move beyond the $\frac{3}{16}$ barrier.

Broader significance. Our results are broadly applicable to any problem that relates to counting geodesics or that might be studied by averaging the Selberg Trace Formula over $\mathcal{M}_g$, and provide tools towards improved error terms in limit multiplicity laws \cite{Mon20,ABB17}, calculations with error terms for the average number of geodesics with lengths in intervals with sizes growing or shrinking with the genus, and first steps towards understanding eigenvalue spacing \cite{Sar95}.

Additionally, we believe our results concerning the nature of geodesics of different lengths scales are just the tip of the iceberg. We suggest the following as an accessible starting point for further investigation.

Conjecture 1.2. As $g$ goes to infinity, on most surfaces in $\mathcal{M}_g$ most geodesics of length significantly less than $\sqrt{g}$ are simple and non-separating, and most geodesics of length significantly greater than $\sqrt{g}$ are not simple.\footnote{Added in proof: this conjecture and its analogue for graphs have been confirmed in \cite{WX22,DS22}.}
Because error terms are central in our analysis, a proof of this conjecture will not necessarily yield any improvements to Theorem 1.1. However, it would improve our understanding of high genus surfaces.

**Structure of the proof.** The proof of Theorem 1.1 is divided into a geometric bound on geodesics and an argument using the Selberg Trace Formula. We state these results now.

Given a compactly supported real function \( F \), define \( F_{\text{all}} : \mathcal{M}_g \to \mathbb{R} \) by setting \( F_{\text{all}}(X) \) to be the sum of \( F \) over the lengths of all oriented closed primitive geodesics on \( X \). When not otherwise specified, we refer to the Weil-Petersson measure on \( \mathcal{M}_g \).

**Theorem 1.3.** For any constants \( D > 0 \) and \( 1 > \kappa > 0 \), there are subsets \( \mathcal{M}'_g \) of \( \mathcal{M}_g \) such that

1. \( \text{Vol}(\mathcal{M}'_g)/\text{Vol}(\mathcal{M}_g) \to 1 \),
2. every surface in \( \mathcal{M}'_g \) has systole at least \( 1/\log(g) \), and
3. for any non-negative function \( F \) with support in \([0, D \log(g)]\), the average of \( F_{\text{all}} \) over \( \mathcal{M}'_g \) is at most
   \[
   I_F + O(g^{-1+\kappa} I_{\bar{F}}),
   \]
   where
   \[
   I_F = \int_0^\infty F(\ell) \frac{\sinh(\ell/2)^2}{(\ell/2)^2} d\ell
   \]
   and \( \bar{F}(\ell) = \sup_{[\ell-1,\ell+1]} F \).

**Theorem 1.4.** Fix \( D > 4 \) and \( 1 > \kappa > 0 \). Let \( \mu \) be a Borel probability measure on \( \mathcal{M}_g \) such that

1. \( \mu \) is supported on the \( e^{-g^{o(1)}} \)-thick part of \( \mathcal{M}_g \), and
2. for any non-negative function \( F \) with support in \([0, D \log(g)]\), the \( \mu \)-average of \( F_{\text{all}} \) is at most
   \[
   I_F + O(g^{-1+\kappa} I_{\bar{F}}).
   \]

Then the \( \mu \)-probability that \( \lambda_1(X) \leq \frac{1}{3} - b^2 \) is at most
\[
O \left( g^{1-4b(1-\frac{\kappa}{2})+o(1)} \right),
\]
where the implicit constant in the big O notation depends only on \( D \), \( \kappa \), and the implicit constant in \( O(g^{-1+\kappa}) \).

**Proof of Theorem 1.1 given Theorems 1.3 and 1.4.** Let \( \mu_g \) be the restriction of the Weil-Petersson measure to \( \mathcal{M}'_g \), normalized to be a probability measure. Theorem 1.4 proves that the \( \mu_g \) probability that \( \lambda_1 < \frac{3}{16} - \varepsilon \) goes to zero as \( g \to \infty \). Since the complement of \( \mathcal{M}'_g \) has probability measure going to zero as \( g \to \infty \), this gives the result. \( \square \)

**Additional context.** Mirzakhani pioneered the study of Weil-Petersson random surfaces \[\text{Mir13}\], and devoted her ICM address to this topic \[\text{Mir10}\].
Building on her previous study of Weil-Petersson volume polynomials, she proved in particular that the probability that the Cheeger constant is smaller than 0.099 goes to zero as the genus goes to infinity.

More recent works motivated by the problem of understanding $\lambda_1$ of typical high genus surfaces include results on Weil-Petersson volume polynomials [AM20] and the geometry of typical surfaces [MT20].

For some additional open problems related to random surfaces, see [Wri20 Section 10.4]. In analogy with regular graphs [Alo97], we expect that Riemann surfaces of high genus have Cheeger constant bounded away from 1, and that Theorem 1.1 cannot be obtained using the Cheeger inequality. See [NWX20, PWX20] for a recent study of separating geodesics.

Additional results on small eigenvalues can be found in [WX18, Dub19].

Key tools. In Sections 3 and 4, we use the formula Mirzakhani gave in her thesis for integrating certain functions over $M_g$ [Mir07]. We briefly recall this formula now, but see also the second author’s expository introduction to Mirzakhani’s work for an introduction offering more explanation and intuition [Wri20 Section 4].

Let $M_{g,n}$ denote the moduli space of genus $g$ hyperbolic surfaces with $n$ cusps. Let $V_{g,n}$ denote the volume of $M_{g,n}$, and $V_{g,n}(L_1,\ldots,L_n)$ denote the volume of the moduli space of genus $g$ hyperbolic surfaces with boundary geodesics of lengths $L_1,\ldots,L_n$. Given a compactly supported real function $F$, define $F_{\text{sns}} : M_g \to \mathbb{R}$ by letting $F_{\text{sns}}(X)$ be the sum of $F$ over the lengths of all oriented simple non-separating geodesics on $X$. A special case of Mirzakhani’s integration formula is

$$\int_{M_g} F_{\text{sns}} = \int_0^\infty \ell F(\ell) V_{g-1,2}(\ell, \ell) d\ell.$$  

More generally, if $\gamma = (\gamma_1,\ldots,\gamma_k)$ is a tuple of disjoint simple curves, and $F$ is a function of $k$ real variables, we define $F_\gamma : M_g \to \mathbb{R}$ by

$$F_\gamma(X) = \sum_{\alpha} F(\ell_{\alpha_1}(X),\ldots,\ell_{\alpha_k}(X)),$$

where the sum is taken over the mapping class group orbit of $\gamma$. Mirzakhani’s Integration Formula gives that

$$\int_{M_g} F_\gamma = \nu_\gamma \int_{\ell = (\ell_1,\ldots,\ell_k) \in \mathbb{R}^k} \ell_1 \cdots \ell_k F(\ell_1,\ldots,\ell_k) \prod_{j=1}^s V_{g_j,n_j}(\Lambda_j) d\ell,$$

where $\nu_\gamma \in \mathbb{Q}_+$ is an explicit constant, $s$ is the number of connected components of the complement of $\gamma$, and $V_{g_j,n_j}(\Lambda_j)$ are the volumes of the moduli spaces which naturally contain those components.

\footnote{Added in proof: This expectation was proven correct in [BCP22].}
We also use the asymptotics of $V_{g,n}$ established in [MZ15] Theorem 1.8. That result gives a constant $C > 0$ such that for any sequence $n(g)$ with
\[ \lim_{g \to \infty} \frac{n(g)^2}{g} = 0, \]
the estimate
\[
(1.0.1) \quad V_{g,n(g)} = \frac{C}{\sqrt{g}} (2g - 3 + n(g))!(4\pi^2)^{2g-3+n(g)} \left( 1 + O \left( \frac{1+n(g)^2}{g} \right) \right)
\]
holds as $g \to \infty$. We also use that, as a consequence of the asymptotics and [Mir13] inequality (3.8)], there is a constant $C_0 > 0$ such that, for all $g$ and $n$ we have the upper bound
\[
(1.0.2) \quad V_{g,n} \leq \frac{C_0}{\max(1, \sqrt{g})} (2g - 3 + n)!(4\pi^2)^{2g-3+n}. 
\]

Organization. In Section 2 we give bounds on the number of closed geodesics on surfaces with boundary, showing that often there are vastly fewer geodesics than one expects on closed surfaces. (In particular, the critical exponent is often close to 0.) These bounds however require a lower bound on the systole. For this reason, we require estimates for a version of Mirzakhani’s Integration Formula over the thin part of $\mathcal{M}_g$, which we obtain in Section 3 via an inclusion-exclusion argument. This section also gives more precise estimates for the volume of the thin part than were previously known.

Sections 4 and 5 prove Theorems 1.3 and 1.4 respectively. Our arguments in Sections 3 and 4 crucially rely on estimates of Mirzakhani [Mir13], Mirzakhani-Zograf [MZ15], and Mirzakhani-Petri [MP19]. For the convenience of the reader, we revisit the proofs of these estimates in Appendices A and C to verify some results on uniformity that were not explicitly included in the original statements. Similarly, in Appendix C we review a standard local Weyl law argument used in Section 5.
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2. Surfaces with few geodesics

Throughout this paper, all hyperbolic surfaces and subsurfaces are assumed to be compact, and are either closed or have geodesic boundary. The purpose of this section is to show the following theorem.
Theorem 2.1. For any \( A > 0 \), there exists a \( C > 0 \) such that if \( X \) is a hyperbolic surface of area \( A \) and \( L_0 > 1 \) and \( \frac{1}{2} > \varepsilon > 0 \) are such that

1. \( X \) does not have any pants or one-holed tori of total boundary length less than \( L_0 \), and
2. \( X \) has systole at least \( \varepsilon \),

then for all \( \ell > 0 \), the number of closed geodesics on \( X \) of length at most \( \ell \) is at most

\[
\left( \frac{CL_0 \log(1/\varepsilon)}{\varepsilon} \right)^{C\ell/L_0+3}.
\]

Remark 2.2. When getting upper bounds of the form \( O(e^{\delta \ell}) \) on the number of closed geodesics on a general hyperbolic surface, it isn’t possible to do better than \( \delta = 1 \). But, for fixed \( A \) and \( \varepsilon \), Theorem 2.1 gives such a bound with \( \delta \) a multiple of \( \log(L_0)/L_0 \).

It is well known that for all \( g \) there exists an \( L_0 \) such that if \( X \) is a closed surface of genus \( g \) then \( X \) has a pants of total boundary length at most \( L_0 \) (see for example [Bus92, Chapter 5]). Thus, since Theorem 2.1 only gives useful information when \( L_0 \) is large enough to outweigh the influence of the unknown constant \( C \), Theorem 2.1 does not give any information at all on closed surfaces. It is also easy to see that for all \( g \) and \( n \) and \( B > 0 \) there exists an \( L_0 \) such that if \( X \) is a genus \( g \) surface with \( n \) boundary components whose total boundary length is at most \( B \), then \( X \) has a pants of total boundary length at most \( L_0 \). Again since \( C \) is unknown, this means Theorem 2.1 does not give any information for any fixed values of \( g, n \) and \( B \). To the contrary, the reader should have in mind the situation when \( g \) and \( n \) are fixed but \( B \) goes to infinity, and we think of Theorem 2.1 as saying that many surfaces with long boundary have very few geodesics.

Surfaces satisfying the first condition in Theorem 2.1 are studied in [MT20], where they are called \( L_0/2 \)-tangle-free.

2.1. The thin part. If \( X \) is a hyperbolic surface with boundary, then we may form the double \( X_d \) of \( X \) by gluing together two copies of \( X \) along their boundary to obtain a closed surface. The double is equipped with an involution whose quotient is \( X \). For any \( \delta \), the \( \delta \)-thin part of \( X_d \) is defined to be the subset where the injectivity radius is less than \( \delta \), and the \( \delta \)-thin part of \( X \) is the image of this set in \( X \).

For \( \delta \) small enough, the \( \delta \)-thin part of \( X_d \) is a disjoint union of collars around short geodesics. (See, for example, [Wri20, Section 2.2] for a brief introduction to this fact with an illustration, and [Bus92, Chapter 4] for more details.) Each such collar is either fixed by the involution or exchanged with another collar. In the fixed case, each of the two boundary circles is mapped to itself (since otherwise cone points would appear in the quotient), and we call the quotient of the collar a thin rectangle.

We thus see that the \( \delta \)-thin part of \( X \) is a union of collars and thin rectangles. Thin rectangles correspond to regions of \( X \) where two segments...
of the boundary of $X$ are very close to each other. We define the width of a rectangle to be the minimal distance between the components of its boundary in the interior of $X$, so very thin rectangles have very large width.

From now on, we fix $\delta$ and refer to the $\delta$-thin part simply as the thin part. Its complement is called the thick part. Recall the following standard fact.

**Lemma 2.3.** For all $A > 0$ there exists a constant $C$ such that if $X$ is a hyperbolic surface of area at most $A$ with boundary, then there is a set of at most $C$ points on $X$ such that every point in the thick part is within distance 1 of one of these points.

**Proof sketch.** Any maximal 1-separated subset of the thick part will work. Since the $\min(\delta, \frac{1}{2})$-balls around these points are embedded (in the double) and disjoint, an area estimate gives an upper bound for the number of points in the subset. \hfill $\square$

From this we immediately get the following, keeping in mind that a geodesic of length $\varepsilon$ has a collar of diameter comparable to $\log(1/\varepsilon)$ and that the number of short geodesics is (linearly) bounded by $A$.

**Corollary 2.4.** For all $A > 0$ there exists a constant $C$ such that if $X$ is a hyperbolic surface of area at most $A$ with boundary, $L_0 > 1$ is arbitrary, and the systole of $X$ is at least $\varepsilon > 0$, then there is a set of at most

$$C + C \log(1/\varepsilon)/L_0$$

points on $X$ such that every point not in a thin rectangle of width at least $L_0$ is within distance $L_0/48$ of one of these points.

For the remainder of this section, given a surface $X$ as in Theorem 2.1 and a choice of $L_0$, we fix a set $\text{Net}(X)$ of points as in Corollary 2.4.

Each thin rectangle has two boundary components in the interior of $X$, which we think of as the two ends of the rectangle. For each end of each rectangle of width at least $L_0$, add a point on this end to $\text{Net}(X)$. These points will be distinguished in that we will remember that each such point is associated to the end it lies on. Since the number of thin rectangles is bounded linearly in terms of $A$, we have added at most a constant (linear in $A$) number of points to $\text{Net}(X)$. (The number of thin rectangles is at most equal to the maximal number of short geodesics in the double.)

### 2.2. Good segments.

Define a **good segment** to be a geodesic segment joining two points in $\text{Net}(X)$ that either

- has length at most $L_0/12$, or
- is contained in a thin rectangle of width at least $L_0$ and starts and ends at the chosen points on each end.

The zero length geodesic joining a point in $\text{Net}(X)$ to itself will be considered a good segment.

The purpose of this subsection is to show the following.
Proposition 2.5. Let $X$ be as in Theorem 2.1. For any two points $p_1, p_2 \in \text{Net}(X)$, there are at most
\[ 3 + \frac{L_0}{6\epsilon} \]
good segments joining $p_1$ and $p_2$.

Lemma 2.6. Let $\gamma \in \text{Isom}^+ (\mathbb{H})$ have translation length $T > 0$. Then, for any two points in $\mathbb{H}/\langle \gamma \rangle$, there are at most
\[ 2 + \frac{2\ell}{T} \]
geodesic segments of length at most $\ell$ joining these two points.

Proof. The projection from $\mathbb{H}/\langle \gamma \rangle$ onto its unique closed geodesic is distance non-increasing, so it suffices to assume the two points lie on this geodesic. In each of the two possible directions along this geodesic, the segment must first go from one point to the other, and then can make at most $\ell/T$ complete loops around the geodesic. \hfill \Box

The following elementary observation applies both when $X$ is closed and when it has geodesic boundary and cusps.

Lemma 2.7. Suppose that a hyperbolic surface $X$ doesn’t have any pants or one-holed tori with total boundary length less than $L_0$. Then the ball $B$ of radius $R = L_0/12$ centered at any point $p \in X$ is isometric to either a subset of $\mathbb{H}$ or to a subset of $\mathbb{H}/\langle \gamma \rangle$ for some $\gamma \in \text{Isom}^+ (\mathbb{H})$.

A version of this lemma appears in [MT20, Proposition B].

Proof. It suffices to consider the case when $X$ doesn’t have boundary.

In order to find a contradiction, assume that $B$ is not homeomorphic to a ball or an annulus.

Sublemma 2.8. $B$ contains two simple loops $\alpha_1$ and $\alpha_2$, each of length at most $2R$, that intersect at most once.

Proof. Slowly grow an open ball centered at $p$, starting with small radius and then increasing the radius to $R = L_0/12$. Let $R_1 < R$ be the maximum radius where this ball is embedded, so the closure of the ball of radius $R_1$ contains a point $q_1$ that appears with multiplicity at least two in the boundary circle of the ball. Define $\alpha_1$ to be the simple loop that travels from $q_1$ to $p$ and then back out to the other appearance of $q_1$ on the boundary of the ball. See Figure 1 (left).

If $q_1$ is not unique, then we can similarly define $\alpha_2$. If $q_1$ appears with multiplicity greater than 2, we define $\alpha_2$ as in Figure 1 (right).

Otherwise, the ball of radius slightly larger than $R_1$ is topologically an annulus. Let $R_2 < R$ be the maximum radius where this remains true. So there is a point $q_2$ which appears at least twice on the boundary of the ball of radius $R_2$ and isolated among such points. We now define $\alpha_2$ analogously to $\alpha_1$. \hfill \Box
If $\alpha_1$ and $\alpha_2$ intersect once, then either the boundary of the neighborhood of their union is connected and can be tightened to a geodesic of length at most

$$2\ell(\alpha_1) + 2\ell(\alpha_2) \leq 8R,$$

and this geodesic bounds a torus, or this boundary has three connected components which again can be tightened to geodesics of total length at most $8R$, and these three geodesics bound a pants.

If they don’t intersect, we can form a simple curve $\alpha_3$ by going around $\alpha_1$, then taking a minimal length path $\beta$ to $\alpha_2$, going around $\alpha_2$ once, and then going back to $\alpha_1$ along $\beta$. This $\alpha_3$ has length at most

$$\ell(\alpha_1) + \ell(\alpha_2) + 2\ell(\beta) \leq 8R.$$

The geodesic representatives of $\alpha_1, \alpha_2, \alpha_3$ bound a pants with total boundary at most $12R$. □

**Proof of Proposition 2.5.** Call the two points $p_1$ and $p_2$. There is at most 1 good segment joining $p_1$ and $p_2$ of length greater than $L_0/12$; this segment can only exist if $p_1$ and $p_2$ are the points associated to opposite ends of a thin rectangle.

So we now count the number of geodesics joining $p_1$ and $p_2$ of length at most $L_0/12$. Any such geodesic is of course contained in the ball of radius $L_0/12$ about $p_1$.

By Lemma 2.7, this ball is isometric to a subset of $\mathbb{H}$ or to a subset of $\mathbb{H}/\langle \gamma \rangle$. In the first case, there is only one geodesic from $p_1$ to $p_2$, and in the second case Lemma 2.6 (with $T \geq \varepsilon$ and $\ell = L_1/12$) gives the necessary bound. □

### 2.3. Loops of good segments

We now relate closed geodesics to good segments.
Lemma 2.9. Every closed geodesic $\gamma$ of length at most $\ell$ is homotopic to a loop of at most 
\[2 + \frac{24\ell}{L_0}\]
good segments.

Proof. There is some point $p_1 \in \text{Net}(X)$ of distance at most $L_0/48$ from a point $p'_1 \in \gamma$. Pick an orientation along $\gamma$. Having defined $p_i \in \text{Net}(X)$ and $p'_i \in \gamma$, define $p'_{i+1}$ and $p_{i+1}$ as follows:

1. If $p'_1$ is within distance $L_0/24$ of $p'_i$ in the forward direction along $\gamma$ starting at $p'_i$, set $p_{i+1} = p_1$ and $p'_{i+1} = p'_1$, and conclude the construction.
2. If the point distance $L_0/24$ along $\gamma$ in the forward direction starting at $p'_i$ is not in a thin rectangle of width at least $L_0$, then define $p'_{i+1}$ to be this point. Pick $p_{i+1}$ to be any point of $\text{Net}(X)$ within distance $L_0/48$ of $p'_{i+1}$.
3. In the remaining case, if $p_i$ is not the point of $\text{Net}(X)$ associated to the entry end of this thin rectangle, set $p_{i+1} \in \text{Net}(X)$ to be this point on the entry end; and otherwise let $p_{i+1} \in \text{Net}(X)$ be the point associated to the exit end of the rectangle. In either case, let $p'_{i+1}$ be a point in $\gamma$ of distance at most 1 away from $p_{i+1}$.

For each $i$, fix a path from $p_i$ to $p'_i$ of minimal length; this length must be at most $L_0/48$ in all cases. Define $\gamma_i$ be the geodesic representative of the path which goes from $p_i$ to $p'_i$, then goes along $\gamma$ to $p'_{i+1}$, then goes to $p_{i+1}$. So, by definition $\gamma$ is homotopic to the concatenation of the $\gamma_i$.

Sublemma 2.10. Each $\gamma_i$ is a good segment.

Proof. Since $1/48 + 1/24 + 1/48 = 1/12$, $\gamma_i$ can only have length greater than $L_0/12$ in the final case above, when it crosses a thin rectangle, and in this case $\gamma_i$ is good by definition.

It now suffices to bound the number of segments $\gamma_i$, or equivalent the number of points $p'_i \in \gamma$. Suppose the number of such points is $n$. The fact that the distance from $p'_i$ to $p'_1$ may be arbitrarily small slightly complicates the bound, since it means the last segment of $\gamma$ is unusual.

If $i \leq n-2$, then either the distance along $\gamma$ from $p'_i$ to $p'_{i+1}$ is exactly $L_0/24$, or the distance from $p'_i$ to $p'_{i+2}$ is at least $L_0$. In this way we see that the average length of either the first $n-2$ or the first $n-1$ of these distances is at least $L_0/24$, and hence we get $(n-2)L_0/24 \leq \ell$.

Proof of Theorem 2.1. By Lemma 2.9, it suffices to bound the number of loops consisting of at most $n = \left\lfloor 2 + \frac{24\ell}{L_0} \right\rfloor$ good segments. We will actually bound the number of loops with a choice of basepoint in $\text{Net}(X)$, which is larger. Since we allow zero length good segments, we can assume there are exactly $n$ good segments in the loop.
The number of paths in $\text{Net}(X)$ that can be traced out by such a loop is bounded by $|\text{Net}(X)|^n$. Hence, Proposition 2.5 gives that the total number of such loops is at most

$$|\text{Net}(X)|^n \left( 3 + \frac{L_0}{6\varepsilon} \right)^n.$$  

It now suffices to note that, since $\varepsilon < \frac{1}{2}$ and $L_0 > 1$,

$$|\text{Net}(X)| \left( 3 + \frac{L_0}{6\varepsilon} \right) = \left( C + \frac{C \log(1/\varepsilon)}{L_0} \right) \left( 3 + \frac{L_0}{6\varepsilon} \right)$$

can be bounded by

$$\frac{C'L_0 \log(1/\varepsilon)}{\varepsilon}$$

for some different constant $C'$.  

□

3. Integrating over the thin part

Let $\mathcal{M}_g^{<\varepsilon}$ denote the subset of $\mathcal{M}_g$ where the surface has a closed geodesic of length less than $\varepsilon$. The purpose of this section is to prove the following result.

**Theorem 3.1.** There is a constant $\varepsilon_0 > 0$ such that for $\varepsilon < \varepsilon_0$ and $F$ a non-negative function with support in $[0, g^{o(1)}]$, the average of $F_{\text{sns}}$ over $\mathcal{M}_g^{<\varepsilon}$ is at least

$$(1 - g^{-1+o(1)}) I_F.$$  

More formally, this means that for any function $s(g) \in o(1)$, there exists a function $p(g) \in o(1)$ such that if the support is in $[0, g^{s(g)}]$ then the average is at least $(1 - g^{-1+o(g)}) I_F$. The function $p(g)$ does not depend on $\varepsilon$.

**Corollary 3.2.** With the same assumptions, the average of $F_{\text{sns}}$ over $\mathcal{M}_g^{>\varepsilon}$ is at most

$$(1 + g^{-1+o(1)}) I_F.$$  

**Proof.** Let $\delta$ denote the measure of $\mathcal{M}_g^{<\varepsilon}$ divided by the measure of $\mathcal{M}_g$, so the desired average is

$$\frac{1}{1 - \delta} \left( \frac{1}{V_g} \int_{\mathcal{M}_g} F_{\text{sns}} - \frac{\delta V_g}{V_g} \frac{1}{\delta V_g} \int_{\mathcal{M}_g^{<\varepsilon}} F_{\text{sns}} \right).$$

Mirzakhani’s integration formula gives

$$\frac{1}{V_g} \int_{\mathcal{M}_g} F_{\text{sns}} = \frac{1}{V_g} \int_{0}^{\infty} F(\ell) \ell V_{g-1,2}(\ell, \ell) d\ell.$$  

The volume asymptotics with error term in [MZ15, Theorem 1.8] imply that

$$(3.0.1) \quad \frac{V_{g-k,2k}}{V_g} = 1 + O \left( \frac{k^2}{g} \right).$$
This statement with \( k = 1 \) together with the sinh upper bound (Lemma B.1) gives that
\[
\frac{1}{V_g} \int_{\mathcal{M}_g} F_{\text{sns}} \leq I_F (1 + g^{-1 + o(1)}).
\]

Theorem 3.1 gives that
\[
\frac{1}{\delta V_g} \int_{\mathcal{M}_g^{<\varepsilon}} F_{\text{sns}} \geq (1 - g^{-1 + o(1)}) I_F.
\]

Thus the desired average is at most
\[
\frac{I_F}{1 - \delta} \left( 1 + g^{-1 + o(1)} - \delta (1 - g^{-1 + o(1)}) \right)
= \frac{I_F}{1 - \delta} \left( 1 - \delta + g^{-1 + o(1)} + \delta g^{-1 + o(1)} \right),
\]
giving the result. (Since \( \varepsilon \) is small we can assume \( \delta < 1/2 \).) \( \square \)

The average in Theorem 3.1 is the integral over \( \mathcal{M}_g^{<\varepsilon} \) divided by the measure of \( \mathcal{M}_g^{<\varepsilon} \), and we estimate the numerator and denominator separately. We will always assume \( \varepsilon \) is small enough so that geodesics of length at most \( \varepsilon \) are simple and pairwise disjoint.

**Proposition 3.3.** There is a constant \( \varepsilon_0 > 0 \) such that for \( \varepsilon < \varepsilon_0 \), the volume of \( \mathcal{M}_g^{<\varepsilon} \) is
\[
\left( 1 + O \left( g^{-1 + o(1)} \right) \right) \cdot (1 - \exp(-I_\varepsilon)) V_g,
\]
where
\[
I_\varepsilon = \frac{1}{2} \int_0^\varepsilon \delta \frac{\sinh(\delta/2)^2}{(\delta/2)^2} d\delta.
\]

The implicit \( o(1) \) function does not depend on \( \varepsilon \). When \( \varepsilon \) is small, \( I_\varepsilon \) is about \( \varepsilon^2/4 \). For fixed \( \varepsilon \), this agrees with the asymptotic for the volume of \( \mathcal{M}_g^{<\varepsilon} \) obtained in [MP19].

Both \( g^{-1+o(1)} \) and \( O(g^{-1+o(1)}) \) denote terms within a sub-polynomial factor of \( g^{-1} \), but the latter does not specify the sign of the term.

**Proof.** Let \( A_k \) be the integral over \( \mathcal{M}_g \) of the function which counts the number of sets \( S \) of \( k \) disjoint unoriented geodesics, each of length at most \( \varepsilon \), on a surface \( X \in \mathcal{M}_g \).

**Lemma 3.4.** If \( n(g) = 3g - 3 \), then the volume of \( \mathcal{M}_g^{<\varepsilon} \) is exactly
\[
\sum_{k=1}^{n(g)} (-1)^{k+1} A_k.
\]

The same sum with \( n(g) \) any odd integer gives an upper bound, and with \( n(g) \) even it gives a lower bound.
Proof. This follows directly from the inclusion exclusion principle, or equivalently the identity
\[
\sum_{k=1}^{n} (-1)^{k+1} \binom{r}{k} = 1 - (-1)^n \binom{r-1}{n},
\]
where \((-1)^{r-n}\) is defined to be zero if \(n \geq r\). Every surface in \(M_{g}^{<\varepsilon}\) has some number \(r\) of geodesics of length at most \(\varepsilon\), where \(1 \leq r \leq 3g - 3\). □

Let \(n(g)\) be the floor of \(\log g / \log \log \log g\). For each \(i\), write \(A_k = G_k + B_k\), where the good contribution \(G_k\) is the integral of the number of sets \(S\) of \(k\) disjoint unoriented geodesics, each of length at most \(\varepsilon\), where the complement of \(S\) is connected, and the bad contribution \(B_k\) is defined similarly for sets where \(S\) is separating.

Lemma 3.5. There is a constant \(\varepsilon_0 > 0\) such that for \(\varepsilon < \varepsilon_0\),
\[
\sum_{k=1}^{n(g)} (-1)^{k+1} G_k = V_g (1 + O(g^{-1+o(1)})) (1 - \exp(-I_\varepsilon)).
\]
Moreover \(G_{n(g)+1} = O(V_g g^{-1+o(1)} (1 - \exp(-I_\varepsilon)))\).

Proof. Mirzakhani’s integration formula gives
\[
G_k = \frac{1}{2k!} \int_0^{\epsilon} \cdots \int_0^{\epsilon} \delta_1 \cdots \delta_k V_{g-k,2k} (\delta_1, \delta_1, \ldots, \delta_k, \delta_k, \delta_1) d\delta_1 \cdots d\delta_k.
\]
Since \(k \leq n(g)\), the sinh approximation (Lemma [B.1]) gives
\[
G_k = (1 + O(g^{-1+o(1)})) \frac{V_{g-k,2k}}{k!} I_\varepsilon^k.
\]
As in equation (3.0.1), the volume asymptotics with error term in [MZ15 Theorem 1.8] give that \(V_{g-k,2k}\) is very close to \(V_g\), so this implies the same statement with \(V_{g-k,2k}\) replaced by \(V_g\). Hence
\[
\sum_{k=1}^{n(g)} (-1)^{k+1} G_k = V_g \sum_{k=1}^{n(g)} \frac{(-1)^{k+1}}{k!} I_\varepsilon^k + O \left( V_g g^{-1+o(1)} \sum_{k=1}^{n(g)} \frac{1}{k!} I_\varepsilon^k \right).
\]
Taylor’s Theorem implies that
\[
\sum_{k=1}^{n(g)} \frac{(-1)^{k+1}}{k!} I_\varepsilon^k = 1 - \exp(-I_\varepsilon) + O \left( \frac{(I_\varepsilon)^{n(g)+1}}{(n(g)+1)!} \right).
\]
We think of \(1 - \exp(-I_\varepsilon)\) as being the main term, and note that it is approximately \(I_\varepsilon\) when \(\varepsilon\) is small. We need to compare the error here and above to this main term. We start by noting that
\[
\sum_{k=1}^{n(g)} \frac{1}{k!} I_\varepsilon^k \leq \exp(I_\varepsilon) - 1.
\]
Since this is also about \( I_\varepsilon \) when \( \varepsilon \) is small, we have
\[
V_g g^{-1+o(1)} \sum_{k=1}^{n(g)} \frac{1}{k!} I_\varepsilon^k = O \left( V_g g^{-1+o(1)} (1 - \exp(-I_\varepsilon)) \right),
\]
bounding with the first source of error above.

Next we consider the error the Taylor approximation, namely
\[
\frac{(I_\varepsilon)^{n(g)+1}}{(n(g) + 1)!} \leq \frac{I_\varepsilon}{(n(g) + 1)!} = \frac{O(1 - \exp(-I_\varepsilon))}{(n(g) + 1)!},
\]
where we assume in particular that \( \varepsilon \) is small enough to get \( I_\varepsilon < 1 \). This error term is small enough when \( (n(g) + 1)! > g \). Using Stirling’s formula, this is certainly true when
\[
\frac{(n(g)/e)^{n(g)}}{e^\left(\log(n(g)) - 1\right)n(g)} = e^{\left(\log(n(g)) - 1\right)n(g)} > g,
\]
which is guaranteed by our choice of \( n(g) \).

The final statement follows from the arguments above, and can also be obtained by summing up to \( n(g) + 1 \) instead of \( n(g) \) and then subtracting the two sums to isolate the \( k = n(g) + 1 \) term. \( \square \)

**Lemma 3.6.** There is a constant \( \varepsilon_0 > 0 \) such that for \( \varepsilon < \varepsilon_0 \),
\[
\sum_{k=1}^{n(g)+1} B_k \leq V_g \cdot g^{-1+o(1)} (1 - \exp(-I_\varepsilon)).
\]

**Proof.** By Mirzakhani’s Integration Formula and the sinh upper bound in Lemma B.1, \( B_k \) is at most \( I_k^n \) times a sum of products of \( V_{g_i,n_i} \), summed over all ways of pinching \( k \) curves to get a surface with at least 2 components, where the components have genus \( g_i \) and \( n_i \) nodes. (One can equally well cut along each of the \( k \) curves, in which case one obtains a disconnected surface with components having \( n_i \) boundary circles instead of \( n_i \) nodes.)

Lemma B.5 states that there are at most \( 2^{k+q^2} g^{q'-1} \) ways to pinch a collection of \( k \) curves and get a nodal surface with \( q \) components, \( q' \) of which aren’t spheres with three marked points or tori with one marked point. Lemma B.2 states that for each such configuration,
\[
\prod_{i=1}^{q} V_{g_i,n_i} \leq V_g \left( \frac{C_1}{g} \right)^{q+q'-2}.
\]

Note that
\[
2^{k+q^2} g^{q'-1} \left( \frac{C_1}{g} \right)^{q+q'-2} = \frac{2^{k+q^2} C_1^{q+q'-2}}{g^{q'-1}} \leq (2C_1^2)^k \left( \frac{g^{o(1)}}{g} \right)^{q-1},
\]
where the final inequality uses that \( q \leq k + 1 \leq n(g) + 2 \) and hence \( 2^q \leq 2^{n(g) + 2} = g^{o(1)} \).
For each $q$, there are at most $q$ values of $q'$. Also, $q$ is at most $k + 1$. Thus,

$$\sum_{k=1}^{n(g)+1} B_k \leq V_g \sum_{k=1}^{n(g)+1} I^k_\varepsilon (2C^2_\varepsilon)^{k-1} \sum_{q=2}^{k+1} \left( \frac{g^{o(1)}}{g} \right)^{q-1}.$$ 

If $\varepsilon_0$ is small enough, then $I_\varepsilon \cdot (2C^2_\varepsilon) < 1/2$, so this is bounded by

$$V_g I_\varepsilon \sum_{k=1}^{n(g)+1} 1 \sum_{q=2}^{n(g)+1} \left( \frac{g^{o(1)}}{g} \right)^{q-1} = V_g I_\varepsilon g^{o(1)} - 1.$$ 

Since $1 - \exp(-I_\varepsilon)$ is comparable to $I_\varepsilon$, this gives the result. \hfill \Box

To conclude the proof of the proposition, first note that the alternating over/underestimate of the truncated inclusion exclusion bounds from Lemma 3.4 shows that the error in the truncated inclusion exclusion is at most $A_{n(g)+1} = G_{n(g)+1} + B_{n(g)+1}$. Lemma 3.5 bounds $G_{n(g)+1}$, and Lemma 3.6 overestimates $B_{n(g)+1}$, since the sum goes up to $n(g) + 1$.

Hence Lemmas 3.5 and 3.6 give the proposition. \hfill \Box

**Proposition 3.7.** There is a constant $\varepsilon_0 > 0$ such that for $\varepsilon < \varepsilon_0$ and $F$ a non-negative function with support in $[0, g^{o(1)}]$, the integral of $F_{\text{ns}}$ over $M^\varepsilon_g$ at least

$$V_g (1 - g^{-1+o(1)}) \cdot (1 - \exp(-I_\varepsilon)) \cdot I_F.$$ 

**Proof.** The proof is almost identical to the previous proposition, so we only give a sketch. Let $n(g)$ be an even integer closest to $\log g / \log \log \log g$.

Let $A'_{n(g)+1}$ be the integral over $M_g$ of the sum over simple non-separating geodesics $\gamma$ on $X \in M_g$ of $F(\ell_X(\gamma))$ times the number of sets $S$ of $k$ disjoint geodesic of length at most $\varepsilon$ all of which are disjoint from $\gamma$.

As in Lemma 3.4, since $n(g)$ is even, the desired integral is bounded below by

$$\sum_{k=1}^{n(g)} (-1)^{k+1} A'_{k}.$$ 

Indeed, if $\gamma$ is a simple non-separating geodesic, let $r$ denote the number of geodesics of length at most $\varepsilon$ disjoint from $\gamma$. If $r = 0$, $\gamma$ does not contribute to this sum, and if $r > 0$ then, since $n(g)$ is even, the proof of Lemma 3.4 shows that $\gamma$ contributes at most once.

For each $i$, decompose $A'_{k} = G'_{k} + B'_{k}$, where $G'_{k}$ is the contribution from $S \cup \gamma$ non-separating, and $B_{k}$ is contribution from $S \cup \gamma$ separating.

**Lemma 3.8.** There is a constant $\varepsilon_0 > 0$ such that for $\varepsilon < \varepsilon_0$,

$$\sum_{k=1}^{n(g)} (-1)^{k+1} G'_{k} = V_g (1 + g^{-1+o(1)}) \cdot (1 - \exp(-I_\varepsilon)) \cdot I_F.$$ 

Moreover $G'_{n(g)+1} = O(V_g g^{-1+o(1)} \cdot (1 - \exp(-I_\varepsilon)) \cdot I_F)$. 
Proof. In this case, because of our assumption on the support of $F$, the sinh approximation gives

$$G'_k = (1 - g^{-1+o(1)}) \frac{V_g}{k!} I_{\epsilon} I_F,$$

and otherwise the proof proceeds as in Lemma 3.5 since this expression for $G'_k$ is $I_F$ times the expression for $G_k$ that appeared in Lemma 3.5. □

Lemma 3.9. 

$$\sum_{k=1}^{n(g)+1} B'_k \leq V_g (g^{-1+o(1)} \cdot (1 - \exp(-I_{\epsilon})) \cdot I_F.$$ 

Proof. The proof is similar to Lemma 3.6. □

The proposition follows from Lemmas 3.8 and 3.9. □

4. Proof of Theorem 1.3

Fix $\kappa$ and $D$, and consider the locus $N_g \subset M_g$ where

1. there are no separating multi-curves of total length less than $(\kappa/2) \log(g)$ whose complement has two components, and
2. there are no separating multi-curves of total length less than $2D \log(g)$ whose complement has two components, each of area at least $2\pi (4D+1)$.

Lemma 4.1. The measure of the complement of $N_g$ is

$$O(g^{\kappa-1} V_g).$$

Proof. Corollary 3.6 states that, for integer $a \geq 0$, the probability that a surface in $M_g$ has a multi-geodesic of length at most $L$ cutting the surface into two components each area at least $2\pi a$ is

$$O(e^{2L} \cdot g^{-a}).$$

Thus, the probability of having a separating multi-curve of total length less than $(\kappa/2) \log(g)$ is

$$O(g^{\kappa} \cdot g^{-1})$$

and the probability of having a separating multi-curve of total length less than $2D \log(g)$ cutting the surface into two components each area at least $2\pi (4D+1)$ is

$$O(g^{4D} \cdot g^{-(4D+1)}).$$

This proves the lemma. □

Define $N_g^{>\epsilon} = N_g \cap M_g^{>\epsilon}$. For now we require only that $\epsilon$ is smaller than some universal constant, but ultimately we will take $\epsilon$ to zero as $g \to \infty$. Throughout this section, we assume $F$ is supported on $[0, D \log(g)]$.

Lemma 4.2. The average over $N_g^{>\epsilon}$ of $F_{\text{sns}}$ is at most

$$(1 + O(g^{\kappa-1})) I_F.$$
Proof. Compute
\[
\frac{1}{\text{Vol}(N_g^{\geq \varepsilon})} \int_{N_g^{\geq \varepsilon}} F_{\text{sns}} = \frac{\text{Vol}(M_g^{> \varepsilon})}{\text{Vol}(N_g^{> \varepsilon})} \cdot \frac{1}{\text{Vol}(M_g^{> \varepsilon})} \int_{M_g^{> \varepsilon}} F_{\text{sns}}.
\]
We will separately give bounds in the first and second factor of this expression.

Corollary 3.2 states that the second factor is at most \((1 + g^{-1+o(1)})I_F\).

Note that
\[
\frac{\text{Vol}(M_g^{> \varepsilon})}{\text{Vol}(N_g^{> \varepsilon})} = 1 + \frac{\text{Vol}(M_g \setminus N_g)}{\text{Vol}(N_g^{> \varepsilon})} \leq 1 + \frac{2 \text{Vol}(M_g \setminus N_g)}{V_g},
\]
where in the last line we used the extremely weak bound \(\text{Vol}(N_g^{> \varepsilon}) \geq V_g/2\).

So Lemma 4.1 gives that the first factor is at most \(1 + O(g^{-1-\kappa})\). □

Proposition 4.3. The average over \(N_g^{\geq \varepsilon}\) of \(F_{\text{all}} - F_{\text{sns}}\) is at most \(O(g^{o(1)}I_F)\).

A union of closed geodesics is said to fill a hyperbolic surface if every component of the complement is either a contractible polygon or an annular region around a boundary geodesic. Recall the following.

Lemma 4.4. Suppose a union \(\gamma\) of closed geodesics of total length \(\ell\) fills a hyperbolic surface \(X\) of area \(A\) with boundary of length \(B \geq 0\). Then \(B < 2\ell\) and \(\ell > A/4\).

Proof. Each boundary geodesic can be obtained by tightening a path of segments of \(\gamma\), and each segment can contribute at most twice in this way. So \(B < 2\ell\).

A version of the isoperimetric inequality gives that, for each component of the complement of \(\gamma\), the length of the boundary of this component is greater than the area [Bus92 page 211]. So \(2\ell + B > A\). □

Corollary 4.5. If \(g\) is larger than a constant depending on \(D\), then any non-simple geodesic of length at most \(D \log(g)\) on a surface in \(N_g\) is contained in a subsurface with boundary at most \(2D \log(g)\) and area at most \(2\pi(4D + 1)\) and with connected complement.

Proof. By Lemma 4.4, any non-simple geodesic of length at most \(D \log(g)\) fills a subsurface \(S\) with boundary of length at most \(2D \log(g)\) and area at most \(4D \log(g)\). A surface of that area has at most \(2D \log(g)/\pi\) boundary...
circles, so the complement of $S$ can have at most that many components. Let $C$ be the component of the complement of $S$ with largest area, so $C$ has area at least
\[ \frac{2\pi(2g - 2) - 4D\log(g)}{2D\log(g)/\pi}. \]
Assume $g$ is large enough so that this quantity is greater than $2\pi(4D + 1)$.

Let $S'$ be the complement of $C$. Note that $S'$ is connected, because it contains $S$, which is adjacent to every component of the complement of $S$.

By the second condition in the definition of $N_g$, we see that $S'$ must have area at most $2\pi(4D + 1)$, since its complement is connected and area greater than $2\pi(4D + 1)$.

Since the geodesic is contained in $S'$, this gives the result. □

Proof of Proposition 4.3. We will use that $F$ has support in $[0, D\log(g)]$.

Since $D$ is fixed, there are only a finite number of possible topological types for a subsurface of area at most $2\pi(4D + 1)$. Thus Corollary 4.5 motivates the following.

**Lemma 4.6.** For fixed $g_1$ and $k$, if $\varepsilon$ is such that $1/\varepsilon$ is $g^{o(1)}$, then the average over $N^{>\varepsilon}_g$ of the sum of $F$ evaluated at the lengths of the geodesics contained in a subsurface of genus $g_1$ with $k$ boundary components and connected complement is at most
\[ O(g^{-1+o(1)}I_{\tilde F}). \]

Proof. We estimate the average number of such geodesics of length at most $L$, assuming $L \leq D\log(g)$. Each such geodesic is contained in a subsurface of boundary at most $2L$.

Corollary B.6 (with $a = 2g_1 - 2 + k$ fixed) gives that the average number of such subsurfaces is at most
\[ O(e^{(2L)/2}(2L)^p g^{-1}) \]
for some $p$. Note that, since the volume of $N^{>\varepsilon}_g$ is certainly at least half that of $\mathcal{M}_g$, the average over $N^{>\varepsilon}_g$ is at most twice the average over $\mathcal{M}_g$.

Theorem 2.1 gives that the number of geodesics of length at most $L$ in each such subsurface is at most
\[ \left( \frac{CL_0 \log(1/\varepsilon)}{\varepsilon} \right)^{CL/L_0 + 3} \]
where $L_0 = (\kappa/2)\log(g)$. Given $L \leq D\log(g)$, the exponent $CL/L_0 + 3$ is $O(1)$. Given the restriction on $\varepsilon$, this whole expression is $g^{o(1)}$, with little $o$ function depending on $D$ and $\kappa$.

So the average over $N^{>\varepsilon}_g$ of the number of geodesics of length at most $L \leq D\log(g)$ contained in a subsurface of genus $g_1$ with $k$ boundary components is
\[ O(e^{L p} g^{-1+o(1)}). \]
Given the bound on $L$ this is
\[ O\left(g^{-1+o(1)} L \sinh^2(L/2)/(L/2)^2\right). \]

Using that the number of such geodesics of length in $[n-1, n]$ is at most the number of such geodesics of length at most $n$, we get that the average in question is bounded by a constant times
\[ \sum_{n=1}^{\infty} \left( \sup_{[n-1, n]} F \right) \cdot \left( g^{-1+o(1)} n \sinh^2(n/2)/(n/2)^2 \right). \]

The result follows since $\tilde{F}(\ell) \geq \sup_{[n-1, n]} F$ for any $\ell \in [n-1, n]$, and since $n \sinh^2(n/2)/(n/2)^2$ is at most a constant not depending on $n$ times $\int_{n-1}^{n} x \sinh^2(x/2)/(x/2)^2 dx$.

\[ \square \]

**Lemma 4.7.** The average over $N_g^{>\varepsilon}$ of the sum of $F$ over simple separating geodesics is at most
\[ O\left(g^o(1-1I_{\tilde{F}})\right). \]

**Proof.** First consider the average number of separating geodesics of length at most $L$, averaged over $N_g^{>\varepsilon}$. Since the volume of $N_g^{>\varepsilon}$ is certainly at least half that of $M_g$, this is at most twice the average over $M_g$. Corollary B.6 (with $k = 1$) gives that the average over $M_g$ is $O(e^L L^2 g^{-1})$. Assuming $L \leq D \log(g)$, this is bounded by a constant times
\[ g^{-1+o(1)} L \sinh^2(L/2)/(L/2)^2. \]

The result follows as in the previous lemma.

\[ \square \]

5. Proof of Theorem 1.4

In this section we prove Theorem 1.4 by averaging Selberg’s trace formula [Sel56].
5.1. **Statement of the trace formula.** For smooth, even, compactly supported functions $f$ on $\mathbb{R}$, define

$$F_f(x) = x \cdot \sum_{k=1}^{\infty} \frac{f(kx)}{2 \sinh(kx/2)}.$$ 

We continue to use $F_{f, all}(X)$ to denote the sum of $F_f$ over the lengths of primitive oriented closed geodesics on $X$.

**Theorem 5.1.** Let $f$ be a smooth, even, compactly supported function on $\mathbb{R}$. Let $X$ be a closed hyperbolic surface of genus $g$ with Laplace eigenvalues $\lambda_n = \frac{1}{4} + r_n^2$. Then

$$\sum_{r_n} \hat{f}(r_n) = (g - 1) \int_{-\infty}^{\infty} \hat{f}(r) \cdot r \cdot \tanh(\pi r) \, dr + F_{f, all}(X).$$

The left hand side is called the **spectral side**, and the right hand side the **geometric side**. The first summand on the geometric side is called the **identity contribution**. The imaginary parameters $r_n$, corresponding to eigenvalues strictly less than $\frac{1}{4}$, are called **exceptional**.

Since $f$ is even, its Fourier transform equals

$$\hat{f}(r) = \int_{\mathbb{R}} f(x) e^{-irx} \, dx = 2 \int_{0}^{\infty} f(x) \cosh(-irx) \, dx.$$

5.2. **A preliminary observation.** We start by noting that the integral $I_{F_f}$ is close to the $\lambda_0 = 0$ contribution to the trace formula.

**Lemma 5.2.** $|I_{F_f} - \hat{f}(i/2)| \leq 4 \|f\|_1$.

**Proof.** Directly from the definitions, we get

$$I_{F_f} = 2 \sum_{k=1}^{\infty} \int_{0}^{\infty} f(k\ell) \frac{\sinh(\ell/2)^2}{\sinh(k\ell/2)} \, d\ell$$

$$= 2 \int_{0}^{\infty} f(\ell) \sinh(\ell/2) \, d\ell + 2 \sum_{k=2}^{\infty} \int_{0}^{\infty} \frac{f(k\ell) \sinh(\ell/2)^2}{\sinh(k\ell/2)} \, d\ell.$$ 

$$= \hat{f}(i/2) - 2 \int_{0}^{\infty} f(\ell) e^{-\ell/2} \, d\ell + 2 \sum_{k=2}^{\infty} \int_{0}^{\infty} \frac{f(k\ell) \sinh(\ell/2)^2}{\sinh(k\ell/2)} \, d\ell.$$ 

Since $e^{-\ell/2} \leq 1$, the middle term is at most $2 \|f\|_1$.

When $k \geq 2$, convexity of $\sinh$ gives

$$\frac{\sinh(\ell/2)^2}{\sinh(k\ell/2)} \leq \frac{\sinh(\ell/2)^2}{k \sinh(\ell)} \leq \frac{1}{k}.$$ 

Applying the change of variables $u = k\ell$ and noting that $2 \sum_{k=2}^{\infty} \frac{1}{k^2} < 2$, this gives that the third term is at most $2 \|f\|_1$. \qed
Corollary 5.3. Under the assumptions of Theorem 1.4, if \( f \) is even and has support in \([-D \log(g), D \log(g)]\), we have the one-sided bound
\[
\int_{\mathcal{M}_g} \left( F_{f, \text{all}}(X) - \hat{f}(i/2) \right) d\mu(X) \leq 4\|f\|_1 + O(g^\kappa - 1) I_{\tilde{F}_f}.
\]

This cancellation on average is the essential point in our arguments below.

5.3. Picking test functions. Fix a smooth, compactly supported, even test function \( f \) on \( \mathbb{R} \) satisfying
- \( f \) is non-negative and supported on \([-1,1]\) and
- \( \hat{f} \geq 0 \) on \( \mathbb{R} \cup i\mathbb{R} \) with \( \hat{f} > 0 \) on \( i\mathbb{R} \).

For example, \( f \) could be be the convolution square of a smooth, even, non-negative function \( g \) supported on \([-1/2,1/2]\) with \( g(0) > 0 \).

Define
\[
f_L = \frac{1}{2} (f(x + L) + f(x - L)).
\]

The Fourier transform intertwines translation and multiplication by characters, so \( \hat{f}_L(r) = \hat{f}(r) \cdot \cos(Lr) \) and \( \hat{f}_L(it) = \hat{f}(it) \cdot \cosh(Lt) \). We will assume that \( L \leq D \log(g) - 1 \).

Our goal is to give an upper bound for
\[
p = \mu \left( \left\{ X \in \mathcal{M}_g : \lambda_1(X) \leq \frac{1}{4} - b^2 \right\} \right).
\]

We start by relating this to the contribution of exceptional eigenvalues.

Lemma 5.4. The \( \mu \)-average of
\[
\sum_{r_n \in (0 + \frac{1}{2} \cdot i)} \hat{f}_L(r_n(X))
\]
is at least \( p \cdot \cosh(Lb) \cdot m \), where \( m = \min_{t \in [0,1/2]} \hat{f}(it) \).

Proof. This follows immediately from monotonicity of \( \cosh \) and the non-negativity property of \( \hat{f} \).

In the remainder of the proof, we use the trace formula to give an upper bound for this average, which will translate into an upper bound for \( p \).

Lemma 5.5. The \( \mu \)-average of
\[
\sum_{r_n \in (0 + \frac{1}{2} \cdot i)} \hat{f}_L(r_n(X))
\]
is less than or equal to \( O \left( e^{L/2} \cdot g^{\kappa - 1} + g^{1+o(1)} \right) \).

Proof. The trace formula allows us to write \( \sum_{r_n \in (0 + \frac{1}{2} \cdot i)} \hat{f}_L(r_n) \) as
\[
(g - 1) \int_{-\infty}^{\infty} \hat{f}_L(r) \cdot r \cdot \tanh(\pi r) dr - \sum_{r_n \text{ real}} \hat{f}_L(r_n) + \left( F_{f_L, \text{all}}(X) - \hat{f}_L(i/2) \right).
\]
We will show that the first term is small, the second term is small for all \( X \) in the support of \( \mu \), and that the \( \mu \)-average of the third term is small.

To start, note that since \( \hat{f}_L(r) = \hat{f}(r) \cos(Lr) \), the first term is bounded by

\[
(g - 1) \int_{-\infty}^{\infty} |\hat{f}(r)| r \, dr = O(g).
\]

In Corollary C.2, for fixed \( h \), we show using a standard local Weyl law argument that, for all \( X \in \mathcal{M}_g \),

\[
\sum_{r_n \text{ real}} |h(r_n)| = O \left( g \cdot \log \left( \frac{1}{\text{sys}(X)} \right) \right),
\]

where \( \log(x) = \max\{0, \log(x)\} + 1 \). For \( X \) in the support of \( \mu \), keeping in mind that \( |\hat{f}_L| \leq |\hat{f}| \), this gives the bound

\[
\sum_{r_n \text{ real}} |\hat{f}_L(r_n(X))| = O \left( g^{1+o(1)} \right)
\]

for the second term above.

A straightforward estimate shows that \( \tilde{F}_f \) is \( O((\ell + 1)e^{-L/2}) \), and hence \( I_{\tilde{F}_f} \) is \( O(e^{L/2}) \). Thus Corollary 5.3 shows that the \( \mu \)-average of the third term is at most

\[
4\|f_L\|_1 + O(g^{\kappa-1})I_{\tilde{F}_f} = 4\|f_L\|_1 + O(g^{\kappa-1})O(e^{L/2})
\]

\[
= O(1 + g^{\kappa-1}e^{L/2}).
\]

Combining the bounds for the three terms gives the lemma. \( \square \)

We can now conclude the proof.

**Proof of Theorem 1.4.** Combining the upper bound from Lemma 5.5 with the lower bound from Lemma 5.4 yields

\[
p = O \left( e^{\left( \frac{1}{2} - b \right)L} \cdot g^{\kappa-1} + g^{1+o(1)} \cdot e^{-Lb} \right).
\]

The two summands here are equal when \( L \) equals \( L_0 = (4 - 2\kappa + o(1)) \log g \). For this particular choice of \( L_0 \) we get

\[
p = O \left( g^{1-4b(1-\frac{1}{2})+o(1)} \right),
\]

proving the theorem. \( \square \)

**Appendix A. Volume polynomials**

Recall the standard notation for volume polynomials

\[
V_{g,n}(2L) = \sum_{|d| \leq 3g-3+n} \frac{L_{2d_1}^{2d_1} \cdots L_{n}^{2d_n}}{(2d_1 + 1)! \cdots (2d_n + 1)!},
\]

where \( L = (L_1, \ldots, L_n) \), \( d = (d_1, \ldots, d_n) \) and \( |d| = \sum_{j=1}^{n} d_j \).
The sole purpose of this appendix is to check the following statement, which will only be used in the proof of Lemma B.1.

**Theorem A.1** (Mirzakhani, Mirzakhani-Zograf). When \( n = o(\sqrt{g}) \),

\[
0 \leq 1 - \frac{[\tau_{d_1} \cdots \tau_{d_n}]_{g,n}}{V_{g,n}} \leq \frac{Cn|d|^2}{2g - 3 + n}.
\]

More formally, this means that for any function \( f(g) \in o(\sqrt{g}) \) there is a constant \( C \), so that this bound holds when \( n \leq f(g) \). In fact the lower bound of 0, which is easier, holds for all \( g \) and \( n \).

For fixed \( n \), this theorem is on [Mir13, page 286] and also appears as [MP19, Lemma 2.1], and the general statement is closely related to many statements in [MZ15] such as [MZ15, Remark 3.2, Lemma 5.1]. We include a proof sketch since we could not find a precise statement to cite with the above level of uniformity.

**A.1. Recursion.** Recall the recursion

\[
[\tau_{d_1} \cdots \tau_{d_n}]_{g,n} = \left( \sum_{j=2}^{n} A^j_d \right) + B_d + C_d
\]

where we set \( d_0 = 3g - 3 + n - |d| \) and

\[
A^j_d = 8 \sum_{d_1+d_j-1 \leq k \leq d_0+d_1+d_j-1} (2d_j + 1)a_{k-d_1-d_j+1}[\tau_k \prod_{i \neq 1, j} \tau_{d_i}]_{g,n-1}
\]

\[
B_d = 16 \sum_{d_1-2 \leq k_1+k_2 \leq d_0+d_1-2} a_{k_1+k_2-d_1+1}[\tau_{k_1} \tau_{k_2} \prod_{i \neq 1} \tau_{d_i}]_{g-1,n+1}
\]

\[
C_d = 16 \sum_{g_1+g_2=g \atop \{1, \ldots, g \} = \{2, \ldots, n \}} \sum_{d_1-2 \leq k_1+k_2 \leq d_0+d_1-2} a_{k_1+k_2-d_1+1}[\tau_{k_1} \prod_{i \in I} \tau_{d_i}]_{g_1,|I|+1}[\tau_{k_2} \prod_{i \in J} \tau_{d_i}]_{g_2,|J|+1}
\]

This appears for example in [Mir13, Section 3.1] and [MZ15, Equation 2.13]. Here

\[
a_w = (1 - 2^{1-2w})\zeta(2w),
\]

which is a positive sequence that increases monotonically to the limit 1 for which there is a constant \( c_0 > 0 \) such that \( w < w' \) implies \( a_{w'} - a_w < c_0/2^{w} \) [Mir13, Lemma 3.1].

**A.2. Upper bound.** We start with the easier inequality, which is a warm up for the harder one.

**Lemma A.2.** If \( d_i' \leq d_i \) for all \( i \) then

\[
[\tau_{d_1} \cdots \tau_{d_n}]_{g,n} \leq [\tau_{d_1'} \cdots \tau_{d_n'}]_{g,n}.
\]

Since \( V_{g,n} = [\tau_0^n]_{g,n} \), this immediately gives the following.
Corollary A.3. \([\tau_{d_1} \cdots \tau_{d_n}]_{g,n} \leq V_{g,n}\).

Proof of Lemma. By symmetry, it suffices to prove this when \(d'_i = d_i\) for \(i > 1\), and this is what we will do. So suppose \(d' = (d'_1, d_2, \ldots, d_n)\) and \(d'_0 = 3g - 3 + n - |d'|\).

Since \(d'_1 \leq d_1\) and \(d_0 + d_1 = d'_0 + d'_1\), we see that in the expressions above for \(A_{d}', B_d, C_d\), the region of summation does not decrease when we pass from \(d\) to \(d'\). Monotonicity of the sequence \(a_w\) thus gives \(A_{d}' \leq A_{d}\), \(B_d \leq B_d'\) and \(C_d \leq C_d'\).

A.3. Error term. We now give a lower bound for \([\tau_{d_1} \cdots \tau_{d_n}]_{g,n}\), by analyzing the error in the argument above. That error has two types, namely that from changing bounds in sums and that from changing values of \(a_w\).

Lemma A.4 (Incremental A-term bound). Suppose that \(n = o(\sqrt{g})\). Then there exists a constant \(C > 0\) such that, if \(d' = (0, d_2, \ldots, d_n)\), then

\[
A_d' - A_d \leq \frac{C \left((n-1)(d_1 + 2) + 4|d| + \sum_{j=2}^{n} d_1 d_j \right) V_{g,n}}{2g - 3 + n},
\]

where \(A_d := \sum_{j=2}^{n} A_{d,j}'\).

Proof. We compute

\[
(A_d' - A_d) / 8 = \sum_{d_1 + d_j - 1 \leq k \leq d_0 + d_1 + d_j - 1} (2d_j + 1)(a_{k-d_j+1} - a_{k-d_1-d_j+1})[\tau_k \prod_{i \neq 1,j} \tau_{d_i}]_{g,n-1}
\]

\[
+ \sum_{d_j - 1 \leq k \leq d_1 + d_j - 2} (2d_j + 1)a_{k-d_j+1}\tau_k \prod_{i \neq 1,j} \tau_{d_i}]_{g,n-1}
\]

\[
\leq \sum_{d_1 + d_j - 1 \leq k \leq d_0 + d_1 + d_j - 1} (2d_j + 1)c_0 2^{-2(k-d_1-d_j+1)}V_{g,n-1}
\]

\[
+ \sum_{d_j - 1 \leq k \leq d_1 + d_j - 2} (2d_j + 1)V_{g,n-1} \leq C(d_1 + 2)(2d_j + 1)V_{g,n-1},
\]

for some universal constants \(C\).

Using [Mir13, inequality (3.9)] to uniformly bound the ratio \(\frac{V_{g,n-1}}{V_{g,n}}\) of volumes and summing over \(j\), we conclude

\[
\frac{A_d' - A_d}{V_{g,n}} \leq \frac{C \left((n-1)(d_1 + 2) + 4|d| + \sum_{j=2}^{n} d_1 d_j \right)}{2g - 3 + n}
\]

for a different universal constant \(C > 0\).

Corollary A.5 (Total A-term bound). Let \(n = o(\sqrt{g})\). There is a constant \(C' > 0\) for which

\[
\frac{A_0 - A_d}{V_{g,n}} \leq \frac{C' (n|d| + |d|^2)}{2g - 3 + n}.
\]
Here we use the notation \( \mathbf{0} = [0, \ldots, 0] \).

**Proof.** Let \( \mathbf{d}_i \) be gotten from \( \mathbf{d} \) by setting the first \( i \) non-zero coordinates of \( \mathbf{d} \) to 0. Let \( k \) be the number of non-zero coordinates of \( \mathbf{d} \). Using that \( k \leq |\mathbf{d}| \), it follows from Lemma A.4 that

\[
\frac{A_0 - A_{\mathbf{d}}}{V_{g,n}} = \sum_{i=0}^{k-1} \frac{A_{\mathbf{d}_{k-i}} - A_{\mathbf{d}_{k-(i+1)}}}{V_{g,n}} \leq \frac{C ((n-1)|\mathbf{d}| + (n-1) \cdot 2 \cdot k + 4|\mathbf{d}| \cdot k + |\mathbf{d}|^2)}{2g - 3 + n} \leq \frac{C' (n|\mathbf{d}| + |\mathbf{d}|^2)}{2g - 3 + n}
\]

for \( C' = 5C \). \( \square \)

We now turn to the \( B \) term, continuing to use \( \mathbf{d}' = (0, d_2, \ldots, d_n) \).

**Lemma A.6** (Incremental \( B \)-term bound). Let \( n = o(\sqrt{g}) \). There is an absolute constant \( C'' > 0 \) for which

\[
B_{\mathbf{d}'} - B_{\mathbf{d}} V_{g,n} \leq C'' d_1^2 \cdot V_{g-1,n+1}.
\]

**Proof.** We compute

\[
\frac{(B_{\mathbf{d}'} - B_{\mathbf{d}})}{V_{g,n}} \leq \frac{C'' d_1^2}{2g - 3 + n}.
\]

For the \( C \) term, we will use the following.
Lemma A.8. Suppose \( N = o(\sqrt{G}) \). Then

\[
\sum_{s=0}^{G} \sum_{k=0}^{\min\{s+2,N\}} \binom{N}{k} \left( \frac{G}{s} \right)^{-1}
\]

is \( O((N+1)^2) \).

Proof. We first bound the contribution of \( s \geq N \) as follows.

\[
\sum_{s=N}^{G} \sum_{k=0}^{\min\{s+2,N\}} \binom{N}{k} \left( \frac{G}{s} \right)^{-1} \leq 2^N \sum_{s=N}^{G} \left( \frac{G}{s} \right)^{-1}
\]

Using that the sum is at most the number of terms times the largest term, together with the inequality \( \left( \frac{G}{N} \right)^s \geq \left( \frac{G}{N} \right)^N \), we get that this is at most

\[
2^N \left( \frac{G}{N} \right)^{-1} \leq 2^N \left( \frac{N}{G} \right)^N \leq \left( \frac{2^N}{G} \right)^N,
\]

which goes to 0 as \( G \to \infty \) as long as \( N \geq 2 \).

For the cases when \( N < 2 \), to see that the contribution from \( s \geq N \) is bounded it suffices to note that \( \sum_{s=0}^{G} \left( \frac{G}{s} \right)^{-1} \) is bounded.

We now bound the contribution of smaller \( s \) as follows.

\[
\sum_{s=0}^{N-1} \sum_{k=0}^{\min\{s+2,N\}} \binom{N}{k} \left( \frac{G}{s} \right)^{-1} \leq \sum_{s=0}^{N-1} (N+1)^{s+2} \left( \frac{G}{s} \right)^{-1}
\]

\[
\leq \sum_{s=0}^{N-1} (N+1)^{s+2} \left( \frac{s}{G} \right)^s
\]

\[
\leq (N+1)^2 \sum_{s=0}^{N-1} \left( \frac{(N+1)s}{G} \right)^s
\]

This is \( O((N+1)^2) \) since \( N \) is \( o(\sqrt{G}) \) and \( s \leq N - 1 \). \( \square \)

Lemma A.9 (Incremental C-term bound). Let \( n = o(\sqrt{g}) \). There is a constant \( C'''>0 \) such that

\[
\frac{C_{d'}}{V_{g,n}} - C_d \leq \frac{C'''}{V_{g,n}} \cdot d_1^2 \cdot n^2 \frac{n}{(2g-3+n)^2}.
\]

Proof. We can and will assume \( d_1 > 0 \), since if \( d_1 = 0 \) then \( C_{d'} = C_d \). Define

\[
S_{g,n} = \sum_{g_1 + g_2 = g} \sum_{|I|=1} V_{g_1,|I|+1} \cdot V_{g_2,|I|+1} = \sum_{g_1 + g_2 = g} \sum_{0 \leq k \leq n-1} \binom{n-1}{k} V_{g_1,k+1} \cdot V_{g_2,n-1-k+1}.
\]
We compute
\[
(\mathcal{C}_{d'} - \mathcal{C}_d)/16 \leq \left( \sum_{d_1 - 2 \leq k_1 + k_2 \leq d_0 + d_1 - 2} (a_{k_1 + k_2 + 2} - a_{k_1 + k_2 - d_1 + 2}) \right) \cdot S_{g,n} \\
+ \left( \sum_{-2 \leq k_1 + k_2 < d_1 - 2} a_{k_1 + k_2 + 2} \right) \cdot S_{g,n}.
\]
Since \(0 \leq a_{k_1 + k_2 + 2} - a_{k_1 + k_2 - d_1 + 2} \leq \frac{c_0}{2^{d_1 + k_2 - d_1 + 2}}\) for some constant \(c_0\),
\[
\sum_{d_1 - 2 \leq k_1 + k_2 \leq d_0 + d_1 - 2} (a_{k_1 + k_2 + 2} - a_{k_1 + k_2 - d_1 + 2}) \leq \sum_{d_1 - 2 \leq k_1 + k_2} \frac{c_0}{2^{d_1 + k_2 - d_1 + 2}}
\]
is at most a constant times \(d_1\). Since \(a_w \leq 1\) for all \(w\),
\[
\sum_{-2 \leq k_1 + k_2 < d_1 - 2} a_{k_1 + k_2 + 2} \leq \frac{1}{2} d_1(d_1 + 1),
\]
and we can conclude that \(\frac{c_{d'} - c_d}{S_{g,n}}\) is at most a constant times \(d_1^2\).

It remains to bound \(\frac{S_{g,n}}{V_{g,n}}\), towards which we begin by noting that
\[
S_{g,n} = \sum_{R_0} \binom{n - 1}{k} V_{g_1,k+1} \cdot V_{g_2,n-1-k+1},
\]
where \(R_0\) denotes the lattice points \((g_1,k)\) in the rectangular region
\[
R := \{(g_1,k) : 0 \leq g_1 \leq g \text{ and } 0 \leq k \leq n - 1\}.
\]
The expression being summed is invariant under
\[
(g_1,k) \leftrightarrow (g - g_1, n - 1 - k),
\]
corresponding to point reflection \(\iota\) about the center \(\left(\frac{g}{2}, \frac{n-1}{2}\right)\) of \(R\). Thus,
\[
S_{g,n} \leq 2 \cdot \sum_{R_0'} \binom{n - 1}{k} V_{g_1,k+1} \cdot V_{g_2,n-1-k+1},
\]
where \(R_0'\) is any “half” of \(R_0\), i.e. any subset \(S \subset R_0\) for which \(S \cup \iota S = R_0\).

Applying \([1.0.1]\) and \([1.0.2]\), we get
\[
\frac{V_{g_1,k+1} \cdot V_{g_2,n-1-k+1}}{V_{g,n}} \leq C' \cdot \frac{(2g_1 - 3 + k + 1)! \cdot (2g_2 - 3 + n - k)!}{(2g - 3 + n)!}
\]
\[
= C' \cdot \frac{1}{(2g - 3 + n)(2g - 4 + n)} \cdot \left( \frac{2g - 5 + n}{2g_1 - 3 + k + 1} \right)^{-1}
\]
for some \(C' > 0\). (See Lemma \([B.2]\) for a similar estimate.) Thus,
\[
\frac{S_{g,n}}{V_{g,n}} \leq C'' \cdot \frac{1}{(2g - 3 + n)(2g - 4 + n)} \cdot 2 \cdot \sum_{R_0'} \binom{n - 1}{k} \left( \frac{2g - 5 + n}{2g_1 - 2 + k} \right)^{-1},
\]
for any half $R'_0$ of $R_0$. Let $s = 2g_1 - 2 + k$. We choose the half $R'_0$ consisting of all points of $R_0$ satisfying $s \leq 2 \cdot \frac{g}{2} - 2 + \frac{n+1}{2} = \frac{1}{2}(2g - 5 + n)$. Parametrizing $R'_0$ in $(s, k)$ coordinates, this amounts to all lattice points $(s, k)$ satisfying

- $s \in [0, \frac{1}{2} \cdot (2g - 5 + n)]$,
- $0 \leq k \leq n - 1$ and $k \leq s + 2$ (corresponding to $g_1 \geq 0$), i.e. $k \in [0, \min\{n - 1, s + 2\}]$.
- $k \equiv s \mod 2$.

It follows that

$$
\frac{S_{g,n}}{V_{g,n}} \leq \frac{2C'''}{(2g - 3 + n)(2g - 4 + n)} \sum_{s=0}^{\frac{1}{2}(2g-5+n) \min\{n-1,s+2\}} \sum_{k=0}^{n-1} \binom{n-1}{k} \left(\frac{2g - 5 + n}{s}\right)^{1},
$$

and hence Lemma [A.8] gives

$$
\frac{S_{g,n}}{V_{g,n}} \leq C''' \cdot \frac{1}{(2g - 3 + n)(2g - 4 + n)} \cdot n^2,
$$

concluding the proof. \(\square\)

**Corollary A.10** (Total $C$-term bound). Let $n = o(\sqrt{g})$. There is a constant $C''' > 0$ for which

$$
\frac{C_0 - C_d}{V_{g,n}} \leq C''' \cdot |d|^2 \cdot n^2
$$

**Proof of Theorem A.1**. Given Corollary A.3, it suffices to prove the upper bound. Note that

$$
1 - \frac{[\tau_{d_1} \cdots \tau_{d_n}]_{g,n}}{V_{g,n}} = \frac{A_0 - A_d}{V_{g,n}} + \frac{B_0 - B_d}{V_{g,n}} + \frac{C_0 - C_d}{V_{g,n}} \leq \frac{C' \cdot |d|}{2g - 3 + n} + \frac{C'' \cdot |d|^2}{2g - 3 + n} + \frac{C''' \cdot |d|^2 \cdot n^2}{(2g - 3 + n)^2}
$$

where the inequality follows from Corollaries A.5, A.7 and A.10. Keeping in mind that $n \geq 1$ and $n = o(\sqrt{g})$, the result follows. \(\square\)

### APPENDIX B. VOLUME BOUNDS

#### B.1. The sinh estimate and exponential upper bound.

The following is a version of [MP19 Proposition 3.1].

**Lemma B.1** (Mirzakhani-Petri). In general,

$$
\frac{V_{g,n}(2L_1, \ldots, 2L_n)}{V_{g,n}} \leq \prod_{i=1}^{n} \frac{\sinh(L_i)}{L_i} \leq \exp \left( \sum L_i \right).
$$

If we assume $n = g^{o(1)}$ and $\sum L_i \leq g^{o(1)}$ then

$$
\left(1 - g^{-1+o(1)}\right) \prod_{i=1}^{n} \frac{\sinh(L_i)}{L_i} \leq \frac{V_{g,n}(2L_1, \ldots, 2L_n)}{V_{g,n}}.
$$
Proof. The upper bound follows immediately from the inequality

$$\frac{[\tau_{d_1} \cdots \tau_{d_n}]}{V_{g,n}} \leq 1.$$ 

For the lower bound, note:

1. \(\prod_{i=1}^{n} \frac{\sinh(L_{i})}{L_{i}}\) is extremely close to \(\sum_{|d| \leq 3g - 3 + n} \frac{L_{1}^{2d_{1}} \cdots L_{n}^{2d_{n}}}{(2d_{1}+1)! \cdots (2d_{n}+1)!}\); the latter is a high truncation of the power series for the former because \(n = o(1)\).

2. By Theorem \(\ref{A.1}\), the difference \(\sum_{|d| \leq 3g - 3 + n} \frac{L_{1}^{2d_{1}} \cdots L_{n}^{2d_{n}}}{(2d_{1}+1)! \cdots (2d_{n}+1)!} - \frac{V_{g,n}(2L)}{V_{g,n}}\) is bounded above by

\[
\frac{Cn}{2g - 3 + n} \sum_{d} |d|^2 \frac{L_{1}^{2d_{1}} \cdots L_{n}^{2d_{n}}}{(2d_{1}+1)! \cdots (2d_{n}+1)!},
\]

where \(P(\ell_{k}) \prod_{\ell \neq k} \frac{\sinh(\ell_{i})}{\ell_{i}}\) if \(i = j = k\) and \(Q(\ell_{i}, \ell_{j}) \prod_{\ell \neq i,j} \frac{\sinh(\ell_{i})}{\ell_{i}}\) if \(i \neq j\),

\[
\text{B.1.1}
\]

The \(i,j\) summand in (B.1.1) splits as the product

\[
\text{B.1.2}
\]

where \(P(x) = \sum_{d \geq 0} d^2 \cdot \frac{x^{2d}}{(2d+1)!}\) and \(Q(x) = \sum_{d \geq 0} d \cdot \frac{x^{2d}}{(2d+1)!}\). The product in the first case of (B.1.2) is uniformly comparable to \(L_{i}^{2} \prod_{i=1}^{n} \frac{\sinh(L_{i})}{L_{i}}\), and the product in the second case of (B.1.2) is uniformly comparable to \(L_{i}L_{j} \cdot \prod_{i=1}^{n} \frac{\sinh(L_{i})}{L_{i}}\).

The lower bound follows. \(\square\)

B.2. Volumes of boundary strata. Our next results, combined, are a variant of \([\text{MP19}, \text{Lemma } 3.2]\), which in turn extends \([\text{Mir13}, \text{Lemma } 3.3]\).

Lemma B.2. There exists a constant \(C_1\) such that

$$\frac{1}{V_{g}} \prod_{i=1}^{q} V_{g, n_{i}} \leq \left( \frac{C_{1}}{g} \right)^{q+q'-2},$$

provided

1. \(q'\) is the number of \(i\) with \((g_{i}, n_{i}) \notin \{(0,3), (1,1)\}\),
2. \(q \geq 2\), \(g \geq 2\), \(k \leq g/4\), \(q + q' > 2\),
3. \(\sum_{i=1}^{q} n_{i} = 2k\),
4. \(\sum_{i=1}^{q} g_{i} = g + q - k - 1\), and
5. \(2g_{i} - 3 + n_{i} \geq 0\) and \(n_{i} \geq 1\) for all \(i = 1, \ldots, q\).
If, additionally, \( q = 2 \) and \( n_1 = n_2 = k \) and both \( 2g_i + k - 3 \geq b \), we have

\[
\frac{V_{g_1,k}V_{g_2,k}}{V_g} \leq C_1 \frac{b^b}{g^{b+1}}.
\]

**Proof.** Our assumptions imply

\[
(2g - 3) - \sum (2g_i - 3 + n_i) = q - 1.
\]

The asymptotic (1.0.1) implies that there is a \( D_0 > 0 \) such that for all \( g \geq 2 \),

\[
V_g \geq \frac{D_0}{\sqrt{g}} (2g - 3)! (4\pi^2)^{2g-3}.
\]

Thus (1.0.2) implies that

\[
\frac{1}{V_g} \prod V_{g_i,n_i} \leq \frac{(C_0/D_0) \cdot (C_0/4\pi^2)^{q-1}}{\prod \max\{1, \sqrt{g_i}\}} \cdot \frac{\prod (2g_i - 3 + n_i)!}{(2g - 3)!}.
\]

**Sublemma B.3.** Given our assumptions,

\[
\frac{\sqrt{g}}{\prod \max\{1, \sqrt{g_i}\}}
\]

is bounded above by a constant.

**Proof.** Since \( q \leq k + 1 \), we have that \( q \leq g/4 + 1 \). We also have that \( \sum g_i \geq g/2 \).

In general, if \( \sum_{i=1}^q x_i = x \) and all \( x_i \geq 1 \), then

\[
\prod x_i \geq x - (q - 1).
\]

The sublemma follows. \( \square \)

The first claim now follows from the inequality

\[
\prod_{i=1}^{q'} \ell_i! \leq (\ell - q' + 1)!
\]

for positive integers \( \ell_i \) that sum to \( \ell \).

To get the second claim, note that under the additional assumptions the arguments above imply an upper bound of a constant times

\[
\frac{1}{g} \left( \frac{2g - 4}{2g_1 + k - 3} \right)^{-1}.
\]

Thus the bound

\[
\left( \frac{\ell}{b} \right) \geq \frac{\ell^b}{b^b}
\]

gives the second claim. \( \square \)

The second part of the previous result implies [Mir13, Lemma 3.3], which we restate for convenience.
Corollary B.4 (Mirzakhani). For all non-negative integers $b$ there is a constant $C = C(b)$ such

$$
\sum \frac{V_{g_1,k}V_{g_2,k}}{V_g} \leq Cg^{-b-1},
$$

where the sum is over triples $(g_1, g_2, k)$ with both $2g_i + k - 3 \geq b$ that correspond to pinching a multi-curve with $k$ components whose complement has two components, of genus $g_1$ and $g_2$.

Proof. There are $O(g^2)$ terms, so summing just the terms with $2g_i + k - 3 \geq b + 2$ gives the desired bound when summing over all these terms, by the result above.

Given that $b$ is constant, the number of triples where one of the $2g_i + k - 3$ is $b + 1$ or $b$ is $O(1)$, so again we get the result summing over these. $\square$

For more complicated applications we also need the following.

Lemma B.5. The number of strata in the Deligne-Mumford compactification where $k$ curves have been pinched and $q$ components produced, $q'$ of which aren’t spheres with three marked points or tori with one marked point, is at most

$$
2^{k+q^2}g^{q'-1}.
$$

This bound is not sharp, but is sufficient for our purposes.

Proof. First pick how many of the $q - q'$ small components have genus 1 and how many have genus 0. There are at most $q$ possibilities. The remaining components each have genus at most $q - 1$, and the sum of the $g_i$ is known, so there are at most $g^{q'-1}$ many ways to pick the genera of the remaining components.

There are $q(q+1)/2$ ways to add a node, since one simply needs to pick the two components (possibly the same) the node will be on. Thus the number of ways to add the nodes is bounded by the number of $q(q+1)/2$-tuples of non-negative integers that add up to $k$, which is

$$
\binom{k + q(q+1)/2 - 1}{k} \leq 2^{k+q(q+1)/2-1}.
$$

Thus the number of strata is bounded by this quantity times $gg^{q'-1}$. $\square$

B.3. Separating curves. We now apply the results above, following [Mir13] and [MP19].

Corollary B.6. For any integer $a \geq 0$, the probability that a surface in $\mathcal{M}_g$ has a multi-geodesic of length at most $L$ whose complement has two components, each of area at least $2\pi a$ is

$$
O(e^{2Lg^{-a}}).
$$
For fixed $k$, the average number of such multi-geodesics with exactly $k$ components is

$$O(e^L L^{2k} g^{-a}).$$

The average number of such multi-geodesics bounding a subsurface of area exactly $2\pi a$ is

$$O(e^{L/2} (L^2 + L^p) g^{-a})$$

for some $p \geq 2$.

Proof. Denote the genera of the two components by $g_1$ and $g_2$. The area of a subsurface is $2\pi$ times its Euler characteristic, so area at least $2\pi a$ is equivalent to $2g_i + k - 2 \geq a$, where the subsurface has genus $g_i$ and $k$ boundary components.

The probability in question is bounded by

$$\frac{1}{V_g} \sum_{2g_1 + k - 2 \geq a} \int_{L_1 + \ldots + L_k \leq L} L_1 \cdots L_k V_{g_1,k}(L_1, \ldots, L_k) V_{g_2,k}(L_1, \ldots, L_k) \, dL_1 \cdots dL_k.$$

Using the exponential upper bound, this is at most

$$e^L \sum_{2g_1 + k - 2 \geq a} \frac{V_{g_1,k} V_{g_2,k}}{V_g} \int_{L_1 + \ldots + L_k \leq L} L_1 \cdots L_k \, dL_1 \cdots dL_k.$$

Using the value of this integral given in [Mir13, Proof of Lemma 4.9], this is equal to

$$e^L \sum_{2g_1 + k - 2 \geq a} \frac{V_{g_1,k} V_{g_2,k}}{V_g} \frac{L^{2k}}{(2k)!}.$$

Now, since $e^L$ is greater than any term in its Taylor series, this is bounded by

$$e^{2L} \sum_{2g_1 + k - 2 \geq a} \frac{V_{g_1,k} V_{g_2,k}}{V_g}.$$

So Corollary B.4 gives the first claim.

The other claims are similar: For example, when $2g_1 + k = a$ is fixed, we can assume $g_1$ and $k$ are fixed. In comparison to the first claim, now $V_{g_1,k}(L_1, \ldots, L_k)$ and $\frac{L^{2k}}{(2k)!}$ bounded by fixed polynomials in $L$. \(\square\)

APPENDIX C. LOCAL WEYL LAW

We start with the following local Weyl law.

 Proposition C.1. Fix $\mu_0 > 0$. For every closed hyperbolic surface $X$, the number of spectral parameters $r_n(X) = \sqrt{\frac{1}{4} - \lambda_n(X)}$ satisfying $|r_n(X)| \in [-1 + t, 1 + t]$ is bounded above by
\[(g - 1)(A|t| + B) + CN_X \log \left( \frac{\mu_0}{\text{sys}(X)} \right) + DE_X,\]

where

- \(N_X\) is the number of primitive closed geodesics of length at most \(\mu_0\),
- \(E_X\) is the number of exceptional parameters \(r_n(X) \in (0 \cdot i, 1/2 \cdot i]\),
- \(\text{sys}(X)\) is the systole of \(X\), and
- \(\log(x) = \max\{0, \log(x)\} + 1\).
- \(A, B, C, D\) are constants depending only on \(\mu_0\).

**Proof.** We prove this using the trace formula, which is recalled in Theorem 5.1 together with our notation and normalizations. Let \(f\) be an even, smooth real-valued function supported on \([-\mu_0, \mu_0]\) for which \(\hat{f}\) is non-negative and \(\hat{f}(r) > 0\) for \(r \in [-1, 1]\). Define

\[m = \min\{\hat{f}(r)/2 : r \in [-1, 1]\},\]

and \(f_t(x) = f(x) \cdot \cos(tx)\), so that

\[\hat{f_t}(r) = \frac{1}{2} (\hat{f}(r-t) + \hat{f}(r+t)).\]

Note

\[m \cdot \#\{r_n(X) \in [-1 + t, 1 + t]\} + \sum_{r_n = ib_n} \int_{\mathbb{R}} f(x) e^{ib_nx} \cos(tx) dx\]

\[\leq \sum_{n} \hat{f_t}(r_n(X))\]

\[= F_{f_t, \text{all}}(X) + (g - 1) \int_{-\infty}^{\infty} \hat{f_t}(r) r \tanh(\pi r) dr.\]

The function \(\frac{x}{\sinh(x/2)}\) is strictly positive and at most 2 for \(x \geq 0\). So for primitive geodesics \(\gamma\), the fact that \(f_t\) is supported on \([-\mu_0, \mu_0]\) implies

\[|F_{f_t} (\ell(\gamma))| \leq \|f_t\|_{\infty} \sum_{k \leq \frac{\mu_0}{\text{sys}(X)}} \frac{1}{k}\]

\[\leq \|f\|_{\infty} \log \left( \frac{\mu_0}{\text{sys}(X)} \right),\]

So the first summand \(F_{f_t, \text{all}}(X)\) above is bounded above by

\[C_0 N_X \log \left( \frac{\mu_0}{\text{sys}(X)} \right),\]

where \(C_0 = \|f\|_{\infty}\).

For the second summand, changing variables shows immediately that the integral is bounded above by \(A_0|t| + B_0\) for some absolute constants \(A_0, B_0\).
Note also that
\[
\sum_{r_n = i_0} f(x)e^{bnx} \cos(tx)dx \geq -D_0 E_X, \text{ where } D_0 = \int_{\mathbb{R}} |f(x)|e^{\frac{1}{4}x}dx.
\]

The result follows, taking \((A, B, C, D) = \frac{1}{n}(A_0, B_0, C_0, D_0)\).

\[\square\]

**Corollary C.2.** Fix a Schwartz function \(h\) and \(\mu_0 > 0\) sufficiently small. Then there is a constant \(C = C(h, \mu_0)\) such that for all \(g\) sufficiently large
\[
\sum_{r_n \text{ real}} |h(r_n)| \leq C g \log \left( \frac{1}{\text{sys}(X)} \right).
\]

**Proof.** Recall that \(E_X \leq 2g - 3\) by [OR09], and \(N_X \leq 3g - 3\) as long as \(\mu_0\) is sufficiently small. The result follows since
\[
\sum_{k=0}^{\infty} p(k) \sup_{[2k, 2k+2]} |h|
\]
is finite for any function \(p\) of polynomial growth. \[\square\]
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