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The gauge glass in dimensions three and four is studied using a variety of numerical methods in order to obtain accurate and reliable values for the critical parameters. Detailed comparisons are made of the sensitivity of the different techniques to corrections to finite-size scaling, which are generally the major source of systematic error in such measurements. For completeness we also present results in two dimensions. The variation of the critical exponents with space dimension is compared to results in Ising spin glasses.
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I. INTRODUCTION

Spin glasses have long been recognized to be the canonical examples of complex systems and so are of fundamental interest for statistical physics and in particular the statistical physics of phase transitions. The critical behavior at standard continuous transitions in systems without disorder is now understood very precisely and in impressive detail thanks to the renormalization group (RG) approach. An important step forward towards the comprehension of the vast family of glassy transitions would be to arrive at a similar degree of understanding concerning the critical behavior at the spin-glass transition. Unfortunately this task has proven to be extremely difficult. First of all, below the upper critical dimension \(d = 6\), the renormalization group theory that works so well for standard transitions has been found to present formidable technical difficulties and is of little guidance in lower dimensions. Second, on the purely practical side, numerical work is laborious and has tended to lead to imprecise values of ordering temperatures and critical exponents. Randomly disordered samples are microscopically inequivalent to each other and to obtain data that are truly representative of the global average, measurements must be made over large numbers of disorder realizations. Time scales are long and obtaining thermal equilibrium in large system sizes is hard. Finite-size scaling methods are invariably used to estimate exponents but are carried out on a restricted range of sizes as the need for extensive computer time escalates when the system sizes increase. Because measurements are thus intrinsically restricted to small or moderate system sizes, it is essential to take into account possible artifacts due to corrections to finite-size scaling. Little is known about the magnitude of these corrections \textit{a priori} and nevertheless the data must be analyzed in such a way that existing corrections are identified and allowed for.

Among spin glasses the Ising (ISG) systems have been by far the most studied numerically for obvious practical reasons. Here we report results using a variety of numerical techniques on the gauge glass (GG) in space dimensions \(d = 3\) and \(4\). This system is of interest in its own right because vector spin systems are generally much closer to experimental realizations of spin-glass ordering than are ISGs. Most laboratory spin glasses are made up of Heisenberg spins with \(O(3)\)-symmetry and it has been suggested that chiral ordering plays an important role in spin freezing. Vortex glasses in type II superconductors can be modeled by \(XY\) vector spins \(O(2)\) symmetry, and GGs have already been studied extensively in this context. GGs are vector spin glasses which, due to symmetry arguments, do not show chiral ordering.

This work has two main aims. The first is to take this particular family of spin glasses as a case study in order to demonstrate that there exists a whole toolbox of numerical techniques available to identify spin-glass ordering transitions and to attempt to estimate as reliably and precisely as possible the related critical exponents and the associated corrections to scaling. Each of these techniques can have its advantages and disadvantages, and we evaluate the reliability of the different methods. Second, having values for the GG exponents in hand which are as precise as possible, it is of interest to follow the evolution of their values as a function of space dimension in this particular family and to compare with values obtained in other families of spin glasses.

We have checked for and analyzed corrections to finite-size scaling in the observables measured; the relative influence of these corrections varies considerably from one observable to another. This can explain inconsistencies between the estimates of critical temperatures and critical exponents in various spin glasses which have been reported. We conclude that the “current” defined later (related to the domain-wall stiffness at low temperatures) is little affected by corrections to finite-size scaling and thus provides reliable estimates of the ordering temperature \(T_c\). Measurements using the spin-glass susceptibility \(\chi(L,T)\), alone or together with nonequilibrium measurements, are also accurate and reliable. On the other hand in the systems with finite-temperature transitions we have studied the intersection of the correlation length divided by system size, \(\xi_L(T)/L\), and find that the method is very sensitive to corrections to finite-size scaling even for sizes where these corrections have be-
come negligible for other observables. This method on its own would give imprecise or misleading estimates for the ordering temperature of the GG. Nevertheless it can relatively well pinpoint if $T_c > 0$, or not, in general.

In Sec. II we introduce the model studied. In Sec. III we discuss the equilibration test used in the (parallel tempering) Monte Carlo method and describe the equilibrium observables measured. Off-equilibrium Monte Carlo methods and observables are discussed in Sec. IV followed by results in $d = 4$ in Sec. V and $d = 3$ in Sec. VI. Some results for $d = 2$ are presented in Sec. VII. We conclude with a summary and a comparison of the techniques used to determine the critical parameters in Sec. VIII and with a discussion about the dimensional dependence of the critical exponents in Sec. X. Concluding remarks are presented in Sec. XI.

II. MODEL

The gauge glass is a canonical vector spin glass (see, for instance, Ref. 6) where $XY$ spins on a [hyper]cubic lattice of size $L$ interact through the Hamiltonian

$$H = -J \sum_{\langle i,j \rangle} \cos(\phi_i - \phi_j - A_{ij}),$$

the sum ranging over nearest neighbors. The angles $\phi_i$ represent the orientations of the $XY$ spins and the $A_{ij}$ are quenched random variables uniformly distributed between $[0, 2\pi]$ with the constraint that $A_{ij} = -A_{ji}$. $J$ is conventionally set equal to 1. Periodic boundary conditions are applied.

III. EQUILIBRIUM OBSERVABLES

Equilibrium measurements are carried out with samples fully thermalized using the exchange Monte Carlo (parallel tempering) technique. We ensure equilibration by checking that different observables do not change with the amount of Monte Carlo steps and measure by doubling the number of Monte Carlo steps. Once the last three measurements agree within error bars we are satisfied with the equilibration.

For $XY$ spin systems there is a choice to be made in the allowed single-spin acceptance angle for individual updating steps. To optimize the updating procedure, the limiting angle is often chosen to be less than $2\pi$ for an $XY$ spin and linearly dependent on temperature. The numerical prefactor for the temperature-dependent window is chosen so that the acceptance ratios for the local Monte Carlo updates is $\sim 0.4$. As far as the final equilibrium parameters are concerned, this choice plays no role. However, for the nonequilibrium simulations to be introduced later on it is important to use the full $2\pi$ acceptance angle.

In Table I we show $N_{\text{samp}}$ (number of samples), $N_{\text{sweep}}$ (total number of sweeps performed by each set of spins), and $N_T$ (number of temperature values), used in the simulations in four dimensions. The lowest temperature used is 0.13, the highest 1.345. The different quantities are explained in the caption of Table I.

| $L$ | $N_{\text{samp}}$ | $N_{\text{samp}}(\xi_L)$ | $N_{\text{sweep}}$ | $N_T$ |
|-----|-------------------|--------------------------|-------------------|------|
| 3   | 5000              | 1660                     | $2.0 \times 10^4$ | 17   |
| 4   | 5000              | 1250                     | $8.0 \times 10^4$ | 17   |
| 5   | 5000              | 1000                     | $4.0 \times 10^5$ | 17   |
| 6   | 10000             | 2660                     | $6.0 \times 10^4$ | 53   |
| 7   | 10000             | 2000                     | $2.0 \times 10^4$ | 53   |
| 8   | 10000             | 1600                     | $6.0 \times 10^4$ | 53   |
| 9   | 10000             | 1330                     | $2.0 \times 10^5$ | 53   |
| 10  | 2000              | 1000                     | $1.2 \times 10^6$ | 53   |

TABLE II: Parameters of the equilibrium simulations in three dimensions. The lowest temperature simulated is 0.05, the highest 0.947. The different quantities are explained in the caption of Table II.

| $L$ | $N_{\text{samp}}$ | $N_{\text{samp}}(\xi_L)$ | $N_{\text{sweep}}$ | $N_T$ |
|-----|-------------------|--------------------------|-------------------|------|
| 3   | 10000             | 2660                     | $6.0 \times 10^4$ | 53   |
| 4   | 10000             | 2000                     | $2.0 \times 10^4$ | 53   |
| 5   | 10000             | 1600                     | $6.0 \times 10^4$ | 53   |
| 6   | 5000              | 1330                     | $2.0 \times 10^5$ | 53   |
| 8   | 2000              | 1000                     | $1.2 \times 10^6$ | 53   |

TABLE III: Parameters of the equilibrium simulations in two dimensions. The lowest temperature used is 0.13, the highest 1.058. For $L = 24$ the lowest temperature studied is 0.20. The different quantities are explained in the caption of Table III.

| $L$ | $N_{\text{samp}}$ | $N_{\text{samp}}(\xi_L)$ | $N_{\text{sweep}}$ | $N_T$ |
|-----|-------------------|--------------------------|-------------------|------|
| 4   | 10400             | 4000                     | $8.0 \times 10^4$ | 30   |
| 6   | 10150             | 2660                     | $8.0 \times 10^4$ | 30   |
| 8   | 8495              | 2000                     | $2.0 \times 10^5$ | 30   |
| 12  | 6890              | 1330                     | $8.0 \times 10^5$ | 30   |
| 16  | 2500              | 1000                     | $2.0 \times 10^5$ | 30   |
| 24  | 2166              | 2000                     | $2.0 \times 10^5$ | 24   |
Here, $\alpha$ and $\beta$ are two replicas of the system with the same disorder and $\langle \cdots \rangle_{\text{av}}$ represents a disorder average, whereas $\langle \cdots \rangle$ represents a thermal average; $N$ is the number of spins in the system. The standard finite-size scaling form for the equilibrium spin-glass susceptibility is

$$\chi(L) = L^{2-\eta}C[L^{1/\nu}(T-T_c)].$$

The function $C$ tends to a constant at the critical temperature so that at $T_c$

$$\chi(L) \propto L^{2-\eta},$$

where $\eta$ and $\nu$ are the usual critical exponents. Following the RG approach, the spin-glass susceptibility, like the other observables, will be modified at small $L$ by a correction to scaling factor $\sim [1 + A(L)^{-2(\eta-1)}]$, where $A$ is the correction exponent arising from the leading irrelevant operator in the RG and $L$ is a constant. However, in general there are also “lattice artifact” correction terms giving at $T_c$

$$\chi(L) \propto L^{2-\eta} + B + \cdots,$$

where $B$ has no relation to the RG correction. This leads to an effective leading correction factor $[1 + A(L)^{-2(\eta-1)}]$. If $\omega > (2-\eta)$ corrections will be dominated by the leading “analytic” term with an effective correction exponent $(2-\eta)\frac{\nu}{\nu + \eta}$.

Spin-glass susceptibility measurements can be used directly to estimate $T_c$. As $\chi(L)$ in absence of corrections to scaling increases as $L^{2-\eta}$ at the ordering temperature, a log-log plot of $\chi(L)$ against $L$ is linear at $T_c$. At higher temperatures the plot will curve downward and at lower temperatures it will curve upward. The crossover from negative to positive curvature at large $L$ should give a precise measure of $T_c$. Alternatively one can plot $\ln[\chi(nL)/\chi(L)]$ as functions of $T$ for different $L$, and, for instance, $n = 2$. The curves will intersect at $T_c$. Direct scaling of $\chi(L, T)$ according to Eq. (11) on the contrary provides a very poor indication for $T_c$. In the presence of corrections there will be an additional curvature at small $L$ which should be essentially temperature independent near $T_c$. If data on a reasonably wide range of $L$ are available it is possible to identify the leading correction term and to estimate $T_c$ using data at $L$ values large enough for the correction term to be negligible.

The Binder ratio of the GG is defined by

$$g(T) = 2 - \frac{\langle q^4 \rangle_{\text{av}}}{\langle q^2 \rangle_{\text{av}}^2}.$$ \hspace{1cm} (7)

Finite-size scaling predicts

$$g(T, L) = G[L^{1/\nu}(T-T_c)].$$ \hspace{1cm} (8)

This dimensionless observable should be independent of $L$ at $T_c$, except for corrections to scaling. The Binder ratio is a bona fide “work horse” widely used to obtain an estimate of the critical temperature of statistical systems.

It has frequently been used in ISG studies to estimate ordering temperatures. However, even in ISGs the Binder crossing point method is not efficient for determining $T_c$ precisely, at least in dimension three, because the $g(T, L)$ curves tend to lie very close to each other so the estimate of the crossing point is very sensitive to corrections to scaling. In the particular case of the GG, the method is inoperable because the Binder curves do not intersect, at least for the range of sizes that have been studied here.

For vector systems it is possible to measure a domain-wall-stiffness-like parameter, the “current” $\eta$, which is the rate of change of the free energy with respect to a twist angle at the boundaries. For the gauge glass:

$$I(L) = \frac{1}{L} \sum_{i=1}^{N} \sin(\phi_i - \phi_i + \hat{x} - A_i \hat{x}).$$ \hspace{1cm} (9)

In this case, the twist is applied along the $\hat{x}$ direction. As $[(I(L))]_{\text{av}} = 0$, we actually calculate the root-mean-square current $I_{\text{rms}}$ between two replicas:

$$I_{\text{rms}} = \sqrt{\langle [I(L)]^2 \rangle_{\text{av}}}.$$ \hspace{1cm} (10)

The root-mean-square currents for different $L$ cross at $T_c$ and splay out at lower temperatures. They have a finite-size scaling form for a finite-temperature transition:

$$I = \hat{I}[L^{1/\nu}(T-T_c)].$$ \hspace{1cm} (11)

The intersection of the $I_{\text{rms}}(L)$ curves gives a clear indication of the value of $T_c$. Corrections to finite-size scaling must be allowed for, but in practice these are weak. The main drawback of this method is the fact that in current measurements intrinsic sample-to-sample fluctuations are very strong so that data must be taken on a large number of independent disorder realizations in thermal equilibrium.

A further important observable is the two-point correlation length. In an infinite sample the correlation function

$$G(r_{ij}) = [(S_i \cdot S_j)^2]_{\text{av}}$$ \hspace{1cm} (12)

is of the form

$$G(r_{ij}) \propto r_{ij}^{-\eta} e^{-r_{ij}/\xi(T)},$$ \hspace{1cm} (13)

where $i$ and $j$ represent the position of the magnetic moments. $\xi(T)$ is the correlation length, which diverges as $(T - T_c)^{-\nu}$. In some systems $G(r)$ has been directly recorded: when $T_c$ is known, the measurement of $G(r)$ at $T_c$ on reasonably large samples provides a very direct measurement of $\eta$. (Measurements have also been made as a function of anneal time for temperatures lower than $T_c$ in the Edwards Anderson ISG.) Under periodic boundary conditions there must clearly be a cutoff for $G(r)$ at $r_{ij} = L/2$, and even before this cutoff the behavior is modified as $G(r_{ij})$ must become $r$-independent at
the cell boundary so as to be compatible with the periodic boundary conditions. A size-dependent correlation length \( \xi_L \) can be defined through \(^{20,21,22,23}\)

\[
\xi_L = \frac{1}{2 \sin(\frac{k_{\min}}{2})} \left[ \frac{\tilde{G}(0)}{G(k_{\min})} - 1 \right]^{1/2}, \tag{14}
\]

where \( \tilde{G}(0) \) and \( G(k_{\min}) \) are Fourier transforms of the spatial correlation function \( G(r) \), and \( k_{\min} = (2\pi/L,0,0) \) is the smallest nonzero wave vector. This second-moment correlation length is in fact an observable having the dimension of length, which becomes equal to the correlation length in the limit \( L \gg \xi \). It is referred to as the “size-dependent correlation length” even in the limit of \( T = T_c \) and below, where the infinite-size correlation length \( \xi \) has diverged. The ratio \( \xi_L/L \) at \( T_c \) should be \( L \)-independent\(^{11,20,21,25}\) as the form of the whole function \( G(r) \) scales appropriately with \( L \). Curves for the ratio of the finite-size correlation length to sample length \( \xi_L(T)/L \) for different \( L \) cross at \( T_c \) and then splay out at lower \( T \).\(^{11,20,21,25}\) i.e.,

\[
\xi_L/L = \tilde{X} [L^{1/\nu}(T - T_c)]. \tag{15}
\]

This makes this observable very attractive for estimating \( T_c \). Unfortunately at small and moderate \( L \), the ratio \( \xi_L/L \) can be very susceptible to corrections to scaling. In addition, the definition of \( \xi_L \) through Eq. 14 is a convention and other definitions having the same limiting form at infinite \( L \) are equally plausible.\(^{22}\) At small and moderate \( L \) there are correction terms \( \sim L^{-2} \) from the subleading term in the sine factor in the conventional definition. There may be a “lattice artifact” correction term\(^{22}\) of order \( 1/L \), in addition to the “true” correction term in \( L^{-2} \) arising from the leading irrelevant operator. Physically, \( \tilde{G}(0) \) is the sum over the spins within a box \( \sim L^d \) correlated to a central spin and so is equal to the equilibrium \( \chi(L) \). \( \tilde{G}(2\pi/L) \) contains a positive term from spins close to the central spin together with a term from some of the spins further from the central spin which is negative because of the cosine factor. A slight change in the form of the function \( G(r) \) will change the effect on the \( L \)-dependence of \( \tilde{G}(0) \) while it can modify the Fourier transform \( \tilde{G}(2\pi/L) \) much more drastically. Hence one can expect that at low and moderate \( L \), \( \xi_L/L \) will be much more sensitive to corrections to finite-size scaling than \( \chi(L) \) will. Even for the canonical ferromagnetic Ising model in two dimensions, the corrections in \( \xi_L/L \) (or to the variant second moment correlation length \( \xi'_L/L \) with a slightly different definition\(^{22}\)) at criticality are strong for \( L \leq 20 \), with different correction terms contributing.\(^{22}\) As a consequence, correlation-length data should as a general rule be treated with caution unless detailed results exist over a wide range of \( L \) from which the various correction contributions can be evaluated.

Taken over the entire temperature range, ratios such as \( \xi_L(T)/\xi_L(T_0) \) or \( \chi(2L,T)/\chi(L,T) \) should be universal scaling functions of \( \xi_L(T)/L \).\(^{22}\) If there are corrections to scaling, scaling curves for different \( L \) will not be identical; this provides an operational method for checking for corrections to scaling in \( \xi_L/L \) not only at or near \( T_c \), but over the whole range of temperatures.

Finally, we also record the equilibrium energy per spin. As is well known, the energy of glassy systems varies smoothly through the ordering temperature, but the size dependence of the energy has a behavior linked to the ordering temperature. This is discussed elsewhere.\(^{26}\)

### IV. OUT OF EQUILIBRIUM METHODS

Complementary out-of-equilibrium measurements are also carried out. Large samples of size \( L \) are initialized in a disordered (infinite temperature) state; they are then held at a bath temperature \( T \) for an anneal time \( t_w \). The spin-glass susceptibility \( \chi(t, t_w) \) is monitored as a function of \( t \). At \( T_c \) dynamic scaling rules hold; the spin-glass susceptibility increases proportional to \( t^{(2 - \eta/\nu)} \), as clusters of correlated spins build up over time.\(^{27}\) This equation is not valid at very short time scales as \( \chi \) is identically equal to 1 for a sample of any size and dimension in the totally disordered state, so the scaling equation will only set in after a crossover from this initial zero-time value. Even after this crossover, there can be corrections to scaling in the nonequilibrium susceptibility data, when only small clusters have been built up. Here the corrections appear as corrections to finite-time scaling but are physically equivalent to corrections to finite-size scaling. Including the correction term,

\[
\chi(t) = A t^{(2 - \eta/\nu)} (1 + B t^{-w/z} + \cdots), \tag{16}
\]

where \( w \) is a dynamic correction to scaling exponent analogous to \( \omega.\(^{26}\) In principle \( w \) and \( \omega \) have no fundamental reason to be exactly equal but can be expected to be similar. Finally, if the measurement is continued long enough, the long-time susceptibility will cross over to a saturation value which is just the equilibrium susceptibility \( \chi(L, T) \) for the measurement temperature \( T \) and the sample size \( L \) used.

It is clear from a comparison of the equations for the equilibrium susceptibility and the dynamic susceptibility at \( T_c \) that for all intermediate times between the very short time limit and the \( L \)-dependent long-time limit, the measurement after a time \( t_w \) on a large sample should be equivalent to the measurement at equilibrium on a sample of size

\[
L^* = A t^{1/z}, \tag{17}
\]

with \( A \) a constant and \( z \) the dynamic scaling exponent. \( \chi(L) \) and \( \chi(L^*) \) can be displayed on the same graph; with a judicious choice of parameters \( A(T) \) and \( z(T) \) the set of \( \chi(L^*) \) scale onto the set of equilibrium data \( \chi(L) \). This provides us with a direct method for estimating \( z(T) \). Alternative techniques which have been used for estimating the value of \( z(T) \) independently of the other exponents.
are the monitoring of the time variation of the Binder parameter for different sample sizes, or the scaling of the time-dependent spin-glass susceptibility \( \chi(L, t) \) for different sizes \( L \). The present method is more convenient than the Binder parameter measurements as the latter are intrinsically noisy.

We have carried out dynamical measurements over a range of temperatures and not just at the putative ordering temperature. If we assume that there is an effective dynamic scaling exponent \( z(T) \) at each temperature \( T \) and not only at \( T_c \), then at each \( T \) we should be able to translate \( \chi(t) \) data into \( \chi(L^*) \) data by a suitable choice of \( A(T) \) and \( z(T) \). If dynamic scaling continues to hold at other \( T \), then once again it should be possible to make the \( \chi(L^*) \) data scale onto the \( \chi(L) \) data. The assumption of an effective \( z(T) \) has been made before in a different context, but applied only at temperatures below \( T_c \) (see, for instance. Refs. 12 and 21).

Finally, after a long anneal time \( t_w \) the ultimate configuration \( \{ S_i(t_w) \} \) is registered. The updating procedure is then pursued for a further time \( t \) considerably less than \( t_w \) and the autocorrelation function decay

\[
q(t, t_w) = \frac{1}{N} \sum_{i=1}^{N} \langle S_i(t_w + t) \cdot S_i(t_w) \rangle \quad (18)
\]

is monitored starting from what can now be considered a quasi-equilibrium configuration. In Eq. (18), \( S_i \) represents the vector spins in the plane. In the context of Ising spin glasses it has been shown that the initial decay behavior of \( q(t, t_w) \) is not dependent on the sample having achieved perfect thermal equilibrium; as long as the time scale over which \( q(t, t_w) \) is monitored is much shorter than the annealing time \( t_w \), then the form of \( q(t, t_w) \) is characteristic of the infinite-size limit initial relaxation in equilibrium. Again at \( T_c \), for a large sample in equilibrium, the autocorrelation function \( q(t, t_w) \) decays algebraically as \( q(t, t_w) \sim t^{-x} \) with \( x = (d - 2 + \eta)/2z \) \((T = T_c)\).

Measurements in Ising spin glasses have shown that at all temperatures below \( T_c \) the \( q(t, t_w) \) data can be accurately fitted by this power-law form of decay with a temperature-dependent effective exponent \( x(T) \). For temperatures higher than \( T_c \), the decay of \( q(t, t_w) \) has the same initial power-law form which is now multiplied by a further factor \( Q[t/\tau(T)] \), where \( Q \) is a scaling function and \( \tau(T) \) is a relaxation time diverging as \( (T - T_c)^{-\nu} \) when \( T_c \) is approached from above. In ISG measurements \( q(t, t_w) \) shows very little short-time corrections to scaling; at \( T = T_c \) and below, \( q(t, t_w) \) for large well-annealed samples follows a strict power-law decay beyond very few Monte Carlo steps after “zero” time.

Nonequilibrium measurements can be used in combination with the equilibrium susceptibility measurements to obtain an estimate of \( T_c \) from consistency arguments. The effective dynamical exponent \( z(T) \) is measured from the comparison of equilibrium and nonequilibrium susceptibility measurements. The effective exponent \( \eta(T) \) is measured from the size-dependent equilibrium susceptibility measurements through \( \chi(L, T)/L^2 = L^{-\eta(T)} \). Then, at \( T_c \), the relaxation decay exponent \( x \) must be equal to \((d - 2 + \eta)/2z \). The consistency between the directly measured \( x(T) \) and the other exponents gives an efficient criterion for determining \( T_c \). This technique has a number of advantages. \( x(T) \) and \( z(T) \) can be measured on almost arbitrarily large samples and so can be rendered free of corrections to scaling. In addition, they can be measured without the need to achieve complete thermal equilibrium. The most laborious measurement is the size-dependence of \( \chi(T) \) in equilibrium; however, \( \chi(L, T) \) measurements are generally only subject to weak corrections to finite-size scaling so a limited range of \( L \) can be adequate.

The parameters of the off-equilibrium simulations using simple Monte Carlo updates are listed in Table IV.

### TABLE IV: Parameters of the off-equilibrium simulations as a function of space dimension \( d \). \( L \) is the size of the system used, \( t \) the equilibration time, and \( t_w \) the “waiting time” to calculate \( q(t, t_w) \), Eq. (18). \( N_{\text{samp}} \) is the number of samples used for the disorder average.

| \( d \) | \( L \) | \( N_{\text{samp}} \) | \( t \) | \( t_w \) |
|---|---|---|---|---|
| 2 | 64 | 500 | \( 1.638 \times 10^4 \) | \( 4.069 \times 10^3 \) |
| 3 | 16 | 200 | \( 8.192 \times 10^3 \) | \( 8.192 \times 10^3 \) |
| 4 | 10 | 200 | \( 1.310 \times 10^5 \) | \( 4.096 \times 10^3 \) |

V. FOUR DIMENSIONS

In this section we compare different observables as well as critical exponents and transition temperatures derived from finite-size scaling arguments for the four-dimensional gauge glass.

### A. Root-mean-square current

Current measurements are made for sizes \( L = 3 - 5 \). The details of the simulation are shown in Table II. The intersection of the \( I_{\text{rms}} \) curves shown in Fig. II gives an estimate \( T_c = 0.890 \pm 0.015 \). This is significantly lower than the value of 0.96 ± 0.01 reported by Reger and Young, although their data are almost compatible with the present intersection point within the statistical error bars. Corrections to finite-size scaling appear to be minimal for these measurements. However, current measurements are intrinsically noisy with strong sample-to-sample variations at equilibrium, so it is imperative to average over large numbers of samples. In Fig. II we show a scaling plot of the data in Fig. II according to Eq. (II). The data scale well for the (modest) range of sizes and...
FIG. 1: (Color online) Data for the root-mean-square current $I_{\text{rms}}$ in four dimensions. The data show a crossing at $T_c \approx 0.89$.

FIG. 2: (Color online) Scaling of the root-mean-square current $I_{\text{rms}}$ in four dimensions according to Eq. (11). The data scale well for the range of sizes shown and we estimate $1/\nu \approx 1.42$ with $T_c \approx 0.89$.

FIG. 3: (Color online) Data for $\ln(\chi/L^2)$ vs $\ln(L)$ for different temperatures in four dimensions. At $T_c$ one expects $\chi \sim L^{2-\eta}$. The data show a change in curvature while scanning through $T_c \approx 0.89$.

B. Equilibrium susceptibility

The susceptibility data at equilibrium are obtained from the same data set in Sec. [V A] and shown in Fig. 3. The data are plotted in the form of curves for $\ln(\chi(L)/L^2)$ against $\ln L$ at different temperatures. As discussed above, if corrections to scaling are negligible, this form of plot gives a straight line of slope $-\eta$ at $T_c$, together with curves which bend downward for $T > T_c$ and upward for $T < T_c$. For the four-dimensional GG, corrections are very weak because even including values for $L = 2$ the log-log plot of the data at the temperature closest to $T_c$ as estimated above follows the straight line behavior very closely.

In order to obtain an independent estimate for $T_c$, we have plotted the $\chi^2$-deviation from a straight line fit to the data over a range of temperatures around $T = 0.89$, together with the curvature for three-parameter fits, Figs. [6 and 7]. The results indicate straight-line behavior for $T = 0.895 \pm 0.015$ which is an independent measurement of $T_c$. In Fig. 7 we also show the effective slope $-\eta(T)$ from the three-parameter fit. The slope of the straight line at $T_c$ gives an estimate of the critical exponent $\eta = -0.74 \pm 0.03$. As far as we are aware of, this is the first published estimate for this parameter for the GG in four dimensions.

With values for $T_c$ and $\eta$ in hand, the whole $\chi(L, T)$ data set can be plotted in a standard manner: $\chi(L, T)/L^{2-\eta}$ as a function of $L^{1/\nu}(T - T_c)$, adjusting $\nu$ to obtain optimal scaling. The results lead to $1/\nu = 1.42 \pm 0.03$, as shown in Fig. 6 and are in agreement with an estimate from the scaling of the currents we estimate $1/\nu = 1.42 \pm 0.03$ together with the above-mentioned estimate of $T_c$. The previously quoted error is estimated by varying the scaling parameters until the data do not collapse well. This method is also used in all subsequent estimates of error bars of scaling exponents and critical temperatures derived from scaling plots.
The data for the ratio $\xi_L(T)/L$ for different sizes are shown in Fig. 4. Although the data appear to cleanly intersect at one point, it can be seen that the intersection temperatures for these sizes are around $T \approx 1.0$, and are only approaching the true ordering temperature, $T_c = 0.89$, very slowly with increasing $L$. The comparison with the behavior observed for $\chi(L)$ or the current is striking. For each of these two parameters the critical behavior at $T_c$ is virtually correction-free, while for the same range of small values of $L$, the $\xi_L/L$ intersections give a very poor indication of the true ordering temperature. There are clearly strong corrections to scaling at small $L$ which appear to be intrinsic to this form of measurement.

D. Nonequilibrium susceptibility

Large samples ($L = 10$ in four dimensions) are initialized in random (infinite temperature) configurations. They are then put in contact with a heat bath at a temperature $T$, and the spin-glass susceptibility is recorded as a function of annealing time. At $T_c$ the spin-glass susceptibility will increase as $t^{(2-\eta)/z}$ until the susceptibility arrives at the equilibrium value for that size $L$. We present the data in terms of the scaled time-dependent effective length $L^* = At^{1/z}$ at each temperature. When $A$ and $z$ are suitably chosen, the equilibrium suscepti-
FIG. 7: (Color online) Correlation length $\xi / L$ divided by $L$ for different system sizes in four dimensions. The data cross at $T \approx 1.0$ indicating that there are strong corrections to scaling. The inset shows a zoom of the data in the main panel focusing on the crossing point around $T \approx 1$.

bility $\chi(L)$ and the nonequilibrium susceptibility $\chi(L^*)$ before saturation scale well together. An example for a temperature close to $T_c$, $T = 0.894$, is shown in Fig. 8. From the data, the dynamical scaling exponent $z(T)$ can be determined accurately, see Fig. 9. The behavior of the effective dynamical exponent $z(T)$ shows no apparent special behavior at the critical temperature. Effective temperature-dependent values $z(T)$ have been reported in ISGs for $T < T_c$ (see, for instance, Ref. 30). We can conclude from the present data for the GG that $z(T)$ is a well-defined parameter for a whole range of temperatures including $T > T_c$. At $T = T_c$ we estimate $z = 4.50 \pm 0.05$.

E. Autocorrelation function decay

In the GG we have found unexpectedly that $q(t)$ only assumes a pure power-law behavior after a relatively long time, of the order of 100 Monte Carlo steps, hereafter referred to as MCS, (as compared with $\sim 5$ MCS in ISGs), see Fig. 10. For earlier times the decay is affected by short-time corrections. In practice this means that the measurements of $x(T)$ as defined above are less precise than in ISGs as they are limited at short times by the correction term and at long times by the condition that the maximum $t_w$ should be much less than $t$.

We compare, for a set of temperatures around $T_c$, the value of $\eta(T)$ directly obtained from the equilibrium susceptibility measurements with a value calculated indirectly from the $x(T)$ and $z(T)$ data, $\eta^*(T) = (d - 2) - 2z(T)x(T)$. We expect $\eta(T) = \eta^*(T)$ at $T = T_c$. This can be seen in Fig. 5 where the vertical dashed

FIG. 8: (Color online) Spin-glass susceptibility from equilibrium measurements $\chi(L)$ at $T = 0.894$ in four dimensions. $\chi(L^*)$ is the susceptibility determined from the off-equilibrium simulations with $L^* = At^{1/z}$, $A = 1.22$, and $z \approx 4.5$. By suitably choosing $L^*$ the data for $\chi(L)$ and $\chi(L^*)$ fall on a straight line. This allows us to determine the dynamical critical effective exponent $z(T)$ as a function of temperature. When $L^*(t)$ approaches the sample size (here $L = 10$), $\chi(L^*)$ necessarily saturates. The dashed line is a guide to the eye.

FIG. 9: (Color online) Dynamical critical exponent $z$ as a function of $1/T$ in four dimensions as determined from the procedure described in the text and in the caption of Fig. 8. The data are consistent with $z(T = T_c) = 4.50 \pm 0.05$. Note that the error is estimated “by eye”: the data are varied until the two expressions for the susceptibility differ noticeably thus allowing us to give an upper bound for the error bars. The dashed line is a guide to the eye.
line marks our estimate of $T_c$. The two curves cross at $T = 0.90 \pm 0.01$, $\eta = -0.74 \pm 0.02$, which again defines the ordering temperature and the critical exponent $\eta$. As for this particular system $T_c$ is already reliably established from the previously mentioned methods, the comparison provides a critical benchmark test for the nonequilibrium technique. The good agreement with the standard methods, such as susceptibility scaling and the crossing of root-mean-square currents in this case shows that this method is reliable, implying that it can be used for other systems.

VI. THREE DIMENSIONS

A number of estimates have already been given of the ordering temperature and critical exponents of the GG in dimension three. In this section we present estimates for the critical temperature and exponents as derived from our simulations. In comparison to the four-dimensional data presented in Sec. V we find strong corrections to scaling in three dimensions. In what follows the different results for different observables are presented.

A. Root-mean-square current

Olson and Young estimated that $T_c = 0.47 \pm 0.03$ from the intersection of the root-mean-square current induced by an infinitesimal twist along the boundaries. The present current data are shown in Fig. 11. Our results agree with the data of Ref. 6 within error bars. A consistent intersection point for all the data taken together occurs at $T = 0.46 \pm 0.01$, with only the data for $L = 3$ lying slightly below the region of intersection. We conclude that this temperature indeed represents the correct ordering temperature for the system, corrections to finite-size scaling being small for $L \geq 4$. The precision is limited mainly by the statistical error bars, as the curves for different sizes lie rather close together. A scaling plot of the root-mean-square current according to Eq. (11) is shown in Fig. 12 for $1/\nu = 0.72$ and $T_c = 0.46$.

B. Equilibrium susceptibility

A log-log plot of the equilibrium susceptibility divided by $L^2$ as function of $L$ for different temperatures is shown in Fig. 13. In absence of corrections to scaling this plot should be straight at $T_c$. We see that for $T > 0.46$ the data curve down, indicative that we are above the critical temperature. For $T < 0.46$ the data show a slight upward curvature in agreement with $T < T_c$. Using Eq. (5) at $T = T_c$ we obtain $\eta = -0.47 \pm 0.02$ and a correction factor $\sim (1 - AL^{-\omega})$ with $\omega = 2.5$ and $A = 0.6$. For temperatures below $T_c$ a higher effective $\eta(T)$ is obtained at each temperature and the correction factor appears to be temperature-independent. The correction term is almost negligible for $L \geq 4$; if we make straight line fits to $\ln[\chi(T)/L^2]$ against $\ln L$ for $L = 4$ to 8, we find $\chi^2$ values which increase sharply above $T \approx 0.40$, and which rise slowly for temperatures below $T \approx 0.40$, see Fig. 14.

In both Ising spin glasses and GGs the first term in the RG $\epsilon$-expansion for the leading irrelevant operator
is \( \omega(d) \sim (6 - d)^{3.37-3.38} \) implying that \( \omega \) will be high in dimension three. High-temperature series expansion data show that \( \omega \) is greater than \( 3 \) in dimension three for the ISG. If we make the plausible assumption that this is the case also for the GG, the leading correction term will be due to the lattice artifact so the correction factor is \( [1 + AL^{-(2 - \eta)}] \). Fits to all 3D GG \( \chi(L, T) \) data from \( L = 2 \) to \( 8 \) using this correction factor give a clear minimum in \( \chi^2 \) as a function of temperature at \( T = 0.45 \pm 0.02 \) (inset to Fig. 14), which we can identify with \( T_c \). The effective exponent \( \eta_{\text{eff}}(T) \) is shown in Fig. 16.

An overall scaling plot of \( \chi(L, T)/L^{2 - \eta} \) as a function of \( L^{1/\nu}(T - T_c) \) for \( L \geq 4 \) is shown in Fig. 15. We estimate \( 1/\nu = 0.72 \pm 0.02 \).

C. Binder parameter

In spin glasses the Binder parameter \( g \) defined in Eq. (7) is independent of system size at the transition temperature as it is proportional to a function which only depends on \( L^{1/\nu}(T - T_c) \). Consequently different lines at different temperatures cross at \( T_c \). In vector systems this is not the case: data for different system sizes splay for \( T > T_c \) but not for \( T < T_c \), as can be seen in Fig. 17. From the data one can, at best, estimate \( T_c \) roughly because the data do not cross. The same behavior is found in the three-dimensional XY spin glass. This has been ascribed to the ordering being chiral in this model. As no chirality can be defined for the gauge glass, this is not the case here and the behavior of \( g \) for the GG remains to be understood.

FIG. 12: (Color online) Scaling of the root-mean-square current \( I_{\text{rms}} \) in three dimensions according to Eq. (11). We see acceptable scaling of the data around \( T = 0.46 \). Deviations at higher \( T \) are presumably due to corrections to scaling. This plot is for \( 1/\nu = 0.72 \) and \( T_c = 0.46 \).

FIG. 13: (Color online) Data for \( \ln(\chi/L^2) \) vs \( \ln L \) for different temperatures in three dimensions. The data show a change in curvature in the log-log plot while scanning through the \( T_c \) estimate from the root-mean-square currents, 0.46. At \( T_c \) we expect \( \chi \sim L^{2 - \eta} \).

FIG. 14: (Color online) \( \chi^2 \)-deviation from a straight-line fit for the susceptibility data in three dimensions. The main panel shows data for a fit with no corrections to scaling due to lattice artifacts, whereas in the inset we show the data where corrections to scaling are included in the fits of \( \ln(\chi/L^2) \). The data in the inset show a minimum at \( T \approx 0.45 \), in agreement with data from Ref. 2 and with the root-mean-square current estimate from Sec. VI A.
FIG. 15: (Color online) Scaling plot according to Eq. (4) of the susceptibility data presented in Fig. 13 in three dimensions. Optimal scaling is obtained for $T_c \approx 0.46$, $1/\nu \approx 0.72$, and $\eta \approx -0.47$.

FIG. 16: (Color online) Data for the effective exponent $\eta_{\text{eff}}(T)$ as a function of temperature in three dimensions. Also plotted is $\eta^*$ as estimated from off-equilibrium simulations. Both exponents do not cross cleanly making it difficult to determine $T_c$. The vertical dashed line marks our estimate for $T_c = 0.46$. Also shown is the curvature of the susceptibility data (see Fig. 13) from a second-order polynomial fit. The data cross zero curvature (horizontal dashed line) at $T = 0.44 \pm 0.01$, a value slightly lower than other estimates of $T_c$.

FIG. 17: (Color online) Data for the Binder ratio $g$ as a function of temperature for several system sizes. We see that the data do not cross for $T = T_c \approx 0.46$ and also do not splay for $T$ smaller than $T_c$. The inset zooms into the region $T \leq 0.6$.

D. Correlation length

The data for the ratio $\xi_L(T)/L$ are shown in Fig. 18. As in four dimensions there are strong finite-size correction effects; in addition, the curves for different $L$ lie close together. The intersections between curves for different $L$ change with temperature in such a way that from these data alone it would be very hard to identify $T_c$ to better than $T_c = 0.50 \pm 0.05$.

E. Nonequilibrium susceptibility

In just the same way as in four dimensions the nonequilibrium susceptibility is recorded for large system sizes, $L = 16$. The effective dynamical exponent $z(T)$ is estimated from the comparison of the time-dependent nonequilibrium susceptibility and the size-dependent equilibrium susceptibility, Fig. 19, and the effective dynamical critical exponent $z(T)$ is shown as a function of temperature in Fig. 20. At $T = 0.46$ we obtain $z(T) = 4.7 \pm 0.1$, in agreement with the results from Ref. 6 but with smaller error bars.

F. Autocorrelation function decay

Corrections to finite time scaling in three dimensions extend to times of the order of 100 MCS, limiting the precision of the measurement of the exponent $x(T)$, as in four dimensions. For this particular system the directly measured effective exponent $\eta(T)$ and the indirectly es-
FIG. 18: (Color online) Correlation length $\xi_L$ divided by $L$ for different system sizes in three dimensions. The data cross at $T \approx 0.5$ but only splay slightly making it difficult to give a precise estimate of the transition temperature.

FIG. 19: (Color online) Spin-glass susceptibility from equilibrium measurements $\chi(L)$ at $T = 0.434$ in three dimensions. $\chi(L^*)$ is the susceptibility determined from the off-equilibrium simulations with $L^* = \Delta t^{1/z}$, $A = 1.27$, and $z \approx 4.67$. We choose $L^*$ so that the data for $\chi(L)$ and $\chi(L^*)$ fall on a straight line allowing us to determine the dynamical critical effective exponent $z(T)$ as a function of temperature. When $L^*(t)$ approaches the sample size (here $L = 16$), $\chi(L^*)$ necessarily saturates. The dashed line is a guide to the eye.

FIG. 20: (Color online) Dynamical critical exponent $z$ as a function of $1/T$ in three dimensions. For details see the text. The data are consistent with $z(T = T_c) = 4.7 \pm 0.1$, where the error is estimated by shifting the data until they visibly do not agree. The dashed line is a guide to the eye.

FIG. 21: (Color online) Data for the autocorrelation function $q(t)$ in three dimensions as a function of time (measured in Monte Carlo steps). The dashed line is a guide to the eye to emphasize the asymptotic slope of $q(t)$ in a log-log plot.

Estimated $\eta^*(T)$ are very similar over a range of temperatures, as shown in Fig. 16. Hence it is not possible to obtain an independent measurement of $T_c$ using the consistency criterion outlined above (see Fig. 21).
FIG. 22: (Color online) Scaling plot of the data for $\frac{\xi_{2L}}{2\xi_L}$ vs $\xi_L/L$ in two dimensions. The deviations at large $\xi_L/L$ suggest corrections to scaling. If $T_c$ is finite, the curves must go through $\frac{\xi_{2L}}{2\xi_L} = 1$ at $T = T_c$. The data only tend asymptotically to 1 proving that $T > T_c$.

VII. TWO DIMENSIONS

The gauge glass in two dimensions has been studied extensively in Refs. 7 and 11. In particular it was found that for this model $T_c = 0$, inferred from the values of critical exponents and several tests made. In this section we present results for off-equilibrium simulations, as well as another test which shows that the system orders at zero temperature in two dimensions.

A. Correlation length

The GG in dimension two has been extensively studied, Measurements on various observables, in particular the correlation length, have established that the ordering temperature is either zero or much lower than our lowest measuring temperature, $T = 0.13$. In Fig. 22 we show correlation length data presented in the form of plots of the ratio $\frac{\xi(2L)}{2\xi(L)} \equiv \frac{\xi_{2L}}{2\xi_L}$ against $\xi(L)/L$. In the absence of corrections to scaling all points should fall on a single scaling curve, which for a finite ordering temperature should pass through $\xi(2L)/2\xi(L) = 1$ at $T = T_c$ [here $\xi(L)/L$ is independent of $L$]. For ordering which takes place only at zero temperature the ratio should tend asymptotically to a value which can be less than 1. The data show this form of behavior, demonstrating conclusively that for this system $T_c = 0$.

B. Nonequilibrium scaling

Measurements of the equilibrium susceptibility $\chi(L)$ for $L = 4$ to 16 (or to 24 above $T = 0.20$) and of the nonequilibrium susceptibility $\chi(t)$ for samples of size $L = 64$ are shown in Fig. 23. As for the other dimensions, the nonequilibrium data are scaled using $L^* = A t^{1/z}$ with $A$ and $z$ chosen at each temperature so that the two sets of susceptibility data scale together. The scaling is particularly satisfactory because a wide range of $L$ could be used for the equilibrium measurements, and because the nonequilibrium sample sizes have been chosen such that for all measurements $L^*$ is much smaller than the sample size, so there are no saturation effects at long times. This demonstrates once again, but more clearly than for higher dimensions, that a dynamical exponent $z(T)$ can be defined relating the annealing time $t$ to an effective length $L^*(t)$ for temperatures well above any critical temperature. The scaling holds to within the present statistical accuracy for the whole range of $L$ from $L = 4$ to $L = 24$, or alternatively for anneal times from 2 MCS to over 16000 MCS. It appears that the dynamic scaling concept is ubiquitous and is not just valid at critical points. Finally, Fig. 24 shows data for the autocorrelation function $q(t)$. One can clearly see that the data, presented in a log-log plot, are strongly curved suggesting that the standard scaling functions for a finite-temperature transition do not apply.
The onset of deviations from the pure power-law behavior
there is pure power-law behavior, $\chi \sim L^{-\eta(T)}$. The onset of deviations from the pure power-law behavior
below and above the ordering temperature provides a clear signature for $T_c$.

In dimension four, even with the restricted range of $L$
available, there is a downward deviation from the pure power law as soon as $T > T_c$, and an upward deviation from the pure power law for temperatures $T < T_c$. Corrections appear to be negligible as the straight line fit at $T_c$ is excellent even for $L = 2$.

In dimension three the onset of deviation from a pure power law to a downward curvature at temperatures above $T \sim 0.46$ gives a clear indication of $T_c$ but the low-temperature upturn is weak. Corrections are present as there is a weak curvature at small $L$ for all temperatures. If the plausible assumption is made that the leading correction to scaling is the leading analytic term, a precise estimate for $T_c$ is obtained from fits using all the $\chi(L, T)$ data over the whole range of $L$. This estimate is consistent with the value from the current measurements.

The susceptibility method (see Secs. VIB and VIB) becomes progressively more precise when data for larger samples are available. In the present case, data up to $L = 5$ only are sufficient for dimension four, but in dimension three it would have been very helpful to have had data up to $L = 12$; with such data in hand it would be possible to pinpoint the transition temperature to even higher precision from susceptibility measurements alone.

The technique involving the consistency of observables
deduced from nonequilibrium scaling and equilibrium
susceptibility gives an estimate for $T_c$ which has been
found to be in excellent agreement with those obtained
from the other methods for dimension four. This de-
spite the presence of short-time corrections to scaling in $q(t)$ that were unexpected. In dimension three con-
istency between alternative methods of estimating pa-
rameters holds over a range of temperatures rather than
at a unique temperature which could be identified with
$T_c$. This accidental consistency has not been observed in
other systems and remains to be understood, but means
that the technique in this particular case cannot be used
to estimate $T_c$ with any precision. The nonequilibrium
measurements are relatively economical in computational
resources as full thermodynamic equilibration is not re-
quired.

Estimates of $T_c$ from the intersections of correlation
length ratios $\xi(L)/L$ turn out to be misleading in dimen-
sion four because of strong intrinsic corrections to finite-
size scaling for the small or moderate system sizes to
which computational resources generally limit measure-
ments in spin-glass systems at high dimensions. This pa-
rameter thus gives a qualitative indication that spin-glass
ordering is occurring but it is not reliable for extracting
precise values of the ordering temperature from small $L$
data even in a situation where other measurements can
give consistent and satisfactory estimates for an equiva-
lent range of $L$. It can be noted that while corrections to
finite-size scaling in measurements of $\chi(L)$ appear to be
negligible for the GG in dimension four, the corrections
for $\xi(L)/L$ are still very strong at size $L = 5$. Even in

VIII. COMPARISON OF TECHNIQUES

We can draw comparisons between the different tech-
niques for estimating $T_c$ and the critical exponents. It
should be noted that equilibrium data for the different
observables studied are taken within the same runs which
allows a comparison of the relative statistical precision of
the different measurements for exactly the same computa-
tional effort. As an example, for measurements made
at $L = 8$ at $T = 0.461$ in dimension three and with
the simulation parameters listed in Table 11 the spin-
glass susceptibility $\chi$ is accurate to 0.5%, the correlation
length $\xi(L)$ to 0.7%, the current $I_{\text{rms}}$ to 1.6% (and the
internal energy to 0.02%) with the quoted errors purely
statistical.

The major difficulty in the interpretation of the data
is not statistics but corrections to scaling. In the gauge
glass the current method turns out to be relatively insen-
sitive to corrections to finite-size scaling and is therefore
already reliable for relatively small samples. Averaging
over large numbers of samples is, however, essential for
these measurements because of strong intrinsic sample to
sample fluctuations. In ISGs measurements of the critical
behavior of the domain-wall stiffness (see, for instance,
Ref. 14) could well provide an equally efficient and reli-
able method to estimate $T_c$, applicable quite generally.

Direct analysis of the spin-glass susceptibility $\chi(L, T)$
on its own is also reliable and efficient, particularly as the
statistical precision of this parameter is high. At $T = T_c$
there is pure power-law behavior, $\chi(L, T)/L^2 \sim L^{-\eta(T)}$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig24.png}
\caption{(Color online) Data for the autocorrelation func-
tion $q(t)$ in two dimensions as a function of time (measured
in Monte Carlo steps). Here $L = 64$ and $T = 0.13$. The
curvature of the log-log plot demonstrates yet again that any
freezing is well below this temperature.}
\end{figure}

The current method turns out to be relatively insen-
sitive to corrections to finite-size scaling and is therefore
below and above the ordering temperature provides a

TABLE V: Critical temperature $T_c$ and critical exponents for the GG in different space dimensions $d$ and from different references. In the table KC represents results from this work, whereas RY represents Ref. 8 by Reger and Young, OY Ref. 6 by Olson and Young, and K Ref. 13 by Katzergraber.

| $d$ | Reference | $T_c$ | $\eta$ | $\nu$ | $z$ | $\omega$ |
|-----|-----------|-------|--------|-------|-----|--------|
| 4   | RY        | 0.96(1) | 0.70(15) |       |     |        |
| 4   | KC        | 0.89(1) | −0.74(3) | 0.70(1) | 4.50(5) |        |
| 3   | OY        | 0.47(3) | −0.47(7) | 1.39(20) | 4.2(6) |        |
| 3   | KC        | 0.460(15) | −0.47(2) | 1.39(5) | 4.71(1) | 2.5(5) |
| 2   | K         | 0       | 0       | 2.56(20) | $\infty$ |        |

dimension three where the corrections are weaker, this observable remains a poor tool for estimating the transition temperature. Strong correction effects in $\xi(L)/L$ can also be seen in data reported for $XY$ spin glasses and have been found in certain ISGs. Therefore the correction effect appears to be generic and this technique should be applied only with caution.

Finally, estimates from the Binder parameter are inappropriate for the GG as the curves for different system sizes do not intersect for the range of $L$ over which measurements are carried out. It is possible that there are strong finite-size corrections for this parameter so that intersections would only be seen for much larger $L$.

Once $T_c$ has been estimated, the susceptibility measurements at that temperature give immediately the corresponding value of the critical exponent $\eta$. The precision for this parameter is limited entirely by the accuracy with which $T_c$ is known. The exponent $\nu$ is estimated from scaling plots of current data and from scaling plots of susceptibility data. Once again precision is limited by the accuracy with which $T_c$ has been determined. The dynamical exponent $z$ can be measured accurately from a comparison of equilibrium and nonequilibrium susceptibilities. The data show that $z(T)$ can be estimated operationally over a wide range of $T$ including temperatures well above the ordering temperature [$z(T)$ varies continuously through the ordering temperature].

In the light of this extensive analysis, it would seem appropriate to critically re-assess the estimates for the critical exponents in the ISG family.

IX. CRITICAL PARAMETERS AS A FUNCTION OF SPACE DIMENSION

The critical parameters for the GG obtained from this and earlier work are listed in Table VI.

| $d$ | Reference | $T_c$ | $\eta$ | $\nu$ | $z$ | $\omega$ |
|-----|-----------|-------|--------|-------|-----|--------|
| 4   | PRR       | 1.80(1) | −0.35(5) | 1.0(1) |     |        |
| 4   | CEA       | 1.78(1) | −0.44(2) | 1.08(10) | 4.9(4) |        |
| 3   | MPR       | 0.95(4) | −0.36(6) | 2.00(15) |     |        |
| 3   | CEA       | 0.92(2) | −0.42(3) | 1.65(5) | 6.45(10) |        |
| 2   | BY        | 0       | 0       | 3.63(10) |     |        |

continuous interaction distributions (see Table VI and Refs. [47,48])

The corrections to scaling in the GG follow just the same pattern as in the bimodal ($\pm J$) ISGs. In the Gaussian ISG the corrections to scaling for $\chi(L)$ at $T_c$ appear very weak and so unmeasurable. In dimension four for both cases the correction to scaling for the susceptibility $\chi(L)$ is so weak as to be unobservable even down to $L = 2$. In dimension three there is a clear correction to scaling for $\chi(L)$ which can be fitted satisfactorily to the form $\sim (1 + A_L^{−\omega_{eff}})$. $\omega_{eff}$ in the ISG case has been interpreted as the leading irrelevant operator correction and this could also be the case for the three-dimensional GG. However, it seems more likely that the correction is dominated by a “lattice artifact” giving $\omega_{eff} = 2 - \eta$, which has no relation to the leading irrelevant operator. For both the three-dimensional GG and the three-dimensional bimodal ISG, the value of the apparent correction to scaling exponent is compatible with this interpretation, which would imply that the leading irrelevant operator term has an exponent value $\omega > 2 - \eta$.

Finally, we can give an overview of the critical exponents in the GG and ISG families as a function of space dimension. It should be noted that there are some constraints that apply to both families: at the upper critical dimension $d = 6$, $\nu = 1/2$, $\eta = 0$, and $z = 4$. If $T_c = 0$, $\nu = -1/\theta$, where $\theta$ is the stiffness exponent. Therefore, at the lower critical dimension where the stiffness exponent $\theta = 0$, $\nu$ is infinite. For systems with a nondegenerate ground state (such as the GG or the ISG with Gaussian interactions, but not the ISG with bimodal interactions), when $T = 0$ there is no decay of the correlation function $G(r)$ with $r$. This necessarily implies that when $T_c = 0$, $\eta(d) = 2 - d$. For systems with degenerate ground states $\eta(d) > 2 - d$.

The leading terms in the RG $\epsilon$-expansion for the GG are $\nu(d) = 1/2 + 5\epsilon/24$ and $\eta(d) = -\epsilon/6$. For the ISG $\nu(d) = 1/2 + 5\epsilon/12$ and $\eta(d) = -\epsilon/3$. It can be seen in Figs. 26 and 28 respectively, that in the GG as well as for the ISG the leading $\epsilon$-expansion term gives the right sign and a qualitative indication of the strength of the variations of the exponents just below the upper critical
Critical exponent $\nu$ as a function of space dimension for the ISG with Gaussian bonds and the GG (data taken from Tables VI and V, respectively). The shaded region denotes the area where one expects the lower critical dimension. The solid [dashed] line represents the RG $\epsilon$-expansion estimate for the GG [ISG], as shown in the text, and the dotted lines are guides to the eye. At the lower critical dimension $d = 4$ (data at $d = 5$ would be needed to pin down the position of the minimum). In spin glasses, simply going from Ising to vector spins changes this exponent considerably, whereas in three-dimensional ferromagnets $\eta$ is very small and practically independent of the type of spin symmetry.

Finally, in Fig. 26 the critical dynamical exponent $z(d)$ can be compared near $d = 6$ with the van Hove approximation $z = 2(2 - \eta)^{d_{cld}}$ or for the ISG case with the first order $\epsilon$-expansion $z = 2(2 - \eta)/(1 + \epsilon/4)$. The van Hove expression can provide a qualitative indication for $z(d)$ once the numerical values of $\eta(d)$ are known, but if the directly measured $\eta(d)$ values are used rather than the epsilon expansion estimates, this expression would predict higher $z$ values at each $d$ for the GG compared with the ISG values, which is not what is observed. $z(d)$ must diverge at the lower critical dimension, while curiously the GG $z(d)$ values only increase slightly between $d = 4$ and $d = 3$. For the Gaussian ISG, $z(d)$ shows an indication of divergence as the space dimension drops.

**X. CONCLUDING REMARKS**

We have studied the critical parameters of the GG, in dimensions two, three and four. The data confirm that $T_c$ is zero in two dimensions. It appears that the most reliable and accurate methods for estimating critical temperature and exponent values are direct susceptibil-
FIG. 27: (Color online) Critical exponent $z$ as a function of space dimension. The horizontal dotted line marks the mean-field asymptotic value $z = 4$, whereas the shaded region denotes the area where one expects the lower critical dimension. The solid (dashed) curve shows the asymptotic behavior as $d \to d_{cd}$, whereas the shaded region denotes the area where one expects the lower critical dimension. One expects that $z(d \to d_{cd}) \to \infty$. The ISG data show this behavior whereas the GG data are inconclusive.

From these results a general strategy for obtaining (high-precision) critical parameters numerically in any glassy system can be sketched out. It is essential to be able to rely on high-quality equilibrium susceptibility data over a wide range of sizes and to as large a size as computational resources allow. Careful analysis of these data allowing for the leading correction to scaling term should provide reliable estimates of the ordering temperature and of the equilibrium critical exponents. Further measurements of the effective stiffness as a function of temperature together with nonequilibrium behavior can then confirm the value of the ordering temperature and give further information on other exponents including the critical dynamical exponent $z$. Parameters involving ratios (such as the Binder parameter or the correlation length) seem frequently to be biased, at small and moderate sizes, by complicated corrections to scaling and should be treated with caution.

If we compare with other systems having $d = 6$ as upper critical dimension, ISGs and percolation, the exponent $\nu(d)$ always evolves regularly, diverging when the dimension reaches the lower critical dimension. The exponent $\eta(d)$ on the other hand changes dramatically in form from one family to the next. For the Gaussian ISG $\eta(d)$ grows smoothly more negative as the dimension drops from the upper critical dimension to the lower critical dimension. For the percolation systems $\eta(d)$ has a weak minimum around $d = 3$ before becoming positive at $d = 2$. The present results show that for the GG there is a deep minimum in $\eta(d)$ near $d = 4$. This is in stark contrast to the situation in the canonical Ising, $XY$, or Heisenberg systems with no disorder where $\eta(d)$ hardly changes at all when the degrees of freedom of the spin are modified. In addition, for the canonical systems the RG $\epsilon$-expansion to third order gives excellent predictions for the exponents at dimensions well below the upper critical dimension, while for the ISG and GG systems the $\epsilon$-expansion to the same order gives poor predictions for dimensions close to the upper critical dimension $d = 6$.

We have thus proposed a road plan for determining critical exponents reliably and accurately from simulations; however, the results confirm once again that the canonical RG theory lacks essential ingredients when applied to glassy systems. The physical significance of the exponent values obtained, however good they are, must remain obscure until the appropriate theoretical approach going beyond the traditional RG is found for interpreting them.
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