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ABSTRACT Remaining useful life (RUL) estimation is expected to provide appropriate maintenance for components or systems in industry to improve the reliability of the systems. Most data-based methods are limited to a single model, which is susceptible to various factors like environmental variability and diversity of operating conditions. In this paper, we propose an optimal stacking ensemble method combining different learning algorithms as meta-learners to mitigate the impact of multi-operating conditions. The selection of meta-learners follows a multi-objective evolutionary algorithm named non-dominated sorting genetic algorithms-II to balance the two conflicting objectives in terms of accuracy and diversity. Then the eventually evolved meta-learners are integrated by the meta-classifier for RUL estimation. In addition, a long-short-term feature extraction strategy is proposed to capture more degradation information from lifecycle data dynamically. Extensive experiments are performed on aero-engine dataset and battery dataset provided by NASA, which achieves the higher prognostic accuracy compared with the single models and existing methods.

INDEX TERMS Remaining useful life (RUL), reliability, optimal stacking ensemble, meta-learners.

I. INTRODUCTION

Intelligent prognostic and health management (PHM) has been widely used in aircrafts, automobiles, nuclear power plants, dams, and other industrial fields [1]. It comprehensively utilizes the latest research of modern information and artificial intelligence technologies to provide a powerful tool to health management, which is significant in industries [2]. PHM includes fault detection and isolation [3], fault diagnosis [4], fault prediction and health management, etc. The remaining useful life (RUL) estimation is one of the main tasks for health management. It is carried out by monitoring and analyzing the health of a system or components, and is used to predict the remaining time before breaking down in a real-time fashion. This not only reduces maintenance costs but also improves the stability of a system.
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In general, the methods of RUL estimation for engineered systems are divided into three categories: model-based methods, data-based methods, and hybrid methods [5]. Both the model-based [6] and hybrid methods [7], [8] usually use a mathematical model of a system based on its physical characteristics, but it is difficult for a complex system due to the lack of sufficient knowledge about physical mechanism in the process. On the contrary, data-based methods first build a mathematical input-output model, and then train it using historical run-to-failure data. Since run-to-failure data are easily acquired by various sensors, this kind of method can be implemented conveniently. The data-based methods are mainly classified into neural network-based methods, decision tree-based methods and other traditional methods (support vector machine, logic regression, etc.).

In the category of data-based methods, neural network-based methods have been widely used in the last
decade due to their strong function-approximation ability. In [9], the multilayer perceptron was used to predict the RUL of turbofan engines. Gugulothu et al. [10] utilized a recurrent neural network to generate embeddings for time series subsequences. In the same year, the variant of recurrent neural network have also been utilized in RUL prediction [11], [12]. It was shown that a recurrent neural network was able to learn complex nonlinear degradation modes and also to take into consideration of the characteristics of a time series in degenerate data. Similarly, a convolution neural network was used to predict RUL in [13] by combining a time window proposed in [14]. The convolution kernel of a convolution neural network effectively extracted the useful features of time-window data. However, sometimes the fitting ability of neural network-based methods are too strong to overfit the noise.

Decision tree-based methods are another major class of data-based methods. They feature interpretability and effectiveness in solving prediction problems. In contrast to that neural network-based methods are prone to overfitting the noise, they are very robust to outliers due to their tree structure and robust loss function. Gradient boosting and random forest algorithms were used to predict the RUL of a turbofan engine and yielded good prediction accuracy [15]. A variant of the gradient boosting method, the light gradient boosting machine was used to estimate RUL, which is characterized by the rapidity of the method and the redundancy of noise [16]. But the tree structure can be insensitive to the slight degradation in the time series data.

As for other traditional methods, they can be called shallow learning since they always mine shallow relationships between features and targets. Khelif et al. [17] adopted support vector machine to predict the RUL of the engine system, which has a positive impact on the accuracy of the prediction while reducing the calculation time. Yu [18] utilized an liner regression model with varying moving window to fit the global degradation trend of lithium-ion batteries. But the traditional methods can’t catch the relationship among features and targets as deep as neural network-based methods.

Although a single model is easy, it usually suffers a setback for its one-sidedness, domain unity, and intrinsic property. Consider the range fluctuation in time series data caused by unstable environmental variability (e.g., temperature, relative humidity, pressure) [19], diversity of operating modes (e.g., loading, usage, rotatory speed) [20], nonlinear degradation modes with noise [21], it is difficult to use a single model mapping from signal features to RUL values in a multi-noise and time-varying environment [22]. While the combination of multiple models has the potential for reducing the influence of range fluctuation in degradation data. The combining method is referred to as Ensemble.

Ensemble can be divided into homogeneous ensemble and heterogeneous ensemble according to whether it is composed of the same algorithm [23]. Homogeneous ensemble includes bagging and boosting. It consists of the same models with different structures, resulting in it’s dependence on models that are heavily influenced by parameters. In contrast, stacking [24] is a heterogeneous ensemble method. It combines meta-learners (level-0) by a meta-classifier (level-1). Meta-learners can be any number of different algorithms and meta-classifier is a algorithm to combine meta-learners. Note that the application of different models enables us to observe data from different data spaces and structures. Even though different models may have similar error rates, they tend to make different mistakes, since they get different professions [25]. In this paper, stacking ensemble is utilized. Singh et al. [26] simply combined the gradient boosting decision tree and multilayer perceptron methods by stacking and obtained a better result. Hu et al. [21] selected five algorithms to make an ensemble to predict the RUL of engines. However, they don’t give the sound reason for choosing these meta-learners, thus the RUL estimation in other cases may not have the same performance. And the utilization of the stacking method for RUL estimation is still in early phase.

There are many researches devoted to the selection of meta-learners. Literature [27] adopted prediction accuracy as objective, optimized by artificial bee colony algorithm to collect meta-learners. In [28], ant colony algorithm was applied to optimize Local information, which represented the precisions of the base-level classifiers to configure stacking ensembles. But the single-objective optimization algorithms usually adopt a greedy search strategy that easily leads to local minimum. It doesn’t take much accuracy improvement but excess meta-learners. Literature [29] adopted a multi-objective optimization algorithm named non-dominated sorting genetic algorithms-II (NSGA-II) to evolve a ensemble and the result is averaged by each individual. It maximizes the generalization capacity of the ensemble and minimize its structural complexity simultaneously to get a better ensemble.

While literature [30] and [31] describe that the ideal ensemble is constructed using learners of small error and good diversity. However, rich diversity may cause the predicted value of meta-learners to deviate from the true values, and the improvement of individual accuracy often reduces the diversity of meta-learners, that is, accuracy and diversity are usually conflicting to each other. Thus in this paper, in order to get the ideal meta-learners for stacking, The NSGA-II is adopted to maximize accuracy and diversity simultaneously. NSGA-II is regarded as one of the most excellent multi-objective evolutionary algorithms and has been widely used in many fields so far [32]. It features for it’s fast and accurate search performance. The main contributions of this paper are as follows:

- The NSGA-II selects meta-learners. It features maximizing both accuracy and diversity and selects the most suitable models as meta-learners, avoiding falling in a local minimum and reducing computational expense.
- In the framework of optimal stacking, different models observe data from different data spaces and structures, reducing the influence of multi-noise and
time-varying environments and improving the accuracy and generalization of the global model.
• More effective features are extracted including short-term features and long-term features by a long-short-term feature extraction strategy.

The rest of this paper is organized as follows. The framework of the optimal stacking method for RUL estimation is presented in Section II. C-MAPSS dataset and battery dataset provided by NASA are applied to verified the effectiveness of the proposed method in Section III and Section IV, respectively. Conclusions are drawn in Section V.

II. RUL ESTIMATION METHOD

The framework of the optimal stacking ensemble method for remaining useful life estimation of systems under multi-operating conditions is introduced in this section, which is illustrated in Fig. 1. It has four major steps: (i) Data processing. (ii) Model selecting using NSGA-II. (iii) Model fusing using stacking. (iv) RUL estimating. Data processing includes sensor signals selection, sensor signals normalization and feature extraction, which are prepared for training and testing dataset. After data processing, the NSGA-II algorithm is applied to select the most suitable meta-learners from candidate models. Finally, the selected meta-learners constitute a stacking to get the final RUL estimation.

A. DATA PROCESSING

Sensor signals are the direct way to obtain aging data. As system degrades, sensor signals have different performance, including ascending, descending, irregular, unchanged, etc. Only sensor signals that can reflect the degradation characteristics of the systems can be selected.

The range of these selected signals may be very different, which will have a great impact on the model training. Therefore, signals need to be normalized. Let selected sensor signals be denoted as $V_{N \times K} = [v_{ij}]_{N \times M}, i = 1, 2, \ldots, N, j = 1, 2, \ldots, K$. $N$ is the total number of observations and $K$ is the total number of selected sensor signals. In our research, standard normalization is used, which can convert it to standard normal distribution, as follows:

$$z_{ij} = \frac{v_{ij} - \bar{v}_j}{\sigma_j}$$  \hspace{1cm} (1)

$$\bar{v}_j = \frac{1}{N} \sum_{i=1}^{N} v_{ij}$$  \hspace{1cm} (2)

$$\sigma_j = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (v_{ij} - \bar{v}_j)^2}$$  \hspace{1cm} (3)

where $v_{ij}$ indicates the $j^{th}$ sensor signals of the observation $i^{th}$.

However, systems are always working under numbers of operating conditions, which means that operating conditions will switch back and forth. Fig. 2 shows the value of a sensor signal in a degradation process under different operating conditions. It seems that sensor signals no longer have obvious trends either upward or downward. It is found that these sensor signals are largely affected by the operating conditions, which make the changes caused by degradation over time unapparent. Therefore, sensor signals under each operating condition need to be separated and standardized. In addition, useful features are necessary to be extracted.

In feature extraction, we proposed a long-short-term feature extraction strategy to catch features that can reflect long-term and short-term trends in time series data. In health management case, raw data is usually from sensor signals and it is typical time series data. For most of machine learning methods, the time window strategy can be introduced to capture the degradation trend of the historical data instead of a single time point [14]. When a system or component operates in a constant environment, time window data may be sufficient to estimate health status. However, when the object operates in complex time-varying operating conditions and...
the failure mode is not uniform, modeling the degradation process of the system using only the time window data will lose the accuracy of the prediction. Expanding the time window sounds feasible, but the computation cost will increase. While the time window strategy can extract features of the limited time series, useful information in earlier historical data is discarded. Thus the features that can reflect long-term characteristic is extracted including the cumulation feature as well as the dynamic mean and variance of the raw data of all historical data under the same conditions. In this paper, four parts of features are extracted as follows:

- Time window data, which can well capture the short-term trend and improve the prediction accuracy.
- The cumulative number of times for each operating mode. There are different operating conditions in the datasets, which can be grouped by K-means algorithm. The first part of the new features is the cumulative number of times for different operating modes as long-term features.
- The current operation mode label (given by the trained K-means algorithm), which is a multi-dimensional vector after one-hot encoding.
- The dynamic mean and variance of all historical data under the current operating condition, which can well capture the long-term degraded information.

### B. MODEL SELECTING USING NSGA-II

In this section, the framework of model selecting using NSGA-II algorithm are introduced. We employ the NSGA-II to select the most suitable meta-learners by maximizing accuracy and diversity as two conflicting objectives. NSGA-II is regarded as one of the most excellent multiobjective evolutionary algorithms and has been widely used in many fields so far. It features for it’s fast and accurate search performance. The schematic diagram of NSGA-II for model selecting is illustrated in Fig. 3. The fivefold cross-validation is to get the predicted RUL of the training set. The evaluate objective functions are accuracy and diversity based on the predicted RUL and the actual RUL, while diversity measures the differences between meta-learners. Suppose there are $M$ individual algorithms which are selected by NSGA-II, for each individual $m$, the cost function $Cost_m$ is defined as:

$$Cost_m = E_m + \lambda D_m$$  \hspace{1cm} (4)

where $E_m$ represents the accuracy, and $D_m$ represents the diversity. $\lambda$ is the weight. Here Mean Square Error is adopted as an indicator of accuracy:

$$E_m = \frac{1}{N} \sum_{i=1}^{N} \left( p_i^m - r^i \right)^2$$  \hspace{1cm} (5)

where $r^i$ is the actual RUL of the $i$th training sample, and the $p_i^m$ is the predicted RUL obtained by the $m$th meta-learner for the $i$th training sample. $N$ is the number of samples. The correlation $D_m$ is defined as:

$$D_m = \frac{1}{N} \sum_{i=1}^{N} \left( p_i^m - p_i \right) \sum_{k \in M, k \neq m} \left( p_k^i - p_i \right)$$  \hspace{1cm} (6)

where $p_i^m$ and $p_k^i$ represent the predicted RUL values of the $m$th and $k$th meta-learners for the $i$th training instance, respectively. $p^i$ is the average predicted RUL value of the models in the ensemble. Reference [31] proves that good diversity can be achieved (if there is no bias) when the individual models are negatively correlated, which means the lower the $D_m$ is, the larger the diversity is. Since the two objective functions
have different magnitudes, normalization is required so that the algorithm does not favor a larger magnitudes. In this paper, we normalize the value of objective functions \( f, f \in \{E, D\} \), at each generation \( g \) as follows:

\[
\tilde{f}(X) = \frac{f(X)}{Z_f}
\]

where \( X \) represents candidate solution. \( Z_f \) is the normalization factor of each objective function which is calculated at each generation \( g \) by \( Z_f = \max_{\exists f \in \{1...2M\}} |f(X_f)| \).

The cost function for the ensemble can be the average of these individual algorithms’ cost:

\[
C = \frac{1}{M} \sum_{m=1}^{M} Cost_m
\]

where \( M \) is the number of models in the ensemble.

As literatures [29] explain, minimize \( C \) equals to minimize each individual \( Cost_m \). If we take \( \lambda = 1 \) then the training of an individual learner in stacking involves minimization of two terms: mean square error term and correlation term. However, minimizing the two terms simultaneously is conflicting as discussed earlier. Therefore, non-dominated sorting and crowding distance sorting are employed to find a suitable set of candidate solutions by balancing equations (5) and (6) after being normalized by (7). The solution space is built up by different algorithms. Each candidate solution in solution space includes mean square error of RUL and correlation of the trained model with the rest models in the ensemble in NSGA-II.

The non-dominated sorting sorts the population including parent and child into different non-dominated fronts, e.g., Front 1, Front 2, Front 3 and Front 4 in Fig 3. If \( X_f \) satisfies the following conditions, it belongs to the current front and is removed from the rest population. \[
\exists X_i (i = 1, 2, \ldots, M) \notin X^*
\]

\[
\forall f_1 \in \{E, D\}, \quad f_1(X_i) \leq f_1(X^*)
\]

\[
\land \exists f_2 \in \{E, D\}, \quad f_2(X_i) < f_2(X^*)
\]

where \( X^* \) is the population that does not include \( X_f \).

The crowding distance sorting sorts the population in the same front. The crowding distance of the sorting edge is set to infinity. For the rest individuals, can be caculated as:

\[
n_d[i] = n_d[i] + \frac{\tilde{f}[i + 1] - \tilde{f}[i - 1]}{\tilde{f}_{\text{max}} - \tilde{f}_{\text{min}}}
\]

where \( \tilde{f}[i] \) is the corresponding objective function value of the \( i \)th individual in \( L_{\text{rank}} \), \( \tilde{f}_{\text{max}} \) and \( \tilde{f}_{\text{min}} \) are the maximum and minimum values of the corresponding objective function.

The solutions of the NSGA-II algorithm are represented by the arrays of different algorithms. Each candidate algorithm has a position, therefore, to generate the offspring, genetic operator of mutation is adopted. The position of offspring is computed using

\[
x = x_{\text{min}} + \text{rand}(0, 1) \times (x_{\text{max}} - x_{\text{min}})
\]

where \( x_{\text{max}} \) and \( x_{\text{min}} \) represent the maximum and minimum positions.

In conclusion, the basic idea of the NSGA-II based model selecting for RUL estimation is: firstly, the initial population \( P_0 \) of size \( M \) is randomly generated. By genetic operators of mutation, the offspring population \( Q \) is generated, and the two populations are combined to form a population of size \( 2M \). Calculate the objective functions of accuracy \( E \) and diversity \( D \) for each individual in the population according to their predicted remaining useful life and actual remaining useful life. Secondly, after normalizing the value of two objective functions, do non-dominated sort to the combined population, and calculate the crowding distance of individuals in the same non-dominated layer. Then select the appropriate individuals to form a new parent population according to the non-dominated relationship and the crowding distance of the individual. Finally, randomly generate a new offspring populations by mutation. Repeats the above operations until the last generation. The details are shown in Algorithm 1.

It is an NP-hard problem if the best ensemble is searched by brute force. However, NSGA-II can reduce the complexity to \( O(nm^2) \) per iteration [32], where \( n \) is the number of objective function and \( m \) is the size of ensemble. It can produce a set of non-dominated candidate solutions during the iteration. This group is called the Pareto set. The set of objective function values corresponding to these non-dominated solutions is Pareto Front. All solutions located in the Pareto Front are not dominated by solutions other than Pareto Front, thus these non-dominated solutions have the least conflict than other solutions and can provide a better choice for decision makers.

C. MODEL FUSING USING STACKING

Methods for different model fusion include bagging, boosting and stacking. For problems of regression, the final prediction can be obtained by average [33] in bagging and weight in boosting. They simply linearizes the results of the individual models without introducing nonlinearities. The stacking method itself is not an independent machine learning method, but it is accomplished by combining multiple machine learners. It generates an ensemble based on two levels. At the basic level, different meta-learners are trained by K-fold cross-validation. Since different meta-learners can produce different predicted RUL in the same dataset, diversity is introduced. The final predicted RUL is generated by a meta-classifier, which uses the dataset generated by K-fold cross-validation at the basic level as the training instances.

For better fusion, in this paper, stacking is used, which can be seen in Fig. 1. Meta-learners are selected by the NSGA-II algorithm introduced in the last subsection. The meta-classifier uses a neural network with a hidden layer because the neural network model can introduce nonlinearity and one hidden layer can reduce time consumptions.

III. EXPERIMENTAL STUDY I

In this section, the experiment based on the proposed method is carried out on the C-MAPSS dataset provided by NASA.
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Algorithm 1 The NSGA-II Based Model Selecting for RUL Estimation

Input:
- Candidate model space: \( \{Model_1^G, Model_2^G, \ldots, Model_M^G\} \)
- \( M \): solution space (popSize), \( M \leq S \).
- \( E \) and \( D \): objectives to be minimized simultaneously.
- \( G \): Maximum number of generations.
- \( O \): the number of offspring.

Output:
- Selected models \( \{Model_1^G, Model_2^G, \ldots, Model_M^G\} \) in the ensemble.

1. Initialize:
   - Randomly initialize population \( P_0 = \{X_1, X_2, \ldots, X_M\} \) and initialize each individual’s rank value \( i_{\text{rank}} = 1 \)
2. Repeat for each episode \( t \leq G \):
   3. Generate a new generation of offspring \( Q_t \) by computing the number of model using \( x_i = x_{\text{min}} + \text{rand}(0, 1) \times (x_{\text{max}} - x_{\text{min}}) \), \( x_{\text{max}} \) and \( x_{\text{min}} \) represent the maximum and minimum number, \( i = 1, 2, \ldots, O \).
   4. Combining \( P_t \) and \( Q_t \) to produce a combined population \( R_t = P_t \cup Q_t \). Calculate the \( \tilde{f} \) for each function \( f \in (E, D) \), \( Z_t = \text{max} \{[1, ..., 2M] \cdot f(X^t_i) \} \).
   5. Non-dominated sorting for \( R_t \):
   6. Repeat if \( R_t \neq \emptyset \):
      7. Find the non-dominated solution set in the \( R_t \).
      8. Record it to the non-dominated front \( L_{\text{rank}} \) and remove it from the \( R_t, i_{\text{rank}} = i_{\text{rank}} + 1 \)
9. Calculate the individual distance \( n_d \):
   - Initialize \( n_d[i] = 0 \).
   - Set the individual on the sorting edge infinity.
   - Calculate the \( n_d[i] \) for the rest of the sorted \( \tilde{f} \):
     \[ n_d[i] = n_d[i] + \frac{\tilde{f}[i] - \tilde{f}[i-1]}{(\tilde{f}_{\text{max}} - \tilde{f}_{\text{min}})} \]
   where \( \tilde{f}[i] \) is the corresponding objective function value of the \( i \)th individual in \( L_{\text{rank}} \), \( \tilde{f}_{\text{max}} \) and \( \tilde{f}_{\text{min}} \) are the maximum and minimum values of the corresponding objective function.
10. Generate a new population \( P_{t+1} \) with size of \( M \) according to \( i_{\text{rank}} \) and \( n_d \).
11. end for

By comparing with various single methods, the superiority of the proposed method is illustrated.

### A. C-MAPSS DATASET

C-MAPSS dataset is the turbofan engine degradation simulation dataset provided by NASA [34]. It has four sub-datasets. Each sub-dataset contains a training dataset and a testing dataset. In order to simulate the real environment, Gaussian noise is added to each sub-dataset. Each sub-dataset either from the train or test file has 26 columns which include the engine number, the time cycle, 3 environment variables and 21 sensor signal variables. More sensor information can be found in [34]. The training dataset includes run-to-failure sensor records of multiple turbofan engines under different operating conditions and failure modes. Each engine unit has different degrees of wear from the initial start. As time progresses, the engine units begin to deteriorate, until they reach a system fault which is declared as an unhealthy time cycle. At the same time, the sensor records in testing dataset end before the system fault, and the purpose of this paper is to predict the RUL of these turbofan engines. For verification, the actual RUL value of the test engines is also given. In this study, the four sub-datasets are evaluated. The detailed information of the C-MAPSS dataset is presented in Table 1, and the four sub-datasets are denoted as FD001, FD002, FD003 and FD004 respectively.

| Trend       | Sensor data number |
|-------------|--------------------|
| Ascending   | 2,3,4,8,9,11,13,15,17 |
| Descending  | 7,12,20,21         |
| Irregular/unchanged | 1,5,6,10,14,16,18,19 |

### B. DATA PROCESSING

The dataset provided by NASA has 21 sensor signal variables. As system degrades, sensor signals have different performance. Reference [12] divided the trend into three categories listed in Table 2. 14 sensor measurements are selected with normalization and the irregular/unchanged sensor data is abandoned the same as [13], [15].

In this paper, the feature extracted by long-short term feature extraction strategy mentioned in section II serves as inputs, which contains time window data and other three additional parts. The cumulative value of operating conditions \( N_{\text{cum}} \) and the current operation mode label \( N_{\text{var}} \) are both six-dimensional vectors, and the mean and variance of the sensor signals in the same operating condition are both 14-dimensional vectors, represented by \( N_{\text{mean}} \) and \( N_{\text{var}} \) respectively. Assume that the time window size is \( N_{\text{tw}} \), and a time point has 14 sensor signals, then the size of the input feature is \( 14 \times N_{\text{tw}} + N_{\text{cum}} + N_{\text{var}} + N_{\text{mean}} + N_{\text{var}} \). Considering the minimum operating time cycle given by the test dataset, the maximum of time window size is 19 time cycles, which is also the default set of time window size. The influence of the time window size on the prediction result will be discussed in sub-section E.

For the label of remaining useful life, the way of piece-wise linear degradation model has been adopted since it has been verified to be feasible in [13]. As Eq. (12) shows, at the beginning of degradation, RUL value is limited at a maximum constant. With aging, RUL linear model starts to degrade at a

## Table 1. Information of the C-MAPSS datasets.

| Dataset      | FD001 | FD002 | FD003 | FD004 |
|--------------|-------|-------|-------|-------|
| Engine units for training | 100   | 260   | 100   | 249   |
| Engine units for testing  | 100   | 259   | 100   | 248   |
| Operating conditions    | 1     | 6     | 1     | 6     |
| Fault modes             | 1     | 1     | 2     | 2     |

## Table 2. Sensor data trends in first dataset.

| Trend       | Sensor data number |
|-------------|--------------------|
| Ascending   | 2,3,4,8,9,11,13,15,17 |
| Descending  | 7,12,20,21         |
| Irregular/unchanged | 1,5,6,10,14,16,18,19 |
certain point $R_{early}$. 

$$
\text{label} = \begin{cases} 
R_{early}, & \text{label}_r > R_{early} \\
\text{label}_r, & \text{label}_r \leq R_{early} 
\end{cases}
$$

(12)

where label$_r$ is the actual label of training sample for remaining useful life. $R_{early}$ is set to 125 for that it is proved to be a time cycle to get the best performance [13].

C. PERFORMANCE EVALUATION

Two metrics are used in this paper. First, Root Mean Square Error (RMSE) is used to evaluate the performance of the proposed method as follows:

$$
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (r^i - p^i)^2}
$$

(13)

where $r$ is the actual RUL value, $p$ is the predict RUL value. $N$ is the number of testing instance. At the same time, the scoring function is also used as a performance metric. The function is presented in Eq. (14):

$$
s = \sum_{i=1}^{N} s_i
$$

$$
s_i = \begin{cases} 
e^{-\frac{d_i}{\alpha}} - 1, & d_i < 0 \\
e^{\frac{d_i}{\beta}} - 1, & d_i \geq 0.0 
\end{cases}
$$

(14)

where $d_i = p^i - r^i$. The scoring function has more penalty on late prediction than early prediction, since a late prediction may lead to severer disasters.

D. EXPERIMENTAL SETUP

In order to obtain optimal meta-learners, twelve different machine learning algorithms are prepared as candidates. The twelve algorithms are all state-of-the-art machine learning methods and get different professions. They are mainly divided into three kinds and are introduced as follows.

Neural network-based methods: Multilayer perceptron (MLP) is a forward-structured artificial neural network that uses back propagation techniques [14]. Convolution neural network (CNN) is a deep feed-forward artificial neural network that has been successfully applied to image recognition [13] Recurrent neural network (RNN) is an artificial neural network with internal feedback connections and feedforward connections between layers [35]. It applies more on time series issues. Extreme learning machine (ELM) is a generalized single-hidden layer feedforward neural network [36].

Decision tree-based methods: Random forest (RF) is a regression or classification algorithm based on multiple decision trees. Gradient boosting decision tree (GBDT) is an integrated algorithm based on residual iterative tree [26], which has been widely applied to click-through rate prediction. Extreme gradient boosting (XGBoost) [22] and Light gradient boosting machine (LightGBM) [16] are variants of GBDT. they have achieved good results on other prediction problems. Extra tree regression (ETR) is an algorithm randomly selects features for segmentation in comparison with RF.

Other machine learning methods: Support vector machine (SVM) can map the sample space into a high-dimensional feature space, to transform the problem of nonlinear separability in the original sample space to linear separability in feature space [17]. Least absolute shrinkage and selection operator (LASSO) performs variable selection and regularization while fitting a generalized linear model [37]. KNeighbors regression (KNR) [38] determines the regression values of the test samples by the values of the surrounding K training samples.

The parameter adjustment range of each candidate model is set to a commonly used range and the final setting of parameters is carried out by using grid searching. The value of popsize $M$, generation $G$, offspring $O$ and mutation rate for NSGA-II are 4, 20, 4, 0.5 respectively. The generation is set to 2 because NSGA-II basically converged after 20 iterations. The mutation rate does not have much effect on the result because it only affects the number of iterations to converge. Offspring is set to double the popsize in this paper, considering the number of candidate models. And the effect of the number of popsize on the experimental result is presented in Fig. 5. By the way, we allow at most two same models in an ensemble. Since the combination of datasets with multiple environments and single environments will lead to unbalanced datasets, two meta-classifiers are prepared for FD001, FD003 and FD002, FD004 respectively. The meta-classifier is a one-hidden-layer neural network with 12 neurons, the learning rate of which is 0.01. The result of each candidate individual is used for comparison. The results in experiment are taken the average of 10 trials to exclude the effects of random disturbances. All the experiments are conducted on a PC with Intel Core i7 CPU, 8-GB RAM and in the environment of Python and the operating system is Windows 10.

E. PERFORMANCE ANALYSIS

First, the single-objective artificial bee colony (ABC) algorithm proposed in the [27] will be used for comparison. The factor of time window size which may impact the performance of the proposed method is investigated. The impact of the feature extraction strategy proposed in this paper will also be discussed. Furthermore, the performance of the proposed method in comparison with many existing approaches on C-MAPSS dataset is evaluated.

1) COMPARISON WITH THE ARTIFICIAL BEE COLONY (ABC) ALGORITHM

To ensure fairness, the proposed method and ABC method are performed in the same batch of candidate models, the same stacking structure and the same hyper-parameter set for each meta-learner. We adopt one-hidden-layer neural network with 12 neurons as the second layer in stacking, but the number of hidden neurons will affect the performance. Fig. 4 shows the performance of proposed method with the varying number
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The prognostic performance and training time of proposed method and ABC algorithm with the varying number of hidden neurons for FD004 dataset.

(a) The effect of the number of hidden neurons on RMSE. (b) The effect of the number of hidden neurons on training time.

The effect of popsize on the prognostic performance.

FIGURE 5.

Table 3. Performance comparison with the ABC algorithm.

| Method                        | Number of meta-learners | FD001 | FD002 | FD003 | FD004 |
|-------------------------------|-------------------------|-------|-------|-------|-------|
| ABC algorithm                 |                         | 6     | 23.83 | 12.02 | 23.46 |
| Proposed method with popsize  |                         | 4     | 12.81 | 23.08 | 11.01 | 22.69 |
| Proposed method with pareto   |                         | 2     | 13.32 | 23.44 | 11.89 | 22.96 |

The effect of time window size on the prognostic performance.

FIGURE 6.

Another influential factor is the meta-learners. Increasing the number of meta-learners may improve global generalization, but excess may lead to overfitting. At the same time, the more the meta-learner, the higher the computing cost. In practice, the number of meta-learner is determined by the popsize. Fig. 5 shows the effect of popsize on the prognostic performance. It can be seen that the most suitable popsize is four with highest RMSE. At the same time, the computing time increases monotonously with the number of hidden neurons increases, but the impact on the ABC algorithm is greater, because the ABC algorithm uses the meta-classifier for each solution while NSGA-II algorithm dose not.

Another influential factor is the meta-learners. Increasing the number of meta-learners may improve global generalization, but excess may lead to overfitting. At the same time, the more the meta-learner, the higher the computing cost. In practice, the number of meta-learner is determined by the popsize. Fig. 5 shows the effect of popsize on the prognostic performance. It can be seen that the most suitable popsize is four with highest RMSE. At the same time, the computing time increases monotonously with the number of hidden neurons increases, but the impact on the ABC algorithm is greater, because the ABC algorithm uses the meta-classifier for each solution while NSGA-II algorithm dose not.

The effect of time window size is presented in Fig. 6. Four different sizes of time window are evaluated on the four sub-datasets. It can be seen from the figure that the larger the time window size becomes, the more accurate the prediction result will be, since more degradation information from historical data will be involved within each training. A continuous amount of data can overcome the interference caused by noise and many papers [13]–[15] have proved its practicality. But at the same time, the computing load increases from 683s to 1110s as the time window size grows.

2) Analysis of the Influence of Time Window Size

The effect of time window size is presented in Fig. 6. Four different sizes of time window are evaluated on the four sub-datasets. It can be seen from the figure that the larger the time window size becomes, the more accurate the prediction result will be, since more degradation information from historical data will be involved within each training. A continuous amount of data can overcome the interference caused by noise and many papers [13]–[15] have proved its practicality. But at the same time, the computing load increases from 683s to 1110s as the time window size grows.
TABLE 4. Performance comparison of 12 methods and proposed method without feature extraction on each of four C-MAPSS sub-datasets.

| TW=19 | Op-stacking | GBDT | XGBoost | LightGBM | MLP | RNN | CNN | SVM | RF | Lasso | ETR | KNR | ELM |
|-------|-------------|------|---------|----------|-----|-----|-----|-----|----|-------|-----|-----|-----|
| FD001 | RMSE: 15.50 | 16.91| 16.58   | 16.25    | 16.55| 17.23| 16.09| 18.91| 18.39| 19.81| 18.21| 21.64| 21.31|
| Score | 420.2       | 474.0| 415.7   | 387.4    | 455.6| 623.9| 440.1| 894.5| 574.7| 685.5| 574.3| 1402.8| 964.1|
| FD002 | RMSE: 25.69 | 26.77| 26.52   | 26.49    | 26.94| 27.62| 27.92| 29.26| 27.38| 31.26| 27.72| 28.88| 30.45|
| Score | 7280.2      | 9439.8| 8293.0 | 8987.1   | 7814.5| 8903.7| 11524.1| 17224.8| 8587.0| 16692.3| 6956.2| 10270.8| 13216.7|
| FD003 | RMSE: 15.63 | 16.39| 16.97   | 16.57    | 17.80| 17.96| 17.36| 20.95| 20.58| 21.36| 20.38| 23.16| 22.41|
| Score | 588.3       | 576.7| 603.5   | 665.4    | 887.6| 942.3| 788.7| 2401.1| 2128.1| 1775.17| 1721.13| 3207.9| 1782.5|
| FD004 | RMSE: 26.49 | 27.65| 27.37   | 27.27    | 28.64| 28.81| 28.90| 30.03| 29.89| 32.07| 29.95| 31.54| 33.13|
| Score | 4644.2      | 5486.6| 4943.0 | 5133.4   | 6582.1| 6947.5| 7185.2| 7369.0| 6706.6| 9830.0| 6821.2| 8861.5| 10428.6|

FIGURE 7. Comparison of Op-stacking, GBDT, XGBoost, LightGBM, MLP, RNN, CNN, SVM, RF, Lasso, ETR, KNR and ELM in terms of the box plot of the RMSEs over ten runs on four C-MAPSS sub-datasets, respectively.

from 1 to 19, that is because the dimension of the vectors inputted to models increases.

3) PERFORMANCE EVALUATION WITH TIME WINDOW STRATEGY
This part studies the proposed method in comparison with other twelve methods when the time window size of 19 is applied. Table 4 reports the average performances of optimal stacking (Op-stacking) with other 12 algorithms over ten runs on each of four C-MAPSS sub-datasets. The parameters of these models are obtained through grid search. It can be seen from the Table 4 that the RMSEs of the proposed method on four sub-datasets are lowest. Sometimes the scoring is higher when the RMSE is lower, since the scoring function has a greater penalty for the late prediction. Fig. 7 shows box plots of RMSE for 10 runs of 13 methods on four C-MAPSS sub-datasets. It can be observed that the proposed method has smaller median and variance.

4) THE EFFECTS OF PROPOSED FEATURE EXTRACTION STRATEGY
Fig. 8 shows the effect of the long-short-term feature extraction strategy proposed in this paper and only the time window strategy on the accuracy of the experiment. (a), (b), (c) and (d) are test units randomly selected in test sets FD001, FD002, FD003 and FD004, respectively. The abscissa is the working cycle, and the ordinate is the RUL. The black line represents the actual RUL of test engine unit. According to the definition of RUL described as eq.(12), when the actual RUL is less than the threshold labelr, the cycle increases by 1 then the actual RUL decreases by 1, and the label decreases linearly. It can be seen from the figure that the feature extraction strategy proposed in this paper is obviously better than merely using the time window feature, because with the cumulative sum of current operation and the average and the variance features, historical data outside the time window are taken into account and can provide more degradation information for the model. Furthermore, it can be seen that the predicted value becomes increasingly accurate as the engine degrades, since the fault signals become more obvious as the degree of degradation increases. The accurate prediction in the later period can greatly improve the security and reliability of the system. The RMSE and scoring of stacking with the long-short term feature extraction strategy are given in Table 5.

5) PERFORMANCE EVALUATION WITH PROPOSED FEATURE EXTRACTION STRATEGY
This part studies the proposed method in comparison with other twelve methods when the long-short-term feature extraction strategy is applied. Table 5 reports the average performances of Op-stacking with other 12 algorithms over ten runs on each of four C-MAPSS sub-datasets. It can be observed that LightGBM performs worse than MLP on the first sub-dataset while better than other three sub-datasets, indicating that LightGBM predicts better in multiple operating environments and multiple fault modes, while MLP performs better in single operating environment and single fault mode. By combining two methods through stacking, the accuracy of the global model is better than the single model in terms of RMSE and scores for each sub-dataset. The RMSE and scoring of KNR and ELM are both high, meaning
that they are not suitable for the turbofan engine with strong nonlinear and time-dependent characteristics, which cannot capture the complex relationship between the sensor data and RUL within a comparatively plain structure. Fig. 9 shows box plots of RMSE for 10 runs of 13 methods on four C-MAPSS sub-datasets. It can be observed that the proposed method has smaller median and variance and has significant improvement on FD002 and FD004 under multi-operating environments.

To better analyze the prognostic results, Fig. 10 presents the sorted actual RUL of testing engine instances in four testing datasets with predicted RUL of four selected meta-learners and proposed method correspondingly. The abscissa is the index of test unit which is sorted in ascending order by actual RUL. Hence on the right of the figure, the test units run from comparable health status, while close to the left of the figure, the test units degenerate gradually. It can be seen from the Fig. 10 that each model has different advantages of performance, such as LightGBM and Xgboost are more accurate in the later period of degradation, while MLP is more accurate in earlier period of degradation, and Lasso has greater fluctuation but introduces diversity into ensemble. It is because that the proposed NSGA-II operator selects the meta-learners on optimal non-dominated candidate solutions considering their accuracy and diversity. And as box plots shows, LightGBM predicts better in multiple operating environments and multiple fault modes, while MLP performs better in single operating environment and single fault mode. Op-stacking is adopted to further
FIGURE 9. Comparison of Op-stacking, GBDT, XGBoost, LightGBM, MLP, RNN, CNN, SVM, RF, Lasso, ETR, KNR and ELM in terms of the box plot of the RMSEs over ten runs on four C-MAPSS sub-datasets, respectively.

FIGURE 10. The sorted RUL prediction of four selected meta-learners and proposed method for four testing datasets.

obtain nonlinear features for better prediction results. And the predicted RUL of Op-stacking is closer to the actual RUL than four meta-learners in four datasets. Furthermore, the prediction biases of MLP, LASSO, and LightGBM are different in some places, and at these places, the prediction of Op-stacking is always more accurate than meta-learners. For example, when the prediction of MLP is below actual RUL while the prediction of Lasso is above actual RUL, the results of Op-stacking are better than any meta-learners, indicating that different prediction biases of different models are also helpful for stacking.

6) COMPARISON WITH PUBLICLY AVAILABLE RESULTS
Some state-of-the-art works on RUL estimation also used C-MAPSS datasets for performance evaluation and comparison. It can be seen in Table 6 that, in overall, ensemble methods perform better than single model. The literature [26] used the stacking method without choosing the meta-learner, which merely combined a GBDT and a MLP by the

| Method                | RMSE FD001 | FD002 | FD003 | FD004 |
|-----------------------|------------|-------|-------|-------|
| Echo state network with PSO [39] | 37.12 | N/A   | N/A   | N/A   |
| First attempt of deep CNN [40] | 18.45 | 30.29 | 19.82 | 29.16 |
| Random forest [15] | 17.91 | 29.59 | 20.27 | 31.12 |
| ELM [15] | 17.27 | 37.28 | 18.90 | 38.43 |
| Deep LSTM [11] | 16.14 | 24.49 | 16.18 | 28.17 |
| Stacking ensemble method [26] | 16.67 | 25.57 | 18.44 | 26.76 |
| GBDT [15] | 15.67 | 29.09 | 16.84 | 29.01 |
| Time window based NN [14] | 15.16 | N/A   | N/A   | N/A   |
| MODBNE [15] | 15.04 | 25.05 | 12.51 | 28.66 |
| Proposed method | **12.81** | **23.08** | **11.01** | **22.69** |
meta-classifier, so there is little improvement in accuracy. The literature [15] also finds base learners for ensemble through multiobjective evolutionary algorithm, but its base learners only limit to deep belief networks and cannot model the data from different perspectives, which is not good on FD002 and FD004. The proposed method can select the most suitable meta-learners with compromised accuracy and diversity, which has the highest accuracy on four sub-datasets.

IV. EXPERIMENTAL STUDY II

In this section, the experiment based on the proposed method is carried out on the battery dataset provided by NASA to verify the behavior of proposed method.

A. LITHIUM-ION BATTERY DATASET

The lithium-ion battery degradation simulation dataset is carried out by the NASA Ames PCoE [41]. It has performed accelerated life tests under different experimental conditions for each group of batteries. One of the groups is selected for the validation, which contains four batteries (B0005, B0006, B0007 and B0018). Experimental conditions include charge current, charge voltage, discharge current, cut-off voltage and ambient temperature. The experimental conditions of the four batteries are shown in the Table 7. The experiments end when the batteries reached 30% fade in rated capacity, which is deemed invalid (from 2 Ah to 1.4 Ah). The data collected from the experiments include battery surface temperature, load voltage and battery capacity.

B. DATA PROCESSING

Fig. 11(a) shows the terminal voltage of the lithium battery B0005 during discharge in different cycles. In this work, mean voltage falloff (MVF) [42] and energy of voltage signal (VSE) [43] are extracted as features. MVF is calculated according to the following Equation.

$$MVF_i = \frac{1}{N} \sum_{j=1}^{N} |V_j - V_r|$$

(15)

where $V_j$ is the $j$th voltage value within a specified time. $N$ is the number of sampling points in a specified time. $V_r$ is the rated voltage. The specified time is from 500 s to 1500 s where the voltage drop is flat. And VSE is calculated as:

$$VSE_i = \int_{-\infty}^{+\infty} |V(t)|^2 dt$$

(16)

where $V(t)$ is the voltage at time $t$. The features of battery B0005 changing with cycles are shown in the Fig. 11(b) and (c). It can be seen that they both have clear monotonous trends with degradation.

C. PERFORMANCE ANALYSIS

The performance evaluation and experimental setup are the same as the last section. The size of time window is 10. The popsize and evolved models of different training set are listed in Table 8.

Fig. 12 shows box plots of RMSE for 10 runs of 13 methods on four batteries. It can be observed that Op-stacking has the best performance on each test battery. The variance of decision tree-based methods is smaller, while the variance of neural network-based methods is larger. Decision tree-based methods perform better than other single models. The large RMSE of the neural network-based methods may be due to
FIGURE 12. Comparison of Op-stacking, GBDT, XGBoost, LightGBM, MLP, RNN, CNN, SVM, RF, Lasso, ETR, KNR and ELM in terms of the box plot of the RMSEs over ten runs on four batteries.

FIGURE 13. The prognostic performance of meta-learners and Op-stacking on B0018.

the over-fitting of the models since the number of training samples is small.

Test battery B0018 is used for further analysis. Fig. 13 shows the performance comparison between the proposed method and selected meta-learners. It can be seen that among the meta-learners, the prediction of ETR is closer to actual RUL. The overall prediction of MLP is below actual RUL, and SVM is above actual RUL, indicating that MLP and SVM can introduce diversity into ensemble. Through stacking, the final prediction is more accurate, especially in the middle and later periods of degradation. The proposed method can combine different prediction results of single models to get better performance. At the same time, it indicates that different prediction biases of different models are helpful for stacking once again.

V. CONCLUSION

In this paper, the optimal stacking method is proposed for the RUL prediction of engineered systems by evolving the most suitable meta-learners simultaneously subject to accuracy and diversity as two conflicting objectives. The selected meta-learners are combined through the meta-classifier of stacking. The C-MAPSS dataset and lithium-ion battery dataset provided by NASA are used to verify the proposed method. Sensor signals are selected, normalized in both datasets and processed by long-short-term feature extraction strategy in the C-MAPSS dataset before input. Good performance has been achieved on both training and testing datasets in comparison with a single-objective optimization algorithm and single models. The RMSE of C-MAPSS dataset under multi-operating conditions is improved by 2.215, and the Scoring is increased by 1617.6 on average. And the RMSE of lithium-ion battery dataset is increased by 5.45 on average. However, the proposed method needs to train all candidate models offline, so the computing cost for offline is expensive, and the algorithm convergence performance may be affected by some initial settings such as the size of population. Our future research will focus on multiple RUL estimation problems, and we will continue to improve the objective function, not limited to accuracy and correlation coefficient.
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