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Abstract

We consider a network of event-based systems that use a shared wireless medium to communicate with their respective controllers. These systems use a contention resolution mechanism to arbitrate access to the shared network. We identify sufficient conditions for Lyapunov mean square stability of each control system in the network, and design event-based policies that guarantee it. Our stability analysis is based on a Markov model that removes the network-induced correlation between the states of the control systems in the network. Analyzing the stability of this Markov model remains a challenge, as the event-triggering policy renders the estimation error non-Gaussian. Hence, we identify an auxiliary system that furnishes an upper bound for the variance of the system states. Using the stability analysis, we design policies, such as the constant-probability policy, for adapting the event-triggering thresholds to the delay in accessing the network. Realistic wireless networked control examples illustrate the applicability of the presented approach.
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1 Introduction

1.1 Motivation

A wireless networked control system comprises of many plants that communicate with their respective controllers over a shared wireless network. The control systems may use the shared network for sensing, as depicted in Fig. 1, or for actuation, or both. Using a wireless network brings many benefits such as mobility, ease of adding sensors and reduced wiring costs. However, using a common medium to communicate data from multiple control systems can result in congestion, which degrades control performance. This can be mitigated by reducing the number of transmissions from each control system. Event-based systems provide a means of accomplishing this, by transmitting only select events in place of periodic samples from the plant [1, 2].

From the network perspective, periodic packet arrivals from multiple sources can be easily scheduled. However, plant-generated event arrivals cannot be anticipated and consequently, cannot be scheduled a priori. Also, more than one event may arise simultaneously, resulting in a conflict for access to the shared medium. Thus, a Contention Resolution Mechanism (CRM), commonly used in wireless networking, is required to resolve such conflicts [3]. The CRM is a distributed and non-coordinated protocol, and hence, sometimes results in collisions, wherein all the data packets involved are lost. Now, an essential question for wireless networked control systems is how should event-based systems be designed to compensate for such losses, and yet provide a control system guarantee?

The event-triggering policies considered here are designed to detect a level crossing in the plant output [4]. If the physical medium causes packet losses, then altering the triggering level to permit more frequent transmissions improves the packet reception rate [5]. However, this strategy may not work when packets are lost due to collisions. This is because increasing the number of events may increase the number of collisions. Thus, the triggering levels may have to be altered to reduce the number of transmissions, so as to alleviate congestion in the network. This is the same principle used in congestion control in TCP/IP or in the backoff mechanism.
in Carrier-Sense Multiple Access (CSMA) protocols. However, will such a policy lead to stability of the networked control system? In other words, how should the levels be selected, to ensure stability of the network and stability of the control system? Answering this question is the main objective of this paper.

1.2 Main Contributions

There are two main contributions in this paper. Our first contribution is to identify stability conditions for a network of event-based systems. To analyze stability of this network, we use the network-interaction model proposed in [6]. Here, Bianchi’s assumption [7] is used to decouple interaction between the various loops, resulting in a steady state Markov model. A statistical description of the system evolution through the states of the Markov chain is not analytically tractable, and hence, we identify an upper bound to describe the system using majorization theory. We obtain sufficient conditions for Lyapunov mean square stability by analyzing the resulting upper bound, and find that this notion of stability is achievable, if the probability of increasing delay is suitably restricted.

Our second contribution is to use the above stability analysis to design event-triggering policies that guarantee stability. We introduce a constant-law policy, where the event probabilities are mandated to remain constant, with increasing delay. We derive conditions for Lyapunov mean square stability for this policy, and present a design algorithm that guarantees it for a network of control systems using this policy. Hence, the paper is constructive in delivering an explicit policy guaranteeing network and closed-loop stability under suitable assumptions.

1.3 Related Work

Event-based systems were proposed as a means to reduce congestion in Networked Control Systems (NCS) [1, 8, 9]. Early work showed that the same control performance can be achieved using fewer samples with event-based systems, for a single system [8, 10]. Various event-triggering policies have been proposed for different problem formulations, both stochastic [4, 11] and deterministic [12, 13]. The event-triggering policies considered in this paper use the estimation error to decide when to transmit. Different variations of policies that use the innovations or estimation error can be found for networked estimation [14, 15] and networked control [16, 17]. Measurement policies based on the innovations have been suggested much earlier, notably in the encoder design problem for data-rate limited channels [18].

The multiple access problem for event-based systems has not received as much attention. Much of the work focussing on the design of event-based systems for a shared network [19, 20] does not explicitly deal with the problem of multiple access. Others use protocols such as the CAN bus for wired networks [21], or dynamic real-time scheduling for multiple tasks on a single processor [12]. These protocols are not well-suited to wireless networks [22, 23]. There have been some attempts to analyze a network of event-based systems with random access [5, 24, 25], albeit with simplifying assumptions such as independent packet losses, or by ignoring collisions. More recently, event-based systems which use Aloha and Slotted Aloha have been analyzed [26], but with an event-triggering policy that is not adapted to the network. In this paper, we use the Markov chain from [6] to model the interactions between the event-triggering policy and the CRM. A similar Markov chain has been used, but to model only the event-triggering policy, in [14, 17].

The problem of level selection after a packet loss was introduced in [5], where the authors evaluated the control cost of level triggering subject to i.i.d packet losses. Stochastic stability of event-based systems with i.i.d intervals between arrivals have been studied in [27, 28]. However, event arrivals in a contention-based network...
are not i.i.d, and the event arrivals considered in this paper exhibit a dependence on the delay since the last transmission. The notion of stability that we use in this analysis has been used in [29], to analyze i.i.d erasures, with a provision to extend to Markov models, in NCSs.

1.4 Outline

The rest of this paper is organized as follows. The problem formulation, along with a Markov chain representation, is presented in Section 2. The main results on sufficient conditions for Lyapunov mean square stability, is presented in Section 2. The main results on the analysis of the event-driven systems are presented in Section 3, and three design laws are presented in Section 4. Some examples and conclusions follow in Sections 5 and 6, respectively.

2 Problem Formulation

We consider a network of M event-based systems, shown in Fig. 2. We first describe a model for each event-based system in the network, indexed by \( j \in \{1, \ldots, M\} \), and then present a model for the interaction of the M systems.

2.1 Closed-loop System Model

The network on the sensor link can be modelled from the perspective of a single control system, as illustrated in Fig. 3. We describe each block in this model below. When the context is clear, we skip the system index \( j \).

**Plant** \( P_j \): The plant \( P_j \) has state dynamics given by

\[
x_{k+1}^j = A_j x_k^j + B_j u_k^j + w_k^j,
\]

where \( x_k^j \in \mathbb{R}^n \), \( u_k^j \in \mathbb{R}^m \) and the initial state \( x_0^j \) and the process noise \( w_k^j \) are i.i.d. zero-mean Gaussians with covariance matrices \( R_0^j \) and \( R_w^j \), respectively. They are independent and uncorrelated to each other and to the initial states and process noises of other plants in the network. This discrete time model is defined with respect to a sampling period \( T \) for each plant, and the sampling instants are generated by a synchronized network clock.

**Scheduler** \( S_j \): A local scheduler \( S_j \), situated in the sensor node, executes the event-triggering policy. The event indicator is denoted \( \gamma_k^j \in \{0, 1\} \), with \( \gamma_k^j = 1 \) in the case of an event. The event-triggering policy uses the innovations process to determine \( \gamma_k^j \), as given by

\[
\gamma_k^j = \begin{cases} 
1, & ||x_k^j - \hat{x}_{k-1}^j|| > \Delta_k^j, \\
0, & \text{otherwise},
\end{cases}
\]

where \( \hat{x}_{k-1}^j = A_j \hat{x}_{k-1}^j + B_j u_k^j \) and \( \hat{x}_{k-1}^j \) denotes the estimate at the controller, defined in (5) below.

**Observer** \( O_j \): The input to the observer is the received measurement signal \( y_k^j = \delta_k^j x_k^j \). The observer generates the estimate \( \hat{x}_{k-1}^j \) as given by

\[
\hat{x}_{k-1}^j = (1 - \delta_k^j)(A_j \hat{x}_{k-1}^j + B_j u_k^j) + \delta_k^j x_k^j,
\]

where the estimate for \( \delta_k^j = 0 \) is the model-based prediction from the last received data packet at time \( \tau_k^j \).

3 Network: The network \( \mathcal{N} \) generates exogenous traffic, as is indicated by \( n_k^j \in \{0, 1\} \). It takes a value 1 when a network source generates an event, and 0 otherwise. The network traffic is stochastic, and hence, \( n_k^j \in \{0, 1\} \) is not required to be i.i.d.

**CRM** \( CRM \): The CRM resolves contention between simultaneous channel access requests. For simplicity, we assume that the network uses \( p \)-persistent CSMA with either no retransmissions or multiple retransmissions. We describe the CRM without retransmissions here, and explain how our model extends to the multiple retransmissions case in Section 2.2. The CRM output is denoted \( \alpha_k^j \in \{0, 1\} \), and we have

\[
\mathbb{P}(\alpha_k^j = 1|\gamma_k^j = 1) = p_o
\]

where \( p_o \) denotes the persistence probability of the CRM. Thus, with probability \( q_o = 1 - p_o \), some events are suppressed by the CRM and not permitted to access the medium. Similarly, \( \alpha_k^{N,j} \) is the CRM output for the rest of the network, and \( \mathbb{P}(\alpha_k^{N,j} = 1|\gamma_k^j = 1) = p_o \).

The resolution block \( (\mathcal{R}) \) maps the CRM outputs \( \alpha_k^j \) and \( \alpha_k^{N,j} \) to the channel access indicator \( \delta_k^j \), as given by

\[
\delta_k^j = \alpha_k^j(1 - \alpha_k^{N,j})
\]

where \( (\delta_k^j = 1) \) indicates that a successful transmission of the event has occurred. This is possible only when the CRM permits a transmission and none of the other nodes attempt to transmit.

**Observer (Oj)**: The input to the observer is the received measurement signal \( y_k^j = \delta_k^j x_k^j \). The observer generates the estimate \( \hat{x}_{k+1}^j \) as given by

\[
\hat{x}_{k+1}^j = A_j \hat{x}_k^j + B_j u_k^j + w_k^j
\]

where the estimate for \( \delta_k^j = 0 \) is the model-based prediction from the last received data packet at time \( \tau_k^j \).

The estimation error is defined as \( \hat{x}_{k+1}^j - \hat{x}_{k+1}^j \) and \( E[\hat{x}_{k+1}^j (\hat{x}_{k+1}^j)^T] \) is the covariance of the estimation error. We denote the variance as \( tr\{P_k^j\} \), where \( tr \) is the trace operator.
Controller ($C_j$): The controller generates the signal $u_j^k$ as given by
\[ u_j^k = -L_j \hat{x}_{c,j}^{k|k} , \tag{6} \]
where $L_j$ is the controller gain chosen to minimize a control cost, such as an infinite horizon Linear Quadratic Gaussian (LQG) cost function.

We are interested in investigating mean square boundedness of the plant state in steady state, or equivalently Lyapunov mean square stability. It is defined below for a control system in the above network. We skip the index $j$ as the definition is applicable for each control system.

**Definition 2.1 (Lyapunov Mean Square Stability [30])** A state is said to possess Lyapunov mean square stability if given $\zeta > 0$, there exists $\xi(\zeta) > 0$ such that $|x_0| < \xi$ implies
\[ \limsup_{k \to \infty} \mathbb{E}[x_k^T x_k] \leq \zeta . \tag{7} \]

The Certainty Equivalence Principle has been shown to hold in the architecture described in (1)–(6) in [31]. Thus, we can translate the stability property in Definition 2.1 from the state to the estimation error, as shown below.

**Lemma 2.1** For a control system in the network given by (1)–(6), there exists a constant $\varsigma$, with $0 < \varsigma < \zeta$, that $|x_0| < \xi$ implies
\[ \limsup_{k \to \infty} \mathbb{E}[x_k^T x_k] \leq \zeta . \]
retransmissions in the CRM. Retransmissions improve the performance of a CRM, and are further explained in Remark 2.1. From the simulations shown in Fig. 5, we see that the upper bound of the state magnitude varies with M.

The result of the example is not surprising. However, it is not clear how we can identify the network size that can be supported by a given event-triggering policy. Equivalently, for a given network size, how can we identify a stabilizing event-triggering policy? From the example, it is clear that the network interaction between the event-based systems provides the answer. Thus, we now present a model for the network interactions, and derive stability conditions and stabilizing designs using this model.

We use a Markov chain to jointly model the event-triggering policy and CRM, through which each control system interacts with the rest of the network. Since this model applies to each control system, we skip the index $j$ unless we need it to explain the interaction between multiple systems. However, it is useful to keep in mind that every parameter in the following discussion, including probabilities, are unique to each control system, and must be understood to be indexed by $j$. The delay $d$ and an index $S$ are used to denote each state in the Markov chain in Fig. 6. The index $S \in \{I, N, E, T\}$ denotes an idle state (I), a non-event state (N), an event-state (E) and a transmission state (T), respectively. We denote the steady state probability of the state $(S, d)$ as $\pi_{(S,d)}$, and compute these values in Lemma 2.2. A successful transmission brings the system to state $(I, 0)$, where it awaits the next sampling instant. If the packet is not transmitted, either due to a collision or the lack of an event, the delay increases.

Let us trace through the chain for some delay $d_{k-1} = d-1$, beginning with the plant in the idle state $(I, d-1)$. At the next sampling instant $k$, the state $x_k$ is declared to be an event or a non-event. The control system transitions to $(E, d)$ with event probability $p_{\gamma, d} \triangleq P(\gamma_k = 1 | d_{k-1} = d-1)$, or to $(N, d)$ with complimentary event probability $q_{\gamma, d} = 1 - p_{\gamma, d}$, respectively. From the non-event state $(N, d)$, the system transitions directly to the next idle state $(I, d)$, to wait for the next sampling instant.

An event is sent to the CRM, where it is either transmitted or suppressed. The control system transitions to $(T, d)$ with persistence probability $p_\alpha$, or returns to the next idle state $(I, d)$ with complimentary persistence probability $q_\alpha = 1 - p_\alpha$, respectively. A system in the transmission state, $(T, d)$, sees a busy channel if another control system in the network is in one of its transmission states, $(T, d)$, for any $d \geq 0$. This happens with probability $p$, and the packet is lost due to a collision. The system then returns to the idle state $(I, d)$. With complimentary probability $q = 1 - p$, the transmission is
successful, and the system transitions to the state \((I, 0)\), with the delay reset to zero.

We now present our first assumption, used in the construction of the Markov model.

**Assumption 2.1 (Bianchi’s Conditional Independence Assumption)*** The conditional probability of a busy channel for a node that is ready to transmit (in state \((T, d)\), for \(d > 0\), is given by an independent probability \(p\). This probability, called the busy channel probability, can be evaluated as

\[
p^j = 1 - \prod_{i \neq j, i=1}^M \left(1 - \sum_{d=1}^\infty \pi^i_{(T,d)}\right), \tag{10}
\]

where \(\pi^i_{(T,d)}\) is the steady state probability of the \(i^{th}\) control system being in the state \((T, d)\) in the Markov model in Fig. 6.

This assumption was introduced by Bianchi in his much-acclaimed analysis of CSMA/CA in 802.11, and has been verified by many studies [7,32,33]. For the problem setup considered in this paper, it is verified through simulations in [6].

**Remark 2.1 (Extension to CSMA with Multiple Retransmissions)** The CRM typically makes multiple attempts to transmit the same packet, within a single plant sampling period. This is because the operational time-scale of the CRM is much finer that that of the control system itself. The Markov model presented above can also be used to model such a CRM, by redefining the conditional probability of a busy channel \(p\). We do this by first defining a unique conditional probability of a busy channel, \(p_r\), for each retransmission attempt \(1 \leq r \leq r_{\text{max}}\). Applying Assumption 2.1 to each retransmission attempt, the conditional probability of a busy channel in the \(r^{th}\) retransmission instant is given by

\[
p_r^j = 1 - \prod_{i \neq j, i=1}^M \left(1 - \sum_{d=1}^\infty \pi^i_{(T,d,r)}\right), \tag{11}
\]

where \(\pi^i_{(T,d,r)}\) is the steady state probability of the \(i^{th}\) control system being in the state \((T, d)\) during the \(r^{th}\) retransmission attempt. We now redefine the busy channel probability \(p\) to represent an aggregate conditional probability of a busy channel across all the retransmission instants, as given by

\[
p = 1 - \frac{1}{p_a} \left(1 - \prod_{r=1}^{r_{\text{max}}} \left(1 - p_a q_r\right)\right), \tag{12}
\]

where \(q_r\) denotes the complimentary probability \(1 - p_r\).

We now analyze the reliability of a link, defined as the probability of a successful transmission, in this network.

**Lemma 2.2 (Reliability Analysis [6])** For a network of event-based systems described by (1)–(6) under Assumption 2.1, the network reliability in steady state is given by \(\lim_{k \to \infty} \mathbf{P}(\delta_k = 1) = \pi_{(I,0)} = q \cdot \sum_{d=0}^\infty \pi_{(T,d)}\).

**Proof** The steady state distribution of the Markov chain, \(\pi_{(S,d)}\) corresponding to the state \((S, d)\), can be calculated when Assumption 2.1 holds. The steady state probabilities of a node in the states \((I, d)\) and \((T, d)\), respectively, are given by

\[
\pi_{(I,d)} = (1 - p_{\gamma,d} p_a q) \pi_{(I,d-1)} \tag{13}
\]

\[
\pi_{(T,d)} = p_{\gamma,d} p_a \pi_{(I,d-1)} \tag{14}
\]

Then, the probability of a successful transmission is given by \(\mathbf{P}(\delta_k = 1) = \pi_{(I,0)}\) and can be obtained by simultaneously solving \(\sum_{d=0}^\infty \pi_{(T,d)} = 1\) with (10) or (12).

We now define network steady state as a notion of stability for the network of \(M\) control systems.

**Definition 2.2** The network of \(M\) control systems is said to be in steady state when \(0 \leq p < 1\), for the busy channel probability \(p\) in (12).
When \( p = 1 \), no transmissions occur in the Markov chain in Fig. 6. Thus, the network steady state property simply implies that at least some transmissions occur successfully in the network. We show that network steady state is a necessary condition for Lyapunov mean square stability, for unstable plants.

**Proposition 2.3** For unstable plants with spectral radius \( \rho(A) > 1 \) in the network given by (1)-(6), network steady state is a necessary condition for Lyapunov mean square stability, under Assumption 2.1.

**Proof** The states \((S,d), \forall S \in \{I,N,E,T\}, d \geq 0\), are transient when the busy channel probability \( p = 1 \), except for the infinite-delay states. For an unstable system, the condition for Lyapunov mean square stability given by (8) cannot be satisfied when \( p = 1 \), as the variance of the estimation error at infinite delay is not bounded. ■

The above lemma clarifies that a control system cannot be Lyapunov mean square stable without network stability, in the sense defined above. Thus, we begin with the necessary condition that network steady state exists, and then proceed to find conditions for Lyapunov mean square stability. Network steady state is not sufficient to guarantee Lyapunov mean square stability. However, the Lyapunov mean square stability conditions we derive guarantee that network steady state holds.

**Remark 2.2 (Necessary Conditions for Bianchi’s Assumption to Hold)** The existence of the independent process in Bianchi’s assumption has been studied in [34], among others. The conditions for the decoupling to occur would provide necessary conditions for Proposition 2.3. An analysis of such conditions for stability of the control system is out of the scope of this paper.

**Remark 2.3 (From Event Thresholds to Event Probabilities)** Note that the event thresholds do not directly appear in the Markov model in Fig. 6. The model uses a set of event probabilities \( \{p_{\gamma,d}\} \), in place of the event thresholds \( \{\Delta_d\} \) to represent the event-triggering policy. The event probabilities are obtained using the event thresholds and the underlying distributions. This alternative representation affords no loss of generality.

We now summarize the design approach used in this paper. We use a two step strategy to design a stabilizing event-triggering policy. First, we select a stabilizing set of event probabilities, and then, we find a set of event thresholds that result in the designed event probabilities. The motivation for this strategy is because our analysis of a network of event-based systems is parameterized by the event probabilities, rather than the triggering levels, as we saw in the above model. To select suitable event probabilities, we first find conditions that guarantee stability of the control systems in the network, and then outline a design process based on these conditions, as depicted in Fig. 7.

### 3 Stability Analysis

We use the Markov chain in Fig. 6 to analyze the stability of each control system in this section. This analysis includes the effect of all the other control systems in the network through the parameters of the Markov chain. We dispense with the system index \( j \) in this section, as our analysis applies to each control system in the network. We begin with the main stability result in this section, and then outline a design process based on these conditions, as depicted in Fig. 7.
Fig. 7. The event probabilities \( \{ p_{a,d} \} \) and the persistence probability \( \{ p_{\gamma,d} \} \) are the inputs to our design process. The stability conditions that we derive in this paper give us a stability guarantee, as an output. The Markov model parameters, \( p \) in (12) and \( \{ \pi_{(i,d)} \} \) in (13), are intermediary parameters that must be computed to check the stability conditions.

We examine the underlying density of the estimation error, and construct an auxiliary system that furnishes an upper bound for the variance of each control system.

### 3.1 Main Result: Stability Conditions for the Markov Chain

We begin by presenting one of the main results of the paper. It is a sufficient condition for stabilizing the Markov chain in Fig. 6, in a Lyapunov mean square sense.

**Theorem 3.1** Consider the network of control systems (1)–(6) and suppose Assumption 2.1 holds. Let \( \rho(A) \) denote the spectral radius of the \( j \)th control system. For \( 1 \leq j \leq M \), if

\[
\limsup_{d \to \infty} \frac{\pi_j^{i,(d+1)}}{\pi_j^{(i,d)}} < \frac{1}{1 + \rho(A)^2} \tag{15}
\]

holds, then each of the control systems in the network is Lyapunov mean square stable.

The proof is presented in Section 3.5. The above result requires the probability of the idle states in the tail of the Markov model in Fig. 6 to decrease in a stipulated manner, as determined by the spectral radius of each control system \( \rho(A) \). The larger the value of \( \rho(A) \), the sharper is the mandated fall off in the probabilities of the idle states.

The role of the spectral radius suggests a similarity to other mean square stability results in networked control systems, particularly for packet losses in the sensing or actuation channel \([29, 35]\) and encoder design for data rate limited channels \([36–38]\). The results for packet loss channels specifies a critical probability of loss, beyond which a control system cannot be stabilized in the mean square sense. This result is obtainable only under a Bernoulli packet loss model, which cannot be applied to our problem setup. The stability result in the case of encoder design specifies a stabilizing rate, derived from a source coding perspective. The Markov model we consider in Fig. 6 is quite general, and a more specific stability result is difficult to find. In practice, one must find a finite parameterization of the Markov model parameters to obtain a stability condition that can be checked, as illustrated for an event-triggering design that we present in Section 4.

**Remark 3.1 (Lyapunov mean square stability implies network steady state)** Network steady state is not sufficient to guarantee Lyapunov mean square stability. This can be seen by noting that the condition for the busy channel probability, \( p < 1 \), as required by network stability, implies that \( \pi_{(i,d+1)} < \pi_{(i,d)} \). Thus, network steady state ensures that the loop is sometimes closed, as against the case \( p = 1 \), when the loop is never closed. But, this feedback may not be sufficient to stabilize the control system, in the sense of Definition 2.1. However, Lyapunov mean square stability for all \( M \) control systems in the network ensures a network steady state, in the sense of Definition 2.2. To see this, note that \( \pi_{(i,d+1)} < \frac{\pi_{(i,d)}}{1 + \rho(A)^2} < \pi_{(i,d)} \), for all \( \rho(A) > 0 \). Hence, network steady state is indeed achieved by the control systems in stability.

**Remark 3.2 (Guaranteeing Stability for Unstable Processes)** Let us assume that we choose the event probabilities such that (15) is true for all \( d \geq 0 \), as opposed to the tail of the sequence alone. Then, using (15) in \( \sum_{d=0}^{\infty} \pi_{(i,d)} = 1 \), we get a lower bound for the network reliability as \( \pi_{(i,0)} > \rho(A)^2/(1 + \rho(A)^2) \). This implies that the network reliability must lie above the line shown in Fig. 8, and thus, unstable processes require a higher network reliability to guarantee stability.

**Remark 3.3 (Role of the Persistence Probability)** Using the recursive relationship for the idle state probabilities \( \pi_{(i,d+1)} \) in (15), along with the sufficient condition in (15), we obtain

\[
\limsup_{d \to \infty} \frac{(1 - p_{\gamma,d+1} p_{\gamma,q}) \pi_{(i,d)}}{\pi_{(i,d)}} < \frac{1}{1 + \rho(A)^2},
\]

which can be rearranged to obtain \( \limsup_{d \to \infty} p_{\gamma,d} q > \kappa_0 \), where \( \kappa_0 = \frac{1}{1 + \rho(A)^2} \). The value of \( \kappa_0 \) can be tuned by varying the persistence probability \( p_{\gamma} \). A small value for \( p_{\gamma} \) can increase the lower bound for \( p_{\gamma,d} q \), which in turn can improve the network reliability.
We first attempt to prove Theorem 3.1 directly by examining the underlying density of the estimation error. This is a difficult approach, as we show in Section 3.2. Then, we construct auxiliary systems in Sections 3.3 and 3.4, and use these systems to prove Theorem 3.1 in Section 3.5.

3.2 A Difficult Direct Approach

We seek an expression for the variance of the estimation error. Let us associate with each state \((S,d)\) for \(S \in \{I,N,E,T\}\) a probability density function (PDF) for the estimation error (filtered or predicted) at the controller, denoted by \(\phi_{(S,d)}\), for the appropriate estimation error corresponding to the state \((S,d)\) of the Markov model.

Then, the variance of the estimation error conditioned on a delay \(d\) is given by \(\text{tr}\{P_d\}\), where \(P_d = \int_{-\infty}^{\infty} \bar{x} \bar{x}^T \phi_{(I,d)}(\bar{x}) d\bar{x}\). Marginalizing over the idle state distribution, we get

\[
\text{tr}\{E[P_k|k]\} = \sum_{d=0}^{\infty} \text{tr}\{P_d\} \pi_{(I,d)} .
\]  

(16)

The above expression is simple, but the PDFs can be hard to evaluate. To see why, let us look at the evolution of these PDFs as the delay \(d\) increases. For \(d = 0\), \(\phi_{(I,0)} := \lim_{k \to \infty} \phi(\bar{x}_{k+1}^{e} | \delta_k = 1)\) is the PDF associated with the predicted estimate, one step after a transmission. Clearly, \(\phi_{(I,0)} = \phi_N(\Sigma_w)\), where \(\phi_N\) is the PDF of a normal distribution with covariance \(\Sigma_w\). For any delay \(d\), the PDFs associated with the event \((\gamma_k = 1)\) and non-event \((\gamma_k = 0)\) states are truncated versions of the PDF associated with the previous idle state. They can be defined as \(\phi_{(N,d)} := \lim_{k \to \infty} \phi(\bar{x}_{k+1}^{e} | \gamma_k = 0, d_k = d - 1)\) and \(\phi_{(E,d)} := \lim_{k \to \infty} \phi(\bar{x}_{k+1}^{e} | \gamma_k = 0, d_k = d - 1)\), respectively. Thus, we get

\[
\phi_{(N,d)} = \begin{cases} 
\frac{\phi_{(I,d-1)}(\bar{x})}{q_{\gamma,d}} |\bar{x}| \leq \Delta_d, \\
0, \end{cases}
\]

\[
\phi_{(E,d)} = \begin{cases} 
\frac{\phi_{(I,d-1)}(\bar{x})}{p_{\gamma,d}} |\bar{x}| > \Delta_d, \\
0, \end{cases}
\]

(17)

where, \(q_{\gamma,d} = \int_{-\Delta_d}^{\Delta_d} \phi_{(I,d-1)}(\bar{x}) d\bar{x}\) is the probability of a non-event and \(p_{\gamma,d} = 1 - q_{\gamma,d}\) is the probability of an event.

Then, let us denote \(e_d\) as the innovations process that does not get transmitted after a delay \(d\), and denote its PDF as \(\phi_e(\bar{x}) := \lim_{k \to \infty} \phi(\bar{x}_k^{e} | \delta_k = 0, d_k = d)\). This PDF can be rewritten as

\[
\phi_e(\bar{x}) = \phi_{(N,d)}(\bar{x}) \cdot \frac{q_{\gamma,d}}{q_{\gamma,d} + p_{\gamma,d} (q_a + pp_a)} + \phi_{(E,d)}(\bar{x}) \cdot \frac{p_{\gamma,d} (q_a + pp_a)}{q_{\gamma,d} + p_{\gamma,d} (q_a + pp_a)}
\]

(19)

Substituting for \(\phi_{(N,d)}\) and \(\phi_{(E,d)}\) from (17) and (18), respectively, we obtain

\[
\phi_{(d)}^{e} = \begin{cases} 
\frac{\phi_{(I,d-1)}(\bar{x})}{q_{\gamma,d} + p_{\gamma,d} (q_a + pp_a)} |\bar{x}| \leq \Delta_d, \\
\frac{1}{q_{\gamma,d} + p_{\gamma,d} (q_a + pp_a)} |\bar{x}| > \Delta_d
\end{cases}
\]

(20)

Finally, the PDF of the idle state with delay \(d\) is denoted \(\phi_{(I,d)} := \lim_{k \to \infty} \phi(\bar{x}_k^{e} | \gamma_k = 0, d_k = d)\). For a plant with an invertible \(A\) matrix, we can use the state update equation in (1) to find an expression for \(\phi_{(I,d)}\) as

\[
\phi_{(I,d)} = \frac{1}{|\det(A)|} \phi_e(A^{-1} \tilde{x}) * \phi_N(\Sigma_w)
\]

(21)

If the matrix \(A\) is non-invertible, the PDF corresponding to the idle state is no longer defined in \(\mathbb{R}^n\). A measure on the subspace orthogonal to the null-space of \(A\) is absolutely continuous w.r.t. the Lebesgue measure, and the PDF, along with the expected value or covariance, is defined using this measure. Thus, the approach presented in this paper is applicable for plants with non-invertible \(A\) matrices. However, for ease of exposition, we present the results assuming that \(A\) is invertible.
where * denotes the convolution operator.

The above operations must be performed recursively, to obtain the PDF associated with the state \((I, d)\). This computation is in general hard. Hence, we find auxiliary systems that result in upper bounds for the variance of the estimation error in the following subsections.

### 3.3 Auxiliary PDFs for First-Order Systems

We wish to find an upper bound for the variance of the estimation error in the idle states of the Markov chain. To do this, we must first find a sequence of PDFs, \(\phi_{(I, d)}\), that are more ‘spread out’ than the PDFs \(\phi(I, d)\). We use stochastic majorization to do this. Our approach, in this section, is restricted to first-order systems, due to a symmetry requirement on PDFs. We begin with a definition for the symmetric rearrangement of a Borel function if it is non-decreasing on \([0, \infty)\), where \(|x|\) denotes the Euclidean norm of \(x \in \mathbb{R}^n\).

We now describe the PDFs that we are interested in, as stated below.

**Definition 3.4 (Neat PDF)** We say that a PDF \(\phi\) is neat if it is quasi-concave and if there exists a real number \(r\) such that \(\phi\) is non-decreasing on \((-\infty, r]\) and non-increasing on \([r, \infty)\).

Note that PDFs on \(\mathbb{R}\) are symmetric non-increasing if and only if they are neat and even. Thus, for neat PDFs, the definition of majorization can be directly applied to the PDF itself. Using Definition 3.3, we find a more spread out \(\hat{\phi}_{(I, d)}\), as stated below.

**Lemma 3.3** Let the auxiliary PDF, \(\hat{\phi}_{(I, d)}\), be defined by the recursive relation

\[
\hat{\phi}_{(I, d)} = \frac{1}{A} \hat{\phi}_{(I, d-1)} \star \phi_N ,
\]

where \(\hat{\phi}_{(I, 0)} = \phi_N\). Then, \(\hat{\phi}_{(I, d)} \geq \hat{\phi}_{(I, d)}\) for all \(d \geq 0\).

**Proof** We show this using induction. Trivially, at \(d = 0\), \(\hat{\phi}_{(I, 0)} = \hat{\phi}_{(I, 0)} = \phi_N\). Let us assume that, for some \(d\), \(\hat{\phi}_{(I, d)} \geq \hat{\phi}_{(I, d)}\). Then, from (20), we can show that \(\hat{\phi}_{(I, d+1)} \geq \hat{\phi}_{(I, d)}\). To see this, recall that \(\phi_{(I, d+1)}\) is obtained by appropriately combining the truncated PDFs for the event and non-event states, as shown in (20). Then, we have

- For \(|e| \leq \Delta_{d+1}\), we have

\[
\int_{-e}^{e} \phi_{(I, d)}(\tilde{x}) d\tilde{x} \geq \int_{-e}^{e} \phi_{(I, d)}(\tilde{x}) d\tilde{x} ,
\]
because \( q_{\gamma,d+1} + p_{\gamma,d+1} (q_a + pp_a) \leq 1 \).

- For \(|\epsilon| > \Delta_{d+1}\), we have

\[
\int_{-\infty}^{-\epsilon} \phi_{\epsilon}(\tilde{x}) \frac{(q_a + pp_a)}{q_{\gamma,d+1} + p_{\gamma,d+1} (q_a + pp_a)} d\tilde{x} + \int_{\epsilon}^{\infty} \phi_{\epsilon}(\tilde{x}) \frac{(q_a + pp_a)}{q_{\gamma,d+1} + p_{\gamma,d+1} (q_a + pp_a)} d\tilde{x} \\
\leq \int_{-\infty}^{-\epsilon} \phi_{\epsilon}(\tilde{x}) d\tilde{x} + \int_{\epsilon}^{\infty} \phi_{\epsilon}(\tilde{x}) d\tilde{x},
\]

because \( \frac{(q_a + pp_a)}{q_{\gamma,d+1} + p_{\gamma,d+1} (q_a + pp_a)} \leq 1 \).

Since \( \phi_{\epsilon}(\tilde{x}) \geq \phi_{\epsilon}(\tilde{x}) \) and \( \phi_{\epsilon}(\tilde{x}) \geq \hat{\phi}_{\epsilon}(\tilde{x}) \), we have

\[
\phi_{\epsilon}(\tilde{x}) \geq \hat{\phi}_{\epsilon}(\tilde{x}) \\
\frac{1}{A} \phi_{\epsilon}(\tilde{x}) = \frac{1}{A} \phi_{\epsilon}(\tilde{x}) \\
\phi_{N} \times \frac{1}{A} \phi_{\epsilon}(\tilde{x}) \geq \phi_{N} \times \frac{1}{A} \phi_{\epsilon}(\tilde{x}) \\
\text{where, the last two expressions are obtained from the} \\
\text{results of Lemma A.4 and Lemma A.1, respectively. Hence,} \\
\phi_{\epsilon}(\tilde{x}) \geq \hat{\phi}_{\epsilon}(\tilde{x}).
\]

**Remark 3.4 (Worst-Case Evolution of the System)** The PDFs given by \( \hat{\phi}_{\epsilon}(\tilde{x}) \) correspond to the evolution of the control system when the busy channel probability \( p = 1 \), in the Markov model. For such systems, no event is successfully transmitted, and hence, the density of the tail \(|\tilde{x}| > \Delta\) is never reduced, due to a perpetually busy channel \( p = 1 \). Thus, the Gaussian property of the estimation error is retained and its PDF is given by \( \hat{\phi}_{\epsilon}(\tilde{x}) \).

### 3.4 Auxiliary PDFs for Higher-Order Systems

In this section, we find an upper bound for the variance of the estimation error, for higher-order systems. The PDF of the state for such control systems need not be symmetric, and hence, the results developed in the previous section cannot be directly applied to such systems.

We denote the multivariate PDFs in this section with \( \Phi \) in place of \( \phi \).

We now find an upper bound for the variance of the estimation error associated with the Markov chain states \((I,d)\) for all \( d \geq 0\), by finding suitable PDFs \( \hat{\Phi}_{(I,d)} \). We first define the matrix \( \tilde{A} = \rho(A) I_n \), where \( \rho(A) \) is the spectral radius of \( A \) and \( I_n \in \mathbb{R}^{n \times n} \) is an identity matrix. Let \( \text{var}(\Phi) \) denote the variance of the PDF \( \Phi \). We now have the following bound on the variance, cf. Lemma 3.3.

**Lemma 3.4** Let the auxiliary PDF, \( \hat{\Phi}_{(I,d)} \), be defined by the recursive relation

\[
\hat{\Phi}_{(I,d)}(\tilde{x}) = \frac{1}{|\det(A)|} \Phi_{(I,d-1)}(\tilde{A}^{-1}\tilde{x}) \Phi_N ,
\]

with \( \hat{\Phi}_{(I,0)} = \phi_N(\Sigma_w) \). Then, \( \text{var}(\phi_{(I,d)}) \leq \text{var}(\hat{\Phi}_{(I,d)}) \) for all \( d \geq 0 \).

**Proof** We show this using induction. Trivially, at \( d = 0 \), \( \Phi_{(I,0)} = \hat{\Phi}_{(I,0)} = \Phi_N(\Sigma_w) \). Thus, the variances are equal for \( d = 0 \). Let us assume that, for some \( d > 0 \), \( \text{var}(\phi_{(I,d)}) \leq \text{var}(\hat{\Phi}_{(I,d)}) \). We denote the variance of \( \epsilon_d \), the innovations process that does not get transmitted after a delay \( d \), as \( \text{var}(\phi_{(I,d+1)}) \), following the notation in (20). Then, we show that \( \text{var}(\phi_{(I,d+1)}) \leq \text{var}(\hat{\Phi}_{(I,d)}) \) in Lemma B.1. Combining this with our induction assumption, we obtain \( \text{var}(\hat{\Phi}_{(I,d)}) \geq \text{var}(\phi_{(I,d)}) \geq \text{var}(\phi_{(I,d+1)}) \).

At the next sampling instant, the state is updated according to the state-space model, with a linear transformation and an addition of process noise. The linear transformation of a random vector results in the PDFs denoted \( \Phi_{(I,d+1)}^{e+} \) for the original system, and \( \Phi_{(I,d)}^{+} \) for the auxiliary system. The transformed PDFs are given by

\[
\Phi_{(I,d+1)}^{e+} = \frac{1}{|\det(A)|} \Phi_{(I,d+1)}^{e}(A^{-1}\tilde{x}) \\
\Phi_{(I,d)}^{+} = \frac{1}{|\det(A)|} \hat{\Phi}_{(I,d)}(\tilde{A}^{-1}\tilde{x}) .
\]
The variances can be written as
\[
\var(\Phi_{\var}^{e,+}(i,d+1)) = \text{tr}\{A \Sigma_{(i,d+1)}^{e}A^T\} = \text{tr}\{\Sigma_{(i,d+1)}^{e}A^T A\},
\]
where \(\Sigma_{(i,d+1)}^{e}\) and \(\hat{\Sigma}_{(i,d)}\) are the covariance matrices associated with PDFs \(\Phi_{(i,d+1)}^{e}\) and \(\hat{\Phi}_{(i,d)}\), respectively. Now, note that \(\Sigma_{(i,d+1)}^{e}\) and \(A^T A\) are symmetric matrices, and that their product \(\Sigma_{(i,d+1)}^{e}A^T A\) is also a symmetric matrix. Thus, the matrices commute, and we can apply the spectral value inequality to obtain \(\rho(\Sigma_{(i,d+1)}^{e}A^T A) \leq \rho(\Sigma_{(i,d+1)}^{e}) \cdot \rho(A^T A)\). Furthermore, \(\text{tr}\{\Sigma_{(i,d)}A^T A\} = \rho^2(A)\text{var}(\Phi_{(i,d)}^{e})\). Combining these facts, we obtain \(\var(\Phi_{(i,d+1)}^{e}) \leq \var(\Phi_{(i,d)}^{e})\).

We have not yet accounted for the addition of process noise in the state update. This operation results in an addition of a constant term \(\text{tr}\{R_{\var}\}\), corresponding to the variance of the process noise \(w_{\var}\), to both the original and auxiliary system. Thus, the variance ordering is preserved, and we have the desired result \(\var(\phi_{(i,d+1)}^{e}) \leq \var(\Phi_{(i,d)}^{e})\).

**Remark 3.5 (Lossy Network as Upper Bound)**
The PDFs of the auxiliary systems are used along with the probabilities in the Markov chain in Fig. 6 to upper bound the variance of the estimation error of the control system. The resulting approximation describes the evolution of a system with a lossy sensor link, albeit with a loss probability that varies with delay, as shown in Fig. 10. The loss probability is given by \(p_{\gamma,d} = 1 - p_{\gamma,a}p_{\gamma,q}\). The estimation error covariance of this system for zero delay is clearly \(\hat{P}_0 = \Sigma_{\var}\), and for all other delays \(d > 0\), is given by
\[
\hat{P}_d = \rho(A)^2 \hat{P}_{d-1} + \Sigma_{\var}.
\]  

### 3.5 Proof of Theorem 3.1

Let us now prove the stability conditions in Theorem 3.1 using the auxiliary systems we have identified.

**Proof** The estimation error covariance can be bounded from above, using the approximations from Lemma 3.3, as
\[
\text{tr}\{E[P_{\var}|I]\} = \sum_{d=1}^{\infty} \pi_{(i,d)} \text{tr}\{P_d\} \leq \sum_{d=1}^{\infty} \pi_{(i,d)} \text{tr}\{\hat{P}_d\}.
\]
For this expression to be bounded [41], we require
\[
\limsup_{d \to \infty} \frac{\pi_{(i,d+1)} \text{tr}\{\hat{P}_{d+1}\}}{\pi_{(i,d)} \text{tr}\{\hat{P}_d\}} < 1.
\]
Since \(\text{tr}\{\hat{P}_d\} = \Sigma_{\var}(1 + \rho(A)^2 + \cdots + \rho(A)^{2(d-1)})\), the left hand side of the above inequality can be written as
\[
\limsup_{d \to \infty} \frac{\pi_{(i,d+1)} \text{tr}\{\hat{P}_{d+1}\}}{\pi_{(i,d)} \text{tr}\{\hat{P}_d\}} \leq \limsup_{d \to \infty} \frac{\pi_{(i,d+1)} \text{tr}\{\hat{P}_{d+1}\}}{\pi_{(i,d)} \text{tr}\{\hat{P}_d\}} \leq \limsup_{d \to \infty} \frac{\pi_{(i,d+1)}}{\pi_{(i,d)}} (1 + \rho(A)^2).
\]

By requiring the last expression to be strictly less than 1, we satisfy the condition in (15) required to obtain Lyapunov mean square stability.

### 4 Event-Triggering Policy Synthesis

We now look at the problem of designing stabilizing event-triggering policies. In particular, how should the event probabilities \(\{p_{\gamma,d}\}\) be chosen as a function of \(d\) to achieve Lyapunov mean square stability? We can immediately think of three possible ways to let the event probabilities vary with the delay: holding it a constant, additively increasing or decreasing it, or multiplicatively increasing or decreasing it. We discuss the constant-probability policy in detail and identify stability conditions for such policies. We then discuss the feasibility of the other policies briefly.

#### 4.1 Constant-Probability Policy

The constant-probability policy provides a constant event probability for all delays, i.e., \(p_{\gamma,d} = p_{\gamma}\), for all \(d > 0\). Using the lossy network model from Section 3, we identify stability conditions for this particular policy.

**Theorem 4.1** For the control system given by (1)–(6), a sufficient condition for Lyapunov mean square stability for the constant-probability event-triggering policy is given by
\[
p_{\gamma} \left( \sum_{r=1}^{r_{\max}} \left( q_r \cdot \prod_{r=1}^{r_{\max}-1} (1 - p_{\gamma,q_r}) \right) \right) > \frac{1}{p_{\gamma}} \left( 1 - \frac{1}{\rho(A)^2} \right).
\]

**Proof** Using a constant scheduling law, note that the lossy network model has a constant loss probability, \(p_{\gamma} = 1 - p_{\gamma,a}p_{\gamma,q}\). Thus, the estimation error variance in this model, given in (23), converges if
\[
p_{\gamma} \rho(A)^2 < 1.
\]
Substituting for \(p_{\gamma}\) above from (12), and rearranging, we obtain the condition in (24).
that the sum of the probabilities of the idle states is given by the sum of a geometric series, \( \sum_{d=0}^{\infty} \pi_{(t,d)} = \pi_{(t,0)} \sum_{d=0}^{\infty} p_d^d \). Thus, we have

\[
\pi_{(t,0)} = p_\gamma p_\alpha q ,
\]

(25)

using the expression for the loss probability, where \( q \) is the complimentary busy channel probability \( 1 - p \). The conditional probability of a busy channel in each retransmission attempt can be computed using (11) and (14) as

\[
\sum_{d=1}^{\infty} p_{r,d,r} = p_\gamma p_\alpha \prod_{s=1}^{r} (1 - p_s q_s) \sum_{d=1}^{\infty} \pi_{(t,d-1)}
\]

which leads to

\[
p_r = 1 - \left(1 - p_\gamma p_\alpha \prod_{s=1}^{r} (1 - p_s q_s)\right)^{M-1} , \quad r \in \{1, \ldots, r_{\text{max}}\}
\]

(26)

Equations (25)–(26) along with (24), gives us the event probability \( p_{r,d} \) for a given persistence probability \( p_\gamma \), that guarantees Lyapunov mean square stability. The flowchart in Fig. 7 gives us a set of \( p_\alpha \) and \( p_\gamma \) that generate a stable system. We present an example of this design procedure in Section 3.

4.2 Additive-Probability Policy

The additive-probability policy is designed to provide an additive increase/decrease in the event probability with delay, i.e., \( p_{r,d} = p_{r,d-1} + \nu \), for \( \nu \geq 0 \). Note that \( \lim_{d \to \infty} p_{r,d} \to \infty \) for \( \nu > 0 \) and \( \lim_{d \to \infty} p_{r,d} \to -\infty \) for \( \nu < 0 \). Thus, we let the additive terms decrease in magnitude, such that \( \sum_{d=1}^{\infty} \nu_d \) is bounded and \( \lim_{d \to \infty} p_{r,d} < 1 \). Many such examples can be found. A simple example is

\[
p_{r,d} = p_{r,1} + \eta + \eta^2 + \cdots + \eta^{d-1} ,
\]

(27)

which gives rise to an increasing law when \( \eta > 0 \), and a decreasing law when \( \eta < 0 \). Thus, \( p_{r,\infty} = p_{r,1} + \frac{\eta}{1-\eta} \), and \( p_{r,1} \) and \( \eta \) must be chosen such that \( p_{r,1} < 1 \) and \( p_{r,\infty} < 1 \). Then, we can apply Theorem 3.1 to identify designs that are guaranteed to result in Lyapunov mean square stability.

4.3 Exponential-Probability Policy

The exponential-probability policy is designed to provide an exponential increase/decrease in the event probability with delay, i.e., \( p_{r,d} = \mu p_{r,d-1} \), for \( \mu < 1 \). Note that if \( \mu > 1 \), \( p_{r,d} \) increases exponentially with delay and the sequence of event probabilities \( \{ p_r \} \) diverges. For \( \mu < 1 \), the decreasing probability law can be checked for Lyapunov mean square stability using Theorem 3.1.

5 Example

We now illustrate some of the results presented in this work. We begin with an illustration of the upper bound derived in Section 3.3. Our next example illustrates how the sufficient conditions for Lyapunov mean square stability, presented in Theorem 3.1, can be used to infer stability properties of the control system. Our third example illustrates the design of a constant-law scheduler that guarantees Lyapunov mean square stability. The final example illustrates the selection of event thresholds corresponding to a given design.

Example 5.1 (Illustration of Majorization) In Lemma 3.3, we find an approximating PDF \( \hat{\phi}_{(t,d)} \), which is majorized by the real PDF \( \phi_{(t,d)} \), for all delays \( d > 0 \).

We illustrate this for a control system with parameters \( A = 2, B = 1, \sum_{\nu} = 1 \) and a constant event threshold \( \Delta_d = 1 \), for all \( d > 0 \). The CRM persistence probability is set to \( p_\alpha = 1 \), and the conditional probability of a busy channel is \( p = 0.6 \). For this setup, we compare the cumulative distribution function (CDF) corresponding to \( \phi_{(t,d)} \), with the CDF corresponding to \( \hat{\phi}_{(t,d)} \), for \( d = \{1, \ldots, 5\} \), in Fig. 11. The arrows indicate the increasing delays. Clearly, \( \phi_{(t,d)} > \hat{\phi}_{(t,d)} \), for each of the five delays, according to Definition 3.3. This figure also illustrates why the estimation error covariance of the approximated PDF is greater than that of the real PDF.

The auxiliary system was chosen to correspond to the worst-case evolution of the real system, with saturated network traffic. Thus, the upper bound is tighter for a large busy channel probability \( p \) and small state transition matrix \( A \).

Next, we return to Example 2.1, where we illustrated that different network sizes result in different stability properties. We use our sufficient conditions for Lyapunov
Example 5.2 (Checking for Lyapunov Mean Square Stability) We consider two network scenarios: case 1 corresponds to a network with $M = 2$ nodes and case 2 to a network with $M = 10$ nodes. The control systems in both network scenarios are identical to the systems described in Example 2.1, and so is the CRM. We use Theorem 3.1 to show that in case 1, Lyapunov mean square stability is achievable, and that in case 2, Lyapunov mean square stability cannot be guaranteed. This can be seen by using (15), where we see that the idle state probabilities must achieve a ratio of less than 0.5 for large $d$. Case 1 achieves a ratio of less than 0.1 for $d > 10$, whereas case 2 has a ratio of 0.98 even after $d = 50$. The Lyapunov mean square stability properties can be inferred from a trace of the state $x$ as illustrated in Fig. 5.

In the next example, we illustrate the design procedure outlined in Fig. 7.

Example 5.3 (Constant-Probability Policy) We consider a network of $M = 5$ control systems with identical parameters $A = 1.5$, $B = 1$ and $\Sigma_w = 1$, and $r_{\text{max}} = 10$ retransmissions in the CRM. For simplicity, we assume that the persistence probability $p_\alpha$ is constant for all retransmission attempts. Using an algorithm similar to the one outlined in the flowchart in Fig. 7, we obtain the set of event probabilities $p_\gamma$, and the set of persistence probabilities $p_\alpha$, that result in Lyapunov mean square stability. The results are depicted in Fig. 12. The shaded region in the figure corresponds to this set.
We now illustrate how to select event thresholds for an event probability $p_\gamma$ and persistence probability $p_\alpha$ chosen from the outcome of Example 5.3.

**Example 5.4 (Selecting Event Thresholds)** For the control system with parameters $A = 1.5$, $B = 1$ and $\Sigma_w = 1$, choose $p_\gamma = 0.8$ and $p_\alpha = 0.4$. This choice of probabilities yields a network reliability of $\pi_{(i,0)} = 0.7056$ and a loss probability of $p_l = 0.2944$, from Fig. 12 and Fig. 13, respectively. The delay distribution for the constant-probability scheduler is easily seen to be given by $P(d_k = d) = \pi_{(i,0)} \cdot p_l^d$, for any delay $d \geq 0$. The exponential delay distribution considerably simplifies our task. We now need to identify only a set of $D$ event thresholds, where we choose $D$ to be sufficiently larger than the smallest probability we wish to consider. In this example, we choose $D = 12$.

We now numerically compute event thresholds that give us the above event probabilities. To do this, we simulate the evolution of distributions described in (17)–(21), and assign the event thresholds as $\Delta_d := t : \int_{|x| \leq t} \phi_d dx = p_\gamma$, for all $d \geq 0$. We present the event thresholds, thus identified, in Fig. 5. To validate our design procedure, we run Monte Carlo simulations using the thresholds identified above, and confirm that the event probabilities we obtain are as desired, as shown in Fig. 5. For delays larger than $D = 12$, the probabilities we obtain are not accurate, as there are too few instances of these events to result in a precise value.

6 Conclusions

We have presented a stability analysis and synthesis for event-triggering policies in a network of control systems that use a CRM to access the network. The event-triggering policy and the CRM sometimes result in congestion, and consequently packet losses and delays. We presented a two-step approach to design event-based systems in this network. We began by designing event probabilities that guarantee Lyapunov mean square stability for each control system in the network, and then illustrated how to select event thresholds to achieve the designed event probabilities. Our event probability designs were based on the stability analysis presented in this paper.

The results in this paper indicate a potential for performance optimization through joint design of the event probabilities and the CRM. This, and a study into the feasibility of implementing such a joint design, are left for future work.
Fig. 15. A comparison of analytical and simulated values of the event probability $p_\gamma$, plotted against the axis on the left. The numerically computed values of the event thresholds $\Delta_d$ are plotted against the axis on the right.
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Proof The PDF $\phi_b$ is a convex combination of indicator functions, $\chi_{n}(x) = 1$ for $x \in [-n,n]$ and zero otherwise. For any $n$, note that $\phi_a \ast \chi_n$ is symmetric and non-increasing. Convex combinations of neat distributions are neat, and hence, the result follows.

We now present a series of results that use the majorization operator. The proofs presented here are adapted from [39]. These results are used in the proofs presented in Section 3.3.

Lemma A.2 If the PDFs $\phi_a$ and $\phi_b$ on $\mathbb{R}^n$ are such that $\phi_a \succ \phi_b$, then $\int \phi_a^*(x) h(x) dx \geq \int \phi_b^*(x) h(x) dx$ for any symmetric non-increasing function $h$.

Proof The function $h$ is a convex combination of indicator functions of balls centered at the origin. For any such indicator function, the above result is obvious from the definition of majorization. Hence, the result follows.

Lemma A.3 If the PDFs $\phi_a$, $\phi_b$, and $\psi$ on $\mathbb{R}^n$ are such that $\phi_a \succ \phi_b$, and if $\phi_a$ and $\psi$ are symmetric non-increasing, then $\phi_a \ast \psi \succ \phi_b \ast \psi$.

This proof uses Riesz’s rearrangement inequality and is given as proof of Lemma 6.7 in [39].

Lemma A.4 If the PDFs $\phi_a$ and $\phi_b$ on $\mathbb{R}$ are such that $\phi_a \succ \phi_b$, and $\phi^+(x) \triangleq \frac{1}{|a|} \phi(\frac{x}{a})$, then $\phi_a^+ \succ \phi_b^+$.

Proof Using the definition of majorization, and the definitions of $\phi_a^+$ and $\phi_b^+$, the result can be shown to hold directly.

Lemma A.5 If the symmetric non-increasing PDFs $\phi_a$ and $\phi_b$ on $\mathbb{R}^n$ are such that $\phi_a \succ \phi_b$, and if $h$ be a symmetric non-decreasing positive function, then $\int \phi_a^*(x) h(x) dx \leq \int \phi_b^*(x) h(x) dx$.

Proof Note that the function $h$ is symmetric and quasi-concave, thus making it Schur-concave. It is known that $E[\phi_a[h]] \leq E[\phi_b[h]]$, for Schur-concave functions. Thus, the desired result follows.

B Other Lemmas

Lemma B.1 For a general $n^{th}$-order plant in the network setup given by (1)–(6), the posterior variance of the innovations is less than its a priori value, i.e., $\text{var}(\phi_{(1,d+1)}(\ell)) \leq \text{var}(\phi_{(1,d)}(\ell))$.

Proof We can find expressions for the a priori variance, denoted $\sigma^2_{(1,d)} \triangleq \text{var}(\phi_{(1,d)}(\ell))$, and the posterior variance,
denoted \((\sigma^e_{(i,d+1)})^2 \triangleq \text{var}(\phi^e_{(i,d+1)})\), as

\[
\sigma^2_{(i,d)} = \sigma^2_{\Delta^{-},d} + \sigma^2_{\Delta^{+},d},
\]

\[
(\sigma^e_{(i,d+1)})^2 = \sigma^2_{\Delta^{-},d} \frac{1}{1-p_{\gamma,d}p_a q} + \sigma^2_{\Delta^{+},d} \frac{(1-p_a q)}{1-p_{\gamma,d}p_a q},
\]

where \(\sigma^2_{\Delta^{-},d} = \int_{|\tilde{x}| \leq \Delta_d} |\tilde{x}|^2 \psi(\tilde{x}) d\tilde{x}\) and \(\sigma^2_{\Delta^{+},d} = \int_{|\tilde{x}| > \Delta_d} |\tilde{x}|^2 \psi(\tilde{x}) d\tilde{x}\). Now, the variance of the posterior distribution can be rewritten as

\[
(\sigma^e_{(i,d+1)})^2 = \sigma^2_{(i,d)} + \sigma^2_{\Delta^{-},d} \left( \frac{1}{1-p_{\gamma,d}p_a q} - 1 \right)
\]

\[
+ \sigma^2_{\Delta^{+},d} \left( \frac{(1-p_a q)}{1-p_{\gamma,d}p_a q} - 1 \right)
\]

\[
\leq \sigma^2_{(i,d)} + \max \left( \sigma^2_{\Delta^{-},d} \left( \frac{1}{1-p_{\gamma,d}p_a q} - 1 \right)
\right)
\]

\[
+ \sigma^2_{\Delta^{+},d} \left( \frac{(1-p_a q)}{1-p_{\gamma,d}p_a q} - 1 \right).
\]

The maximum value of the first term can be found by evaluating the integral at the upper boundary to obtain \(\max \sigma^2_{\Delta^{-},d} = \Delta_d^2 q_{\gamma,d}\). However, the second term is negative as \(\frac{(1-p_a q)}{1-p_{\gamma,d}p_a q} < 1\). The maximum value of this term is found by evaluating the integral at the lower boundary. Doing so, we obtain

\[
(\sigma^e_{(i,d+1)})^2 \leq \sigma^2_{(i,d)} + \Delta_d^2 \left( \frac{1}{1-p_{\gamma,d}p_a q} - 1 \right)
\]

\[
- p_{\gamma,d} \left( \frac{(1-p_a q)}{1-p_{\gamma,d}p_a q} - 1 \right)
\]

\[
= \sigma^2_{(i,d)} + 0,
\]

where it is easy to check that the terms in the inner bracket sum to zero. ■