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Abstract

In nearest-neighbor classification problems, a set of \( d \)-dimensional training points are given, each with a known classification, and are used to infer unknown classifications of other points by using the same classification as the nearest training point. A training point is relevant if its omission from the training set would change the outcome of some of these inferences. We provide a simple algorithm for thinning a training set down to its subset of relevant points, using as subroutines algorithms for finding the minimum spanning tree of a set of points and for finding the extreme points (convex hull vertices) of a set of points. The time bounds for our algorithm, in any constant dimension \( d \geq 3 \), improve on a previous algorithm for the same problem by Clarkson (FOCS 1994).

1 Introduction

Nearest-neighbor classification is a widely-used supervised learning technique in which, from training data consisting of geometric points with discrete classifications, one infers the classification of new points as equal to the classification of the nearest training point [18]. This technique has motivated many important developments in exact and approximate nearest-neighbor searching, including the construction of Voronoi diagrams [6,13,21,27,42], the development of point-location data structures for performing queries in these diagrams [27,38], quadtrees-based data structures for approximate nearest neighbors in spaces of moderate dimension [4,5,11,24], and locality-sensitive hashing for higher-dimensional data [3,19,25,29].

Voronoi diagrams have high worst-case complexity even for spaces of moderate dimensions: for \( n \) points in \( d \) dimensions, the Voronoi diagram can have complexity \( \Theta(n^{\lceil d/2 \rceil}) \) [20,32,39]. Approximate nearest-neighbor searching data structures are better-behaved, but high-dimensional classification problems using them still have a complexity only a small factor faster than a naive scan of all training data for each new input point. To speed up these methods, it is natural to consider a preprocessing stage that reduces the training set to a smaller subset, its relevant points, before building these data structures [7,15]. Here, we define a point to be relevant if it is needed for correct nearest-neighbor classification: removing it would change the nearest-neighbor classification of some points of \( \mathbb{R}^d \). Removing all points that are not relevant leaves all nearest-neighbor classifications unchanged (see Theorem 1). Although this has no benefit in the worst case, it is reasonable to expect that on average for smooth-enough input distributions and smooth-enough decision boundaries (we leave those terms deliberately vague and non-rigorous) a training set of \( n \) points in \( d \) dimensions may be reduced to a smaller subset of \( O(n^{(d-1)/d}) \) relevant points, which could in some cases be a significant savings.
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In this work we investigate a simple algorithm for quickly identifying which points of a training set are relevant and which are not. Our algorithm is output-sensitive: it is faster when there are few relevant points, and slower when there are many. It is based on the solutions to two previously-studied geometric problems: the construction of Euclidean minimum spanning trees, spanning trees for the complete graph on a given set of points, weighted by the Euclidean distances between pairs of points, and the identification of extreme points, the vertices of the convex hull of a given set of points.

1.1 New results

Given a set of training points with discrete classifications (not assumed to be binary nor in general position), our algorithm performs the following steps, using a single Euclidean minimum spanning tree construction followed by an extreme-point computation per relevant point. As we prove, it finds exactly the set of relevant points.

Algorithm 1 (relevant points of a training set).

1. Find a Euclidean minimum spanning tree $T$ of the training set.
2. Find the edges in $T$ whose two endpoints have different classifications, and initialize the set $R$ of relevant points to consist of the endpoints of these edges.
3. For each relevant point $r$ added to $R$ (either initially or within this loop), perform the following steps:
   
   (a) Invert through a unit sphere centered at $r$ all of the training points whose classification differs from $r$, producing a point set $S_r$, including also $r$ itself in $S_r$.
   
   (b) Identify the extreme points of $S_r$.
   
   (c) Add to $R$ the training points corresponding to extreme points of $S_r$.

The steps of the algorithm are illustrated in [Fig. 1]. The intuition behind Algorithm 1 is that the minimum spanning tree phase of the algorithm finds a piece of each component of the decision boundary, a wall between the Voronoi cells of two relevant points. The extreme point phase finds the neighbors of each relevant point in the Voronoi diagram of $S_r$, including the relevant points that define neighboring walls of the decision boundary. In this way, it expands each piece of boundary to the full component of the boundary, from each wall to its adjacent walls in the component, without finding any false positives, and without needing to know anything about the topology of the boundary. The algorithm’s efficiency comes from output-sensitivity both in the number of calls to the extreme-point subproblem and within the algorithms for this subproblem. Both the Euclidean minimum spanning tree and the extreme-point subproblem admit either simple and dimension-independent algorithms or asymptotically faster but more dimension-specific and more complex algorithms, but unfortunately we do not know of algorithms that are both simple and optimally efficient. We analyze the same overall algorithm both ways, using both kinds of algorithm for the subproblems. This analysis gives us the following results:

- Using simple algorithms, for an input of bounded dimension with $k$ relevant points, we can identify the relevant points in time $O(n^2 + k^2 n)$. For an input of unbounded dimension, we can identify the relevant points using $O(k n)$ linear programs.
Using more complex subroutines for the Euclidean minimum spanning tree and extreme points, we can identify the relevant points in randomized expected time $O((n \log n)^{4/3} + kn \log k)$ for three-dimensional points, and in time

$$O\left(n^{2-\lfloor d/2 \rfloor + 1/3} + k(nk)^{1-\left(\left\lfloor\frac{d}{2}\right\rfloor+1\right)} (\log n)^{O(1)} \right).$$

for $d$-dimensional points, for any $\varepsilon > 0$. For instance, for $d = 4$ this bound is $O(n^{4/3+\varepsilon} + k^{5/3}n^{2/3} \log^{O(1)} n)$, and for $d = 5$ it is $O(n^{3/2+\varepsilon} + k^{5/3}n^{2/3} \log^{O(1)} n)$.

The nearest-neighbor decision boundary, and not just the set of relevant points, can be constructed as a sub-complex of the Voronoi diagram of the relevant points, consisting of the $(d-1)$-dimensional faces of the diagram that separate cells of opposite classifications. This construction can be performed using standard Voronoi diagram construction algorithms \[13\] in an additional time of $O(k \log k + k^{\left\lfloor d/2 \right\rfloor})$, independently of $n$. For all dimensions greater than two these time bounds are significantly faster than the $O(n^{\left\lfloor d/2 \right\rfloor})$ time that could be obtained by constructing the Voronoi diagram directly and then using its faces to identify the classification decision boundary.

We note that the set of relevant points found by Algorithm 1 is not necessarily the smallest set of points that would have the same decision boundary, or the smallest subset of the given points that would have the same decision boundary. It is, rather, the set of all training points whose omission from the whole data set (or from the resulting subset of relevant points) would change the decision boundary. Finding the smallest set of points with the same decision boundary, in high dimensions, seems likely to be a much more difficult task.
1.2 Related work

The problem of constructing nearest-neighbor decision boundaries, in an output-sensitive way, was considered by Bremner et al. [7], for the special case of two-dimensional training data. They showed that, for training sets of this dimension, the relevant points and their resulting nearest-neighbor decision boundary can be found in time $O(n \log k)$.

In higher dimensions, the only work we are aware of for this problem is that of Clarkson [15], who (in our terms) gave a simple algorithm for finding the relevant points whose running time is $O(\min(n^3, kn^2 \log n))$ whenever the dimension is bounded. Our time bounds are significantly faster than Clarkson’s in the cases for which this sort of thinning is particularly useful, when $k$ is much smaller than $n$.

We will survey algorithms for the two subroutines we use, for Euclidean minimum spanning trees and extreme points, in our discussion of these problems in the next section.

2 Preliminaries

2.1 Voronoi diagrams and Delaunay graphs

The Voronoi diagram of a finite set $S$ of points in $\mathbb{R}^d$ (called sites in this context) is a collection of convex polyhedra (possibly unbounded), one for each site $s$, consisting of the points in $\mathbb{R}^d$ for which $s$ is a nearest site, one with minimum Euclidean distance to the point [6]. We call such a polyhedron the cell of $s$. It is an intersection of a finite system of halfspaces, the halfspaces that contain $s$ and have as their boundaries the hyperplanes halfway between $s$ and each other site. These hyperplanes are the perpendicular bisectors of line segments connecting $s$ to each other site. For our purposes it is convenient to think of the cells as closed sets, containing their boundaries, and intersecting each other at shared boundary points. Their interiors, however, are disjoint. The union of all the cells equals $\mathbb{R}^d$.

The Voronoi diagram has finitely many faces, the intersections of finite sets of cells. The dimension of a face is the dimension of its affine hull. We define a wall of the Voronoi diagram to be a face of dimension $d - 1$, and a junction of the diagram to be a face of dimension $d - 2$. The affine hull of a junction, a $(d - 2)$-dimensional subspace of $\mathbb{R}^d$, is perpendicular to a family of two-dimensional planes. If we choose a plane in this family that intersects the junction in its relative interior, a point that is not part of any lower-dimensional face, then the junction will appear in this intersection as a point, and in a neighborhood of this point the walls that include the junction will appear as rays and the cells that include the junction will appear as convex wedges between these rays. The geometry of this structure of rays and wedges does not depend on the choice of intersecting plane. It is called the link of the junction. If the sites are in general position (no $d + 2$ of them belonging to a common sphere) then the link of a junction will only have three rays and three wedges, but we do not wish to assume general position.

We define the Delaunay graph of a set of sites to be a graph having the sites as vertices, with edges connecting pairs of sites when their cells intersect in a wall. We do not include edges for pairs of sites whose cells have a lower-dimensional or empty intersection. For sites in general position, this graph forms the set of edges of a simplicial complex, the Delaunay triangulation, but again we do not wish to make this general position assumption.

2.2 Euclidean minimum spanning trees

A Euclidean minimum spanning tree of a set $S$ of point sites is just a minimum spanning tree of a complete graph, having $S$ as its vertices, with edges weighted by Euclidean distance. We allow
equal distances, in which case there may be more than one possible minimum spanning tree. If there are \( n \) sites, a minimum spanning tree can be constructed easily by naive algorithms in time \( O(n^2) \) \[23\]: simply construct the weighted complete graph, and apply either Borůvka’s algorithm or Jarník’s algorithm (with an unordered list as priority queue), both of which take time \( O(n^2) \) for dense graphs.

For points in \( \mathbb{R}^2 \), a standard and more efficient method of constructing a Euclidean minimum spanning tree is to construct the Delaunay triangulation of the points (perturbed if necessary to be in general position), which is guaranteed to contain a minimum spanning tree as a subgraph \[41\], and then apply a planar graph minimum spanning tree algorithm to the resulting graph. This method provides no advantage for worst-case analysis in higher dimensions, as the Delaunay graph can be complete \[42\], but we need the following related lemma for the correctness of Algorithm 1:

**Lemma 1.** For an arbitrary finite set \( S \) of sites in \( \mathbb{R}^d \), any Euclidean minimum spanning tree of the sites is a subgraph of the Delaunay graph of the sites.

**Proof.** Consider any minimum spanning tree edge \( pq \), and let \( r \) be the midpoint of the edge between sites \( p \) and \( q \). Then \( r \) is equidistant from \( p \) and \( q \). If any other site \( s \) were not strictly farther than \( r \), then (by the triangle inequality) \( ps \) and \( qs \) would both be shorter than \( pr \), allowing the tree to be made shorter by replacing edge \( pq \) by \( ps \) or \( qs \) (whichever is not already in the tree). Because we are assuming the tree to be minimum, shortening it is not possible, so all other sites must be strictly farther from \( r \).

Let \( r' \) be obtained by perturbing \( r \) by a small amount in any direction perpendicular to \( pq \); this perturbation preserves the property that \( r' \) is equidistant from \( p \) and \( q \) and farther from all other sites. Therefore, \( r' \) lies on a wall between the cells for \( p \) and \( q \), and edge \( pq \) is also an edge of the Delaunay graph. \( \square \)

Instead, specialized higher-dimensional Euclidean minimum spanning tree algorithms proceed by reducing the problem to a collection of bichromatic closest pair problems, in which one must find the closest red–blue pair among a collection of red and blue points, combining the resulting pairs into a graph, and applying a graph minimum spanning tree algorithm to this graph. Several reductions from Euclidean minimum spanning trees to bichromatic closest pairs have been given but for the known time bounds for bichromatic closest pairs these reductions all have the same efficiency \[1,8,33\]. Based on this approach, the following results are known \[1\]:

**Lemma 2.** A 3-dimensional Euclidean minimum spanning tree of \( n \) points can be computed in randomized expected time \( O((n \log n)^{4/3}) \). A \( d \)-dimensional Euclidean minimum spanning tree can be computed by a deterministic algorithm in time

\[
O \left( n^{2 - \frac{2}{\lceil d/2 \rceil + 1} + \varepsilon} \right)
\]

for any \( \varepsilon > 0 \).

When the dimension is not constant, these methods fail to improve on the quadratic time of the naive algorithms. More strongly, for any \( \varepsilon > 0 \), the strong exponential time hypothesis implies that closest pairs and therefore also Euclidean minimum spanning trees of dimension polylogarithmic in \( n \) (with the polylogarithm depending on \( \varepsilon \)) cannot be found in time \( O(n^{2-\varepsilon}) \) \[30\].

\[1\] Agarwal et al. \[1\] state the time bound for high-dimensional Euclidean minimum spanning trees as a randomized expected time bound, but in later related work such as \[2\] they observe that the need for randomness can be eliminated using techniques from \[34\].
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2.3 Extreme points

The extreme points of a finite set $S$ of points are the vertices of its convex hull, or equivalently the points that are on the boundary of a halfspace in which all other points of $S$ are interior.\(^2\) Testing whether a given point $p$ is extreme can be formulated as a linear programming feasibility problem in which we seek a vector $v$ for which $v \cdot p > v \cdot q$ for all other points $q$ in $S$. The point $p$ is extreme if and only if such a vector $v$ exists.

The dimension $d$ equals the number of variables in this linear program. Therefore, when $d$ is bounded, we can apply algorithms for low-dimensional linear programming, which are strongly polynomial and take linear time when the dimension is bounded, with exponential or subexponential dependence on the dimension $[12, 16, 22, 35, 36, 40]$. One particularly simple choice here is Seidel’s algorithm, which considers the constraints of the given program in a random order, maintaining the optimal solution for the constraints seen so far, and when finding a violated constraint recurses within the subspace of one lower dimension in which that constraint is tight $[40]$.

Thus, one simple way of finding all of the extreme points is to apply this linear programming approach to each point individually. However, this can be improved by the following method:

**Algorithm 2** (simple algorithm for extreme points $[9, 15, 37]$).

1. Initialize the set $E$ of extreme points to the empty set.
2. For each input point $p$, in an arbitrary order, perform the following steps:
   
   (a) Use the linear program outlined above to test to test whether $p$ is extreme for $E \cup \{p\}$ and find a vector $v$ whose dot product with $v$ exceeds the dot product with any point in $E$.
   
   (b) If $p$ is not extreme for $E \cup \{p\}$ ($v$ does not exist) go on to the next point in the outer loop.
   
   (c) Otherwise, find the training point $p'$ that maximizes $v \cdot p'$, breaking ties lexicographically by the coordinates of the training points, and add $p'$ to $E$.

Each iteration of the outer loop that reaches step (c) identifies a new extreme point. Thus, all extreme points are identified using $n$ linear programs of size $O(k)$, plus $k$ extreme-point searches of size $n$, in total time $O(kn)$ in bounded dimensions. We omit some details and any proof of correctness, for which see the references for this algorithm $[9, 15, 37]$. This $O(kn)$ time bound can be further improved at the cost of greater algorithmic complexity. When the dimension is two or three, and $k$ of the $n$ given points are extreme, one can find all the extreme points in time $O(n \log k)$ using an output-sensitive algorithm for the convex hull, as (by Euler’s polyhedral formula) the number of extreme points and convex hull complexity are always within a constant factor of each other $[10, 14, 17, 31]$. In higher dimensions, Chan $[10]$ gives a time bound for this problem of

\[
O\left(n (\log k)^{O(1)} + (nk)^{\frac{1}{\lfloor d/2 \rfloor + 1}} (\log n)^{O(1)}\right).
\]

2.4 Inversion and polar duality

An inversion through a sphere $S$ in Euclidean space $\mathbb{R}^d$ is a transformation that maps points (other than the center of the circle) to other points. Each point and its transformed image lie on a common ray from the center of the circle, and the product of their distances from the center equals the squared radius of the circle. These transformations preserve cocircularity of the transformed points, but not

\(^2\)See, for instance, $[26]$, p. 35, where this equivalence is stated in the form that the extreme points and exposed points of a convex polytope coincide.
other properties such as distances. Polarity is a different kind of transformation, again defined by a sphere in \( \mathbb{R}^d \), that associates points (other than the center of the sphere) with hyperplanes (not through the center of the sphere) and vice versa. The point associated with a hyperplane \( H \) can be found by finding the point \( p \) that belongs to \( H \) and is nearest to the center of the sphere, and then inverting \( p \) through the sphere. Reversing these steps, the hyperplane associated with a point \( p \) is the hyperplane through the inverted image of \( p \), perpendicular to the line through \( p \) and the center of the sphere. Both inversion and polarity are illustrated in Fig. 2.

We can choose a Cartesian coordinate system for which the given sphere is the unit sphere centered at the origin. Under these coordinates, if \( p \) is a point and \( q \) is the polar image of a hyperplane \( H \), then \( p \) lies on \( H \) if and only if \( p \cdot q = 1 \). If the dot product is less than one, \( p \) lies on the same side of \( H \) as the origin, and if the dot product is greater than one, \( p \) lies on the far side of \( H \) from the origin. Because the dot product is a commutative operation, the operation of polarity (taking \( p \) to a hyperplane and \( H \) to the point \( q \)) preserves incidence and sidedness.

The inversions performed in our algorithm for finding relevant points can alternatively be thought of as polarities, with the inverted image of each site representing the polar image of the hyperplane equidistant between it and the chosen relevant point \( r \). We can formalize this intuition in the following lemma:

**Lemma 3.** Let \( P = \{p_1, p_2, \ldots \} \) be a set of points, let \( r \) be a point not belonging to \( P \), and let \( Q = \{q_1, q_2, \ldots \} \) be the set of points obtained by inverting \( P \) through a sphere centered at \( r \), with corresponding indexes. Then \( q_i \) is extreme in \( Q \cup \{r\} \) if and only if the cells for \( p_i \) and \( r \) share a wall in the Voronoi diagram of \( P \cup \{r\} \).

**Proof.** Consider any particular point \( q_i \), for which we wish to prove the statement of the lemma. Scaling the radius of the sphere of inversion scales \( Q \cup \{r\} \) but does not change the property of being extreme, so the choice of radius is irrelevant to the truth of the lemma. Therefore, without loss of generality, we may assume that the radius is such that the polar hyperplane of \( q_i \) (for a different sphere of unit radius centered at \( r \)) is exactly the wall \( W_i \) of the two-point Voronoi diagram of \( \{r, p_i\} \).

If \( q_i \) is extreme, there is a hyperplane \( H \) passing through it, with all of the other points in \( Q \cup \{r\} \) on a single side of \( H \). Let \( h \) be the polar of \( H \); then \( h \) lies on \( W_i \), so it is equidistant from \( r \) and \( p_i \).
Figure 3: The Voronoi diagram of a training set in the form of a $5 \times 10$ grid, with its six decision components (R1, R2, R3, R4, B1, and B2) labeled in their upper left Voronoi cells. Decision component B1 has two decision boundary components: the one highlighted, between B1, R1, R2, and R4, and a second boundary component between B1 and R3. The highlighted decision boundary component is itself a boundary, of $B1 \cup R3$ or of its complement.

By the preservation of sidedness of polarity, $h$ lies on the same side as $r$ of each wall $W_j$ for $j \neq i$, so it is farther from all the other points $p_j$ than it is from $r$ and from $p_i$. Because it is equidistant from $r$ and $p_i$ and farther from all the other sites of the Voronoi diagram, it witnesses the existence of a Voronoi wall between $r$ and $p_i$ in the full Voronoi diagram.

In the opposite direction, if the cells for $p_i$ and $r$ share a wall in the Voronoi diagram of $P \cup \{r\}$, let $h$ be a point in the relative interior of that wall, and let $H$ by the hyperplane polar to $h$. Because $h$ is equidistant from $r$ and $p_i$, and farther from all of the other points $p_j$, $h$ is on the same side as $r$ of each wall $W_j$. By the preservation of sidedness of polarity, point $q_i$ lies on $H$, with all other points $q_j$ on the same side as $r$ of $H$, so $H$ witnesses the fact that $q_i$ is extreme in $Q \cup \{r\}$.

\end{proposition}

\subsection{2.5 Binary homology}

Although Algorithm 1 itself is ignorant of topology, we need some basics for its correctness proof. Specifically, we use mod-2 homology, as described e.g. by [28]. This theory applies to a wide class of cell complexes, but we do not need to define this class carefully, because we will only apply this form of homology to the finite convex subdivisions of $\mathbb{R}^d$ obtained as Voronoi diagrams of finite point sets.

If $S$ is any set, the family of all subsets of $S$ forms a $\mathbb{Z}_2$-vector space with the symmetric difference of sets as its vector addition operation. Subsets of the $k$-dimensional faces of a polyhedral decomposition of space (such as a Voronoi diagram) are called $k$-chains. For each $k$, the $k$-chains can be mapped to $(k-1)$-chains by the boundary map $\partial_k$, which takes a single $k$-face to the $(k-1)$-faces on its boundary, and acts linearly on $k$-chains: if $C$ is a $k$-chain, $\partial_k(C)$ is the $(k-1)$-chain consisting of $(k-1)$-faces that occur an odd number of times on the boundary of $k$-faces in $C$. It follows directly from its action on convex polytopes that, for any $C$, $\partial_{k-1}(\partial_k(C)) = \emptyset$: the boundary of a boundary is empty. Conversely, if $B$ is a $(k-1)$-chain with empty boundary – that is, if $\partial_{k-1}(B) = \emptyset$ – then $B$ is itself a boundary: there exists $C$ such that $B = \partial_k(C)$. In other spaces than $\mathbb{R}^d$, there can exist chains with empty boundary that are not themselves boundaries, corresponding to nontrivial
elements of the homology groups of the space, but \( \mathbb{R}^d \) has trivial homology so such chains do not exist.

For a set of \( d \)-dimensional training points with classifications, we consider a subgraph of the Delaunay graph consisting of the edges connecting cells with the same classification as each other, and we define a decision component to be a connected component of this subgraph; see Fig. 3. As a set of \( d \)-dimensional Voronoi cells, it can be considered as a \( k \)-chain. If \( C \) is a decision component, form a graph \( B_C \) whose vertices are the Voronoi walls of \( \partial_k(C) \), with two vertices adjacent when the two walls they represent meet in a junction. We define a decision boundary component to be a connected component of \( B_C \) for any decision component \( C \). Because it represents a set of Voronoi walls, it can be considered as a \( (k-1) \)-chain.

**Lemma 4.** Every decision boundary component is the boundary of a set of Voronoi cells.

**Proof.** Because \( \partial_{k-1}(\partial_k(C)) = \emptyset \), and a set of walls has an empty boundary if and only if they touch each junction an even number of times, it follows that all vertices in \( B_C \) have even degree, and therefore that the same thing is true in every decision boundary component. Therefore, if \( D \) is a decision boundary component, \( \partial_{k-1}(D) = \emptyset \). It follows from the triviality of the homology of \( \mathbb{R}^d \) that there exists a \( k \)-chain \( E \) such that \( \partial_k(E) = D \).

If \( D \) is a decision boundary component, we define a side of \( D \) to be a set of Voronoi cells having \( D \) as its boundary. By Lemma 4, every decision boundary component has at least one side. (Actually, at least two, because the complement of a side is another side.)

### 3 Correctness

#### 3.1 Only relevant points are found

Algorithm 1 adds points to its set \( R \) of relevant points in two ways: by finding endpoints of minimum spanning tree edges and by finding extreme points of inverted point sets. We prove in this section that in both cases the points that are found are truly relevant: there is a nearest-neighbor classification query that would be answered incorrectly if any one of these points were omitted.

**Lemma 5.** If \( p \) is an endpoint of an edge of a minimum spanning tree for which the other endpoint \( p' \) has a different classification, then \( p \) is relevant with respect to the whole data set, and also relevant with respect to any subset of the data set that includes both \( p \) and \( p' \).

**Proof.** By Lemma 1, there is a Voronoi wall between the cells for \( p \) and \( p' \). Let \( q \) be any point interior to that wall, and perturb \( q \) to a point \( q' \) closer to \( p \) than to \( p' \), by a perturbation sufficiently small that it does not touch or cross any other Voronoi walls. Then the correct nearest neighbor classification of \( q' \) is the same as that for \( p \), but if \( p \) were omitted then the classification would become the same as for \( p' \), a different value. Therefore \( p \) is relevant.

**Lemma 6.** If \( r \) is relevant for the whole data set, \( p \) has a different classification than \( r \), and \( p \) corresponds to one of the extreme points of the set \( S_r \) constructed by Algorithm 1, then \( p \) is relevant with respect to the whole data set, and also relevant with respect to any subset of the data set that includes both \( r \) and \( p \).

**Proof.** By Lemma 3, \( r \) and \( p \) share a wall in the Voronoi diagram of \( S_r \). Let \( w \) be a point in the relative interior of this wall, chosen in general position so that, in the Voronoi diagram of the whole training set, line segment \( pw \) does not cross any faces of lower dimension than a wall. With this choice, \( w \) is equidistant from \( r \) and \( p \), and farther from all other points of different classification to \( r \).
Within line segment $pw$, each point of the line segment has $p$ as the nearest neighbor among points with a different classification to $r$; however, some points of the line segment may have an even closer neighbor that has the same classification as $r$. (For instance, this happens for the leftmost red Voronoi neighbor of $r$ in Fig. 1.) Let $x$ be a point of line segment $pw$ that is equidistant from $p$ and from the nearest training point to $x$ with the same classification as $r$. The existence of $x$ can be seen from the intermediate value theorem, noting that at one endpoint of this segment, $p$, $p$ is closer than any other training point, while at the other endpoint, $w$, the nearest training point with the same classification as $r$ is at equal or closer distance than $p$. Because of our choice of $w$ as being in general position, no other training point can be as close to $x$ as these two points. Then $x$ lies on a Voronoi wall between $p$ and a point with the same classification as $r$, so $p$ is relevant by the same perturbation argument as in the proof of Lemma 5.

**Lemma 7.** All points identified as relevant by Algorithm 1 are relevant, both with respect to the whole data set and with respect to the subset of points identified by the algorithm.

**Proof.** This follows by induction on the number of iterations of the outer loop of Algorithm 1, using Lemma 5 as the base case and Lemma 6 for the induction step.

3.2 All relevant points are found

If $D$ is a decision boundary component, and $w$ is a wall in $D$, between the Voronoi cells for points $p$ and $q$, we say that $p$ and $q$ are defining points of $D$.

**Lemma 8.** For every decision boundary component $D$, Algorithm 1 identifies at least one defining point of $D$ as relevant.

**Proof.** By Lemma 4, $D$ has a side $E$. Because the minimum spanning tree connects all the Voronoi cells, it includes at least one edge $e$ that connects a cell in $E$ to another cell not in $E$. The wall between these two cells is part of the boundary of $E$, so it belongs to $D$, and its endpoints are defining points of $D$. Because this wall belongs to a decision boundary component, it separates two cells of different classifications, so the endpoints of $e$ will be identified as relevant by the phase of Algorithm 1 that finds endpoints of minimum spanning tree edges whose endpoints have different classifications.

Once we have identified at least one defining point of a decision boundary component, the second phase of Algorithm 1 finds all of them, as the following lemmas show.

**Lemma 9.** If Algorithm 1 identifies one of the two defining points of a wall of a decision boundary component as relevant, it identifies the other defining point of the same wall.

**Proof.** Let $p$ be the first of the two defining points to be identified, and $q$ be the other defining point for the same wall. Because they are separated by a decision boundary component, they have different classifications. Then $q$ is a neighbor of $p$ in the Delaunay graph of all of the training points, and therefore also in the Delaunay graph of $p$ and the subset of training points with different classifications to $p$. Therefore, by Lemma 3, $q$ will be found as the inverted image of one of the extreme points in $S_p$.

**Lemma 10.** Let $w$ and $w'$ be walls sharing a junction, such that both $w$ and $w'$ separate cells with different classifications and such that all cells between them (within one of the two angles that they form at their shared junction) have a single classification. Suppose also that Algorithm 1 identifies one of the defining points of $w$ as relevant. Then it also identifies one of the defining points of $w'$ as relevant.
Proof. By [Lemma 9] [Algorithm 1] identifies the defining point \( p \) of \( w \) that lies within the angle between \( w \) and \( w' \). Let \( q \) be the defining point of \( w' \) that lies outside this angle, let \( J \) be the junction of \( w \) and \( w' \), and consider the link of this junction, within a plane perpendicular to \( J \). Within this link, the Voronoi cells incident to \( J \) divide the plane into wedges, meeting at the point where \( J \) crosses the plane of the link. The defining sites of these cells are all closer to this point than any other training points. For any subset of the training points that includes at least one of the defining sites of a cell incident to \( J \), the cross-section of the Voronoi diagram in the plane of the link will still have the structure of a set of wedges for the remaining sites, in the same circular ordering. In particular, in the Voronoi diagram of \( S_p \), the wedges of \( p \) and \( q \) will be consecutive. Therefore, these two cells are separated by a wall in the Voronoi diagram of \( S_p \), and by [Lemma 3] \( q \) will be found as the inverted image of one of the extreme points in \( S_p \). 

Lemma 11. [Algorithm 1] identifies all relevant points with respect to the whole training set, and with respect to the set of points that it identifies.

Proof. Let \( r \) be a training point that is relevant with respect to the whole training set, and let \( q \) be a query point that would get the wrong classification if \( r \) is removed from the training set (witnessing the relevance of \( r \)). Then \( r \) must be the nearest training point to \( q \), and the second-nearest training point \( p \) to \( q \) must have a different classification than \( r \). Because \( p \) and \( r \) are the nearest and second-nearest points to \( q \), they must share a Voronoi wall \( w \), which belongs to a decision boundary component \( D \) of the decision component of \( r \). By [Lemma 8] [Algorithm 1] identifies at least one defining point of \( D \), and by [Lemma 10] the defining points that it identifies extend from any wall to any other wall of \( D \) that is consecutive at a junction, and therefore also to any other wall of \( D \) that is adjacent at a junction, and to any other wall that is connected through a sequence of adjacencies at junctions. But \( D \) was defined as a set of walls that are adjacent in this way, so [Algorithm 1] identifies at least one defining point of \( w \). By [Lemma 9] it identifies both defining points, and therefore it identifies \( w \).

Removing an irrelevant point does not change the decision boundary components or the defining points of their walls, so it does not create new relevant points. Therefore, the relevant points with respect to the whole training set identified by [Algorithm 1] are also all of the relevant points with respect to the set of points that it identifies.

Theorem 1. The nearest-neighbor classifications obtained from the set of relevant points identified by [Algorithm 1] equal the nearest-neighbor classifications obtained from the whole training set.

Proof. The classification of any point \( p \) of \( \mathbb{R}^d \), for a given set of labeled points, may be obtained from the label of its nearest relevant point \( r \) for the given set; all Voronoi walls that separate \( p \) from \( r \) must have the same label on both sides, for otherwise the two points defining the wall would be relevant and at least one would be nearer to \( p \) than to \( r \), from which it follows that the nearest neighbor to \( p \) has the same label as \( r \). By [Lemma 11] the identity of the relevant points does not change between the whole training points and the subset of points identified by the algorithm, and therefore the identity of the nearest relevant point cannot change.

4 Analysis

We are now ready to prove our main results on the time bounds for finding relevant points.

Theorem 2. [Algorithm 1], implemented using Jarník’s or Borůvka’s algorithm for its minimum spanning trees, [Algorithm 2] for extreme points, and Seidel’s algorithm [40] for the linear programming
steps of Algorithm 2 finds all relevant points of a given training set of size \( n \), having \( k \) relevant points, in any constant dimension \( d \), in total time \( O(n^2 + k^2 n) \).

**Proof.** The correctness of the algorithm is shown by Lemma 7 and Lemma 11. By Lemma 7 there are \( k \) extreme-point computations, each of which identifies at most \( k \) extreme points. The time bounds for the overall algorithm are obtained simply by plugging in the time bounds for its subroutines. □

**Theorem 3.** Algorithm 1, implemented using the algorithm of Agarwal, Edelsbrunner, Schwarzkopf, and Welzl [1] for its minimum spanning trees, and the algorithm of Chan [10] for its extreme points, finds all relevant points of a given training set of size \( n \), having \( k \) relevant points, in randomized expected time \( O((n \log n)^{4/3} + kn \log k) \) for \( d = 3 \) and in time

\[
O\left(n^{2 - \frac{2}{\lceil d/2 \rceil + 1}} + k(nk)^{1 - \frac{3}{\lceil d/2 \rceil + 1}} (\log n)^{O(1)} \right)
\]

for all constant dimensions \( d > 3 \).

The proof is the same as for Theorem 2.

**Theorem 4.** Algorithm 1, implemented using Jarník’s or Borůvka’s algorithm for its minimum spanning trees, Algorithm 2 for extreme points, and an arbitrary linear programming algorithm for the linear programming steps of Algorithm 2, finds all relevant points of a given training set of size \( n \), having \( k \) relevant points, in any constant dimension \( d \), in time \( O(n^2 + k^2 n + kn L(d, k)) \), where \( L(x, y) \) denotes the time to solve a linear program of dimension (number of variables) \( x \) and size (number of constraints) \( y \).

Again, the proof is the same.
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