Probing spin dynamics on diamond surfaces using a single quantum sensor
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Understanding the dynamics of a quantum bit’s environment is essential for the realization of practical systems for quantum information processing and metrology. We use single nitrogen-vacancy (NV) centers in diamond to study the dynamics of a disordered spin ensemble at the diamond surface. Specifically, we tune the density of “dark” surface spins to interrogate their contribution to the decoherence of shallow NV center spin qubits. When the average surface spin spacing exceeds the NV center depth, we find that the surface spin contribution to the NV center free induction decay can be described by a stretched exponential with variable power \( n \). We show that these observations are consistent with a model in which the spatial positions of the surface spins are fixed for each measurement, but some of them reconfigure between measurements. In particular, we observe a depth-dependent critical time associated with a dynamical transition from Gaussian \((n = 2)\) decay to \(n = 2/3\), and show that this transition arises from the competition between the small decay contributions of many distant spins and strong coupling to a few proximal spins at the surface. These observations demonstrate the potential of a local sensor for understanding complex systems and elucidate pathways for improving and controlling spin qubits at the surface.

Understanding and controlling the environment of quantum bits is a central challenge in solid-state quantum science and engineering. Nitrogen-vacancy (NV) color centers in diamond have emerged as a promising platform for numerous applications in quantum sensing and information processing [1–3]. While bulk NV centers constitute spin qubits with exceptional coherence properties, even under ambient conditions, several applications require shallow NV centers to be placed within nanometers of the diamond surface. In particular, these shallow NV centers can be used for nanoscale sensing applications, enabling detection of individual electron spins [4, 5], molecules [6], or nuclei [7]. However, shallow NV centers exhibit increased decoherence due to surface defects [8–10], including ubiquitous “dark” unpaired electron spins on the diamond surface [4, 5]. Prior studies have demonstrated that these dark spins themselves can have long spin relaxation and coherence times, making them potentially useful as “quantum reporters” in sensing applications [5, 7]. While these surface spins have been observed and studied for several years [4, 5, 7, 10–12], their origin and properties are not well-understood, limiting the potential applications of shallow NV centers to harness them as a resource for sensing and simulation.

Motivated by these considerations, in this work, we systematically investigate the quantum dynamics of over 100 individual shallow NV centers proximal to the diamond surface, using surface treatments to adjust the density of surface spins. We find that the surface spin contribution to the coherence decay, measured across many NV centers in numerous samples, provides insight into the nature of these defects. Moreover, this large dataset permits us to observe a dynamical crossover from Gaussian \((n = 2)\) decay to stretched exponential decay \((n < 1)\) that is indicative of a dilute two-dimensional spin bath, averaged over many spatial configurations. We show that the crossover time is a generic feature of disordered ensembles, which has broad relevance for other solid-state qubit platforms.

Our experiments use NV centers produced by ion implantation [6, 10] located at depths \( d_{NV} = 5-20 \) nm from the surface, under a number of different surface conditions (Supplementary S2). We use proton NMR measurements to accurately determine the implanted NV depth [13]. The surface-spin-NV interaction is studied using double electron-electron resonance (DEER) on a
large, random selection of individual NV centers in each sample [14]. The DEER pulse sequence, illustrated in Fig. 1b, is similar to that of a spin echo, except that microwave \( \pi \) pulses are applied to both the NV center spin and the surface spins midway through the free evolution time [5]. This allows for selective interrogation of the flipped spins, while the signal due to non-flipped spins is cancelled to first order by virtue of the echo.

Fig. 1c shows an example DEER dataset. In order to remove effects that limit NV center spin coherence in the absence of surface spins, we normalize the DEER decay signal by the coherence signal obtained through a spin echo with no \( \pi \) pulse applied to the surface spins [10]. Since the surface spin contribution to decoherence is not canceled by the echo, the resulting decay is equivalent to the free induction decay (FID) caused by the surface spins alone. This normalization technique has the additional benefit of removing oscillations caused by the periodic entanglement with the \(^{13}\text{C} \) nuclear spin bath [15] or slight misalignment between the NV center quantization axis and the externally applied magnetic field [16]. The full data processing and fitting procedures are described in the supplementary materials (Supplementary S3).

We fit the resulting FID to an exponential decay of the form \( S(\tau) = e^{-\left(\Gamma_{\text{DEER}}\right)n} \), where \( \tau \) is the total free evolution time, \( \Gamma_{\text{DEER}} \) is the DEER decay rate, and \( n \) is the exponential stretching factor. The fitted decay rates for 105 NV centers in nine diamond samples are plotted in Fig. 2a. For samples with similar processing histories (left plot), the couplings for a given depth cluster together, while samples with different surface preparations (right plot) show different offsets, which we interpret as arising from different densities (\( \sigma \)) of surface spins (Supplementary S2).

To demonstrate control over the surface spin density, we anneal one diamond sample at 650°C in vacuum and measure the same NV centers before and after this procedure (Supplementary S4). In Fig. 2b, we plot \( \Gamma_{\text{DEER}} \) for the same NV centers before and after this annealing procedure and find that, indeed, the DEER signal is significantly reduced following annealing, suggesting a reduction in the density of surface spins. We also characterize NV center coherence before and after annealing and observe that changes in coherence are minimal (Supplementary S4). We note that even carefully prepared diamond surfaces host numerous other electronic traps that can be inferred from X-ray spectroscopy methods [10], and that in our samples these other traps are likely dominant sources of electric and magnetic field noise at the surface.

Previous work has treated the surface spin bath as a dense, 2D ensemble of spins with positions fixed but spin states that are initialized randomly between sequences [5, 7, 12, 17]. The DEER decay rate can then be computed as

\[
\Gamma_{\text{DEER}} = \left( \frac{\mu_0}{4\pi} \right) \frac{\sqrt{3}\pi\sigma\gamma_e^2 \hbar}{8d_{\text{NV}}^2},
\]

where \( \mu_0 \) is the permeability of free space, \( \gamma_e \) is the electron gyromagnetic ratio in units of radians/second, and \( \hbar \) is the reduced Planck’s constant. This decay arises from an ensemble average over many realizations of spin state configurations, with fixed locations, in which there is no dominant proximal spin. The resulting distribution of total magnetic field amplitudes sensed by the NV center is then normally distributed, which is a requirement for
the derivation of equation (1) and also leads to $n = 2$ in the exponential decay [18](Supplementary S6).

Using this model to extract surface spin densities, we find that much of our data fall well outside the regime where the assumptions of equation (1) are valid. The lower limit of the shaded region in Fig. 2a is plotted from equation (1) for a surface spin density of 0.001 nm$^{-2}$, or an average nearest neighbor spin-spin separation of $\approx 15$ nm (Supplementary S6), greater than the depth of the majority of NV centers measured here. For such a low density of spatially fixed surface spins, equation (1) should not be valid because the NV center primarily senses the field from the few nearest surface spins and hence the distribution of total magnetic field amplitudes is no longer Gaussian. Additionally, different NV centers should statistically sample different surface spin configurations, leading to a large variation in $\Gamma_{\text{DEER}}$ among NV centers [12]. Instead, we observe that $\Gamma_{\text{DEER}}$ is fairly consistent at similar depths, and in particular does not exhibit increased variance for shallower depths, which is expected due to the increased likelihood of finding a few dark spins that are markedly closer to the NV center than the others. In the extremely dilute limit, the NV center would primarily sense the field from a single surface spin, which results in strong coherent oscillations rather than an exponential decay. While some of these strongly coupled surface spins have been observed previously [5, 7] and were found in some of our nine samples (Supplem-
In Fig. 2c, we examine the fitted exponent across all of the samples depicted in Fig. 2a. For the majority of the shallow NV centers we investigated, a Gaussian decay profile provides a poor fit to the data, as is demonstrated in Fig. 2c (inset). Furthermore, we observe that shallower NV centers exhibit lower fitted exponents (Pearson’s correlation coefficient 0.4, p < 1.5 × 10^{-5}), and that many NV centers exhibit n < 1. The exponential stretching factor n is related to the form of the noise generated by the environment spins [18]. In particular, a Gaussian (n = 2) decay occurs for a quasi-static bath, while a smaller exponent may arise from a finite bath correlation time. For a white noise bath, this exponent saturates at n = 1, so the observation of n < 1 for many NV centers is surprising. Additionally, measurements of the surface spin T1 times for a select number of NV centers in this sample (Supplementary S5) find surface spin T1 times are generally >30 µs, which is long compared to the spin echo decay time of the shallow NV centers, and so the quasi-static assumption is justified. We also note that although a shallow surface spin T1 time can reduce the value of n from 2 towards 1, the stretching factor as a function of depth should display a trend opposite to that of Fig. 2c (Supplementary S7).

Finally, for a few NV centers, we sample the coherence decay with much finer time steps to interrogate the shape of the decay in more detail. In Fig. 3a, we plot the logarithm of the inverse DEER signal, log \{S(τ)^{-1}\}, as a function of free precession time on a log-log plot so that the stretching factor is given by the slope of the line. Instead of a single slope, we observe a transition in the stretching factor at some critical time, which increases with increasing NV center depth.

In order to explain our observations showing the lack of statistical variation among NV centers, the lack of coherent coupling to surface spins, the observed anomalously small decay exponents, and the transition in decay exponents with time, we consider a model wherein most of the surface spins do not have permanently fixed locations, but can occasionally “hop” between unoccupied sites such that the position is stationary for one experimental sequence and may change between sequences, as depicted in Fig. 1a. The NV center then effectively senses a surface spin ensemble averaged over many positional configurations. For a dilute bath, such an averaging drastically changes the form of the decay due to strong fluctuations of the dipolar coupling strength stemming from the shot-to-shot fluctuations in the spin positions [19, 20]. In particular, the stretched exponents arise naturally from sampling different configurations of the spin bath, each with its own characteristic decay time [20, 21]. Other electronic defects in diamond are known to change occupation under the intense illumination of the 532 nm laser used for NV center polarization and readout [22, 23], and so it is conceivable that optical initialization and readout are responsible for inducing reconfiguration. The required averaging in our experiments would make it difficult to determine the frequency of reconfiguration or to observe an effect from illumination power, as, due to the large number of experimental repetitions typical of NV center experiments (∼10⁶ repetitions), even a small probability of hopping results in sampling many spatial spin distributions.

In order to quantitatively investigate our model, we performed Monte Carlo simulations of the DEER signal resulting from configurational averaging of a low density of surface spins, as shown in Fig. 2d (insets). By fitting the resulting FID of a large number (10⁸) of averages to an exponential decay with a variable exponent n, the depth dependence of n is readily apparent and is in qualitative agreement with the trend observed in Fig. 2c. The fitted values of n approach 2 for large depths \(d_{SV} > 1/(2\sqrt{\sigma})\), but gradually transition to a value of 2/3 as the depth is decreased below the average surface spin separation.

By integrating over the possible configurations of surface spins [24], we can obtain an analytic expression for the DEER signal measured by an NV center external to the spin bath (Supplementary S6). For short times such that \(\frac{\mu_0}{d_{SV}}\gamma^2 h T \ll d_{SV}^2\), we recover equation (1) and n = 2, even though the spins are assumed to be non-stationary in this case. In the opposite limit, \(\frac{\mu_0}{d_{SV}}\gamma^2 h T \gg d_{SV}^2\), we find instead

\[
\langle S(\tau) \rangle_c = \exp \left( -\frac{9\sqrt{3}\Gamma(\frac{11}{6})}{5} \sigma \left( \frac{\mu_0 \gamma^2 h}{8\pi} \right) \tau^{-2/3} \right),
\]

where \(\Gamma(x)\) is the Gamma function. The stretching factor n = 2/3 for a 2D bath of spins has been predicted previously [25, 26], and its appearance here implies that for long times the entire system, including the sensor, behaves as if it is two dimensional.

In our finely sampled data in Fig. 3a, we find that the data are well-fit by our analytical model, which captures the transition regions that move to later times for increasing depths. Because the location of this transition is sensitive to depth alone, it is possible to extract a depth for each NV center from these measurements independent of the surface spin density. These extracted depths are in good agreement with those measured by proton NMR, which additionally indicates that the spins we address are indeed at the diamond surface (Supplementary Figure S12). Further model comparison and additional datasets can be found in the Supplementary Information (Supplementary S8-S9).

In Fig. 3c and Fig. 3d, we examine the simulated behavior of n in more detail by plotting log \{S(τ)^{-1}\}. We note a change in the stretching factor from n = 2 to n = 2/3 at a depth-dependent critical time, similar to what is observed in the data in Fig. 3a. The shift of this transition to earlier times for shallower NV centers indicates that the intermediate values of n measured in Fig. 2c and simulated in Fig. 2d are not the result of a
Figure 3 | Temporal transition of the stretching factor. a, DEER echo signal from shallow NV centers in Sample 9 with three different depths extracted from the proton NMR signal. Error bars are the standard error of the mean due to photon shot noise. The purple line is a fit with the analytical result for configurational averaging (SI). Dashed line is $n = 2$, dotted line is $n = \frac{2}{3}$. Curves are offset for clarity. b, Diagram depicting the expanding strong dipolar coupling volume of the NV center as the duration of the echo sequence increases. The form of the signal detected by the NV center changes as the volume intersects with the 2D plane of the surface spins. c, Simulations of the DEER echo signal detected from a 5 nm deep NV center near a surface with a logarithmically spaced density of $10^{-4}$ nm$^{-2}$ (blue) to $10^{-2}$ nm$^{-2}$ (purple) where surface spins undergo configurational averaging. The dashed lines correspond to $n = 2$, and the dotted lines correspond to $n = \frac{2}{3}$. d, Simulation of the DEER echo signal detected from NV centers with log spaced depths from 1 nm (blue) to 10 nm (purple) with configurational averaging of the surface spins. The density of simulated surface spins is 0.005 nm$^{-2}$. The solid black line is the analytic solution for a 1 nm deep NV center (SI).

continuously varying exponent, but rather of averaging different numbers of points that lie in either the $n = 2$ or $n = \frac{2}{3}$ regions of the decay and fitting to a single exponent.

In some cases, re-positioning of surface spins can be detected more directly. In Fig. 4a, we show DEER traces from the same NV center measured minutes apart, showing both a coherent coupling signal that dips below 0 (red), and a weak incoherent coupling signal observed a short time later (orange). By binning into smaller numbers of averages for a fixed free precession interval of 2 $\mu$s, it is possible to see the switching behavior in real time in Fig. 4b. We interpret these results as indicating the presence or absence of a particularly stable proximal spin, and hence as evidence that the occupation of such traps can change. While our model does not rule out the existence of some number of stable, spatially fixed spins, based on the percentage of measured NV centers in our samples that display coherent oscillations, we estimate an upper bound on the number of stationary surface spins...
Figure 4 | Transient strong coupling of surface spins. a, Coherence (blue), coherently coupled DEER signal (red), and incoherent bath signal (orange) from the same NV center measured at different times. b, Time series for NV center in a, with a fixed free precession interval of 2 μs. The DEER signal drops below 0 for short intervals, indicating transient coherent coupling to a nearby dark spin (black arrows). Error bars are the standard error of the mean due to photon shot noise.

of ≈ 10% of the total spins detectable by DEER (Supplementary S10).

The time-dependent behavior of the exponent $n$ can be understood by considering the dipolar coupling between an NV center and the sheet of surface spins at a distance $d_{\text{NV}}$ away. Initially, the NV center senses a small contribution from all of the spins, which results in a Gaussian $(n = 2)$ decay. Once the phase accumulated from the nearest spin reaches a large enough value $(\mu_0 \frac{\gamma^2 h}{4\pi d_{\text{NV}}^2} \tau \sim 2\pi)$, further time evolution contributes only an oscillatory phase while more distant spins still contribute a summation of many small phases. This process can be considered with a simple geometric picture. The quantity $(\frac{1}{4\pi} \frac{\mu_0 \gamma^2 h}{\gamma^2 h} \tau)^{1/3} \approx (52 \text{ MHz} \cdot \text{nm}^3 \tau)^{1/3}$ defines the radius of a sphere, centered on the NV center, that increases with the free evolution time. Spins within this sphere contribute significant phase $(\gtrsim \pi)$ to the NV center. Initially, there are no surface spins within this sphere. The sphere of strong coupling will increase in size until it intersects the surface when $(52 \text{ MHz} \cdot \text{nm}^3 \tau)^{1/3} \approx d_{\text{NV}}$, at which time spins begin to interact strongly with the NV center. As is depicted in Fig. 3b, the number of strongly interacting spins grows with the cross-sectional area that intersects the surface plane, which grows like $\tau^{2/3}$. It is only once the volume of strong interactions grows to include the plane in which the spins dwell that the dimensionality of the bath impacts the NV center coherence, and the NV center decay reflects this dimensionality for long times. In a sense the NV center becomes a member of the 2D bath for sufficiently long interaction times, which is supported by the absence of any dependence on $d_{\text{NV}}$ in the long-time limit given by equation (2).

The inferred dynamics of the surface spins has immediate consequences for surface-spin-based sensing of external targets and for using surface spins as a model system to explore many-body interactions in two dimensions. In particular, the stability of these spins needs to be taken into account and may need to be enhanced. Samples prepared with different processing might host more stable surface spins [7], and it is possible that diamond surface treatments could be used to stabilize, rather than eliminate, these defects. Lacking this, other, potentially more stable systems, such as spinful defects in 2D materials [27, 28], could be transferred onto the diamond surface and interrogated by NV centers. A more accurate determination of reconfiguration probability and mechanism could be made with single-shot readout of the NV center through resonant excitation [29, 30] or mapping the electronic spin state to the host nitrogen spin [31]. Furthermore, techniques such as nano-MRI [5, 32] or MRFM [33] could enable a more systematic survey of surface spin properties. Dilute spin ensembles in other materials can be studied with scanning NV center experiments [34, 35] where the distance to the sample can be tuned continuously. More generally, the techniques for understanding surface environment dynamics presented here may be broadly applicable in other quantum systems. Specifically, the dynamics of proximal probes can carry significant information: the minimum impurity separation, the dimensionality of the environment, and the scales of finite dimensions are all reflected in the behavior of the decay, constituting a promising tool for studying the disordered environment of quantum systems.
Note added: During the completion of this work, we became aware of complementary work [36] using probe spins to measure the many-body noise from a strongly-interacting dipolar system, which will appear in the same arXiv posting. Both works use the decoherence profile of the probe spin to characterize the dimensionality and dynamics of the many-body system.
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S1. Measurement setup

The details of our measurement setup have been published elsewhere [10], but we briefly review them here for completeness. The data for this manuscript were taken on several measurement setups that were constructed in a similar manner but with different components.

NV center measurements were performed on a home-built confocal microscope. NV centers are excited by a 532 nm frequency doubled Nd:YAG solid state laser which is modulated with an acousto-optic modulator. The beam is scanned using galvo mirrors and projected into an oil immersion objective (Nikon, Plan Fluor 100X, NA = 1.30) with a telescope in a 4f configuration. Laser power at the back of the objective was kept between 60–100 µW, approximately 25% of the saturation power of a single NV center, in order to avoid irreversible photobleaching. A dichroic beamsplitter separates the excitation and collection pathways, and fluorescence is measured using a fiber-coupled avalanche photodiode (Excelitas SPCM-AQRH-44-FC). A neodymium permanent magnet was used to introduce a DC magnetic field for Zeeman splitting, and the orientation of the magnetic field was aligned to within 1° of the NV center axis using a goniometer. Measurements were performed at moderate magnetic fields of ≈ 300 Gauss so that the surface spin and NV center transitions were frequency-resolved.

Spin manipulation on the NV center and surface spins was accomplished using microwaves. Two signal generators, which output the NV center and DEER transition frequencies, were separately gated with fast SPDT switches (Mini-Circuits ZASWA-2-50DR+). In one set up, these signals were then amplified by Mini-Circuits ZHL-16W-43+ and ZHL-100W-13+, respectively before being combined with a high-power resistive combiner and delivered to the sample via a coplanar stripline. In another set up, the gated signals were combined with a resistive combiner (Mini-Circuits ZFRSC-42-S+) and amplified with a high-power amplifier (Ophir 5022A) before being delivered to the sample via a coplanar stripline. The stripline was fabricated by depositing 10 nm Ti, 1000 nm Cu, and 200 nm Au on a microscope coverslip. Following metallization, the stripline was photolithographically defined and etched with gold etchant and hydrofluoric acid. Finally, a 100 nm layer of Al₂O₃ was deposited on top of the fabricated stripline via atomic layer deposition (ALD) to protect the metal layer. Pulse timing was controlled with a Spincore PulseBlaster ESR-PRO500 with 2 ns timing resolution. The DEER pulse was either applied simultaneously to the NV center pulse, as depicted in the Main Text Fig. 1, or it was offset from the NV center pulse in order to avoid saturation of the amplifier in some cases. In the latter case, an identical DEER pulse was applied immediately after the first π/2 pulse on the NV center as in [11].

S2. Sample processing

All of the samples measured for this work were electronic grade samples (<5 ppb nitrogen, <1 ppb boron) from Element 6. Those with an additional overgrown ¹²C enriched layer are indicated in Table S1. Most of the samples had surfaces that were prepared prior to implantation following the procedure outlined in [10]. Briefly, the pre-implantation surface preparation begins with scaife polishing, followed by etching in Ar/Cl₂ followed by O₂ plasma, and then annealing to 1200°C in a vacuum tube furnace to graphitize and remove the first few nanometers of the surface. Sample 3 and Sample 9 did not undergo this surface preparation prior to implantation and were implanted with the “as grown” surface. All samples were implanted with ¹⁵N, and annealed to 800°C in a tube-vacuum furnace to form NV centers.

After the activation anneal, NV centers were measured under a variety of different surfaces, as noted in Table S1. In some cases, DEER coupling was characterized in the same sample after different surface processing steps. The final surface conditions noted in Table S1 were prepared as follows:

- Activated: NV centers were measured directly after 800°C activation anneal and triacid cleaning (reflux sample in 1:1:1 sulfuric, nitric, and perchloric acids for 2 hrs)

- Oxygen annealed: NV centers were measured after heating the sample to 440-460°C while flowing an atmosphere of oxygen gas over the samples, followed by cleaning in a 2:1 piranha mixture (sulfuric acid and hydrogen peroxide) for 20 min.

- Reset: NV centers were measured after ‘resetting’ the surface to a state comparable to the activated surface by reannealing the sample to 800°C in a vacuum tube furnace at around 10⁻⁶ mbar, and subsequently triacid cleaning the sample.

- 500°C annealed: NV centers were measured after annealing the sample to 500°C in a vacuum tube furnace, followed by triacid cleaning.
| Sample  | C12 enriched | Pre implant surface prep | Color | Surface condition |
|----------|--------------|--------------------------|-------|-------------------|
| Sample 1 |              | ×                        |       | activated         |
| Sample 2 |              | ×                        |       | oxygen annealed   |
| Sample 3 |              | ×                        |       | activated         |
| Sample 4 |              | ×                        |       | reset             |
| Sample 5 |              | ×                        |       | oxygen annealed   |
| Sample 6 |              | ×                        |       | reset             |
| Sample 7 |              | ×                        |       | 500°C annealed    |
| Sample 8 |              | ×                        |       | activated         |
| Sample 9 |              | ×                        |       | oxygen annealed   |

TABLE S1 | Diamond samples

S3. Fitting procedures

DEER datasets consist of a bright ($m_s = 0$ projection) and dark ($m_s = -1$ projection) reference (BrightRef and DarkRef, respectively), spin echo signals projected onto $m_s = 0$ and $m_s = -1$ ($\text{sig}_0$ and $\text{sig}_1$, respectively), and DEER projected onto $m_s = 0$ and $m_s = -1$ ($\text{deer}_0$ and $\text{deer}_1$, respectively). There are also error bars for each point in each of these categories, given by the variance of the counts, which is $\sqrt{N_{\text{photons}}}$ for the shot-noise limited NV center spin readout employed here. These signals are then averaged to calculate coherence decay points, $C_i$:

$$C_i = \left(\frac{\text{Sig}_0 - \text{Sig}_1}{\text{BrightRef}_i - \text{DarkRef}_i}\right)$$  \hspace{1cm} (S1)

and DEER measurement points, $D_i$, in the same fashion. The error bars for the coherence are then given by

$$\sigma_{C_i}^2 = \left(\frac{1}{\text{BrightRef}_i - \text{DarkRef}_i}\right)^2 (\sigma_{0i}^2 + \sigma_{1i}^2) + \left(\frac{\text{Sig}_0 - \text{Sig}_1}{(\text{BrightRef}_i - \text{DarkRef}_i)^2}\right)^2 (\sigma_{B_i}^2 + \sigma_{D_i}^2)$$  \hspace{1cm} (S2)

An equivalent expression can be written down for the DEER signal error bars.

In order to remove the effects of other decoherence mechanisms from the DEER measurement and obtain a free induction decay curve due to the surface spins alone, we divide the DEER signal by the coherence:

$$S_i = \frac{D_i}{C_i}$$  \hspace{1cm} (S3)

and propagate the error bars

$$\sigma_{S_i}^2 = \left(\frac{\sigma_{D_i}}{C_i}\right)^2 + \left(\frac{\sigma_{C_i}D_i}{(C_i)^2}\right)^2$$  \hspace{1cm} (S4)

For the data presented in Fig. 1, we then fit to the stretched exponential function

$$f(\tau; a, \Gamma_{\text{DEER}}, n) = ae^{-(\Gamma_{\text{DEER}}\tau)^n}$$  \hspace{1cm} (S5)

in order to obtain DEER decay rates ($\Gamma_{\text{DEER}}$ and stretching factor $n$). The parameter $a$ is experimentally found to be very close to 1.
The data presented in Fig. 3 undergo further processing to better observe the transition in $n$ with time. Taking the logarithm of $1/f(\tau)$ and plotting on a log-log scale gives a line with a slope given by $n$ and an intercept of $n \log_{10} \Gamma_{\text{DEER}}$.

First a conservative cutoff of $D_i > 0.1$ is introduced to remove sections of data with low signal to noise and to avoid infinities in taking the logarithm. We then calculate

$$g_i = \log_{10} \frac{1}{S_i} \quad (S6)$$

and the error bars of $g_i$

$$\sigma_{g_i} = \frac{\sigma_{S_i}}{\ln(10)S_i \ln(S_i)} \quad (S7)$$

For many of the NV centers presented in Fig. 2, the DEER coupling rates are extremely small and in many cases consistent with 0. The processing and fitting procedure defined above was found to give poor results and instead a Markov Chain Monte Carlo procedure was employed to simultaneously fit the coherence and DEER data without division. The coherence was assumed to follow a function of the form

$$C(\tau) = ae^{-(\tau/T_2)^c} \quad (S8)$$

While the DEER signal was assumed to follow

$$D(\tau) = e^{-(\Gamma_{\text{DEER}}\tau)^n} \cdot C(\tau) \quad (S9)$$

The data $C_i$ and $D_i$ were used to calculate likelihood functions for $C(\tau)$ and $D(\tau)$, respectively.

### S4. Removal of surface spins through annealing

#### S4.1. X-ray spectroscopy

To investigate the microscopic origin of surface spins and to develop a procedure for their selective removal, we interrogated diamond surfaces using X-ray spectroscopy. In near-edge X-ray absorption fine structure (NEXAFS) spectroscopy, monochromatic incident X-rays excite core electrons, and the electron yield is measured as a function of X-ray energy, giving a signal that is proportional to the unoccupied density of states near the surface [37]. We performed NEXAFS spectroscopy on diamond samples prepared with the standard surface preparation procedure described in section S2, without implanting NV centers. NEXAFS spectroscopy at the carbon edge reveals a peak at 282.5 eV (Fig. S1b). Previous studies assign this peak to sp$^3$ dangling bonds at the diamond surface [38]. The presence of this dangling bond peak in the NEXAFS spectra correlates with the surface spin DEER signal measured via shallow NV centers. Specifically, we observe that the peak at 282.5 eV is present in thermally annealed and acid cleaned samples, while it is absent in samples after oxygen annealing as described in [10]. Quantitatively, oxygen annealing diminishes this peak from a signal to noise ratio of around four to a value below the noise floor (Fig. S1(d)). Correspondingly, we have also previously shown that individual NV centers show decreased DEER coupling rates after oxygen annealing, and increased coupling after a thermal surface reset process [10].

The correlation between the 282.5 eV peak in NEXAFS and DEER coupling strengths across samples suggests that dangling bonds at the diamond surface may be responsible for the surface spin signal detected in NV center-based sensing experiments. However, there are a variety of observable changes at the diamond surface upon oxygen annealing [10], and a definitive link requires a process for selectively removing dangling bonds. When the samples are annealed in high vacuum at 650°C for one hour, the dangling bond peak falls below the noise floor (Fig. S1(c)), but the oxygen edge NEXAFS spectrum is essentially unchanged (Fig. S1(a)). Thus, annealing at 650°C leads to selective removal of the dangling bond peak. This annealing procedure also leads to a decrease in DEER coupling for the same NV centers, as shown in the Main Text.
Figure S1 | NEXAFS through annealing. a, Oxygen edge NEXAFS for diamond sample with initial acid cleaned surface (green), after 500°C annealing (blue), 650°C annealing (purple) and 800°C annealing (orange). b, Carbon edge NEXAFS of the same annealing sequence on the same sample. Red box indicates location of dangling bond peak, shown in detail in c. c, Detailed view of dangling bond peak showing removal at higher annealing temperatures. d, Detailed view of dangling bond peak for several samples with initially prepared acid cleaned surfaces (green) and oxygen annealed surfaces (blue), showing absence of the peak for oxygen annealed surfaces. Oxygen annealing procedure and suppression of DEER signal are described in [10].

S4.2. Annealing procedure

Sample 8 was annealed in a vacuum tube furnace with a base pressure around $10^{-6}$ mbar. The sample was heated from room temperature to 100°C over 1 hour, held at 100°C for 11 hours, heated to 650°C over 20 hours, held at 650°C for 2 hours, then cooled to room temperature.

We note that we have tried annealing in different vacuum systems and have sometimes measured a reduction in DEER coupling at inconsistent temperatures. We attribute these discrepancies to differences in annealing duration, temperature calibration, or thermal anchoring of sample to heater. Other samples showed a persistent DEER signal that was not reduced by vacuum thermal annealing or oxygen annealing. Many of these samples either did not go through processing to reduce subsurface damage prior to implantation or had rough surface morphologies from iterative processing.

S4.3. Coherence change with annealing

For the NV centers depicted in Main Text figure Fig. 2a, we also measured the spin echo coherence time ($T_2$) of each NV center before and after annealing. The results are plotted in Fig. S2. In contrast to oxygen annealing coherence times of these NV centers are not significantly affected by the vacuum annealing procedure [10]. Because the DEER couplings for these NV centers are reduced by annealing, we interpret these results together to imply that the surface spin bath is not primarily responsible for limiting the coherence time of near surface NV centers in this sample.
Figure S2 | Coherence times of NV centers in Sample 8 after annealing, plotted as a function of pre-annealing coherence times. Dashed line has a slope of one.

S4.4. Spectral decomposition through annealing

The spectral density of the noise bath, $S(\omega)$ can be probed by dynamical decoupling [8–10]. We use the non-symmetric XY8 pulse sequence [39] with multiple repetitions to probe different regions of the noise spectrum.

In general, the coherence decay, $C(T)$, of an NV center is given by

$$C(T) = \exp(-\chi(T)),$$

where $T$ is the total free precession time ($T = N\tau$ for $N$ precession intervals of length $\tau$) and $\chi(T)$ is given by

$$\chi(T) = \frac{1}{\pi} \int_0^\infty S(\omega) \frac{F_N(\omega T)}{\omega^2} d\omega$$

where $S(\omega)$ is the magnetic noise spectrum and $F_N(\omega T)$ is the N-pulse filter function given by

$$F_N(\omega T) = 8 \sin^4 \left( \frac{\omega T}{4N} \right) \sin^2 \left( \frac{\omega T}{2N} \right) \cos^2 \left( \frac{\omega T}{2N} \right).$$

When $F_N(\omega T)$ is sharply peaked, Eq. (S11) can be approximated as

$$\chi(T) \approx \frac{TS(\omega)}{\pi}.$$

We apply this procedure to the decoherence curves of select NV centers in Sample 8 before and after a 650°C vacuum anneal to investigate the change in the noise spectrum due to annealing, and find that it is not significantly affected by the annealing procedure. These results are presented in Fig. S3. NV centers in this sample displayed reduced DEER signals after annealing, and so the absence of change in the noise spectrum indicates that the surface spins do not contribute significantly to the surface noise bath in this sample at the frequencies probed.
S4.5. Atomistic model for surface spins on (100) diamond surface

X-ray spectroscopy data indicate that carbon sp$^3$ dangling bonds are a likely source of surface spins (Section S4.1). This is a surprising result as surface sp$^3$ dangling bonds (DBs) appear to be chemically stable in ambient conditions, but are expected to be highly reactive in atmosphere. In order to set up a plausible model, we assume that some structural disorder is left on the surface after oxygenation, so the surface is not atomically smooth.

We propose a model to explain the existence and chemical stability of surface spins on the (100) diamond surface as sp$^3$ DBs at a (111) step edge. A (111) surface is essential to create a single dangling bond as, in contrast to a (100) surface, each carbon atom under a (111) surface possesses three bonds downward and one bond upward, from which it is possible to form a single sp$^3$ dangling bond defect with minimal change of the diamond lattice. In this model, all C(*) atoms are saturated with OH and the total spin of these systems is S=1/2. We also propose that the (111) facet, which is naturally generated at a step edge of (100) crystalline diamond surfaces, can sterically protect these spinful defects.

It has been previously reported that O/H/OH mixed termination of (100) diamond minimally introduces defect levels to the bandgap [40], so we use this surface as our starting model. In order to mimic the local disorder at the surface, we create two step edges forming a trench configuration [41], as shown in Fig. S4(a). A previous study [42] indicated that such a trench structure can be energetically more favorable than the flat structure on the diamond (100) surface. We carried out first principles calculations on this surface model using the plane-wave based Vienna Ab Initio Simulation Package [43]. The projector augmented-wave [44] method is used to represent the electron-ionic core interactions. For the exchange-correlation functionals, we used spin-polarized gradient-corrected Perdew-Burke-Ernzerhof (PBE) functional [45] for structure optimization and Heyd-Scuseria-Ernzerhof (HSE06) [46]
hybrid functional for electronic structure calculations that would be capable of providing correct defect levels and defect-related electronic transition within 0.1 eV to experiments [47]. A cutoff energy of 370 eV resulted in an equilibrium lattice parameter of diamond of 3.570 Å, which agrees with the experimental value of 3.567 Å. We use a 6 × 6 supercell to simulate the trench models. The thickness of the vacuum layer is more than 10 Å. There are eleven carbon layers, the surface seven layers are allowed to be fully relaxed until the forces are below 0.01 eV/Å and the bottom four layers are fixed at their bulk positions. The k-point sampling is Γ only, which is sufficient to map the Brillouin-zone.

In the starting model, a single carbon sp\(^3\) dangling bond is introduced as the hypothetical source of the S=1/2 spin defect. The carbon atoms at the atomic step are more reactive because they do not possess ideal bonding configuration, and thus may be attacked by a radical such as –OH groups present in the oxygenation process. We simulated this situation as shown in Fig. S4(b). First principles calculations showed that the surface carbon atom attacked by the –OH group spontaneously breaks a bond with a neighbor carbon atom beneath the surface, creating an sp\(^3\) DB with S=1/2 spin as respectively shown in Fig. S4(c) and (d). This near-surface carbon sp\(^3\) DB resides in the fourth atomic layer referred to the topmost carbon atom layer which is topographically protected by the direct interaction with species from the gas phase. As expected, the sp\(^3\) DBs are electrically and optically active; the latter may be achieved by photo-ionization to the negative charge state. The actual photo-ionization energy threshold may depend on the interaction with other defects at the surface or beneath the surface.

![Surface spin model](image)

**Figure S4 | Surface spin model.** a. The trench structure of (100)-6×6 diamond surface. Surface termination is O/H/OH type, as in [40], and step carbon atoms are saturated by OH. The red and pink balls are hydrogen and oxygen atoms, respectively. The grey balls are carbon atoms, the darker color and smaller size indicate deeper position away from the surface. For the sake of clarity, only the first five layers are presented in the structure plots. b. Illustration of the formation of a surface spin at the step edge. The yellow lobe represents the surface spin. c. A plausible structure model of a surface spin on the trench of the diamond (100) surface. d. The energy level plot of the modeled surface spin. The valence and conduction bands are depicted as blue and red regions, respectively. The orange and white arrows represent spin up and spin down channels, respectively. The spin-polarization energy is high for the dangling bond. We note that the single particle Kohn-Sham levels do not directly refer to the ionization energies of the dangling bond. The surface states are located at 0.3 eV below the conduction band minimum. The valence band maximum positions are aligned to zero.
S5. Additional surface spin measurements

S5.1. Coherently coupled surface spins

Figure S5 | Coherently coupled surface spin. a, Raw DEER (blue) and echo (red) data from an NV center that is coherently coupled to a surface spin. b, The raw DEER signal divided by the echo signal.

Over all the samples investigated here, coherently coupled surface spins are rarely observed. One example of this rare occurrence is shown in Fig. S5. Based on the coupling strength, it is 6-7 nm from the NV center, which is consistent with the 7 nm depth as measured by proton NMR. However, we also note that it cannot be conclusively shown with our methods that this defect exists at the surface. This particular spin survived multiple acid cleanings and surface treatments and so may be deeper than the bath spins probed in the remainder of this work. There may exist several types of defects with an observable DEER signal, some of which are found below the diamond surface [5].

S5.2. Surface spin linewidth

Another important parameter of the surface spin bath is the linewidth of the DEER transition, as this provides information about the disorder on the surface experienced by the surface spins. We measure the linewidth by performing a DEER pulse sequence while sweeping the frequency of the surface spin $\pi$ pulse. A typical dataset, with a Lorentzian fit, is shown in Fig. S6. We note that this value of 35 MHz is slightly larger than the $\approx 20$ MHz linewidths reported in the literature [5, 7, 11, 12], which may be a result of power broadening. For the following discussions this discrepancy will not be relevant, however.
S5.3. Surface spin $T_{2, Rabi}$

As an additional measurement to bound the disorder of the surface spins, we sweep the duration of the microwave pulse performed on the surface spins during the DEER sequence. We fit the resulting curve to a cosine with an exponentially decaying envelope, and find a characteristic decay time of $200 \pm 30$ ns (see Fig. S7).

Figure S7 | DEER Rabi measurement. a We perform a microwave pulse of varying length on the surface spins during the DEER sequence and b fit the normalized signal to a decaying exponential envelope to extract a coherence decay time.
S5.4. Measured surface spin $T_1$ relaxation times

![Figure S8](image)

**Figure S8** | **Measured $T_1$ of surface spins using correlation sequence.** Relaxation time $T_1$ for surface spins measured by two different NV centers a and b, using the correlation sequence described in [7].

The surface spin $T_1$ relaxation times were measured on several NV centers in Sample 9 using a correlation spin sequence [7, 48]. Results can be seen in Fig. S8. Additionally, for Sample 8, a sampling of surface spin $T_1$ times were measured by sweeping the time of the DEER microwave pulse within the echo sequence [11]. Extracted $T_1$ times were consistent with those measured in correlation spectroscopy (see Fig. S9). These $T_1$ times were significantly longer than the length of the DEER sequences performed in the main text.

![Figure S9](image)

**Figure S9** | **Measured $T_1$ of surface spins by bath correlation measurement.** Relaxation time $T_1$ for surface spins measured by three different NV centers, depicted in a, b, and c, using the sequence described in [11]. a and b are from Sample 8 and c is from Sample 3.

S6. Derivation of DEER signal for static and hopping surface spins

S6.1. System description

We consider a single NV center coupled to a 2D spin bath. We assume the 2D spin bath to be located at $z = 0$, in the $\hat{x} - \hat{y}$ plane, and the NV center to be located at $z = -d_{NV}$. Consistent with a global magnetic field applied along the NV center quantization axis and for [100] diamond, we assume that all spins are oriented in a direction $54.7^\circ$ from the $\hat{z}$-axis. The Hamiltonian of the system with NV center spin $S$ with resonant frequency $\omega_s$, and surface spins $I_i$
with Larmor frequencies $\omega_i$ can be written as

$$H = \omega_S S_z + \sum_i \omega_i I_i^z + \sum_i J_i S_z I_i^z$$

(S14)

where we have assumed that the interaction between the NV center and surface spins takes an Ising form, since they have different resonance frequencies. The interaction strengths $J_i$ are assumed to be dipolar interactions, and we will explicitly calculate their distributions below.

In the above equation, we have also neglected the interactions between the surface spins, which may be justified for two reasons: first, local disorder fields experienced by the surface spins that cause their resonance frequencies to vary (see Section S5.2, as well as [5]), and this will suppress spin-exchange processes; second, the Ising interaction component will not change the $I_z$ component of each spin, and thus it will not affect the NV center spin signal. Note that we have also assumed a quasi-static bath for now and neglect the finite $T_1$ relaxation time of the spins. Spin-exchange processes between bath spins could be approximately treated in a similar fashion as a finite $T_1$ time.

For completeness, we present some results from simulations that include interactions in section S7.3.

We now calculate the DEER signal expected for an NV center in the case of static surface spins and of surface spins undergoing configurational averaging.

### S6.2. Derivation of DEER coupling for dense static spins

The combined NV center-surface spin Hamiltonian is given by Eq. (S14). In the rotating frame [49], this simplifies to

$$H = \gamma_e S_z B_{z,\text{DEER}}$$

(S15)

where $\gamma_e$ is the electron gyromagnetic ratio and $B_{z,\text{DEER}}$ is the total $z$ component of the magnetic field due to the surface spins at the location of the NV center. We now calculate the signal measured by an NV center during a DEER spin echo pulse sequence, in the case that other decoherence mechanisms affecting the NV center are negligible.

After spin initialization, the NV center spin starts out in the spin state $|0\rangle (m_s = 0)$, and the surface spins have an initial state vector $|I\rangle = |I_1, I_2...I_n\rangle$, where $I_i |I_i\rangle = \pm \hbar/2 |I_i\rangle$. The initial spin states are random for each repetition of the experiment. Then we apply a $\pi/2$ pulse to the NV center to put the system in the superposition state

$$|\psi_{NV}(t = 0)\rangle = \frac{1}{\sqrt{2}} (|0\rangle \otimes |I\rangle) + \frac{1}{\sqrt{2}} (|1\rangle \otimes e^{-i \sum \phi_i} |I\rangle)$$

(S16)

The NV center spin then evolves for a time $\tau/2$ under the influence of the magnetic field produced by the surface spins. This field is given by the summation of all dipole fields from the $n$ spins:

$$B_{z,\text{DEER}}(t) = \frac{\mu_0}{4\pi} \sum_i \frac{3u_i^z (m_i^z u_i^z) - m_i^z}{|r_i|^3}$$

(S17)

where $\vec{u}$ is a unit vector from the NV center to spin $i$, $r_i$ is the distance to the $i$th spin, and $m_i = -\gamma_e e \hbar/2 |\sigma_i\rangle$, and $\sigma_i$ is the Pauli matrix for spin $i$.

After a time $\tau/2$, the NV center spin will be in a state

$$|\psi_{NV}(t = \tau/2)\rangle = \frac{1}{\sqrt{2}} (|0\rangle \otimes |I\rangle) + \frac{1}{\sqrt{2}} (|1\rangle \otimes e^{-i \sum \phi_i^1} |I\rangle)$$

(S18)

where

$$\phi_i^1 = -\gamma^2 e \frac{\mu_0}{8\pi \hbar} \frac{1}{|r_i|^3} (3u_i^z u_i^z - 1) I_i \tau/2$$

(S19)

and $I_i$ is either +1 or -1 for each spin, but it is initialized randomly for each experiment.

Next we apply a resonant $\pi$ pulse to the NV center and surface spins simultaneously, which has the effect of swapping $|0\rangle \leftrightarrow |1\rangle$ and also swapping $|I_i\rangle \rightarrow |-I_i\rangle$. The state is now
After another free evolution period of $\tau/2$, we have

$$|\psi_{NV}(t = \tau/2)\rangle = \frac{1}{\sqrt{2}}((1) \otimes |I\rangle) + \frac{1}{\sqrt{2}}\left(|0\rangle \otimes e^{-i\Sigma_1} \phi_1 |I\rangle\right)$$

(S20)

where

$$\phi_2^i = +\gamma_2^i h \frac{\mu_0}{8\pi \hbar |r|^3} (3u_z^i u_z^i - 1) I_i \frac{\tau}{2} = -\phi_1^i$$

(S22)

The final $\pi/2$ pulse on the NV center leads to

$$|\psi_{NV}(t = \tau)\rangle = \frac{1}{\sqrt{2}}((1) \otimes e^{-i\Sigma_1} \phi_2^i |I\rangle) + \frac{1}{\sqrt{2}}\left(|0\rangle \otimes e^{-i\Sigma_1} \phi_1^i |I\rangle\right)$$

(S21)

Measuring in the $|0\rangle$ basis then gives

$$|0\rangle \langle |\psi_{NV}|^2 = \left|\frac{1}{2} e^{-i\Sigma_1} \phi_2^i + \frac{1}{2} e^{-i\Sigma_1} \phi_1^i\right|^2$$

(S24)

$$= \frac{1}{2} \left(1 + \cos \sum_i \Delta \phi^i\right)$$

(S25)

where

$$\Delta \phi^i = \gamma_2^i h \frac{\mu_0}{8\pi \hbar |r|^3} (3u_z^i u_z^i - 1) I_i \tau$$

(S26)

If there is only one nearby dark spin coupled to the NV center, we will see full contrast oscillations at the coupling frequency of the surface spin.

The more typical situation is one in which the NV center senses many dark spins. At each experimental repetition, the NV center senses a different total magnetic field depending on the random spin states of the surface spins. The total signal is the average of this Bernoulli random process for many trials. For a large number of trials, this can be approximated by a Gaussian process, e.g. $\langle \cos \phi \rangle = e^{-\langle \phi^2 \rangle/2}$. This will only be true if the NV center is coupled to sufficiently many spins with comparable coupling strengths, and in the limit of a dilute spin bath the Gaussian approximation will fail because of strong trial-to-trial fluctuations in the strength of dipolar coupling between the NV center and the dark spins, which lead to a distinctly non-Gaussian distribution of acquired phases [19, 20].

Computing the average of squares we find

$$\langle \Delta \phi^2 \rangle = \left(\frac{\gamma_2^i h \mu_0}{8\pi}\right)^2 \sum_i \frac{1}{|r|^3} (3u_z^i u_z^i - 1)^2$$

(S27)

If the surface spins are dense enough that the average spin-spin spacing is much smaller than the NV center depth, $d_{NV}$, the sum can be approximated as an integral over a continuous density of surface spins, $\sigma$. We can write $r = \sqrt{a^2 + d_{NV}^2}$ and $u_z = \frac{1}{r}(d_{NV} \cos \theta + a \sin \theta) \cos \alpha$ and calculate

$$\sum_i \frac{1}{|r|^3} (3u_z^i u_z^i - 1)^2 \approx \int_0^{2\pi} \int_0^{\infty} \frac{d\alpha \sin \alpha}{(d_{NV}^2 + a^2)^3} \left(\frac{3}{a^2 + d_{NV}^2} (d_{NV} \cos \theta + a \sin \theta)^2 \cos^2 \alpha - 1\right)^2$$

(S28)

$$= \frac{3\pi}{8d_{NV}^2}$$

(S29)

for $\theta = 54.7^\circ$, the angle of NV centers in (100) diamond with respect to the surface. Converting the population to the coherence, we finally obtain

$$\langle S(\tau) \rangle = \exp \left(-\frac{\mu_0}{4\pi} \frac{3\pi \gamma_2^4 h^2 \sigma}{64d_{NV}^2} \tau^2\right)$$

(S30)
S6.3. Calculation of NV coherence decay for configurationally averaged surface spins

Based on experimental observations of a small stretched exponent and the absence of strongly coupled spins, we calculate the case where surface spins can change positions between measurements, effectively allowing a configurational averaging when evaluating the coherence decay.

Since configurational averaging can result from random spin hopping, we can make use of the methods in Ref. [25, 50] to calculate the coherence decay. The intuition of the calculation is that, since all interactions take the Ising form, we can simply add up the phases. It turns out that the resulting expression, after being written in an exponential form, can be factorized into a product of cosines corresponding to the individual phase accumulations, which can then be integrated over different spatial configurations. We will not reproduce the full details here, but simply note that the same argument should also apply to a spin located at some distance external to the spin bath, and one simply needs to replace the interaction strength by the corresponding one for the external spin.

Thus, we need to calculate the interaction strength between the NV center located at \((0, 0, -d_{\text{NV}})\) and a spin located at position \((r \cos \alpha, r \sin \alpha, 0)\). The quantization axis is assumed to be pointing in \(\hat{n} = (\sin \theta, 0, \cos \theta)\), where \(\theta = 54.7^\circ\), such that \(\cos^2 \theta = 1/3\). Taking the inner product, we have that the interaction strength is

\[
\frac{\mu_0}{4\pi} \frac{\gamma^2 \hbar}{2(r^2 + d_{\text{NV}}^2)^{3/2}} \left(\frac{3(r \cos \alpha \sin \theta + d_{\text{NV}} \cos \theta)^2}{r^2 + d_{\text{NV}}^2} - 1\right) = \frac{\mu_0}{4\pi} \frac{\gamma^2 \hbar (2r^2 \cos^2 \alpha - r^2 - 2\sqrt{2}r d_{\text{NV}} \cos \alpha)}{2(r^2 + d_{\text{NV}}^2)^{3/2}}
\]

(S31)

Transcribing the expressions found in Ref. [25] with these interactions, we find that the coherence decay should satisfy

\[
\langle S(t) \rangle_c = \exp \left\{ \sigma \int_0^{2\pi} d\alpha \int_0^{\infty} r dr \times \left[ \cos \frac{\mu_0 \gamma^2 \hbar \tau (2r^2 \cos^2 \alpha - r^2 - 2\sqrt{2}r d_{\text{NV}} \cos \alpha)}{8\pi (r^2 + d_{\text{NV}}^2)^{3/2}} - 1 \right] \right\}
\]

\[
\approx \exp \left\{ \sigma d_{\text{NV}}^3 \int_0^{2\pi} d\alpha \int_0^{\infty} x dx \times \left[ \cos \frac{\mu_0 \gamma^2 \hbar \tau (2x^2 \cos^2 \alpha - x^2 - 2\sqrt{2}x \cos \alpha)}{8\pi d_{\text{NV}}^3} \right] - 1 \right\},
\]

(S32)

where we have written \(x = r/d_{\text{NV}}\).

We would like to note that here \(\mu_0 \gamma^2 \hbar \tau /8\pi d_{\text{NV}}^3\) always appears together in the integral, which means that the shape of the curve should be the same regardless of the depth \(d_{\text{NV}}\). Changing \(d\) only leads to a rescaling of the time at which changes in shape happen. However, note that since there is a \(d_{\text{NV}}^3\) in front, the timescale involved in the stretched exponential decay can change.

While the above expression does not appear to be easily integrated, we can take appropriate limits to understand its behavior. First, let us consider the limit where \(\tau\) is small, such that \(\mu_0 \gamma^2 \hbar \tau \ll 8\pi d_{\text{NV}}^3\). In this case, intuitively, the spins far away will not have the time to interact yet, so we are dominated by contributions from small \(r\). In this case, the argument of the cosine in Eq. (S32) is small, such that we can perform a Taylor expansion to obtain

\[
\langle S(t) \rangle_c = \exp \left\{ \sigma d_{\text{NV}}^3 \int_0^{2\pi} d\alpha \int_0^{\infty} x dx \times \left[ -\frac{1}{2} \left( \frac{\mu_0 \gamma^2 \hbar \tau (2x^2 \cos^2 \alpha - x^2 - 2\sqrt{2}x \cos \alpha)}{8\pi d_{\text{NV}}^3} \right) \right] \right\}
\]

\[
= \exp \left[ \frac{3\sigma d_{\text{NV}}^3}{16} \left( \frac{\mu_0 \gamma^2 \hbar \tau}{8\pi d_{\text{NV}}^3} \right)^2 \right].
\]

(S33)

Thus, at short times, we recover the Gaussian decay in Eq. S30.

Next, let us consider the limit where \(\tau\) is large, such that \(\mu_0 \gamma^2 \hbar \tau \gg 8\pi d_{\text{NV}}^3\). Intuitively, the time is long enough such that the external spin sees the influence of all spins far away, and the situation will be similar to a 2D spin bath. In this case, we will have contributions from a large range of values of \(x\). Due to the \(x\) factor outside the parenthesis however, coming from the volume element in the Jacobian, the main contribution to the integral will be coming from values of \(x\) that are large, and thus we may approximate the fraction as

\[
\frac{(2x^2 \cos^2 \alpha - x^2 - 2\sqrt{2}x \cos \alpha)}{(x^2 + 1)^{5/2}} \approx \frac{2x^2 \cos^2 \alpha - x^2}{x^5} = \frac{2 \cos^2 \alpha - 1}{x^3}.
\]

Explicitly performing the integral in this limit gives

\[
\langle S(t) \rangle_c = \exp \left( -\frac{9\sqrt{\pi} \Gamma\left(\frac{5}{2}\right)}{5} \sigma \left( \frac{\mu_0 \gamma^2 \hbar \tau}{8\pi} \right)^{2/3} \right),
\]

(S35)
which reproduces the $r^{2/3}$ scaling in this limit. Note also that in this limit, $d_{NV}$ drops out of the problem. The intuition is again that the spin sees everything out to infinity, and the only spatial scale left in the problem is an average distance between the surface spins.

### S6.4. Mean nearest neighbor separation

In the main text, an average spin-spin separation, $\ell_{SS}$, is calculated from a fitted density of surface spins, $\sigma$. From dimensional analysis, these quantities are related by

$$\ell_{SS} \propto \frac{1}{\sqrt{\sigma}} \quad \text{(S36)}$$

However, the constant of proportionality is ambiguous. In the main text, we specifically are referring to the mean value of the distribution of nearest neighbor distances for a randomly distributed layer of spins with density $\sigma$. In this case the constant of proportionality is $1/2$, and for completeness we derive this result below.

We can obtain this by considering the probability of finding a neighboring spin a distance $r$ away. The distribution function, $w(r)dr = P(\text{no neighbor \hspace{1mm} at \hspace{1mm} } r) \times P(\text{neighbor between } r \text{ and } r + dr)$:

$$w(r)dr = \left(1 - \int_0^r w(r')dr'\right) \times (2\pi r dr \sigma) \quad \text{(S37)}$$

Taking the derivative gives

$$\frac{dw(r)}{dr} = 2\pi \sigma \left(1 - \int_0^r w(r')dr'\right) - w(r) \times (2\pi r \sigma) \quad \text{(S38)}$$

Substituting into the first equation we can eliminate the integral

$$\frac{dw(r)}{dr} = \frac{w(r)}{r} - w(r) \times (2\pi r \sigma) \quad \text{(S39)}$$

This differential equation has the solution

$$w(r) = K r \exp\left\{-\pi r^2 \sigma\right\} \quad \text{(S40)}$$

Where $K$ is an integration constant, which from normalization must be $K = 2\pi \sigma$. So the nearest neighbor probability distribution function is

$$w(r) = 2\pi \sigma r \exp\left\{-\pi r^2 \sigma\right\} \quad \text{(S41)}$$

We then calculate the first moment of Eq. (S41):

$$\langle \ell_{SS} \rangle = \int_0^\infty rw(r)dr = 2\pi \sigma \frac{1}{4\pi \sigma^{3/2}} = \frac{1}{2\sqrt{\sigma}} \quad \text{(S42)}$$

Eq. (S44) is the expression used in the calculations of the Main Text.

### S7. Effects of finite surface spin $T_1$ time

Here we calculate the effects of finite surface spin $T_1$ time on the DEER exponent $n$ in order to investigate whether the observed coherence decay behavior can be accounted for by surface spin relaxation.

In the presence of Gaussian-distributed noise amplitudes (as expected from a continuous density of surface spins), the quasistatic limit $T_1 \gg T_{2,\text{DEER}}$ gives a DEER decay exponent $n = 2$, and the Markovian limit $T_1 \ll T_{2,\text{DEER}}$ gives a DEER decay exponent $n = 1$. Quantitatively, the case of finite-$T_1$ time is calculated in [11] and is given by
\[ \langle S(\tau) \rangle = \exp \left[ - \left( \Gamma_{\text{DEER}} \tau \right)^2 f(\tau, T_1) \right], \]

(S45)

where

\[ f(\tau, T_1) = \frac{2T_1^2}{\tau^2} \left[ \frac{\tau}{T_1} - 1 + e^{-\tau/T_1} \right], \]

(S46)

is a dimensionless quantity that describes the effects of finite surface spin \( T_1 \) relaxation time. Note that in the limit of \( \tau \ll T_1 \) one finds \( f(\tau, T_1) = 1 \).

In Fig. S10 we fit Eq. S45 to \( \exp(-\tau/T_{2,\text{DEER}})^n \). As expected, for shallow NV centers \( T_{2,\text{DEER}} \ll T_1 \) and so we recover the quasistatic limit \( n = 2 \), whereas for deeper NV centers \( T_{2,\text{DEER}} \gg T_1 \) and we recover the Markovian limit \( n = 1 \). The trend of \( n \) vs depth in Fig. S10(b) is opposite from the trend observed in Fig. 2c of the Main Text, indicating that spin relaxation cannot account for our data.

S7.1. Exponents \( n \) under the assumption of a noise spectral density

Here we show that the exponents \( n \) from DEER exponential decays of the form \( C(\tau) = \exp[-(\tau/T_2)^n] \) will have \( n \geq 1 \) if the noise spectrum is flat \( (n = 1) \) or monotonically decreasing as a function of frequency \( (n > 1) \), assuming the noise spectral density formulation holds. The assumption of a monotonically decreasing noise spectrum is physically reasonable and consistent with experimentally observed noise spectra; accordingly, a likely explanation for the observed DEER exponents \( n < 1 \) is that the noise spectral density formulation does not hold, in particular because the noise amplitudes are not Gaussian-distributed, as is found in the case of discrete hopping spins.

We now show that \( n \geq 1 \) for a monotonically decreasing noise spectral density. We show this to be true for a general N-pulse qubit filter function \( F_N(\omega T) \), defined to be continuous and non-negative across all frequencies, including Ramsey / DEER measurements with filter function \( \frac{4\sin^2(\omega T/2)}{\omega^2} \). Note that during a DEER sequence, if the surface spins are perfectly flipped during the NV center \( \pi \) pulse, then the NV center filter function to the surface spins will be identical to that of Ramsey. The FID can then be described by Eq. (S10). The noise spectrum \( S(\omega) \geq 0 \), and for physically relevant noise sources is monotonically decreasing, i.e. \( \frac{dS(\omega)}{d\omega} \leq 0 \; \forall \omega \), and with \( S(\omega) \) and \( \frac{dS(\omega)}{d\omega} \) defined over \( \omega \in [0, \infty) \). We rewrite Eq. (S11) as

\[ \chi(T) = \frac{1}{\pi} T \left[ \int_0^\infty S \left( \frac{x}{T} \right) \frac{F_N(x)}{x^2} dx \right], \]

(S47)

where \( x \equiv \omega T \) is a dimensionless integration variable. In order to probe the exponent \( n \) associated with \( \chi(T) = (T/T_2)^n \), we apply \( T \frac{d}{dT} - 1 \) to \( \chi(T) \) in Eq. (S47); using the product rule we find

\[ \left( T \frac{d}{dT} - 1 \right) \chi(T) = \frac{1}{\pi} T^2 \left[ \int_0^\infty \frac{dS(\omega/T)}{dT} \frac{F_N(x)}{x^2} dx \right]. \]

(S48)

Using \( \omega(T) = x/T \), we can evaluate

\[ \frac{dS(\omega(T))}{dT} = \frac{dS(\omega)}{d\omega} \frac{d\omega(T)}{dT} = \frac{dS(\omega)}{d\omega} \left( \frac{-x}{T^2} \right), \]

(S49)

Eq. S48 simplifies to

\[ T \frac{d\chi(T)}{dT} - \chi(T) = \frac{1}{\pi} \int_0^\infty \left( -\frac{dS(\omega)}{d\omega} \right) \bigg|_{\omega=x/T} \frac{F_N(x)}{x} dx \]

(S50)

We can rewrite the left-hand-side of Eq. S50 by using \( dT/T = d \ln T \), and since, by assumption, \( \chi(T) \) is positive and differentiable at times \( T > 0 \), we write
\[ T \frac{d\chi(T)}{dT} - \chi(T) = \chi(T) \left( \frac{1}{\chi(T)} \frac{d\chi(T)}{d\ln T} - 1 \right) = \chi(T) \left( \frac{d\ln \chi(T)}{d\ln T} - 1 \right) \]  
\[(S51)\]

So, Eq. S50 can be written as

\[ \frac{d\ln \chi(T)}{d\ln T} = 1 + \frac{1}{\chi(T)} \frac{1}{\pi} \int_{0}^{\infty} \frac{-dS(\omega)}{d\omega} \left|_{\omega=x/T} \right. \frac{F_N(x)}{x} dx \]  
\[(S52)\]

As defined, the right-hand-side is necessarily \( \geq 1 \) for all times \( T \) because \( \chi(T) > 0 \ \forall T \), \( F_N(x) \geq 0 \ \forall x \) and \( \frac{dS(\omega)}{d\omega} \leq 0 \ \forall \omega \). Accordingly,

\[ \frac{d\ln \chi(T)}{d\ln T} \geq 1 \]  
\[(S53)\]

for all free precession times \( T > 0 \). And, if in some region of times \( T \) the function \( \chi(T) \) has a power-law form \( (T/T_2)^n \), then

\[ n \geq 1 \]  
\[(S54)\]

Under these mathematical arguments, we cannot observe \( n < 1 \) for a monotonically decreasing noise spectral density, because the integral is shown to be \( \geq 0 \) for all times \( T \). A monotonically increasing noise spectral density would give a negative integral in Eq. S52 and therefore \( n < 1 \), but this is physically unreasonable and inconsistent with observed noise spectra.

Further, note Eq. S53 holds for a general \( \chi(T) \), and implies that the slope on a plot of \( \ln \chi(T) \) versus \( \ln(T) \) will be \( \geq 1 \) for a monotonically decreasing noise spectral density. In the Main Text we plot \( \ln \chi(T) \) versus \( \ln(T) \) and find slopes less than 1, which implies that the noise spectral density formulation does not hold, in particular because the noise amplitudes are not Gaussian-distributed. The configurational averaging of surface spins results in a non-Gaussian distribution of noise amplitudes (i.e., for some shots there are many surface spins nearby and for some shots there are no surface spins nearby), which violates the requirements for the noise spectral density formulation and explains the exponents \( n < 1 \) that we observe.

**Figure S10 | Depth scaling in the presence of finite surface spin \( T_1 \) time.**

\(a\), Calculated decay timescale \( T_2 \text{DEER} \) with decay profile calculated using Eq. S45 and fit to \( \exp\left(-\left(\tau/T_2 \text{DEER}\right)^n\right) \), assuming a finite surface spin \( T_1 \) time of 30 \( \mu s \) (black dashed line) and a density 0.005/\( \text{nm}^2 \). \(b\), Fitted exponent \( n \). Once \( T_2 \text{DEER} \) becomes longer than the surface spin \( T_1 \) relaxation time, \( n \) decreases from the infinite-\( T_1 \) limit of \( n = 2 \) toward the Markovian limit of \( n = 1 \). The calculated increase of \( n \) for shallower NV centers is opposite of the observed trend vs depth in Fig. 2c of the Main Text, and suggests that the depth trend in Fig. 2c is not explained by the effects of finite relaxation time.
S7.2. Note about filter functions

In the above derivation, it is assumed that the filter function used during a measurement is that of the Ramsey free induction decay (FID) due to the surface spins alone. Experimentally this is not what is measured due to non-surface spin contributions to the FID. In the Main Text, we attempt to remedy this by dividing by a spin echo signal. However, depending on the form of the noise spectrum, this filter function may be different from what is desired.

To see this, we write the noise spectrum experienced by the NV center as a sum of two terms:

\[ S(\omega) = S(\omega)_{SS} + S(\omega)_{EE} \]  \hspace{1cm} (S55)

where \( S(\omega)_{SS} \) is the noise spectrum of the surface spins and \( S(\omega)_{EE} \) is the noise spectrum due to all other noise sources. The spin echo measurement probes the entire noise spectrum \( S(\omega) \) with the spin echo filter function. In the spectral noise formalism the signal is given by

\[ C(\tau) = \exp \left( -\frac{1}{\pi} \int_{0}^{\infty} S(\omega) F^{SE}(\omega \tau) \frac{d\omega}{\omega^2} \right) \]  \hspace{1cm} (S56)

where \( F^{SE}(\omega \tau) \) is the spin echo filter function, given by

\[ F^{SE}(\omega \tau) = 8 \sin^4 \frac{\omega \tau}{4} \]  \hspace{1cm} (S57)

The DEER measurement, in contrast, probes \( S(\omega)_{SS} \) with the spin echo filter function, but \( S(\omega)_{EE} \) is probed with the Ramsey filter function, \( F^{R}(\omega) \), given by

\[ F^{R}(\omega \tau) = 2 \sin^2 \frac{\omega \tau}{2} \]  \hspace{1cm} (S58)

The DEER measurement signal is then given by

\[ D(\tau) = \exp \left( -\frac{1}{\pi} \int_{0}^{\infty} (S(\omega)_{SS} F^{R}(\omega \tau) + S(\omega)_{EE} S F^{SE}(\omega \tau)) \frac{d\omega}{\omega^2} \right) \]  \hspace{1cm} (S59)

When we divide these two signals, what we actually measure is not the FID of the surface spins alone, but rather the quantity

\[ S(\tau) = \exp \left( -\frac{1}{\pi} \int_{0}^{\infty} S(\omega)_{SS} (F^{R}(\omega \tau) - F^{SE}(\omega \tau)) \frac{d\omega}{\omega^2} \right) \]  \hspace{1cm} (S60)

If the surface spins have a long relaxation time (\( T^{DEER}_{1} > T^{NV}_{2} \)), the second term is negligible due to the low weight of the filter function near \( \omega = 0 \). For fast relaxation times, the stretching factor of the quantity \( S(\tau) \) does not go to 2/3, but rather to 0, and this occurs for \( \tau > T^{DEER}_{1} \). This can be intuitively understood by the following argument: once the free precession interval exceeds \( T^{DEER}_{1} \), there is no difference between the measurement with and without a \( \pi \) pulse on the surface spins and so the two measurements become nominally identical. Our measurements of surface spin relaxation times (see Section S5.4) indicate that we are not in this regime, but for systems with much shorter relaxation times this additional transition should be observable.

S7.3. Effects of interactions

Spin flips among surface spins can arise from environmental interactions and interactions between the surface spins (e.g., dipolar flip-flops). In order to determine whether flip-flops among static surface spins could reproduce the observed experimental results, we performed Monte Carlo simulations for \( \sim 100 \) random fixed spin configurations. Interactions between the spins were assumed to be incoherent due to the large mismatch between the measured disorder of surface spin systems \( (1/(2\pi T^{*}_{2}) \approx 35 \text{ MHz}, \text{see Section S5.2}) \) and the average nearest neighbor dipolar
couplings at the inferred spin densities ($\approx 100$ kHz). In this regime, the probability of a spin exchange between spin $i$ and $j$ is given by [51]

$$p_{i,j} = \frac{\omega_{i,j}^2}{\gamma} \delta t$$

where $\omega_{i,j}$ is the dipolar coupling between spins $i$ and $j$ and $\gamma$ is the disorder. $\delta t$ is the time step of the simulation, chosen such that all $p_{i,j} < 1$. Additionally, spins are allowed to relax without spin exchange through spin-lattice relaxation at a rate $1/(2T_1)$. For a simulation, spins were given random coordinates, the all-to-all couplings were calculated, and the spins randomly initialized. At each time step, spins were allowed to flip or flip-flop based on draws from a Bernoulli distribution, and the phases for the entire time evolution were summed. Some results for simulation parameters $d_{NV} = 5$ nm, $\sigma_2D = 0.005$ nm$^{-2}$, $T_1 = 50 \mu$s, and $\gamma = 100$ kHz are shown in Fig. S11. For these parameters, $\sim 20\%$ of configurations lead to the observation of coherent oscillations in the DEER signal (whenever the nearest spin coupling is greater than the incoherent decay rate). No simulations with experimentally relevant parameters have resulted in stretching factor $n < 1$.

![Figure S11](image)

**Figure S11 | Simulations with incoherent interactions.** Example DEER curves for simulations allowing both flip-flops and spin lattice relaxation between surface spins. Each color represents a different randomly sampled surface spin configuration. Fitting these curves with a stretched exponential produces values of $1 < n < 2$. Some curves additionally show coherent oscillations if the coupling rate to the nearest spin exceeds the rate of incoherent decay.

### S8. Exponent transition for additional NV centers

In Fig. S12, we present additional finely sampled datasets from NV centers of various depths as in Fig. 3a. Again, we plot $\log S(\tau)^{-1}$ on a log-log scale so that the exponent, $n$, is given by the slope of the line. In addition to the DEER Echo type measurements presented in the Main Text, for some NV centers we performed a dynamical decoupling sequence (XY-4) on the NV center while applying multiple $\pi$ pulses to the surface spins, which in principle
permits a longer interrogation of the surface spin FID before the NV center decoheres. The interpretation of this type of measurement is complicated by the short dephasing time of the surface spins and the longer total rotation time required for multiple $\pi$ pulses. The close agreement with $n = 2/3$ at long times is striking nevertheless.

Figure S12 | Additional NV center measurements. a, log $S(\tau)^{-1}$ for nine additional NV centers. Inset: pulse sequence used to measure NV centers in (a). Blue lines are fits to the hopping model in the Main Text, and dotted and dashed lines show slopes of 2 and 2/3, respectively. Y axis offset is arbitrary. b, DEER XY-4 data for four additional NV centers, plotted as in (a). Inset: DEER XY-4 pulse sequence. c, Surface spin densities and depths extracted from NV centers in (a) and (b). Depth$_{NMR}$ is the NV center depth extracted from fitting the proton NMR signal, while Depth$_{DEER}$ and Depth$_{DEERXY4}$ are the depths extracted from the hopping model in the Main Text. Error bars are one standard error.
S9. Additional model analysis

S9.1. Analysis of two-exponent fits

Figure S13 | Fits to a bi-exponential for four NV centers

For the shallow NV centers investigated in this work, a single exponential with \( n = 2 \) fixed leads to a poor fit while permitting \( n \) to vary leads to better fits with \( n < 2 \), in general. Additionally, we claim that for configurationally averaged surface spins, the short and long time behavior of the FID should have different stretching factors. In particular, it should be possible to observe \( n = 2 \) for short times and \( n = 2/3 \) for long times in NV centers that are closer to the surface than the average surface spin separation. Here we investigate the veracity and robustness of this claim by fitting the DEER signal of four NV centers from Sample 9. These are the three NV centers depicted in Fig. 3 of the Main Text, plus one more that is located at a similar depth to the shallowest. We fit these data to a function of the form

\[
f(\tau) = a \exp(- (\Gamma_1 \tau)^n_1) + (1 - a) \exp(- (\Gamma_2 \tau)^n_2),
\]

where \( \tau \) is the free precession time and \( a, \Gamma_1, \Gamma_2, n_1, n_2 \) are the fit parameters. Here we take a fully Bayesian approach and use Markov Chain Monte Carlo (MCMC) to sample the posterior distribution of these parameters, using a Gaussian likelihood with \( \mu = f(\tau) \) and \( \sigma(\tau) \) from the actual variance of the data. Priors for the fit parameters are uniform distributions. The resulting posterior distributions of \( n_1 \) and \( n_2 \) are shown in Fig S13. We find that the early time exponent, \( n_2 \), has a mean value close to two while the late time exponent \( n_1 \) is lower. For the deepest NV
center, the two distributions are nearly indistinguishable, indicating that the biexponential has collapsed into a single exponential, which is expected for an NV center that is deeper than the average spin-spin separation.

Our data processing procedure, as described in Section S3, necessitates choosing a cutoff value of $C(\tau)$ in time after which data is discarded. This is to prevent the signal to noise ratio of the FID data from becoming too large, which is an unavoidable consequence of dividing the DEER echo by the spin echo coherence. We show in Fig. S14 that reasonable choices of the cutoff value do not affect the results of the fit. That is, for these datasets, there is enough coherence left at the cutoff point that the fit parameters are well constrained.

Figure S14 | Stability of stretching factors. Mean and standard error of the two stretching factors (high $n$ and low $n$) of equation (S62) as a function of the cutoff value of the coherence for the four NV centers in Fig. S13. For two NV centers, $C(\tau)$ did not dip below 0.1 during the measurement period and for one NV center, $C(\tau)$ did not dip below 0.2 during the measurement period. However, extracted exponents remained stable for all NV centers regardless of the exact $C(\tau)$ cutoff value.

S9.2. Model comparison

While it is instructive to extract bi-exponential stretching factors observe short and long time behavior, Eq. (S62) is not the form that the free induction decay is expected to take in either the static spin or configurational averaging picture. To assess the utility of the configurational averaging model, we compare the fit of the Monte Carlo simulated spin hopping model to the single exponential model fit for the four NV centers in Figure S13 (three of which are also depicted in Fig. 3 of the Main Text) using several standard Bayesian model comparisons [52, 53]. For each of these NV centers, we report the Widely Applicable Information Criteria (WAIC) and associated error, $\sigma_{\text{WAIC}}$, the Leave-One-Out (LOO) cross validation statistic and associated error, $\sigma_{\text{LOO}}$, and the total model log-likelihood and associated error, $\sigma_{\text{Log-likelihood}}$, for the two different models. The results are reported in Table S2, from which it is apparent that the configurational averaging model is preferred over the single exponential predicted from a static bath in all cases, and that this difference is significant for two NV centers. The reason for the low significance of NV1
is likely the lower signal to noise of this measurement, and for NV4 the two models are expected to perform similarly due to the depth of this NV center.

For the single exponential fit, the stretching factor \( n \) is constrained to be \( n \geq 1 \) following the discussion of noise sources in Section S7.1. For the configurational averaging Monte Carlo model, both the depth and the surface spin density are free parameters. In order to remove any ambiguity regarding data cutoffs, the coherence and the DEER signal are fit simultaneously with separate Gaussian likelihoods. This is possible for these NV centers because the host diamond is isotopically purified, and the absence of \(^{13}\text{C}\) oscillations greatly simplifies the fitting. The coherence is therefore assumed to take the form of a stretched single exponential.

| NV Center | Model  | WAIC | \( \sigma_{\text{WAIC}} \) | LOO  | \( \sigma_{\text{LOO}} \) | Log-likelihood | \( \sigma_{\text{Log-likelihood}} \) |
|-----------|--------|------|----------------|------|----------------|----------------|----------------|
| NV1 (3.6 nm) | Hopping | 196  | 12             | 196  | 11             | 1243           | 13             |
|           | Static  | 192  | 12             | 192  | 11             | 1235           | 14             |
| NV2 (5.3 nm) | Hopping | 253  | 9              | 253  | 9              | 1429           | 15             |
|           | Static  | 226  | 2              | 226  | 12             | 1401           | 17             |
| NV3 (6.5 nm) | Hopping | 277  | 8              | 277  | 9              | 1543           | 15             |
|           | Static  | 244  | 11             | 244  | 12             | 1497           | 19             |
| NV4 (9.3 nm) | Hopping | 293  | 20             | 293  | 20             | 1664           | 18             |
|           | Static  | 288  | 22             | 288  | 22             | 1501           | 72             |

TABLE S2 | Model comparison between static spins (single exponent) and configurational averaging models for four highly sampled NV center datasets.

S10. Fraction of spins that are hopping

Across the nine samples listed in Table S1 and an additional five samples with similar implantation parameters and surface preparations, we measured DEER signals on 191 unique NV centers and observed only three spins that exhibited obvious coherent oscillations, as defined by a DEER contrast (DEER echo divided by coherence) that dipped below -0.1. This ratio allows us to place a bound on the number of spins that could still be stationary while the remaining spins hop. If we assume typical extracted densities of \( \sigma = 0.005/\text{nm}^2 \), then given that the typical NV center depths in our samples are on average less than 10 nm, we expect that less than 20% of surface spins are stationary (see Fig. S15).

Figure S15 | Stationary Surface spin fraction. a. Simulation of the fraction of NV centers that exhibit strong coupling in DEER as a function of depth, if 20% of spins on the surface are placed randomly relative to the NV center and then do not hop. b. Simulation of the fraction of NV centers that exhibit strong coupling in their DEER signal as a function of the fraction of spins that are stationary on the surface, given a density of \( \sigma = 0.005/\text{nm}^2 \), and depths drawn from the distribution of depths measured across all samples. Orange dashed line corresponds to the observed fraction of 3 strongly coupled DEER signals out of 191 NV centers.
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