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Abstract

In a standard two-armed bandit setup, this paper shows – counterintuitively – that a more risk-averse decision maker might be more willing to take risky actions. The reason relates to the fact that pulling the risky arm in bandit models produces information on the environment – thereby reducing the risk that a decision maker will face in the future. This finding gives reason for caution when inferring risk preferences from observed actions: in a bandit setup, observing a greater appetite for risky actions can actually be indicative of more risk aversion, not less.
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1. Introduction

This paper analyzes how a rational, risk-averse decision maker solves the two-armed bandit problem of having to choose between a safe alternative that yields a known reward, and a risky one that generates an unknown payoff.

At first sight, it seems intuitive that decision makers who are more risk averse will be less willing to take the risky action. Indeed, an earlier paper (Chancelier et al., 2009) arrives at such a conclusion. Below, we however show that there exists a previously overlooked part of the parameter space where this result is overturned.

Our model is based upon the exponential bandit model of Keller et al. (2005). Following Roberts and Weitzman (1981) and Bolton and Harris (1999), who in turn built upon the seminal work of Rothschild (1974a, 1974b), it uses a continuous-time framework. We extend the standard model by allowing for risk aversion on behalf of the decision maker. In doing so, we uncover the previously overlooked result that a more risk-averse decision maker might be more willing to pull the risky arm than a less risk-averse colleague.

The reason for this counterintuitive result relates to the notion that risk in bandit models can be reduced through experimentation with the risky arm. It is most likely to arise in settings where information arrives at a high frequency, which makes our finding of specific relevance to the machine learning literature (where reinforcement learning algorithms have the bandit problem at their core; see Sutton and Barto, 1998).

It is furthermore important to understand how risk aversion of decision makers affects the decisions they make. Willingness to take risks has been linked to the success of entrepreneurs (Cantillon, 1755; Knight, 1921; Kihlstrom and Laffont, 1979; Herranz et al., 2015), while it has also been studied in a principal-agent setup – for example analyzing decision making by CEOs (Bandiera et al., 2011) and politicians (Lilienfeld et al., 2012). A common narrative that can be found in this literature is that more risk-averse individuals can be expected to take less risky actions. The point of this paper is to show that the introduction of learning and experimentation can overturn this wisdom: appointing a more risk-averse decision maker is no guarantee for the implementation of less risky actions.

Finally, our findings imply that it is not obvious to infer risk preferences from observed actions: when there is scope for experimentation, observing a greater appetite for risky actions might actually be indicative of more risk aversion, not less. Studies which do not take this into account may produce biased estimates.

2. A bandit model with non-linear utility

In this section, we employ the exponential bandit model of Keller et al. (2005) but extend it by allowing for a decision maker (henceforth ‘DM’) that need not be risk-neutral. For ease of exposition, we focus on the one-player case.\footnote{The results in this section and the next carry over straightforwardly to an $N$-agent cooperative setup.}

Time $t \in [0, \infty)$ is continuous and the discount rate is $r > 0$. The player is facing a two-armed bandit problem, and at time $t$ can allocate an amount $k_t \in \{0, 1\}$ of his ‘informational’ resource to the risky arm $R$, and thus $1 - k_t$ to the safe arm $S$.

The safe arm provides lump-sum payoffs of $s > 0$ (with the value of $s$ fixed and known to the player, hence why this arm is called ‘safe’) according to a Poisson process with parameter $1$
(which is also known). So if the player uses the safe arm over an interval \([t, t + dt]\), he receives \(s \, dt\) in expectation.

The source of risk in the other arm lies in the fact that its type \(\theta\), and hence the size of its payoff, is unknown to the agent at \(t = 0\). He knows that the arm is either ‘good’ (\(\theta = 1\)) or ‘bad’ (\(\theta = 0\)). At time \(t\), the player holds a belief \(p_t\) that the risky arm is good. The DM’s learning process on the risky arm’s type is obstructed by the presence of noise in the associated payoff stream. When the arm is good, it yields lump-sum payoffs of \(h\) according to a Poisson process with parameter \(\lambda > 0\) (both \(h\) and \(\lambda\) are fixed and known by the player). When it is bad, it never pays off. Consequently, if the player uses the risky arm over an interval \([t, t + dt]\), he receives \(p_t \lambda h \, dt\) in expectation (where the expectation is taken over both the unknown state of the world \(\theta\) and the probabilistic arrival of the lump-sums).

The player evaluates the lump-sums using a utility function \(u\), and so the expected increase in his utility is \([(1 - k_t)u(s) + k_t p_t \lambda u(h)] \, dt\). We will assume that \(u(0) = 0\) for the following reason. Consider a stream of zero payoffs that arrive according to a Poisson process with parameter \(\nu\). The total expected discounted utility from this stream, expressed in per-period terms is

\[
\mathbb{E} \left[ \int_0^\infty r e^{-rt} \, v u(0) \, dt \right] = v u(0),
\]

and it is natural to require that this be independent of the rate \(\nu\) — it should not matter at what frequency nothing is paid out; this translates into a requirement that \(u(0) = 0\).\(^2\) Also, to make the problem meaningful, we require that the player strictly prefers \(R\), if it is good, to \(S\), and strictly prefers \(S\) to \(R\), if it is bad. Consequently, we assume that:

**Assumption 1.** \(0 = u(0) < u(s) < \lambda u(h)\).

As more information arrives over time, the belief \(p_t\) is revised according to Bayes’ rule. When the DM plays the risky arm but no lump-sum arrives, his belief that the risky arm is good is revised downward:

\[
dp_t = -\lambda p_t (1 - p_t) \, dt.
\]

On the other hand, if a lump-sum \(h\) does arrive, the belief \(p_t\) jumps to 1. The objective of the DM is to choose \(\{k_t\}_{t \geq 0}\) so as to maximize the total expected discounted utility, expressed in per-period terms:

\[
\mathbb{E} \left[ \int_0^\infty r e^{-rt} \left[ (1 - k_t)u(s) + k_t p_t \lambda u(h) \right] \, dt \right],
\]

where the expectation is over the processes \(\{k_t\}\) and \(\{p_t\}\),\(^3\) and with beliefs being the state variable. The solution procedure is analogous to that in Keller et al. (2005) — the only difference being the presence of the utility function. As in Keller et al. (2005), the Principle of Optimality implies that the value function \(V\) satisfies:

\(^2\) We thank a referee for this justification of \(u(0)\) being zero, and for noting that this requirement implies that two such utility functions represent the same preferences if and only if one is a monotone linear transformation of the other.

\(^3\) The total expected discounted utility given in the main text is equivalent to:

\[
\mathbb{E} \left[ \int_0^\infty r e^{-rt} \left[ (1 - k_t)u(s) \, dN_{\ell, t} + k_t p_t u(h) \, dN_{\lambda, t} \right] \right],
\]

where \(N_{\ell, t}\) is a standard Poisson process with intensity \(\ell\), since \(N_{\ell, t} - \ell t\) is a martingale.
To eliminate the expectations operator, observe that with subjective probability \(pk\lambda dt\) a lump-sum \(h\) arrives, revealing to the DM that the risky arm is of the good type. In that case, the value function jumps to \(V(1) = \lambda u(h)\). With complementary probability \(1 - pk\lambda dt\), no lump-sum arrives; then, application of Bayes’ rule (1) enables us to write \(V(p + dp) \approx V(p) + V′(p)dp = V(p) - k\lambda p(1 - p)V′(p)dt\). Combining this with \(1 - r dt\), the approximation to \(e^{-r dt}\), leads to the following Bellman equation:

\[
V(p) = \max_{k \in [0, 1]} \left\{ (1 - k)u(s) + kp\lambda u(h) + kp\lambda [\lambda u(h) - V(p) - (1 - p)V′(p)] / r \right\}.
\]

As the maximand is linear in \(k\), the DM would never optimally choose an interior allocation even were it allowed. If the DM chooses \(k = 0\), then \(V(p) = u(s)\). If he chooses \(k = 1\), then \(V\) satisfies the following first-order ordinary differential equation:

\[
\lambda p(1 - p)V′(p) + (r + \lambda p)V(p) = (r + \lambda)\lambda u(h)p,
\]

whose solution is given by:

\[
V(p) = \lambda u(h)p + C(1 - p) \left( \frac{1 - p}{p} \right)^{r/\lambda},
\]

where \(C\) is the constant of integration.

This solution has the exact same structure as that in Keller et al. (2005). It therefore inherits the feature that there exists a cut-off belief \(p^*\) above which it is optimal for the DM to play the risky arm \(R\), while playing the safe arm \(S\) becomes optimal when the DM’s belief \(p \leq p^*\). By imposing value matching \((V^*(p^*) = u(s)\) and smooth pasting \((V^*(p^*) = 0)\), we can derive the cut-off belief\(^4\) as:

\[
p^* = \frac{(r/\lambda)u(s)}{(r/\lambda + 1)[\lambda u(h) - u(s)] + (r/\lambda)u(s)}.
\]

Now consider two DMs (indexed by \(i\)), with the utility function of DM\(_i\) being \(u_i\). The difference between their cut-off beliefs \(p^*_2 - p^*_1\) satisfies:

\[
\text{sgn}(p^*_2 - p^*_1) = \text{sgn}(u_2(s)[\lambda u_1(h) - u_1(s)] - u_1(s)[\lambda u_2(h) - u_2(s)])
\]

\[
= \text{sgn}(u_2(s)[u_1(h) - u_1(s)u_2(h)])
\]

\[
= \text{sgn}\left( \frac{u_2(s)}{u_1(s)} - \frac{u_2(h)}{u_1(h)} \right).
\]

Note that if DM\(_1\) and DM\(_2\) are both risk-neutral, then the right-hand side of the above equation is zero and hence \(p^*_2 = p^*_1\).

3. The effects of risk aversion

For the remainder of this article, we assume that the DM’s utility function over payoffs \(u\) is increasing and concave, and recall that \(u(0) = 0\). This assumption captures the notion of risk aversion in the sense that when our DM compares two streams of lump-sum payoffs, in each

\(^4\) Note that this belief is invariant to a monotone linear transformation of \(u\).
interval \([t, t + dt]\) he is facing a lottery over payoff increments, and when one of these lotteries second-order stochastically dominates the other, he prefers the less risky of the two.

Consider one stream \(\mathcal{P}_{h, \lambda}\) that delivers lump-sum payoffs \(h\) according to a Poisson process with parameter \(\lambda\), and another one \(\mathcal{P}_{c, 1}\) that delivers lump-sum payoffs \(c\) according to a Poisson process with parameter 1, with \(c = \lambda h\). In \([t, t + dt]\), the probability of no pay-off from \(\mathcal{P}_{h, \lambda}\) equals \(1 - \lambda dt\), while the probability of no pay-off from \(\mathcal{P}_{c, 1}\) equals \(1 - dt\). Also note that the lottery with the larger probability of no pay-off is a mean-preserving spread of the other. Consequently, the lottery with the smaller probability of no pay-off second-order stochastically dominates the other, and \(\mathcal{P}_{h, \lambda}\) is preferred to \(\mathcal{P}_{c, 1}\) iff \(\lambda \geq 1\). In terms of the total expected discounted utility from the two streams, which are \(\lambda u(h)\) and \(u(c) = u(\lambda h)\), we note that \(\lambda u(h) \geq u(h)\) iff \(\lambda \geq 1\).

This ordering of ‘lumpy’ payoff streams manifests itself as follows: other things being equal, a DM prefers a stream of modest payoffs that arrive with a high expected frequency to a stream of larger payoffs that are expected to arrive infrequently. This favoring of ‘less risky’ payoff streams and of ‘smaller payoffs at higher expected frequency’ are simply two manifestations of the same preference. Consequently, we couch most of our discussion below in terms of higher (expected) frequency rather than in terms of second-order stochastic dominance or lower risk.

To analyze the effects of risk aversion, let DM2 be more risk averse than DM1. In particular, the more risk-averse DM2 has an increasing, concave utility function \(u_2\) which is a concave transformation of \(u_1\), the utility function of the less risk averse DM1.

In Appendix A, we show that \(u_2(x)/u_1(x)\) is strictly decreasing in \(x\); this, together with reference back to equation (3), leads to our main result:

**Proposition 1.** The ordering of the cut-off beliefs for DM1 and DM2 is as follows: (a) when \(h > s\), \(p^*_2 > p^*_1\); (b) when \(h < s\), \(p^*_2 < p^*_1\); (c) finally, when \(h = s\), \(p^*_2 = p^*_1\).\(^5\)

Part (a) of Proposition 1 implies that the more risk-averse DM needs a more optimistic belief on the quality of the risky arm to become willing to play \(R\). In case (b) however, the more risk-averse DM has the lower threshold \(p^*_1\) — implying that he will play \(R\) at more pessimistic beliefs relative to the less risk-averse DM.

To gain intuition for Proposition 1, start with part (c). When \(h = s\), the safe arm gives rise to the exact same payoff as a good-quality risky arm (only at a different frequency given that \(\lambda > 1\)). As a result, \(h/s = u_i(h)/u_i(s) = 1\) for \(i = 1, 2\) and all payoff-related terms disappear from the cut-off formula (2). Both collapse to:

\[
p^*_1 = p^*_2 = \frac{r/\lambda}{r + \lambda - 1}
\]

From (4), one can see that pushing \(\lambda\) up (making the risky arm more attractive), lowers the cut-off belief (thus increasing the DM’s willingness to try the risky arm). Crucially, however, when \(h = s\), the cut-off belief falls at the same rate for all DMs irrespective of their degree of risk aversion (because \(u_i(h)/u_i(s) = 1\) for \(i = 1, 2\) and transformations of payoffs no longer affect the cut-off location), thereby keeping \(p^*_1 = p^*_2\).

\(^5\) Parts (b) and (c) of the proposition require \(\lambda\) to be high enough so that Assumption 1 is not violated. If it were violated, the DM would never pull the risky arm (even if it was known to be of good quality).

\(^6\) Following suggestions by a referee, Appendix B contains a generalization of this proposition by considering an infinitesimal increase in risk aversion, employing Pratt’s (1964) representation.
This no longer holds true when we increase \( h \) slightly to \( h' > s \). Again, we have made the risky arm more attractive, in response to which both \( p^*_1 \) and \( p^*_2 \) fall (see equation (2)). But since marginal utility of a more risk-averse DM decreases at a faster rate when the payoff rises, he gains fewer utils from the increase in \( h \) than his less risk-averse counterpart. As a result, the less risk-averse DM’s cut-off \( p^*_1 \) falls by more than the more risk-averse DM’s cut-off \( p^*_2 \) – putting us in case (a) of Proposition 1, where the less risk-averse DM is more willing to pull the risky arm.

Further understanding of the difference between parts (a) and (b) of Proposition 1 can be gained by taking learning incentives into account and by realizing that our DM solves two fundamental trade-offs:

1. Choosing between an arm of known quality (the safe one, \( S \)) and an arm of unknown quality (the risky one, \( R \)), where information on the latter’s quality can be gathered through experimentation. (This is the learning dimension of the problem.)
2. Choosing between an arm that provides a relatively frequent stream of modest payoffs, and an arm that provides a less frequent stream of larger payoffs. (This is the dimension along which curvature in the utility function plays a role.)

When \( h < s \), the risky arm’s payoff frequency \( \lambda \) has to be rather high by Assumption 1 (otherwise the DM will always choose \( S \) and the problem is not meaningful). A high \( \lambda \) implies that pulling the risky arm is relatively informative: if the arm is of the good type, a payoff \( h \) should be observed soon; if not, the belief about the nature of the risky arm will quickly be revised downward by equation (1) – ending the experimentation process once the belief \( p \) falls below the cut-off \( p^*_1 \). So when \( \lambda \) is high, uncertainty about the quality of the risky arm (captured under point 1) is likely to be short-lived. Consequently, the consideration under point 2 becomes more important. Along this dimension, a more risk-averse DM prefers a frequent stream of modest payoffs to an infrequent stream of larger payoffs.\(^7\) In the case where \( h < s \) (but \( \lambda \) is high enough to meet Assumption 1), arm \( R \) is the one that offers a relatively frequent stream of modest payoffs (provided the arm is of good quality). The more risk-averse DM does not like the fact that this arm is risky (its quality is initially unknown and may turn out to be low, in which case it will never pay) but when \( \lambda \) is high, this risk is likely to be resolved soon and therefore of subordinate importance.

It is thus the trade-off between these two forces that determines a DM’s decision to pull \( R \) or \( S \). On the one hand, a more risk-averse DM is drawn towards the safe arm (the fact that the risky arm is of unknown quality introduces extra uncertainty in its payoff stream, which he dislikes). But, on the other hand, the DM realizes that pulling the risky arm enables him to reduce risk (which a risk-averse DM particularly likes). When \( \lambda \) is large, there is a high ‘informational return’ to pulling the risky arm, as there is a good chance that pulling \( R \) eliminates risk (which happens when a payoff \( h \) is observed, no matter how small \( h \) is). Subsequently, the DM is able to enjoy the (higher) utility stream provided by \( R \) in a world that no longer exhibits uncertainty on

\(^7\) Because of the difference in the concavity of the utility functions, the value of any increase in \( h \) is lower for the more risk-averse DM (due to decreasing marginal utility, which a risk-neutral DM for example does not experience).
the nature of $R$. This explains the counterintuitive part of our result that a more risk-averse DM might be more willing to pull the risky arm than a less risk-averse DM.\textsuperscript{8,9}

In Appendix C we show that our result also arises in a simple two-period setup. It similarly carries over to an infinite-horizon, discrete-time version of the model.

4. Discussion

The counterintuitive part (b) of Proposition 1 is seemingly at odds with the result of Chancelier et al. (2009), who conclude that more risk-averse DMs are always more likely to pull the safe arm in bandit problems. Closer inspection of Theorem 1 in Chancelier et al. (2009), however, reveals that the assumption made there restricts payoffs in such a way that it only covers case (a) of our Proposition 1.\textsuperscript{10} There, we obtain the same result. Since the continuous-time framework employed in this paper makes the existence of different regimes more transparent, it becomes apparent that there is a part of the parameter space (with $h < s$ and $\lambda$ sufficiently high) in which the intuitive result does not arise.

Instances where $\lambda$ is high (which means that the risky arm pays out frequently, conditional on it being ‘good’) are particularly likely to occur in online settings. There, information abounds and arrives at a high frequency. Reinforcement learning for example has the bandit problem at its core, there often referred to as the ‘exploration vs. exploitation trade-off’ (Sutton and Barto, 1998). Such algorithms are, among other things, used to customize webpage advertisements to user-preferences. At each page visit, the algorithm faces a choice between, say, showing a well-understood ad which is known to generate infrequent per-click payoffs of considerable size $s$ (e.g. an ad for expensive watches), or show an ad for a new product (which comes with lower per-click payoffs, $h < s$). Suppose that the market for the associated product is very competitive and a priori it is not known whether the brand behind the advertisement will become popular (this is the source of risk in the problem). If the brand does take off, it is expected to generate frequent clicks (high $\lambda$) – improving upon the payoff generated by the safe ad (in this case, ‘the risky arm is good’). If the new brand does not take off (‘the risky arm is bad’), clicks on the ad will be infrequent (low $\lambda$) and the webpage would have been better off by sticking with the old ad. In such a setup, our result demonstrates that equipping the machine learning algorithm with a more risk averse objective function might lead to a greater appetite for the risky arm (the unknown ad).

Alternatively, our counterintuitive result can arise in a labor market setup. Consider an interpretation of the two-armed bandit model which captures the career choice between becoming a worker or becoming an entrepreneur. When going down the latter route, the DM will face greater uncertainty about his long-run payoffs – at least initially (less so after he has learned the pop-

---

\textsuperscript{8} Proposition 1 continues to hold in the more general framework of Keller and Rady (2010): in their setup, even bad arms generate occasional payoffs equal to $h$ – only at a lower frequency than good arms. More specifically, a good arm pays off according to a Poisson process with parameter $\lambda_H$, while this parameter equals $\lambda_L$ for a bad arm (with $\lambda_H > \lambda_L$). Setting $\lambda_L = 0$ puts us back into the framework of Keller et al. (2005) and simplifies the algebra considerably.

\textsuperscript{9} This can be rephrased in terms of entropy reduction: the entropy of a Poisson distribution is increasing in its parameter $\lambda$, as a result of which the expected entropy reduction ($=\text{uncertainty reduction} = \text{information production}$) is higher when the $\lambda$ of the risky arm is higher. This makes it more attractive for a risk-averse DM to pull that arm.

\textsuperscript{10} To see this, note that Theorem 1 of Chancelier et al. (2009) can be rewritten in our notation/model as: “Assume that there exists a concave increasing function $\varphi : \mathbb{R} \rightarrow \mathbb{R}$ such that $u_2(s) \geq \varphi(u_1(s))$ and $u_2(h) \leq \varphi(u_1(h))$ ...”. Starting from a situation where $h > s$ (our case (a)), it is not possible to respect the concave increasing function $\varphi$ and move to a situation in which $h < s$ (our case (b)) while satisfying the assumption that $u_2(s) \geq \varphi(u_1(s))$ and $u_2(h) \leq \varphi(u_1(h))$. 
ularity of his product).\textsuperscript{11} Our DM is uncertain on – say – his organizational talent, which can be either high or low. If it is high, he will obtain a higher utility level as an entrepreneur; if it is low, his firm will never take off and he is better off as a worker. Following the seminal paper by Kihlstrom and Laffont (1979), most earlier papers featuring this choice have started from the (widely accepted) premise that more risk-averse individuals will choose to become workers (the safer option, which immediately gives greater clarity on long-run payoffs), while the less risk-averse ones will choose to start a business. In this literature, the narrative of the ‘risk tolerant entrepreneur’ has been proposed as a parsimonious and plausible fix to the puzzling observation that entrepreneurs tend to earn less and bear more risk than salaried workers (see Hamilton, 2000, and Moskowitz and Vissing-Jorgensen, 2002).

But by taking learning and experimentation dynamics into account, this paper demonstrates that this popular narrative does not necessarily hold true. It opens up the possibility that more risk-averse individuals might be more willing to start with the riskier action (setting up a business), if taking such a risk produces a sufficient amount of information on their organizational talent.\textsuperscript{12} This theoretical ambiguity could explain why previous empirical studies have reported mixed results regarding the effect of risk aversion on the decision to become an entrepreneur.\textsuperscript{13} In a principal-agent setup, it furthermore implies that appointing a more risk-averse agent is no guarantee that the principal will see more ‘safe’ actions implemented.

More generally, our findings illustrate that it is not straightforward to infer risk preferences from observed actions when the setup is dynamic and offers scope for experimentation. Risk-aversion estimates obtained from game shows (such as \textit{Deal or No Deal}\textsuperscript{14}), which neglect the point made by this paper, might suffer from a serious bias (not only along the quantitative dimension, but even along the qualitative one).

\section*{Appendix A. $u_2(x)/u_1(x)$ is strictly decreasing in $x$}

\textbf{Lemma 1.} Let $u_1 : [0, \infty) \to [0, \infty)$ be a strictly increasing function with $u_1(0) = 0$; let $\varphi : [0, \infty) \to [0, \infty)$ be an increasing and concave function, strictly so on some interval that

\textsuperscript{11} See Kerr et al. (2014) and Manso (2015) for examples of this interpretation.

\textsuperscript{12} I.e., if the information arrival rate $\lambda$ is high enough. Bonatti and Hörner (2017) apply their bandit model to the labor market and argue that the information arrival rate $\lambda$ is increasing in the amount of effort exerted by the DM, which seems intuitive. This suggests that high-effort exerting, relatively risk-averse DMs are more likely to display a greater preference for the risky arm than their less risk-averse counterparts (especially those who are not inclined to exert much effort).

\textsuperscript{13} Compare Schiller and Crewson (1997), who report mixed results themselves, Barsky et al. (1997), who find no significant effect – Andersen et al. (2014) also falls in this category; and Cramer et al. (2002), who do find a significant negative effect of risk aversion on the probability of becoming self-employed, but conclude that they are not able to make statements on causality.

\textsuperscript{14} In this game show, which is similar to Weitzman’s (1979) Pandora’s Box problem, a participant is typically presented with 26 suitcases – one of which becomes ‘his’ at the start of the game. Each case contains a monetary prize, the value of which is hidden to the participant (but he knows that the distribution of prizes is uniform over 26 pre-specified amounts). Subsequently, a game unfolds in which the participant has to open all remaining suitcases in a sequential manner. After each round, the show makes a cash offer to the participant, which he has to accept or reject. If he rejects (‘no deal’), the game proceeds to the next round – until the participant makes a deal or all suitcases are opened (and the participant is left with the prize in ‘his’ case). Studies that try to elicit risk preferences from this game show include Post et al. (2008) and De Roos and Sarafidis (2009). See Andersen et al. (2008) for an extensive overview of studies inferring risk aversion from behavior in (dynamic) game shows.
includes the origin, with \( \varphi(0) = 0 \); finally, let \( u_2 = \varphi \circ u_1 \). Then \( u_2(x)/u_1(x) \) is strictly decreasing in \( x \).

**Proof.** Measure \( u_1 \) on the horizontal axis and \( u_2 \) on the vertical axis. The graph of \( \varphi \), the mapping from \( u_1 \) to \( u_2 \), is then a curve through the origin that is increasing and concave, strictly so on some interval that includes the origin, and the ratio \( u_2(x)/u_1(x) \) is the slope of the chord from the origin to the point \((u_1(x), u_2(x))\). As we increase \( x \), and thus \( u_1(x) \), this slope strictly decreases and therefore \( u_2(x)/u_1(x) \) is strictly decreasing in \( x \). \( \square \)

**Appendix B. Generalizing Proposition 1**

Using Pratt’s (1964) representation, we can write \( u(x) = \int_0^x \exp \left( \int_0^y -r(z)dz \right) dy \), where \( r(x) = -u''(x)/u'(x) \) is the measure of absolute risk aversion associated with \( u \). Let us consider an increase in the measure of absolute risk aversion by \( \epsilon > 0 \). This brings us to \( u(x; \epsilon) = \int_0^x \exp \left( \int_0^y - (r(z) + \epsilon)dz \right) dy \).

From (2), we can rewrite the threshold belief associated with \( u(x; \epsilon) \) as:

\[
p^*(\epsilon) = \frac{ru(s; \epsilon)}{(r + \lambda)\lambda u(h; \epsilon) - \lambda u(s; \epsilon)}
\]

and differentiate it with respect to \( \epsilon \) to find that:

\[
\text{sgn} \left( \frac{\partial p^*}{\partial \epsilon} \right) = \text{sgn} \left( u(h; \epsilon) \frac{\partial u(s; \epsilon)}{\partial \epsilon} - u(s; \epsilon) \frac{\partial u(h; \epsilon)}{\partial \epsilon} \right)
\]

Writing \( u_\epsilon(x; \epsilon) \) for the partial derivative with respect to the parameter \( \epsilon \), our aim is to show that \( u_\epsilon(x; \epsilon)/u_\epsilon(x; \epsilon) \) is increasing \( x > 0 \), in which case we are back to Proposition 1 formulated in the main text. The following Lemma (which is a generalization of Lemma 1 in Appendix A) establishes this result and thereby generalizes the main result of our paper for an infinitesimal increase in risk aversion of any (twice-differentiable) Bernoulli utility function \( u \).

To this end, define \( f(y; \epsilon) = \int_0^y - (r(z) + \epsilon)dz \), giving

\[
u(x; \epsilon) = \int_0^x \exp \left( f(y; \epsilon) \right) dy
\]

and \( u_\epsilon(x; \epsilon) = \int_0^x f_\epsilon(y; \epsilon) \exp \left( f(y; \epsilon) \right) dy \). Noting that \( f_\epsilon(y; \epsilon) = -y \), we see that

\[
u_\epsilon(x; \epsilon) = -\int_0^x y \exp \left( f(y; \epsilon) \right) dy
\]

For future reference, we note that \( u'(x; \epsilon) = \exp \left( f(x; \epsilon) \right) \), and \( u'_\epsilon(x; \epsilon) = -x \exp \left( f(x; \epsilon) \right) \), where the prime denotes the derivative with respect to the variable \( x \).

**Lemma 2.** Given \( u_\epsilon(x; \epsilon) < 0 \) when \( x > 0 \), \( u(x; \epsilon)/u_\epsilon(x; \epsilon) \) is increasing in \( x \in [0, \infty) \).

**Proof.**

\[
\text{sgn} \left( \frac{u(x; \epsilon)}{u_\epsilon(x; \epsilon)} \right)' = \text{sgn} \left( u_\epsilon(x; \epsilon) u'(x; \epsilon) - u(x; \epsilon) u'_\epsilon(x; \epsilon) \right)
\]

\[
= \text{sgn} \left( -\exp \left( f(x; \epsilon) \right) \int_0^x y \exp \left( f(y; \epsilon) \right) dy + x \exp \left( f(x; \epsilon) \right) \int_0^x \exp \left( f(y; \epsilon) \right) dy \right)
\]
\[
\begin{align*}
&= \operatorname{sgn}\left(\exp\left(f(x; \varepsilon)\right) \int_0^x (x - y) \exp\left(f(y; \varepsilon)\right) dy\right) \\
&\geq 0
\end{align*}
\]

with the inequality being strict when \(x > 0\). \(\square\)

**Appendix C. A two-period model**

Here, we will show that our result also holds in a discrete-time, two-period setup. Without loss of generality, we abstract from discounting.

In each period, the safe arm \(S\) pays out a lump-sum \(s\) with probability \(\frac{1}{2}\), whereas the risky arm \(R\) pays out a lump-sum \(h\) with probability \(\frac{1}{2} \gamma\) if it is of good quality, while a bad risky arm never pays off.\(^{15}\) As in the main text, we use \(p\) to denote the DM’s belief that \(R\) is of good quality.

At this stage, we rephrase Assumption 1 as follows:

**Assumption C1.** \(0 = u(0) < \frac{1}{2} u(s) < \frac{1}{2} \gamma u(h)\).

In this simple setup, one can analyze the expected utilities resulting from the four possible strategies:

1. Playing the safe arm in both periods (\(SS\)) yields a total expected utility equal to \(u(s)\).
2. Playing \(RR\) yields a total subjective expected utility equal to \(\gamma u(h)p\).
3. Playing \(SR\) yields a total subjective expected utility equal to \(\frac{1}{2} u(s) + \frac{1}{2} \gamma u(h)p\). This is dominated by \(SS\) if \(p\) is low, and dominated by \(RR\) if \(p\) is high.
4. Playing \(RS\) conditionally, i.e. only sticking with \(R\) after a success in period 1, yields a total subjective expected utility equal to \(\frac{1}{2} \gamma u(h)p + \left[\frac{1}{2} \gamma u(h) \left(\frac{1}{2} \gamma p\right) + \frac{1}{2} u(s) (1 - \frac{1}{2} \gamma p)\right] = \frac{1}{2} u(s) + \frac{1}{2} \gamma u(h) + \frac{1}{2} \gamma u(h) - \frac{1}{2} u(s)\) \(p\).

Equating expected utility from \(SS\) and \(RS\) gives a lower cut-off belief:

\[p^L = \frac{\frac{1}{2} u(s)}{\frac{1}{2} \gamma \left[\left(1 + \frac{1}{2} \gamma\right) u(h) - \frac{1}{2} u(s)\right]}\]

while equating expected utility from \(RR\) and \(RS\) gives an upper cut-off belief:

\[p^U = \frac{\frac{1}{2} u(s)}{\frac{1}{2} \gamma \left[\left(1 - \frac{1}{2} \gamma\right) u(h) + \frac{1}{2} u(s)\right]}\]

When the DM’s belief \(p < p^L\), it is optimal for him to play \(S\) in both periods. Similarly, when \(p > p^U\) it is optimal to play \(R\) in both periods (even if no lump-sum arrived in period 1). For intermediate beliefs, i.e. when \(p^L < p < p^U\), it is optimal to play \(R\) in the first period and switch to \(S\) in period 2 if no lump-sum arrived.

---

\(^{15}\) Our maintained assumption is that a good risky arm is preferred to the safe arm. A necessary condition for the counterintuitive part of Proposition 1 from the main text is that the lump-sum \(h\) can nevertheless be smaller than the lump-sum \(s\). Consequently we need to allow for the possibility that the probability of a payoff from \(R\) is greater than the probability of a payoff from \(S\), and hence the requirement that the probability of a payoff from \(S\) is \(< 1\).
Defining utility functions $u_1$ and $u_2$ as in the main body of the paper (with $u_2$ exhibiting greater risk aversion), it is straightforward to show that the sign of the difference in cut-offs again satisfies:

$$\text{sgn}(p^u_2 - p^u_1) = \text{sgn}(p^u_2 - p^u_1) = \text{sgn}\left(\frac{u_2(s)}{u_1(s)} - \frac{u_2(h)}{u_1(h)}\right).$$

In this case, the counterintuitive part of the parameter space opens up when $\gamma > 1$ (but notice that because probabilities cannot be greater than 1, we also need that $\gamma \leq 2$). When $\gamma > 1$, the risky arm is expected to pay out more frequently than the safe arm and $R$ second-order stochastically dominates $S$. This makes the risky arm more attractive to the more risk averse $DM_2$.

By following similar steps in Heidhues et al.’s (2015) discrete-time formulation of the infinite-horizon Poisson bandit model, one can verify that the same logic continues to apply in that setup.
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