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ABSTRACT
We present the existence of a finite search plan to find Brownian target on the $d$-space by using $d$-searchers. Each searcher moves continuously in both directions of the origin (starting point) of the line (field of its search) with random distances and velocities. We express thes distances and velocities with independent random variables with known probability density functions (PDFs). We present more analysis about the density of the random distances in our model by using Fourier–Laplace representation. This analysis will provide us with the conditions that make the expected value of the first meeting time between the target and one of the searchers finite.

1. Introduction
The searching techniques for a randomly moving target on the space has many applicabilities in our life, for example, finding the charged particles in plasmas that move in the space with $d$-dimensional Brownian motion. In all searching techniques, the searchers move with known distances and velocities. If the search space is a line, then the searcher aims to detect the target in the right or left part of the starting point, where the searcher can change its direction without losing any time. Most of the techniques that have been studied for the line deal with deterministic distances and velocities, see [1–7]. On the plane, Mohamed and El-Hadidy [8, 9] and El-Hadidy [10] presented more interesting search strategies with deterministic distance and regular fixed velocity to find the two-dimensional randomly moving targets. On the space, El-Hadidy and colleagues [11–16] studied different techniques with deterministic distances and velocities by using multiple searchers. The main objective of these earlier works is to obtain the conditions that make the first meeting time between one of the searchers and the moving target finite. On the other hand, when the target is located, some earlier works discussed many different search strategies with deterministic distances and velocities to find this target in minimum time on the line, plane and space, such as [17–25].

In this work, we need to find the condition that makes the expected value of the first meeting time between one of the $d$ searchers and the $d$-dimensional Brownian target finite. We consider that the searchers have a nonstop random motion with random distances and velocities where there are no restrictions on the searcher’s movement. We use the Fourier–Laplace transform to give an analytical expression for the random distance density functions that the searchers should do them with random velocities.

This paper is organized as follows. Section 1 gives an analytical expression for the density of random distances and velocities. In Section 2, we describe the searching problem based on this analytical expression. The condition that shows the existence of our search strategy is discussed in Section 3. Finally, the paper concludes with a discussion of the results.

2. Formulation of the model
We consider that the searching process starts from the origin of the $d$-space by $d$-searchers. These searchers move continuously along $d$-line. Each searcher moves in both directions of its origin. On the line $L_i$, $i = 1, 2, \ldots, d$, we consider the searcher $S_i$, $i = 1, 2, \ldots, d$ has the following strategy: start at $h_{0i} = 0$ to cut a random distance $h_{1i}$ with a certain random velocity $v_i$ on the left (right) part of $L_i$. After that, turn back to $h_{0i}$ and go a distance $h_{2i}$ to search the other right (left) part of $h_{0i}$. Retrace the steps again to search the left (right) part of $h_{1i}$ as far as $h_{1i}$ and so on. Now, the searcher changes the direction and magnitude of its velocity (this velocity can have positive as well as negative values to include the direction of searcher motion) to another random point with random distance $\tilde{h}_i$ and continues
the search for another random distance. For our model, we assume \( g_i(v_i) \) and \( f_i(h_i) \), \( i = 1, 2, \ldots, d \), to be Probability Densities Functions (PDFs) of the basic and independent random distances and the velocities variables, respectively. Each one of these PDFs is normalized to one, where \( f_i(h_i) \) (the velocity distribution is symmetric) for all \( i = 1, 2, \ldots, d \), then there is no bias in the search model. In our model, we let the searcher \( S_i \) changes its velocity \( v_i \) at the point \( (y_i, h_i) \), and position \( y_i - v_i t \). In addition, we let \( g_i(v_i) \) to be the probability density function of a certain velocity \( v_i \). Thus, we can integrate the first term on the right-hand side of (1), over all these events. In the last term of (1), \( l_0(y_i, h_0 = 0) \) = \( l_0(y_i) \), and the velocities are changed at \( h_0 = 0 \), then \( \delta_i(t) \) will become an impulse function. By using the changes in the frequencies of the velocities, we can express \( l_i(y_i, h_i) \) with the following:

\[
l_i(y_i, h_i) = \int_{-\infty}^{\infty} \int_{-\infty}^{h_i} \zeta_i(y_i - v_i t, h_i - \hat{h}_i) g_i(v_i) f_i(h_i) dh_i dv_i + l_0(y_i) \delta_i(h_i).
\]

After doing the random distance \( \hat{h}_i \) at time \( t \), each searcher \( S_i \) changes its velocity \( v_i \) at the point \( (y_i, h_i) \), distance \( h_i - \hat{h}_i \) and position \( y_i - v_i t \). In addition, we let \( g_i(v_i) \) to be the probability density function of a certain velocity \( v_i \). Thus, we can integrate the first term on the right-hand side of (1), over all these events. In the last term of (1), \( l_0(y_i, h_0 = 0) \) = \( l_0(y_i) \), and the velocities are changed at \( h_0 = 0 \), then \( \delta_i(t) \) will become an impulse function. By using the changes in the frequencies of the velocities, we can express \( l_i(y_i, h_i) \) with the following:

\[
l_i(y_i, h_i) = \int_{-\infty}^{\infty} \int_{0}^{h_i} \zeta_i(y_i - v_i t, h_i - \hat{h}_i) g_i(v_i) f_i(h_i) dh_i dv_i + l_0(y_i) \delta_i(h_i).
\]

where \( f_i(h_i') = 1 - \int_{0}^{h_i} f_i(h_i') dh_i' \) is the PDF of nonchange velocity until the distance \( \hat{h}_i \). As a result of velocities changes, \( \zeta_i(y_i - v_i t, h_i - \hat{h}_i) \). \( f_i(h_i) \) shows that \( S_i \) does not choose another velocity before passing the point \( (y_i, h_i) \). Now, the motion of \( S_i \) on the line \( L_i \) with a given initial density and the two PDFs for the distances and velocities is described by Equations (1)

Figure 1. The search strategy \( \phi(t) \) for meeting a \( d \)-dimensional Brownian target.
and (2) which can be solved analytically. Hence, we aim to find the frequency of velocity changes \( \zeta_t(y_i, h_i) \) and then substitute with result (2).

According to the shift property of the Fourier transformation and by applying it with respect to the spatial coordinate in (1), we get the factor \( e^{-ik\cdot h} \), \( j = \sqrt{-1}, \) appears under the integral. If we integrate with respect to \( v_i \), then we get the Fourier transformation of \( g_i(v_i) \) with a reciprocal velocity \( k\cdot h_i \). The Fourier transformation of (1) can be given by

\[
\hat{s}_{ik}(h_i) = \int h_i \zeta_t(h_i - \tilde{h}_i)g_{ik\cdot h_i}f_i(\tilde{h}_i) \, dh_i \, dv_i + l_{0,k}\tilde{h}_i(\tilde{h}_i),
\]  

(3)

(see [26]) where the indices \( k \) and \( \tilde{k} \) denote the Fourier components. Now, by applying the Laplace transformation with respect to \( t \) and by using convolution property, we get

\[
\hat{s}_{ik,\mathcal{L}} = \hat{s}_{ik}(h_i)\mathcal{L} + l_{0,k},
\]

(4)

where \( \mathcal{L}[\zeta_t(h_i)] = 1, i = 1, 2, \ldots, n \), and \( \mathcal{L} \) denotes the Laplace component. Thus, the frequency velocity changes in the Fourier–Laplace domain, \( \hat{s}_{ik,\mathcal{L}} \), is given by

\[
\hat{s}_{ik,\mathcal{L}} = \frac{l_{0,k}}{1 - \left[ g_{ih_i}\hat{f}_i(h_i) \right]}. \]

(5)

By the same method, the Fourier–Laplace transformation of the two equations (2) and (5) together gives:

\[
l_{ik,\mathcal{L}} = \frac{\left[ g_{ih_i}\hat{f}_i(h_i) \right] l_{0,k}}{1 - \left[ g_{ih_i}\hat{f}_i(h_i) \right]}. \]

(6)

As in [27], the Fourier–Laplace representation of the exponential functions is more suitable to get our analytical expression. Thus, by using the spatial coordinate in (1), our analytical expression for \( \hat{s}_{ik,\mathcal{L}} \), is constant \( \lambda_i \), \( i = 1, 2, \ldots, d \), with families of independent random variables \( B_i(t) = (B_1(t), B_2(t), \ldots, B_d(t)), \) \( t \geq 0 \) and represents the initial position of the target in \( \mathbb{R}^d \). For each searcher \( s_i, i = 1, 2, \ldots, d \), we consider the set of all search strategies that satisfies (7) and with a speed \( v_i \) be \( \phi_{s,\mathcal{L}}(t) \). We seek for the condition that gives finiteness of the expected value of \( v_i \) (i.e. \( E_v < \infty \)), where \( \phi(t) \in \Phi(v) \) (is the class of all of search strategies) and \( \Phi(t) = \{ \phi(t) \mid \phi(t) \in \Phi_{s,\mathcal{L}}(t) \} \).

3. Existence of finiteness

At time \( t \) on the line \( L_i \), the searcher \( S_i \) will become at the random point \( y_i \) after cutting the distance \( h_i, i = 1, 2, \ldots, d; j = i, 2, \ldots \) (see Figure 1). Thus, we define the sequences: \( \{G_{ij}\}_{i=1}^{l} \) and \( \{H_{ij}\}_{i=1}^{l} \) such that \( h_i = (-1)^{i-1}c_i \) \( G_{ij} + 1 + (-1)^{i-1} \) and (11) satisfied, where \( c_i \) is constant \( > 0 \), \( G_{ij} = \lambda_i \) \( (\lambda_i - 1) \) and \( \lambda_i > 1, \), \( i = 1, \ldots, d \). By using (6), we can get the expected value of the random distance \( h_i \) as follows:

\[
E(h_i) = \int_0^{G_{ij}} \frac{\tilde{h}_i}{l_{ik,\mathcal{L}}} \, d\tilde{h}_i.
\]

(8)

By using (5), we obtain

\[
E(v_i) = \int_{-\infty}^{+\infty} v_i\tilde{h}_i\, d\tilde{h}_i.
\]

(9)

Consequently, from (8) and (9), the expected value of the searching time to search \( h_i \) is

\[
E(T_{ij}) = \int_{-\infty}^{G_{ij}} \frac{\tilde{h}_i}{l_{ik,\mathcal{L}}} \, d\tilde{h}_i.
\]

(10)

When

\[
\int_{-\infty}^{G_{ij}} \frac{\tilde{h}_i}{l_{ik,\mathcal{L}}} \, d\tilde{h}_i \leq \int_{-\infty}^{G_{ij-1}} \frac{\tilde{h}_i}{l_{ik,\mathcal{L}}} \, d\tilde{h}_i,
\]

(11)

for all \( t \in \mathbb{R}^+ \), we have \( \phi(t) = h_i^+ + (-1)^{i-1}[t - G_{ij}] \), where \( h_i^+ \) is different from one searcher to another. There are very large numbers of events such that the first meeting between one of the searchers and the target may be done on the space. Now, we should turn into a

\[
|\phi_t(t_1) - \phi_t(t_2)| < \zeta_{ik,\mathcal{L}} |t_1 - t_2|
\]

(7)

for all \( t_1, t_2 \in \mathbb{R}^+ \), \( \phi_0(0) = 0 \) and \( i = 1, 2, \ldots, d \).
new space called a probability space. Let the random variables that represent the target position are defined on a probability space \((\Omega, \mathcal{F}, \gamma)\), where \(\Omega\) is the set of all possible meeting points, \(\mathcal{F}\) is the sigma algebra on these points and the location of the target at any time can be described by the probability measure \(\gamma\). The following theorems contribute to the achievement of an existential search strategies. They help us to minimize \(E_{\tau_o}\).

**Theorem 3.1:** Let \(\phi(t) = (\phi_1(t), \phi_2(t), \ldots, \phi_n(t))\) be a combination of vectors of continuous functions, where \(\phi_i(t) = [\phi_1(t), \phi_2(t), \ldots, \phi_d(t)]\) with random speed \(v_i\). Then \(E_{\tau_o}\) is finite if

\[
\sum_{i=1}^{d} \sum_{j=0}^{d} \sum_{\nu=0}^{d} \left[ \int_{0}^{\infty} p(\psi(t^dE(T_{i(j-1)}))) > -x_{iju} \right] \gamma(dx_{ij u}) \\
+ \int_{-\infty}^{0} p(\tilde{\psi}(t^dE(T_{i(j)}))) < -x_{iju} \right] \gamma(dx_{ij u}) \tag{12}
\]

is finite.

**Proof:** For each line \(L_i, i = 1, 2, \ldots, d\), if we consider \(\tilde{\psi}(E(T_{2j})) = B_i(E(T_{2j})) + c_i E(T_{2j}), \ \psi(E(T_{i(j+1)})) = B_i \left( E(T_{i(j+1)}) \right) - c_i E(T_{i(j+1)}) \) and apply the same method in [28], then we have

\[
B_i(E(T_{2j})) - \left( \int_{0}^{\infty} \int_{-\infty}^{\infty} N_{\nu i,j} \right) dE_{i} - x_{ij} = x_{ij} 
\]

then

\[
B_i(E(T_{2j})) - (-1)^{j+1} c_i E(T_{2j}) + 1 + (-1)^{j+1} < -x_{ij} 
\]

This gives

\[
B_i(E(T_{2j})) + c_i E(T_{2j}) + 1 + (-1)^{j+1} \\
= B_i(E(T_{2j})) + c_i E(T_{2j}) + c_i[1 + (-1)^{j+1}] \\
= \tilde{\psi}_i(E(T_{2j})) < -x_{ij} + c_i[1 + (-1)^{j+1}],
\]

then \(\tilde{\psi}_i(E(T_{2j})) < -x_{ij}.\) By the same method and by using the notation

\[
\psi_i(E(T_{i(j+1)})) = B_i(E(T_{i(j+1)})) - c_i E(T_{i(j+1)}),
\]

we obtain \(\psi_i(E(T_{i(j+1)})) > -x_{ij}.\)

Since the events \(\tau_{\phi} > t, i = 1, 2, \ldots, d\) are mutually exclusive events, then \(p(\tau_{\phi} > t) = p(\tau_{\phi} > t) or \cdot or \tau_{\phi} > t\) or \(\cdot or \tau_{\phi} > t\) is \(\sum_{i=1}^{d} p(\tau_{\phi} > t).\) Thus, for any \(i = 1, 2, \ldots, d\) and \(j = 1, 2, \ldots, d\), we get

\[
p(\tau_{\phi} > E(T_{i(j+1)})) \\
\leq \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} p(\psi_1^1(E(T_{i(j+1)})) \\
> -x_{ij1}, \psi_2^2(E(T_{i(j+1)})) > -x_{ij2}, \ldots, \\
\psi_d^d(E(T_{i(j+1)})) > -x_{ijd} \gamma(dx_{ij1}) \gamma(dx_{ij2}) \cdot \cdot \cdot \gamma(dx_{ijd}) \\
+ \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} p(\tilde{\psi}_1^1(E(T_{ij})) \\
> -x_{ij1}, \tilde{\psi}_2^2(E(T_{ij})) > -x_{ij2}, \ldots, \\
\tilde{\psi}_d^d(E(T_{ij})) > -x_{ijd} \gamma(dx_{ij1}) \gamma(dx_{ij2}) \cdot \cdot \cdot \gamma(dx_{ijd}) \\
+ \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} p(\tilde{\psi}_1^1(E(T_{ij})) \\
< -x_{ij1}, \tilde{\psi}_2^2(E(T_{ij})) < -x_{ij2}, \ldots, \\
\tilde{\psi}_d^d(E(T_{ij})) < -x_{ijd} \gamma(dx_{ij1}) \gamma(dx_{ij2}) \cdot \cdot \cdot \gamma(dx_{ijd}).
\]
Therefore, $E_{t_{\psi}}$ is given by

$$
E(t_{\psi}) = \int_{0}^{\infty} p(t_{\theta} > t) \, dt
$$

$$
\leq \sum_{j=0}^{\infty} \int_{E(T_{j})}^{E(T_{j+1})} \int_{E(T_{j})}^{E(T_{j+1})} \ldots \int_{E(T_{j})}^{E(T_{j+1})} p(t_{\psi_{11}} > t, t_{\psi_{12}} > t, \ldots, t_{\psi_{1d}} > t)
\times dt \, dt \, \ldots \, dt + \ldots
$$

Since $t_{\psi_{11}}, t_{\psi_{12}}, \ldots, t_{\psi_{1d}}$ are independent events, then we get

$$
E(t_{\psi}) \leq \sum_{j=0}^{d} \sum_{d} \sum_{j=0}^{d} \sum_{j=0}^{\infty} \int_{E(T_{j})}^{E(T_{j+1})} \int_{E(T_{j})}^{E(T_{j+1})} \ldots \int_{E(T_{j})}^{E(T_{j+1})} p(t_{\psi_{11}} > t)
\times dt \, dt \, \ldots \, dt
$$

Assuming $A_i(h_i) = \int h_i d\hat{h}_i$ leads to

$$
E_{t_{\psi}} \leq \sum_{j=0}^{d} \sum_{d} \sum_{j=0}^{d} \sum_{j=0}^{\infty} \int_{E(T_{j})}^{E(T_{j+1})} \int_{E(T_{j})}^{E(T_{j+1})} \ldots \int_{E(T_{j})}^{E(T_{j+1})} p(t_{\psi_{11}} > t)
\times dt \, dt \, \ldots \, dt
$$
respectively. Consequently, from (5) and (10) one can get the expected value of the searching times to search $h_{i1}, h_{i2}$ by

$$E(T_{i1}) \leq \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{\tilde{h}_{li,k,l} \cdot \tilde{d}_{h_i}}{v_i \cdot \tilde{s}_{ik,l} \cdot d v_i},$$

and

$$E(T_{i2}) \leq \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{\tilde{h}_{li,k,l} \cdot \tilde{d}_{h_i}}{v_i \cdot \tilde{s}_{ik,l} \cdot d v_i},$$

respectively. One can get, the Fourier–Laplace representation of $l_{i,k,l}$ and $\zeta_{k,l}$ by using the standard normal density function of $h_i$ and $v_i$ \cite{27} to get the values of $E(h_{i1}), E(h_{i2}), E(T_{i1})$ and $E(T_{i2})$. Using these results in \eqref{12}, we can get $E_{\tau}$ when $j = 1, 2$ and $d = 1$.

To show the finiteness of our search model, we present the following theorem which gives the conditions that make \eqref{12} finite.

**Theorem 3.2:** The search strategies of all searchers should satisfy:

$$
\begin{bmatrix}
B_{1j1}(x_{1j1}) & \cdots & B_{1jd}(x_{1jd}) \\
\vdots & \ddots & \vdots \\
B_{dj1}(x_{dj1}) & \cdots & B_{djd}(x_{djd})
\end{bmatrix}
\leq
\begin{bmatrix}
\Xi_{1j1}(x_{1j1}) & \cdots & \Xi_{1jd}(x_{1jd}) \\
\vdots & \ddots & \vdots \\
\Xi_{dj1}(x_{dj1}) & \cdots & \Xi_{djd}(x_{djd})
\end{bmatrix},
$$

and

$$
\begin{bmatrix}
Z_{1j1}(x_{1j1}) & \cdots & Z_{1jd}(x_{1jd}) \\
\vdots & \ddots & \vdots \\
Z_{dj1}(x_{dj1}) & \cdots & Z_{djd}(x_{djd})
\end{bmatrix}
\leq
\begin{bmatrix}
\Lambda_{1j1}(x_{1j1}) & \cdots & \Lambda_{1jd}(x_{1jd}) \\
\vdots & \ddots & \vdots \\
\Lambda_{dj1}(x_{dj1}) & \cdots & \Lambda_{djd}(x_{djd})
\end{bmatrix},
$$

where $\Xi_{jju}(x_{jju}), \Lambda_{iu}(x_{iu}), i,u = 1,2, \ldots, d$ are linear functions.

**Proof:** At time $t$, when the position of the target $x_{iu}$ is given by $u = 1, 2, \ldots, d$, we have

$$
\begin{bmatrix}
B_{1j1}(x_{1j1}) & \cdots & B_{1jd}(x_{1jd}) \\
\vdots & \ddots & \vdots \\
B_{dj1}(x_{dj1}) & \cdots & B_{djd}(x_{djd})
\end{bmatrix}
\leq
\begin{bmatrix}
B_{1j1}(0) & \cdots & B_{1jd}(0) \\
\vdots & \ddots & \vdots \\
B_{dj1}(0) & \cdots & B_{djd}(0)
\end{bmatrix},
$$

but when $x_{iu} > 0$, we have

$$
\begin{bmatrix}
B_{1j1}(0) & \cdots & B_{1jd}(0) \\
\vdots & \ddots & \vdots \\
B_{dj1}(0) & \cdots & B_{djd}(0)
\end{bmatrix}
\leq
\begin{bmatrix}
B_{1j1}(0) & \cdots & B_{1jd}(0) \\
\vdots & \ddots & \vdots \\
B_{dj1}(0) & \cdots & B_{djd}(0)
\end{bmatrix}.$$
\[
\begin{align*}
&\sum_{j=1}^{\infty} p(\psi_1^j E(T_1(2j-1))) > 0 \quad \cdots \\
&\sum_{j=1}^{\infty} p(\psi_2^j E(T_1(2j-1))) > 0 \quad \cdots \\
&\vdots \quad \vdots \\
&\sum_{j=1}^{\infty} p(\psi_d^j E(T_1(2j-1))) > 0 \quad \cdots \\
&\sum_{j=1}^{\infty} p(\psi_1^j dE(T_1(2j-1))) > 0 \\
&\sum_{j=1}^{\infty} p(\psi_2^j dE(T_1(2j-1))) > 0 \\
&\vdots \\
&\sum_{j=1}^{\infty} p(\psi_d^j dE(T_1(2j-1))) > 0 \\
&\sum_{j=1}^{\infty} p(\psi_1^j (dE(T_1(2j-1)))) > -x_{1j1} \quad \cdots \\
&\sum_{j=1}^{\infty} p(\psi_2^j (dE(T_2(2j-1)))) > -x_{2j1} \quad \cdots \\
&\vdots \\
&\sum_{j=1}^{\infty} p(\psi_d^j (dE(T_d(2j-1)))) > -x_{dj1} \quad \cdots \\
&\sum_{j=1}^{\infty} p(\psi_1^j (dE(T_1(2j-1)))) > -x_{1jd} \quad \cdots \\
&\sum_{j=1}^{\infty} p(\psi_2^j (dE(T_2(2j-1)))) > -x_{2jd} \\
&\vdots \\
&\sum_{j=1}^{\infty} p(\psi_d^j (dE(T_d(2j-1)))) > -x_{djd}
\end{align*}
\]

At any \( t > 0, 0 < \varepsilon_{iu} < 1 \), there exist \([c_1, c_2, \ldots, c_d] \geq [\mu_1, \mu_2, \ldots, \mu_d] \), \([\mu_1, \mu_2, \ldots, \mu_d] \) is the drift vector of \( B(t) = (B_1(t), B_2(t), \ldots, B_d(t)) \) and \([c_1, c_2, \ldots, c_d] \) is vector of constants. One can get

\[
p(B_i(t) \geq c_i t) = p(\sigma_i \varepsilon_{iu} ^{1/k} X_i + \mu_i t \geq c_i t)
\]

\[
= p\left( X_i \geq \frac{(c_i - \mu_i) t}{\sigma_i \varepsilon_{iu} ^{1/k}} \right)
\]

\[
= \int_{b_i}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx
\]

\[
\leq \frac{1}{2} \varepsilon_{iu} ^{1/k} \implies p(\psi_i(t) \geq 0) \leq \frac{1}{2} \varepsilon_{iu} ^{1/k}
\]

where \( \psi_i(t) = B_i(t) - c_i t \). Therefore,

\[
\begin{bmatrix}
B_{1j1}(0) & \cdots & B_{1jd}(0)
\end{bmatrix}
\]

\[
\begin{bmatrix}
B_{2j1}(0) & \cdots & B_{2jd}(0)
\end{bmatrix}
\]

\[
\begin{bmatrix}
B_{dj1}(0) & \cdots & B_{djd}(0)
\end{bmatrix}
\]

For each line \( \varepsilon_i, i = 1, 2, \ldots, d \), we let \( \psi_i(d) = \sum_{j=1}^{d} X_i^{j,i} \),

where \( \{X_i^{j,i}\}_{i=1, \ldots, d} \) is a sequence of independent and identically distributed random variables and \( X_{ij} \sim N(\mu_i - c_i, \sigma^2_{ij}) \). In addition, if \( \mu_i \neq 0 \), \( X_{1i} > t X_{2i} \) and \( t \geq \max(x_{1i}/\mu_i, x_{2i}/\mu_i) \), then \( p(x_{2i} \leq B_i(t) \leq x_{1i}) \) is...
non-increasing with \( t \), see [4]. Consequently, let \( r_{1d} = u_{1} \), then by putting \( x_{1u} = 0 \) and \( x_{1u} = -x_{1u} \), we have \( r_{1d} = \max(0, -x_{1u} / \mu_{d}) \). Also, let

\[
a_{i}(m) = p(-x_{i} < \psi_{i}(d) \leq 0) = \sum_{j=0}^{[x_{i}]} p(-j + 1) < \psi_{i}(d) \leq -j)
\]

and

\[
U_{i}(j, j + 1) = \sum_{d=0}^{\infty} p(-j + 1) < \psi_{i}(d) \leq -j).
\]

Then,

\[
\begin{bmatrix}
B_{1j1}(x_{1j1}) & \cdots & B_{1jd}(x_{1jd}) \\
B_{2j1}(x_{2j1}) & \cdots & B_{2jd}(x_{2jd}) \\
\vdots & \ddots & \vdots \\
B_{dj1}(x_{dj1}) & \cdots & B_{djd}(x_{djd})
\end{bmatrix}
- \begin{bmatrix}
B_{1j1}(0) & \cdots & B_{1jd}(0) \\
B_{2j1}(0) & \cdots & B_{2jd}(0) \\
\vdots & \ddots & \vdots \\
B_{dj1}(0) & \cdots & B_{djd}(0)
\end{bmatrix}
= \begin{bmatrix}
\sum_{d=1}^{m_{1}} q_{1}(r_{1d1}) & \cdots & \sum_{d=1}^{m_{1}} q_{1}(r_{1dd}) \\
\sum_{d=1}^{m_{2}} q_{2}(r_{2d1}) & \cdots & \sum_{d=1}^{m_{2}} q_{2}(r_{2dd}) \\
\vdots & \ddots & \vdots \\
\sum_{d=1}^{m_{d}} q_{d}(r_{dd1}) & \cdots & \sum_{d=1}^{m_{d}} q_{d}(r_{ddd})
\end{bmatrix}
+ \begin{bmatrix}
\sum_{d=\text{m1}+1}^{\infty} (r_{1d1} - r_{1(d-1)1}) q_{1}(r_{1d1}) & \cdots \\
\sum_{d=\text{m1}+1}^{\infty} (r_{2d1} - r_{2(d-1)1}) q_{2}(r_{2d1}) & \cdots \\
\vdots & \ddots \\
\sum_{d=\text{m1}+1}^{\infty} (r_{dd1} - r_{d(d-1)1}) q_{d}(r_{dd1}) & \cdots \\
\sum_{d=\text{m1}+1}^{\infty} (r_{1dd} - r_{1(d-1)d}) q_{1}(r_{1dd}) & \cdots \\
\sum_{d=\text{m1}+1}^{\infty} (r_{2dd} - r_{2(d-1)d}) q_{2}(r_{2dd}) & \cdots \\
\vdots \\
\sum_{d=\text{m1}+1}^{\infty} (r_{ddd} - r_{d(d-1)d}) q_{d}(r_{ddd})
\end{bmatrix}
\]

where \( U_{i}(j, j + 1), i = 1, 2, \ldots, d \) satisfy the renewal theorem conditions, see [29]. This leads to the bounded of \( U_{i}(j, j + 1) \) for all \( i = 1, 2, \ldots, d \) and \( j = 1, 2, \ldots \). Thus,

\[
\begin{bmatrix}
Z_{1j1}(x_{1j1}) & \cdots & Z_{1jd}(x_{1jd}) \\
Z_{2j1}(x_{2j1}) & \cdots & Z_{2jd}(x_{2jd}) \\
\vdots & \ddots & \vdots \\
Z_{dj1}(x_{dj1}) & \cdots & Z_{djd}(x_{djd})
\end{bmatrix}
= \begin{bmatrix}
\sum_{d=1}^{m_{1}} q_{1}(d) & \cdots & \sum_{d=1}^{m_{d}} q_{1}(d) \\
\sum_{d=\text{m1}+1}^{\infty} q_{2}(d) & \cdots & \sum_{d=\text{m1}+1}^{\infty} q_{2}(d) \\
\vdots & \ddots & \vdots \\
\sum_{d=\text{m1}+1}^{\infty} q_{d}(d) & \cdots & \sum_{d=\text{m1}+1}^{\infty} q_{d}(d)
\end{bmatrix}
\]

By similar way, we can prove that

\[
\begin{bmatrix}
\Lambda_{1j1}(x_{1j1}) & \cdots & \Lambda_{1jd}(x_{1jd}) \\
\Lambda_{2j1}(x_{2j1}) & \cdots & \Lambda_{2jd}(x_{2jd}) \\
\vdots & \ddots & \vdots \\
\Lambda_{dj1}(x_{dj1}) & \cdots & \Lambda_{djd}(x_{djd})
\end{bmatrix}
= \begin{bmatrix}
Z_{1j1}(x_{1j1}) & \cdots & Z_{1jd}(x_{1jd}) \\
Z_{2j1}(x_{2j1}) & \cdots & Z_{2jd}(x_{2jd}) \\
\vdots & \ddots & \vdots \\
Z_{dj1}(x_{dj1}) & \cdots & Z_{djd}(x_{djd})
\end{bmatrix}
\]
4. Conclusion and future works

We use the Fourier–Laplace transform to give an analytical expression for the random distance density functions which the searchers should do them with random velocities to find a $d$-dimensional Brownian target. The initial target position is given by a vector of independent random variables $X_0 = [X_{10}, X_{20}, \ldots, X_{d0}]$. The search space is considered as a set of $d$ non-intersected real lines in $d$-space. We showed the existence of a finite search strategy by doing some analytical expressions to use it in proving $E_{10} < \infty$, where $E_{10}$ is the expected value of the first meeting time. Theorem 3.1 gives the condition which is sufficient to prove this existentialism. In addition, Theorem 3.2 provided more analysis to show that the $\phi(t) = (\phi_1(t), \phi_2(t), \ldots, \phi_n(t))$ (which is a combination of vectors of continuous functions where $\phi_i(t) = [\phi_{i1}(t), \phi_{i2}(t), \ldots, \phi_{id}(t)]$, with random speed $v_i, i = 1, 2, \ldots, d$) is finite if conditions (13) and (14) are held.

In future work, we can extend this model as a generalized model with dependent random distance and velocities with $d$-searchers to find a combination of $d$-dimensional Brownian moving targets.
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