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Abstract
Cognitive control, the ability of a system to adapt to the demands of a task, is an integral part of cognition. A widely accepted fact about cognitive control is that it is context-sensitive: Adults and children alike infer information about a task’s demands from contextual cues and use these inferences to learn from ambiguous cues. However, the precise way in which people use contextual cues to guide adaptation to a new task remains poorly understood. This work connects the context-sensitive nature of cognitive control to a method for meta-learning with context-conditioned adaptation. We begin by identifying an essential difference between human learning and current approaches to meta-learning: In contrast to humans, existing meta-learning algorithms do not make use of task-specific contextual cues but instead rely exclusively on online feedback in the form of task-specific labels or rewards. To remedy this, we introduce a framework for using contextual information about a task to guide the initialization of task-specific models before adaptation to online feedback. We show how context-conditioned meta-learning can capture human behavior in a cognitive task and how it can be scaled to improve the speed of learning in various settings, including few-shot classification and low-sample reinforcement learning. Our work demonstrates that guiding meta-learning with task information can capture complex, human-like behavior, thereby deepening our understanding of cognitive control.

Introduction
Flexibility is one of the defining features of cognition. Any intelligent organism must be able to adapt its behavior to continually changing and evolving environmental and task demands (Braver et al. 2009). The processes behind such adaptability are collectively referred to as cognitive control (Cohen, Botvinick, and Carter 2000, Botvinick et al. 2001, Botvinick and Cohen 2014), and a primary goal of modern cognitive psychology and neuroscience involves understanding the mechanisms that underlie cognitive control in humans (Barcelo et al. 2006).

A notable feature of cognitive control is the ability to derive complex rules from contextual cues (Monsell 1996, Salmans 2004, Dosenbach et al. 2006, Sakai 2008, Collins and Frank 2013). As an example, consider a child raised in a bilingual environment with each parent speaking a different language. Upon learning that each parent speaks a different language, the child may come to expect that depending on the speaker (the context), the same object (the stimulus) will be labeled using different words (the response) (Werchan et al. 2015). In this manner, contextual information such as visual or linguistic cues enables adults and children alike to recognize the underlying structure of a new problem they face, which, in turn, enables them to decide on a strategy for interaction within the novel context (Collins and Koechlin 2012, Collins and Frank 2013, Werchan et al. 2015).

Although it is well established that context-dependent adaptation is vital for flexible behavior, the computational mechanisms underlying how humans use contextual information to guide learning in a new situation are still poorly understood. While recent computational works have shed essential insights into understanding these mechanisms in simplified settings (Collins and Frank 2013, Eckstein and Collins 2020), we lack computational models that can be scaled up to more realistic tasks.

In the present work, we offer a new perspective by proposing that context-dependent adaptation can be explained within a context-conditioned meta-learning framework. In standard meta-learning, a meta-learned global model determines the initialization of task-specific models, which are subsequently adapted to online feedback from each task. Here, we propose meta-learning with task information (MLTI), in which contextual cues about task structure—termed task information—guide the initialization of task-specific models, enabling the meta-learned prior over task structures to be informed by task information, similar to how human learning is guided by context.

We implement MLTI by augmenting a gradient-based meta-learning algorithm (Finn, Abbeel, and Levine 2017) with a context network that learns the relationship between task information and the initialization of task-specific models. We first use this implementation to demonstrate that the MLTI framework can capture the context-sensitivity of human behavior in a simple but well-studied cognitive control task. We then shift our focus to larger-scale simulations, where we demonstrate competitive performance against several baselines on supervised and reinforcement learning tasks. Our work thus contributes a framework for understanding key aspects of human adaptability and a cognitively-inspired algorithm that is competitive in realistic settings.
Background

Computational accounts of context-specific adaptation in humans. Although the importance of contextual cues in guiding human flexibility is well-established, very little work has looked into how contextual information guides such adaptability. Recent computational works have made progress towards understanding these mechanisms by suggesting that context-specific adaptation can be modeled using nonparametric Bayesian methods (Collins and Frank 2015) as well as hierarchical reinforcement learning (Eckstein and Collins 2020). However, one limitation of these works is that the tasks modeled using these frameworks are relatively simple compared to the problems faced by humans. This limitation restricts our understanding of context-sensitive adaptation as we do not have models that can capture our everyday flexibility and adaptability. Despite this limitation, a critical insight from these models is that they suggest that the learning processes involved in cognitive control occur at multiple levels of abstraction in that prior knowledge and cognitive control constrain the lower-level, stimulus-response learning (Collins 2018). We take this insight as the motivation to pursue modeling context-specific adaptation under a meta-learning framework, which realizes an analogous hierarchical decomposition of learning.

Meta-learning. Meta-learning aims to learn a model suitable for a distribution of tasks, which subsequently enables few-shot adaptation to new tasks sampled from the same distribution (Schmidhuber 1987; Bengio et al. 1992; Thrun 1998), formulated in recent works as the learning of global parameters that are shared between independent, task-specific models (Finn, Abbeel, and Levine 2017; Vinyals et al. 2016). While meta-learning algorithms can capture some elements of human adaptability (such as the ability to learn from very few examples), standard formulations of meta-learning are not sufficient to capture context-sensitive adaptation. This is because popular meta-learning approaches (e.g., Vinyals et al. 2016; Finn, Abbeel, and Levine 2017; Snell, Swersky, and Zemel 2017) and their derivatives learn in the absence of abstract task information by treating each task as a uniformly random draw from an underlying task distribution and do not use context to prime their learning.

Context-conditioning in meta-learning. Recent works have explored augmenting meta-learning with conditioning information by modifying the meta-learner architectures to encode task-specific data into a latent task representation (Oreshkin, López, and Lacoste 2018; Pahde et al. 2018; Vuorio et al. 2018; Xing et al. 2019; Lee and Choi 2018; Lee et al. 2019; Lan et al. 2019; Yoon, Seo, and Moon 2019). Analogous to the way learning loops occurring between abstract contexts and high-level rules constrain the lower-level learning loop in the brain, in these frameworks, outer learning loop between latent task representation and high-level rules constrain the inner learning loop.

However, one important distinction between context-conditioning meta-learning and context-specific human adaptation is that the former produces the task encoding using the support set i.e., using the same data over which the meta-learning objective is defined. For instance, (Oreshkin, López, and Lacoste 2018; Vuorio et al. 2018; Baik, Hong, and Lee 2019; Lan et al. 2019; Lee and Choi 2018) use a conditioning network to infer information about the task, but they do so without employing external contextual information. Similarly, (Lee and Choi 2018) propose a meta-learning model that uses a transformation network to augment the base network with an implicit conditional network as a linear transformation on the weights but uses the same data as the base network. (Pahde et al. 2018; Xing et al. 2019) also use contextual information at the instance or class level without any conditioning network. (Yoon, Seo, and Moon 2019) linearly transform feature embeddings with a task-specific projection but does not employ contextual information or a conditioning network. This means that while context-conditioning meta-learning enables efficient few-shot learning, it cannot fully capture and explain context-sensitive adaptation in humans.

The present research

In this work, we consider meta-learning as a useful starting point towards modeling context-sensitive adaptation in humans. However, as noted previously, unlike humans, standard formulations of meta-learning do not employ contextual cues, and only in some cases, infer a task representation from task-specific data.

To account for human behavior, we instead propose to use contextual cues to guide meta-learning. Unlike prior works on meta-learning, we produce a task representation from the extra available contextual information and focus on the utility of this information in structuring learning at a higher level of abstraction rather than the increased expressiveness that architectural modifications bring. This structure is motivated by human learning, in which contextual cues serve to inform a prior about the task structure at hand, which then enables rapid adaptation to novel contexts. Our experiments show that this task-specific contextual-adaptation can not only capture human behavior but also improve the speed of learning of meta-learning in supervised and reinforcement learning tasks.

Our key contributions are as follows. First, to explain context-sensitive adaptation in humans, we introduce a framework that uses task information to guide meta-learning. Second, we demonstrate that our framework can successfully capture human behavior in a well-known cognitive control task. Modeling human behavior in this task allows us to understand important aspects of human flexibility and cognitive control. Third, and unusually for a cognitive modeling framework, we show that models implemented in our framework can outperform competitive baselines in more complex problem domains such as CelebFaces attributes (CelebA) and Meta-World. Thus, our work also contributes towards developing a cognitively inspired meta-learning framework that can be applied to more realistic problem domains.

A meta-learning account of context-specific adaptation in humans

We now present our framework for capturing context-specific adaptation. In a standard meta-learning setup, a parametric meta-learner encodes information about the shared structure
of the distribution of tasks, \( p(T) \), into a set of global parameters \( \theta \) from which all task-specific predictors are derived. In particular, for each task \( T_j \sim p(T) \), the meta-learner receives a task-specific dataset \( D_j = \{x_j, y_j\} \) and produces a predictive distribution \( p_{\theta}(y_j | x_j, D_j) \) for new examples \( x_j \) from the same task.

Here, to capture context-sensitive adaptation, we propose to augment the standard meta-learning problem statement in a way that is analogous to the way contextual cues prime human learning in a new environment. In particular, we posit that the additional environmental contextual information, \( c_j \), can be leveraged as conditioning information in order to prime the initial state of the model \( \theta \) for a specific task \( T_j \) (also refer to Figure 1). Formally, we implement conditioning on the task information \( c \) by parameterizing the initialization \( \theta \) as the output of a context model \( g \) with parameters \( \psi \).

Using experience from the task, \( \theta \) is subsequently adapted with gradient descent to task specific parameters \( \phi \), as in model-agnostic meta-learning (MAML). In practice, we take \( g \) to be a neural network with weights \( \psi \), which we refer to as a context network, and update \( \psi \) via back-propagation. Note that \( \psi \) is updated only during the meta-update step and during the inner loop for task-specific adaptation, \( \theta \) is used to initialize \( \phi \) which is subsequently updated based on task-specific data.

**Supervised meta-learning with task information.** We consider a family of tasks \( T \) with shared structure that enables a meta-learner to learn to solve a task from \( T_j \sim p(T) \).

In the supervised learning setting, each task \( T_j \) consists of a set of examples \( x \) and annotations \( y \) (e.g., images with classification labels). Gradient-based meta-learning methods choose a parameterized model (base learner) and define an optimization objective over \( T \). For instance, the MAML algorithm (Finn, Abbeel, and Levine 2017) uses the following objective:

\[
\min_{\theta} \mathbb{E}_{T_i} \left[ \mathcal{L}_{T_i}(f_{\theta}) \right] = \mathbb{E}_{T_i} \left[ \mathcal{L}_{T_i}(f_{\theta} - \alpha \nabla_{\theta} \mathcal{L}_{T_i}(f_{\theta})) \right]
\]

(1)

where \( f \) is a parameterized function representing the base learner or policy, \( \theta \) refers to the parameters that are optimized in the outer loop, and the \( \phi \) parameters are used to compute the objective with respect to each task. When employing task information, the meta-objective becomes

\[
\min_{\psi, \theta} \mathbb{E}_{T_i \sim p(T)} \left[ \mathcal{L}_{T_i} \left( f_{\phi}(y_i), \theta - \nabla_{\theta} \mathcal{L}_{T_i}(f_{\phi}(y_i))) \right) \right],
\]

(2)

where the principal difference is that the initial parameterization of the base network depends not only on global parameters \( \theta \), but also task-information-dependent parameters produced as the output of \( g_{\psi}(\cdot) \). With this meta-objective, we can thus fully differentiate the objective with respect to \( \theta \); we may make a further application of the chain rule to derive an update for \( \psi \) also using the objective value at the last inner adaptation step.

**Meta-policy search with task information.** Reinforcement learning (RL) assumes a Markov decision process (MDP) consisting of \( (S, A, P, R, \gamma) \), and the goal is to discover a policy \( \pi \) that maximizes the return \( \sum_{k=0}^{\infty} \gamma^k R_{k+1} \), the sum of episodic rewards discounted by \( \gamma \in (0, 1) \) (Sutton and Barto 2018). Meta-reinforcement learning (meta-RL) generalizes this setting to a distribution \( \rho \) over MDPs, with the aim of finding the policy that maximizes the expectation of returns under this distribution: \( \mathbb{E}_{\rho} \left[ \sum_{k=0}^{\infty} \gamma^k R_{k+1} \right] \). Similar to the supervised scenario, we can decouple a solution to the meta-reinforcement learning (meta-RL) problem by performing an outer loop search procedure for parameters that maximized expected return across a distribution of control tasks, \( \mathbb{E}_{T_i} \left[ \mathcal{L}_{T_i}(f_{\theta}) \right] = \mathbb{E}_{T_i} \left[ -\mathbb{E}_{(s_t, a_t) \sim q_{T_i}} \left[ \sum_{t} R(s_t, a_t) \right] \right] \) where \( q_{T_i} \) is the transition distribution of task \( T_i \) and \( s_t, a_t \) are state and action at time \( t \), respectively. The main difference from the supervised case is that we cannot explicitly differentiate through the dynamics of the environment, and so the standard approach is to use policy gradient methods to update meta-parameters \( \theta \); we refer to Finn, Abbeel, and Levine (2017) for more details.

With task information, algorithmically, updating \( \psi \) and \( \theta \) is similar to the supervised case. During the inner adaptation steps, only \( \theta \) is updated to compute the task-specific parameters \( \phi \). However, during the meta-update step, the gradient of the post-update objective value is used to update both \( \psi \) and \( \theta \), in a generalization of the MAML algorithm.

**Implementing a context-conditioning network.** Learning a function \( g \) that produces a parameter initialization for a high-dimensional function \( f \) such as a neural network poses problems of under-fitting and computational inefficiency. There have been methods proposed to alleviate this issue (e.g., Ha, Dai, and Le 2017) (MacKay et al. 2019), all resting on the same premise (or empirical demonstration) that producing a subset of the parameter of \( f \) is sufficient. In all our large-scale experiments, we make use of the feature-wise linear modulation (FiLM) parameterization from Perez et al. (2018); namely, the context network \( g \) produces the shift and scale parameters in the hidden layers (Ioffe and Szegedy 2015) of the base network \( f \), thereby acting to linearly transform activations in the base network.
We begin by applying our proposed framework to capture human behavior in a well-known cognitive control experiment.

**Task description.** We model our setup after the experiment in (Werchan et al. 2015, 2016). In their study, 8-month-old infants participated in a learning task followed by a violation-of-expectation inference test. In the learning task, infants viewed toy-word mappings that could be grouped into distinct rule sets. Each face-voice context labeled the toys using different words, similar to a bilingual environment in which one caregiver speaks English, and another caregiver, Spanish. Near the end of the learning task, a novel face-voice context was presented with several observed toy-word pairs and a novel toy-word pairing. This is akin to the infant observing a new caregiver introducing a new word in Spanish. During the inference test, infants were presented with the first two face-voice contexts from the learning task paired with the novel toy-word pairing presented at the end of the learning task (refer to Figure 2a). One of these presentations was consistent with the rule set structure formed during learning, while the other was inconsistent. Sensitivity to this contrast would demonstrate that the infant infers that the Spanish-speaking caregiver should use the novel object-label mapping introduced by the third caregiver, while the English-speaking caregiver should not. Infants looked longer at the inconsistent pairing compared to the consistent pairing, implying greater surprisal during inconsistent pairings. If contextual cues did not help learn a hierarchical rule set, then no difference in the looking time would have been observed. Similar studies have also been undertaken with adults (Collins and Koechlin 2012; Collins and Frank 2013), demonstrating that both adults and infants use contextual cues for faster task adaptation.

**Experimental setup.** If our framework can capture context-sensitive adaptation, then we should be able to replicate the looking-time results from (Werchan et al. 2015, 2016). To test this, we created an analogous problem setting which consisted of a similar learning task and inference test. During the learning task, we provided tasks comprising a context, c ∈ {0, 1, 2} representing the speaker identity and two disjoint batches of stimulus-response pairs (x, y) ∈ {0, 1, 2} × {0, 1, 2, 3, 4}, each representing an object identity paired with a word label. Like in the behavioral learning task, stimulus-response mappings appear only within valid contexts. Further, one of the stimulus-response pairs, (x, y) = (2, 4) is only presented in one context (c = 2) even though it is valid in another (c = 0). For the inference test, we create two conditions – consistent and inconsistent. In the consistent condition, the context network is presented with context c = 0, the produced parameters are adapted with seen examples from the context, and the adapted model’s loss is evaluated on the held-out stimulus-response mapping, (x, y) = (2, 4). In the inconsistent condition, the context network is presented with context c = 1, the produced parameters are adapted with seen examples from the context, and the adapted model’s loss is evaluated on the held-out stimulus-response mapping, (x, y) = (2, 4). Detailed data sampling procedure and worked-out task examples are included in the Supplementary.

**Hyperparameters.** Both the base and context networks use a neural network with two hidden layers of size 10. Since θ’s dimensionality is sufficiently low, the context network, which maps task information to network weights, directly outputs θ. For task-specific adaptation, we use one gradient update using a support set of size 10. During inference, we present the model with 2 support examples from a newly sampled task and measure mean-squared error over 1 query example.

**Results.** We compare our approach, which we term MLTI, against MAML, the meta-learning method for supervised learning.
learning (SL) in (Finn, Abbeel, and Levine 2017). We hypothesize that our framework should be sensitive to the evaluation condition just like humans. Since MLTI uses the context as higher-order information, its error in the consistent condition should be lower compared to the error in the inconsistent condition (analogous to the difference in looking time/surprise in humans). On the other hand, because MAML doesn’t utilize contextual information, its error should not be influenced by the condition. Thus, its performance would serve as an ideal baseline to compare our framework. Note that absolute value of the validation errors are not particularly important, rather the relative difference in the validation errors across conditions is more important.

We first see that MLTI learns faster compared to MAML (Figure 2b). This is not surprising as MLTI employs the contextual information whereas MAML does not. We further note that the variance in the performance of MAML is quite high. Next, in Figure 2c, we see that MLTI can qualitatively reproduce the looking time results from (Werchan et al. 2015 2016) as the error of MLTI in the consistent condition is considerably lower than the error in the inconsistent condition (3.65 vs. 6.19). A paired t-test revealed that this difference was statistically significant, $t(8) = -19.3, p < 0.001$. We further observe that as per our predictions, the baseline MAML is not affected by the difference in condition as its error on the consistent condition is similar to the inconsistent condition (3.9 vs 3.7). A paired t-test revealed that this difference was not significant, $t(8) = 0.1, p = 0.5$. We also observe that the variance in the error of MAML is quite high. This is partly driven by the high variance during learning – whenever MAML reaches a lower error on the meta-training, it overfits on the training set (due to lack of context information) leading to a very high loss on the validation set. These results show that predictions made by our proposed framework are consistent with human behavior in a well-studied cognitive control task.

**Large-scale experiments**

The previous section showed that meta-learning with task information (MLTI) is consistent with psychological findings about context-sensitive adaptation on a controlled cognitive task. We now evaluate whether MLTI can perform competitively in more complex problem settings by guiding adaptation in meta-learning.

**Overview of task information.** In the setting of MuJoCo, we explore task information as a diagnostic cue by using scalar parameter as task information. For the more challenging CelebA dataset, we use a binary vector with attribute information as task information. For the Meta-World tasks, we use the 3D goal position as task information.

**Baseline comparisons.** We compare our approach of context-conditioned adaptation, MLTI, against three categories of baseline as described below. For hyperparameters that are common to all comparison methods, we use the same settings as are used in (Finn, Abbeel, and Levine 2017) and (Rothfuss et al. 2019) where applicable.

- **MAML** is the meta-learning method for SL as described in (Finn, Abbeel, and Levine 2017) and (Rothfuss et al. 2019). These methods make no use of task information and serve as lower bounds to task-information conditioning.

- **MAML-STATIC** and **PROMP-STATIC** are baselines with the same architecture as MLTI but do not depend on the context and instead replace the context with a constant vector; this baseline is intended as a parameter count-equivalent baseline to MLTI in order to distinguish architectural differences in performance as compared to MAML and PROMP.

- **MAML-CONCAT** and **PROMP-CONCAT** use the same architecture as the MLTI method but use task information in the form of concatenation to the observation; this setup is analogous to goal-conditioned RL, where policies are trained to reach a goal state that is provided as additional input (Kaelbling 1993 Schaul et al. 2015 Pong et al. 2018 Sutton et al. 2019). These baselines are provided with the same amount of information as MLTI but do not decouple context and task-specific feedback into initialization and adaptation phases, respectively, and therefore test the utility of task-information in priming meta-learning like humans do as opposed to simply being treated as extra observational information.

![Figure 3: The CelebFaces attributes (CelebA) ambiguous classification task set: When more than $k$ attributes are consistent with a classification of the support set, the $k$-shot classification task is ambiguous (see (a)); the CelebFaces attributes (CelebA) task set is such a setting (see (b)) and so requires task information in order to prime the classification decision on a query item, as demonstrated in (c).](image-url)
Ambiguous classification with CelebA

Experimental setup. We use a construction similar to (Finn, Xu, and Levine 2018) to generate an ambiguous binary classification task with the CelebA dataset. In particular, for each task, we sample 2 of the 40 attributes from CelebA, then subsequently sample for the support set one image that contains these attributes (a positive example) and one image that does not contain these attributes (a negative example); this binary classification task is often ambiguous, as most images in CelebA have more than two attributes active. The task information is provided in the form of a two-hot vector that identifies the two attributes upon which the base network has to make a classification decision. The query set comprises 15 examples as in the experimental setup in (Vinyals et al. 2016).

Hyperparameters. The context network pipeline embeds the two-hot task information vector via a learned embedding matrix; these embeddings are summed then fed as input to a two-layer feed-forward neural network with 40 hidden units. As per the implementation of FiLM-conditioning, the context network outputs a feature map that performs linear transformations to the base network’s hidden activations. The base network itself is a four-layer convolutional network with 32 filters applied at stride 2, similar to the small-scale convolution network employed in few-shot classification on the miniImageNet dataset (Vinyals et al. 2016, Finn, Abbeel, and Levine 2017). We set hyperparameters on the held-out validation set; all settings as well as details on the implementation of the context network are included in Supplementary.

Results. As shown in Table 1, MAML-STATIC suffers from the need to fit the extra parameters and MAML performs the task with a low degree of accuracy. Next, we see that MLTI performs marginally better than MAML-CONCAT. These results suggest that for the highly-ambiguous few-shot CelebA task, our cognitively-inspired method outperforms the context-independent method like MAML while performing competitively (if not better) compared to context-concatenation method MAML-CONCAT.

Parameterized MuJoCo Tasks

We next comparing the above methods on simple continuous control tasks by using a set of three parameterized environments from the multi-joint dynamics with contact (MuJoCo).

2We focused on the CelebA dataset instead of miniImageNet, the usual dataset for the evaluation of few-shot classification methods (Vinyals et al. 2016), as we can easily generate task descriptors.
We next investigate on a more challenging setting, using a 4-dimensional robot actuator that is required to move from an initial position to a goal position. This use has two advantages: First, the goal position is readily observable; we instead use the goal position as an input to context module in order to investigate the effect of context-conditional adaptation in a meta-policy search algorithm. This use has two advantages: First, the goal position is readily available in different environments in Meta-World. Second, and more importantly, we hypothesize that goal information serves as an integral cue for reducing task ambiguity even in the various dense-reward environments in Meta-World. Furthermore, a task is defined as a fixed goal with varying initial states. This makes these environments more challenging: rather than fixing the goal and initial state, the pre- and post-adaptation policies are evaluated with different initial states and goals.

Hyperparameters. We use the same base policy and context network implementations as in the previous section. Since Meta-World environments are substantially more difficult to solve as compared to the MuJoCo environments, these environments needed more inner adaptation steps to show post-adaptation improvement; an inventory of hyperparameter settings is provided in Supplementary.

Results. Results are shown in Figure 5. We first observe that even for reach-v1, a very simple environment, task information is necessary to perform well on the task, as evident by the superior performance of MLTI and PROMP-CONCAT. One possible explanation for this is that the reward available in reach-v1 is insufficient to guide meta-learning by itself, and that the goal information serves as a useful cue to guide meta-learning. Additionally, we observe that in the reach-v1 environment, context-conditioning is not especially beneficial compared to context-concatenation as both MLTI and PROMP-CONCAT perform similarly on this task.

Next, we see that in both door-lock-v1 and door-unlock-v1, task information is not necessarily crucial to perform well, as both MLTI and PROMP-CONCAT perform similarly to PROMP. Interestingly, the over-parameterized architecture in the PROMP-STATIC method worsens the performance on the door-unlock-v1 environment. The most interesting cases are the soccer-v1 and basket-ball-v1 environments: Here, we see that MLTI significantly outperforms all other methods. Furthermore, we see that simply providing task-information as an extra input is not beneficial as evident from the performance of the PROMP-CONCAT method on these two environments.

In summary, our proposed contextual-conditional meta-learning outperforms all the methods (including PROMP-CONCAT) on both the soccer-v1 and basket-ball-v1 environments and performs as well as the other methods (if not better) in the remaining environments. As a main takeaway, results from this experiment suggest that our cognitively inspired framework is a promising way to improve the performance of meta-learning on more challenging tasks such as Meta-World.

Meta-World manipulation tasks

We next investigate on a more challenging setting, using a set of five parameterized environments from the Meta-World benchmark (Yu et al. 2019 Figure 5 (top)).

Environments. The Meta-World benchmark presents a variety of simulated continuous control tasks that consist of a 4-dimensional robot actuator that is required to move from an initial position to a goal position. In these environments, we use the goal position, a $3 \times 1$ vector, as task information; this goal position is re-sampled when a new task is encountered. Similar to the MuJoCo environments, the goal position is normally treated as a direct concatenation to the state observation; we instead use the goal position as an input to context module in order to investigate the effect of context-conditional adaptation in a meta-policy search algorithm. This use has two advantages: First, the goal position is readily available in different environments in Meta-World. Second, and more importantly, we hypothesize that goal information serves as an integral cue for reducing task ambiguity even in the various dense-reward environments in Meta-World. Furthermore, a task is defined as a fixed goal with varying initial states. This makes these environments more challenging: rather than fixing the goal and initial state, the pre- and post-adaptation policies are evaluated with different initial states and goals.

Hyperparameters. We use the same base policy and context network implementations as in the previous section. Since Meta-World environments are substantially more difficult to solve as compared to the MuJoCo environments, these environments needed more inner adaptation steps to show post-adaptation improvement; an inventory of hyperparameter settings is provided in Supplementary.

Results. Results are shown in Figure 5. We first observe that even for reach-v1, a very simple environment, task information is necessary to perform well on the task, as evident by the superior performance of MLTI and PROMP-CONCAT. One possible explanation for this is that the reward available in reach-v1 is insufficient to guide meta-learning by itself, and that the goal information serves as a useful cue to guide meta-learning. Additionally, we observe that in the reach-v1 environment, context-conditioning is not especially beneficial compared to context-concatenation as both MLTI and PROMP-CONCAT perform similarly on this task.

Next, we see that in both door-lock-v1 and door-unlock-v1, task information is not necessarily crucial to perform well, as both MLTI and PROMP-CONCAT perform similarly to PROMP. Interestingly, the over-parameterized architecture in the PROMP-STATIC method worsens the performance on the door-unlock-v1 environment. The most interesting cases are the soccer-v1 and basket-ball-v1 environments: Here, we see that MLTI significantly outperforms all other methods. Furthermore, we see that simply providing task-information as an extra input is not beneficial as evident from the performance of the PROMP-CONCAT method on these two environments.

In summary, our proposed contextual-conditional meta-learning outperforms all the methods (including PROMP-CONCAT) on both the soccer-v1 and basket-ball-v1 environments and performs as well as the other methods (if not better) in the remaining environments. As a main takeaway, results from this experiment suggest that our cognitively inspired framework is a promising way to improve the performance of meta-learning on more challenging tasks such as Meta-World.

Conclusion

An extensive literature in psychology and neuroscience demonstrates that context-specific adaptation is an integral component of cognitive control (Monsell 1996, Dosenbach et al. 2006, Sakai 2008). Here, we explain context-sensitive adaptation under a meta-learning framework that integrates task information to guide adaptation to new tasks. Our modeling results on a cognitive control task support existing theories that propose higher-order contextual information helps humans structure learning (Collins and Koechlin 2012, Frank and Badre 2012, Collins and Frank 2013, Donoso, Collins, and Koechlin 2014, Eckstein and Collins 2020). According to these theories, hierarchical learning based on contextual cues ensures that learning new information does not conflict with behaviors learned in other contexts; for instance, an infant in a bilingual environment receiving two different labels for the same word would not get confused when labels...
are consistent with the higher-order context provided by the identity of the speaker. Our large-scale experiments further show that our cognitively inspired meta-learning framework is also a promising approach towards improved adaptation in meta-learning. Analogous to the way people use contextual cues as a prior over task structure, our framework thus highlights the value of task information in bringing meta-learning algorithms closer to human-like learning.

**Ethics Statement**

Our research contributes towards improving our understanding of cognitive control in humans as well as the field of meta-learning, which aims to emulate the abilities of humans to learn new tasks rapidly. There are many benefits to such contributions, such as the development of automated systems that can quickly adapt and learn to solve a variety of tasks, although the current problem settings are simplistic as compared to the everyday variability that humans face. However, in the longer term, progress in adaptable and robust algorithms leads towards automation, which will disrupt the labor structures that many people rely on for employment.
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Extended related work

Context-conditioning in meta-learning. We now briefly review prior work on context-conditioned meta-learning before contrasting our contribution against these papers.

TADAM (Oreshkin, López, and Lacoste 2018) uses FiLM conditioning to improve the performance of feature extractors for few-shot classification. However, TADAM uses a very specific variable for conditioning – the mean of the class prototypes is the output from a conditional network which
serves as inferred task context. On the other hand, we employ FiLM with a variety of task-specific contextual cues and show how this can capture context-sensitive adaptation in humans. From our perspective, TADAM serves as a useful starting point towards considering how context-conditioned meta-learning can be adapted to capture human-like behavior.

(Lee et al. 2019) learn task-specific balancing variables in order to balance between the meta-knowledge and task-specific update. However, in contrast to our work, they do not employ contextual cues.

(Baik, Hong, and Lee 2019) aim to control the influence of prior knowledge for each task and propose a method that performs selective forgetting by applying a task-dependent layer-wise attenuation on MAML initialization. This is in contrast to our proposal of utilizing the additional information provided by contextual cues to capture human behavior.

(Vuorio et al. 2018) is similar to our work from an architectural point of view as it employs a modulation network that produces a task embedding which is used to generate parameters that modulate the task network. However, the key difference is that while (Vuorio et al. 2018) generates the parameters by identifying the mode of tasks sampled from a multi-modal task distribution, we generate the parameters by utilizing contextual information. Future work could investigate the benefits of generating the parameters by utilizing both the multi-modal distribution as well as the auxiliary contextual information.

(Xing et al. 2019) show that using image tags as auxiliary information helps to learn a better representation for prototypical networks, enabling better generalization to unseen tasks. (Pahde et al. 2018) learn both an image classifier and a text-conditioned image generator as a pre-training step; the generator is then used to provide auxiliary data during the few-shot adaptation stage. Both these approaches use contextual information at the instance or class level; in contrast, we operate over task-specific contexts, thus enabling to model human behavior.

(Lee and Choi 2018) is based on the idea that task-specific learning should require fewer degrees of freedom compared to meta-learning and proposes a meta-learning model that determines a subspace and a corresponding metric that task-specific learners can learn in. This is in contrast with our main idea of contextual adaptation.

(Yoon, Seo, and Moon 2019) linearly transform the network output with a task-specific projection; whereas we use contextual information to initialize the meta-learner.

(Rakelly et al. 2019) learn a policy that adapts to the task at hand by performing inference over a latent context variable on which the policy is conditioned. Here, context is defined as the history of past transitions, which is orthogonal to our setting of using the extra available contextual cues (and not the history of past transitions) to prime learning. Further, they do not investigate priming learning with context variables.

Lastly, the work of (Andreas, Klein, and Levine 2018) uses auxiliary contextual information to constrain adaptation which makes it closer to our proposed method. However, while (Andreas, Klein, and Levine 2018) perform task-specific parameter estimation in a linguistically structured latent space, we condition on arbitrary task information before interaction with a task, therefore combining more flexible adaptation of task-specific models with guidance provided by arbitrary (i.e., beyond linguistic) context.

**Other uses of context.** In addition to context-conditioned meta-learning, there has been a wide variety of work that study the utility of contextual information in decision-making. In the supervised setting, the use of descriptions or tags as extra inputs improves fine-grained image classification (Reed et al. 2016; He and Peng 2017) and zero-shot learning (Norouzi et al. 2013). Contextual information has also been used in sequential decision-making in the form of instruction following (MacMahon, Stankiewicz, and Kuipers 2006; Vogel and Jurafsky 2010; Branavan, Zettlemoyer, and Barzilay 2010; Chen and Mooney 2011; Artzi and Zettlemoyer 2013; Kim and Mooney 2013; Andreas and Klein 2015), to guide learning of reward functions (Bahdanau et al. 2019; Zou et al. 2019) and environment models (Narasimhan, Barzilay, and Jaakkola 2018), or for better exploration (Harisson, Ehsan, and Riedl 2018). While these methods make use of contextual information, they do so in parallel with concept or policy learning and usually do not deal with few-shot settings. This is analogous to the CONCAT baseline used in our experiments and therefore cannot capture context-specific adaptation in humans. Here, we use contextual information to guide the initialization of task-specific parameters, followed by few-shot adaptation using feedback from the target task; this ordering enforces the use of the task information as a prime for interaction with the target task, similarly to context-sensitive adaptation in humans.
Additional experimental details

Modeling human behavior

For the cognitive modeling experiment, we report the average of five seeds.

During the learning task, to reproduce the behavioral task of Werchan et al. (2015, 2016), we provided tasks comprising a context, \( c \in \{0, 1, 2\} \) and two disjoint batches of stimulus-response pairs \( (x, y) \in \{0, 1, 2, 3, 4\} \), where each stimulus-response mappings appeared only within valid contexts. Table 1 presents the training data sampling procedure in detail.

The hyperparameters are provided below. Further details can be determined by inspecting the attached code that reproduces all of our results (code_cognitive.zip).

### Cognitive Hyperparameters

| Hyperparameters            | Value |
|----------------------------|-------|
| Gradient Clip Norm         | 10.0  |
| Inner Loop Learning Rate   | 0.1   |
| Outer Loop Learning Rate   | 0.005 |
| Number of Meta-training Steps | 100  |
| Number of Inner Adaptation Steps | 1    |

CelebA

The hyperparameters for the CelebA experiments are provided below. Note that Finn, Xu, and Levine (2018) hold out entire attributes at meta-test time, while we hold out combinations of attributes; our setup therefore treats the CelebA attributes similarly to natural language descriptions with no unobserved vocabulary. An interesting next step would be to add in a component that extrapolates the context network to be applied to out-of-vocabulary items (e.g., Hu et al. 2019). Further details can be determined by inspecting the attached code that reproduces all of our results (code_celeba.zip).

### CelebA Hyperparameters

| Hyperparameters            | Value |
|----------------------------|-------|
| Gradient Clip Norm         | 10.0  |
| Inner Loop Learning Rate   | 0.01  |
| Outer Loop Learning Rate   | 0.001 |
| Number of Meta-training Steps | 10^4 |
| Number of Inner Adaptation Steps | 5    |
| Meta-batch Size            | 4     |

Reinforcement learning experiments

For all RL experiments, we report the average over three seeds. The hyperparameters for MuJoCo and Meta-World are provided below. Further details (and the environment-specific horizon length) can be determined by inspecting the attached code that reproduces all of our results (code_rl.zip).

### MuJoCo Hyperparameters

| Hyperparameters    | Value |
|--------------------|-------|
| Clip Parameter     | 0.3   |
| Discount (\( \gamma \)) | 0.99 |
| Lambda (\( \lambda \)) | 1.0   |
| KL Coeff           | 0.0   |
| Learning Rate      | 3.0 \( \cdot \) 10^{-4} |
| Tasks per Iteration| 40    |
| Trajectories per Task | 20   |
| Inner Step Size \( \alpha \) | 0.1   |
| Inner Adaptation Steps | 1-2 (env-specific) |
| Grad Steps Per PROMP Iter | 3-5 (env-specific) |

### Meta-World Hyperparameters

| Hyperparameters    | Value |
|--------------------|-------|
| Clip Parameter     | 1.0   |
| Discount (\( \gamma \)) | 0.99 |
| Lambda (\( \lambda \)) | 1.0   |
| KL Coeff           | 0.0   |
| Learning Rate      | 3.0 \( \cdot \) 10^{-4} |
| Tasks per Iteration| 20    |
| Trajectories per Task | 5    |
| Inner Step Size \( \alpha \) | 0.05  |
| Inner Adaptation Steps | 4    |
| Grad Steps Per PROMP Iter | 5    |

### Architecture details

Table 2 provides the architecture details for the different experiments. Note that FC(x,y) is a standard fully-connected network with two hidden layers of size x and y, Conv((x,y), s, f, n) is a n layer convolutional network with f kernels of size [x,y] with stride length s, and LSTM([x,y], h) is a LSTM network with hidden layers of size x and y with a hidden state of size h.
META-TRAIN | META-TEST
---|---
10 points with $c = 0, x = 0, y = 0$ | 2 points with $c = 0, x = 1, y = 1$
10 points with $c = 0, x = 1, y = 1$ | 2 points with $c = 0, x = 0, y = 0$
10 points with $c = 1, x = 0, y = 2$ | 2 points with $c = 1, x = 1, y = 3$
10 points with $c = 1, x = 1, y = 3$ | 2 points with $c = 1, x = 0, y = 2$
5 points with $c = 2, x = 0, y = 0$; 5 with $c = 2, x = 1, y = 1$; | 2 points with $c = 2, x = 2, y = 4$
5 points with $c = 2, x = 0, y = 0$; 5 with $c = 2, x = 2, y = 4$; | 2 points with $c = 2, x = 1, y = 1$
5 points with $c = 2, x = 1, y = 1$; 5 with $c = 2, x = 2, y = 4$; | 2 points with $c = 2, x = 0, y = 0$

**Table 1**: Detailed training procedure for the cognitive modeling experiment

| DATASET | BASE NETWORK | CONTEXT NETWORK | *-STATIC INPUT | *-CONCAT INPUT | MLTI INPUT |
|---|---|---|---|---|---|
| CelebA | Conv([3,3], 2, 32, 4) | FC(40, 40) with FiLM conditioning | Constant Vector embedded by a LSTM([40,40], 32) | Two-hot vector w/ attribute information | Two-hot vector w/ attribute information embedded by a LSTM([40,40], 40) |
| MuJoCo, Meta-World | FC(64, 64) | FC(32, 64) | Constant Vector | Scalar parameter for MuJoCo, 3D goal position for Meta-World | Scalar parameter for MuJoCo, 3D goal position for Meta-World |

**Table 2**: Architectural details for the experiments. The first two columns correspond to the network architecture for the base and contextual network respectively. The last three columns describe the type of contextual input that is fed into the context network for Static, Concat, and MLTI baselines. Note that for MAML and ProMP baselines, there is no contextual input.