Surface states influence in the conductance spectra of Co adsorbed on Cu(111)
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We calculate the conductance spectra of a Co atom adsorbed on Cu(111), considering the Co 3d orbitals within a correlated multiple configurations model interacting through the substrate band with the Co 4s orbital, which is treated in a mean-field like approximation. By symmetry, only the $d_{z^2}$ orbital couples with the s orbital through the Cu bands, and the interference between both conduction channels introduces a zero-bias anomaly in the conductance spectra. We find that, while the Kondo resonance is mainly determined by the interaction of the Co d orbitals with the bulk states of the Cu(111) surface, a proper description of the contribution given by the coupling with the localized surface states to the Anderson widths is crucial to describe the interference line shape. We find that the coupling of the Co 4s orbital with the Shockley surface states is responsible of two main features observed in the measured conductance spectra, the dip shape around the Fermi energy and the resonance structure at the surface state low band edge.

I. INTRODUCTION

The interaction of magnetic adatoms with the conduction electrons of the surface where they are adsorbed can lead to the formation of a Kondo resonance near the Fermi energy in the spectral density [1]. In scanning tunneling microscopy (STM) experiments, the Kondo resonance is usually detected as a zero-bias anomaly (ZBA) in the conductance spectra. The ZBA measured by STM does not always reproduce the Kondo resonance, since interference mechanisms between the diverse conduction channels in the surface-atom-tip system can give rise to different Fano line shapes for the ZBA [2]. The mechanism leading to the Fano line shape has been associated with an interference between the correlated orbitals of the magnetic impurity that originates the Kondo resonance and further conduction channels between the tip and the substrate [3–12]. The latter channels can be due to a direct interaction of the tip and the surface [3–8, 10, 11] or indirectly via a non-interacting orbital of the impurity [3, 9, 12]. Alternative approaches neglect the direct coupling of the tip with the impurity and assume that the tunneling occurs only via tip-substrate conduction channels [13–15].

Scanning tunneling microscopy measurements in the tunneling regime of Co atoms adsorbed on Cu show the presence of a Fano structure in the conductance spectra [16–22]. Although there are several theoretical works that model the Co on Cu system to different degrees of approximation [3, 5, 7, 10–14, 23], a complete understanding of the correlated behavior of Co adatoms on Cu requires further research [3, 10]. An important example is the relevance of Shockley surface states [24] in the ZBA observed in conductance spectra of magnetic impurities adsorbed on (111) surfaces, which has been a subject of controversy. On the one hand, it has been observed that the Kondo structure can be detected only with the tip within a lateral distance of 10 Å from the adatom on Au(111) [4], Ag(111) [25] and Cu(111) [16, 19], suggesting a minor contribution of the surface states to the formation of the ZBA [5]. The dominant contribution of the bulk states to the ZBA structures has been also supported by theoretical models using parametric [26] and first-principles approaches to different degrees of approximation [7, 13, 27]. On the other hand, the quantum mirage experiment where a Kondo resonance is measured in the empty focus of an elliptical corral with a Co adatom in the other focus, shows that the contribution of surface states is certainly non negligible [28]. In addition, a Co porphyrin molecule adsorbed on a Si(111)−√3×√3 Ag substrate, which does not have bulk states close to the Fermi level, evidences the surface states contribution to the Kondo resonance in this tailored system [29]. Measurements of Co adatoms on Ag(111) showed that the Kondo temperature can be tuned by confining the surface states, evidencing once more their importance [6, 30]. Also with a Ag(111) substrate, terraces of different widths were used to shift the surface state band onset above the Fermi level [31]. In this case, the variation in the conductance spectra of Co adatoms showed that surface states are required to observe the ZBA for lateral distances larger than 5 Å, although the Kondo temperature was determined by the bulk electrons [31]. The latter experimental results are in agreement with theoretical predictions based on the Anderson model [32], in which surface states were found to play a major role in the description of the conductance spectra of adatoms on metallic (111) surfaces [6, 14]. For example, it was found that the position of the surface states onset with respect to the Fermi level affects the ZBA line shape [14]. In addition, experimental results using both magnetic and non-magnetic metal atoms adsorbed on Cu(111) and Ag(111) surfaces showed the presence of a resonance-like feature in the conductance close to the surface state low band edge [22]. By means of a simple theoretical model, this structure was associated with the coupling of the outermost orbital of the adatom with the surface states [22], which for Co is the 4s. In a recent study [12], the experimental conductance of Co on Cu(111) presented in Ref. [22] was used to fit the parameters of a model including the 3d$_{z^2}$ and 4s orbitals of Co and the surface and bulk states of the Cu(111) surface. In Ref. [12], the authors find that the 4s orbital and its interaction with the tip play a major role in the description of the STM process.

The density of states projected on the Co 4s orbital, calculated by density functional theory (DFT), shows an extended flat structure with an appreciable value around the Fermi level [10]. This orbital, which is strongly hybridized with the Cu
band states, is in a favorable position to interact with the tip in the tunneling regime, allowing an indirect interaction between the tip and the Cu surface [12]. These observations induce the proposal of considering that the interference process leading to the Fano line shape occurs on the Co adatom, between the correlated 3d levels and the 4s orbital, neglecting the direct interaction of the tip with the surface. Although corrections related to the direct tunneling to band states may be necessary in some systems, for example to model large lateral displacements of the tip, the approach of considering that the interference develops between the correlated d orbitals and an essentially non-interacting level has been used to analyze conductance in both tunneling [3] and contact [9] regimes. Regarding in particular the Co on Cu(111) system that we study in this work, Ref. [3] analyze it by considering the interference as occurring between one correlated d orbital and an hybridized sp orbital. This assumption is supported by a recent theoretical model which showed that, among the possible direct or indirect couplings of the tip with the Co adatom, the hopping with the Co 4s orbital should be dominant in order to reproduce the experimental findings [12]. Taking into account the available works on this system, such as Refs. [3, 12], it is worth emphasizing the main contributions of our proposal. On the one hand, in our description we include the five d orbitals in a correlated way, assuming that the non-interacting channel is provided by the Co 4s orbital. On the other hand, we calculate the required self-energies from first-principles, and estimate the energy levels in the same way, remaining the absolute position of the latter as our only adjustable parameter. In addition, our method to calculate the Hamiltonian parameters allows a proper description of the surface states of Cu(111) and an exhaustive analysis of their influence in the line shape of the ZBA. We neglect the image state band, which disperses over a rather small energy range in the Cu(111) surface. This assumption is not directly applicable to a Cu(100) surface, where the large lifetime image state [33] possibly has a key role in the interaction with the adsorbate and tip states.

For the description of the system, we use the Anderson Hamiltonian in its ionic form [1, 34]. We extend a previously proposed multiorbital correlated model [35] to incorporate the 4s orbital as an additional conduction channel treated within a mean-field like approximation that assumes no contribution to the Co spin polarization. We solve the ionic Hamiltonian by means of Green functions calculated using the equation of motion (EOM) method, closing the system of equations in a second order in the atom-band coupling term [36–38]. This method has been used in several systems where many-body effects become relevant [35, 36, 39–43]. The introduction of the Hamiltonian and its solution are presented in Section II.

In Section III we present a first approach to the description of the Co on Cu(111) system, using DFT calculations to compute the orbital occupations and estimate the total spin of the Co adatom. In Section IV we proceed to calculate the Anderson Hamiltonian parameters required for the description of the system with our model, namely, the Anderson self-energies and the energy levels. One challenge in the calculation of the conductance spectra of very dilute impurity atoms adsorbed on (111) surfaces is a first-principle calculation of the surface states contribution to the atom-surface interaction. Typical approaches to compute the required Hamiltonian parameters rely on DFT supercell calculations of the surface with the impurity. Then, an accurate description of the surface states requires a large number of atoms, with estimations of more than a hundred atoms per slab layer [27]. However, the number of atoms is normally restricted by the computational cost. In consequence, some deviations of theoretical predictions from experimental results have been associated with the necessity of improving the surface states description in the parameters calculation [3, 10]. Our approach for the calculation of the Hamiltonian parameters is based on a bond-pair model [44] which leads to the description of the Anderson self-energies in terms of two independently calculated quantities: the dimeric couplings between the adatom and each surface atom, and the density matrix of the surface without the impurity. In this way, we obtain the density matrix using a primitive cell of the clean surface, avoiding supercell effects and obtaining an accurate description of the surface states. In addition, we are able to identify the contribution of each band to the couplings with the different adatom orbitals and their influence in the Anderson widths.

In Section V we present our correlated calculations of the system. For the conductance calculations, we model a Cu tip on top of the Co adatom and compute the couplings with the different orbitals, following the same procedure used in Section IV. By assuming an hypothetical Lorentzian peak as the Kondo structure introduced by the interaction between the correlated Co d_{z^2} orbital and the substrate bands, we analyze the effect of this orbital in the s level. The interference between both channels produces a ZBA that can be detected in the s orbital spectral density. Using our description of the Anderson widths, we identify the influence of the Cu(111) surface states in the ZBA shape. We proceed then to present and discuss the conductance results using our correlated model and to compare them with available data. Our model is able to qualitatively reproduce the experimentally observed ZBA [19, 22] and the resonance-like feature close to the surface state bands onset [22]. The conclusions are presented in Section VI.

II. THEORY

A. Ionic Hamiltonian

We use the ionic Hamiltonian formalism, obtained by projecting the Anderson Hamiltonian in an adequate space of configurations [1, 34, 45]. The crystal field lifts the degeneracy of the atomic configurations and the lower symmetry leads to the quenching of the orbital angular momentum. Then, we assume that the ground state of the atom becomes an orbital singlet with angular momentum \( L_z = 0 \), so that the atomic configurations are determined by the total spin \( S \) and the spin projection \( M \), and are degenerated in \( M \). We consider the infinite-U approximation in a strong Hund’s rule coupling regime, in which the configuration space is restricted to states with total spin \( S \) and \( S - \frac{1}{2} \) [1]. The infinite-U approach
has been used for the description of atom-surface interacting systems in out-of-equilibrium dynamical and stationary situations [35, 36, 39–43, 46–49]. In particular, in Ref. [35] we applied it to the study of a Co adatom on graphene, including the five Co d valence orbitals in a correlated way. In this work we extend our correlated d orbitals model to incorporate the Co 4s orbital, treated within an independent electron approximation. For the s orbital we keep the description based on fermionic operators, and we consider the same orbital energy \( \epsilon_s \) for both spin projections within a mean-field picture. In this way, the s orbital does not contribute to the spin polarization of the adsorbed Co atom. Working in the hole picture, we obtain the following Hamiltonian that describes the Co adatom on the surface:

\[
\hat{H} = \sum_{k,\sigma} \epsilon_k \hat{n}_{k\sigma} + \sum_{M,p} E_{S,p} \langle S, M \rangle_p \langle S, M \rangle_p \\
+ \sum_{m,q} E_{S-\frac{1}{2},q} \langle S - \frac{1}{2}, m \rangle_q \langle S - \frac{1}{2}, m \rangle_q \\
+ \sum_{k,\sigma,M,p,q} \left( V^{pq}_{kSM\sigma} \hat{c}_{S\sigma}^\dagger \hat{s}_{M\sigma} - H.c. \right) \\
+ \sum_{\sigma} \epsilon_s \hat{n}_{s\sigma} + \sum_{k,\sigma} \left( V_{ks} \hat{c}_{S\sigma}^\dagger \hat{s}_{s\sigma} + H.c. \right). 
\]

(1)

In Eq. (1), \( \hat{n}_{k\sigma} \) is the number operator for a hole with spin projection \( \sigma = \pm 1/2 \) in the k-band state, with energy \( \epsilon_k \). The terms related to the Co d orbitals are written using Hubbard projection operators \( \langle S, M \rangle \langle S, M \rangle \) [45], being \( S - (S - \frac{1}{2}) \) the larger (lower) total spin and \( M (m) \) its projection. The indices \( p \) and \( q \) identify the orbitals occupied by holes in each state. For example, \( p = d_{xz}, d_{yz}, d_{sz} \) when those three orbitals are occupied by holes in a \( S = \frac{1}{2} \) configuration. If the hole in the \( d_{sz} \) orbital of the latter configuration is transferred to the substrate, we obtain the \( q = d_{xz}, d_{yz} \) state with \( S - \frac{1}{2} = 1 \). The quantities \( E_{S,p} \) and \( E_{S,q} \) are the total energies of the configurations \( \langle S, M \rangle \rangle_p \) and \( \langle S - \frac{1}{2}, M - \sigma \rangle \rangle_q \), respectively. The total energies define the single particle energy levels active in the transition between the configurations labeled with \( p \) and \( q \), \( \epsilon_d(p,q) = E_{S,p} - E_{S-\frac{1}{2},q} \). We identify the orbital active in the transition between configurations \( p \) and \( q \) with \( d(p,q) = d_i \). In the previous example, \( d(p) = d_{xz}^x, d_{yz}^y \), \( d(q) = d_{xz}^z, d_{yz}^z \).

The coupling between the substrate bands and the Co d orbitals is written using the fermionic creation operator \( \hat{c}_{S\sigma}^\dagger \) for the k-band states, and the annihilation projector operator that acts in the selected space of the Co atom, \( \langle S - \frac{1}{2}, M - \sigma \rangle \rangle_q \rangle \langle S, M \rangle \rangle_p \). The coupling parameter is given by [1]

\[
V_{kSM\sigma}^{pq} = \langle S - \frac{1}{2}, M - \sigma \rangle \rangle_q \rangle \langle S, M \rangle \rangle_p \langle p | V_{kd(p,q)} | q \rangle.
\]

(2)

where \( V_{kd} \) corresponds to the coupling between the Co \( d_i \) orbital and the k-band state, and \( \hat{c}_{p\sigma}^\dagger \) is the fermionic annihilation operator that acts in the \( d_i \) orbital. The Hermitian conjugate is indicated with \( H.c. \).

On the other hand, the coupling term corresponding to the Co s orbital uses fermionic operators defined in the hole picture, with a coupling parameter \( V_{ks} \) between the k-band state and the s orbital.

B. Green functions and conductance expressions

The solution is found in terms of Green functions like the following:

\[
G^{\sigma}_{\alpha}(t', t) = i \theta(t' - t) \langle \{ \hat{A}^\dagger(t'), \hat{B}(t) \} \rangle,
\]

(3)

where \( \langle \bullet, \bullet \rangle \) is the mean value taken on the Heisenberg representation and \( \{ \bullet, \bullet \} \) is the anticommutator of two operators. Both \( \hat{A} \) and \( \hat{B} \) are replaced with either \( \langle S, M \rangle \langle S - \frac{1}{2}, M - \sigma \rangle \rangle_q \rangle \) or \( \epsilon_s \), and the \( \alpha \) and \( \beta \) indices are respectively replaced with \( pq \) and \( ss \). In this way, we define four types of Green functions:

\[
G_{pq}^m = G_{pq}, G_{pq}^s, G_{ss}^m, G_{ss}^s.
\]

(4)

The Green functions are calculated by using the equations of motion method (EOM) [37, 38] and closing the system of equations that involve an increasing number of particles in a second order in the atom-band coupling term [36]. The resolution method has been extensively discussed in different applications of this approach [35, 36, 39–43], and therefore we present the derivation and final expressions in Appendix A.

In the steady-state limit the Green functions are translation invariant in time, so that the solution is given by the Fourier transform of the EOMs. The equilibrium Green functions corresponding to the s (\( G_s \)) and each \( \alpha \) (\( G_{\alpha} \)) orbitals of the adatom are then built using the Green functions defined in Eq. (3),

\[
G_{\alpha}(\omega) = \gamma_S \sum_{p,q} \delta_{d(p,q)d_i} G_{pq}^\alpha(\omega)
\]

(4a)

\[
G_s(\omega) = 2G_{ss}^0(\omega) + G_{ss}^c(\omega),
\]

(4b)

where \( \gamma_S = 2S + 1 \). The mixed Green function \( G_{ss}^c(\omega) \) is defined analogously to Eq. (4a). The independent particle Green function \( G_{ss}^0 \) in Eq. (4b) is given by

\[
G_{ss}^0(\omega) = \frac{1}{\omega - \epsilon_s - \Sigma_{ss}^0(\omega)}.
\]

(5)

In presence of the correlated d orbitals, the s Green function is modified by \( G_{ss}^c(\omega) \), which is given by

\[
G_{ss}^c(\omega) = \sum_{d_i} (\sigma_{sd_i})(\omega)^2 G_{d_i}(\omega),
\]

(6)

where

\[
\sigma_{sd_i}(\omega) = \Sigma_{sd_i}^0(\omega)G_{ss}^0(\omega).
\]

(7)

The Anderson self-energies introduced in Eqs. (5) and (7) are given by

\[
\Sigma_{d\alpha}(\omega) = \sum_k \frac{V_{ko}^* V_{kb}}{\omega - \epsilon_k - i\eta},
\]

(8)
where \( a \) and \( b \) are replaced by \( s \) or \( d \), \( \Sigma_0^s = \Sigma_0^d \) and \( i\eta \) is an infinitesimal imaginary quantity. In our approach, the spectral density corresponding to each orbital is given by the imaginary part of the corresponding Green function, Eq. (4a) or Eq. (4b):

\[
\rho_\alpha(\omega) = \frac{1}{\pi} \text{Im} G_\alpha(\omega). \tag{9}
\]

In the near-equilibrium situation, at low temperature and small bias, we calculate the conductance \( G(V) \) between the adatom and a tip using \([9, 50]\)

\[
G(V) = G_0 \left( T_d(eV) + T_s(eV) + T_{sd}(eV) \right), \tag{10}
\]

where the transmission is decomposed into

\[
T_d(\omega) = \sum_{d_i} \Gamma_{d_i}^{\text{eff}}(\omega) \text{Im} G_{d_i}(\omega) \tag{11a}
\]

\[
T_s(\omega) = \sum_{s_i} \Gamma_{s_i}^{\text{eff}}(\omega) \text{Im} G_{s_i}(\omega) \tag{11b}
\]

\[
T_{sd}(\omega) = \sum_{d_i,s_i} \Gamma_{sd_i}^{\text{eff}}(\omega) \left( \text{Im} G_{d_i}(\omega) + \text{Im} G_{s_i}(\omega) \right), \tag{11c}
\]

and \( G_0 = 2e^2/\hbar \) is the quantum of conductance. In the previous expressions, \( \Gamma_{ab}^{\text{eff}} \) is defined as

\[
\Gamma_{ab}^{\text{eff}}(\omega) = \frac{2\Gamma_{ab}(\omega)\Gamma_{ab}^{0-\text{tip}}(\omega)}{\Gamma_{ab}(\omega) + \Gamma_{ab}^{0-\text{tip}}(\omega)}, \tag{12}
\]

where \( \Gamma_{ab}^0 \) and \( \Gamma_{ab}^{0-\text{tip}} \) are the Anderson widths given by the imaginary parts of the self-energies corresponding to the interaction of the Co adatom with the surface and tip, respectively (Eq. (8)). As before, we abbreviate the notation by using \( \Gamma_a \) instead of \( \Gamma_{aa} \).

### III. GEOMETRY AND SYMMETRY CONSIDERATIONS

We performed DFT calculations of the Co adatom on the Cu(111) surface to obtain the geometrical structure of the system and the orbital occupations of the adatom. We used the SeqQuest code \([51, 52]\) with the PBE \([53, 54]\) functional and a force convergence criterion of 0.01 eV/Å. The obtained bulk lattice parameter for Cu was 3.62 Å. We performed \( 4 \times 4 \) supercell calculations of a (111) surface slab with five atomic layers and including the Co adatom, adding 15 Å of vacuum to ensure the decoupling between surfaces and relaxing the system. We found that the preferential adsorption site is on hollow, in agreement with previous works \([10, 55]\). We found an adsorption height of the Co adatom of 1.69 Å, approximately 5% lower than the value reported in Ref. \([55]\) for the same system but using a different DFT code (CASTEP \([56]\) and other functional (LDA \([57]\)).

The \( C_{3v} \) symmetry splits the \( d \) orbitals into the groups \( E1 \) (\( d_{xz}, d_{yz} \)), \( E2 \) (\( d_{x^2-y^2}, d_{xz} \)) and \( A1 \) (\( d_{z^2} \)). The energy levels and self-energies depend only on the symmetry of the involved orbital, for example, \( \epsilon_{dz^2} = \epsilon_{d_{xz}} = \epsilon_{E1} \). Then, a similar notation is used for the remaining energy levels and for the self-energies.

In Table I we present the orbital occupations per spin for each group, obtained from DFT calculations by using Löwdin population analysis. The obtained occupations for the \( d \)-shell suggest fluctuations between configurations with seven and eight electrons, in agreement with previous calculations \([55, 58]\). Then, we will consider states with total spin values of \( S = \frac{5}{2} \) and \( S = \frac{7}{2} = 1 \), that is, fluctuations between configurations with three and two holes in the \( d \)-shell.

| \( E1 \) | \( E2 \) | \( A1 \) | \( d \)-shell | \( s \) | \( p_s/p_d \) | \( p_z \) | \( sp \)-shell |
|---|---|---|---|---|---|---|---|
| 0.77 | 0.78 | 0.77 | 7.74 | 0.25 | 0.07 | 0.05 | 0.88 |

TABLE I. Orbital occupations per spin projection of Co adsorbed on Cu(111) and total occupation of the \( d \)-shell and \( sp \)-shell.

The splitting of the Co \( d \) orbitals into three groups leads to five different ways to accommodate the three holes of the \( S = \frac{5}{2} \) states into the five \( d \) orbitals. Five possibilities correspond also to the two-holes configurations of the \( S = \frac{7}{2} = 1 \) states. The transitions between these configurations lead to eleven non-equivalent fluctuations, that is, eleven different Green functions to calculate. We present the possible configurations for each spin state and the corresponding transitions in Appendix B.

## IV. HAMILTONIAN PARAMETERS

### A. Self-energies

The most relevant quantities for our calculation are the Anderson widths or hybridization functions, given by the imaginary part of Eq. (8):

\[
\Gamma_{ab}^0(\epsilon) = \pi \sum_n V_{nka}^* V_{nkb} \delta(\epsilon - \epsilon_{nk}). \tag{13}
\]

In Eq. (13), the indices \( a \) and \( b \) correspond to \( s \) or \( d \). In this section, we write explicitly the band index \( n \) in the atom-band coupling terms \( V_{nka} \).

We calculate the atom-band coupling terms \( V_{nka} \) by using the bond-pair model \([44]\). The model express \( V_{nka} \) in terms of the coefficients of the density matrix of the surface without the impurity and the dimeric couplings between the impurity and each surface atom in the symmetrically orthogonalized basis \([44]\). This expansion of \( V_{nka} \) leads to the following expression \([35]\)

\[
V_{nka}^* V_{nkb} = \sum_{\alpha,\beta,r,t} e^{-i k \cdot (L_{(r)} - L_{(t)})} c_{\alpha h(r)}^{\text{coh}} c_{\beta h(t)}^{\text{coh}} V_{\alpha r a} V_{\beta t b}. \tag{14}
\]

In Eq. (14), \( V_{\alpha r a} \) corresponds to the symmetrically orthogonalized coupling between the \( \alpha \) orbital of the impurity and the \( \alpha \) orbital of the \( r \) surface atom \([44]\). The coefficients \( c_{\alpha h} \) define the symmetrically orthonormalized density matrix of the
surface,

$$\rho_{\alpha \beta \gamma l}(\epsilon) = \sum_{n,k} e^{i \hbar v_l(k)} \langle L_{l(r)}^{(1)} - L_{l(t)}^{(1)} \rangle c_{\alpha h}^{(n,k)}(\epsilon) \delta(\epsilon_{n,k} - \epsilon),$$

(15)

being $L_{l(r)}$ the Bravais lattice vector of the $l(r)$ unit cell, where the $r$ atom is located. We identify each atom inside the unit cell with a basis index $h(r)$. We write explicitly the Bravais lattice vector to remark that the $c_{\alpha h}^{(n,k)}$ coefficients can be calculated using a primitive cell of the surface without the impurity, which allows us to identify the couplings of the Co orbitals with each surface band. Using this method also allows us to determine the Anderson widths avoiding supercell effects [35]. Note that we use the term density matrix to refer to the object defined by Eq. (15), which are the matrix elements of the spectral function. We should notice that the described approach is adequate for very dilute impurity atoms.

The coefficients of the density matrix of the Cu(111) surface were obtained from DFT calculations of a $1 \times 1$ slab, with nine atomic layers and a vacuum separation of 15 Å. We used a $100 \times 100$ $k$-point grid for the calculation of the band structure and density matrix. We verified that the Co orbitals widths have converged with the number of Cu atoms by including up to nine Cu neighbors in the calculation given by Eq. (14).

Our approach to calculate the Anderson self-energies allows us to clearly identify the contribution of the surface states that appear in the Cu(111) surface. In Fig. 1 we show the surface band structure and the square modulus of the atom-band couplings $|V_{nka}|^2$ computed with Eq. (14) for the orbitals $d_{xz}$, $d_{yz}$ and $s$. The light shadowed regions correspond to the bulk Cu bands, projected into the (111) surface. They were obtained from a bulk calculation of the system, using as supercell the same slab as for the surface calculation, without the extra vacuum between slabs repetitions. For the bulk calculation we used the same $k$-point grid used in the slab calculation in the surface plane and a single $k$-point in the normal [111] direction.

It is clear from the total density of states (DOS, Fig. 1(a)) that most of the states lie between $-5$ eV and $-1$ eV, corresponding to the $d$-bands of the bulk. In Fig. 1(b), we clearly identify the Shockley surface states (SS), $SS_1$ and $SS_2$. The $d$ orbitals present a coupling with the surface states that is comparable or lower than the one corresponding to the bulk bands (Figs. 1(c), 1(d), 1(f) and 1(g)). The minor coupling of the $d$ orbitals with the SS has been used to support the hypothesis based on experimental data of a small influence of the surface states in the Kondo structures [16, 19]. However, for the $s$ orbital (Figs. 1(e) and 1(h)), the couplings with the Shockley surface states in the $sp$ band gap are the most important, about ten times larger than the corresponding couplings of the $d$ orbitals (note the change in scale). As we will discuss later on, this significant coupling of the surface states with the Co $4s$ orbital can explain the ZBA observed in the measured conductance spectra [19, 22].

The $|V_{nka}|^2$ coupling of the $s$ orbital with the surface states is strongly localized around the $\Gamma$ point (Figs. 1(e) and 1(h)). Then, the influence of these states in the hybridization function will be mainly seen at the energy of the SS bands close to that point of the reciprocal space ($\approx -0.5$ eV). The same is true for the $A1$ ($d_{xz}$) orbital, which also presents a localized coupling with the surface states around the $\Gamma$ point (Fig. 1(g)). For the $E1$ orbitals, there is a localized coupling with the Shockley states at the $K$ points, where the corresponding bands are at $\approx4.6$ eV (we only show $d_{xz}$ in Figs. 1(e) and 1(f)). Then, we expect to observe an important influence of the surface states in the $E1$ hybridization function at this energy.

In Fig. 2 we show the Anderson widths $\Gamma^0$ for each orbital. The calculation is performed by using Eqs. (13) and (14), where we identify the contribution of each band to the total hybridization functions. This approach allows us to perform the theoretical exercise of neglecting the coupling of the surface states in the calculation of the Anderson self-energies. Then, in Fig. 2 we also present the results obtained for Co on Cu(111) without including the coupling with the Shockley states $SS_1$ and $SS_2$ in Eq. (13), in order to obtain an hypothetical Anderson width without the surface states contribution. In addition, we present the contribution corresponding to the surface states to the total widths. Due to the symmetry of the system, only the $d_{xz}$ orbital couples with the $s$ orbital through the substrate band. Then, the only off-diagonal width that is non-null is $\Gamma^0_{sd_{xz}} = \Gamma^0_{d_{xz}s}$, shown in Fig. 2(e).

The Anderson widths present a large weight between $\omega = -3$ eV and $\omega = -1$ eV, in the energy region where the bulk Cu $d$ bands are located (see Fig. 1(a)). Considering the position of the Shockley surface states in the Cu(111) band structure and their coupling strength with the Co orbitals we can identify their influence on the atom-band hybridization functions $\Gamma^0$. In Fig. 2(a), the $\Gamma^0_{E1}$ of Co on Cu(111) presents a peak at $\omega = 4.6$ eV, associated to the coupling of the Shockley states $SS_1$ and $SS_2$ with the Co $E1$ orbitals at the $K$ points (Figs. 1(c) and 1(f)). The same Shockley states are responsible for the structure that appears in $\Gamma^0_{d_{xz}}$ at $\omega = -0.5$ eV (Figs. 2(d) and 2(i)), the energy position close to the $\Gamma$ point where the surface states reach their maximum coupling with the Co $4s$ orbital (Figs. 1(e) and 1(h)). The couplings $\Gamma^0_{sd_{xz}}$ and $\Gamma^0_{sd_{yz}}$ are also modified in the same energy region, while the influence on the remaining $E2$ orbitals close to the Fermi energy is negligible.

The ratio of the contributions to the total hybridization function at the Fermi level of the surface ($\Gamma^0(S)$) and bulk states ($\Gamma^0(B)$), $\Gamma^0(S)/\Gamma^0(B)$, corresponds to 0.08 for the $E1$ orbitals, 0.03 for the $E2$, 0.50 for the $A1$ and 1.11 for the $4s$ orbital. The values for the $d$ orbitals are roughly one order of magnitude larger than those obtained in Ref. [27], where a parametrized tight-binding Hamiltonian was used for their calculation. Our value for the ratio $\Gamma^0(S)/\Gamma^0(B)$ for the $A1$ orbital is instead in line with an estimation based on modeling the quantum mirage effect, which found a lower limit of 0.1 [59] and with a further refinement of the estimation leading to a value of 1 [6], and agrees with the value used in Ref. [12] to model the Co on Cu(111) system.
FIG. 1. (a) Density of states and (b) band structure of Cu(111). The shadowed regions correspond to the bulk bands projected into the surface. Two surface states are indicated, $SS_1$ (green) and $SS_2$ (red). (c)-(h) $|V_{vko}|^2$ for three orbitals of Co on Cu(111) on hollow position at 1.69 Å. The colors and line widths show the correspondence between the bands in (a) and the $|V_{vko}|^2$ in (f)-(h). The contour plots (c)-(e) show the $|V_{vko}|^2$ corresponding to the $SS_2$ surface state in the first Brillouin zone for the different orbitals. The k-path K$M$K shown in (b) and in (f)-(h) is indicated in the contour plots.

B. Energy levels

The calculation of the energy levels is also performed by using the bond-pair model [44]. The many-body Hamiltonian that describes the atom-surface interacting system is calculated in a mean-field approximation and introducing a second order expansion in the atomic overlap, in order to obtain the total energies of each configuration involved, which in turn define the energy levels active in the transitions through the differences between them.

The asymptotic levels with respect to the vacuum were obtained by taking into account experimental data of the excited neutral (3$d^0$4$s^1$) and ionic (3$d^1$4$s^1$) configurations energies [60], so that the asymptotic energy levels $\epsilon_{d_i}$ with respect to vacuum are given by $E(3d^0 4s^1) - E(3d^1 4s^1) = -7.76$ eV. The image potential contribution, $1/4(z - z_p)$, in atomic units (a.u.) and at a normal distance to the surface $z$ was taken into account by considering a matching distance of the long and short range interactions of $z_c = 8$ a.u. and the image plane at $z_p = 2$ a.u. [44, 61]. The energy levels are then referred to the surface Fermi level, considering a work function value of 4.94 eV [62]. The obtained values at the Co adsorption distance were $\epsilon_{E_1} = -2.6$ eV, $\epsilon_{E_2} = \epsilon_{A1} = -2.5$ eV and $\epsilon_s = 2.5$ eV.

The obtained energy levels of the $d$ orbitals lie considerably below the Fermi level. As an alternative method to estimate the energy levels, we use a simplified model (NC) which consists in calculating the spectral densities by disregarding multi-orbital correlation. Then, we consider the orbitals as being independent one from each other, although we keep the normalization condition for the occupation probabilities. For the calculation of the Green functions of the $d$ orbitals under our NC approximation, we keep only the terms with $q' = q$ and $p' = p$ in Eqs. (A3b) to (A3c). On the other hand, for the $s$ orbital we use directly the independent particle Green function, Eq. (5). In both cases, we obtain the spectral densities from the imaginary part of the corresponding Green functions by using Eq. (9). We compared the spectral densities obtained by using the NC model and several energy level shifts, maintaining the level splitting of the bond-pair calculation, with the DFT partial DOS (PDOS). The results are presented in Fig. 3.

Figure 3 shows a good agreement between the PDOS calculated with DFT and the spectral densities of the NC model when we use the energy levels positions corresponding to $\epsilon_{E1} \approx -0.2$ eV. Then, the values of $\epsilon_{E1}$ for which the NC results approximately match the PDOS are shifted $\approx 2.4$ eV with respect to the values given by the bond-pair model. This kind of uncertainty in the energy levels is present in many approaches used to compute them [10, 63–65], and rigid shifts on the energy levels or chemical potential are usually introduced to improve the description of experimental results. Therefore, we will present calculations for different energy levels, considering them as adjustable parameters of our model. We use the criterion of maintaining the splitting between levels obtained with the bond-pair model. In this way, we consider the energy splittings $\epsilon_{E2} - \epsilon_{E1} = \epsilon_{A1} - \epsilon_{E1} = 0.1$ eV and $\epsilon_s - \epsilon_{E1} = 5.0$ eV, and we use as reference the position of the $\epsilon_{E1}$ energy level.

We should notice that although our NC model neglects correlation between multiple configurations, it includes correlation in each orbital, which introduces the structures observed in the spectral densities at the Fermi level (Figs. 3(a) to 3(c)).

In Fig. 3(d), the $\epsilon_s$ energy level position varies between 4.2 eV and 5.4 eV. In contrast with the $d$ orbitals results, the spectral densities corresponding to the $s$ orbital, presented in Fig. 3(d), remain largely unaffected by the energy level shifts.
FIG. 2. (a)-(e) Anderson widths $\Gamma^0$ for Co on Cu(111) at the calculated adsorption height, including and neglecting the surface states $SS_1$ and $SS_2$ shown in Fig. 1. The arrows indicate the energy position of the surface states bands in (a) the $K$ point and (c)-(e) the $\Gamma$ point. (f)-(j) show the contribution of the surface states to the total Anderson widths.

In addition, they are mainly structureless, with the exception of a peak at $\omega \approx -0.5$ eV observed in the NC calculation. The peak appears to be shifted to lower energies in the DFT PDOS. This peaked structure, introduced by the Anderson self-energy in the independent particle Green function of Eq. (5), is related to the Shockley states $SS_1$ and $SS_2$, and can be also noticed (in a smaller scale) in the spectral density corresponding to the $A1$ orbital, Fig. 3(c).

Notice that the DFT results presented in Fig. 3 use a supercell approach for the calculation, which would require a much larger cell size to properly describe the surface states of Cu(111) in presence of the impurity [27]. On the other hand, the self-energies that we calculated are computed from the data of the Cu surface without the impurity, so that they include the surface states given by the DFT calculation of a $1 \times 1$ cell of a clean Cu(111) slab.

FIG. 3. Spectral densities for each orbital group calculated with the NC model (discontinuous lines), compared with DFT partial DOS (full lines). We performed calculations for different energy level positions, assuming the splittings obtained with the bond-pair calculation. The arrow indicates the position of the Shockley states $SS$ at the $\Gamma$ point, which introduces the resonance-like peak in the $s$ orbital spectral density.

V. CORRELATED CALCULATIONS

A. Occurrence probabilities of each configuration and orbital occupations

In Fig. 4(a) we present the one-particle energy levels shifted by the real part of the non-interacting self-energies, $\epsilon_D + \Lambda_D^0(\epsilon_D) (\Sigma_D^0 = \Lambda_D^0 + i\Gamma_D^0$, see Eq. (8)). The energy levels, broadened by the imaginary part $\Gamma_D(\epsilon_D)$, are presented for each group $\{D = E1, E2, A1\}. We show the results as a function of the position of $\epsilon_{E1}$, taken as reference and being the relative energy positions of the other orbitals given by the splitting obtained from the bond-pair model in Section IV B. The hole occupations and occurrence probabilities, which depend on the positions of the energy levels, are shown in the remaining panels of Fig. 4 as a function of the same reference value $\epsilon_{E1}$.

Our ionic Hamiltonian approach allows us to identify the occurrence probability of each atomic configuration of the considered space (see Table II). Figure 4(c) presents the occurrence probabilities for the configurations with three holes,
obtained from Eq. (A4a) and summed over the total spin projection index $M$. The same is shown in Fig. 4(d) for the two-holes configurations, obtained from Eq. (A4b). Note that, for example, the two-holes configuration $E1A1$ of Fig. 4(c) corresponds to the configuration with holes in the $d_{xz}$ orbital and either the $d_{xy}$ or the $d_{yz}$ orbital. That is, the occurrence probabilities of all the equivalent configurations are not summed in Figs. 4(c) and 4(d) (see Appendix B). The orbital occupations are obtained from the occurrence probabilities of each configuration by using Eq. (A5). We present the hole occupation per orbital in Fig. 4(b), together with the total hole occupation of the $d$-shell.

When $\epsilon_{E1} \gtrsim -2$ eV all the orbital energies are well defined below the Fermi energy $E_F = 0$ eV (Fig. 4(a)). Then, the occurrence probabilities of the three-holes configurations are negligible (Fig. 4(c)), and all the two-holes configurations are equally probable (Fig. 4(d)). As a result, the occupation of the five $d$ orbitals is the same (Fig. 4(b)) and the total hole occupation approaches to the value 2. The other limit situation, with all the energy levels well defined above $E_F$ occurs for $\epsilon_{E1} \gtrsim 3$ eV. In this case, the three-holes configurations result the most probable, and the total hole occupation approaches to 3. For $\epsilon_{E1} \gtrsim -1$ eV, the shifted energy levels (Fig. 4(a)) increase quite linearly with the bare energy level $\epsilon_{E1}$.

When the energy levels are close to the Fermi level ($-0.5$ eV $\lesssim \epsilon_{E1} \lesssim 0.5$ eV), the three-holes configurations that have the $A1$ orbital occupied, namely $E1E1A1$, $E1E2A1$ and $E2E2A1$, are the most probable (Fig. 4(c)). The dominant two-holes configurations in this region are also those with the $A1$ orbital occupied, $E1A1$ and $E2A1$ (Fig. 4(d)). In a first approximation, we can relate this observation with the shifted energy levels presented in Fig. 4(a). The $A1$ energy level remains above the other levels, and therefore is the most favorable orbital to be occupied by holes. As a result, the mean occupation of the $A1$ orbital including spin, approximately constant around $E_F$, results of $\approx 0.85$ holes, that is $\approx 1.15$ electrons. We observe that the occupation of the $E1$ orbitals also presents a small variation in this region, which can be related to the relatively broad energy width (Fig. 4(a)). On the other hand, the $E2$ level has a smaller Anderson width, giving place to a more marked dependence of the orbital hole occupation when the energy level is close to $E_F$. The hole occupation tends to increase as the $E2$ level crosses $E_F$ (Fig. 4(b)). Around $E_F$, both $E1$ and $E2$ present a mean occupation of $\approx 0.4$ holes, that is $\approx 1.6$ electrons. While the occupation of the $E1$ and $E2$ orbitals are similar to the DFT result presented in Table I ($\approx 1.55$ electrons), the occupation of the $A1$ orbital is driven closer to 1 when compared with the DFT result of 1.54 electrons.

Our ionic Hamiltonian proposal, where all the $d$ orbitals are considered as active, gives place to a multi-configurational state with many $S = 3/2$ and $S = 1$ configurations. For each three-holes configuration we have the possibility of fluctuations to three configurations with two holes (see Table Ic). From Figs. 4(c) and 4(d) we can extract the occurrence probability of each three-holes configuration and the corresponding one for each two-holes configuration to which it can fluctuate, as a function of the energy level position. In principle, different probabilities suggest different correlation regimes associated to each fluctuation. If the $S = 3/2$ configuration has a much larger probability, a Kondo regime is expected, while if the probabilities of both spin configurations, $S = 3/2$ and $S = 1$, are similar a mixed valence is occurring. Finally, the empty orbital regime takes place for a predominant probability of the $S = 1$ configuration. On the other hand, if the three possible fluctuations for a given three-holes configuration correspond to the Kondo regime with very similar Kondo scales, a full screened Kondo effect is suggested. In our case, where different energy levels and hybridization widths are involved, either a partially screened or a two stage Kondo effect would be expected [66, 67].

It is important to note that in our proposal all the configurations become mixed, and the resulting charge redistribution that occurs can suppress the local moment of the Kondo-active space of configurations [68]. As it was discussed in a previous work [35], the spectral densities calculated with our model show various peaks whose positions and widths are determined by the self-energies defined by Eq. (A3b). These structures, coming from the different orbitals that give place to virtual transitions, are related to the electronic correlation in a multiorbital system [35].

### B. Considerations for conductance calculations

We consider the conductance through a Co adatom on Cu(111) when a tip is placed on top of it. With that aim we modeled a tip of Cu with a three layers pyramid on a $4 \times 4 \times 6$
slab of Cu(111). The calculation of the atom-tip Anderson widths \( \Gamma_{0-1}^{0-1} \) was done following the same procedure of Section IV, by computing the dimeric couplings between the Co adatom and the atoms of the tip and afterwards constructing \( \Gamma_{0-1}^{0-1} \) by using the density matrix of the Cu tip obtained by DFT. In Fig. 5 we present schemes of the geometry of the surface-atom-tip system and the hybridization functions involved.
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**FIG. 5.** (a) Geometry and (b) couplings involved in the surface-atom-tip system.

The hybridization functions of the Co adatom with the tip are shown in Fig. 6. We present the dependence of \( \Gamma_{0-1}^{0-1} \) evaluated at the Fermi level with the atom-tip distance, as well as \( \Gamma_{0-1}^{0-1} (\omega) \) when the tip is near (2.1 Å) and far (6.3 Å) from the Co adatom.
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**FIG. 6.** Atom-tip coupling \( \Gamma_{0-1}^{0-1} \) for Co-tip distances of (a) 2.1 Å and (b) 6.3 Å, for each orbital. (c) shows the dependence of \( \Gamma_{0-1}^{0-1} \) at the Fermi level with the atom-tip distance.

The hybridization strength follows symmetry considerations: the extended s orbital has the largest coupling, and the A1 orbital is favored because the tip is on top of the adatom. The E1 orbitals have a considerably lower coupling, while the coupling of the E2 orbitals, located in the surface plane, is negligible. At large atom-tip distances, the relative coupling of the s orbital with respect to the remaining ones increases. Then, when the tip is far from the atom, the transmission through the d orbitals (Eq. (11a)) is negligible due to their localization [14], and the transmission will occur mainly through the s orbital (Eq. (11b)). In this case, if there is a zero-bias anomaly (ZBA) in the conductance spectra introduced by the Co 4s conduction channel, this will be the dominant one.

We should mention that in our calculations we considered the Co adatom at its equilibrium position without the tip, that is, we used the hybridization functions presented in Section IV A for the atom-surface coupling and did not compute a relaxed geometry including the tip at different distances. This approximation is supported by the observation that geometry relaxation effects can be neglected in this system [10, 20, 27].

### C. Effect of the 3d\(_{z^2}\) orbital in the Co 4s spectral density and surface states influence

The conductance of the s orbital, calculated from Eq. (11b), has two contributions: the independent particle term given by \( G_{0}^{s} \) (Eq. (5)) and the term introduced by the interaction with the correlated d orbitals, \( G_{d}^{s} \) (Eq. (6)) [9]. Then, the \( T_s \) contribution to the conductance is given by

\[
T_s(\omega) = 2 \Gamma_s^{e} \text{Im} \Gamma_s^{0} + \Gamma_s^{e} \text{Im} \Gamma_s^{0}(\omega) .
\] (16)

Clearly, any possible zero-bias anomaly in the conductance spectra of the s orbital will be introduced by the second term of Eq. (16), given that the first term corresponds to an independent particle calculation. The function \( G_{d}^{s} \) is given by Eqs. (6) and (7), and depends on the off-diagonal Anderson widths \( \Gamma_{sd}^{0} \). Given that, among the off-diagonal hybridization functions between the s and d orbitals, only \( \Gamma_{sd}^{0} \) is non-zero, we obtain

\[
\text{Im} G_{d}^{s}(\omega) = \text{Im} \left( (\sigma_{sd}^{0}(\omega))^{2} G_{d}^{0}(\omega) \right) ,
\] (17)

where

\[
(\sigma_{sd}^{0}(\omega))^{2} = \left( \frac{Z}{\omega - \epsilon_{sd}^{0} - \Sigma_{sd}^{0}(\omega)} \right)^{2} .
\] (18)

In this way, \( \sigma_{sd}^{0} \) gives place to an interference between the real and imaginary parts of the \( G_{d}^{0} \) Green function, and can introduce structures in the conductance spectra of the s level.

Let us analyze the effect of \( \sigma_{sd}^{0} \) in \( T_s \). With that aim, we assume that \( G_{d}^{0} \) is given by an hypothetical Green function \( G_{d}^{0} \) [9],

\[
G_{d}(\omega) = \frac{Z}{\omega - i\Gamma_{K}} = \frac{Z}{(\omega/\Gamma_{K})^{2} + 1} (\omega/\Gamma_{K} + i) ,
\] (19)

the imaginary part of which corresponds to a Lorentzian peak of width \( \Gamma_{K} \) centered at \( \omega = 0 \) eV. Using Eq. (19) for \( G_{d} \), we evaluate the structures that are introduced in \( T_s \) (Eq. (17)) through \( (\sigma_{sd}^{0})^{2} \), which is in turn calculated from the self-energies using Eq. (18). We can write the contribution of
$\text{Im} G_s^{(c)}(\omega)$ in Eq. (17) as a Fano-like function [2, 9]. By replacing Eq. (19) in Eq. (17) we obtain
\[ \text{Im} G_s^{(c)}(\omega) = \frac{Z}{\Gamma_K} \left( \text{Im} \sigma_{sd,z}(\omega) \right)^2 \left( \frac{(\omega - \Gamma_K)^2}{1 + (\omega - \Gamma_K)^2} - 1 \right), \]
where the Fano factor $q_F$ is defined as
\[ q_F = \frac{\text{Re} \sigma_{sd,z}(\omega)}{\text{Im} \sigma_{sd,z}(\omega)}. \]

Notice that the Fano structure of Eq. (20) has the same width $\Gamma_K$ as the Lorentzian $G_d$ of Eq. (19). Then, the resonance width $\Gamma_K$, associated with the Kondo temperature, is determined by the original Kondo resonance that emerges from the correlated $d$ orbitals, which hybridize mainly with the bulk states. The effect of the surface states is to modify the line shape by means of the interaction with the $s$ orbital. We present the results of this analysis in Fig. 7. Given that it is observed a negligible dependence of $\sigma_{sd,z}(\omega)$ with $\omega$ in the region near the Fermi level where the interference structures are relevant ($|\omega| \lesssim 0.04$ eV), we consider its value at $\omega = 0$ eV to calculate $q_F$.

Figure 7(a) shows the parameter $(\sigma_{sd,z})^2$ evaluated at $\omega = 0$ eV and as a function of the $s$ orbital energy level, $\epsilon_s$. Figure 7(b) presents the same quantity but without including the surface states in the calculation of the self-energies (see Fig. 2). In Fig. 7(c) the $q_F$ factor (Eq. (21)) is shown also as a function of $\epsilon_s$, including and neglecting the surface states contribution. In Fig. 7(d), we show the theoretical $G_d$ given by Eq. (19). We used $\Gamma_K = 4.5 \times 10^{-3}$ eV, which corresponds to the Kondo temperature $T_K \approx 54$ K estimated from measurements of Co on Cu(111) [19] and we chose $Z = 6 \times 10^{-4}$, based on the scale of the Kondo structures obtained in Section VD. We notice that this $Z$ value is lower than the one expected by the estimation $Z = \Gamma_K / \Gamma_{At}(E_F) \approx 1.5 \times 10^{-2}$. This underestimation of the Kondo structure is a known artifact of the second order approximation of the EOM [69].

The real and imaginary parts of $(\sigma_{sd,z})^2$ vary with $\epsilon_s$ and, together with $G_d$, produce different interference structures, introduced by $\text{Im} G_s^{(c)}$ in the spectral density of the Co 4s orbital. The $\text{Im} G_s^{(c)}$ contribution to the spectral density is shown in Fig. 7(e), for different values of $\epsilon_s$ and including or neglecting the surface states contribution. The shape of the interference responses correspond to the $q_F$ factor shown in Fig. 7(c). In Fig. 7(f), the contribution of the independent electron Green function $\text{Im} G_{ss}^{(0)}$ is added to $\text{Im} G_s^{(c)}$, in order to obtain the total $\text{Im} G_s$, which defines the spectral density.

We analyze first the results obtained when we include the surface states in our calculation of the self-energies. We observe that $\text{Re}(\sigma_{sd,z})^2 \approx \text{Im}(\sigma_{sd,z})^2$ when $\epsilon_s \approx -6$ eV (Fig. 7(a)), so that the structure has similar contributions from the real and imaginary parts of $G_s$ at this value of $\epsilon_s$. This situation corresponds to a Fano factor $q_F \approx 2$ (Fig. 7(c)), giving rise to a slightly asymmetric line shape (Fig. 7(e)). The relation changes when $\epsilon_s$ is shifted to higher energies. In particular, at $\epsilon_s = -2$ eV, $\text{Re}(\sigma_{sd,z})^2$ becomes negative, so that the peak in $\text{Im} G_d$ is transformed into a dip. The dip is...
better defined when \( \epsilon_s \) is further shifted to higher energies, given that \( \text{Re}(\langle \sigma_{sd} \rangle)^2 \) approaches zero. In the same way, \( q_F \) tends to zero when \( \epsilon_s \) is increased, in correspondence with the dip-like shape. By comparing Fig. 7(e) with Fig. 7(f), we can observe that the effect of the independent electron Green function \( G^0_{ss} \) is to add an approximately linear background to the total spectral density of the \( s \) orbital. The slope of this contribution is positive for \( \epsilon_s \lesssim -2 \) eV, and negative for \( \epsilon_s \gtrsim 2 \) eV.

We can find the value of \( \epsilon_s \) that gives the Fano factor \( q_F \) extracted from experimental measurements of the conductance of Co on Cu(111), that is, \( q_F = 0.18 \pm 0.03 \) [19]. By using Eq. (21), we find that \( \epsilon_s = 6.2 \) eV leads to \( q_F = 0.18 \). The \( \epsilon_s \) level position obtained is close to our estimation given by the bond-pair calculation of the energy level including the shift suggested by DFT results, which positioned the \( \epsilon_s \) level above the Fermi level at \( \epsilon_s \approx 5 \) eV (see Section IV B). This position of the energy level gives an occupation of the \( s \) orbital (Eq. (A13)) of 0.18 electrons, which is also consistent with our DFT results presented in Table I (\( s \) orbital occupation of 0.25).

We evaluate now how our results change when we neglect the surface states contribution. It has been found that a proper description of the surface states can be relevant in the calculation of the conductance spectra of adatoms in metallic (111) surfaces [6, 14]. In Fig. 7(c) we observe that the change in the Anderson widths induced by the exclusion of the surface state couplings strongly modifies the Fano factor \( q_F \) that determines the interference line shape of \( \text{Im}G_s^{(c)} \) shown in Fig. 7(e). When the \( s \) energy level is located at \( 2 \) eV \( \lesssim \epsilon_s \lesssim 8 \) eV, the dip observed when the SS are included changes to a peak when their contribution is neglected (Fig. 7(e)), corresponding to a Fano factor \( q_F > 1 \) (Fig. 7(c)). Between \(-2 \) eV \( \lesssim \epsilon_s \lesssim 1 \) eV, the Fano factor is \( q_F < -1 \) and a peak structure is also observed in the case of neglecting the couplings with the Shockley states (Fig. 7(e)). Only for a large negative value of \( \epsilon_s = -8 \) eV we obtain a dip-like structure in the case of disregarding the presence of the surface states. This position of the energy level \( \epsilon_s \), well below the Fermi level, can not be justified. In summary, if we do not consider the coupling of the Co adatom with the surface states of Cu(111), the dip-like structure obtained at reasonable values of \( \epsilon_s \) is transformed into a peak-like structure. This result shows that the localized surface states play a key role in the conductance spectra through the strong hybridization with the Co 4s orbital. Then, a correct description of the surface states is especially important in this system.

### D. Conductance spectra and dependence with the atom-tip distance

We continue now with the Green functions given by our correlated calculation. The calculations were made with the energy splitting calculated by using the bond-pair model, presented in Section IV B, and for different energy shifts. We considered a temperature \( T = 4.2 \) K. In Fig. 8 we present the resulting \( \text{Im}G_{d_{z^2}} \) and \( \text{Im}G_{s}^{(c)} \), for energy level positions between \( \epsilon_{E1} = -0.2 \) eV and \( \epsilon_{E1} = 0.6 \) eV, that is, between \( \epsilon_{A1} = -0.1 \) eV and \( \epsilon_{A1} = 0.7 \) eV. Recall that the value \( \epsilon_{E1} = -0.2 \) eV was suggested by the comparison between our NC model and DFT results in Section IV B.

We see in Fig. 8(a) that we obtain a better defined structure when we shift the energy level positions according to \( \epsilon_{E1} = 0.6 \) eV, which corresponds to \( \epsilon_{A1} = 0.7 \) eV. Panel (b) shows the different structures in \( \text{Im}G_{s}^{(c)} \) for the energy level positions considered. The structures vary with the energy levels, and change from a peak-like to a dip-like shape. Taking into account the experimental line shape [19, 22], our calculations at the energy level positions corresponding to \( \epsilon_{A1} = 0.7 \) eV reproduce qualitatively the experimental results. The better defined Kondo structure obtained introducing this shift to the energy levels resembles a Lorentzian peak, similar to the \( G_d \) used in Fig. 7. The shift of the energy levels to \( \epsilon_{A1} = 0.7 \) eV also leaves the 4s orbital energy at 5.6 eV, closer to the value suggested by the experimental \( q_F \) in Section V C.

In Fig. 8(c) we present the contributions of the possible fluctuations to \( \text{Im}G_{d_{z^2}} \), considering \( \epsilon_{A1} = 0.7 \) eV. The occurrence probabilities of the corresponding configurations involved in the three fluctuations (see Figs. 4(c) and 4(d)) suggest a Kondo regime for \( E1E1A1-E1E1 \) and \( E1E2A1-E1E1 \), and for \( E2E2A1-E2E2 \) a Kondo regime towards a mixed valence one. The structures shown in Fig. 8(c) indicate that the Kondo resonance is mainly defined by the fluctuation between the configurations \( E2E2A1 \) and \( E2E2 \). This contribution introduces an asymmetric structure, which is in turn translated into asymmetric structures in \( \text{Im}G_{s}^{(c)} \) in Fig. 8(b).
We should note that our description of the Kondo resonance is certainly limited by our approximation based on the EOM method closed up to a second order in the atom-band coupling. In Fig. 8(c), we fit a Fano function [2] to the result obtained at $\epsilon_{A1} = 0.7$ eV,

$$f_{FA}(\epsilon) = \frac{1}{1 + q_F^2} \left( \frac{(q_F^c + \epsilon)^2}{1 + \epsilon^2} - 1 \right),$$

considering a linear offset, an energy window of $\pm 0.01$ eV and with $\epsilon = (\omega - \omega_0)/k_B \Gamma_{FA}$. The fitting parameter $\omega_0$ corresponds to the center of the resonance, while $k_B$ is the Boltzmann constant. The resulting half width at half maximum $\Gamma_{FA} = 31.4 \pm 0.6$ K provides an estimation of the Kondo temperature [70,71], which is in reasonable agreement with experimental data [19].

When the tip is far from the surface, the dominant contribution to the conductance is given by $T_s$ (Eq. (11b)). In Fig. 9 we present $T_s$, calculated by considering $\epsilon_{A1} = 0.7$ eV and the bond-pair energy levels splitting. In order to infer the importance of a good description of the surface states, we also present the result obtained without including the Shockley surface states in the calculation of the self-energies, as discussed in Section V C. We consider for the conductance calculation a practically flat $\Gamma^{\text{DFT}}_{s-\text{tip}}$, which was adjusted from the result of $\Gamma^{\text{DFT}}_{s-\text{tip}}$ far from the Co atom (Fig. 6(b)). We compare the results with available experimental data, measured by STM [19,22]. The experimental curves, given in arbitrary units, are scaled and vertically shifted to facilitate the comparison with our calculations.

In Fig. 10 we show the zero-bias conductance as a function of the tip-surface distance, compared with available experimental [20] and theoretical [10] data. Since the experimental distances are relative, we rigidly shift the experimental curve along the tip-surface distance axis to compare with our calculation [10]. It is worth mentioning that the referenced experimental and theoretical data were compared in Ref. [10], and that the shift introduced in the experimental data in Ref. [10] is 0.8 Å larger than the one used by us in Fig. 10. The theoretical results of Ref. [10] were calculated using an approach of DFT coupled with numerical renormalization group [72,73] (DFT+NRG). The authors use the Quantum ESPRESSO DFT code [74] and PBE functional to obtain the conductance through the Co adatom in a supercell approach. The results are then used to estimate the parameters for the Anderson impurity model in the wide band limit, by matching the DFT results to the Hartree-Fock solution of the Anderson model, and the Anderson Hamiltonian is then solved using NRG [10]. In Fig. 10, we observe an overall agreement between our results and the available data.

We stress the importance of a correct description of the surface states to account for the ZBA line shape (Section V C). In fact, deviations from experimental results of theoretical calculations of the ZBA of Co on Cu(111) have been related to a poor description of the surface states of Cu(111) [3,10]. Typical approaches to compute the Hamiltonian parameters, like that used in Ref. [10] or the embedded cluster calculation used in Ref. [3] require large supercells in the DFT calculation to describe the surface states [27] and are usually not considered due to the associated computational cost. Our description of the Hamiltonian parameters allows us to properly describe the coupling of the Co 4s orbital with the Cu(111) surface states, leading to an acceptable agreement with the observed ZBA and also with the measured tip-surface distance dependence of the conductance.
FIG. 10. (a) Calculated conductance for a Co adatom on Cu(111) as a function of the tip-surface distance, compared with experimental data from Vitali et al. [20] and theoretical results from Baruselli et al. [10]. Given that the experimental data of Ref. [20] is given in terms of relative distances, we rigidly shift the experimental data to better compare with our results. This shift is 0.8 Å smaller than the one used in Ref. [10] with the same objective. (b) Shows the same data in logarithmic scale.

VI. CONCLUSIONS

We calculated the conductance spectra of a Co atom adsorbed on Cu(111) from first principles. We considered the Co 3d orbitals within a multiorbital correlated model and introduced the 4s orbital within a mean-field like approximation.

Among the d orbitals, only d_{z^2} couples with the s orbital through the substrate bands. The influence of the d_{z^2} orbital in the Co 4s spectral density introduces a zero-bias anomaly in its contribution to the conductance spectra. In this way, both conduction channels (s and d_{z^2}) interfere to produce a Fano structure in the s contribution to the conductance spectra, which dominates the total conductance when the tip is far from the surface.

Our proposal satisfactorily describes several features experimentally observed in the conductance spectra of the Co on Cu(111) system: the dip structure of the zero-bias anomaly around the Fermi energy, the resonance-like structure close to the surface state low band edge, and the tip-adsorbate distance dependence in the tunneling regime. Nevertheless, our theoretical description of the Kondo resonance is limited by our approximated calculation based on the equations of motion method closed up to a second order in the atom-band coupling.

We showed the importance of a proper description of the interaction of the Co adatom with the surface states present in Cu(111), which can be conceptually extended to other (111) surfaces like Ag(111) and Au(111). Neglecting the contribution of these states in the Anderson widths completely changes the shape of the zero-bias anomaly, from a dip-like structure to a peak-like structure, and eliminates the resonance feature located close to the onset of the surface state bands.
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Appendix A: Green functions expressions

We propose the following Green functions,

\[
G_{pq}(t', t) = i\theta(t' - t) \langle \{ |S, M\rangle_p \langle S - \frac{1}{2}, M - \sigma \rangle_q (t'), |S - \frac{1}{2}, M - \sigma \rangle_q (S, M\rangle_p (t) \}angle
\]  \quad (A1a)

\[
G_{ss}(t', t) = i\theta(t' - t) \langle \{ \hat{c}_{s\sigma}^\dagger(t'), \hat{c}_{s\sigma}(t) \}\rangle
\]  \quad (A1b)

\[
G_{pq}^{ss}(t', t) = i\theta(t' - t) \langle \{ |S, M\rangle_p \langle S - \frac{1}{2}, M - \sigma \rangle_q (t'), \hat{c}_{s\sigma}(t) \}angle
\]  \quad (A1c)

\[
G_{q's'}^{t's'}(t', t) = i\theta(t' - t) \langle \{ \hat{c}_{s\sigma}^\dagger(t'), |S - \frac{1}{2}, M - \sigma \rangle_q (S, M\rangle_p (t) \}angle
\]  \quad (A1d)

Since the off-diagonal Anderson widths of the d orbitals are zero (\( \Gamma_{d,d_j}^q = 0 \text{ eV for } i \neq j \)), we do not require to compute functions of the form \( G_{pq}^{t'q'} \) with \( p, q \neq p', q' \). We use the equation of motion method to evaluate the evolution of Eq. (A1) with the Hamiltonian (1) and close the system of equations in a second order in the atom-band coupling term.

In equilibrium, the Fourier transform of \( G_{pq} \) in Eq. (A1a) is given by

\[
G_{pq}(\omega) = \frac{O_{pq} + X_{pq}(\omega)}{\omega - \epsilon_{d(p,q)} - \Sigma_{pq}(\omega)}.
\]  \quad (A2)

The expressions for the terms of Eq. (A2) are given by
\[
O_{pq} = \langle S \rangle_p + \langle S - \frac{1}{2} \rangle_q \\
\Sigma_{pq} = g_1 \sum_{q' \in p} \Sigma_{d(p,q')}^+(\omega - \Delta \epsilon_{d(p,q')}^+) + g_S \sum_{p' \ni q} \Sigma_{d(p',q)}^-(\omega - \Delta \epsilon_{d(p',q)}^-) \\
+ g_1 \sum_{q' \in p} \sigma_{sd(p,q')}^+(\omega - \Delta \epsilon_{d(p,q')}^+) \Sigma_{sd(p,q')}^+(\omega - \Delta \epsilon_{d(p,q')}^+) \\
+ g_S \sum_{p' \ni q} \sigma_{sd(p',q)}^-(\omega - \Delta \epsilon_{d(p',q)}^-) \Sigma_{sd(p',q)}^-(\omega - \Delta \epsilon_{d(p',q)}^-) \\
X_{pq} = g_1 \sum_{q' \in p} \Xi_{d(p,q'),G_{pq'}}^0 (\omega - \Delta \epsilon_{d(p,q')}^+) - g_S \sum_{p' \ni q} \Xi_{d(p',q)}^0 (\omega - \Delta \epsilon_{d(p',q)}^-) \\
+ g_1 \sum_{q' \in p} \Xi_{sd(p,q'),G_{pq'}}^0 (\omega - \Delta \epsilon_{d(p,q')}^+) - g_S \sum_{p' \ni q} \Xi_{sd(p',q)}^0 (\omega - \Delta \epsilon_{d(p',q)}^-) \\
- g_S \sum_{p' \ni q} \sigma_{sd(p',q)}^- (\omega - \Delta \epsilon_{d(p',q)}^-) \Xi_{sd(p',q)}^0 (\omega - \Delta \epsilon_{d(p',q)}^-) + \Xi_{sd(p,q')}^0 (\omega - \Delta \epsilon_{d(p,q')}^-) + \Xi_{sd(p',q)}^0 (\omega - \Delta \epsilon_{d(p',q)}^-),
\]

We use the following notation for the occurrence probabilities,
\[
\langle S, M \rangle_p \langle S, M \rangle_p = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega f_c(\omega) \text{Im} G_{pq}(\omega) \equiv \langle S \rangle_p
\]
\[
\langle S - \frac{1}{2}, m \rangle_q \langle S - \frac{1}{2}, m \rangle_q = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega f_> (\omega) \text{Im} G_{pq}(\omega) \equiv \langle S - \frac{1}{2} \rangle_q,
\]
which are independent of the spin projection due to the spin degeneracy assumed. The hole occupation of the \( d_i \) orbital is obtained from Eq. (A4) by summing over the configurations where the \( d_i \) orbital is occupied,
\[
a_{d_i} = \gamma_S \sum_{p \ni d_i} \langle S \rangle_p + (\gamma_S - 1) \sum_{q \ni d_i} \langle S - \frac{1}{2} \rangle_q,
\]
where \( \gamma_S = 2S + 1 \) accounts for the sum over the spin projection index.

The total self-energies \( \Sigma_{pq} \) are defined in terms of the Anderson, lesser and greater self-energies,
\[
\Sigma_{ab}^{\langle 0/\rangle}(\omega) = \sum_k \frac{V_{ka}^* V_{kb}}{\omega - \epsilon_k - i\eta} f_{\langle 0/\rangle} (\epsilon_k),
\]
with \( a \) and \( b \) replaced by \( s \) or \( d \), \( \Sigma_\alpha = \Sigma_{\alpha a} \) and \( i\eta \) an infinitesimal imaginary quantity. The self-energies are evaluated considering the energy level splittings, \( \Delta \epsilon_{d(p,q)}^\pm = \epsilon_{d(p,q)}^- - \epsilon_{d(p',q')}^+ \) and coefficients related to Hund’s rule coupling, \( g_1 = 1 \) and \( g_S = 1 + \frac{1}{2S} \). The restriction \( q' \in p \) in the sums of Eq. (A3) enables only the \( q' \) configurations which have allowed transitions with \( p \), that is, those for which there is an active orbital \( d(p, q') \). A similar restriction, \( p' \ni q \), accounts for the complementary case. We work in the hole formalism, where the Fermi function is defined as
\[
f_c(\epsilon) = 1 - \frac{1}{1 + e^{(\epsilon - \mu)/k_B T}},
\]
being \( \mu \) the chemical potential, \( k_B \) the Boltzmann constant and \( T \) the temperature. We define \( f_> (\epsilon) = 1 - f_c (\epsilon) \) and for convenience we introduce the notation \( f_0 (\epsilon) = 1 \).

The atom-band derived terms \( X_{pq} \) are given by the operator \( \Xi \),
\[
\Xi [\Sigma, G] (\tilde{\omega}) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega' \frac{f_c (\omega')}{\omega' - \tilde{\omega} + i\eta} \left( \text{Im} \left( \Sigma (\omega') G(\omega') \right) - \Sigma (\tilde{\omega}) \text{Im} G(\omega') \right).
\]

The effects introduced by the \( s \) orbital on the \( d \) orbitals are related to the factor
\[
\sigma_{sd, \omega} = \frac{\Sigma_{sd, \omega}}{\omega - \epsilon_s - \Sigma_{d, \omega}},
\]
(9)
which involves the off-diagonal self-energy $\Sigma_{sd}^0$ between the $s$ and $d_i$ orbitals.

The Green function of Eq. (A1c), involving operators of $s$ and $d$ orbitals, is given by

$$G_{pq}^{ss} = \sigma_{sd(p,q)}(\omega)G_{pq}(\omega)$$

(A10)

and a similar expression is found for Eq. (A1d).

The Green function related to the $s$ orbital is given by

$$G_{ss}(\omega) = G_{ss}^0(\omega) + \frac{\gamma_S}{2} \sum_{pq} (\sigma_{sd(p,q)}(\omega))^2 G_{pq}(\omega).$$

(A11)

The independent particle Green function $G_{ss}^0$ is

$$G_{ss}^0(\omega) = \frac{1}{\omega - \epsilon_s - \Sigma^0_s(\omega)}.$$

(A12)

The occupation of the $s$ orbital is given by

$$O_{ss} = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega f_<(\omega) \text{Im} G_{ss}(\omega).$$

(A13)

Equations (A2) and (A11) are then used to define the orbital Green functions of Eq. (4), where the sum over the spin index is done.

**Appendix B: Configurations**

The possible configurations of Co on Cu(111) are presented in Tables IIa and IIb. They correspond to the five non-equivalent possibilities in which the orbitals of the states with $S = \frac{3}{2}$ ($P$) can be filled with three holes, and the five possibilities to fill the $d$ orbitals with two holes in order to build the $S = \frac{1}{2}$ ($Q$) configurations. In the same way, the 11 non-equivalent fluctuations giving place to the required Green functions are those of Table IIc.

| $P$       | $Q$     | Fluctuation | $P$ | $Q$ | $D(P,Q)$ | Fluctuation | $P$ | $Q$ | $D(P,Q)$ |
|-----------|---------|-------------|-----|-----|----------|-------------|-----|-----|----------|
| E1E1E2    | E1E1    | 1           | E1E2 | E1E1 | E2       | 7           | E1E2A1 | E1A1 | E2       |
| E1E2E2    | E1E2    | 2           | E1E2 | E1E2 | E2       | 8           | E1E2A1 | E1E2 | A1       |
| E1E1A1    | E2E2    | 3           | E1E2 | E2E2 | E2       | 9           | E1E2A1 | E2A1 | E1       |
| E1E2A1    | E1A1    | 4           | E1E2 | E2E2 | E1       | 10          | E2E2A1 | E2A1 | E2       |
| E2E2A1    | E2A1    | 5           | E1E1 | E1E1 | A1       | 11          | E2E2A1 | E2E2 | A1       |
| (a) $S = \frac{3}{2}$ |          |             | (b) $S = \frac{1}{2}$ |          | (c) Non-equivalent fluctuations. |

TABLE II. The five non-equivalent possibilities for (a) $S = \frac{3}{2}$ ($P$) and (b) $S = \frac{1}{2} = 1$ ($Q$), to accommodate the corresponding holes into the three symmetry groups: $E1$, $E2$ and $A1$. (c) Non-equivalent fluctuations between the five sets of configurations with three holes ($P$) and the five with two holes ($Q$) of the Co orbitals splitted into the three symmetry groups. The symmetry of the active orbital involved in the transition is indicated by $D(P,Q)$.
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