Sufficient conditions for the unique solution of a class of new Sylvester-like absolute value equation
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Abstract

In this paper, a class of new Sylvester-like absolute value equation (AVE) $AXB - |CXD| = E$ with $A, C \in \mathbb{R}^{m \times n}$, $B, D \in \mathbb{R}^{p \times q}$ and $E \in \mathbb{R}^{m \times q}$ is considered, which is quite distinct from the published work by Hashemi [Applied Mathematics Letters, 112 (2021) 106818]. Some sufficient conditions for the unique solution of the Sylvester-like AVE are obtained.
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1 Introduction

As is known, the standard absolute value equation (AVE)

\[ Ax + |x| = f \] (1.1)

and its general version

\[ Ax + C|x| = f \] (1.2)

are very strong tools in the field of optimization, including the complementarity problem, linear programming and convex quadratic programming, where $A$ and $C$ may be rectangular matrices of the same order. Based on this, the AVE (1.1)/(1.2) has caused wide public concern over the recent years.

The AVE (1.2) was first introduced in [1] by Rohn. Therewith, its main research contents consist of two aspects: one is to multifarious numerical methods for obtaining its numerical
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solution, see [2–11], and the other is theoretical analysis, including the existence of solvability, bounds for the solutions, various equivalent reformulations, and so on, see [12–18].

Recently, in [19], Hashemi generalized the concept of absolute value equation and considered the following Sylvester-like absolute value equation (AVE)

\[ AXB + C|X|D = F, \]

where \( A, C \in \mathbb{R}^{m \times n}, B, D \in \mathbb{R}^{p \times q}, F \in \mathbb{R}^{m \times q} \) are given. For the Sylvester-like AVE (1.3), Hashemi in [19] established some sufficient conditions for its unique solution. Further, in [20], Wang and Li considered the Sylvester-like AVE (1.3) with square coefficient matrices. Some new sufficient conditions were gained in [20], which are different from the results in [19].

Further, in [21], Wu found a type of new generalized absolute value equation (NGAVE), which is below

\[ Ax - |Bx| = d, \]

with \( A, B \in \mathbb{R}^{n \times n} \) and \( d \in \mathbb{R}^n \). Likewise, Wu in [21] established some necessary and sufficient conditions for the unique solution of the NGAVE (1.4). Clearly, the NGAVE (1.4) is quite different from the AVE (1.2).

Inspired by the work in [21], together with the Sylvester-like AVE (1.3), in this paper, we consider a type of new Sylvester-like absolute value equation (AVE) below

\[ AXB - |CXD| = F, \]

where \( A, C \in \mathbb{R}^{m \times n}, B, D \in \mathbb{R}^{p \times q}, F \in \mathbb{R}^{m \times q} \) are given. Here, the new Sylvester-like AVE (1.5) not only is the generalization form of the GAVE (1.4), but also is from other fields, such as interval matrix equations [22–27], robust control [28], and so on. Similar to the Sylvester-like AVE (1.3), the theory and practice of the new Sylvester-like AVE (1.5) is still interested and challenged because of the nonlinear and nondifferentiable term \(|CXD|\) in (1.5). This is our motivation for this paper. At present, to our knowledge, for the unique solution of the new Sylvester-like AVE (1.5), the necessary and sufficient condition is vacant. Based on this, the goal of the present paper is to fill in this vacant, gain some sufficient conditions for the unique solution of the new Sylvester-like AVE (1.5). What’s more, some useful necessary and sufficient conditions for the unique solution of the new Sylvester-like AVE (1.5) are obtained with square coefficient matrices.

2 Main result

In this section, we will present some conditions for the unique solution of the new Sylvester-like AVE (1.5). To achieve this goal, by using the Kronecker product and the vec operator, the new Sylvester-like AVE (1.5) can be expressed as the NGAVE below

\[ Sx - |Tx| = f \]

with \( S = B^T \otimes A, T = D^T \otimes C, x = \text{vec}(X) \) and \( f = \text{vec}(F) \), where ‘\( \otimes \)’, ‘\( \text{vec} \)’ stand for the Kronecker product and the vec operator, respectively.
To discuss the sufficient condition for the unique solution of the new Sylvester-like AVE (1.5), Lemmas 2.1, 2.2, 2.3 and 2.4 are required.

**Lemma 2.1** [21] Let matrix $A$ in (1.4) be nonsingular. If
\[ \rho((I - 2D)BA^{-1}) < 1 \] (2.2)
for any diagonal matrix $D = \text{diag}(d_i)$ with $d_i \in [0, 1]$, then the NGAVE (1.4) for any $d \in \mathbb{R}^n$ has a unique solution.

**Lemma 2.2** [21] The NGAVE (1.4) for any $d \in \mathbb{R}^n$ has a unique solution if and only if matrix $A + (I - 2D)B$ is nonsingular for any diagonal matrix $D = \text{diag}(d_i)$ with $d_i \in [0, 1]$.

**Lemma 2.3** [29] Let $A, B \in \mathbb{R}^{n \times n}$. Then
\[ \sigma_i(A + B) \geq \sigma_i(A) - \sigma_1(B), i = 1, 2, \ldots, n, \]
where $\sigma_1 \geq \ldots \geq \sigma_n \geq 0$ are the singular values of matrix.

Based on Lemmas 2.2 and 2.3, Lemma 2.4 can be obtained.

**Lemma 2.4** If
\[ \sigma_1(B) < \sigma_n(A) \] (2.3)
where $\sigma_1$ and $\sigma_n$ denote the largest and smallest singular value, respectively, then the NGAVE (1.4) for any $d \in \mathbb{R}^n$ has a unique solution.

**Proof.** Based on Lemma 2.3, the NGAVE (1.4) has a unique solution for any $d \in \mathbb{R}^n$ when the matrix $A + (I - 2D)B$ is nonsingular for any diagonal matrix $D = \text{diag}(d_i)$ with $0 \leq d_i \leq 1$. So, let $\sigma_n(A + (I - 2D)B)$ stand for the minimal singular value of the matrix $A + (I - 2D)B$. Based on Lemma 2.3, we have
\[ \sigma_n(A + (I - 2D)B) \geq \sigma_n(A) - 2\sigma_1((I - 2D)B). \]
Since $\sigma_1((I - 2D)B) \leq \sigma_1((I - 2D))\sigma_1(B) \leq \sigma_1(B)$, the result in Lemma 2.4 holds under the condition (2.3). \qed

Based on the above lemmas, we can present some conditions for the unique solution of the new Sylvester-like AVE (1.5) for any $F$. First, by using Lemma 2.1 indirectly, we can obtain the following result, see Theorem 2.1.

**Theorem 2.1** Let $A, B$ be square nonsingular matrix in (1.5). If
\[ \rho((I - 2\Lambda)((B^{-1}D)^T \otimes CA^{-1})) < 1 \] (2.4)
for any diagonal matrix $\Lambda = \text{diag}(\lambda_i)$ with $\lambda_i \in [0, 1]$, then the new Sylvester-like AVE (1.5) has a unique solution for any $F$. 
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Proof. Since 
\[ S^{-1} = (B^T \otimes A)^{-1} = B^{-T} \otimes A^{-1}, \]
we have 
\[ TS^{-1} = (D^T \otimes C)(B^{-T} \otimes A^{-1}) = D^T B^{-T} \otimes CA^{-1} = (B^{-1} D)^T \otimes CA^{-1}. \]

Based on Lemma 2.1, clearly, the result in Theorem 2.1 is right. \(\square\)

Clearly, we can use \(\rho(((B^{-1} D)^T \otimes CA^{-1})(I - 2\Lambda)) < 1\) instead of the condition (2.4) in Theorem 2.1.

In fact, the condition (2.4) in Theorem 2.1 is not easy to implement in practice. Even if the condition (2.4) in Theorem 2.1 can be executed, the number of arithmetic operations is required to compute the spectral radius of the huge matrix. For instance, for \(A, C \in \mathbb{R}^{n \times n}\) and \(B, D \in \mathbb{R}^{m \times m}\), the number of arithmetic operations is \(O(n^3 m^3)\). Therefore, the sum of the powers here is \(3 + 3 = 6\), i.e., the complexity here is sextic. Faced with this situation, we have to get some conditions that can be detected. By the simple calculation, we have
\[
(I - 2\Lambda)((B^{-1} D)^T \otimes CA^{-1}) \leq |(I - 2\Lambda)((B^{-1} D)^T \otimes CA^{-1})| \\
\leq |I - 2\Lambda||(B^{-1} D)^T \otimes CA^{-1})| \\
\leq |(B^{-1} D)^T \otimes CA^{-1})| \\
= |(B^{-1} D)^T| \otimes |CA^{-1}|.
\]

Note that
\[
\rho((|B^{-1} D|^T \otimes |CA^{-1}|)) = \rho(|(B^{-1} D)^T|)\rho(|CA^{-1}|) = \rho(|B^{-1} D|)\rho(|CA^{-1}|).
\]

So, we have the following result, see Theorem 2.2.

**Theorem 2.2** Let \(A, B\) be square nonsingular matrix in (1.5). If
\[
\rho(|B^{-1} D|)\rho(|CA^{-1}|) < 1,
\]
then the new Sylvester-like AVE (1.5) has a unique solution for any \(F\).

In addition, based on Theorem 5.6.10 in [30], we also have
\[
\rho((I - 2\Lambda)((B^{-1} D)^T \otimes CA^{-1})) \leq \sigma_1((I - 2\Lambda)((B^{-1} D)^T \otimes CA^{-1})) \\
\leq \sigma_1(I - 2\Lambda)\sigma_1((B^{-1} D)^T \otimes CA^{-1}) \\
\leq \sigma_1((B^{-1} D)^T \otimes CA^{-1}) \\
= \sigma_1((B^{-1} D)^T)\sigma_1(CA^{-1}) \\
= \sigma_1(B^{-1} D)\sigma_1(CA^{-1}).
\]

Based on this, Theorem 2.3 can be obtained.
Theorem 2.3 Let $A, B$ be square nonsingular matrix in $\mathbb{R}^{n \times n}$. If
\[ \sigma_1(B^{-1}D)\sigma_1(CA^{-1}) < 1, \] 
then the new Sylvester-like AVE (1.1) has a unique solution for any $F$.

Compared with Theorem 2.1, indeed, the conditions of Theorems 2.2 and 2.3 can be easy to execute. Here, it is noted that the conditions of Theorems 2.2 and 2.3 only work if $A$ and $B$ are nonsingular. In addition, for a general square matrix $H$, there is no relations between $\sigma_1(H)$ and $\rho(|H|)$ unless one adds yet more additional requirements. Based on this fact, Theorem 2.3 sometimes performs better than Theorem 2.2, vice versa.

To obtain the sufficient condition that is more general, based on Lemma 2.4, Theorem 2.4 can be obtained and its proof is omitted.

Theorem 2.4 If
\[ \sigma_1(C)\sigma_1(D) < \sigma_n(A)\sigma_n(B) \] 
then the new Sylvester-like AVE (1.1) has a unique solution for any $F$.

Compared with Theorems 2.2 and 2.3, Theorem 2.4 not only is fit for the square matrix, but also is fit for the rectangular matrix. This implies that the condition (2.7) in Theorem 2.4 is indeed more general.

It is not difficult to find that all the conditions of Theorems 2.2, 2.3 and 2.4 can be checked. Not only that, the computational complexity of all the conditions in Theorems 2.2, 2.3 and 2.4 is cubic.

By the way, for $m = n = p = q$ in (1.3), combining Theorems 3.1 and 3.2 in [21], with Lemma 2.4, we can obtain the following necessary and sufficient conditions for the unique solution of the new Sylvester-like AVE (1.3), see Theorem 2.5.

Theorem 2.5 Let $S = B^T \otimes A$, $T = D^T \otimes C$. Then the following statements are equivalent:
1. the new Sylvester-like AVE (1.1) has a unique solution for any $F \in \mathbb{R}^{n \times n}$;
2. $\{S + T, S - T\}$ has the row $\mathcal{W}$-property;
3. \( \text{det}(F_1(S+T)+F_2(S-T)) \neq 0 \) for arbitrary nonnegative diagonal matrices $F_1, F_2 \in \mathbb{R}^{n \times n}$ with $\text{diag}(F_1 + F_2) > 0$;
4. matrix $(S - T)(S + T)^{-1}$ is a $P$-matrix (all its principal minors are positive), where matrix $S + T$ is invertible;
5. matrix $S + (I - 2\Lambda)T$ is nonsingular for any diagonal matrix $\Lambda = \text{diag}(\lambda_i)$ with $\lambda_i \in [0, 1]$.

Since the order of the matrices $S$ and $T$ in Theorem 2.5 is $n^2 \times n^2$, the number of arithmetic operations required to check both parts 2, 3, 4 and 5 of Theorem 2.5 is at least sextic, i.e., $\mathcal{O}(n^6)$. Therefore, the computational complexity of all the conditions in Theorem 2.5 is at least $\mathcal{O}(n^6)$. 
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3 Conclusions

In this paper, the unique solution of a type of new Sylvester-like absolute value equation (AVE) $AXB - |CXD| = E$ with $A, C \in \mathbb{R}^{m \times n}$, $B, D \in \mathbb{R}^{p \times q}$ and $E \in \mathbb{R}^{m \times q}$ has been discussed. Some useful sufficient conditions for the unique solution of the new Sylvester-like AVE are obtained. Particularly, all the sufficient conditions of Theorems 2.2, 2.3 and 2.4 can be checked with a cubic complexity in the light of the order of the input matrices.
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