An Extended Scheme for Shape Matching with Local Descriptors

Kazunori IWATA\textsuperscript{1(a)}, Member, Hiroki YAMAMOTO\textsuperscript{1}, Nonmember, and Kazushi MIMURA\textsuperscript{1}, Member

SUMMARY Shape matching with local descriptors is an underlying scheme in shape analysis. We can visually confirm the matching results and also assess them for shape classification. Generally, shape matching is implemented by determining the correspondence between shapes that are represented by their respective sets of sampled points. Some matching methods have already been proposed; the main difference between them lies in their choice of matching cost function. This function measures the dissimilarity between the local distribution of sampled points around a focusing point of one shape and the local distribution of sampled points around a referring point of another shape. A local descriptor is used to describe the distribution of sampled points around the point of the shape. In this paper, we propose an extended scheme for shape matching that can compensate for errors in existing local descriptors. It is convenient for local descriptors to adopt our scheme because it does not require the local descriptors to be modified. The main idea of our scheme is to consider the correspondence of neighboring sampled points to a focusing point when determining the correspondence of the focusing point. This is useful because it increases the chance of finding a suitable correspondence. However, considering the correspondence of neighboring points causes a problem regarding computational feasibility, because there is a substantial increase in the number of possible correspondences that need to be considered in shape matching. We solve this problem using a branch-and-bound algorithm, for efficient approximation. Using several shape datasets, we demonstrate that our scheme yields a more suitable matching than the conventional scheme that does not consider the correspondence of neighboring sampled points, even though our scheme requires only a small increase in execution time.
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1. Introduction

Shape matching with local descriptors (LDs) refers to an underlying scheme in shape analysis, whose results are useful for shape classification. Regarding shape classification, in recent years there has been renewed interest in deep learning-based methods\cite{1,2,3}. Typically, deep learning-based methods require preprocessing to extract the features of a shape and construct a feature vector as an input signal to a large-scale neural network. Additionally, they require a large number of feature vectors and a long period of time to train the network before performing classification using the network. It is troublesome for human experts to elaborate on why the network reached a particular classification solution. In contrast to classification based on such a machine learning method, shape matching with LDs is quite simple to perform and does not require preprocessing, such as creating feature vectors and the training period associated with them. In addition, because the matching results can be understood visually by human experts, it is possible to explain why the classifier arrived at a particular solution, by checking the matching results. Thus, shape matching with LDs is a type of explainable artificial intelligence, which has been discussed recently in\cite{4,5,6}.

A shape is formed of contours, such as handwriting with a pen or boundaries obtained by image segmentation. When we ignore the stroke order and number of contours, the contours can be expressed as a finite set of points, using contour sampling. Shape matching is implemented by determining the correspondence between the sets of sample points of each shape. Although several matching methods have been studied in the past few decades\cite{7,8,9,10,11}, the main difference between them is their choice of matching cost function (MCF). The MCF measures the dissimilarity between the local distribution of sample points around a focusing point of one shape and the local distribution of sample points around a referring point of another shape. An LD of a shape at a sample point is usually used to describe the distribution of sample points that is available only around the specified sample point of the shape.

Presenting a new LD that is superior to existing LDs constitutes the mainstream of research in shape matching, but we are not concerned with this in this paper. We approach the improvement of shape matching from a different perspective. We propose an effective scheme for determining the correspondence between shapes that can compensate for errors in existing local descriptors without the need to modify them. The key point of our scheme is to consider the correspondence of neighboring sample points of a focusing sample point when determining the correspondence of the focusing sample point. Consequently, we can increase the chance of finding an appropriate correspondence. However, considering neighboring sample points causes another problem: there is a substantial increase in the number of correspondences that we have to check for matching. Our proposal for solving this problem is to introduce an efficient approximation to reduce the number of correspondences. Using several shape datasets, we demonstrate that our scheme yields a better correspondence than the conventional scheme that does not consider the correspondence of neighboring sample points, even though our scheme requires only a small increase in execution time.
The structure of this paper is as follows. We briefly describe the conventional scheme for matching in Sect. 2, and present our scheme, which is helpful for some LDs, in Sect. 3. Using several shape datasets, we compare the conventional scheme with our scheme in Sect. 4. Finally, we present the conclusions about our scheme in Sect. 5.

2. Shape Matching Scheme

We begin with the formulation of shape matching. We use $S$ to denote a shape formed of contours in the $x$-$y$ plane. Using contour sampling (for an example of sampling, see [12], [13]), the shape can be expressed as a finite set of points.

Let $\hat{S}$ be this finite set of points. Throughout this paper, such a finite set of points is called a sample set, and an element of a sample set is called a sample point. Thus, because shapes are expressed by their sample sets, shape matching involves determining the correspondence between the sample set of one shape and that of another.

Let $\mathbb{R}$ be the set of real numbers and $\mathbb{R}_+^*$ the set of nonnegative real numbers. Let $S_1$ and $S_2$ denote shapes, and $\hat{S}_1$ and $\hat{S}_2$ their respective sample sets. Assume that the correspondence between the shapes is expressed by a map: $M: \hat{S}_1 \rightarrow \hat{S}_2$. According to [7], [10], given an MCF $C: \hat{S}_1 \times \hat{S}_2 \rightarrow \mathbb{R}_+^*$, the correspondence in terms of $C$ is defined as

$$ \hat{M} = \arg \min_{M \in M(\hat{S}_1, \hat{S}_2)} \frac{1}{|\hat{S}_1|} \sum_{p \in \hat{S}_1} C(p, M(p)), $$

where $M(\hat{S}_1, \hat{S}_2)$ is the set of maps from $\hat{S}_1$ to $\hat{S}_2$, and $|\hat{S}_1|$ is the number of elements in $\hat{S}_1$. Intuitively, the MCF quantifies the dissimilarity between the local distribution of sample points around $p$ in $\hat{S}_1$ and the local distribution of sample points around $M(p)$ in $\hat{S}_2$. Regarding the correspondence $\hat{M}$, the matching cost between the shapes is calculated as

$$ d(S_1, S_2; \hat{M}) = \frac{1}{|\hat{S}_1|} \sum_{p \in \hat{S}_1} C(\hat{p}, \hat{M}(p)) + \sigma(\hat{S}_1, \hat{S}_2), $$

where $\sigma$ is a function such that the larger the difference between $|\hat{S}_1|$ and $|\hat{S}_2|$, the larger the value of $\sigma$. We describe the concrete MCFs of several LDs in Sect. 4.1. Constructing $\hat{M}$ in (1) has a relatively small computational cost. For any $p \in \hat{S}_1$, we obtain

$$ \hat{q} = \arg \min_{q \in \hat{S}_2} C(p, q), $$

and construct $\hat{M}$ such that $\hat{q} = \hat{M}(p)$. Hence, obtaining $\hat{M}$ involves computing $C(p, q) |\hat{S}_1||\hat{S}_2|$ times.

3. Proposed Matching Scheme

In this section, we extend the correspondence so that it depends not only on $p$ but also on the neighboring sample points of $p$.

3.1 Two Types of Probability Density Estimator

Let $r_1^{(k)}$ be the Euclidean distance between $p \in \hat{S}_1$ and the point in $\hat{S}_2$ that is the $k$-th nearest to $p$. Using $r_1^{(k)}$, we can define the $k$ nearest neighboring points of $p$ as

$$ N_1(p; k) = \{q \in \hat{S}_1 \mid \|p - q\| \leq r_1^{(k)}\}, $$

where $\| \cdot \|$ denotes the Euclidean norm. Similarly, let $r_2^{(k)}$ be the Euclidean distance between $M(p) \in \hat{S}_2$ and the point in $\hat{S}_2$ that is the $k$-th nearest to $M(p)$, and define the $k$ nearest neighboring points of $M(p)$ as

$$ N_2(M(p); k) = \{q \in \hat{S}_2 \mid \|M(p) - q\| \leq r_2^{(k)}\}. $$

Based on these two sets, we provide their respective probability densities using the $k$ nearest neighboring estimates [14], [15], as follows: for all $i \in \{1, 2\}$,

$$ \rho_i(p; k, M) = \frac{k}{|\hat{S}_i| V_i(M(p); k)}, $$

where $V_1(M(p); k)$ and $V_2(M(p); k)$ denote the volume of the minimum circles centered at $M(p)$ that contain all the points in $M(N_1(p; k))$ and $N_2(M(p); k)$, respectively, where

$$ M(N_1(p; k)) = \{M(q) \in \hat{S}_2 \mid q \in N_1(p; k)\}. $$

This is a set of sample points in $\hat{S}_2$ that are mapped by $M$ from $N_1(p; k)$. In fact, $V_1(M(p); k)$ and $V_2(M(p); k)$ are the areas defined by

$$ V_1(M(p); k) = \pi \max_{q \in M(N_1(p; k))} \|M(p) - q\|^2, $$

$$ V_2(M(p); k) = \pi \left(\frac{r_2^{(k)}}{2}\right)^2, $$

respectively.

Figure 1 illustrates an example of matching two shapes with a map $M$ in the case of $k = 3$. In the figure, the dots represent the sample points of shapes and the arrows represent the map from the sample set of one shape (on the left-hand side) to that of another shape (on the right-hand side). Let $p$ be the red point of the shape on the left-hand side, and let $M(p)$ be the red point on the right-hand side. Then, $N_1(p; 3)$ in (4) is depicted as the set of dots surrounded by the dashed line, and $M(N_1(p; 3))$ in (7) is depicted as the
set of dots to which the blue arrows point. There are two solid-line circles centered at \( M(p) \) on the right-hand side. The smaller circle, with a green radius \( r_2 \), depicts the circle whose area is \( V_2(M(p); 3) \), and the larger circle, with radius max\( q \in M(N_1(p; 3)) \| M(p) - q \| \), depicts the circle whose area is \( V_1(M(p); 3) \). We can confirm from the figure that the difference in area between the two circles plays a vital role in measuring how the three points neighboring \( p \) remain close to \( M(p) \) when mapped by \( M \).

3.2 Scheme with Additional Cost

We present an extended scheme to determine a correspondence between shapes. The important point here is to incorporate the difference in area between the two circles into the matching cost of the two shapes. Given an MCF \( C : \hat{S}_1 \times \hat{S}_2 \to \mathbb{R}_+^* \), our correspondence is defined as

\[
\hat{M}^* = \arg \min_{M \in \mathcal{M}({\hat{S}_1}, {\hat{S}_2})} \frac{1}{|\hat{S}_1|} \sum_{p \in \hat{S}_1} \left[ C(p, M(p)) + \alpha \delta(p; k, M) \right],
\]

(10)

where \( \alpha \in \mathbb{R}_+^* \) is the mixing rate that weights the first and second terms in the parentheses. It is worth noting that \( \hat{M} = \hat{M}^* \) holds if \( \alpha = 0 \) in (10). The additional cost function \( \delta \) is defined by

\[
\delta(p; k, M) = \max \left\{ 0, 1 - \frac{\rho_1(p; k, M)}{\rho_2(p; k, M)} \right\},
\]

(11)

using the convention that \( \rho_1(p; k, M) / \rho_2(p; k, M) = \infty \) if \( \rho_2(p; k, M) = 0 \) holds. Using (10), we can define the dissimilarity based on \( \hat{M}^* \) as

\[
d(\hat{S}_1, \hat{S}_2; \hat{M}^*) = \frac{1}{|\hat{S}_1|} \sum_{p \in \hat{S}_1} \left[ C(p, \hat{M}^*(p)) + \alpha \delta(p; k, \hat{M}^*) \right] + \sigma(\hat{S}_1, \hat{S}_2).
\]

(12)

The density ratio \( \rho_1(p; k, M) / \rho_2(p; k, M) \) in (11) becomes small when the \( k \) nearest neighbors of \( p \) are mapped by \( M \) to be far away from \( M(p) \), and vice versa. Accordingly, if \( M(N_1(p; k)) \subset N_2(M(p); k) \) holds, then the density ratio is greater than one, and hence the additional cost is zero; otherwise, the additional cost takes a value between zero and one. Thus, we add the cost to preserve the neighboring points in matching shapes, to increase the chance of finding a good correspondence overall.

3.3 Computational Cost

As will be shown in the next section, our scheme sometimes improves the performance of shape matching. However, it causes another problem, related to computational feasibility. To determine \( M(p) \) for any sample point \( p \in \hat{S}_1 \), we require the correspondence of neighboring sample points of \( p \); that is, we require \( M(p') \) for all \( p' \in N_1(p; k) \). Similarly, to determine \( M(p'') \), we require \( M(p''') \) for all \( p''' \in N_1(p'; k) \), and so on. Thus, this straightforward computation involves checking all possible maps from \( \hat{S}_1 \) to \( \hat{S}_2 \). As a result, the computational cost of finding \( \hat{M}^* \) is substantial because the number of all possible maps is \(|S_1| \cdot |S_2| \cdot m_1 \cdot m_2 \), where \( m_1 = |\hat{S}_1| \) and \( m_2 = |\hat{S}_2| \). Our proposed solution to this problem is to introduce an approximation of \( \hat{M}^* \), by narrowing the candidates of the map for finding \( \hat{M}^* \) to

\[
\hat{M}(\hat{S}_1, \hat{S}_2; C, \epsilon) = \left\{ M \in \mathcal{M}(\hat{S}_1, \hat{S}_2) \mid \sum_{p \in \hat{S}_1} C(p, M(p)) \leq \sum_{p \in \hat{S}_1} C(p, \hat{M}(p)) + \epsilon \right\},
\]

(13)

for any tolerance \( \epsilon \in \mathbb{R}_+^* \). Each candidate map is one whose sum of matching costs, in terms of MCF, is close to that of \( \hat{M} \). It is important to note that this set satisfies

\[
\hat{M}(\hat{S}_1, \hat{S}_2; C, \epsilon) \subseteq \hat{M}(\hat{S}_1, \hat{S}_2),
\]

(14)

and it includes \( \hat{M} \) in (1). Only if \( \epsilon = 0 \). We can then define the approximation of \( \hat{M}^* \) as

\[
\hat{M}^* = \arg \min_{M \in \mathcal{M}(\hat{S}_1, \hat{S}_2; C, \epsilon)} \frac{1}{|\hat{S}_1|} \sum_{p \in \hat{S}_1} \left[ C(p, M(p)) + \alpha \delta(p; k, \hat{M}^*) \right]
\]

(15)

for any tolerance \( \epsilon \in \mathbb{R}_+^* \).

The summation in (15) consists of the MCF and additional cost. In many cases, the time complexity of the MCF of a specific LD is much greater than that of the additional cost. The additional cost derives from the \( k \) nearest neighboring points of \( p \) in \( \hat{S}_1 \) and those of \( M(p) \) in \( \hat{S}_2 \) in (4) and (5), respectively. If we apply the usual sorting operation, such as quicksort, then the average time complexity of the \( k \) nearest neighboring points of \( p \) in \( \hat{S}_1 \) is \( O(m_1 \log m_1) \), and that of the \( k \) nearest neighboring points of \( M(p) \) in \( \hat{S}_2 \) is \( O(m_2 \log m_2) \). We have used O-notation; refer to [16] for details.

3.4 Branch-and-Bound Method

Equation (15) is a combinatorial optimization problem whose goal is to find the best correspondence in the reduced set in (13). This problem can be solved efficiently using a branch-and-bound (BB) algorithm [17] because the inequality form in (13) is suitable for recursive expression, as follows. The reduced set corresponds to the set of candidate solutions in the BB algorithm. Now, we arrange the elements of \( \hat{S}_1 \) in order of decreasing matching costs with \( \hat{M} \) in (1). Suppose that, as a result, we obtain \( p^{(1)}, p^{(2)}, \ldots, p^{(m_1)} \in \hat{S}_1 \) in this order, where \( m_1 = |\hat{S}_1| \). The order implies

\[
C(p^{(1)}, \hat{M}(p^{(1)})) \geq C(p^{(2)}, \hat{M}(p^{(2)})) \geq \ldots \geq C(p^{(m_1)}, \hat{M}(p^{(m_1)})).
\]

(16)
This arrangement is intended to avoid unnecessary branching in the BB algorithm. Let \( \hat{S}_2 = \{q_1, q_2, \ldots, q_m\} \) for now. For \( i = 1, 2, \ldots, m_1 \), we recursively check combinations of \( p^{(i)} \) and elements of \( \hat{S}_2 \). These combinations are illustrated as a rooted tree in Fig. 2. In the figure, each path from the root to a leaf denotes a map. Specifically, if the combinations do not satisfy

\[
\sum_{j=1}^{i} C\left(p^{(i)}, M\left(p^{(i)}\right)\right) \leq \sum_{j=1}^{i} C\left(p^{(i)}, \hat{M}\left(p^{(i)}\right)\right) + \epsilon, \quad (17)
\]

at the \((i - 1)\)-th depth level in the rooted tree, then the corresponding branch is pruned, thereby eliminating candidate solutions that will not be optimal.

3.5 Parameter Settings

As shown in (13) and (15), our scheme relies on the number of neighboring sample points \( k \), mixing rate \( \alpha \), and tolerance \( \epsilon \). Although there is no perfect method to obtain values of these parameters that are suitable for an arbitrary shape dataset, there is an empirical method to tune them. First, we concentrate on tolerance, because the execution time depends heavily on it. For the experiments described in the following section, we set it such that the number of map candidates in (13) was approximately 100. If we need to accelerate our scheme, then we should reduce the number of map candidates. Second, we should tune the mixing rate and the number of neighboring sample points simultaneously. The mixing rate may be set to a fixed positive value, by reference to the mean of MCFs in (15). Because the additional cost is between zero and one, it is relatively easy to find a good value for the mixing rate. In general, the number of neighboring sample points is related to the number of sample points \( |\hat{S}| \) in a shape \( S \). This proposal for setting these parameters is an imperfect approach but often works well in practice.

4. Experiments

Using some LDs of various types, we examine whether our scheme for matching shapes is effective, with only a relatively small increase in execution time.

4.1 Local Descriptors

We tested our matching scheme using four typical LDs that are applicable to shape contours represented as finite sets of points. The local descriptors are classified into three types: distance based, distance-and-angle based, and angle based. Our scheme is applicable to these LDs without any modification.

(1) Distance-Based LD

The distance set (DS) [7] is one of the simplest descriptors: it relies only on the distance between sample points of a shape. It represents the local distribution, around a sample point, as a set of distances between that point and others. If the number of elements in the set is fixed as \( n \), the set is called the \( n \)-DS. The \( n \)-DS around \( p \in \hat{S} \) is described by \( s_n(p) = \{l_1(p), \ldots, l_n(p)\} \), where \( l_i(p) \) denotes the Euclidean distance between \( p \) and the \( i \)-th nearest sample point in \( \hat{S} \). For example, consider the sample set \( \hat{S} = \{(0, 0), (0, 1), (1, 1), (3, 1), (2, 2)\} \). If the origin is the focusing point \( p \in \hat{S} \), then its 3-DS is \( s_3(p) = \{1, \sqrt{2}, 2, \sqrt{2}\} \).

For all \( p \in \hat{S}_1 \) and \( q \in \hat{S}_2 \), the MCF for the \( n \)-DS is defined by

\[
C_{DS}(p, q) = \min \left\{ \frac{1}{n} \sum_{i=1}^{n} \frac{|l_i(p) - l_{\phi(i)}(q)|}{\max\{l_i(p), l_{\phi(i)}(q)\}} : \phi \in \Phi_n \right\}, \quad (18)
\]

where \( l_i(p) \in s_n(p) \) and \( l_{\phi(i)}(q) \in s_n(q) \) hold for all \( i \) and

\[
\Phi_n = \{\phi : [1, \ldots, n] \rightarrow [1, \ldots, n], \forall i, j \phi(i) = \phi(j) \Rightarrow i = j\}, \quad (19)
\]

where \( \Rightarrow \) denotes logical implication, and hence \( \phi \) is an injection from \([1, \ldots, n]\) to \([1, \ldots, n]\). Thus, the DS is invariant to isometric transformation, such as translation, rotation, and reflection, but is distance-dependent.

As for parameter setting, the performance of the \( n \)-DS increases with \( n \) [18]. However, the minimization problem in (18) tends to be computationally infeasible as \( n \) increases. Thus, there is a trade-off between performance and computational feasibility.

(2) Distance-and-Angle-Based LD

The shape context (SC) [9] around a sample point depends not only on the distance between that point and another but also on the angle of deviation between the x-axis and the vector formed by the two sample points. The local distribution around a sample point is expressed as a histogram. Let \( B \) denote the total number of bins. The bins are sections drawn by dividing a disk by several concentric circles centered at a focusing sample point and several radials from that point. For all \( b \in [1, \ldots, B] \), the SC around \( p \in \hat{S} \) with respect to the \( b \)-th bin of the histogram is described as

\[
h_p(b) = \left| \{p' \in \hat{S}\cap[p] \mid p' - p \in \text{bin}(b)\} \right|, \quad (20)
\]
respectively. Then, \( \text{cant circular distribution in directional statistics} \)
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Fig. 3 Example of bins of the SC in the case of \( B = 9 \).

where \( \setminus \) denotes set difference and \( \text{bin}(b) \) is the \( b \)-th bin. It is important to note that \( p' - p \) is a position vector quantity, with magnitude and direction. For intelligibility, we illustrate an example of bins in Fig. 3. In the figure, the dots depict the sample points, and the sections annotated with \( 1, \ldots, 9 \) depict the bins. If the red point is the focusing point \( p \), then \( h_p(1) = 1, h_p(2) = 0, h_p(3) = 1, h_p(4) = 2, h_p(5) = 1, h_p(6) = 2, h_p(7) = 2, h_p(8) = 4, \) and \( h_p(9) = 0 \).

For all \( p \in S_1 \) and \( q \in S_2 \), the MCF for the SC is defined by

\[
CSC(p, q) = \frac{1}{2} \sum_{b=1}^{B} \frac{\left( \tilde{h}_p(b) - \tilde{h}_q(b) \right)^2}{\tilde{h}_p(b) + \tilde{h}_q(b)}, \tag{21}
\]

with the convention that \( \left( \tilde{h}_p(b) - \tilde{h}_q(b) \right)^2 / \left( \tilde{h}_p(b) + \tilde{h}_q(b) \right) = 0 \) if \( \tilde{h}_p(b) + \tilde{h}_q(b) = 0 \) holds, where \( \tilde{h}_p(b) \) and \( \tilde{h}_q(b) \) are defined by

\[
\tilde{h}_p(b) = \frac{h_p(b)}{\sum_{b=1}^{B} h_p(b)} \quad \text{and} \quad \tilde{h}_q(b) = \frac{h_q(b)}{\sum_{b=1}^{B} h_q(b)}, \tag{22}
\]

respectively. Because the SC is dependent on both distance and angle, it is clearly more informative than the DS, which is dependent only on distance. However, it is not invariant to isometric transformation. As for parameter setting, to fix the bins, we need the number of circles, the radii of the circles, and the number of radiads; we denote these by \( \psi, \Psi, \) and \( \eta \), respectively. Then, \( B = \psi \times \eta \) holds for any \( \psi \) and \( \eta \) that are positive integers.

(3) Angle-Based LDs

The von Mises distribution (vMD) [19] is the most significant circular distribution in directional statistics [20]. For all angular variables \( \theta \), it is defined by

\[
f(\theta; \mu, \kappa) = \frac{\exp(\kappa \cos(\theta - \mu))}{\int_{0}^{2\pi} \exp(\kappa \cos \theta) d\theta}, \tag{23}
\]

where \( \mu \in \mathbb{R} \) and \( \kappa \in \mathbb{R}^+ \) denote the mean angle and concentration parameter, respectively. The mixture of vMDs [10] is a useful descriptor that depends on the angle between sample points; the mixture of vMDs around \( p \in S \) is defined by

\[
v(\theta; p, \kappa) = \frac{1}{|S| - 1} \sum_{q \in S \setminus \{p\}} f(\theta; \text{ang}(q - p), \kappa), \tag{24}
\]

where \( \text{ang}(q - p) \) is the angle of deviation, determined by the angle between the x-axis and the vector \( q - p \).

For example, consider the sample set \( \hat{S} = \{(0, 0), (0, 1), (1, 1), (3, 1), (2, 2)\} \). If the origin is the focusing point \( p \in \hat{S} \), then its mixture of vMDs, \( v(\theta; p, 30) \), is as plotted in Fig. 4.

For all \( p \in S_1 \) and \( q \in S_2 \), the MCF for the mixture of vMDs is the symmetric divergence given by

\[
C_{vMDs}(p, q) = \frac{1}{2} D(v(\cdot; p, \kappa) \| v(\cdot; q, \kappa)) + \frac{1}{2} D(v(\cdot; q, \kappa) \| v(\cdot; p, \kappa)), \tag{25}
\]

where \( D \) denotes the information divergence [21] between the probability densities. As for parameter setting, we need to set only the concentration parameter \( \kappa \).

The mixture of conditional Johnson–Wehrly distributions (CJWDs) [22] is an alternative version of angle-based descriptors; the mixture of CJWDs around \( p \in \hat{S} \) is defined by

\[
u(\theta; p, \kappa) = \frac{1}{|S| - 1} \sum_{q \in \hat{S} \setminus \{p\}} f(\theta; \text{ang}(q - p), \kappa, \xi(p, q)), \tag{26}
\]

where \( \kappa \) is the concentration parameter, which is the same as that in (23), and \( \xi(p, q) = ||p - q|| / \xi(p) \), where \( \xi(p) \) is the mean distance around \( p \), say,

\[
\xi(p) = \frac{1}{|S| - 1} \sum_{q \in S \setminus \{p\}} ||p - q||. \tag{27}
\]

Because the vMD \( f \) in (26) can be rewritten as a CJWD [23], the density \( u \) is referred to as the mixture of CJWDs. The MCF for the mixture of CJWDs is the same as the symmetric divergence obtained by substituting \( u \) for \( v \) in (25). As with the mixture of vMDs, we need to set only \( \kappa \). We omit an example of the mixture of CJWDs because its density shape is similar to the mixture of vMDs illustrated in Fig. 4.

4.2 Dataset and Assessment

We tested our scheme using two datasets for shape matching. The difference between the two datasets is that shape matching with LDs was easy for the first dataset but not for
the second dataset. We show that our scheme is effective regardless of the difference.

1) Handwritten Symbol Drawing Dataset

The handwritten symbol drawing dataset, available in [24], was used in [13] for contour sampling. All the drawings were classified into five shape classes, each containing 10 drawings. Using the contour sampling method of [13], some sample points were extracted automatically from each drawing to compose the sample set. Regarding the sampling method, we set the number of sample points to 16. Because the sampling method thinned out sample points that were too close together, the mean of the resultant number of sample points was 15.1. Figure 5 shows examples of drawings. In the figure, the dots on each drawing represent the contour points, and the red dots designate the sample points. The directions of these drawings are aligned, so that rotation-dependent LDs, such as the SC, work well. Because all the sample sets were almost the same size, the second term, $\sigma$, in (2) and (12) was set to zero, for simplicity.

The matching between drawings was evaluated in terms of the retrieval rate, by the so-called bullseye test [7], [10], [11]. In this test, every drawing shape was chosen as a query and matched against all shapes in the dataset. There were ten shapes in each class of symbol, and 50 shapes in total. The number of correct matches in the top ten matches was counted by obtaining the shapes found in the first ten most similar matches and checking them for the dissimilarity with each LD. The maximum number of correct matches was $10 \times 50$, when all the shapes were chosen as queries. Thus, the overall retrieval rate was calculated by dividing the number of correct matches by $10 \times 50$.

2) Leaf Image Dataset

We tested using another dataset, which contains 168 Quercus leaf images collected on the campus of the Georgia Institute of Technology. These images can be downloaded from the webpage of the cleared leaf image database [25]. The leaf shapes are classified into ten classes according to the species of Quercus. Some leaves are similar in shape even if they are in different classes. In addition, they have several torn holes, dark stains, or folds on their leaf bodies. As a result, they pose a challenge to shape matching with LDs. We extracted leaf contours using a thinning operation for the binarized leaf images. In the same manner as contour sampling, in the handwritten symbol drawing dataset, some sample points were extracted automatically from each leaf contour to compose the sample set. Figure 6 shows these examples. Again, the directions of these leaf images were aligned, and because all the sample sets were almost the same size, the second term, $\sigma$, in (2) and (12) was set to zero.
According to the bullseye test, every shape of leaf image was chosen as a query and matched against all shapes in the dataset. We counted the top $m$ matches using each LD, where $m$ denotes the size of the corresponding class. For example, regarding the “acutissima” class, we counted the top 18 matches because there were 18 acutissima leaves in the dataset. The maximum number of correct matches was 2888, when all the shapes were used in turn as queries. Consequently, we obtained the overall retrieval rate for these top matches by dividing the number of correct matches by 2888.

4.3 Results

Tables 1 and 2 show the retrieval rates and execution times for the conventional scheme, for determining $M$, and our scheme, for determining $M^*$, using the four LDs on each dataset. The execution time is the average time of ten trials on a personal computer with a 4-GHz Intel Core-i7 CPU, DDR3 32 GB, and Windows 10. The programs used to obtain these results were written in R [26]. The parameter settings of the LDs are summarized in Table 3. These parameters were carefully tuned for each dataset, to ensure that the LDs worked well. The tolerance $\epsilon$ of our scheme was set to 0.1, 0.06, 0.34, and 0.2 in the DS, SC, mixture of vMDs, and mixture of CJWDs, respectively, for the symbol drawing dataset. It was set to 0.12, 0.06, 0.29, and 0.17 in the DS, SC, mixture of vMDs, and mixture of CJWDs, respectively, for the leaf image dataset.

We observe from Tables 1 and 2 that, although there were increases in execution time when we used our scheme, the retrieval rates were improved somewhat, regardless of whether the retrieval rate with the conventional scheme was high. Among the four LDs, the mixture of vMDs was the most effective for our scheme. For execution time, when the LD was the mixture of CJWDs, for example, there was roughly a 0.9-second increase† per shape for the symbol drawing dataset, and a 2.8-second increase‡‡ per shape for the leaf image dataset, compared with the conventional scheme. Thus, the BB algorithm successfully eliminated candidate solutions that were not optimal. Consequently, because our scheme can use the LDs without modification, our scheme is worth using for shape matching, even though its computational cost is slightly higher than that of the conventional scheme.

4.4 Discussion

Because space is limited, we present two representative examples in which the correspondence is improved by our

---

Table 1. Retrieval rate (%) and execution time (s) for the handwritten symbol drawing dataset.

| LD                  | Conventional scheme | Our scheme (values of $k$ and $\alpha$) |
|---------------------|---------------------|----------------------------------------|
| DS                  | 52.8%               | 53% ($k = 7, \alpha = 0.1$)            |
|                     | 328.99 s            | 995.04 s (13.3 s increase per shape)   |
| SC                  | 92%                 | 93% ($k = 5, \alpha = 0.1$)           |
|                     | 66.83 s             | 101.27 s (0.7 s increase per shape)    |
| Mixture of vMDs     | 99.6%               | 99.8% ($k = 5, \alpha = 0.3$)         |
|                     | 82.05 s             | 118.75 s (0.7 s increase per shape)    |
| Mixture of CJWDs    | 98.6%               | 98.8% ($k = 4, \alpha = 0.2$)         |
|                     | 85.31 s             | 128.35 s (0.9 s increase per shape)    |

---

Table 2. Retrieval rate (%) and execution time (s) for the leaf image dataset.

| LD                  | Conventional scheme | Our scheme (values of $k$ and $\alpha$) |
|---------------------|---------------------|----------------------------------------|
| DS                  | 28.84%              | 28.88% ($k = 1, \alpha = 0.1$)         |
|                     | 4515.32 s           | 12067.15 s (45.0 s increase per shape)  |
| SC                  | 42.80%              | 42.87% ($k = 5, \alpha = 0.1$)         |
|                     | 968.94 s            | 1421.43 s (2.7 s increase per shape)    |
| Mixture of vMDs     | 43.56%              | 44.29% ($k = 9, \alpha = 0.1$)         |
|                     | 981.00 s            | 1385.64 s (2.4 s increase per shape)    |
| Mixture of CJWDs    | 42.14%              | 42.28% ($k = 8, \alpha = 0.3$)         |
|                     | 974.83 s            | 1444.47 s (2.8 s increase per shape)    |

---

Table 3. Parameter settings of LDs for each dataset.

| LD      | Symbol drawing | Leaf image |
|---------|----------------|------------|
| DS      | $n = 5$        | $n = 5$    |
| SC      | $\psi = 3$     | $\psi = 3$ |
|         | $\Psi = [80, 160, 320]$ | $\Psi = [90, 180, 360]$ |
|         | $\eta = 12$    | $\eta = 12$ |
| Mixture of vMDs | $\kappa = 30$ | $\kappa = 30$ |
| Mixture of CJWDs | $\kappa = 30$ | $\kappa = 30$ |

---

scheme, using the mixture of vMDs. In Figs. 7 and 8, the red dot and blue line represent a sample point and a correspondence between sample points, respectively. The green line depicts a different correspondence between the two schemes. By checking these correspondences, we can confirm that our scheme corrected the wrong correspondence yielded by the conventional scheme. In Fig. 7, we observe that our scheme corrected the correspondences on the face part of a wheelchair symbol, and Fig. 8 shows that our scheme corrected the correspondence on the small leaflet apexes. Such a visual check of matching allows human ex-
experts to understand the reason why a shape was retrieved from the dataset. This is a benefit of explainable artificial intelligence.

5. Conclusion

Using the density ratio based on the two types of probability density estimator, we presented an effective scheme for shape matching that can compensate for errors in LDs of various types. Our scheme is convenient for the LDs to apply because it does not require any modification to the LDs. Although our scheme can increase the chance of finding an appropriate correspondence, it increases the number of correspondences that we have to check for matching. Accordingly, we check the correspondences efficiently using the BB algorithm. As a result, in our experiments with two shape datasets, we observed that our scheme provided a better correspondence than the conventional scheme, even though our scheme required only a small increase in execution time.

As discussed in Sect. 3.5, at present, we do not conduct automatic parameter setting for our scheme. Introducing an easier method of setting parameters is an important topic for future study. Future verification of our scheme using a more complicated dataset is also an essential future task. However, it must be noted that for this verification, we need an effective LD for such a complicated dataset because our scheme does not work well if the LD is utterly useless. Another prospective research topic is to develop an optimization scheme to solve the minimization problem in (10). In fact, this problem is a type of set partitioning problem (see [27], [28] for background material) on the sample set $\tilde{S}_1$. Hence, applying some advanced knowledge about the set partitioning problem to this minimization problem would be interesting.
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