Artificial neural networks versus bivariate logistic regression in prediction diagnosis of patients with hypertension and diabetes
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Abstract

Background: Diabetes and hypertension are important non-communicable diseases and their prevalence is important for health authorities. The aim of this study was to determine the predictive precision of the bivariate Logistic Regression (LR) and Artificial Neural Network (ANN) in concurrent diagnosis of diabetes and hypertension.

Methods: This cross-sectional study was performed with 12000 Iranian people in 2013 using stratified-cluster sampling. The research questionnaire included information on hypertension and diabetes and their risk factors. A perceptron ANN with two hidden layers was applied to data. To build a joint LR model and ANN, SAS 9.2 and Matlab software were used. The AUC was used to find the higher accurate model for predicting diabetes and hypertension.

Results: The variables of gender, type of cooking oil, physical activity, family history, age, passive smokers and obesity entered to the LR model and ANN. The odds ratios of affliction to both diabetes and hypertension is high in females, users of solid oil, with no physical activity, with positive family history, age of equal or higher than 55, passive smokers and those with obesity. The AUC for LR model and ANN were 0.78 (p=0.039) and 0.86 (p=0.046), respectively.

Conclusion: The best model for concurrent affliction to hypertension and diabetes is ANN which has higher accuracy than the bivariate LR model.
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Introduction

One of the problems facing the medical research is the prediction of concurrent affliction to two diseases according to some common risk factors. These diseases are considered as joint distribution of two or several response variables and the prediction of concurrent affliction to both diseases are made via predictor variables. These models are called bivariate or multivariate models. If the both response variables are quantitative or qualitative, then the standard statistical methods such as bivariate regression or logistic regression (LR) are used for the modeling between response and predictor variables (1-2). The most important application of these statistical methods is finding the relationship between the variables to build a model and predict according to available information (3-6).

There are some assumptions for modeling of relationship between variables in classical methods. Some of these assumptions are normal distribution for response variables, linear relation among response and explanatory variables, and the homogeneity of variances of the error
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If some of the above mentioned assumptions are not held in actual data, the model cannot be used or has considerable errors. Also, the more sensitivity of the models to outliers and missing data are from the limitations of these models. Therefore, finding alternative methods with less limitation are interested.

The artificial neutral Network (ANN) is one of most suitable method to sort out this problem without any assumptions. Also, ANN has no limitation for the form of relationship between response and predictor variables. In this method ANN finds the form of relationship which is not necessarily linear. Furthermore, the data are implicitly analyzed in ANN, so it has a high probability of finding the correct solution even if a part of the network layers is deleted or works incorrectly (7-8). Also, ANNs have some important disadvantages such as black box nature, complicated computation, and proneness to overfitting (9).

The hypertension and diabetes are non-communicable diseases with the prevalence of 85% in developed countries, 70% in countries with moderate income, and 50% in developing countries (10). Due to the considerable loss of untimely mortality and weakness of these diseases, the governments, especially in developed countries, spend more money to cure these diseases (10). Therefore, it is too important for the countries to prevent non-communicable disease for their high prevalence and cost.

Because of the high prevalence of hypertension and diabetes, especially diabetes type II, almost half of diabetic patients have hypertension. Furthermore, concurrent affliction to both diseases increases the risk of cardiovascular and renal diseases, and cerebro vascular accidents (11-12).

Therefore, the best solution for controlling the diseases’ mortality is to predict their concurrent affliction with high precision. The objection of this study is comparing the precision of ANN and joint LR in concurrent diagnosis of patients with hypertension and diabetes.

Methods

Data
In this cross-sectional study which was performed in 2013, the target population is Iranian adults with the age range of 25-64 years. The data are a part of a national study of non-communicable disease risk factors in 2007 by the Ministry of Health and Medical Education (MHME) in Iran. The data are collected using a standard questionnaire via an interview with a sample of 12000 Iranian people.

The sampling method was stratified-cluster sampling where the provinces were the strata and in each province fifty clusters were chosen randomly. The sampling was performed by non-communicable center of MHME.

Statistical analysis
For predicting the concurrent affliction to both hypertension and diabetes, bivariate LR model and ANN methods were used.

To build an ANN, a 8400 sample (70%) for the learning and a 3600 sample (30%) for the test and prediction of the topology of the final network were used. In learning stage, the weight of entrance, middle and output layers were determined randomly. Then, the model processes the data for each unit and sends it to the next unit to compute the values of the response variables. In this stage, the values of calculated response variables were compared with the actual values to find the model error. If the least square error is less than the model error, then the system returns back to change the weights and repeats the same procedures to find new values for the response variables to find the suitable error (5-6).

In this study a 3-layer perceptron ANN with two middle layers (ANN with one middle layer was not converged) and transition function of hyperbolic was built. There were seven entrance layers for seven independent variables. In the next stages with...
adding neurons to the middle layer, a perceptron ANN with similar variables were developed. With repeat of these stages, if the mean square error (MSE) was less than 0.01, the process terminates and the best model obtains. For predicting the concurrent affliction to both hypertension and diabetes, a joint LR was used and all independent variables entered to the model. The variables were type of cooking oil, family history, age (less than 55 years, more or equal to 55 years), gender, obesity, passive smokers and physical activity. Since the objective of the study was concurrent affliction to both diseases and the values of independent variables repeated for both hypertension and diabetes as response variables, therefore generalized estimating equation models was used for model building in SAS 9.2 software, and Matlab software was utilized to construct ANN.

Finally, predicting of concurrent affliction to both diseases was performed using the ANN and LR model. Since the response variables have two levels, the area under curve (AUC) was used as a criterion to find the best model for predicting (0.05 was chosen for significant level).

Results
The used variables and their levels together with the frequencies are shown in Table 1. According to the result, the most frequency belongs to non-diabetic people. The sample prevalence of diabetes and hypertension was almost 12% and 13%, respectively.

The results of the joint LR for concurrent affliction to both diseases are summarized in Table 2.

After calculating the mean square errors for the different ANN models, the best ANN with two middle layers with 11 neurons in the first middle and 10 neurons in the second middle layer was chosen and this ANN was used for modeling of concurrent affliction to both hypertension and diabetes.

According to the result, age (OR=1.89, p<0.001), family history (OR=1.17, p<0.001), and physical activity (OR=1.13, p<0.001) were the variables which had significant relationship with concurrent affliction to both diseases.

To compare the precision of the joint LR model and ANN to the concurrent affliction of the both diseases, the AUC for joint LR model and ANN were 0.78 (p=0.039) and 0.86 (p=0.046), respectively. Therefore,

| Variables               | Levels                  | N  | %     |
|-------------------------|-------------------------|----|-------|
| Gender                  | Male                    | 6005 | 50.0 |
|                         | Female                  | 5995 | 50.0 |
| Type of cooking oil     | Solid                   | 4282 | 35.7 |
|                         | Others                  | 7703 | 64.3 |
| Age (Year)              | Equal or more than 55   | 4740 | 39.5 |
|                         | Less than 55            | 7160 | 60.5 |
| Family history          | Yes                     | 2337 | 19.5 |
|                         | No                      | 9663 | 80.5 |
| Passive smokers         | Yes                     | 1489 | 12.4 |
|                         | No                      | 10511 | 87.6 |
| Obesity                 | Yes                     | 9449 | 79.0 |
|                         | No                      | 2506 | 21.0 |
| Physical activity       | Low                     | 4404 | 36.7 |
|                         | Moderate                | 2913 | 24.3 |
|                         | High                    | 4683 | 39.0 |
| History of hypertension | Yes                     | 1572 | 13.1 |
|                         | No                      | 10428 | 86.9 |
| History of Diabetes     | Yes                     | 1483 | 12.4 |
|                         | No                      | 10517 | 87.6 |
ANN method has more precision in concurrent affliction to hypertension and diabetes than the joint LR.

**Discussion**

Hypertension and diabetes are from the most frequent health problems in the world which allocate the considerable proportion of health resources and facilities in developing countries. These diseases are from common diseases in Iran as well, which are categorized as non-communicable diseases (14).

Some researches on ANN were performed in different countries. In a research by Jefferson and colleagues (15), ANN and LR model were compared for predicting post-surgery complication in cancer patients. It was proved that ANN has better result than LR for complication prediction. This result is the same as current result. Green et al (13) showed in their research in 2006 on prediction of acute coronary syndrome in the emergency room, that ANN has better prediction than LR using ROC curve, which is the same as this study.

Jaimes et al (16) in their study in 2005, using ANN and LR model for predicting the patients’ death rate with suspected sepsis in emergency room, showed that area under the ROC curve for LR and ANN were 0.7517 and 0.8782, respectively. Therefore, ANN has better performance than LR model to predict the death rate and this result is the same as current study.

It is necessary to say that in the above studies, the models are univariate but in this study a joint LR model was applied. There are also some similar local studies as well. Sedehi (17) and colleagues performed a study to find healthy people or patients with metabolic syndrome. They compared the results of LR, discriminate analysis, (1:8:15) ANN, and (1:10:15) ANN to predict metabolic syndrome. According to the result, the correct prediction for LR, discriminate analysis, (1:8:15) ANN model, and (1:10:15) ANN were 72.4%, 66.7%, 73.6% and 87.4%, respectively. The results suggest that ANN has better performance than LR which is the same as in the current study.

In another study by Biglarian et al (18) in 2010 on survival prediction of gastric cancer patients after surgery, ANN and Cox Regression model were used. It was shown that the area under the ROC curve for ANN and Cox Regression model were 0.826 and 0.754, respectively. Therefore ANN has better performance for survival prediction. The result of this study in choosing ANN model as better model is the same as this study.

**Conclusion**

We conclude that ANN has more precision than other models. Also, it is possible to use the best topology of ANN for concurrent affliction to hypertension and diabetes to control these non-communicable diseases using prevention methods.
It is suggested to use some new variables such as stress and smoking to find better predictions. Also, precision comparison of the ANN with different topology with Bayesian models is suggested. Besides, using ANN in survival analysis and comparison of ANN with time series models (ARIMA, ARMA) is recommended for future study.
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