Exciton - Exciton transitions involving strongly bound Frenkel excitons: an \textit{ab initio} approach

D. Sangalli,\textsuperscript{1} M. D’Alessandro,\textsuperscript{2} and C. Attaccalite\textsuperscript{3}

\textsuperscript{1}Istituto di Struttura della Materia-CNR (ISM-CNR), Area della Ricerca di Roma 1, Monterotondo Scalino, Italy
\textsuperscript{2}Istituto di Struttura della Materia-CNR (ISM-CNR), Via del Fosso del Cavaliere 100, 00133 Roma, Italia
\textsuperscript{3}CNRS/Mix-Marseille Université, Centre Interdisciplinaire de Nanoscience de Marseille UMR 7325 Campus de Luminy, 13288 Marseille Cedex 9, France

(Dated: November 23, 2022)

In pump-probe spectroscopy, two laser pulses are employed to garner dynamical information from the sample of interest. The pump initiates the optical process by exciting a portion of the sample from the electronic ground state to an accessible electronic excited state, an exciton. Thereafter, the probe interacts with the already excited sample. The change in the absorbance after pump provides information on transitions between the excited states and their dynamics.

In this work we study these exciton-exciton transitions by means of an \textit{ab initio} real time propagation scheme based on dynamical Berry phase formulation. The results are then analyzed taking advantage of a Fermi-golden rule approach formulated in the excitonic basis-set and in terms of the symmetries of the excitonic states. Using bulk LiF and 2D hBN as two prototype materials, we discuss the selection rules for transitions involving strongly bound Frenkel excitons, for which the hydrogen model cannot be used.

I. INTRODUCTION

Excitons are composite particles, formed by bound electron-hole (eh) pairs. Optically bright excitons dominate the equilibrium absorption spectrum of a wide class of materials, and can be easily measured \cite{1}. While in standard semi-conductors their binding energy is of few meV, in other systems such as 2D materials \cite{2}, insulators like LiF and hBN \cite{3,4}, semiconductors like Cu$_2$O \cite{5} or Bi$_3$ \cite{6,7}, or in organic semi-conductors \cite{8,9}, it can be as high as hundreds of meV, making excitons stable at room temperature. As a consequence optically injected excitons can be exploited for opto-electronic devices \cite{10}. This calls for a detailed understanding of the excitonic properties and their dynamics.

Different phenomena can participate in the exciton dynamics. Excitons can scatter with defects, phonons, annihilate each other (Auger effect) or end up in dark states \cite{11}. Exciton-phonon coupling is one of the dominant mechanism, where an initially created bright exciton can be converted into a dark exciton through the emission (or absorption) of a phonon \cite{15,19}. This is why the calculation of exciton-phonon couplings requires a detailed knowledge of both bright and dark excitonic energies and wave-functions \cite{17}. However, while bright excitons can be easily investigated both experimentally and theoretically, dark excitons are much more difficult to measure. The validation of numerical modeling can be often achieved only in a very indirect way, via accurate comparison between numerical simulations and experimental measurements. Time-resolved angle-resolved photo-emission (TR-ARPES) measurements can be used to measure both dark and bright excitons \cite{20,21}. However, TR-ARPES experiments require complex experimental setup, often have limited energy resolution and are restrained to the study of the lowest energy excitons \cite{22,23}. Two possible setup to directly investigate dark excitons via table-top absorption experimental setup are nonlinear optics experiments at equilibrium, and transient absorption (TR-abs) experiments in the non-equilibrium regime. In the non-linear regime, two photon absorption have been used to directly excite dark excitons in 2D \cite{24,26} and 1D \cite{27} materials, and accurate schemes based on \textit{ab initio} simulations have been developed to describe these experiments \cite{28}. In the non-equilibrium regime, dark excitons can be explored via TR-Abs by combining optical and THz (or infrared) laser pulses. A first optical pump pulse is used, with frequency tuned resonant to some excitonic peak, and a second THz probe pulse is used to measure transitions from the initially injected bright excitons towards available dark excitons. This was explored for example in GaAs quantum wells \cite{29,30}, and in bulk silicon \cite{31,32}. When moving to materials with larger binding energy, such as wide gap insulators or 2D materials, higher energy can be involved. Experimentally this was investigated in Cu$_2$O \cite{33}, in 2D materials \cite{34,37}, and in hybrid organic-inorganic semiconductors \cite{38}. However, no \textit{ab initio} approach has been so far developed to model these experiments.

Exciton to exciton transitions are usually divided into two groups: (i) inter-exciton transitions, if the initial and final state belong to different excitonic series or (ii) intra-exciton transitions, if the initial and final state belong to the same excitonic series. This nomenclature reflects the state of the art in modeling this experiments, which is largely based on the hydrogen model for the exciton, which assumes rotational invariant Hamiltonian, and labels the excitonic states as 1s, 2s, 2p, i.e. in terms the principal quantum number and the angular momentum. While the hydrogen model can be very accurate for
Wannier excitons, it may fail in systems with Frenkel like excitons, where the exciton wave-functions are strongly affected by the lattice symmetry \[7\], and do not follow the standard hydrogen series. It is here important to underline that usually strongly bound excitons, which are stable at room temperature, are usually more Frenkel than Wannier like. This is why we propose here a fully ab initio approach, which includes both inter and intra exciton transitions on the same footing, and which, taking into account the symmetries of the lattice, is also able to go beyond the simpler hydrogenic model.

Since two laser pulses are involved, TR-Abs can be described as a non-linear response of the material under the action of both the pump and the probe (P&P) laser pulses, and an approach similar to the one developed to model two-photon absorption could be used. The signal reconstructed by computing a non-linear response function is, by construction, perturbative in the effect of the pump pulse. Moreover the approach can be used to describe only the overlap regime between the pump and the probe, where the physics of TR-Abs is very similar to the one of equilibrium non-linear response experiments. As an alternative, one can compute (or guess) the non-equilibrium state created the pump pulse and/or by the subsequent dynamics, and compute the non-equilibrium linear response with respect to the probe pulse. In this second approach, the pump pulse can be considered in a non perturbative way, and deviations from the ideal excitonic picture can be computed. More importantly the approach holds beyond the overlap regime. This angle clearly shows that TR-Abs experiments can access much more information, if compared to equilibrium non-linear optics experiments. Due to the action of relaxation processes, the initially generate bright excitonic state can be send into other dark excitonic states (also including finite momentum excitons). Thus both exciton to exciton transitions involving finite momentum excitons, and exciton dynamics can be probed in TR-abs setup.

In the present manuscript we follow the second approach outlined above and employ a real-time propagation scheme based on the non-equilibrium Berry phase theory, where both the pump and the probe laser pulses are included. This analysis does not rely on any excitonic basis set, and the excitonic state created by the pump pulse naturally emerges from the inclusion of the many-body self-energy. Moreover, in order to analyze the results obtained via the explicit real-time propagation scheme for the THz / infrared response function, we employ an alternative Fermi golden rule approach in the excitonic basis set. In this latter case, instead of computing the non-equilibrium state, we assume it can be described in terms of a well defined excitonic eigenstate obtained from the solution of the Bethe-Salpeter equation (BSE) \[39\]. A similar approach has already been used in the study of the second harmonic response with very good results \[40\]. Moreover, the explicit use of excitonic basis-set allows us to analyze the symmetries of the excitonic wave-functions and use them to identify the dipole allowed exciton-exciton transitions, with an approach which generalizes the standard hydrogen model. While this approach holds in the low intensity limit, it also offers a starting point to describe deviation from the ideal excitonic picture, in terms of renormalization of the excitonic energies and wave-functions.

We investigate two materials: bulk lithium fluoride (LiF) and monolayer hexagonal boron nitride (hBN). LiF belongs to the family of alkali halides, and has been investigated in many theoretical and computational papers as a prototype material hosting tightly bound excitons \[4,41–48\]. hBN on the other hand is a layered insulator which in recent years has found many applications as a substrate and as a light emitter in the ultraviolet \[49\]. From the theoretical point of view it has been extensively studied with both tight-binding models and ab initio calculations \[7\], also including an accurate comparison with the hydrogen model labeling for the excitonic states.

The manuscript is organized as follows: in Sec. II we describe the theory for the real-time simulation, the Fermi golden rule approach and the selection rules that enter in the pump and probe spectroscopy; in Sec. III we present P&P response for LiF and hBN and discuss its interpretation; finally in Sec. IV we draw conclusions and discuss perspectives from the theoretical and experimental point of view of P&P techniques.

II. THEORY

This section is divided in three parts. In Sec. IIA we put forward the formalism to compute exciton-exciton transition. It is based on the non-equilibrium Berry Phase theory, and holds at any exciton density. Then in Sec. IIB we discuss a simplified approach, based on the Fermi golden rule in the excitonic basis-set. This latter requires an initial guess for the many-body state generated by the pump pulse, and it holds only for low exciton densities. Starting from this, in Sec. IIC we analyze the dipole allowed exciton to exciton transitions both in terms of the coefficients of the exciton wave-functions and taking advantage of group theory, starting from the point group associated to the crystal structure of the material.

A. Real time propagation

In the real-time simulations the response of the system is obtained from the equations of motion for the valence band states:

\[ i\hbar \frac{d}{dt} |v_{nk}(t)\rangle = [H_k^{MB} + iU^{ext}(t)] |v_{nk}(t)\rangle, \tag{1} \]

where \[|v_{nk}(t)\rangle\] is the periodic part of the occupied (at equilibrium) Bloch states. In the r.h.s. of Eq. (1), \[H_k^{MB}\] is the effective Hamiltonian derived from many-body theory \[50\]. In order to catch excitonic effects in
the real-time dynamics, we choose a many-body Hamiltonian $H_{k}^{MB}$ in the form:

$$H_{k}^{MB} = H_{k}^{KS} + \Delta H_{k} + \Delta \Sigma_{HSEX}[\rho(t)].$$  \hfill (2)

The unperturbed (zero-field) Hamiltonian is constructed starting from the Kohn-Sham term, $H_{k}^{KS}$ \cite{51}, and includes the equilibrium quasi-particle corrections $\Delta H_{k}$. The term $\Delta \Sigma_{HSEX} = \Sigma_{HSEX}[\rho(t)] - \Sigma_{HSEX}[\rho(0)]$ depends on the time dependent electronic density–matrix $\rho(t)$, which can be reconstructed, in the equilibrium basis set $|v_{n,k}(0)>$ from the time-dependent valence states as

$$\rho_{nmk}(t) = \sum_{n' \in \text{occ}}\langle v_{n,k}(0)|v_{n',k}(t)\rangle\langle v_{n',k}(t)|v_{m,k}(0)\rangle,$$  \hfill (3)

where the sum runs over the occupied states only. $\Delta \Sigma_{HSEX}$ describes the update, during the real-time propagation of the Hartree (H) term, responsible for the local-field effects, plus of the Screened-EXchange (SEX) self-energy, that accounts for the electron-hole interaction and excitonic effects \cite{53}. The real-time propagation with the above Hamiltonian corresponds to a time-dependent (TD) version of the Bethe-Salpeter equation, and it is also known in the literature as TD-HSEX. Indeed, in the limit of small perturbation (i.e. in the linear regime) these equations reproduce the optical absorption calculated with the standard $G_0W_0$ + BSE approach, as shown in Ref. \cite{54}. In the linear regime (and for non ferroelectric materials), a closed EOM can be written by expressing the coupling with the external field $U^{ext}(t) = \mathcal{E}(t) \cdot \hat{P}(0)$, via the first order polarization operator $\hat{P}(0)$ written in the KS basis set in terms of the transition dipoles $r_{nmk}$. However, in the present case we need to probe the response to the system after the action of the pump and we thus need to go beyond this first order approach. This can be achieved by defining the coupling with the external field as $U^{ext}(t) = \mathcal{E}(t) \cdot \hat{\partial}_{k}$, which holds to all orders. As we imposed Born-von Kármán periodic boundary conditions, the coupling takes the form of a $k$-derivative operator $\hat{\partial}_{k}$. The tilde indicates that the operator is “gauge covariant” and guarantees that the solutions of Eq. (1) are invariant under unitary rotations among occupied states at $k$ (see Ref. \cite{52} for more details). This derivative is calculated using a finite-difference five-point midpoint formula \cite{53}. From the evolution of $|v_{nmk}>$ in Eq. (1) we calculate the real-time polarization $\mathbf{P}_{\parallel}$ along the lattice vector $\mathbf{a}$ as

$$\mathbf{P}_{\parallel} = -\frac{e f |\mathbf{a}|}{2 \pi \Omega_{c}} \text{Im} \log \sum_{k}^{N_{k}-1} \det S_{\mathbf{k}, \mathbf{k} + \mathbf{q}},$$  \hfill (4)

where $S_{\mathbf{k}, \mathbf{k} + \mathbf{q}}$ is the overlap matrix between the valence states $|v_{nmk}>$ and $|v_{n,m+k+q}>$, $\Omega_{c}$ is the unit cell volume, $f$ is the spin degeneracy, $N_{k}$ is the number of $k$ points along the polarization direction, and $\mathbf{q} = 2 \pi / (N_{k} \mathbf{a})$.

Via the solution of Eq. (1), the transient absorption signal is finally defined as the Fourier transform of

$$\Delta \mathbf{P}(t) = \mathbf{P}_{pp}(t) - \mathbf{P}_{p}(t)$$  \hfill (5)

where $\mathbf{P}_{p}(t)$ is the real-time polarization generated by the action of the pump pulse alone, while $\mathbf{P}_{pp}(t)$ is the real-time polarization generated by the action of both the pump and the probe laser pulse. No dephasing mechanism is included in the simulation, in order to preserve the coherent excitonic state generated by the pump laser pulse. Instead, a finite broadening parameter $\eta$ is added later, when performing the Fourier transform of the polarization

$$\Delta \mathbf{P}(\omega) = \int_{t_{pp}}^{+\infty} dt \Delta \mathbf{P}(t)e^{i\omega t - \eta(t-t_{pp})}.$$  \hfill (6)

where $t_{pp}$ is the starting time of the probe field. Finally the non-equilibrium response function is obtained dividing by the probe pulse: $\chi_{\mu\nu}(\omega) = \Delta \mathbf{P}(\omega)/E_{p}(\omega)$. The approach can be used to model transient-absorption experiments both in the low energy range (typically THz of infrared) where exciton to exciton transitions are expected, and in the resonant energy range, where shifts and changes to the equilibrium absorption peaks are expected. In the present manuscript we focus on the low energy range.

### B. Non equilibrium response function

In order to analyze the results from the real time propagation scheme it is useful to formulate a simplified approach in terms of the excitonic basis set. We start from the general expression for a “A operator”-“B operator” linear response function \cite{54}

$$\chi_{AB}(\omega) = \frac{2}{V} \sum_{j \neq I} \frac{A_{IJ} B_{IJ}}{(E_{J} - E_{I}) - \omega - i \eta}.$$  \hfill (7)

Here the $I,J$ indexes represent the initial, $|I>$, and final, $|J>$, many–body states with energies $E_{I}$ and $E_{J}$, and $A_{IJ}$ and $B_{IJ}$ the matrix elements of some operator. The dipole-dipole response function is obtained for $A = \mu^{a}$, $B = \mu^{b}$, with the $\alpha$-th and $\beta$-th cartesian component of the matrix element of the many body dipole operator $\mu_{IJ} = \langle I | \hat{\mu} | J >$. The current current response function instead is obtained for $A = j^{a}$, $B = j^{b}$, with the $\alpha$-th and $\beta$-th cartesian component of the matrix element of the many body velocity operator $v_{IJ} = \langle I | \hat{j} | J >$. Both $\chi_{\mu\mu_{a}\mu_{b}}$ and $\chi_{j_{a}j_{b}}$ can be used to define the optical absorption of a material. $\epsilon(\omega) = 1 - 4 \pi \chi_{\mu\mu_{a}\mu_{b}}(\omega)$ in the length gauge, or $\epsilon(\omega) = 1 - 4 \pi \chi_{j_{a}j_{b}}(\omega)/\omega^{2}$ in the velocity gauge. In the latter case we explicitly remove the divergent $1/\omega^{2}$ and $1/\omega$ terms by expanding $\chi_{j_{a}j_{b}}(\omega)/\omega^{2}$ and imposing sum rules \cite{55}. At equilibrium the initial state $|I> \equiv |g>$ is the ground state of the system with $E_{I} = E_{0}$, and the final state is an exciton state $|J> = |q\rangle$ with $E_{J} = E_{0} + \omega_{q}(\mathbf{q})$. Here $\mathbf{q}$ is the excitonic momentum index. Assuming that the ground state has zero momentum (i.e. no charge density wave or spin density wave ground state), only
zero momentum excitons needs to be considered. In this case the expression of the response function reduces to
\[
\chi_{\alpha\beta}^{\gamma}(\omega) = \frac{2}{V} \sum_{\lambda} \frac{A_{\alpha\lambda}(0)B_{\beta\lambda}(0)}{\omega_{\lambda}(0) - \omega - i\eta} .
\] (8)

Within the Tamm-Dancoff approximation (TDA), the exciton states can be expressed as a linear combination of valence-conduction pairs, that is
\[
|\lambda q\rangle = \sum_{c\varepsilon k} A_{c\varepsilon k}^{\lambda} |c| - q\rangle \otimes |\varepsilon k\rangle .
\] (9)

Here the \(c\) and \(\varepsilon\) indexes run over conduction and valence states, respectively, while \(\varepsilon\) is the electronic momentum index. The response function obtained by inserting Eq. (9) into Eq. (8) is identical to the one obtained via a formal solution of the many-body response function via many-body perturbation theory (MBPT) within the TDA. It can be shown that the dipole matrix elements
\[
\mu_{0\lambda}(q) = e\delta(q) \sum_{c\varepsilon k} A_{c\varepsilon k}^{0} |c| \hat{r} |\varepsilon k\rangle .
\] (10)

with \(e\) the electronic charge and \(\hat{r}\) the one body position operator. The assumption that the ground state has zero momentum reflects in the \(\delta(q)\) function \([55]\). The corresponding expression for the matrix elements of the velocity operator \(j_{0\lambda}(q) = \langle \lambda q | \hat{j} | \gamma \rangle\) can be defined by dividing and multiplying by the transition energies \([55]\), while neglecting this ratio provides an approximated expression:
\[
j_{0\lambda}(q) = e\delta(q) \sum_{c\varepsilon k} A_{c\varepsilon k}^{0} \frac{|\varepsilon k\rangle \langle \varepsilon k|}{\Delta\epsilon_{c\varepsilon k}} E_{\lambda}(0) ,
\] (11)

where \(\Delta\epsilon_{c\varepsilon k} = \epsilon_{c\varepsilon k} - \epsilon_{\varepsilon k}\). The error induced amounts to a re-normalization of the peaks intensity \([55]\) without significant changes in the equilibrium absorption.

In the non-equilibrium regime, we assume that an excitonic state has been created by the pump laser pulse, \(|f\rangle = |\lambda q\rangle\) with \(E_{f} = E_{0} + \omega_{\lambda}(q)\), where the superscript “\(f\)" is used to highlight that this is the initial excitonic state. The non-equilibrium dipole-dipole response function in the energy range of inter-exciton transitions takes the form (see also App. A)
\[
\chi_{\mu\alpha\beta\rho}(\omega) = \sum_{\lambda} \frac{N_{\lambda}(q)\nu_{\mu\alpha\beta}(q)}{\omega_{\lambda}(q) - \omega_{\lambda}(q) - \omega - i\eta} .
\] (12)

Eq. (12) holds at low excitonic densities because we are assuming that the equilibrium excitonic energies and wave-functions can be used, and because no final state population effects are considered \([57]\). The intensity of the transient absorption signal is weighted by the exciton density injected by the pump pulse.

We observe that for optically injected excitons the condition \(q = 0\) holds, however dissipation and relaxation mechanisms could scatter the initial state into finite momentum excitonic states leading to a population \(N_{\lambda}(q)\), and the overall transition signal can be expressed as
\[
\chi_{\mu\alpha\beta\rho}(\omega) = \sum_{\lambda} N_{\lambda}(q)\nu_{\mu\alpha\beta}(q) .
\] (13)

This is why in general, even in presence of an optical pump and an optical probe, finite momentum excitons need to be considered to model inter-excitons transitions. The above expression assumes that the non coherent populations do no give rise to interference patterns in the transient absorption signal. In the present manuscript, we do not account for relaxation and dissipation mechanisms and we will focus on the situation where \(N_{\lambda}(q) = N_{\text{exc}}\delta_{\lambda,\lambda_{0}}\delta(q)\).

C. Selection rules

The crucial step is then to identify the dipole allowed \(\lambda \to \lambda'\) transitions. Starting from the hydrogen model, and dividing exciton-exciton transitions into intra- and inter-exciton transition \([33]\), selection rules for the intra-exciton transitions can then be established starting from the quantum numbers of the hydrogen model used to describe the exciton. However, this approach neglects the symmetries of the crystal in the excitonic envelop, and it is a good approximation only for delocalized Wannier excitons. For more localized Frenkel excitons, a fully \(ab\) \(initio\) approach, and/or an approach which accounts for the symmetries of the lattice, offers a better description.

1. Ab-initio dipole matrix elements

In the \(ab\) \(initio\) formalism, selection rules can be computed explicitly by defining the expression for the dipole matrix elements \(\nu_{\lambda\lambda'}(q) = \langle \lambda q | \hat{\mu} | \lambda' q\rangle\) (see derivation in App. A 2):
\[
\nu_{\lambda\lambda'}(q) = \sum_{v,c,c',k} \left( A_{c\varepsilon k}^{\lambda q} \right)^{*} A_{c\varepsilon k}^{\lambda' q} r_{v'}k - q - k + \sum_{v,c,k} \left( A_{c\varepsilon k}^{\lambda q} \right)^{*} A_{c\varepsilon k}^{\lambda' q} \sum_{n\in\text{occ}} r_{n\varepsilon k} .
\] (14)
The dipole matrix elements depend both on the excitonic coefficients $A_{nnk}^{\lambda}$ and on the interband dipoles $r_{nnk}$ over all the $\mathbf{k}$-points of the BZ. Eq. (14) is a generalization of the simplified analysis of Ref. [53] that holds for delocalized Wannier excitons, in which the dipole matrix element $\mu_{\lambda\lambda}(q)$ depends only on the excitonic wavefunctions and their quantum numbers in the hydrogenic model.

The first two addends of (14) have a very simple interpretation in terms of transitions from state $\lambda_i$ to state $\lambda$ mediated by the electronic dipole. Their expression is very similar to the one of the exciton-phonon matrix elements [18], although it involves only one momentum, since the initial and final exciton must have the same momentum. However an issue appears since Eq. (14) involves the intra-band dipoles $r_{nnk}$ which are ill defined in periodic boundary conditions. This points to the fact that we are looking to a non-linear response, as discussed in the introduction. Moving to the velocity gauge and to the current-current response function solves this issue, since intra-band velocity dipoles are well defined, despite introducing an overall error in the intensity of the dipoles (similarly to the equilibrium case, see previous discussion)

$$j_{\lambda\lambda}(q) \approx \sum_{\nu,\nu',k} \langle A_{\nu\nu'k}^{\lambda} \rangle^* A_{\nu\nu'k}^{\lambda} v_{\nu'\nu} - \sum_{\nu,\nu',k} \langle A_{\nu\nu'k}^{\lambda} \rangle^* A_{\nu'\nu'k}^{\lambda} v_{\nu'\nu} + \sum_{\nu,\nu',\nu''} \langle A_{\nu\nu'k}^{\lambda} \rangle^* A_{\nu'\nu''k}^{\lambda} \sum_{\mu} v_{\nu\nu''} \cdot (15)$$

At variance with the equilibrium case, we cannot divide and later multiply by the transition energies since this operation cannot be done for the intra-band matrix elements for which $\Delta_{nnk} = 0$.

Finally, we underline that in presence of degenerate excitonic states it is crucial to identify a specific state in the degenerate subspace to describe the exciton generated by the pump pulse. The polarization of the selected exciton must be parallel to the field polarization projected into the polarization space spanned by the degenerate excitons. This allows us to capture the dependence of the transient absorption spectrum on the relative orientation of the pump and the probe pulse polarization. In App. C we show how this dependence can be taken into account.

2. Symmetry considerations

In support to the real-time calculations and the non-equilibrium response functions, we provide a symmetry analysis of the different spectra presented in this work. In particular we analyze the matrix elements

$$\mu_{1F} = \langle F | \mu | I \rangle$$

that enter in Eq. 12 using group theory [55] in such way to determine which matrix elements are zero by symmetry and which are not. To do this, we assign each of the three elements in Eq. (16), $\langle F | \mu | I \rangle$, the irreducible representation (irreps) to which it belongs, with respect to the symmetry group of the crystal. Let us call them $O_{F}, O_{\mu}, O_{I}$. Then the integral is different from zero if and only if the identity element belongs to the product of the three symmetry operations [55]. This result can be achieved out using the product table of the symmetry point group and furthermore also polarization effects can be taken into account by considering the “partner” (here we use the same nomenclature of Ref. [55] of each irrep associated to a specific polarization. This analysis is performed in details for the point groups of the two materials considered in App. B of the present manuscript.

III. RESULTS

A. Results on LiF

LiF is a wide gap insulator, with an electronic band gap of $\approx 14.5$ eV (experimental data give a gap in the range 14.1-14.5 eV, while GW simulation on top of LDA a value close to 14.4 eV [31]). The absorption spectrum is dominated by an intense excitonic peak ($E_1$) at $\approx 12.5$ eV (see the panel a of Fig. 1). $E_1$ has been often described as a charge transfer (CT) exciton, involving transfer of an electron from the alkaline atom (Li) $p$ to a halogen atom (F) $s$ level [13]. This description emerges from the fact that LiF is a ionic crystal, in which the lone Li(2s) electron of the isolated Li atom is transferred to the empty F(2p) level of the F atom. Accordingly, the valence band structure is mainly composed by the F(2p) orbitals, while the lowest conduction band is the Li(2s) states. $E_1$ has been studied in different works and, while initially proposed as intermediate between Frenkel and Wannier, it has more recently identified as a strongly bound Frenkel exciton [13]. Due to its large binding energy of $\approx 2$ eV, it has often been used to validate theoretical development. For example its wave-function [4, 5] and dispersion [15] were analyzed in details. Other excitons, involving a semi-core hole, in the XUV energy range, have been investigated in the literature by means of ab-initio simulations [13], reporting even larger binding energies.

Instead, less attention has been payed to the excitons, either dark or bright, which lie in the energy window between $E_1$ and the electronic gap, and which characterize the excitonic series of LiF. In the present work we investigate these excitons which, after the action of a laser pulse tuned resonant with $E_1$, dominate the transient absorption spectrum of LiF in the energy range from 0 to 2 eV. We label them $E_2, E_3, E_4, ...$. We employ the standard GW+BSE scheme on top of LDA. Ground state LDA calculations are performed with cutoff of 80 Ry and a 6x6x6 k-points grid. RPA screening is computed with cutoff of 8 Ry and 50 bands. Finally the BSE calculation
The position of the bright exciton $E_4$, around 13.9 eV, seems to be confirmed by the shape of the experimental absorption which bounces back at around 13.7 eV, although with a very broad signal. All bright poles are three-fold-degenerate, due to the symmetries of the crystal, while dark poles can have different degeneracy. The poles from $E_2$ to $E_5$ are located in the energy range between 13.78 and 13.94 eV. $E_2$ and $E_5$ are also three-fold degenerate, while $E_3$ is two-fold degenerate. Finally $E_6$ is shifted from the previous group, at 14.1 eV and it is non degenerate.

Turning our attention from equilibrium absorption to transient absorption in the inter-exciton transitions regime, it is remarkable that, after pumping the system in resonance with the lowest energy excitons, the 4 dark poles above mentioned can be detected by considering two different configurations: probe parallel to the pump pulse (Fig. 1 panel b) and probe perpendicular to the pump pulse (Fig. 1 panel c). This result shows that transient absorption is a very powerful technique to explore dark excitonic poles. In both the configurations we show the transient absorption spectra computed by full real time propagation scheme at low pump intensity (red continuous line) and the spectra obtained within the “excitonic Fermi golden rule”, either in the length gauge (blue dashed line) or in the velocity gauge (green continuous line). As discussed in the theory section both gauges have some issues and are not able to precisely reproduce the results of the full real-time propagation. Indeed both blue and green lines correctly foresee which inter-exciton transitions are expected to be bright, but somehow they miss the correct relative intensity. The problem is much more severe in the length gauge which strongly underestimate the intensity of the low energy peaks and overestimates the intensity of the higher energy ones. The velocity gauge tends to do the opposite, but the agreement with the full real time propagation is much better and, overall, the velocity gauge approach can be used to obtain a good description of the spectra.

We want now to understand why some transitions are bright, depending on the relative orientation of the pump and the probe pulse. A first qualitative explanation can be sought by pursuing the common approach used in literature, based on the a simple hydrogenic model for the excitonic states. To this scope we perform a direct inspection of the excitonic wave-function and we try to label the excitonic envelop as $s$ or $p$ states. The overall wave-function symmetry will be the product of the symmetry of the envelop, $A_\text{coh}$, and the symmetries of the underlying Bloch states, $\psi_{\mathbf{k}}^{\alpha}(\mathbf{r})$ and $\psi_{\mathbf{k}}^{\beta}(\mathbf{r})$). To this end we first notice that for LiF the symmetry group is $O_h$ which has 48 symmetry operations and 10 irreducible representation (for the irrep, see App. B). Transitions belonging to the $T_{1u}$ irrep are bright at equilibrium. The $F(2p)$ orbitals of the conduction band are associated to the $T_{1u}$ irrep, while the $L(2s)$ to the $A_{1g}$ irrep. Since $T_{1u} \times A_{1g} = T_{1u}$, Li(2s) $\rightarrow$ F(2p) transitions are dipole allowed.
We now turn our attention to the description of the envelop. In Fig. 2 the square modulus of the excitonic wave-functions
\[
\Psi_\lambda(r_e, r_h) = \sum_{c,k} A_{c,k}\psi^*_c(r_e)\psi_k(r_h)
\]  
(17)
is plotted as a function of the electronic coordinate and by fixing the hole coordinate nearby one F atom. In all the considered excitonic states the wave-functions display non negligible electronic density only on the F atoms. Despite this fact was already observed for the lowest energy exciton [4], and also studied with some details [59], it goes against the intuition of the LiF excitons described in terms of CT excitons, due to the nature of the valence and conduction band structure, which remain used in many model calculations [45, 47]. In terms of the hydrogenic model for the exciton, since Li(2s) → F(2p) already fulfill the selection rules, bright excitons at equilibrium are expected to have \( l = 0 \). Instead in the non equilibrium spectrum, it is only the envelop which determines if exciton-exciton transitions are allowed. Dipole allowed transition should respect \( \Delta l = \pm 1 \) and \( \Delta m_l = 0, \pm 1 \) [59].

Inspecting the plot of the excitonic wave-function, the two bright excitons \( E_1 \) and \( E_4 \) are the only ones where the electronic density sits in the same atom as the hole. The lowest energy \( E_1 \) exciton in the literature has been identified as a 1s exciton [4]. \( E_4 \) can be identified as the 2s exciton. For the other dark excitons, the electronic charge is on the nearest neighbor F atoms, as can be seen either from the 111 (\( E_2 \) and \( E_3 \)) or the 110 (\( E_5 \) exciton) view, since in all cases there is a negligible electron density in the center of the image. Accordingly we can tentatively label as p-like these dark states. This would explain why these excitons can be seen in the transient spectrum starting from the 1s exciton. However, within this scheme, we are not able to explain why some are bright in the case pump and probe are parallel, while others are bright in the case pump and probe are perpendicular.

A satisfactory analysis of the selection rules governing the transitions among exciton states can be performed only by considering the space group representation of crystal lattice also for the excitonic envelop. Let us start with the bright excitons. An s envelop in \( O_h \) corresponds to \( A_{1g} \) symmetry without any energy lifting [58], and overall the symmetry of the excitonic wave-function for \( E_1 \) and \( E_4 \) is

\[ [s - envelop] \times [F(2s) \rightarrow L(2p)] = A_{1g} \times T_{1u} = T_{1u}, \]

which explains why they are bright and threefold degenerate as already observed. A 2p envelop in \( O_h \) is associated to \( T_{1u} \) symmetry, again without any energy lifting. The overall symmetry of the underlying excitons is then

\[ [2p - envelop] \times [F(2s) \rightarrow L(2p)] = T_{1u} \times T_{1u} = A_{1g} + E_g + T_{1g} + T_{2g}, \]

We now need to assign to each exciton the correct representation. We can use the exciton multiplicity, and, again, the knowledge of how a given irrep in \( O_h \) can be related to a given angular momentum. The four resulting irreps can all originate by the lifting of spherical states with even angular momentum. However \( T_{2g} \) and \( E_g \) can originate from states with \( l \geq 2 \), while \( T_{1g} \) and \( A_g \) from states with \( l \geq 3 \) [58]. Thus we expect that the two lowest energy excitons should come from \( T_{2g} \) and \( E_g \) (i.e. we assume lower angular momentum implies lower energy) and looking at the exciton multiplicity we can assign \( E_2[T_{2g}] \) and \( E_5[E_g] \). The ordering is in agreement with the well
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**FIG. 2.** Exciton density for the first 5 excitons of LiF at fixed hole position. Upper row, view along the 111 direction. Lower row, view along the 100 direction. The hole position is put nearby a F atom at the center of the picture. The density is averaged over degenerate excitons. All excitons are threefold degenerate, with the exception of the 3rd, which is twofold degenerate.
known energy splitting of $d$ orbitals in $O_h$ symmetry, i.e. $E_2[T_{2g}] < E_3[E_g]$. Since $E_0$ is non degenerate, $E_0[A_{1g}]$, and we tentatively assign $E_5[T_{1u}]$.

We can now use this analysis to predict which exciton-exciton transitions are allowed. First of all we notice that, out of the 10 irreps operations, only the states belonging to the irreps $A_{1g}$, $E_g$, $T_{1g}$, and $T_{2g}$ are bright (see again App. 2). This are exactly the 4 irreps that originates from the 2$p$ excitons, and means that all four dark excitons are expected to be visible in the TrAbs spectrum. Moreover the relative polarization of the pump and probe pulses can alternatively select different excitons. More specifically, the allowed bright representations need to transform as the corresponding quadratic function of the coordinates consistently with the polarization choice of the pump and probe pulses. So, when the pump and probe are both parallel to the $x$ axis we see that $A_{1g}$ and $E_g$ are expected to be detected. Instead, for perpendicular pump and probe, $T_{2g}$ and $T_{1g}$ are seen. Indeed we see, from the middle panel of Fig. 1 that $E_3[E_g]$ and $E_0[A_{1g}]$ are bright, while $E_2[T_{2g}]$ and $E_5[T_{1u}]$ are bright in the lower panel. This confirms our previous analysis. Finally we observe that $T_{1u} \rightarrow T_{1u}$ transitions are dipole forbidden. Starting from the exited $1s$ state injected by the pump laser pulse (i.e the state in the $T_{1u}$ multiplet with polarization parallel to the pump pulse polarization, we call it $T_{1u}$ partner [58]), the transitions towards the other two degenerate states ($T_{1g}$ and $T_{1u}$) of the multiplet are dipole forbidden.

B. Monolayer hexagonal BN

The structure of electron-hole excitations in monolayer hBN(m-hBN) is well known from theory and experiments [5]. In particular, recent measurements probed for the first time the lowest excitonic state of single layer hBN deposited on a substrate [20]. The electronic excitation of m-hBN can be classified according to the representations of the $D_{3h}$ point group (see also Sec. B 2). In panel (a) of Fig. 3 we report the computed optical absorption [61] of monolayer hBN with in plane polarization. The exciton classification for the first 5 excitonic peaks, $E_1[E'_1]$, $E_2[E'_2]$, $E_3[A'_2]$, $E_4[A'_1]$, and $E_5[E'_1]$, is here taken from Ref. [7]. Among the different group representations, only the two-dimensional irrep $E'$ is optically active for in plane polarization [58], while excitons belonging to the $A''_y$ irrep are bright for out of plane polarization (i.e. along the $z$ direction). In the present manuscript we focus on the in plane polarization. The lowest exciton $E_1[E'_1]$ can be identified as the $1s$ exciton, and has a very strong oscillator strength. The next three excitons, $E_2[E'_2]$, $E_3[A'_2]$, and $E_4[A'_1]$, originate from 2$p$ like state, and at variance with the LiF case, they are not all dark. Finally the fifth exciton $E_5[E'_1]$ originates from a 2$s$ state [7]. The states with $A'_1$ symmetry have been measured in two photon absorption experiments [28], while other states are usually inaccessible because of their too high energy.

Like in the LiF, here we show how pump and probe spectroscopy can be used as alternative technique to the one and two-photon absorption to study excitons in this material. Pump and probe spectroscopy presents a double advantage, firstly the possibility of studying excitons that are dark in linear optics, and secondly the possibility of studying high-energy excitons that usually are inaccessible to standard laboratory facilities due to the large band gap of hBN [72]. We also restrict ourselves to the case where the probe polarization is in the plane. In panels (b) – (c) of Fig. 3 we report the pump and probe spectra for the hBN monolayer in two different cases. In panel (b) both the pump and the probe are in the $x$ direction, while in panel (c) the pump is along $x$ and the probe is along $y$.

FIG. 3. Equilibrium absorption (a) of a hBN monolayer [61] and Pump and probe spectra (b – c) for the monolayer hBN. Top panel both the pump and probe are in the $x$ direction, while in the bottom panel the pump is along $x$ while the probe $y$. We report in green the excitonic levels at equilibrium and their symmetry for the first four.
the degeneracy between the two states belonging to the exciton density which would be responsible to slightly lift the exact energy of this peak will depend on the injected excitation. The peak appears in the numerical simulations. The injection is now also dipole allowed. This is why a low energy peak can be well described as a quasi-equilibrium state of transitions between different excitons. Starting from the non-equilibrium response can be analyzed in terms with a well defined excitonic population. In this way, the approximation made in Sec. II B introduce only a marginal error in the final spectra. However, at variance with the case of LiF, we have an instability in the real-time numerical simulations for the case of probe parallel to the pump, which gives a small peak at \( \omega \approx 0 \).

By performing a group theory analysis similar to the LiF case (see App. B), we find that for parallel pump and probe only excitons with \( E' \rangle \) and \( A_2 \) symmetry can be excited starting from the lowest exciton \( 1s \rangle \) with \( E' \rangle \) symmetry, while for perpendicular pump and probe field the excitons with \( E' \rangle \) and \( A_2 \) symmetry are accessible. This means that bright states are also visible in the transient spectra and in both geometry. This is due to the lower symmetry of the \( D_{3h} \) group, and has another remarkable consequence. This theoretical prediction are confirmed by our real-time numerical simulations. Let us remark the consequences of this, and how much hBN is different from LiF. In the case of LiF the hydrogen atom selection rules \( \Delta l = \pm 1 \) are not able to predict which transition will be activated by fixing the relative polarization of the pump and the probe. However they are enough to predict that only \( 1s \rightarrow 2p \) transitions are dipole allowed at low energy. In hBN instead \( \Delta l = \pm 1 \) is not fulfilled at all, since the \( 1s \rightarrow 2s \) transition, i.e. \( E_1[E'] \rightarrow E_5[E'] \) transition, is now dipole allowed. Moreover the almost degenerate \( 1s \rightarrow 1s \), i.e. \( E_1[E'] \rightarrow E_5[E'] \) energy transitions is now also dipole allowed. This is why a low energy peak appears in the numerical simulations. The exact energy of this peak will depend on the injected exciton density which would be responsible to slightly lift the degeneracy between the two states belonging to \( E' \rangle \). We did not try to converge it numerically and, moreover, we are not yet able to explain why it appears only in the parallel pump probe polarization configuration. Still, it is a remarkable result that such transition can be seen in the simulation and a fingerprint that a very low energy probe pulse is in principle able to spatially rotate the polarization induced by the pump pulse in the xy plane. A mechanism which is not allowed in LiF.

### IV. CONCLUSIONS

In this article, we studied exciton-exciton transitions in transient absorption experiments by performing accurate ab-initio real-time simulations. To interpret the results obtained via this real-time scheme, we also develop a Fermi golden rule approach based on the assumption that the initial state created by the pump laser pulse can be well described as a quasi-equilibrium state with a well defined excitonic population. In this way, the non-equilibrium response can be analyzed in terms of transitions between different excitons. Starting from the excitonic wave functions computed with the ab-initio Bethe Salpeter equation, we define the dipole elements between the different excitonic states, and use them to calculate the nonequilibrium response function. This is also corroborated by a detailed group theory analysis of the excitonic states.

The agreement obtained via the formally more rigorous real time propagation schemes shows that for laser pulse intensities compatible with many pump and probe experiments, bound excitons such as those in LiF and hBN behave as well-defined quasi-particles. Moreover these results show that absorption spectroscopy in the exciton-exciton energy range, offers new opportunities to study high-energy excited states not accessible by other spectroscopic techniques. The technique is also a very powerful tool to measure exciton relaxation and exciton dynamics.
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### Appendix A: Derivation of the dipole matrix elements

In this appendix we present the derivation of dipole matrix elements between different excitonic states, both in the equilibrium and non-equilibrium case.

#### 1. Equilibrium case: ground-state to exciton transition

First we derive Eq. (10) in the formalism of second quantization. This is a well known result and the derivation is here reported just as a preliminary step towards the derivation of Eq. (14). We introduce the creation operator \( \hat{a}^\dagger_{\nu k} \) which creates an electron in the state \( |\nu k \rangle \) acting on the many-body vacuum state \( |0 \rangle \). The GS and the valence-conduction pair are written as

\[
|g\rangle = \prod_{\nu k} \hat{a}^\dagger_{\nu k} |0\rangle , \quad |cvk\rangle = \hat{a}^\dagger_{cvk} \hat{a}_{cvk} |g\rangle . \tag{A1}
\]
The (many-body) position operator expressed in this formalism reads
\[
\hat{\mu} = \sum_{nmk} \hat{a}_{nk} \hat{a}_{mk} r_{nmk}, \quad \text{where} \quad r_{nmk} = \langle nk | \hat{r} | mk \rangle.
\]  
(A2)

Using the definition of the excitonic state \( \langle \lambda q | \), the matrix element (10) is written as
\[
\langle \lambda q | \hat{\mu} | g \rangle = \sum_{cvk} A_{c \lambda c k}^\lambda \langle cvk | \hat{\mu} | g \rangle, \quad (A3)
\]
\[
\langle cvk | \hat{\mu} | g \rangle = \sum_{nmk} \langle g | \hat{a}_{ck} \hat{a}_{nk}^\dagger \hat{a}_{mk}^\dagger | cvk \rangle r_{nmk},
\]

and we have to remember that \( c \) is in the conduction sector, \( v \) is in the valence sector, and the sum over \( n \) and \( m \) is unrestricted. Looking at the bracket we see that \( \hat{a}_{mk} | g \rangle = 0 \). The bracket is the scalar product of two states that is not zero only if \( m = v \) and \( n = c \), so we obtain
\[
\langle cvk | \hat{\mu} | g \rangle = r_{cvk}, \quad (A4)
\]

which is the expected result.

The definition of the position operator used here is ill defined in periodic boundary conditions, in particular because the intra-band terms are ill defined. For systems with a gap this is not an issue in the derivation of Eq. (10) since only matrix elements with \( n \) and \( m \) in conduction are involved. This problem will appear in the definition of the dipoles for exciton to exciton transitions, which will depend on term with \( n = m \). One possible solution is to move from the length to the velocity gauge via the definition of the current operator \( j \), another involves the formal definition of \( r = \partial_k \). We do not explicitly address this issue in the present appendix.

2. Nonequilibrium case: exciton to exciton transitions

We now proceed with the derivation of Eq. (14). In the case of an initial state containing one exciton three options can be considered for the final state for \( |F \rangle \). (i) \( |F \rangle = |g \rangle \), i.e. the probe stimulates the emission of a photon, back to the ground state. (ii) \( |F \rangle = |\lambda q_i + \lambda_f q_f \rangle \) with \( E_F = E_0 + \omega\lambda_i + \omega\lambda_f (q_i + q_f) \), i.e. the probe stimulates the creation of a second exciton. The energy of the two excitons (or bi-exciton) state can be in general lower then the sum of the two excitonic energies \( (\omega\lambda_i + \lambda_f (q_i + q_f) < \omega\lambda_i (q_i) + \omega\lambda_f (q_f)) \), due to the extra bi-exciton binding energy.\( [34] \) (iii) \( |F \rangle = |\lambda_f q_f \rangle \) with \( E_F = E_0 + \omega\lambda_f (q_f) \), i.e. the initial exciton is further excited into a different excitonic state. Due to the optical nature of the transition, we must have \( q_i = q_f \). Omitting the momentum indexes and using \( \omega\alpha = \omega\lambda_i + \lambda_f \) the expression for the response function has the form
\[
\chi_{AB}(\omega) = \frac{2}{V} \sum_f \frac{A_{\lambda f} B_{\lambda f}}{E_f - E_\lambda - \omega - i\Gamma},
\]
\[
= \frac{2}{V} \sum_{\alpha} \frac{A_{\lambda\alpha} B_{\lambda\alpha}}{\omega_{\lambda\alpha} - \omega - i\Gamma} + \frac{2}{V} \sum_{\alpha} \frac{A_{\lambda\alpha} B_{\lambda\alpha}}{\omega_{\lambda\alpha} - \omega - i\Gamma},
\]

(A5)

While in the first two cases (i) and (ii) peaks are expected in the energy range defined by \( \omega\lambda (q) \), we here focus into this latter case (iii), i.e. the last term in the equation, where peaks are expected at much lower energies.

We use the same approach of the previous section to derive a formula for the dipole matrix elements for exciton to exciton transitions. In this case we have to deal with a matrix element of the form
\[
\langle cvk | \hat{\mu} | c'v'k \rangle, \quad (A6)
\]
where \( c, c' \) are in the conduction sector, while \( v, v' \) are in the valence one. Plugging the expressions for excitonic states and position operator provides
\[
\sum_{nmk} \langle g | \hat{a}_{ck} \hat{a}_{nk}^\dagger \hat{a}_{mk}^\dagger \hat{a}_{c'v'k}^\dagger | cvk \rangle r_{nmk} \quad (A7)
\]

We split the sum over \( n, m \) in the valence and conduction sector. We observe that if \( m = c' \), while if \( n \) is in conduction we must have \( n = c \). Accordingly we have four terms
\[
\sum_{n, m \in occ, k} \langle g | \hat{a}_{ck} \hat{a}_{nk}^\dagger \hat{a}_{mk}^\dagger \hat{a}_{c'v'k}^\dagger | cvk \rangle r_{nmk} + \quad (A8)
\]
\[
+ \sum_{m \in occ, k} \langle g | \hat{a}_{ck} \hat{a}_{mk}^\dagger \hat{a}_{nk}^\dagger \hat{a}_{c'v'k}^\dagger | cmk \rangle r_{cmk} + \quad (A9)
\]
\[
+ \sum_{n \in occ, k} \langle g | \hat{a}_{ck} \hat{a}_{mk}^\dagger \hat{a}_{nk}^\dagger \hat{a}_{c'v'k}^\dagger | ncm \rangle r_{ncm k} + \quad (A10)
\]
\[
+ \langle g | \hat{a}_{ck}^\dagger \hat{a}_{c'v'k} | g \rangle r_{cc'vk}.
\]

Now we observe that the second term can be non zero only if \( m = c' \) and the third if \( n = c \), which are both non allowed conditions because \( m \) and \( n \) are in the valence sector. So the expression reduces to
\[
\sum_{n, m \in occ, k} \langle g | \hat{a}_{ck} \hat{a}_{nk}^\dagger \hat{a}_{mk}^\dagger \hat{a}_{c'v'k}^\dagger | cvk \rangle r_{nmk} + \delta_{cc'} r_{cc'k}.\]

We analyze the first bracket and we move \( \hat{a}_{cc}^\dagger \) toward the right. This gives
\[
\delta_{c'm} \langle g | \hat{a}_{ck} \hat{a}_{nk}^\dagger \hat{a}_{mk}^\dagger \hat{a}_{c'v'k}^\dagger | g \rangle + \delta_{cv'} \gamma \langle g | \hat{a}_{ck} \hat{a}_{nk}^\dagger \hat{a}_{mk}^\dagger \hat{a}_{c'v'k}^\dagger | g \rangle,
\]
now we observe that, in order to be non zero the ket and bra states have to be equal, so we match the indexes in the only way and we obtain
\[
- \delta_{c'm} \delta_{cv'} \delta_{cc'} + \delta_{cv'} \delta_{nm} \delta_{cc'}.\]
Putting everything together we obtain
\[
\langle cv| \hat{\mu} | c'v'k \rangle = -\delta_{cc'} r_{v'ck} + \delta_{vv'} \delta_{cc'} \sum_{n \in \text{occ}} r_{nnk} + \delta_{vv'} r_{cc'k}.
\]
(A8)

Finally, we can insert this formula in the dipole matrix element of two excitonic states. This provides
\[
\langle \lambda | \hat{\mu} | \lambda' \rangle = \sum_{c \in \text{exc}} \sum_{c' \in \text{exc}} A^\lambda_{cck} A^\lambda'_{c'ck} \langle cv| \hat{\mu} | c'v'k \rangle,
\]
and using (A8) we find
\[
\langle \lambda | \hat{\mu} | \lambda' \rangle = - \sum_{c \in \text{exc}} \sum_{c' \in \text{exc}} A^\lambda_{cck} A^\lambda'_{c'ck} r_{cck} + \sum_{c \in \text{exc}} \sum_{c' \in \text{exc}} A^\lambda_{cck} A^\lambda'_{c'ck} r_{cck} +
\]
\[
+ \sum_{c \in \text{exc}} \sum_{c' \in \text{exc}} A^\lambda_{cck} A^\lambda'_{c'ck} r_{cck} - \sum_{c \in \text{exc}} \sum_{c' \in \text{exc}} A^\lambda_{cck} A^\lambda'_{c'ck} r_{cck} +
\]
\[
+ \sum_{c \in \text{exc}} \sum_{c' \in \text{exc}} A^\lambda_{cck} A^\lambda'_{c'ck} (r_{cck} - r_{cck}) + \sum_{n \in \text{occ}} r_{nnk}.
\]
(A9)

A very similar expressions was derived in Ref. [65], Eq. (B8), to model non linear optics in the independent particles case. A similar expression is also derived in Ref. [66] (B3), a part from the last term.

Appendix B: Dipole allowed transitions by symmetry analysis

1. LiF bulk and the \(O(h)\) symmetry group

The point symmetry group of LiF is \(O_h\) which has 48 symmetry operations and 10 irreducible representations (irreps), 4 of dimension 3 (\(T_{1u}, T_{2u}, T_{1g}, T_{2g}\)), 2 of dimension 2 (\(E_u, E_g\)), and 4 of dimension 1 (\(A_{1u}, A_{2u}, A_{1g}, A_{2g}\)).

For the case of equilibrium absorption, the initial state corresponds to the ground state \(|\Psi_f\rangle = |\Psi_0\rangle\), which is symmetric, thus \(O_f = A_{1g}\). The dipole operator instead \(\hat{\mu}\) belongs to the \(T_{1u}\) irrep. Then, given the irreducible transformation \(O_F\) of the final state \(|\Psi_f\rangle\), the integral is different from zero if the product of the symmetries gives \(A_{1g}\), i.e.
\[
A_{1g} \in A_{1g} \times T_{1u} \times O_F.
\]
(B1)

to this end we need to look into the product table for the \(O_h\) group [65]. From the table we see that \(A_{1g} \times T_{1u} = T_{1u}\) and the condition \(T_{1u} \times O_f = A_{1g}\) is verified only for
\[
O_f = T_{1u},
\]
(B2)

\(T_{1u}\) has dimension 3, and \(\Psi_f\) is threefold degenerate.

We move to the nonequilibrium case where the pump generates a bright excitonic state, thus \(O_f = T_{1u}\). In this case we need to perform the same exercise as before, looking for the states for which:
\[
A_{1g} \in T_{1u} \times T_{1u} \times O_F.
\]
(B3)

Since \(T_{1u} \times T_{1u} = A_{1g} + E_g + T_{1g} + T_{2g}\), and \(A_{1g} \in O_F \times O_F\) We have that any
\[
O_F = A_{1g}, E_g, T_{1g}, T_{2g},
\]
(B4)
is a possible solution. This already shows that the inter-exciton transition spectrum will show excitons which are dark when measuring absorption from equilibrium. Bright to bright transitions are not possible. A further push in the identification of the bright excitations can be achieved by analyzing also the relative polarization of the pump and probe pulses. Indeed, if both the pulses are parallel to (say) the \(z\)-direction, the associated irreps have to transform as the corresponding quadratic form of the coordinates, i.e. as \(z^2\) in this specific case. Then, the characteristic table of \(O_h\) unambiguously identifies the first bright excitation (which is double degenerate) as \(E_g\) and the second one as \(A_{1g}\). Instead for transverse polarization (with the probe parallel to the \(x\) axis), the allowed irreps have to transform as the bilinear product \(xz\). This requirement is satisfied by both \(T_{2g}\) which transform as the quadratic form \((x, y, z, xy)\) and \(T_{1g}\) which transform as the rotation \((R_x, R_y, R_z)\). So in this case this arguments allows us to identify the two bright states as \(T_{1g}\) and \(T_{2g}\) excitons.

2. hBN monolayer and the \(D(3h)\) symmetry group

For the case of the hBN monolayer the point group is \(D_{3h}\) which has 6 irreps: \(E'\) and \(E''\), of dimension 2, and \(A_{1}'', A_{2}'', A_{1}''', A_{2}'''\), all of dimension 1. The ground state is symmetric and belongs to the \(A_1\) irrep.

The \(x\) and \(y\) components of the dipole operator, which are the relevant elements for the study of the in-plane excitation belong to the \(E'\) irrep, while the \(z\) component to the \(E''\) irrep and are twofold degenerate, while the out-of-plane optically active excitons belong to \(A_1''\). Moving to the non-equilibrium absorption the initial configuration belongs to \(E'\) so the coupling with an in-plane dipole gives rise to \((E' + E') = (A_{1}' + A_{2}' + E')\), i.e. it spans all the possible irreps in the \textit{primed sector} of the point group. So, any exciton in this sector can be reached measuring absorption from an optical excited state, independently of the fact that the exciton is bright or dark at equilibrium.

Also in this case the polarization based analysis allows us to discriminate the representation to which the bright states belong. Indeed, for pulses both parallel to (say) the \(x\)-axis the excited states has to transform has the \(x^2\) quadratic form, so only \(E'\) (with a double degeneracy) and \(A_1'\) (non degenerate) are allowed. On the
contrary for transverse in-plane polarization the excited state transform as the bilinear \(xy_d\), so only \(E'\) and \(A_2'\) (that transforms as the \(R_z\) rotation) are allowed.

**Appendix C: Selection of degenerate excitonic state**

In presence of degenerate bright excitons, we select, in the degenerate excitonic space \(U_d^i\), the specific linear combination of states which gives an excitonic transition dipole along the direction of the pump laser pulse \(\mathbf{E}_0\). To this end we define a “dipoles matrix” and a “directions matrix”:

\[
D_{\alpha\lambda} = \frac{\mu_{d\alpha}(0)}{\mu_{d\lambda}(0)} \quad \text{(C1)}
\]

\[
E_{\alpha n} = \frac{C_{\alpha n}}{|E_n|} \quad \text{(C2)}
\]

These two matrices are \(n_{deg} \times n_{deg}\), depending on the size of the degenerate space. For LiF \(n_{deg} = 3\), and the transition dipoles of the 3 states spans the whole space. For hBN \(n_{deg} = 2\), and the transition dipoles spans the xy plane. Here \(\lambda\) are the indexes of the exciton in \(U_d^i\), while \(n\) runs from 0 to \(n_{deg} - 1\). \(\mathbf{E}_n\), with \(n > 0\), are directions orthogonal to \(\mathbf{E}_0\) that belong to the space spanned by the transition dipoles. Thanks to these two matricides we can define the rotation matrix

\[
C_{\lambda n} = \sum_{\alpha} D_{\lambda\alpha} E_{\alpha n}. \quad \text{(C3)}
\]

\(C_{\lambda n}\) is used to construct the excitonic states

\[
|\lambda_n\rangle = \sum_{\lambda} C_{\lambda n} |\lambda\rangle. \quad \text{(C4)}
\]

The states \(|\lambda_n\rangle\) span the same space spanned by the random vectors \(|\lambda\rangle\), but now the initial state \(|\lambda_i\rangle = |\lambda_0\rangle\) has polarization parallel to \(E_{0\alpha}\).

**Appendix D: Intraband term: position vs velocity dipoles**

Intra-band dipoles \(r_{nmk}\) are ill defined in the length gauge. They can instead be accounted within the velocity gauge and thus shifting to the (one body) velocity dipole matrix elements \(v_{nmk}^{1b}\). In the linear regime starting from a non-equilibrium state, position and velocity dipoles can be related by the expression:

\[
v_{nmk}^{1b} = i r_{nmk} \Delta \epsilon_{nmk} + \delta_{n,m} \partial_k \epsilon_{nk}. \quad \text{(D1)}
\]

The above equation can be found in many works in the literature [67] for the case \(\Delta \epsilon_{nmk} > 0\), while the expression for the terms with \(n = m\) can be obtained by the expression for the energies in the \(k \cdot v\) model [55] in presence of non-degenerate bands: \(\epsilon_{nk+q} \simeq \epsilon_{nk} + \mathbf{q} \cdot \mathbf{v}_{nmk}\).

Notice that such equation also shows that the physics of intraband transitions enters differently in the two gauges. Indeed, while for \(\Delta \epsilon_{nmk} > 0\) the two dipoles carry the same information, for \(n = m\) the velocity dipoles carry extra information which cannot be obtained from the length dipoles alone. However, while the velocity dipoles capture the physics of intra-band transitions, their use within the velocity gauge has two main drawbacks: (i) sum rules are easily broken in numerical implementations, and (ii) beyond the independent-particles approximation the definition of the velocity operator depends on the Hamiltonian [55].

**Appendix E: Approximated collisions integrals**

The \(\Delta \Sigma_{SEX}[\rho(t)]\) appearing in Eq. [2] is calculated in the Yambo code as [50]

\[
\Delta \Sigma_{sex} \rho_{nm'k}(t) = \sum_{n,n',q} M_{nm'k,q,n'-k} \Delta \rho_{n,n'k-\mathbf{q}}(t). \quad \text{(E1)}
\]

where the collision integrals \(M_{mm'k,q,n'n'k}\) are defined as:

\[
M_{mm'k,q,n'n'k} = \sum_{G,G'} \rho_{mmk}(q,G') \rho_{m'n'k}(q,G) W_{G,G'}(q), \quad \text{(E2)}
\]

where

\[
\rho_{mmk}(q,G) = \int \phi_{m k}^* (\mathbf{r}) \phi_{nk-\mathbf{q}}(\mathbf{r}) e^{i(G+\mathbf{q})\mathbf{r}}. \quad \text{(E3)}
\]

and \(W\) is the screened Coulomb interaction [69].

In this work we considered collision integrals \(M\) only between valence and conduction bands, namely we set to zero \(M_{mm'k,q,n'n'k}\) if both \(m, m'\) or \(n, n'\) belong to the valence/conduction bands. Including only valence-conduction scattering terms strongly reduces the size of the \(M\) matrix. This approximation is exact for the linear response, and we verified that does not introduce any relevant change in the pump and probe spectra reported in the main text.
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