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Abstract
We propose a general framework to adapt various local explanation techniques to recurrent neural networks. In particular, our explanations add temporal information, which expand explanations generated from existing techniques to cover data points that have different lengths compared to the original input data point. Our approach is general as it only modifies the perturbation model and feature representation of existing techniques without touching their core algorithms. We have instantiated our approach on LIME and Anchors. Our empirical evaluation shows that it effectively improves the usefulness of explanations generated by these two techniques on a sentiment analysis network and an anomaly detection network.

Introduction
As more critical applications employ machine learning systems, how to explain rationales behind results produced by these systems have emerged as an important problem. Such explanations allow end users to 1) judge whether the results are trustworthy (Ribeiro, Singh, and Guestrin 2016; Doshi-Velez et al. 2017) and 2) understand knowledge embedded in the systems so they can use the knowledge to manipulate future events (Poyiadzi et al. 2020; Prosperi et al. 2020; Zhang, Solar-Lezama, and Singh 2018). This paper focuses on the problem of explaining Recurrent Neural Networks (RNNs), an important instance of deep learning systems that is widely applied to processing sequential data of different lengths.

One dimension to classify explanation techniques is based on whether they are global or local (Molnar 2020). The former explains how the model behaves on all inputs while the latter explains how the model behaves on a particular set of inputs (typically ones that are similar to a given input). A vast majority of explanation techniques for RNNs nowadays are global. In particular, they employ deterministic finite automaton (DFAs) as global surrogates of target RNNs (Omlin and Giles 1996; Jacobsson 2005; Wang et al. 2018; Weiss, Goldberg, and Yahav 2018; Dong et al. 2020). However, due to complex natures of any practical problem domain, such techniques can produce very large DFAs. These explanations are hard for a human to digest. Moreover, they take a long time to generate, making these techniques hard to scale. As a result, these techniques are often limited to toy networks such as ones that learn regular expressions. Moreover, even for these simple domains, the explanations can still be complex as RNNs often fail to internalize the perfect regular expressions and contain noise.

Due to the complexity of the problem domain and the networks, we turn our attentions to local methods (Ribeiro, Singh, and Guestrin 2016, 2018; Zhang, Solar-Lezama, and Singh 2018; Arras et al. 2017; Wachter, Mittelstadt, and Russell 2017; Lundberg and Lee 2017). These methods produce more tractable explanations at the cost of covering much less inputs. Such methods provide explanations to individual inputs and have a wide range of applications. While there is a rich body of techniques in this category, to our knowledge, there are few that are specialized to RNNs. In particular, they all ignore temporal information in the inputs, making it hard for users to fully understand the explanation.

Consider Anchors (Ribeiro, Singh, and Guestrin 2018), a popular local technique that generates sufficient conditions to producing specific outputs. As Figure 1(a) shows, to a sentiment analysis network, it generates the following explanation to Sentence I: Sentence I is negative because it contains both “never” and “fails”. However, it does not give any temporal information about these two words. In particular,
Figure 2: An example explanation generated by LIME (a) without REX and (b) with REX.

would the sentence still be negative if “never” comes after “fails”? Consider Sentence II, the generated anchors are exactly the same as those to Sentence I, but now the sentence is judged as negative. The key difference is in Sentence II, “never” and “fails” do not form a phrase. However, this is not captured in Anchors, which is confusing to a user.

We see similar issues with other existing local explanation techniques. For example, a large group of techniques such as LIME (Ribeiro, Singh, and Guestrin 2016) use linear models as local surrogates. Similarly, consider a sentiment analysis network. As Figure 2(a) shows, LIME would assign a high negative score to “Not”, and a high positive score to “Good”. Intuitively, it means that “Good” makes the sentence positive and the sentence is overall negative because “Not” has a stronger effect making the sentence negative. However, this is not the case, as “Not Good” together is a negative phrase.

To resolve this issue, we propose REX, a general framework for extending various local model-agnostic explanation techniques with temporal information. In particular, REX adds such information in the form of $\text{Pos}_f - \text{Pos}_g \geq d$, meaning the distance between the positions of feature $f$ and feature $g$ is not smaller than $d$. How such information is presented depends on the specific explanation technique. Consider the sentences in Figure 1 again. After REX augments Anchors, the explanation to Sentence I becomes the sentence is positive because it contains both “never” and “fails”, and “never” is before “fails”. On the other hand, the explanation to Sentence II becomes the sentence is negative because it contains “never” and “fails”, and “never” is not right before “fails”. Now, consider applying LIME with REX to the sentence in Figure 2. In the new explanation, the fact that “Not” is before “Good” gets the highest negative score. This new information 1) associates the two words, and 2) captures that “Not” comes before “Good”. As we can see, for both Anchors and LIME, REX makes the explanations much easier for an end user to understand.

In order to add such information to various local model-agnostic explanation techniques, we notice that these techniques treat target model as black boxes and generate a surrogate by learning from input-output pairs. In particular, we make two key observations: 1) these techniques use a perturbation model that generates inputs that are similar to the target input so it captures the local behavior of the network through these inputs; 2) these techniques generate explanations which are described in features. Based on 1), in order to capture temporal information which the network internalizes, we can modify the perturbation models so it generates inputs whose lengths vary and in which the order of features can change. Based on 2), we can treat temporal information such as $\text{Pos}_f - \text{Pos}_g \geq d$ as a feature of the network. Although this feature will not affect the result of the original network, they reflect temporal information that is internalized by the network. More importantly, now the explanation techniques can generate explanations that utilize them without changing their core algorithms.

To evaluate the effectiveness of REX, We have applied it to both LIME and Anchors and then use their augmented versions to explain a sentiment analysis network and an anomaly detection network. Our results show that REX is able to make the generated explanations cover 235.2% more inputs on average while the changes in their precision are minimal. Moreover, a user study shows that the augmented explanations make it easier for human users to predict the behaviors of the networks.

In summary, we have made the following contributions:

- We have proposed to incorporate temporal information in the form of $\text{Pos}_f - \text{Pos}_g \geq d$ in local explanations to RNNs, which make these explanations easier to understand.
- We have proposed a general framework REX to automatically incorporate the above information in popular local explanation techniques.
- We have demonstrated the effectiveness of REX by instantiating it on LIME and Anchors and evaluating the augmented explanation techniques on two representative RNNs.

**Preliminaries**

In this section, we describe the necessary background to introduce our approach. Without loosing generalizability, we assume the RNN is a black-box function from a sequence of real numbers to a real value, $f : R^n \rightarrow R$. We limit our discussion to networks that do classification or regression.

Given an input $i \in R^n$, its corresponding output $o \in R$, $o := f(i)$, a local explanation is $\exp(i, o)$. A local explanation reflects how the network produces the output given the specific input. Typically, a local explanation is an expression over features. More specifically, $\exp(i, o)$ is an expression which is formed with feature predicates. A feature predicate is $p_j := f_j \ op \ c$, where $f_j$ is a variable representing the $j$th feature, $op$ is a binary operator such as $=, >, <$, and $c$ is a constant. Based on the specific form of the expression, a feature predicate can be interpreted as a Boolean variable or a $\{0, 1\}$ integer. We call the set of feature predicates the **vocabulary** of the local explanation. For example, in Anchors, $\exp(i, o)$ is a conjunction $\bigwedge_{j \in \{1, 2, \ldots, |i|\}} p_j$ which must evaluate to true on $i$; in LIME,
exp(i, o) is a linear expression in the form of \( \sum_{j \in \Delta} p_j \). In a counterfactual explanation \( \text{Zhang, Solar-Lezama, and Singh 2018} \) \( \text{[Wachter, Mittelstadt, and Russell 2017]} \) \( \text{[Dandl et al. 2020]} \), \( \text{exp}(i, o) \) is a conjunction \( \bigwedge_{j \in \Delta} p_j \bigwedge_{k \in \Delta} p_k \) where \( \Delta \subseteq \{1, 2, ..., |i|\} \), all \( p_j(j \in \Delta) \) do not hold on \( i \), and all \( p_k(k \notin \Delta) \) has the form of \( f_k = i[k] \). Moreover if an input \( i' \) satisfies a counterfactual explanation \( \text{exp}(i, o) \), then \( f(i') - f(i) \geq d \) for a given \( i \).

A perturbation model \( \text{per} : T \mapsto 2^T \) describes a set of inputs that are similar to a given input. A local explanation technique \( t \) is parameterized by a perturbation model, and generates a local explanation to a network given an input: \( \text{t}_{\text{per}}(F, i) := \text{exp}(i, f(i)) \). Intuitively, the local explanation only reflects the behaviors of the network over the input space given by the perturbation model. The perturbation models in all existing local explanation techniques are implemented as changing values of given features, i.e., \( \text{per}(i) \subseteq \text{R}^{|i|} \).

As we can see, both the vocabularies and the perturbation models of existing local explanations are limited to describing inputs that have the same lengths as the original input\(^\text{1}\).\(^\text{T}\). This limits their effectiveness on RNNs.

Our Framework

We now describe ReX. Our goal is to provide a general approach to incorporate temporal information in explanations without heavily modifying the explanation generation technique. We first describe our extended explanations for RNNs, and then describe how to augment existing techniques to generate such explanations.

Local Explanations with Temporal Information

Our key observation is that while the form of explanation expression varies, the expressions are all built from the corresponding vocabulary. If we can add predicates that reflect temporal information to the vocabulary, then naturally the explanations provide temporal information.

Our temporal predicates describe the temporal relationship between a set of features that satisfy basic predicates. We limit the number of features in a temporal predicate upto two because 1) in most cases, the temporal relationship between two features suffices to cover a large range of inputs of different lengths, therefore provide useful information, 2) humans are bad at understanding high-dimensional information, and 3) covering too many inputs makes the generation process slow, especially for the generation techniques based on sampling (e.g., LIME and Anchors). We give their definitions below:

**Definition 1 (1-D Temporal Predicate)** A 1-D temporal predicate takes the form of

\[
\exists j \in Z^+, f_j \land c \land j \geq d
\]

where \( c \in R, d \in Z^+, \land \in \{=, >, <\} \).

\(^1\)In the case of binary classification, \( d \) is 1.

\(^2\)When applying these techniques to language applications, some perturbation models allow replacing a word with an empty string. This allows generalizing the explanations to inputs of shorter lengths to some extent.

In the above definition, \( \geq \) can be also replaced with \( \leq \).

**Definition 2 (2-D Temporal Predicate)** A 2-D temporal predicate takes the form of

\[
\exists j, k \in Z^+, f_j \land c_1 \land f_k \land c_2 \land k - j \geq d
\]

where \( c_1, c_2 \in R, d \in Z^+ \cup Z^-, \land \in \{=, >, <\} \).

In a 2-D temporal predicate, when the distance \( d \) is negative, feature \( k \) can come either before or after feature \( j \). This implies the order between these two features does not matter. In the experiments, we constraint \( d \geq -1 \) as \( d = -1 \) is enough to indicate that the order does not matter.

As we can see, compared to standard predicates, temporal predicates no longer describe properties of features at fixed positions in an input. Instead, it requires positions of features being described satisfy given temporal constraints.

Based on the definitions of temporal predicates, we introduce the definition of local explanation with temporal information:

**Definition 3 (Explanation with Temporal Information)**

A local explanation with temporal information is a local explanation whose vocabulary consists of regular predicates, 1-D temporal predicates, or 2-D temporal predicates.

**Examples.** Consider Input sentence I in Figure I a 1-D temporal predicate is

\[
\exists j \in Z^+, f_j = \text{"never"} \land j \geq 1.
\]

A 2-D temporal predicate is

\[
\exists j, k \in Z^+, f_j = \text{"never"} \land f_k = \text{"fails"} \land k - j \geq 1.
\]

The explanation generated by Anchors augmented with ReX in Figure I is a conjunction which only consists of the above 2-D predicate.

Augmenting Generation Techniques

We aim to provide a general approach to extend existing model-agnostic techniques to generate local explanations with temporal information without heavily modifying their algorithms. Our key insight to address this challenge is that it can be achieved by simply extending the vocabulary and the perturbation model of an explanation technique. The reason is that existing local model-agnostic explanation techniques essentially treat the target model as a black-box: they generate surrogate models as explanations which are described using features in the vocabulary and trained from input-output pairs that are obtained from the perturbation model. As long as we can change these two components, we can generate explanations augmented with temporal information without changing the core explanation algorithm.

Extending Vocabularies. In order to add a predicate to a vocabulary, the predicate must be able to serve as a feature of an input. As a result, the work required to add a predicate to a vocabulary is quite light: as long as a way is provided to evaluate the predicate on a given input, it is fine. Obviously, both our 1-D and 2-D temporal predicates can be easily evaluated on any input of a target RNN. By adding temporal
predicates to the vocabulary, now an explanation technique
has the language to describe behaviours of the target RNN
over inputs of various lengths.

Extending Perturbation Models. In order to generate
useful local explanations with temporal information that
cover inputs of different lengths, we next modify the pertur-
bation models of existing techniques. More concretely, we
add a preprocessor over a given perturbation model. For a
given input \( i \), the preprocessor does two modifications in se-
quence to generate more inputs: 1) it can delete certain fea-
tures from the input, and 2) it can switch the positions of
two features. To control the number of generated inputs, we
add a parameter \( \pi \) to limit the switching operation to two
features that are at most \( \pi \) apart. In our experiment, we set
\( \pi = 1 \). This corresponds to the aforementioned setting of
2-D temporal predicates where the distance \( d \geq -1 \). More
formally, given a perturbation model \( \text{per} \), a constant \( \pi \), the
new perturbation model our approach generates is

\[
\text{per}^f(i) := \bigcup_{i \in \text{prep}(i)} \text{per}(i)
\]

where \( \text{prep}(i) = \{i'\mid i' = rf^*(i)\} \)

\[
\land \forall \pi' = sf(i', m, n)
\]

\[
\land n - m \leq \pi
\]

\[
\land 0 \leq m < n \leq |i'|.
\]

In the above definition, \( rf \) returns a new input that re-
moves a random feature from a given input and it can be ap-
plied for arbitrary times; \( sf \) switches the positions of feature
\( m \) and feature \( n \) of a given input and returns a new input.

Careful readers may have noticed that our augmented per-
turbation model can be made more complex. For example,
instead of only allowing switching the positions of two fea-
tures, one can completely shuffle the features in an input; be-
sides deleting or switch features, one can add new features.
While these methods can generate more features, the draw-
backs are that 1) the generation techniques can run much
slower – many of these techniques require sampling from the
perturbation model, which now alone takes much longer
time, and 2) a larger input space is harder for a simple expla-
nation to fit. In practice, we find our definition above a good
balance among generality, efficiency, and accuracy.

Instances

We next describe how to instantiate our framework on sev-
eral popular local explanation methods (Molnar 2020). In
particular, we discuss how the augmented explanation looks,
how the temporal predicates are plugged, and how the per-
turbation model interacts with the core generation algorithm.
In our experiment, we implement the instances that corre-
spond to Anchors and LIME.

LIME (Ribeiro, Singh, and Guestrin 2016) As the ex-
ample in Figure 2 shows, the augmented explanation is now
a linear expression whose 0-1 variables can either be a reg-
ular predicate or a temporal predicate. Since LIME trains
such a linear expression by fitting it on a given set of input-
output pairs, it only needs to be able to evaluate the linear
expression and calculate the loss value after adding temporal
predicates. This is obviously doable. As for the perturbation
model, it is used to draw the aforementioned inputs and is
viewed as a black-box by the core algorithm in LIME. As a
result, replacing the perturbation model is straightforward.

Anchors (Ribeiro, Singh, and Guestrin 2018) As the ex-
ample in Figure 1 shows, the augmented explanation is now
a conjunction of regular predicates and temporal predicates.
Similar to LIME, Anchors are generated by a sampling-
based approach. Therefore, adding the temporal predicates
and substituting the perturbation model are straightforward.

Shapley Values (Strumbelj and Kononenko 2014; Lund-
berg and Lee 2017) Similar to LIME, these methods at-
tribute importance to individual features but apply more
computationally expensive yet precise algorithms. As a re-
result, the way to extend their explanations is similar to that
to extend LIME’s. In addition, the underlying algorithms are
also based on learning from input-output pairs. So the way
to extend the vocabulary and the perturbation model is also similar to the case of extending LIME’s.

Counterfactual Explanations (Wachter, Mittelstadt, and
Russell 2017; Dandl et al. 2020; Zhang, Solar-Lezama,
and Singh 2018) The techniques proposed by Watcher et al.
and by Dandl return individual inputs as explanations so they
do not fit into our framework. Here, we discuss Polari
(Zhang, Solar-Lezama, and Singh 2018), which returns a
linear expression, such as “If your income for Month A was
greater than $1,000 and your February’s income was greater
than $2,000, you would have got the loan”. We augment
such explanations with temporal predicates so that a subset
of linear expressions come with existential quantifiers. For
example, the aforementioned explanations would become
“If your income for Month A was greater than $1,000, your
income for Month B was greater than $2,000, and Month
B comes after Month A, you would have got the loan”. How-
ever, augmenting the generation technique needs more
work, because Polaris is not model-agnostic and encodes ex-
plaining a given model as linear constraint problems. One
direction is to extend the linear problems with our predi-
cates and perturbation models. Another direction is to make
the generation technique model-agnostic by changing it to a
sampling-based approach.

Empirical Evaluation

We have instantiated ReX on Anchors and LIME. We refer
to the extended version as Anchors* and LIME*, respec-
tively. To evaluate ReX, we use Anchor* and LIME* to
explain a sentiment analysis RNN and an anomaly detec-
tion RNN, and compare their effectiveness against original
methods’ effectiveness. More concretely, we conducted an
experiment with simulated users on a relatively large set of
inputs and a study with real users on a smaller set of inputs.
In particular, we are interested in the answers to two ques-
tions:

1. With an explanation, for an input that is similar to the
original input, will the user be able to predict the result
produced by the target model?
2. Is the prediction correct?

For a given explanation and a set of inputs, we refer to the percentage of answering “yes” to the first question as “coverage” of the explanation; we refer to the percentage of answering “yes” to the second question as “precision” of the explanation.

The RNNs and the Datasets

**Sentiment Analysis** We trained an LSTM with paraphrastic sentence embedding ([Wieting et al. 2015](#)) as a sentiment predictor on the Stanford Sentiment Treebank ([Socher et al. 2013](#)) dataset. We followed the train/validate/test split in the original dataset. We use words as the basic building blocks of explanations. As described previously, the explanations produced by the original Anchors and LIME only use the presence of words, while REX adds the 1-D and 2-D temporal information into the explanations. In the perturbation model, besides deleting and switching words, we apply BERT ([Devlin et al. 2018](#)) to replace words with other words that can also appear in the context.

**Anomaly Detection** We trained an Anomaly Detection RNN following [Park (2018)](# on an ECG dataset ([Dau et al. 2018](#)). Similarly, we followed the train/validate/test split in the original dataset. We use whether a data point in a series is fixed to a given value as the basic building block of explanations. While the explanations generated by the original Anchors and LIME only contain such predicates, REX adds temporal predicates. To make the explanation generation process tractable, we limit the explanations to only consist data points that are at most 20 steps before the detected anomalous point in a time series. In the perturbation model, besides deleting and switching data points, we allow changing each data point by sampling from a Gaussian distribution with its original value as the mean and one as the standard deviation.

**Simulated Users**

In this experiment, we evaluated the improvement incurred by our approach on coverage and precision by assuming the user will precisely follow the explanations. We took the test sets of the two datasets, and applied Anchors, Anchors*, LIME, and LIME* to generate explanations for each in the sets. Since the normal points are much more than anomalous points in the anomaly detection dataset, we only looked at anomalous inputs. There are 2210 inputs in the test set of the sentiment analysis dataset, while there are 9 (anomalous) inputs in that of the anomaly detection dataset. Then we applied our perturbation models that vary input lengths to generate 10,000 similar inputs for each input. For each generated input, we tried to predict the RNN output following each explanation, which was in turn used to calculate the coverage and precision of each approach. In the case of Anchors and Anchors*, as long as the generated input satisfies the explanation (a sufficient condition), we gave a “yes” to the coverage question; if the actual classification also matches that of the original input, we gave a “yes” to the precision question. In the case of LIME and LIME*, the explanations are linear expressions and evaluate to real numbers on each input. If the absolute value of an evaluation result is greater than a threshold (0.1 for sentiment analysis, and 0.05 for anomaly detection), we gave a “yes” to the coverage question; further, if the sign of the value matches the actual RNN output, we gave a “yes” to the precision question.

Table 1 summarizes the average coverage and precision of the four approaches across all the generated inputs. Overall, REX improves the coverage significantly while maintaining roughly the same level of high precision as the original approaches. This is in line with our assumption that REX is able to augment existing techniques to generate explanations that cover more inputs. On sentiment analysis, REX has improved the average coverage of Anchors and LIME by 322.09% and 245.05% respectively. On some inputs, the improvements are as high as 1,310.1% and 774.9%.

Apart from the explanations similar to ones in the introduction, there are are other explanations generated in the experiment that drew our attention. For example, consider the explanations in Figure 3. Anchors judges that the sentence is negative because it contains “characters”. This explanation does not make too much sense - either the network or the explanation technique has issues. It turns out that Anchors overfits to sentences that are similar to the original sentence and have the same length. On the other hand, the explanation generated by Anchors* is more robust as it covers more sentences. Concretely, it says the sentence is negative because it contains both “never” and “feel” and the order between

| Method       | Sentiment Analysis | Anomaly Detection |
|--------------|--------------------|-------------------|
|              | coverage | precision | coverage | precision |
| Anchors      | 5.0%     | 99.0%     | 3.8%     | 98.7%     |
| Anchors*     | 21.3%    | 97.1%     | 7.2%     | 97.8%     |
| LIME         | 10.6%    | 74.8%     | 8.1%     | 87.7%     |
| LIME*        | 36.5%    | 74.7%     | 31.1%    | 88.4%     |

Table 1: Average coverage and precision in the simulated user experiment. Anchors* and LIME* indicate Anchors and LIME augmented with REX.

**Input sentence**: we never feel anything for these characters.

**Network output**: Negative

**Explanations**:

- Anchors: \{characters\} \implies Negative
- Anchors*: {never, feel} \land \text{Pos}_{feel} - \text{Pos}_{never} \geq -1 \implies Negative

Figure 3: Representative explanations produced by Anchors and Anchors*.
We asked 19 computer science undergraduate to participate in a study to evaluate how R EX improves Anchors on the sentiment analysis network. Each participant has taken courses in machine learning but had no experience with explanation techniques before the study. The questionnaire contains five questions. Each question first presents a sentence, the network’s output on the sentence, and explanations produced by Anchor and Anchor*. The sentences are randomly chosen from the test set. Then the user is asked to predict the RNN’s output on 10 new sentences. The new sentences are produced using our perturbation model (with BERT [Devlin et al. 2018]). They can answer “positive”, “negative”, or “I don’t know”. Figure 5 shows one such question in the questionnaire. If a user did not answer “I don’t know”, we gave a “yes” to the coverage question; further, if their prediction matches the actual network output, we gave a “yes” to the precision question.

Table 2 shows the average coverage and precision across the 19 users and 10 sentences for each question. Anchors* is better than Anchors on all questions in terms of both coverage and precision. Across these questions, Anchors* yields an average precision of 87.3% and an average coverage of 68.8%, while these numbers are only 48.3% and 43.9% for Anchors. The improvements are 80.9% and 56.7% respectively. Compared to the experiment results with simulated users, the improvement in precision is much higher while the improvement in coverage is less. We looked at the answers closely and found out sometimes users misuse explanations produced by the original Anchors. Strictly speaking, an explanation produced by Anchors only covers inputs with the same lengths as the original input. Moreover, when it says a word is present, the word must appear at the same position as it does in the original input. However, some users would ignore such constraints and applies the explanation when they are supposed to answer “I don’t know”. This situation happens for 24.8% of all the answers. As a result, they often give incorrect predictions to these sentences while the coverage is increased. On the other hand, such misuses rarely happen with Anchors* because the corresponding explanations highlight temporal information and cover much more inputs.

Similar to the experiment with simulated users, our user study shows that R EX can considerably increase the coverage of existing explanation techniques without sacrificing precision. It also shows the shortcomings of existing techniques when they are applied on RNNs. In particular, their precision or coverage drops when a user tries to apply explanations to inputs whose lengths are different from the original input.

**Related Work**

Our work is closely related to explanation techniques specific to RNNs and general local model-agnostic explanation techniques.

There is a long line of works on extracting DFAs and their variants from RNNs. For earlier works, we refer to the surveys by [Wang et al. (2018)](#) and [Jacobsson (2005)](#). The focus of this field has been developing more scalable algorithms. For example, [Weiss, Goldberg, and Yahav (2018)](#) propose an approach by adapting Angluin’s $L^*$ algorithm. There are also works that augment the explanations with more powerful variants of DFAs, including weighted automata [Ayache, Eyraud, and Goudian (2018)], Discrete-Time Markov Chains [Du et al. (2019)], probabilistic automata [Dong et al. (2020)], and others. The drawback of these approaches is that they fail to scale to practical RNNs due to their global nature. Their applications are mostly limited to explaining RNNs that learn regular expressions.

There also exist local explanation techniques to RNNs that attribute importance to features [Arras et al. (2019)](#). However, they fail to capture temporal information and their explanations are in the same form as those generated by model-agnostic approaches such as LIME. The difference is
Original sentence: pretentious editing ruins a potentially terrific flick.
RNN output: negative.
Explanation 1: the word “ruins” appears in the sentence at the specific position.
Explanation 2: both “ruins” and “terrific” appear in the sentence, “terrific” is behind “ruins”, and there are at least “0” words between them.

Please predict the RNN output on each sentence below according to each explanation. You can answer 0. negative, 1. positive, or 2. I don’t know.

| Sentence                                      | Prediction 1 | Prediction 2 |
|-----------------------------------------------|--------------|--------------|
| ruins beneath terrific design.                |              |              |
| pretentious editing ruins a potentially terrific methodology. |              |              |
| cult ruins a potentially lucrative planet.    |              |              |

Figure 5: A question in the user study.

| Method | Precision | Coverage |
|--------|-----------|----------|
|        | Q1  | Q2  | Q3  | Q4  | Q5  | Q1  | Q2  | Q3  | Q4  | Q5  |
| Anchors| 70.6%| 47.4%| 18.1%| 47.4%| 57.8%| 58.0%| 44.0%| 37.0%| 71.5%| 43.5%|
| Anchors*| 81.2%| 99.4%| 73.9%| 84.1%| 97.7%| 61.9%| 69.5%| 80.5%| 60.5%|

Table 2: Results of the user study.

that by treating RNNs as white boxes they can generate explanations more efficiently and accurately. The techniques include gradient-based sensitivity analysis (Li et al. [2016] Denil, Demiraj, and de Freitas 2014), layer-wise relevance propagation (Ding et al. [2017] Arras et al. [2017] Arjona-Medina et al. [2019]), contextual decomposition (Murdoch, Liu, and Yu [2018]), and others. Extending our approach to these techniques may require modifying the underlying algorithms. This would be interesting to explore in the future.

Local model-agnostic explanation techniques apply to a wide range of machine learning models as they treat models as black boxes. As mentioned earlier, popular forms of explanations include attributing importance to features [Ribeiro, Singh, and Guestrin [2016] Strumbelj and Kononenko 2014] [Lundberg and Lee 2017], using a Boolean expression as a sufficient condition for deriving current model output [Ribeiro, Singh, and Guestrin [2018], and counterfactuals [Wachter, Mittelstadt, and Russell [2017] Dandl et al. [2020] Zhang, Solar-Lezama, and Singh [2018]]. Besides these approaches, Individual Conditional Expectation plots visualize how the model output changes as one feature changes [Goldstein et al. [2015]]. For more details, we refer to Chapter 9 of the popular book by Molnar [2020]. These approaches fail to capture temporal information that is internalized in RNNs.

Conclusion
We have proposed ReX, a general framework that adds temporal information to existing local model-agnostic explanation methods. This allows these methods to generate more useful explanations for models that handle inputs of varying lengths, with RNNs as a representative use case. ReX achieves this by extending vocabularies of explanations with temporal predicates, and modifying perturbation models that generate inputs so they can generate inputs of different lengths. We have instantiated ReX on Anchors and LIME, and demonstrated the effectiveness by applying these two techniques to two representative RNNs.
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