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Abstract—As more and more autonomous vehicles (AVs) are being deployed on public roads, designing socially compatible behaviors for them is becoming increasingly important. In order to generate safe and efficient actions, AVs need not only predict the future behaviors of other traffic participants, but also be aware of the uncertainties associated with such behavior prediction. In this paper, we propose an uncertain-aware integrated prediction and planning (UAPP) framework. It allows the AVs to infer the characteristics of other road users online and generate behaviors optimizing not only their own rewards, but also their courtesy to others, and their confidence regarding the prediction uncertainties. We first propose the definitions for courtesy and confidence. Based on that, their influences on the behaviors of AVs in interactive driving scenarios are explored. Moreover, we evaluate the proposed algorithm on naturalistic human driving data by comparing the generated behavior against ground truth. Results show that the online inference can significantly improve the human-likeness of the generated behaviors. Furthermore, we find that human drivers show great courtesy to others, even for those without right-of-way. We also find that such driving preferences vary significantly in different cultures.

I. INTRODUCTION

More and more autonomous vehicles (AVs) are being deployed on public roads, sharing the space with other traffic participants. In order to safely and efficiently interact with other entities (e.g., human drivers and pedestrians), AVs need to generate behaviors that are not only optimal in terms of their own interests, but also showing respect to others in a human-like way [1]. Such socially-compatible behaviors are of critical importance for the safe deployment of AVs in mixed autonomy. For instance, cautious but unnecessary stops at intersections might cause rear-end accidents [2], and aggressive ramp merging might lead to collisions.

To design socially-compatible behaviors, the first two questions to answer are 1) what social factors should be considered, and 2) how we should quantify them and integrate them into the behavior generation framework of AVs. There have been many works in the domain of human-robot interaction (HRI) trying to tackle one or both questions. In terms of methodology, we categorize them into three groups. The first group explicitly imitates some well-established social behaviors of humans via imitation learning or model-based behavior generation [3]–[6]. One popular example of model-based approaches is to generate robot behaviors via the social force model [7] as in [3] [4]. Another example is the social perception behavior in [6] which imitates humans’ capability of extracting useful information from others’ actions. The second group, on the other hand, quantifies social factors as reward features for the robots and uses inverse reinforcement learning (IRL) to learn the appropriate weights of such features from real human data [8]–[12]. Some social factors that have been quantified include active information gathering [8], deterministic courtesy [9], and selfishness or altruism via Social Value Orientation [11]. Finally, the third group integrates social factors with deep learning to encourage socially-compliant behaviors [13]–[16]. Typical examples include Social LSTM [13], Social GAN [14], and social attention [16].

Our work belongs to the second group for its good interpretability and the ability to learn from data. In particular, we focus on how robot cars should balance their own interests and their impacts on others in the presence of inevitable behavior uncertainties. Note that behaviors of humans and robots are mutually influenced as a closed-loop system. Hence, when behavior uncertainty occurs, the closed-loop dynamics becomes more complicated. First, the distribution of such behavior uncertainty is not fixed but can be changed with different actions of the robots. Second, beyond self-interests and others’, the robots (AVs) should also take into consideration the confidence towards uncertain predictions and the corresponding responsive actions in their policies.
Hence, in this work, we propose an uncertain-aware integrated prediction and planning (UAPP) framework to generate socially-compatible behaviors for autonomous vehicles. Our key insight is that when behavior uncertainty exists, AVs should optimize for behaviors that consider not only self-expected rewards, but also the impact on the action distributions of others and the self-confidence of such consequences. Moreover, the preferences over the three aspects should be updated online for different individuals.

Our contributions can be summarized as follows: 1) establish an uncertain-aware integrated prediction and planning (UAPP) framework; 2) formulate the courtesy and confidence factors as rewards in the UAPP framework, and provide a systematic analysis of their influences on AVs’ behaviors with varying initial relative relationships between the AVs and other cars, as illustrated in Fig. 1; 3) develop an online algorithm to estimate the reward weights of each human individual and verify it on real data; and 4) provide inspiring findings on the statistics of how humans drive, such as how often humans switch their preferences among the three policies during one interaction, and how the dominance of driving policy varies with different right-of-ways, traffic rules, and cultures.

II. Problem Formulation

We consider a two-agent interaction system to investigate the socially-compatible behavior. The two agents include an ego car (denoted by \(\cdot_E\)) and an obstacle car (denoted by \(\cdot_O\)). They have different right-of-ways. Let \(x_i\) and \(u_i\) denote, respectively, the state and control input of the ego car \((i=E)\) and the interacting car \((i=O)\). \(x = (x_E^T, x_O^T)^T\) represents the states of the interaction system, satisfying an overall dynamics given by:

\[
x^{t+1} = f(x^t, u^t_E, u^t_O).
\]

We assume that both vehicles are noisy optimizers, i.e., their control inputs are optimizing their cumulative reward functions \(R_E\) and \(R_O\) over the planning horizon. We further assume that the two cars are running a Stackelberg game where the ego car is the leader and the other car is a naive follower, as in [8] [9]. Let \(N\) be the planning horizon. Based on such assumptions and the Model Predictive Control (MPC) framework, at each time step, in the ego car’s view, the other vehicle generates its optimal action sequence \(u_O = (u^0_O, u^1_O, ..., u^{N-1}_O)^T\) via

\[
u^*_O = \arg\max_{u_O} R_O(x^0, u_O, u_E),
\]

where \(x^0\) denotes the current state, and \(u_E\) is a candidate action of the ego car. Thus, considering the behavior uncertainty, the distribution of other vehicle’s future behavior \(u_O\)

\[\text{can be expressed as a function of the ego car’s actions based on the Boltzmann-rational model [17]:}
\]

\[
u_O(x^0, u_E) \sim P(u_O|x^0, u_E) \propto e^{\beta R_O(x^0, u_O, u_E)}.
\]

\(\beta\) controls the degree of rationality of the other vehicle. Without loss of generality, we set \(\beta = 1\) and omit it for brevity.

With (3) and the assumption that the ego car is a leader in the game, the optimal behavior of the ego car \(u^*_E = (u^0_E, u^1_E, ..., u^{N-1}_E)^T\) satisfies

\[
u^*_E = \arg\max_{u_E} R_E(x^0, u_E, u_O) \sim P(u_O|x^0, u_E)
\]

To generate socially compliant behaviors, social factors such as courtesy and confidence should be quantified and formulated as additional features in reward \(R_E\). Similar to [18] [19], we propose to construct a socially compatible reward for the AVs as a linear combination of three aspects including the regular selfish reward term, the courtesy reward term, and the confidence reward term. Namely, we have

\[
R_E(x^0, u_E; \lambda_E) = \lambda_{\text{Egoism}} R_{E_{\text{Egoism}}}(x^0, u_E) + \lambda_{\text{Courteous}} R_{E_{\text{Courteous}}}(x^0, u_E) + \lambda_{\text{Confidence}} R_{E_{\text{Confidence}}}(x^0, u_E)
\]

where \(R_{E_{\text{Egoism}}}, R_{E_{\text{Courteous}}}, R_{E_{\text{Confidence}}}\) are, respectively, the ego car’s egoism reward, courtesy reward, and confidence reward. Each reward encourages the generation of driving behaviors with different styles. Detailed definitions of them will be introduced in Section III. The reward parameter \(\lambda_E = (\lambda_{\text{Egoism}}, \lambda_{\text{Courteous}}, \lambda_{\text{Confidence}})\) captures the trade-off among them.
Fig. 3: (a) By combining the two car’s actions, the agents’ joint behavior space is constructed. It captures both discrete decisions and continuous trajectories. (b) The egoism reward of the ego car. (c) and (d) are the probabilities over the joint action spaces with and without the ego car. (e) The socially compatible reward. As shown in (c), the probabilities of the other car’s actions are significantly influenced by the ego car’s action.

III. THE INTEGRATED PREDICTION AND PLANNING FRAMEWORK WITH SOCIALLY COMPATIBLE REWARDS

A. The Uncertain-Aware Integrated Prediction and Planning Framework

The structure of the uncertainty-aware integrated prediction and planning (UAPP) framework is shown in Fig. 2. It includes a spatial-temporal sampling module to construct the discrete joint behavior space, a socially compatible reward function as defined in (6), and finally an online algorithm for estimating reward parameters $\lambda_E$. In the discrete joint behavior space, the paired future trajectories of both cars are generated via spatial-temporal sampling [20] [21]. One example of such paired trajectories is shown in Fig. 3(a).

Figure 3(b)-(d) demonstrate, respectively, the different reward maps and probabilities for different trajectory samples, and Fig. 3(e) summarizes the weighted sum of all reward maps.

B. Egoism Reward

Egoism reward is defined to capture an agent’s expected utilities in the presence of behavior uncertainties of others. With the current state $x^0$ and a pair of candidate actions $(u_E, u_O)$, the utility-related reward of an agent is defined as

$$R(x^0, u_E, u_O) = \theta^T \sum_{t=0}^{N-1} \phi(x^t, u_E^t, u_O^t),$$

where $\phi \in \mathbb{R}^3$ denotes the three self-interested utilities: efficiency, comfort, and safety. $\theta \in \mathbb{R}^3$ denotes their relative weights, which can be manually tuned or learned via Inverse Reinforcement Learning [22] [18] [23].

In order to evaluate the egoism reward, i.e., the expected utilities for the ego vehicle, we have to consider all possible responsive actions $u_O$ from the other agent. Recalling (6), we have

$$P(u_O|x^0, u_E) = \frac{e^{R_O(x^0, u_O|x^0, u_E)}}{\sum_{u_O \in U_O} e^{R_O(x^0, u_O|x^0, u_E)}},$$

where $R_O(u_O|x^0, u_E)$ quantifies the other car’s rewards as in (6). Thus, the egoism reward of the ego car’s action $u_E$ is given by:

$$R_{E_{egoism}}(x^0, u_E) = \mathbb{E}_{u_O \sim P(u_O|x^0, u_E)} \left[ R_E(x^0, u_E, u_O) \right].$$

C. Courtesy Reward

There are several ways of modeling courtesy [11] [9] [1]. In this paper, we model courtesy as the effort of a driver to avoid interrupting other’s original plan, i.e., minimizing the difference of other car’s impacted behavior distribution in presence of ego car (Fig. 3(c)) and other car’s original behavior distribution in absence of the ego car (Fig. 3(d)).

Intuitively, the ego car’s action could change the other car’s environment and influence the other car’s decision. Thus, as in Fig. 3(c), the other car’s behavior distribution in the presence of the ego car is exactly given as (7).

Similarly, we can write out the other car’s behavior distribution in the absence of the ego car as follows:

$$P(u_O|x^0_O) = \frac{e^{R_O(x^0_O, u_O)}}{\sum_{u_O \in U_O} e^{R_O(x^0_O, u_O)}},$$

where the utility function $R_O(x^0_O, u_O)$ captures the other car’s utilities (efficiency and comfort) in the absence of the ego car, as demonstrated in Fig. 3(d).

With (7) and (9), we are able to model the courtesy as the difference between the two distributions. We adopt the Kullback-Leibler divergence [24] as a distance metric. Therefore, we have the courtesy reward of ego car’s action $u_E$ defined as

$$R_{E_{courtesy}}(x^0, u_E) = e^{-D_{KL}[P(u_O|x^0_O)||P(u_O|x^0, u_E)]}$$

$$= e^{-\sum_{u_O \in U_O} P(u_O|x^0) \log \frac{P(u_O|x^0)}{P(u_O|x^0, u_E)}},$$

D. Confidence Reward

The confidence reward is defined to capture an agent’s preference for certainty rather than randomness in others’ behavior. Agents prefer to gain confidence by constraining other’s behavior to a concentrated distribution.

Several measures can be used to quantify confidence, including maximum model [25] (maximum probability), entropy model [24] (negative entropy of the distribution),
and difference model [26] (the difference between the two highest probabilities). Though the three models are consistent for two-option tasks, it is proved that the difference model can better measure confidence in multiple-option decision-making tasks [26]. Interactive driving with a discrete behavior space is exactly a multiple-option decision-making task. Hence, we adopt the difference model and define the confidence under ego car’s action \( u_E \) as

\[
\text{Conf}(x^0, u_E) = P(u^1_O|x^0, u_E) - P(u^2_O|x^0, u_E)
\]  

(11)

where \( u^1_O \) and \( u^2_O \) are the two responsive actions from the other agent which, respectively, takes the highest and second-highest probabilities.

Therefore, as in Fig. 3(e), the confidence reward of the ego car's action \( u_E \) can be expressed as:

\[
R_{\text{confidence}}(x^0, u_E) = e^{\text{Conf}(x^0, u_E)}.
\]  

(12)

IV. ONLINE ESTIMATE ON REWARD PARAMETER

In Section III, we have designed a socially compatible reward to capture how humans drive. However, humans are diverse in terms of their preferences over the three reward terms. Hence, we should infer each individual’s preference by estimating the reward parameter from historical observations.

The key idea of the online identification is based on the principle of maximum entropy, i.e., the probability of one candidate reward parameter \( \lambda \) is proportional to the probability of the observed trajectories under this reward parameter. Hence, if we look \( r \) steps to the past from current time step \( k \), then the posterior probability of \( \lambda \) satisfies

\[
p(\lambda|\hat{x}^{k-r:k}) \propto p(\hat{x}^{k-r:k}|\lambda) \times p(\lambda)
\]  

(13)

where \( p(\lambda) \) is the prior probability of the candidate reward parameter. The probability of the observed trajectories \( \hat{x}^{k-r:k} \) under the candidate reward parameter is proportional to its normalized collected reward:

\[
p(\hat{x}^{k-r:k}|\lambda) \approx \sum_{u_k \in U} e^{R(u^{k-r:k}, \lambda)}
\]  

(14)

where \( U \) is the set of all possible actions, and \( \hat{u} \) is the action generating trajectory closest (determined by mean squared error) to the observed historical trajectory.

Based on (13) and (14), we develop a Bayesian inference algorithm to estimate the reward parameter online. The algorithm is outlined in Algorithm 1. We first sample \( N \) reward parameter samples \( \lambda_i \) in Line 2 and initialize their weights \( \omega_i(\lambda_i) \) randomly or based on the prior knowledge \( \Theta_0(\hat{\omega}) \). After updating the weights in Line 5 and normalizing the weights in Line 7, Line 8 estimates the reward parameter \( \hat{\lambda}^{k-r} \) as the mean of the posterior distribution.

V. EXPERIMENTAL RESULTS

Two sets of experiments were conducted. First, we analyzed the influences of the three reward terms on interactive behaviors with varying relative relationships between the two vehicles. Second, we deployed the online inference algorithm on real human driving data, and compared the re-generated trajectories via the proposed UAPP framework against the ground truth. The statistical results of humans’ driving behaviors in different scenarios, traffic rules, and countries were collected and discussed.

Experiment Setting: We selected three roundabout scenarios from the INTERACTION dataset [27]: USA Roundabout FT, USA Roundabout SR, and DEU Roundabout OF. Totally we chose 219 pairs of interactive trajectories (168, 25, and 26 from each scenario). Each pair contains two cars, with one car trying to merge into a roundabout while the other car driving in the roundabout. The two cars drove towards a conflict point (the intersection point on the two cars’ reference paths). The experiments were conducted in Robot Operation System (ROS) on a computer with a 3.60GHz Intel Core i7 processor of 16GM RAM. To focus on the social-compatible planning, throughout the simulation, we assume that both cars have perfect conditions on map information, perception, localization, and control.

A. Influences of Courtesy and Confidence to Behaviors

In this experiment, we simulated the interaction between two vehicles in the USA Roundabout FT scenario. The ego car was set as the car merging into the roundabout, and the other car was in the roundabout. Both cars were AVs, while the ego car was the leader and the other car was a follower. The ego car drove actively via three different policies: 1) an egoism policy that only cares about its egoism reward, 2) a courtesy policy that cares only about courtesy, i.e., its potential influence on others, and 3) a confidence policy that generates behaviors purely for higher confidence. The other car was assumed to precisely know the ego car’s actions and was simply reacting by an egoism policy as a pure follower.

1) Quantitative Results: In the USA Roundabout FT scenario, we generated interactive trajectories by setting the initial states of both cars as given by the ground truth. Two metrics are calculated: averaged relative distance (ARE) between the two vehicles during the interaction, and the averaged interaction time (AIT, the time span from start to the time instant when one car passed the conflict point).
**Fig. 4:** The interaction when the ego car initially preceded. (a)(b)(c) show the interaction trajectories when the ego car takes different policies and the other car runs on the egoism policy. (d) shows the two cars’ distances to the conflict point. (e) shows the rewards of three policies at the first planning step. Darker color means a higher reward. The egoistic car ran at a medium speed, distance, and interaction period. The courteous car would speed up to give more room, which generated the largest relative distance and shortest interaction period. The confident car would slow down to block the other car, resulting in a smaller relative distance and a longer interaction period.

**Fig. 5:** The interaction when the other car initially preceded. Compared to an egoistic car, a courteous ego car would brake to give way to the other car. Contrarily, an overly confident car would speed up to chase the other car, which resulted in the smallest relative distance and longest interaction period.

| Egoism  | Courtesy | Confidence |
|--------|----------|------------|
| ARE (m)| 8.74     | 10.26      | 5.74      |
| AIT (s)| 4.63     | 4.38       | 5.24      |

**TABLE I:** The quantitative results for the influence of different policies. Courtesy is the safest and most efficient. Confidence is the most dangerous and time-consuming. Egoism is between the other two policies.

As shown in Tab. I, courteous cars generated the safest and most efficient interaction. Though it appears counter-intuitive, it proved that via cooperation, more efficient interactions would happen. Confidence-driven cars could result in dangerous situations and were the most time-consuming because many unnecessary acceleration-deceleration were generated to assure safety. Egoistic cars performed between confident-driven cars and courteous cars.

2) **Case Analysis:** With Fig. 4-6, we provide a detailed analysis of such influences in three representative situations where the two vehicles started the interaction with different initial positions: Case I - the ego car initially preceded (i.e., closer to the conflict point) in Fig. 4. Case II - the other car initially preceded (Fig. 5), and Case III - the two cars initially equally positioned (Fig. 6). We can see from (e) that in all three cases, the egoism policy preferred medium speeds, while the influence of the courtesy policy and the confidence policy varied. In Case I where the ego car preceded, the courtesy policy encouraged the ego car to speed up to leave more space for the other car, while the confidence policy preferred slower speeds to reduce the variance of the other car’s possible actions. However, in Case II and III when the other car preceded or the two cars were equally positioned, the courtesy policy enabled the ego car to give way to the other car, and the confidence policy drove the ego car to chase for the other car so that it was less likely to decelerate.

**B. Online Estimation of Reward Parameters**

The second study we conducted was to infer human drivers’ policies in the interactive human data of the USA Roundabout FT scenario. By implementing the Bayesian inference algorithm in Algorithm 1, we can online estimate the weights on the three rewards (egoism, courtesy, and confidence) for each individual and re-generate human-like behaviors via the UAPP framework. Figure 8 shows the estimate process in one example. We run the algorithm on each car separately. We can see that with more and more observations, the samples representing the reward weights converge.

Several exemplary results are shown in Fig. 7. In each subfigure, we show, respectively, the estimates of the two cars’ reward parameters, their distances to the conflict point. Car 1 and car 2 denote, respectively, the drivers outside and inside the roundabout.

- **Egoism Policy Dominates.** In Fig. 7(a), both cars took mediate speeds. So both cars are inferred as being egoistic.
- **Courtesy Policy Dominates.** In Fig. 7(b), car 1, which entered the roundabout, almost braked thoroughly with a strong yielding intention, while car 2 took a high speed trying...
Fig. 6: The interaction when the two cars were initially equally positioned. Similarly, a courteous car would brake to make space for the other car, and an overly confident car speeded up to constrain the other car’s behavior, resulting in a smaller distance and longer interaction period.

Fig. 7: Exemplary results of estimating reward parameter of real driving data, where the human driver is dominated by one policy in (a)(b)(c) and the policy switch happens in (d). For each example, we show how the reward parameter evolved and two cars’ distances to conflict point.

Fig. 8: Visualizations of the process on estimating reward parameters from historical observations. The parameters converge with observations.

to finish the interaction. Both cars were interpreted as being courteous enough to not change others’ original plans.

Confidence Policy Dominates. In Fig. 7(c), though running after car 2, car 1 still took a high speed, which was inferred as being confident that car 2 would constantly keep a high speed ahead. Car 2, on the other hand, was identified as running an egoistic policy for its mediate speed.

Policy Switch Exists. We also observed that agents switch policies. As in Fig. 7(d), initially, car 1 and car 2 both took mediate speeds with an egoism policy. But later car 1 speeded up, being confident that car 2 would keep a high speed to leave the roundabout. Meanwhile, car 2 decelerated, confident that car 1 would not chase it. Thus the confidence policy outperformed the egoism policy, and a policy switch happened.

C. Statistical Results of Humans’ Driver behaviors

To investigate how humans’ driving behaviors differ according to traffic rules and cultures, we run the inference algorithm on three scenarios sampled from three different locations in the INTERACTION dataset, i.e., the USA Roundabout FT, the USA Roundabout SR, and the DEU Roundabout OF.

1) Metrics: We calculated two metrics to draw a general understanding of human drivers’ policies.

Policy switching frequency (PSF) counts how many times a human driver switches his/her policies during one interaction. Figure 9(a) shows that, both drivers inside and outside the roundabout mostly switched policies no more than 3 times. Such results can serve as prior knowledge that we should not design behavior with frequent policy switch and should not expect humans might switch policy too often during one interaction.

Dominance of policy (DOP) quantifies how long each policy is serving as a dominant policy.

2) Influence of traffic rules and right-of-ways: Traffic rules and right-of-ways for road users could significantly affect humans’ driving behaviors. In the USA Roundabout FT, all the entrances set a stop sign, requiring a full stop before entering the roundabout. Hence, we can see that in Fig. 9(b), cars trying to merge-in are highly courteous (49%) and much less egoistic (27%) and confidence (23%) because they do not have the right-of-way. Meanwhile, drivers inside the roundabout were mostly driving with an egoism policy (46%) since they hold the right-of-way. However, they were also showing a great percentage of courtesy (43%) because
3) Influence of cultures: Human behavior is also significantly impacted by cultural factors [28]. To investigate such impacts, we inferred humans’ driving preferences on two scenarios located in different countries. The USA Roundabout SR (in the US) and the DEU Roundabout OF (in Germany) scenarios were selected in the INTERACTION dataset. Both roundabouts have the same traffic rules (yield sign at each entrance). In Fig. 9 (c)(d), we can see that when outside drivers are entering the roundabout with a yield sign, drivers in the USA are driving on the three policies almost equally (egoism 30.9%, courtesy 31.0%, confidence 38.2%), while about half of the drivers in Germany are driving with high confidence (50.6%) and much less care about courtesy (14.4%). The distributions of driving styles inside the roundabout are similar in the two countries.

These results indicate a practical application of our algorithm on the traffic rule scheduling and culture study. More applications such as responsibility assessment in traffic accidents, usage-based vehicle insurance could also be expected.

Fig. 9: (a) shows the policy switch frequency (PSF) on real data in USA Roundabout FT. Most drivers switched no more than 3 times. (b)(c)(d) show the dominance of policy (DOP) of real data in three scenarios. Driving preference varies with right-of-ways, traffic rules, and cultures.

D. Human-like Behavior Generation

With the estimated reward parameter, we are also able to re-generate the interactive behaviors via the proposed integrated prediction and planning framework. To evaluate the human-likeness, we compare the difference between the re-generated trajectories and the ground-truth. To show the influence of different policies, we re-generated four sets of

| Horizon(s) | Egoism | Courtesy | Confidence | *Egoism | *Courtesy | *Confidence | *Uniform | *DOP |
|------------|--------|----------|------------|---------|----------|------------|---------|------|
| 0.3        | 1 (0.01407) | 0.2%↑ | 0.4%↑ | 8.0%↓ | 6.7%↓ | 7.1%↓ | 5.6%↓ | 7.0%↓ |
| 0.5        | 1 (0.03366) | 0.4%↑ | 0.3%↑ | 14.5%↓ | 12.2%↓ | 13.8%↓ | 11.3%↓ | 13.2%↓ |
| 1          | 1 (0.11204) | 4.2%↑ | 3.6%↑ | 18.8%↓ | 16.3%↓ | 18.9%↓ | 16.1%↓ | 18.9%↓ |

(a) Outside roundabout

| Horizon(s) | Egoism | Courtesy | Confidence | *Egoism | *Courtesy | *Confidence | *Uniform | *DOP |
|------------|--------|----------|------------|---------|----------|------------|---------|------|
| 0.3        | 1 (0.01964) | 0.0% | 5.8%↑ | 0.2%↓ | 0.7%↑ | 0.8%↑ | 0.1%↑ | 0.9%↓ |
| 0.5        | 1 (0.03031) | 2.9%↑ | 24.2%↑ | 0.5%↓ | 4.1%↑ | 4.4%↑ | 2.3%↑ | 1.7%↑ |
| 1          | 1 (0.08001) | 10.7%↑ | 54.0%↑ | 0.1%↑ | 10.6%↑ | 11.2%↑ | 7.6%↑ | 3.4%↓ |

(b) Inside roundabout

| Horizon(s) | Egoism | Courtesy | Confidence | *Egoism | *Courtesy | *Confidence | *Uniform | *DOP |
|------------|--------|----------|------------|---------|----------|------------|---------|------|
| 0.3        | 1 (0.01613) | 37.9%↓ | 5.8%↑ | 31.7%↓ | 32.9%↓ | 4.6%↓ | 38.0%↓ | 31.2%↓ |
| 0.5        | 1 (0.04678) | 55.2%↓ | 13.9%↑ | 44.1%↓ | 48.2%↓ | 42.4%↓ | 42.0%↓ | 46.6%↓ |
| 1          | 1 (0.17619) | 68.7%↓ | 20.2%↑ | 54.7%↓ | 61.1%↓ | 53.8%↓ | 54.4%↓ | 60.1%↓ |

(c) Cases where Courtesy Policy Dominates

| Horizon(s) | Egoism | Courtesy | Confidence | *Egoism | *Courtesy | *Confidence | *Uniform | *DOP |
|------------|--------|----------|------------|---------|----------|------------|---------|------|
| 0.3        | 1 (0.01314) | 6.4%↑ | 28.2%↓ | 26.6%↓ | 24.8%↓ | 26.9%↓ | 24.7%↓ | 25.5%↓ |
| 0.5        | 1 (0.03923) | 13.0%↑ | 47.4%↓ | 41.6%↓ | 39.5%↓ | 44.7%↓ | 41.0%↓ | 40.9%↓ |
| 1          | 1 (0.14461) | 19.8%↑ | 60.8%↓ | 52.0%↓ | 51.0%↓ | 57.5%↓ | 53.6%↓ | 52.9%↓ |

(d) Cases where Confidence Policy Dominates

TABLE II: The MSE between the re-generated behaviors and the ground-truth under different policies. Setting the error of egoism policy as the baseline, we show how much percent the errors of other policies increase or decrease by. Arrows indicate whether the error increases or decreases. * denotes the behaviors via the online estimated parameter with different initialization. *DOP denotes the initialization based on the dominance of policy. Compared to the traditional fixed-egoism-policy method, our method with DOP initialization improved the performance by 19% and 3% for drivers outside and inside the roundabout, and by 60% and 53% for courteous and confident drivers.

they tended to leave the roundabout faster to let drivers outside the roundabout merge in sooner. They were less confident (9%).

On the contrary, in the USA Roundabout SR where yield signs are set at each entrance, outside cars are driving with a much lower courtesy weight (31%), as shown in Fig. 9 (c). Cars inside the roundabout behave similarly in the two scenarios because the two roundabouts set the same traffic rules for them.
behaviors, i.e., 1) under egoism policy, 2) under courtesy policy, 3) under confidence policy, and 4) under the mixed policy with online estimated reward weights.

Several initialization strategies were explored, including initializing with a higher egoism, a higher courtesy, a higher confidence policy, uniform initialization, and the statistical results given by the dominance of policy in Section V-C. We calculated the mean squared error (MSE) between the ground-truth and predicted trajectories.

From Table II(a), we can see that for cars outside the roundabout where non-egoistic behaviors were frequent, all the re-generated behaviors under the mixed policy with online estimated reward weights were more human-like, achieving the smallest MSE compared to the ground truth. From Table II(b), we can tell that for cars inside the roundabout who were mostly egoistic, different initialization had a significant impact on the performance of human-likeness. Among the five initialization settings, the one given by the statistical results (DOP in Section V-C) generated the best performance.

Furthermore, we selected cases where non-egoistic policies, namely the courtesy policy, and the confidence policy, strongly dominated (weight of the policy \( \lambda_{\text{policy}} \) exceeds 0.9 for at least half of the interaction time). As shown in Table II(c)(d), for all different initializations, the behavior generation algorithm with online-estimated reward weights performed much better than typically using an egoism policy. The initialization with statistical results (DOP in Section V-C) reduced the MSE by 60% and 53% respectively in cases dominated by courtesy and confidence.

VI. DISCUSSION

Summary. In this paper, we proposed an integrated prediction and planning framework considering behavior uncertainties. We quantified two social factors, i.e., courtesy and confidence as reward features, and integrated them with the self-interest of autonomous vehicles to generate socially compatible behaviors. Via extensive simulations and systematic analysis, we found that such social factors can encourage the generation of different driving styles. We also proposed an online reward estimation algorithm to infer an individual’s preference over the three social factors. Verification on real human data showed that the proposed estimation algorithm and the planning framework can not only help us gain more knowledge about humans’ driving behaviors in different traffic conditions and cultures, but also can help generate more human-like behaviors.

Future Work. We will further extend the work in multiple directions, such as 1) extending the algorithm to multi-agent scenarios and relaxing assumptions in game theory, 2) exploring the conditions of policy switch, and 3) comparing the algorithm with other deep learning approaches.
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