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Abstract

Neural end-to-end (E2E) models have become a promising technique to realize practical automatic speech recognition (ASR) systems. When realizing such a system, one important issue is the segmentation of audio to deal with streaming input or long recording. After audio segmentation, the ASR model with a small real-time factor (RTF) is preferable because the latency of the system can be faster. Recently, E2E ASR based on non-autoregressive models becomes a promising approach since it can decode an $N$-length token sequence with less than $N$ iterations. We propose a system to concatenate audio segmentation and non-autoregressive ASR to realize high accuracy and low RTF ASR. As a non-autoregressive ASR, the insertion-based model is used. In addition, instead of concatenating separated models for segmentation and ASR, we introduce a new architecture that realizes audio segmentation and non-autoregressive ASR by a single neural network. Experimental results on Japanese and English dataset show that the method achieved a reasonable trade-off between accuracy and RTF compared with baseline autoregressive Transformer and connectionist temporal classification.

Index Terms: ASR, end-to-end, non-autoregressive, audio segmentation

1. Introduction

End-to-end (E2E) models have become a promising option to realize practical automatic speech recognition (ASR) systems based on the significant improvement of the ASR performance [1–8]. In particular, the E2E model is suitable for ASR systems run on a device like a smartphone which only has limited computing capability. Most of the E2E models are composed of a single neural network and its computational optimization is simple. Therefore, many techniques to make the model footprint lower like quantization and compression, are easily applied. This leads to several works that aim to run E2E ASR models on a device like smartphones [9–11].

One important issue to be solved when realizing a practical ASR system is the segmentation of the input audio. If the input audio is long or is fed in a streaming way, the audio should be segmented into an appropriate length of utterances to avoid large memory consumption. In particular, estimating the end of the speech segment is important because it also affects latency which directly relates to the user’s subjective impression of the performance of the ASR system. However, realizing low latency and high accuracy is a trade-off. One way to realize such an ASR system is to separately employ models for segmentation and ASR.

In such a scenario, it is obvious that making the decoding process faster leads to lower latency. Therefore, decoding with a small real-time factor (RTF) is important. Recently, non-autoregressive Transformer (NAT) is intensively investigated in the research field of neural machine translation [12–15]. It aims to realize faster decoding than an autoregressive Transformer at the expense of a small loss of accuracy. The main contribution to the RTF improvement of NAT is the ability to decode $N$-length token sequences with less than $N$ iterations, which can not be achieved by autoregressive Transformer. Mask-predict, one of the NAT models, was applied to ASR and realized significant improvement of RTF with a small degradation in accuracy [16].

In this paper, we aim to realize ASR of streaming input or long recording with non-autoregressive ASR. Among several works of non-autoregressive ASR [16–19], we propose to use the insertion-based model recently proposed in [19] because of its high accuracy and small numbers of iterations required for decoding. The model jointly trains connectionist temporal classification (CTC) [20] and insertion-based models. It achieves better accuracy with approximately $\log_2(N)$ iterations during inference than autoregressive Transformer with greedy decoding, while the other non-autoregressive models like mask CTC [17] does not reach this performance. Our first attempt in this proposed framework is to concatenate audio segmentation and this insertion-based model toward streaming ASR.

In addition, we propose to integrate audio segmentation and non-autoregressive ASR in a single neural network by exploiting the CTC part of the insertion-based model with causal self-attention. Causal self-attention is realized by block self-attention which is similar to Transformer XL [21]. It computes attention weights inside a limited context (block). In general, introducing causal self-attention degrades accuracy. However, once the audio segment is fixed, the insertion-based model can refine the hypothesis by looking at the whole acoustic feature in the segment with a smaller number of iterations than the autoregressive Transformer. Therefore, the accuracy can be recovered while achieving faster inference than the autoregressive Transformer.

Experimental results showed the proposed method achieved a good balance between accuracy and RTF compared with baseline autoregressive Transformer and CTC. To the best of our knowledge, this is the first work to apply non-autoregressive ASR to streaming or long recording.

2. Related Work

Several works of non-autoregressive Transformer for ASR have been proposed [16–18]. However, all of them do not aim for recognizing streaming input or long recording. There are some works of realizing audio segmentation and ASR in a single model. In [22], it is proposed to use the CTC part of a jointly trained CTC and attention-based model. Integrating an endpoint into a single RNN-T model and second-stage rescoring with an attention-based model is proposed in [23]. It assumes a voice search application which only detects a single endpoint of
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streaming audio. Both of them uses autoregressive model while ours are non-autoregressive one.

3. Insertion-based model with CTC

In this section, the insertion-based model used in this work, KERMIT (Kontextuell Encoder Representations Made by Insertion Transformations) [24], is first introduced. Then, joint modeling with CTC proposed in [19] is explained.

3.1. Insertion-based model: KERMIT

First, the general formulation of E2E ASR models and insertion-based models is described. Suppose \( X = (x_t \in \mathbb{R}^d | t = 1, \ldots, T) \) is an acoustic feature sequence whose dimension is \( d \). The output token sequence is defined as \( Z = (z_n \in \mathcal{Y} | n = 1, \ldots, N) \). \( T \) is the length of the acoustic feature, \( N \) is the length of output token sequence, and \( \mathcal{Y} \) is a set of distinct tokens. The E2E ASR model is a probability distribution over the output token sequence \( Z \) given the acoustic feature sequence \( X \), i.e. \( p_{\text{e2e}}(Z|X) \). It is modeled by a single neural network.

In the case of insertion-based models, the probability distribution \( p_{\text{e2e}}(Z|X) \) is assumed to be marginalized over insertion order \( Z \):

\[
p_{\text{e2e}}(Z|X) = \sum_Z p(Z|X) = \sum_Z p(C|Z|X)p(Z). \tag{1}
\]

Insertion order \( Z \) represents the permutation of the token sequence \( C \), e.g. if \( C = (A, B, C, D) \) and \( Z = (3, 1, 2, 4) \), \( C^Z = (C, A, B, D) \). For the KERMIT case, let \( c^Z_i \) be a token to be inserted and \( l^Z_i \) be a position where the token is inserted at the \( i \)-th generation step under an insertion order \( Z \), \( p(C|Z|X) \) in Eq. (1) is defined as:

\[
p(C|Z|X) = \prod_{i=1}^{T} p\left( (c^Z_{i}, l^Z_{i}) | (c^Z_{i-1}, l^Z_{i-1}), \ldots, (c^Z_{0}, l^Z_{0}), X \right), \tag{2}
\]

where \( i = 1, \ldots, T \) is the index of generation step and \( c^Z_{i-1} \) is the sorted token sequence at the \( (i-1) \)-th generation step. The posterior in Eq. (2) is modeled by only the encoder block of Transformer. The output at the final layer of the encoder block is sliced as \( \mathbf{H}^{\text{enc}} \in \mathbb{R}^{d^h \times T} \) and then used to calculate the posterior:

\[
p\left( (c^Z_{i}, l^Z_{i}) | c^Z_{0:i-1}, X \right) =: p(c^Z_{i} | l^Z_{i}, \mathbf{H}^{\text{enc}}) p(l^Z_{i} | \mathbf{H}^{\text{enc}}), \tag{3}
\]

where \( d^h \) is the dimension of self-attention. The token and position prediction term are calculated by a linear transformation of \( \mathbf{H}^{\text{enc}} \) and softmax. Non-autoregressive parallel decoding is possible using only the token prediction term in Eq. (3):

\[
\hat{c} = \arg \max_e p\left( c|l, c^Z_{0:i-1}, X \right). \tag{4}
\]

When \( p(Z) \) is the balanced binary tree (BBT) insertion order proposed in [15], decoding finishes empirically with \( \log_2(N) \) iterations. The BBT order is to insert the centermost tokens of the current hypothesis. For example, given a sequence \( C = (c_1, \ldots, c_9) \), the hypothesis grows based on the tree structure like \( (c_9) \rightarrow (c_2, c_3, c_7) \rightarrow (c_2, c_3, c_4, c_5, c_6, c_7, c_8, c_9) \).

3.2. Joint modeling with CTC

Next, joint modeling of KERMIT and CTC is introduced [19]. In general, joint modeling is to model a joint distribution over different sequences. Suppose \( Y \) is another output token sequence for joint modeling. Then, the posterior in Eq. (2) is modified as:

\[
p(C|Z|X) =: p(C|Z, Y|X) = p(Y|X, C^Z)p(C|Z|X). \tag{5}
\]

The term \( p(Y|X, C^Z) \) in Eq. (5) can be any kind of probability distribution. We set \( Y = C \) and choose CTC for the term because joint modeling with CTC results in faster convergence and performance improvement [4]. Suppose \( A \) is a sequence of tokens including a blank symbol \( [b] \), i.e. \( A = \langle a_t \in \mathcal{Y} \cup \{[b]\} | t = 1, \ldots, T \rangle \). \( \mathcal{F}(A) \) is a function which deletes repetitions and the blank symbol from the sequence \( A \) hence \( \mathcal{F}(A) = Y \). The CTC probability is formulated as:

\[
p(Y|X, C^Z) =: \sum_{A \in \mathcal{F}^{-1}(Y)} p(A|X, C^Z). \tag{6}
\]

Because all the output of KERMIT is dependent on both the acoustic feature sequence and the token sequence, the final output of the encoder block of KERMIT is sliced as \( \mathbf{H}^{\text{feed}} \in \mathbb{R}^{d^f \times T} \) and used:

\[
p(A|X, C^Z) =: p(A|\mathbf{H}^{\text{feed}}). \tag{7}
\]

This process is depicted in Figure 1. It can be seen as a multi-task training of the two terms in Eq. (5), i.e. \( p(Y|X, C^Z) \) in Eq. (6) and \( p(C|Z|X) \) in Eq. (2). The formulation means CTC is reinforced by insertion-based token sequence generation. During decoding, either of the CTC part \( p(Y|X, C^Z) \) or the insertion part \( p(C|Z|X) \) in Eq. (5) can be used as a final result. Figure 2 shows an example of the decoding process. The error in the original CTC result (\( Y \) in the first iteration) was refined after the iterations.
4. Audio segmentation and non-autoregressive decoding

This section proposes to extend the model described in Section 3.2 to enable joint audio segmentation and non-autoregressive decoding.

4.1. Preliminary: Block self-attention

In the model described in Section 3.2, self-attention is the component that prevents the model being used for audio segmentation of long recordings. This is because self-attention computes attention weights over the whole input sequence. In order to avoid this, block self-attention, which computes attention weights inside a limited context (block), is introduced. This is almost the same structure as Transformer XL [21] except this formulation uses future context inside a block and passes gradients to the previous block.

First, we define multi-headed attention [25] as follows:

\[ U_h = \text{Attention} (QW^Q_h, KW^K_h, VW^V_h), \] (8)
\[ \text{MultiHead}(Q, K, V) = \text{Concat}(U_1, \ldots, U_H)W^O, \] (9)

where \( Q \in \mathbb{R}^{TQ \times d_{att}} \), \( K \in \mathbb{R}^{TK \times d_{att}} \), and \( V \in \mathbb{R}^{TV \times d_{att}} \) denote query, key, and value matrices, respectively. \( TQ, TK \), and \( TV \), are the length of each elements and \( d_{att} \) is the dimension of the input to \( \text{MultiHead} \). \( h = 1, \ldots, H \) is the index of the head. \( W^Q_h, W^K_h, W^V_h \in \mathbb{R}^{d_{att} \times d_{att}/H} \) and \( W^O \in \mathbb{R}^{d_{att} \times d_{att}} \).

Self-attention is the multi-headed attention whose inputs are the same, i.e. \( Q = K = V \):

\[ \text{SA}(Q) = \text{MultiHead}(Q, Q, Q). \] (10)

Block self-attention introduces block length \( B \) and its index \( b \), and define query matrix of \( b \)-th block \( Q_b \in \mathbb{R}^{B \times d_{att}} \) as:

\[ Q_b = [q_{0 \times B}, q_{0 \times B+1}, \ldots, q_{(b+1) \times B-1}] \] (11)

Then, block self-attention at \( b \)-th block is defined by setting \( Q = Q_b, K = V = [Q_{b-1}, Q_b] \), i.e.:

\[ \text{BlockSA}(Q_b) = \text{MultiHead}(Q_b, [Q_{b-1}, Q_b], [Q_{b-1}, Q_b]). \] (12)

Note that when computing the \( b \)-th block, only the \( B \) frames of future context are required. This avoids computing attention weights over the whole input sequence, hence realizing segmentation of long or streaming input audio. Another benefit is computational cost. The self-attention of length \( TQ \) requires \( \mathcal{O}((TQ)^2) \) computations. In the block self-attention with block length \( B \) requires \( \mathcal{O}(B^2 \times \lfloor TQ/B \rfloor) \). This computation is depicted in Figure 3.

4.2. Proposed joint modeling with block self-attention

First, in order to apply joint modeling of KERMIT and CTC in Section 3.2, we further extend block self-attention in Eq. (12) to consider extra input \( M \in \mathbb{R}^{TM \times d_{att}} \). This extension is realized by setting \( K = V = [Q_{b-1}, Q_b, M] \) of multi-headed attention, i.e.:

\[ \text{ExtBlockSA}(Q_b, M) = \text{MultiHead}(Q_b, [Q_{b-1}, Q_b, M], [Q_{b-1}, Q_b, M]), \] (13)

where \( TM \) is the length of extra input.

Now, we consider the acoustic feature sequence \( X \). For ease of explanation, the acoustic feature sequence is assumed to be segmented, e.g. training phase where segment information is given or inference phase where the segment is estimated. The segmented acoustic feature sequence is passed to an audio embedding layer to obtain an embedding matrix \( X^E \in \mathbb{R}^{TSS \times d_{att}} \), where \( TSS \) is the segment length after subsampling. In order to apply block self-attention, same as Eq. (11), \( b \)-th block of \( X^E \) is defined as \( X^E_b = [x_{b \times B}, x_{b \times B+1}, \ldots, x_{(b+1) \times B-1}] \) where \( b = 0, \ldots, \lfloor \frac{TSS}{B} \rfloor - 1 \).

In our joint modeling, we use the partial hypothesis \( C^{\text{seg}} = (c_{1 \cdot J}) \) at \( i \)-th generation step as an extra input, which is artificially generated according to \( p(Z) \) in the case of the training phase. It is passed to a character embedding layer to obtain an embedding matrix \( C^{\text{seg}} \in \mathbb{R}^{N^{\text{seg}} \times d_{att}} \), where \( N^{\text{seg}} \) is the length of the hypothesis.

Thus, the proposed forward pass of KERMIT using block self-attention defined by Eq. (13) is

\[ \begin{align*}
Z^{(j)}_b = & \text{ExtBlockSA}(Z^{(j-1)}_b, Y_{(j-1)}) \text{ for } b = 0, \ldots, \lfloor \frac{TSS}{B} \rfloor - 1, \\
Y^{(j)} = & \text{MultiHead}(Y^{(j-1)}, K, V) \\
& \text{where } K = V = [Z^{(j-1)}_0, \ldots, [\frac{TSS}{B}] - 1, Y^{(j-1)}],
\end{align*} \] (14)

where \( j = 1, \ldots, J \) is the index of the encoder layer and \( Z^{(0)}_b = X^E_b \) and \( Y^{(0)} = C^{\text{seg}} \). Note that \( \text{ExtBlockSA} \) and \( \text{MultiHead} \) in Eq. (14) share the parameters. In the final layer \( J \), \( Z^{(J)} \) corresponds to \( H^{\text{seg}} \) in the CTC part of Figure 1 (also introduced in Eq. (7)), while \( Y^{(J)} \) corresponds to \( H^{\text{seg}} \) in the insertion part of Figure 1 (also introduced in Eq. (3)).

4.3. Audio segmentation and decoding

Once the model is trained, audio segmentation and decoding are processed as follows. Different to the segmented case explained in Section 4.2, when the input audio is long or is fed in a streaming way, \( \alpha \) in Eq. (14) is very long or unbounded. Therefore, we propose to segment audio by using only the first line of Eq. (14) because this operation is possible at every \( B \) frames of input are output by using the embedding \( C^{\text{seg}} \) of \( C = \{s \} \) as \( Y^{(0)} \). Then, output of CTC probability \( p(\alpha_{b-1} \cdot B), \ldots, \alpha_{0 \cdot B} | H^{\text{seg}} \) in Eq. (7) is computed by using \( Z^{(b)}_0 \) as \( H^{\text{seg}} \). If the blank symbol has the highest probability of more than \( \tau \) consecutive frames, i.e.:

\[ \arg \max_{a_{t}} p(a_{t} | H^{\text{seg}}) = (b) \text{ for } t = b \cdot B - \tau, \ldots, b \cdot B, \] (15)
Table 1: CER and RTF of CSJ when oracle segmentation and full-attention model is used.

|        | Eval1 | Eval2 | Eval3 | RTF |
|--------|-------|-------|-------|-----|
| ART    | 7.5   | 5.0   | 12.2  | 0.98|
| CTC    | 8.6   | 5.9   | 13.9  | 0.27|
| KERMIT | 7.5   | 5.0   | 12.2  | 0.21|

Table 2: CER and RTF of CSJ when separated TDNN-based audio segmentation and full-attention model is used.

|        | Eval1 | Eval2 | Eval3 | RTF |
|--------|-------|-------|-------|-----|
| ART    | 9.8   | 6.7   | 14.3  | 0.92|
| CTC    | 10.5  | 6.8   | 15.3  | 0.31|
| KERMIT | 10.1  | 6.7   | 14.4  | 0.23|

the end of the current audio segment is detected as $b \times B$. This is the same strategy proposed in [22]. Suppose the index of current audio segment is $r$ and its end as $T_r^{end}$, $r$-th segment is decoded with $b = T_{r-1}^{end}, \ldots, T_r^{end}$ by both line of Eq. (14) and iteratively updating $Y^{(t)}$ by new hypothesis.

5. Experiments

5.1. Setup

The proposed framework is evaluated on the Corpus of Spontaneous Japanese (CSJ) [26] and TEDLIUM2 [27]. Note that for CSJ, only the Academic lecture data, whose amount is around 270 hours, is used for training. The unsegmented evaluation set is used to evaluate the performance of audio segmentation and ASR. The segmentation is performed in two ways. The first one is to employ a separated model for segmentation. We used a model provided as a baseline of CHiME6 challenge [28]. The model is based on time-delayed neural network (TDNN) architecture and trained on a target label generated by a highly tuned hybrid ASR model trained on CHiME6 training data. The second one is using the integrated CTC part as described in Section 4.3. Baseline models are autoregressive Transformer (ART) and CTC. Both of the baseline models can use integrated CTC part for segmentation in the same way as described in Section 4.3 by using block-SA. Note that there can be a mismatch of the length of the segmented audio compared with oracle segmentation used in training in both ways. Hence it is not apparent that the combination of audio segmentation and non-autoregressive ASR works or not.

Implementation is based on the recipe of ESPnet [29]. Most of the parameters are almost the same as used in [19] except the following two points. The learning rate and warmup steps were adjusted to stabilize training, and the number of epochs is set to 200 for the KERMIT with block-SA. The segmentation threshold $\tau$, as discussed in Section 4.3, is set to 8, 16, or 24 depending on the models according to a preliminary experiment. The RTF is measured with Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz using two threads for the forward propagation of a neural network. The beam size of ART and CTC and the number of iteration of KERMIT is set to 5.

5.2. Results and Discussion

The character error rate (CER) and real time factor (RTF) of CSJ of each methods are shown in Table 1 to 3. The oracle segmentation results in Table 1 showed that KERMIT achieved the best CER, which is the same as ART, but the RTF is smaller than ART. This is the advantage of non-autoregressive ASR.

As shown in Table 2, when using the separated TDNN model for segmentation, ART achieved the best CER, but KERMIT also achieved competitive CER with around 1/4 RTF compared to ART. In the case of using integrated CTC as segmentation, as shown in Table 3, KERMIT is in a good balance between CER and RTF. The RTF of CTC is a bit smaller, but its CER is worse than KERMIT. ART was the worst CER and RTF. The integrated approach does not use any alignment nor segmentation criterion while training. This can lead to a significant mismatch between estimated segment length and oracle segment, and the autoregressive model would not be robust on such a mismatch. The word error rate (WER) and RTF of TEDLIUM2 are shown in Table 4. Same as the CSJ case, KERMIT is in a good balance between WER and RTF.

In summary, the proposed combination of TDNN segmentation and KERMIT-based NAT achieved a reasonable performance trade-off in terms of RTF and CER. The performance degradation from the oracle segmentation is acceptable (less than 3%) while keeping around 0.2 RTF, which is suitable for a streaming scenario. Another proposal of the integrated CTC approach also shows promising results since it restricts the future context with 0.67 seconds while still keeping 0.45 RTF and within 4% CER degradation from the oracle segmentation result. Also, the integrated approach is based on a single neural network, and further optimization can mitigate the issue.

6. Conclusion

This paper proposed combining audio segmentation and non-autoregressive ASR toward streaming or long recording audio recognition. Also, we introduced a new architecture that realizes audio segmentation and non-autoregressive ASR by a single neural network. The insertion-based model, which is jointly trained with CTC, is used as non-autoregressive ASR. By employing causal self-attention, the CTC part is used for audio segmentation. Experimental results showed that a combination of audio segmentation and non-autoregressive ASR worked well and achieved a good balance between CER and RTF compared with baseline AR Transformer and CTC. The single model approach also shows promising results, and the improvement of this approach is left as future work.
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