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Abstract

While several feature scoring methods are proposed to explain the output of complex machine learning models, most of them lack formal mathematical definitions. In this study, we propose a novel definition of the feature score using the maximally invariant data perturbation, which is inspired from the idea of adversarial example. In adversarial example, one seeks the smallest data perturbation that changes the model’s output. In our proposed approach, we consider the opposite: we seek the maximally invariant data perturbation that does not change the model’s output. In this way, we can identify important input features as the ones with small allowable data perturbations. To find the maximally invariant data perturbation, we formulate the problem as linear programming. The experiment on the image classification with VGG16 shows that the proposed method could identify relevant parts of the images effectively.

1. Introduction

Complex machine learning models like deep learning have attained significant performance improvements in several fields such as image recognition, speech recognition, and natural language processing. However, complex models are usually less interpretable compared to the simple models such as the linear models and the rule models. Recently, this black-box nature of complex machine learning models turn out to be problematic in some domains like medical diagnosis (Ong et al., 2014), judicial decisions (Jordan & Freiburger, 2015), and education (Lakkaraju et al., 2015), where the users request an explanation why the model made a certain decision. It is therefore essential in those fields to provide an explanation for each model’s output.

A popular explanation method for complex models is feature scoring (Erhan et al., 2009; Springenberg et al., 2014; Bach et al., 2015; Sundararajan et al., 2017; Smilkov et al., 2017; Shrikumar et al., 2017). It scores the features relevant to model’s output with large values, while scoring the irrelevant features with small values. The users can then focus on high score features as an explanation of the output.

Although feature scoring methods are found to be useful, most of them lack formal mathematical definitions except for the axiomatic approach of Sundararajan et al. (2017): most scores are defined by their computation algorithms themselves. This means that there are no well-defined ground truth that we want to obtain. To push the entire field forward, we need to formalize the feature scoring problem to be solved. In this way, we can discuss whether the definitions are appropriate, and we can inspect which part of the algorithms are causing problems, which will lead to further methodological improvements.

The contributions of this paper are twofold. First, we propose a novel formulation of the feature scoring problem inspired from the idea of adversarial example (Szegedy et al., 2013). In adversarial example, one seeks the smallest data perturbation that changes the model’s output. In the proposed problem formulation, we consider the opposite: we seek the maximal data perturbation that does not change the model’s output. The intuition behind this approach is as follows. If the feature is relevant to the output, it cannot change a lot to keep the output unchanged. On the other hand, if the feature is not relevant to the output, it can vary arbitrary. Therefore, by finding the maximal data perturbation that does not change the output, we can identify important input features as the ones with small allowable data perturbations.

The second contribution is the development of a computation method to solve the proposed problem. To find the maximal data perturbation, we formulate the problem as a semi-infinite programming. We then show that the problem can be approximated as linear programming, which can be solved efficiently using existing solvers. We also present some practically useful extensions.

Settings In this paper, we consider the classification model $f$ for $k$ categories that returns an output $y \in \mathbb{R}^k$ for a given input $x \in \mathbb{R}^d$, i.e., $y = f(x)$. The classification result is determined as $c = \arg\max_j y_j$ where $y_j = f_j(x)$.
is the $j$-th element of the output. We assume that the model $f$ is differentiable with respect to the input $x$: the target models therefore include linear models, kernel models (with differentiable kernels), and deep learning. We assume that the model $f$ and the target input $x$ to be explained are given and fixed.

2. Problem Formulation

In this section, we present our proposed problem formulation for feature scoring, inspired from the idea of adversarial example. We first review the problem definition of the adversarial example, then present our problem formulation.

2.1. Problem Definition of Adversarial Example

In adversarial example, one seeks the minimum data perturbation that changes the model’s output. The problem is formulated as follows (Szegedy et al., 2013):

$$\hat{r} = \arg\min_{r \in \mathbb{R}^d} \|r\|, \text{ s.t. } c \neq \arg\max_j f_j(x + r), \quad (2.1)$$

where $c = \arg\max_j f_j(x)$ is the predicted class label for the given input $x$. The solution $\hat{r}$ is the minimum data perturbation that leads to a different output. The value $\|\hat{r}\|$ is usually referred as the robustness of the model $f$ because the model’s output is invariant for all perturbation within this radius, i.e., for all $r \in \mathbb{R}^d$ with $\|r\| \leq \|\hat{r}\|$, $c = \arg\max_j f_j(x_j + r)$.

2.2. Proposed Problem Formulation

We propose to measure the relevance of features by the invariance with respect to the perturbation.

To begin with, we introduce invariant perturbation set. A set $R \subseteq \mathbb{R}^d$ is an invariant perturbation set if the model’s output is invariant for all $r \in R$. We can interpret that the problem (2.1) seeks the largest ball-shaped invariant perturbation set of the problem.

In our study, for ease of computation, we restrict our attention to a box-shaped invariant perturbation set $R(u,v) = [-u_1, v_1] \times \cdots \times [-u_d, v_d]$ for parameters $u, v \in \mathbb{R}^d$. From this definition of $R(u,v)$, the invariant perturbation of each feature $x_i$ is $u_i + v_i$. Here, it is important to note that, if the invariant perturbation $u_i + v_i$ is small, the change of the feature $x_i$ can highly impacts the output, which indicates that the feature $x_i$ is relevant to the output. On the other hand, if $u_i + v_i$ is large, the feature $x_i$ only has a minor impact to the output, and thus it is less relevant to the output.

We now define the maximal invariant perturbation set to measure the relevance of features. By measuring the size of $R(u,v)$ by $\sum_i (u_i + v_i)$, we consider the largest set $R(u,v)$ as the solution to the following optimization problem.

Problem 2.1 (Maximal Invariant Perturbation). Find the invariant perturbation set $R(\hat{u}, \hat{v})$, where

$$\hat{u}, \hat{v} = \arg\max_{u,v \in \mathbb{R}^d} \sum_i (u_i + v_i), \quad (2.2)$$

s.t. $c = \arg\max_j f_j(x + r), \forall r \in R(u,v)$.

We note that the problem (2.2) is a semi-infinite programming (Hettich & Kortanek, 1993) that contains infinitely many constraints parametrized by $r$.

3. Proposed Method

We now turn to our proposed method to solve the problem (2.2). The difficulty is that the constraint $c = \arg\max_j f_j(x + r)$ tends to be complex when the model $f$ is highly nonlinear, which is almost the case in practice. In the proposed method, we adopt a simple approximation of the constraint so that the problem to be tractable.

3.1. Problem Approximation as Linear Programming

In the proposed method, we approximate the problem (2.2) as linear programming, which can then be solved using the state-of-the-art solvers such as CPLEX and Gurobi.

The basic idea of the proposed method is to refine the problem (2.2) into a tractable formulation by using the first-order Taylor expansion:

$$f_j(x + r) \approx f_j(x) + \nabla f_j(x) \top r. \quad (3.1)$$

Because this approximation is valid only in the neighborhood of $x$, we restrict the perturbation $r$ to be sufficiently small. Specifically, we restrict $r$ as $|r_i| \leq \delta$ for sufficiently small $\delta > 0$, which is equivalent to upper bounding $u_i$ and $v_i$ as $u_i, v_i \leq \delta$.

With the approximation (3.1), we can rewrite the constraint $c = \arg\max_j f_j(x + r)$ as linear inequalities. Because it is equivalent to $f_c(x + r) \geq f_j(x + r), \forall j \neq c$, the constraint can be approximated as

$$f_c(x) + \nabla f_c(x) \top r \geq f_j(x) + \nabla f_j(x) \top r, \quad (3.2)$$

for any $j \neq c$. By reorganizing the inequality, we obtain

$$g_j \geq h_j \top r, \quad (3.3)$$

where $g_j := f_c(x) - f_j(x)$ and $h_j := \nabla f_j(x) - \nabla f_c(x)$.

We now show that we can remove the dependency to $r$ in the constraint (3.3), and the problem (2.2) can be reformulated into a linear programming. Recall that $h_j \top r = \sum_i h_{ji} r_i$ and $r_i \in [-u_i, v_i]$. Then, the maximum of the term $h_{ji} r_i$ is equal to $h_{ji} v_i$ if $h_{ji} \geq 0$ and $-h_{ji} u_i$ otherwise. Therefore,
the constraint \( g_j \geq h_j^\top r \) for the worst \( r \in R(u, v) \) can be expressed as
\[
g_j \geq \sum_{i:h_{ji} \geq 0} h_{ji}v_i - \sum_{i':h_{j'i'} < 0} h_{j'i'}u_{i'},
\]
which no longer depends on \( r \). The overall problem is then formulated as the following linear programming:
\[
\begin{align*}
\max_{u,v} \sum_{i=1}^d (u_i + v_i), \\
\text{s.t.} \ 0 \leq u_i, v_i \leq \delta, \forall i, \\
g_j \geq \sum_{i:h_{ji} \geq 0} h_{ji}v_i - \sum_{i':h_{j'i'} < 0} h_{j'i'}u_{i'}, \forall j \neq c.
\end{align*}
\]

3.2. Useful Extensions

Here, we present some practically useful extensions of the formulation (3.5).

**Soft-Constraint** The inequality constraints in the problem (3.5) can be too restrictive to enhance relevant features when there exists some similar categories (e.g., different kinds of dogs). This is because, if some features are relevant to both of those categories, the inequality can suppress the invariant perturbation of these features to be small to prevent from changing between the similar categories. To avoid this unfavorable suppressing, we propose replacing the inequality constraints with soft-constraints. Specifically, we introduce a new parameter \( w \geq 0 \), and replace the inequality constraints with the following:
\[
g_j \geq \sum_{i:h_{ji} \geq 0} h_{ji}v_i - \sum_{i':h_{j'i'} < 0} h_{j'i'}u_{i'} - w.
\]

This extension requires the constraints to hold only up to the parameter \( w \), which allows some constraints to be violated. To optimize the parameter \( w \), we introduce an additional penalty term in the objective function as \( \sum_{i=1}^d (u_i + v_i) - \lambda w \), where \( \lambda > 0 \) is a penalty parameter that is determined by the user. We note that the resulting problem is still a linear programming even under the soft-constraint setting.

**Parameter-Sharing** In image recognition tasks, because of the spatial smoothness of the images, it is less likely that the neighboring pixels have significantly different invariant perturbations (except the boundary of the objects). To take this prior knowledge into account, we can extend the problem (3.5) so that some features (e.g., neighboring pixels in the image) to share the same parameters \( u_i \) and \( v_i \). Suppose that we have partitioned features to \( M \) disjoint subsets \( I_1, I_2, \ldots, I_M \subseteq [d] := \{1, 2, \ldots, d\} \) such that \( I_m \cap I_{m'} = \emptyset \) and \( \cup_m I_m = [d] \). We then assume that the parameters are shared within each partition as \( u_i = u_{i'} = u_m, v_i = v_{i'} = v_m \) for \( \forall i, i' \in I_m \). We can then reformulate the problem (3.5) (with soft-constraint) with the parameter sharing as
\[
\begin{align*}
\max_{u,v,w} & \quad \sum_{m=1}^M (u_m + v_m) - \lambda w, \\
\text{s.t.} & \quad 0 \leq u_m, v_m \leq \delta, \forall m, \\
g_j & \geq \sum_{m=1}^M (h^{+}_{jm}v_m - h^{-}_{jm}u_m) - w, \forall j \neq c,
\end{align*}
\]

where \( h^{+}_{jm} := \sum_{i \in I_m:h_{ji} \geq 0} h_{ji} \) and \( h^{-}_{jm} := \sum_{i \in I_m:h_{ji} < 0} h_{ji} \).

**Smoothing** Smilkov et al. (2017) have shown that perturbing the input with small noises and then averaging the feature scores over perturbed inputs can smoothen the feature score and reduce the noises. Here, we apply this idea to our method. Specifically, we use the perturbed input \( x + n \) with a small noise \( n \in \mathbb{R}^d \) for Taylor expansion (3.1) as
\[
f_j(x + r) \approx f_j(x + n) + \nabla f_j(x + n)^\top (r - n).
\]

With the expression (3.8), we can construct additional linear inequalities to the problem (3.5):
\[
g_j + h_j^\top n \geq \sum_{i:h_{ji} \geq 0} h^n_{ji}v_i - \sum_{i':h_{j'i'} < 0} h^n_{j'i'}u_{i'},
\]

where \( g_j^n := f(x + n) - f(x + n) \) and \( h_j^n := \nabla f_j(x + n) - \nabla f_{x}(x + n) \). By using the additional constraints, we can gain more information of the model \( f \) compared to the original formulation (3.5). We note that this smoothing extension can be used together with the soft-constraint and the parameter-sharing extensions.

4. Experiment

4.1. Experimental Setup

In the experiment, we used the pre-trained VGG16 (Simonyan & Zisserman, 2014) as the model \( f \) distributed at the Tensorflow repository. The VGG16 model takes the image of size \( 224 \times 224 \) as the input, and returns the probability for \( k = 1,000 \) categories. As the target data to be explained, we used COCO-animal dataset\(^1\) which contains images of eight animals. From the obtained dataset, we used 200 images in the validation set for our experiment.

As the proposed method, we used the formulation (3.7) with the soft-constraint and the parameter-sharing. For the parameter sharing, for each of RGB channel, we split the image of size \( 224 \times 224 \) into non-overlapping \( 8 \times 8 \) patches.

\(^1\)cs231n.stanford.edu/coco-animals.zip
We then share the parameters within each patch. The number of parameters in \( u \) and \( v \) are therefore \( 28 \times 28 \times 3 = 2352 \) each. We set the upper bound as \( \delta = 0.1 \) and the penalty as \( \lambda = 2 \times 2352 \times 10^{-4} \). The resulting score for the \( m \)th patch is computed as \( 2\delta - u_m - v_m \), which gets large when the allowable perturbations \( u_m \) and \( v_m \) are small.

We also adopted the smoothed version of the proposed method. Specifically, we added the inequality constraint (3.9) to the problem (3.7) for nine different small perturbations \( n \) generated from the independent Gaussian distribution with mean zero and standard deviation 0.05.

As the baseline methods, we used Gradient (Erhan et al., 2009), GuidedBP (Springenberg et al., 2014), SmoothGrad (Smilkov et al., 2017), IntGrad (Sundararajan et al., 2017), LRP (Bach et al., 2015), DeepLIFT (Shrikumar et al., 2017), and Occlusion. For computing Gradient, GuidedBP, SmoothGrad and IntGrad, we used saliency\(^2\) with default settings, and for computing LRP, DeepLIFT, and Occlusion, we used DeepExplain\(^3\) where we set the mask size for Occlusion as (12, 12, 3). We note that, all the methods including the proposed methods return the feature scores of size \((224, 224, 3)\).

### 4.2. Result

We evaluated the efficacy of the proposed methods by partly masking images. Even if we mask some parts of the images, the model’s classification result will kept unchanged as long as relevant parts of the images remain unmasked. To evaluate the performance of each scoring method, we masked the images as follows. First, we flip pixels with scores smaller than the \( \tau \% \) quantile to 0.5 (i.e., we replace the selected pixels with gray pixels\(^4\)). We then observe the ratio of the images with the classification result changes within the 200 images: the result changes in less images indicate that the feature scoring methods successfully identified relevant parts of the images.

Figure 1 shows the result when we varied the threshold quantile from \( \tau = 0 \) to \( \tau = 100 \). It is clear that the proposed methods are resistant to the masking: the changes on the classification results are kept small even if 50% of the pixels are masked. This indicates that the proposed method successfully identified relevant parts of the images.

Figure 2 shows an example of the computed scores with each method. The figures show that the proposed methods attained high S/N ratios thanks to the parameter sharing while the scores of the existing method tend to be noisy.

\(^2\)https://github.com/PAIR-code/saliency
\(^3\)https://github.com/marcoancona/DeepExplain
\(^4\)We also conducted experiments by replacing with zero (black) or one (white). The results were similar, and thus omitted.

It is also interesting to see that the proposed method indicated that the entire body of the bear are relevant, while the other methods highlighted only the head of the bear. We conjecture that this difference comes from the definition of the proposed score: the proposed score judged that even the changes on the bear body can induce the class changes.

### 5. Conclusion

In this study, we proposed a new definition of the feature score using the maximally invariant data perturbation, which is inspired from the idea of adversarial example. We also proposed to formulate the problem as linear programming using the first-order Taylor expansion. The experimental result on the image classification with VGG16 shows that the proposed method could identify relevant parts of the images effectively.
Acknowledgement

This work was supported by JSPS KAKENHI Grant Number JP18K18106.

References

Bach, Sebastian, Binder, Alexander, Montavon, Grégoire, Klauschen, Frederick, Müller, Klaus-Robert, and Samek, Wojciech. On pixel-wise explanations for non-linear classifier decisions by layer-wise relevance propagation. *PloS ONE*, 10(7):e0130140, 2015.

Erhan, Dumitru, Bengio, Yoshua, Courville, Aaron, and Vincent, Pascal. Visualizing higher-layer features of a deep network. *University of Montreal*, 1341(3):1, 2009.

Hettich, Rainer and Kortanek, Kenneth O. Semi-infinite programming: theory, methods, and applications. *SIAM review*, 35(3):380–429, 1993.

Jordan, Kareem L and Freiburger, Tina L. The effect of race/ethnicity on sentencing: Examining sentence type, jail length, and prison length. *Journal of Ethnicity in Criminal Justice*, 13(3):179–196, 2015.

Lakkaraju, Himabindu, Aguiar, Everaldo, Shan, Carl, Miller, David, Bhanpuri, Nasir, Ghani, Rayid, and Addison, Kezia L. A machine learning framework to identify students at risk of adverse academic outcomes. In *Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, pp. 1909–1918, 2015.

Ong, Hao Yi, Wang, Dennis, and Mu, Xiao Song. Diabetes prediction with incomplete patient data. *Technical Report*, 2014.

Shrikumar, Avanti, Greenside, Peyton, and Kundaje, Anshul. Learning important features through propagating activation differences. In *Proceedings of International Conference on Machine Learning*, pp. 3145–3153, 2017.

Simonyan, Karen and Zisserman, Andrew. Very deep convolutional networks for large-scale image recognition. *arXiv:1409.1556*, 2014.

Smilkov, Daniel, Thorat, Nikhil, Kim, Been, Viégas, Fernanda, and Wattenberg, Martin. Smoothgrad: removing noise by adding noise. *arXiv:1706.03825*, 2017.

Springenberg, Jost Tobias, Dosovitskiy, Alexey, Brox, Thomas, and Riedmiller, Martin. Striving for simplicity: The all convolutional net. *arXiv:1412.6806*, 2014.

Sundararajan, Mukund, Taly, Ankur, and Yan, Qiqi. Axiomatic attribution for deep networks. *arXiv:1703.01365*, 2017.

Szegedy, Christian, Zaremba, Wojciech, Sutskever, Ilya, Bruna, Joan, Erhan, Dumitru, Goodfellow, Ian, and Fergus, Rob. Intriguing properties of neural networks. *arXiv:1312.6199*, 2013.