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ABSTRACT

Binary density ratio estimation (DRE), the problem of estimating the ratio \( p_1/p_2 \) given their empirical samples, provides the foundation for many state-of-the-art machine learning algorithms such as contrastive representation learning and covariate shift adaptation. In this work, we consider a generalized setting where given samples from multiple distributions \( p_1, \ldots, p_k \) \((k > 2)\), we aim to efficiently estimate the density ratios between all pairs of distributions. Such a generalization leads to important new applications such as estimating statistical discrepancy among multiple random variables like multi-distribution \( f \)-divergence, and bias correction via multiple importance sampling. We then develop a general framework from the perspective of Bregman divergence minimization, where each strictly convex multivariate function induces a proper loss for multi-distribution DRE. Moreover, we rederive the theoretical connection between multi-distribution density ratio estimation and class probability estimation, justifying the use of any strictly proper scoring rule composite with a link function for multi-distribution DRE. We show that our framework leads to methods that strictly generalize their counterparts in binary DRE, as well as new methods that show comparable or superior performance on various downstream tasks.

1 INTRODUCTION

Estimating the density ratio between two distributions based on their empirical samples is a central problem in machine learning, which continuously drives progress in this field and finds its applications in many machine learning tasks such as anomaly detection (Hido et al., 2008; Smola et al., 2009; Hido et al., 2011), importance weighting in covariate shift adaptation (Huang et al., 2006; Sugiyama et al., 2007), generative modeling (Uehara et al., 2016; Nowozin et al., 2016; Grover et al., 2019), two-sample test (Sugiyama et al., 2011; Gretton et al., 2012), mutual information estimation and representation learning (Oord et al., 2018; Hjelm et al., 2018). It is such a powerful paradigm because computing density ratio focuses on extracting and preserving contrastive information between two distributions, which is crucial in many tasks. Despite the tremendous success of binary DRE, many applications involve more than two probability distributions and developing density ratio estimation methods among multiple distributions has the potential of advancing various applications such as estimating multi-distribution statistical discrepancy measures (Garcia-Garcia & Williamson, 2012), multi-domain transfer learning, bias correction and variance reduction with multiple importance sampling (Elvira et al., 2019), multi-marginal generative modeling (Cao et al., 2019) and multilingual machine translation (Dong et al., 2013; Aharoni et al., 2019).

Although recent years have witnessed significant progress and a continuously increasing trend in developing more sophisticated and advanced methods for binary DRE (Sugiyama et al., 2012, ...
methods for estimating density ratios among multiple distributions remain largely unexplored, besides an empirical exploration of multi-class logistic regression for multi-task learning (Bickel et al. 2008), where the density ratios serve as the resampling weights between the distribution of a pool of examples of multiple tasks and the target distribution for a given task at hand and lead to significant accuracy improvement on HIV therapy screening experiments.

In this work, we propose a unified framework based on expected Bregman divergence minimization, where any strictly convex multivariate function induces a proper loss for multi-distribution DRE, thus generalizing the framework in (Sugiyama et al. 2012) to multi-distribution case. Moreover, by directly generalizing the Bregman identity in (Menon & Ong 2016) to multi-variable case, we derive a similar result to (Nock et al. 2016), which formally relates losses for multi-distribution density ratio estimation and class probability estimation and theoretically justifies the use of any strictly proper scoring rule (e.g., the logarithm score (Good 1952), the Brier score (Brier 1950) and the pseudo-spherical score (Good 1971)) composite with a link function for multi-distribution DRE. By choosing a variety of specific convex functions or proper scoring rules, we show that our unified framework leads to methods that strictly generalize their counterparts for binary DRE, as well as new objectives specific to multi-distribution DRE. We demonstrate the effectiveness of our framework, and study and compare the empirical performance of its different instantiations on various downstream tasks that rely on accurate multi-distribution density ratio estimation.

2 Preliminaries

2.1 Multi-class Experiments

In multi-class experiments, we have a pair of random variables $(X, Y) \in \mathcal{X} \times \mathcal{Y}$ with joint distribution $D(X, Y)$, where $\mathcal{X}$ is the sample space and $\mathcal{Y} = \{k\} := \{1, \ldots, k\}$ is the finite label space. Define the probability simplex as $\Delta_k := \{p \in \mathbb{R}_{\geq 0}^k \mid \sum_{i=1}^k p_i = 1\}$. According to the chain rule of probability, any joint distribution $D(X, Y)$ can be decomposed into class priors $\pi_i := \mathbb{P}(Y = i)$ and class conditionals $P_i(x) := \mathbb{P}(X = x \mid Y = i)$ for $i \in [k]$, or into sample marginal $M(x) := \mathbb{P}(X = x)$ and class probability function $\eta : \mathcal{X} \to \Delta_k$ (i.e., $\eta_i(x) = \mathbb{P}(Y = i \mid X = x)$). We write $\eta(x)$ as a vector $\eta$ and omit $x$ when it is clear from context. Thus, we can also represent the joint distribution as $D = (\pi, P_1, \ldots, P_k)$ (where $\pi \in \Delta_k$) or $(M, \eta)$. For any $i \in [k]$, we assume $P_i$ has density $p_i$ with respect to the Lebesgue measure.

Remark on notations. To avoid confusion, we will use $\pi$ to emphasize that the class probability is denoted as $\eta_i(x) = \mathbb{P}(Y = i \mid X = x)$ and the class conditional is denoted as $P_i(x) = \mathbb{P}(X = x \mid Y = i)$ with density $p_i(x)$. The former further satisfies the normalization constraint: $\forall x \in \mathcal{X}, \sum_{i=1}^k \eta_i(x) = 1$, while in the latter one only serves as the index for $k$ different distributions.

In multi-class classification, given independent and identically distributed (i.i.d.) samples from the joint distribution $D(X, Y)$, we want to learn a probabilistic classifier $\hat{\eta} : \mathcal{X} \to \Delta_k$ to approximate the true class probability function $\eta$ by minimizing the following $\ell$-risk:

$$
\mathcal{L}_{\text{CPE}}(\eta; D) = \mathbb{E}_{D(x,y)}[\ell(y, \hat{\eta}(x))] = \mathbb{E}_{x \sim M}[\mathbb{E}_{y \sim \eta(x)}[\ell(y, \hat{\eta}(x))]] = \mathbb{E}_{x \sim M}[L(\eta(x), \hat{\eta}(x))] 
$$

(1)

where $\ell : [k] \times \Delta_k \to \mathbb{R}$ is the loss function for using the class predictor $\hat{\eta}(x)$ when the true class is $y$, and $L : \Delta_k \times \Delta_k \to \mathbb{R}$ is the expected loss of $\hat{\eta}(x)$ under the true class probability $\eta(x)$.

Definition 1 (Proper loss). A loss function $\ell$ is proper if the corresponding expected loss satisfies: $\forall P, Q \in \Delta_k, L(P, Q) \geq L(P, P)$. It is strictly proper if the equality holds only when $P = Q$.

In statistical decision theory (Gneiting & Raftery 2007), the negative proper loss is also called proper scoring rule (i.e., $S(y, \hat{\eta}(x)) = -\ell(y, \hat{\eta}(x))$), which assesses the utility of the prediction. Properness of a loss is desirable in multi-class classification because it encourages the class probability estimator $\hat{\eta}$ to match the true class probability function $\eta$. An important property of proper loss is summarized in the following theorem:

Definition 2 (Bregman divergence). Given a differentiable convex function $\phi : \mathcal{S} \to \mathbb{R}$ defined on a convex set $\mathcal{S} \subset \mathbb{R}^d$ and two points $x, y \in \mathcal{S}$, the Bregman divergence from $x$ to $y$ is defined as:

$$
B_{\phi}(x, y) := \phi(x) - \phi(y) - \langle x - y, \nabla \phi(y) \rangle
$$

(2)
Given a proper loss $\ell$ and the corresponding expected loss $L$, for any $P, Q \in \Delta_k$, the generalized entropy function $\mathcal{L}(P) := \inf_{Q \in \Delta_k} L(P, Q) = L(P, P)$ is concave; when $\mathcal{L}$ is differentiable, the regret or excess risk of a predictor $Q$ over the Bayes-optimal $P$ is the Bregman divergence induced by the convex function $f = -\mathcal{L}$:

$$\text{reg}(P, Q; \ell) := L(P, Q) - L(P, P) = \mathcal{B}_f(P, Q) \quad (3)$$

Given the Bregman divergence representation of the point-wise regret in Theorem 1 and the $\ell$-risk in Equation (1), the excess risk of a class probability estimator $\hat{\eta}$ over the Bayes optimal $\eta$ is:

$$\text{reg}(\hat{\eta}; M, \eta, \ell) := \mathcal{L}_{\text{CPE}}(\hat{\eta}; D) - \mathcal{L}_{\text{CPE}}(\eta; D) = \mathbb{E}_{M(x)}[L(\eta(x), \hat{\eta}(x)) - L(\eta(x), \eta(x))]$$

$$= \mathbb{E}_{M(x)}[\mathcal{B}_f(\eta(x), \hat{\eta}(x))] \quad (4)$$

### 2.2 Multi-distribution $f$-Divergence

Csiszar’s $f$-divergence is a popular way to measure the discrepancy between two probability distributions. Specifically, given two distributions $P, Q$ and a convex function $f : \mathbb{R}_+ \to \mathbb{R} \cup \{\pm \infty\}$ satisfying $f(1) = 0$, the $f$-divergence between $P$ and $Q$ is defined as $\mathcal{D}_f(P||Q) = \mathbb{E}_Q[f(dP/dQ)]$. In the following, we will introduce the multi-distribution extension of $f$-divergence [Garcia-Garcia & Williamson, 2012].

**Definition 3** (Multi-distribution $f$-divergence), For $k$ probability distributions $P_1, \ldots, P_k$ on a common probability space $(\mathcal{X}, \sigma(\mathcal{X}))$ with densities $p_1, \ldots, p_k$, given multi-variate closed convex function $f : \mathbb{R}_+^{k-1} \to \mathbb{R} \cup \{\pm \infty\}$ satisfying $f(1) = 0$, the multi-distribution $f$-divergence between $P_1, \ldots, P_{k-1}$ and $P_k$ is defined as:

$$\mathcal{D}_f(P_1, \ldots, P_{k-1}||P_k) = \mathbb{E}_{p_k(x)} \left[ f \left( \frac{p_1(x)}{p_k(x)}, \ldots, \frac{p_{k-1}(x)}{p_k(x)} \right) \right] \quad (5)$$

### 2.3 Connecting Density Ratios and Class Probabilities via Link Function

Inspired by the definition in Eq. (5), we consider the following canonical density ratio vector (more discussion about this choice can be found in Section 3.2): $\mathbf{r}(x) = (r_1(x), \ldots, r_k(x))$ where $r_i(x) := p_i(x)/p_k(x)$ and $r_k(x) = 1$. Then we can connect a density ratio vector $\mathbf{r}(x) \in \mathbb{R}_+^{k-1} \times \{1\}$ and a class probability vector $\eta(x) \in \Delta_k$ via an invertible link function.

According to Bayes’ theorem, we have:

$$\frac{P(X = x, Y = i)}{P(X = x, Y = k)} = \frac{\pi_i p_i(x)}{\pi_k p_k(x)} = \frac{M(x) \eta_i(x)}{M(x) \eta_k(x)} \Leftrightarrow r_i(x) = \frac{p_i(x)}{p_k(x)} = \frac{\pi_k \eta_i(x)}{\pi_i \eta_k(x)} \quad (6)$$

Thus we define the following multi-distribution link function $\Psi_{dr} : \Delta_k \to \mathbb{R}_+^{k-1} \times \{1\}$ as a natural generalization of the binary DRE link function [Menon & Ong, 2016; Vernet et al., 2011]:

$$[\Psi_{dr}(\eta(x))]_i := \frac{\pi_k}{\pi_i} \frac{\eta_i(x)}{\eta_k(x)} = r_i(x), \text{ for all } i \in [k]. \quad (7)$$

Given Eq. (7) and the normalization constraint $\sum_{i \in [k]} \eta_i = 1$, we obtain the inverse link function:

$$[\Psi_{dr}^{-1}(\mathbf{r}(x))]_i := \frac{\pi_i r_i(x)}{\sum_{i \in [k]} \pi_i r_i(x)} = \eta_i(x), \text{ for all } i \in [k]. \quad (8)$$

Thus given knowledge of the prior distribution $\pi$ (which can also be easily estimated from empirical samples), one can transform a class probability estimator into a density ratio estimator via $\mathbf{r}(x) = \Psi_{dr}(\eta(x))$ and vice versa via $\eta(x) = \Psi_{dr}^{-1}(\mathbf{r}(x))$.

### 3 A Unified Framework for Multi-distribution DRE

#### 3.1 Multi-distribution Density Ratio Estimation Problem Setup

Following the basic formulation of multi-class experiments in Section 2.1, we now introduce the problem setup of multi-distribution density ratio estimation (DRE). Recall that $\mathcal{X}$ is the common data
domain and \( P_1, \ldots, P_k \) are \( k \) different distributions defined on \( \mathcal{X} \) with densities \( p_1, \ldots, p_k \). Suppose we are given \( n_i \) i.i.d. samples \( \{ x_j^{(i)} \}_{j=1}^{n_i} \) from each distribution \( P_i \). The goal of multi-distribution DRE is to estimate the density ratios between all pairs of distributions \( \{ r_{ij} := p_i / p_j \}_{i,j \in [k]} \) from the i.i.d. datasets \( \{ \{ x_j^{(i)} \}_{j=1}^{n_i} \}_{i=1}^{k} \). In this paper, we assume that the density ratios are always well-defined on domain \( \mathcal{X} \) (e.g., when the distributions have strictly positive densities), which is also a common assumption in binary DRE problem (Kanamori et al., 2009; Kato & Teshima, 2021).

A naive approach towards this problem is to separately estimate each density \( p_i \) from \( \{ x_j^{(i)} \}_{j=1}^{n_i} \) and then plug in \( p_i \) and \( p_j \) to get \( r_{ij} \). However, as previous theoretical works (Kpotufe, 2015; Neuen et al., 2017; Kanamori et al., 2012; Que & Belkin, 2013) suggest, directly estimating density ratios has many advantages in practical settings. Specifically, we know that (1) optimal convergence rates depend only on the smoothness of the density ratio and not on the densities; (2) optimal rates depend only on the intrinsic dimension of data, thus escaping the curse of dimension in density estimation. Inspired by these observations in binary DRE, this paper aims to develop a general framework for directly estimating multi-distribution density ratios. Moreover, we also theoretically prove that various interesting facts (Menon & Ong, 2016; Sugiyama et al., 2012), which hold in the binary case, extend to our multi-distribution case in Section 4.

While most previous works focus on DRE in binary cases, multi-distribution DRE has many important downstream applications. For example, given any integrable function \( \phi : \mathcal{X} \rightarrow \mathbb{R} \), suppose we want to use importance sampling to estimate the expectation of \( \phi \) with respect to a target distribution \( Q \) with density \( q \) w.r.t. the base measure:

\[
\mathbb{E}_{q(x)}[\phi(x)] = \int_{\mathcal{X}} q(x) \phi(x) dx = \int_{\mathcal{X}} p(x) \frac{q(x)}{p(x)} \phi(x) dx = \mathbb{E}_{p(x)}[r(x) \cdot \phi(x)]
\]

where we use the density ratio \( r = p/q \) to correct the bias caused by using samples from the proposal distribution \( p \) rather than the target distribution \( q \). However, in practice, finding a good proposal is critical yet challenging (Owen & Zhou, 2000). An alternative and more robust strategy is to use a population of different proposals (sampling schemes) and use a set of density ratios to correct the bias, which is also known as multiple importance sampling (MIS) (Cappé et al., 2004; Elvira et al., 2015). Given \( k \) different proposals \( p_1, \ldots, p_k \), the MIS estimation of the expectation is given by:

\[
\mathbb{E}_{q(x)}[\phi(x)] = \sum_{i=1}^{k} \omega_i \mathbb{E}_{p_i(x)} \left[ \frac{q(x)}{p_i(x)} \phi(x) \right]
\]

where \( \omega_i \) is the weight for each proposal \( p_i \) and satisfies \( \sum \omega_i = 1 \). Thus a more efficient and accurate multi-distribution DRE method will lead to better MIS. In the context of multi-source off-policy policy evaluation (Kallus et al., 2021), the proposals correspond to a set of demonstration policies and the target distribution is the query policy whose performance we want to evaluate from the offline multi-source demonstrations; in the context of multi-domain transfer learning setting (co-variate shift adaptation) (Bickel et al., 2008; Dinh et al., 2013), the proposals correspond to a set of data generating distributions (e.g. multiple source domains or various data augmentation strategies) and the target is the test distribution we care about. Estimating multi-distribution density ratios also allows us to compute important information quantities among multiple random variables such as the multi-distribution \( f \)-divergence in Equation (5), which can be used to analyze various kinds of discrepancy and correlations between multiple random variables and further has the potential of inspiring new generative models for multiple marginal matching problem (Cao et al., 2019).

### 3.2 Multi-distribution DRE via Bregman Divergence Minimization

Inspired by the success of Bregman divergence minimization for unifying various DRE methods in the binary case (Sugiyama et al., 2012), in this section, we propose a general framework for solving the multi-distribution density ratio estimation problem. First, we discuss our modeling choices. Although our goal is to estimate \( \frac{q}{p} \) density ratios (between all possible pairs), the solution set \( \{ r_{ij} := p_i / p_j \}_{i,j \in [k]} \) actually has \( k-1 \) degrees of freedom (e.g., \( r_{ik} = r_{ij} \cdot r_{jk} \)). Thus without loss of generality, we parametrize the following \( k-1 \) density ratio models \( \mathbf{r}(\theta) = (r_{\theta_1}, \ldots, r_{\theta_{k-1}}) \) to approximate the true canonical density ratios \( r = (r_1, \ldots, r_{k-1}) \), where \( r_i := p_i / p_k \) for \( i \in [k-1] \).

For the simplicity of notation, we will omit the dependence on the parameters \( \theta \) and write our
density ratio models as \( \hat{r} = (\hat{r}_1, \ldots, \hat{r}_{k-1}) \). An advantage of such modeling choice is that any density ratio can be recovered within one step of computation \( \hat{r}_{ij} = \frac{p_i}{p_j} \hat{r}_{jk} = \frac{p_i}{p_j} \frac{p_k}{p_j} = \frac{p_i p_k}{p_j^2} \), thus avoiding large compounding error while naturally ensuring consistency within the solution set (i.e., if we parametrize \( \hat{r}_{ij}, \hat{r}_{jk} \) and \( \hat{r}_{ik} \) respectively, we have to make sure they satisfy \( \hat{r}_{ik} = \hat{r}_{ij} \cdot \hat{r}_{jk} \)).

Since our goal is to optimize \( \hat{r} \) to approximate the true density ratios \( r \), we consider to use Bregman divergence (Def.\([2]\)) to measure the discrepancy between \( r \) and \( \hat{r} \). Specifically, for any strictly convex function \( f : \mathbb{R}^{k-1}_+ \rightarrow \mathbb{R} \) and \( \forall x \in \mathcal{X} \), we have the following point-wise optimization problem:

\[
\min_{\hat{r}(x) \in \mathbb{R}^{k-1}_+} B_f(r(x), \hat{r}(x)) = f(r(x)) - f(\hat{r}(x)) - \langle \nabla f(\hat{r}(x)), r(x) - \hat{r}(x) \rangle \tag{11}
\]

which corresponds to the difference between the value of \( f \) at \( r \), and the value of the first-order Taylor expansion of \( f \) around point \( \hat{r} \) evaluated at point \( r \). Although the current formulation can be understood as a regression problem from \( \hat{r}(x) \) to the true density ratios \( r(x) \), we actually only have i.i.d. samples \( x \sim p_1, \ldots, p_k \) instead of the true targets \( r(x) \). In this case, we consider to use the following expected Bregman divergence to measure the overall discrepancy from the true density ratios \( r \) to the density ratio models \( \hat{r} \):

\[
\mathcal{L}_{\text{DRE}}(\hat{r}; D) = \int_{\mathcal{X}} p_k(x) \left( f(r(x)) - f(\hat{r}(x)) - \langle \nabla f(\hat{r}(x)), r(x) - \hat{r}(x) \rangle \right) dx \tag{12}
\]

\[
= \mathbb{E}_{p_k(x)} \left[ \langle \nabla f(\hat{r}(x)), \hat{r}(x) \rangle - f(\hat{r}(x)) \right] - \sum_{i \in [k-1]} \mathbb{E}_{p_i(x)} [\partial_i f(\hat{r}(x))] + C \tag{13}
\]

where \( C := \int_{\mathcal{X}} p_k(x) f(r(x)) dx = D_f(P_1, \ldots, P_{k-1} \parallel P_k) \) is a constant with respect to \( \hat{r} \) and the equality comes from the fact that \( p_k \cdot (r_1, \ldots, r_{k-1}) = (1, \ldots, 1) \) according to the definition of \( r \). The rationale behind the above choice is that it allows us to get an unbiased estimation of the discrepancy between \( r \) and \( \hat{r} \) only using i.i.d. samples from \( p_1, \ldots, p_k \). Specifically, since \( C \) is a constant, we have the following optimization problem over \( \hat{r} \) to approximate the true density ratios (where each expectation \( \mathbb{E}_{p_i} \) can be empirically estimated using samples from \( p_i \)):

\[
\min_{\hat{r} : \mathcal{X} \rightarrow \mathbb{R}^{k-1}_+} \mathbb{E}_{p_k(x)} \left[ \langle \nabla f(\hat{r}(x)), \hat{r}(x) \rangle - f(\hat{r}(x)) \right] - \sum_{i \in [k-1]} \mathbb{E}_{p_i(x)} [\partial_i f(\hat{r}(x))] \tag{14}
\]

Interestingly, the above multi-distribution DRE formulation, which is based on Bregman divergence minimization, can be alternatively derived from the perspective of variational estimation of multi-distribution \( f \)-divergence. In the following, we briefly discuss such an interpretation of Eq.\([14]\).

Based on Fenchel duality, we can represent any strictly convex function \( f : \mathbb{R}^{k-1}_+ \rightarrow \mathbb{R} \cup \{+\infty\} \) through its conjugate function \( f^*(s) := \max_{r \in \mathbb{R}^{k-1}_+} \langle s, r \rangle - f(r) \) as:

\[
f(r(x)) = \max_{s : \mathcal{X} \rightarrow \mathbb{R}^{k-1}_+} \langle r(x), s(x) \rangle - f^*(s(x)), \text{ for any } x \in \mathcal{X}. \tag{15}
\]

In order to estimate the multi-distribution \( f \)-divergence defined in Eq.\([5]\) only using samples from \( P_1, \ldots, P_k \) (instead of their density information), we consider the following variational representation of multi-distribution \( f \)-divergence by substituting Eq.\([15]\) into Eq.\([5]\):

\[
D_f(P_1, \ldots, P_{k-1} \parallel P_k) = - \min_{s: \mathcal{X} \rightarrow \mathbb{R}^{k-1}_+} \left[ - \sum_{i \in [k-1]} \mathbb{E}_{p_i(x)} [s(x)], + \mathbb{E}_{p_k(x)} f^*(s(x)) \right] \tag{16}
\]

We then have the following lemma revealing the equivalence between the optimization problem in Eq.\([14]\) and Eq.\([16]\).

**Proposition 1** (DRE via variational estimation of multi-distribution \( f \)-divergence). *Given a strictly convex function \( f : \mathbb{R}^{k-1}_+ \rightarrow \mathbb{R} \cup \{+\infty\} \), the optimization problem in Eq.\([14]\) (induced by minimizing expected Bregman divergence \( B_f(r(\hat{r})) \)) is equivalent to the one in Eq.\([10]\) (for variational estimation of multi-distribution \( f \)-divergence) under change of variables satisfying: \( \nabla f(\hat{r}(x)) = s(x), \forall x \in \mathcal{X} \).*
4 CONNECTING LOSSES FOR MULTI-CLASS CLASSIFICATION AND DRE

In this section, we rederive a similar result to (Nock et al., 2016) by directly generalizing the Bregman identity in (Menon & Ong, 2016) to multi-variable case, which established the theoretical connection between multi-distribution DRE and multi-class classification.

In Section 2.1, we have shown that the exact minimization of the excess risk for any strictly proper loss \( \ell \) results in the true class probability function \( \pi \), and consequently gives us the true density ratio \( r \) through the link function \( \Psi_{dr}(\eta) \). In the following, we take a further step to show that essentially the procedure of minimizing any strictly proper loss is equivalent to minimizing an expected Bregman divergence between the true density ratios \( r \) and the approximate density ratios \( \hat{r} \), thus generalizing the theoretical results in binary case (Menon & Ong, 2016) to the multi-distribution case and justifying the validity of using any strictly proper scoring rule (e.g. Brier score (Brier et al., 1950) and pseudo-spherical score (Good, 1971)) for multi-distribution DRE. All proofs for this section can be found in Appendix A.3.

We start by introducing the following multivariate Bregman identity.

**Lemma 1 (Multivariate Bregman Identity).** Given a convex function \( f : \mathbb{R}^{k-1} \to \mathbb{R} \), we can define an associated function \( f^\otimes(u_1, \ldots, u_{k-1}) = (1 + \sum_{i \in [k-1]} u_i) f \left( \frac{1}{1 + \sum_{i \in [k-1]} u_i} \cdot u \right) \). We can show that (i) \( f^\otimes \) is convex and (ii) for any \( u, v \in \mathbb{R}^{k-1} \), their associated Bregman divergences satisfy:

\[
B_{f^\otimes} \left( \frac{1}{1 + \sum_{i \in [k-1]} u_i} u, \frac{1}{1 + \sum_{i \in [k-1]} v_i} v \right) = \frac{1}{1 + \sum_{i \in [k-1]} u_i} B_f(u, v). \tag{17}
\]

One can then apply Lemma 1 with \( u_i = \frac{1}{\pi_k} r_i \) and \( v_i = \frac{1}{\pi_j} \hat{r}_i \) for each \( i \in [k-1] \) and use the fact that \( B_{f^\otimes}(r, \hat{r}) = B_{f^\otimes}(u, v) \) for \( f^\otimes(r) = f^\otimes \left( \frac{1}{\pi_k} \pi \circ r \right) \) to establish the following connection between the optimality gap of density ratio estimators and class probability estimators, where we use \( \pi \circ b \) to denote the element-wise product between vectors \( a \) and \( b \), and \( \pi[1:k-1] \in \mathbb{R}^{k-1} \) as the vector when restricting \( \pi \) onto its first \( k-1 \) coordinates.

**Proposition 2.** For any convex function \( f : \mathbb{R}^+_k \to \mathbb{R} \), and two density ratio vectors \( r(x) \) and \( \hat{r}(x) \), one can construct corresponding class probability vectors \( \eta(x) = \Psi_{dr}^{-1}(r(x)) \) and \( \hat{\eta}(x) = \Psi_{dr}^{-1}(\hat{r}(x)) \) through the inverse link function in Eq. (5), and obtain:

\[
B_f(\eta(x), \hat{\eta}(x)) = \frac{\pi_k}{\pi_k + \sum_{i \in [k-1]} \pi_i r_i(x)} B_{f^\otimes}(r(x), \hat{r}(x)) \tag{18}
\]

where we define the convex function \( f^\otimes \) induced by some prior distribution \( \pi \in \Delta_k \) as

\[
f^\otimes(r_1, \ldots, r_{k-1}) := \left( 1 + \sum_{i \in [k-1]} \pi_i r_i / \pi_k \right) \cdot f \left( \frac{\pi[1:k-1] \circ r}{\pi_k + \sum_{i \in [k-1]} \pi_i r_i} \right). \tag{19}
\]

Combining Proposition 2 with the Bregman divergence representation of the point-wise regret for a proper risk \( \ell \) for multi-class classification in Eq. (4), we provide the following main theorem that interprets the minimization of multi-class classification regret as multi-distribution DRE under expected Bregman divergence minimization.

**Theorem 2.** Given any strictly proper loss \( \ell \), for any joint data distribution \( D(X, Y) \) with class prior \( \pi \in \Delta_k \), the multi-class classification regret defined in Eq. (4) satisfies:

\[
\text{reg}(\hat{\eta}; M, \eta, \ell) = \pi_k E_p(x) B_{f^\otimes}(r(x), \hat{r}(x)), \tag{20}
\]

for \( f^\otimes \) as defined in Eq. (19), and \( r = \Psi_{dr}(\eta) \) and \( \hat{r} = \Psi_{dr}(\hat{\eta}) \) as defined in Eq. (7).

Theorem 2 generalizes a known equivalence between density ratio estimation and class probability estimation in the binary case (see Section 5 in (Menon & Ong, 2016)), and provides a similar equivalence in the more complicated multi-class experiments. Besides, in comparison to the binary case result, we also provide a simpler proof, loosen the assumptions on the twice-differentiability of convex function \( f \) induced by the proper loss \( \ell \) (i.e., \( f = -L \), see Theorem 1 for more details), and
Moreover, we notice that multi-distribution $f$-divergence among class conditionals $P_1, \ldots, P_k$ also corresponds to the statistical information measure in multi-class experiments (DeGroot, 1962) (defined as the gap between the prior and posterior generalized entropy). Since we have established the equivalence between multi-class DRE (Eq. (14)) and variational estimation of multi-distribution $f$-divergence (Eq. (16)), we can show by choosing particular convex functions (associated with the loss $\ell$ for multi-class classification), multi-distribution DRE can be viewed as estimating the statistical information measure in multi-class experiments. See detailed discussions in Appendix A.3.

5 EXAMPLES OF MULTI-DISTRIBUTION DRE

In this section, we provide some instantiations of our multi-distribution DRE framework. Specifically, Section 3.2 suggests that any strictly convex multivariate function $f : \mathbb{R}^k_{+} \rightarrow \mathbb{R}$ induces a proper loss for multi-distribution DRE, and Section 4 justifies that any strictly proper scoring rule composite with $\Psi_{\text{dir}}$ can also be used for multi-distribution DRE. We briefly discuss some choices of the convex function or proper scoring rule, and we provide detailed derivations in Appendix A.4.

5.1 METHODS INDUCED BY CONVEX FUNCTIONS

Multi-class Logistic Regression. From Section 2.3, we know that there is a one-to-one correspondence between a class probability estimator and a density ratio estimator: $\hat{r} = \Psi_{\text{dir}} \circ \hat{\eta}$ and $\hat{\eta} = \Psi_{\text{dir}}^{-1} \circ \hat{r}$. For the clarity of presentation, here we assume the class prior distribution $\pi$ is uniform such that $\hat{r}_i(x) = \hat{\eta}_i(x) / \hat{\eta}_k(x)$ and $\hat{\eta}_k(x) = \hat{r}_k(x) / \sum_{j=1}^k \hat{r}_j(x)$. To recover the loss of multi-class logistic regression, we choose the following convex function to be $f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \frac{1}{k} \sum_{i=1}^k \hat{r}_i \log \left( \hat{r}_i / \sum_{j=1}^k \hat{r}_j \right)$. In this case, the loss in Eq. (14) reduces to:

$$\frac{1}{k} \sum_{i=1}^k \mathbb{E}_{p_i(x)} \left[ \log \left( \sum_{j=1}^k \hat{r}_j(x) \right) \right] = \frac{1}{k} \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} \left[ \log \left( \sum_{j=1}^k \hat{r}_j(x) \right) \right] = -\frac{1}{k} \sum_{i=1}^k \mathbb{E}_{p_i(x)} \left[ \log \hat{\eta}_i(x) \right]$$

(21)

We provide discussions for the general case (non-uniform prior $\pi$) in Appendix A.4.1. Interestingly, we noticed that the above convex function also gives rise to the multi-distribution Jensen-Shannon divergence (García-García & Williamson, 2012) (also known as the information radius (Sibson, 1969), $D_f(P_1, \ldots, P_k) = \frac{1}{k} \sum_{i=1}^k D_{\text{KL}}(P_i || \frac{1}{k} \sum_{j=1}^k P_j)$) up to a constant of $\log k$.

Multi-LSIF. When the convex function associated with the Bregman divergence is chosen to be $f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \frac{1}{2} \sum_{i=1}^{k-1} (\hat{r}_i - 1)^2 = \frac{1}{2} \| \hat{r} - 1 \|^2$, the loss in Eq. (14) reduces to:

$$\frac{1}{2} \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} \left[ \hat{r}_i^2(x) - 1 \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} \left[ \hat{r}_i(x) - 1 \right] = \frac{1}{2} \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} \left[ (\hat{r}_i(x) - r_i(x))^2 \right] - C$$

(22)

where $C = \mathbb{E}_{p(x)} \left[ \| r(x) - 1 \|^2 \right]$ is a constant w.r.t. $\hat{r}$ and the minimizer to the above loss function matches the true density ratios, which strictly generalizes the Least-Squares Importance Fitting (LSIF) (Kanamori et al., 2009) method to the multi-distribution case.

Besides, we also consider the following simple convex functions that either strictly generalize their binary DRE counterparts as above, or lead to completely new methods for multi-distribution DRE:

- **Multi-KLIEP.** $f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \sum_{i=1}^{k-1} (\hat{r}_i \log \hat{r}_i - \hat{r}_i) = \langle \hat{r}, \log(\hat{r}) \rangle - \| \hat{r} \|_1$. This strictly generalizes the Kullback–Leibler Importance Estimation Procedure (KLIEP) (Sugiyama et al., 2008) to the multi-distribution case. See Appendix A.4.3 for more details.
From Section 4, we know that any strictly proper loss \( \ell \) multi-distribution DRE:

In principle, we can use any desired strictly convex function \( f \). Convex functions encode different inductive biases that may favor various downstream applications. Objectives for multi-distribution DRE. In terms of modeling flexibility, the curvature of different distributions following and we provide more experimental details for each task in Appendix A.5.

We first apply our methods to estimate density ratios among multiple multivariate Gaussian distributions, anomaly detection on CIFAR-10 (Krizhevsky et al., 2007), where

\[
\text{MAE}(r, \hat{r}; M(x)) = \frac{2}{k(k-1)} \mathbb{E}_{M(x)} \left[ \sum_{1 \leq i < j \leq k} |r_{ij}(x) - \hat{r}_{ij}(x)| \right]
\]

where density ratio between \( p_i \) and \( p_j \) is recovered by \( \hat{r}_i / \hat{r}_j \) as discussed in Section 3.2. We summarize the results in Table 1, from which we can see that multi-class logistic regression and Brier score composite with \( \Psi_{dr} \) show superior performance in this task.

### 5.2 Methods Induced by Proper Scoring Rules Composite with \( \Psi_{dr} \)

From Section 4, we know that any strictly proper loss \( \ell : [k] \times \Delta_k \rightarrow \mathbb{R} \) (or strictly proper scoring rule \( S(i, \hat{\eta}) = -\ell(i, \hat{\eta}) \)) in conjunction with the link function \( \Psi_{dr} \) also induces valid losses for multi-distribution DRE:

\[
\min_{\hat{r}, \hat{\eta}} \mathbb{E}_{D(x,y)}[\ell(y, \hat{\eta}(x))] = \mathbb{E}_{x \sim \text{M}, y \sim q(x)}[\ell(y, \Psi_{dr}^{-1}(\hat{r}(x)))]
\]

In this work, we consider using the following classic proper scoring rules (Gneiting & Raftery, 2007), where \( \hat{\eta} \) is parametrized as \( \Psi_{dr}^{-1}(\hat{r}) \) (i.e. \( \hat{\eta}_i = \pi_i \hat{r}_i / \sum_{j=1}^k \pi_j \hat{r}_j) \):

- **Logarithm score.** (Good, 1952) The loss is specified as \( \ell(i, \hat{\eta}) = -\log(\hat{\eta}_i) \), which also recovers the loss of multi-class logistic regression in Section 5.1.
- **Brier score.** (Brier et al., 1950) The loss is specified as \( \ell(i, \hat{\eta}) = -2\hat{\eta}_i + \sum_{j=1}^k \hat{\eta}_j^2 + 1. \)
- **Logarithm pseudo-spherical score.** (Good, 1971; Fujisawa & Eguchi, 2008) The loss is specified as \( \ell(i, \hat{\eta}) = -\log \left( \frac{\hat{\eta}_i^{\alpha-1}}{\sum_{j=1}^k \hat{\eta}_j^{\alpha-1}} \right) \) for \( \alpha > 1. \)

### 6 Experiments

In this section, we verify the validity of our framework, as well as study and compare the various instantiations introduced in Section 5 on a variety of tasks that all rely on accurate multi-distribution density ratio estimation. In particular, the tasks we consider include density ratio estimation among multiple multivariate Gaussian distributions, anomaly detection on CIFAR-10 (Krizhevsky et al., 2009), multi-target MNIST Generation (LeCun et al., 1998) and multi-distribution off-policy policy evaluation. We discuss the basic problem setups, evaluation metrics and experimental results in the following and we provide more experimental details for each task in Appendix A.5.

**Synthetic Data Experiments.** We first apply our methods to estimate density ratios among \( k = 5 \) multivariate Gaussian distributions with different mean vectors and identity covariance matrix. We conducted experiments for various data dimensions ranging from 2 to 50. Since Gaussian distributions have tractable densities, we know the ground-truth density ratio functions and we calculate the mean absolute error (MAE) between all \( \binom{k}{2} \) true density ratios and the learned ones:

\[
\text{MAE}(r, \hat{r}; M(x)) = \frac{2}{k(k-1)} \mathbb{E}_{M(x)} \left[ \sum_{1 \leq i < j \leq k} |r_{ij}(x) - \hat{r}_{ij}(x)| \right]
\]
the mixture distribution \( p_k \) contain both inlier samples and outlier samples. The goal of this task is to identify the inlier samples from the pool of mixture samples. In particular, we use the learned density ratio \( \hat{r}_i \) as the score function to retrieve the inlier samples of \( p_i \), since the true density ratio function \( r_i = p_i / \sum_{j \in [k-1]} \alpha_j p_j \) tend to be larger for samples from \( p_i \) and smaller for samples from other distributions. In this case, we calculate the average AUROC for each scoring function.

**Multi-target MNIST Generation.** DRE can be used in the sampling-importance-resampling (SIR) paradigm [Liu & Chen 1998, Doucet et al. 2000]. Suppose we want to obtain samples from \( p_1, \ldots, p_{k-1} \) while we have a large set of samples from \( p_k \). For each \( i \in [k-1] \), we can use the density ratio function \( \hat{r}_i \) in conjunction with SIR to approximately sample from the target distribution \( p_i \) (Algorithm 1 in [Grover et al. 2019]). For this task, we evaluate if the SIR samples for target distribution \( p_i \) contains the correct proportion of classes/properties (10 digit numbers in MNIST) and we use \( \sum_{i=1}^{k-1} \sum_{j=1}^{10} \left| h_{ij} - \hat{h}_{ij} \right| \) as the evaluation metric, where \( h_{ij} \) and \( \hat{h}_{ij} \) denote the desired proportion and sampled proportion for property \( j \) in each target-generation task \( i \).

**Multi-distribution Off-policy Policy Evaluation.** Suppose we have \( k \) different reinforcement learning policies \( p_i(\alpha|s) \), each inducing an occupancy measure [Syed et al. 2008] (i.e., state-action distribution) \( p_i(s, \alpha) \). Density ratios allow us to conduct off-policy policy evaluation, which estimates the expected return (sum of reward) of target policies \( p_1, \ldots, p_{k-1} \) given trajectories sampled from a source policy \( p_k \). In this case, we evaluate the following metric to assess the quality of the learned density ratios \( \tau = \{ (s_t, \alpha_t) \}_{t=1}^{T} \) denotes a sequence of state-action pairs):

\[
\frac{1}{k-1} \sum_{i=1}^{k-1} \mathbb{E}_{p_k(\tau)} \left[ \sum_{t=1}^{T} \hat{r}_i(s_t, \alpha_t) r(s_t, \alpha_t) \right] - \mathbb{E}_{p_i(\tau)} \left[ \sum_{t=1}^{T} r(s_t, \alpha_t) \right]
\]

We summarized the results for CIFAR-10 OOD detection, multi-target MNIST generation and multi-distribution off-policy policy evaluation in Table 2 (omitted results indicates the corresponding method performs worse than listed methods by a large margin on the specific task). We can see that methods induced by proper scoring rules such as multi-class logistic regression, Brier score and pseudo-spherical score tend to have the best performance on the first two tasks. And surprisingly, methods induced by some simple multivariate convex functions such as the LogSumExp and the quadratic function show excellent performance on the third task. These results demonstrate
the advantage of our framework in the sense that it offers us extreme flexibility for designing new objectives for multi-distribution DRE that are more suitable for various downstream applications.

7 CONCLUSION

In this paper, we focus on the generalized problem of efficiently estimating density ratios among multiple distributions. We propose a general framework based on expected Bregman divergence minimization, where each strictly convex function induces a proper loss for multi-distribution DRE. Furthermore, we rederive the theoretical equivalence between the losses of class probability estimation and density ratio estimation, which justifies the use of any strictly proper scoring rules for multi-distribution DRE. Finally, we demonstrated the effectiveness of our framework on various downstream tasks.
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A Proofs

A.1 Proofs for Section 2

Theorem 1 ([Gneiting & Raftery, 2007; Proposition 7 in (Vernet et al., 2011)]. Given a proper loss \( \ell \) and the corresponding expected loss \( \mathbb{L}(P) := \inf_{Q \in \Delta} \mathbb{L}(P, Q) = \mathbb{L}(P, P) \) is concave; when \( \mathbb{L} \) is differentiable, the regret or excess risk of a predictor \( Q \) over the Bayes-optimal \( P \) is the Bregman divergence induced by the convex function \( f = -\mathbb{L} \):

\[
\text{reg}(P, Q; \ell) := \mathbb{L}(P, Q) - \mathbb{L}(P, P) = \mathbb{B}_f(P, Q)
\]

Proof. For completeness, we provide the proof here. First, we can check that \( \mathbb{L}(P) : \Delta_k \to \mathbb{R} \) is a concave function. Define \( \mathbb{L}(P) \) to be the vector \((\ell(1, P), \ldots, \ell(k, P))\). Then the entropy function can be represented as \( \mathbb{L}(P) = \mathbb{L}(P, P) = \text{E}_{y \sim P}[\ell(y, P)] = P^\top \mathbb{L}(P) \) and similarly \( \mathbb{L}(P, Q) = P^\top \mathbb{L}(Q) \).

For \( \lambda \in [0, 1] \) and \( P, Q \in \Delta_k \), we have:

\[
\mathbb{L}(\lambda P + (1 - \lambda)Q) = (\lambda P + (1 - \lambda)Q)^\top \mathbb{L}(\lambda P + (1 - \lambda)Q)
= \lambda P^\top \mathbb{L}(\lambda P + (1 - \lambda)Q) + (1 - \lambda)Q^\top \mathbb{L}(\lambda P + (1 - \lambda)Q)
\geq \lambda P^\top \mathbb{L}(P) + (1 - \lambda)Q^\top \mathbb{L}(Q) = \lambda \mathbb{L}(P) + (1 - \lambda) \mathbb{L}(Q)
\]

where the inequality is because \( \ell \) is proper. Thus \( \mathbb{L} \) is a concave function. Next we show that the excess risk is a Bregman divergence with convex function \( -\mathbb{L} \). First, observe that

\[
\mathbb{L}(P, Q) = P^\top \mathbb{L}(Q) = Q^\top \mathbb{L}(Q) + (P - Q)^\top \mathbb{L}(Q)
\]

Because \( \ell \) is proper, we have:

\[
0 \leq \mathbb{L}(P, Q) - \mathbb{L}(P, P) = Q^\top \mathbb{L}(Q) + (P - Q)^\top \mathbb{L}(Q) - P^\top \mathbb{L}(P)
= -\mathbb{L}(P) - (-\mathbb{L}(Q)) - (P - Q)^\top (-\mathbb{L}(Q))
\]

Rearrange the term we get \(-\mathbb{L}(P) \geq (-\mathbb{L}(Q)) + (-\mathbb{L}(Q))^\top (P - Q)\) and therefore \(-\mathbb{L}(Q)\) is a subderivative of \(-\mathbb{L}\). When \( -\mathbb{L} \) is differentiable, its subdifferential contains exactly one subderivative and \(-\mathbb{L}(Q) = \nabla (\mathbb{L}(Q))\). Therefore, we have \( \text{reg}(P, Q) = \mathbb{L}(P, Q) - \mathbb{L}(P, P) = f(P) - f(Q) - \langle \nabla f(Q), P - Q \rangle = \mathbb{B}_f(P, Q) \) with \( f = -\mathbb{L} \). \( \square \)

A.2 Proofs for Section 3.2

Proposition 1 (DRE via variational estimation of multi-distribution f-divergence). Given a strictly convex function \( f : \mathbb{R}^{k+1}_+ \to \mathbb{R} \cup \{+\infty\} \), the optimization problem in Eq. (14) (induced by minimizing expected Bregman divergence \( \mathbb{B}_f(y, \hat{r}) \)) is equivalent to the one in Eq. (16) (for variational estimation of multi-distribution f-divergence) under change of variables satisfying:

\[
\nabla f(\hat{r}(x)) = s(x), \quad \forall x \in \mathcal{X}.
\]

Proof of Proposition: We first recall that the optimization problem for multi-distribution DRE is of the form

\[
\min_{\hat{r} : \mathcal{X} \to \mathbb{R}^{k+1}_+} \mathbb{E}_{p_k(x)} \left[ (\nabla f(\hat{r}(x)), \hat{r}(x)) - f(\hat{r}(x)) \right] - \sum_{i \in [k-1]} \mathbb{E}_{p_i(x)} [\partial_i f(\hat{r}(x))]
\]

and one can use the Fenchel-dual convex conjugate to represent the f-divergence as

\[
\mathcal{D}_f(P_1, \ldots, P_{k-1} | | P_k) = -\min_{s : \mathcal{X} \to \mathbb{R}^{k+1}_+} \left[ -\sum_{i \in [k-1]} \mathbb{E}_{p_i(x)} [s(x)]_i + \mathbb{E}_{p_k(x)} f^*(s(x)) \right]
\]

By first-order optimality condition of convex functions, for any \( x \in \mathcal{X} \) the optimal solution \( \mathfrak{s}(x) \) for Eq. (25) satisfies that

\[
\forall i \in [k-1], x \in \mathcal{X}, \quad p_i(x) - \partial_i f^*(\mathfrak{s}(x)) p_k(x) = 0 \iff \frac{p_i(x)}{p_k(x)} = \partial_i f^*(\mathfrak{s}(x))
\]
Therefore \( \nabla f^*(\nabla f(x)) \) recovers the true density ratios.

Now we show that under change of variable \( s(x) = \nabla f(\hat{r}(x)) \), one can write the problem in Eq. \((25)\) equivalently as the one in Eq. \((24)\). First due to the property of the convex conjugate function \( f^{**} = f \), we have:

\[
    f^*(s(x)) = \min_{h(x) \in \mathbb{R}^{k-1}} \langle s(x), h(x) \rangle - f(h(x))
\]

Substituting \( s(x) \) with \( \nabla f(\hat{r}(x)) \), we have:

\[
    f^*(s(x)) = \min_{h(x) \in \mathbb{R}^{k-1}} \langle \nabla f(\hat{r}(x)), h(x) \rangle - f(h(x))
\]

Taking derivative w.r.t. \( h \) and due to the strict convexity of \( f (\nabla f(a) = \nabla f(b) \iff a = b) \), we know that the minimum of Eq. \((26)\) achieves at \( \mathbf{h}(x) = \hat{r}(x) \). Thus we have:

\[
    f^*(s(x)) = \langle \nabla f(\hat{r}(x)), \hat{r}(x) \rangle - f(\hat{r}(x))
\]

Plugging Eq. \((27)\) and \( s(x) = \nabla f(\hat{r}(x)) \) back to the optimization problem in Eq. \((25)\), we can get the following equivalent problem by flpping a sign of the objective function without changing the optimal solution:

\[
    \min_{\hat{r} : X \to \mathbb{R}^{k-1}} \mathbb{E}_{p_u(x)} \left[ \langle \nabla f(\hat{r}(x)), \hat{r}(x) \rangle - f(\hat{r}(x)) \right] - \sum_{i \in [k-1]} \mathbb{E}_{p_i(x)} \partial_i f(\hat{r}(x)),
\]

which is the same as the one in \((24)\).

\[\square\]

### A.3 Proofs for Section 4

**Lemma 1** (Multivariate Bregman Identity). *Given a convex function \( f : \mathbb{R}^{k-1} \to \mathbb{R} \), we can define an associated function \( f^{\#}(u_1, \ldots, u_{k-1}) = (1 + \sum_{i \in [k-1]} u_i) f \left( \frac{1}{1 + \sum_{i \in [k-1]} u_i} \cdot u \right) \). We can show that (i) \( f^{\#} \) is convex and (ii) for any \( u, v \in \mathbb{R}^{k-1} \), their associated Bregman divergences satisfy:

\[
    B_f \left( \frac{1}{1 + \sum_{i \in [k-1]} u_i} \cdot u, \frac{1}{1 + \sum_{i \in [k-1]} v_i} \cdot v \right) = \frac{1}{1 + \sum_{i \in [k-1]} u_i} B_{f^{\#}}(u, v).
\]

**Proof of Lemma** For simplicity of notations we let \( u_k = v_k = 1 \) for arbitrary \( u, v \in \mathbb{R}^{k-1} \). We first prove the convexity of \( f^{\#} \) by definition. Given any two points \( u, v \in \mathbb{R}^{k-1} \) and \( \theta \in [0, 1] \), one has

\[
    f^{\#}(\theta u + (1 - \theta) v) = \left( \sum_{i \in [k]} (\theta u_i + (1 - \theta) v_i) \right) \cdot \frac{1}{\theta \sum_{i \in [k]} u_i + (1 - \theta) \sum_{i \in [k]} v_i} \cdot \left( \theta u + (1 - \theta) v \right)
\]

\[
    = \left( \theta \sum_{i \in [k]} u_i + (1 - \theta) \sum_{i \in [k]} v_i \right) \cdot \frac{1}{\theta \sum_{i \in [k]} u_i + (1 - \theta) \sum_{i \in [k]} v_i} \cdot \left( \theta u + (1 - \theta) v \right)
\]

\[
    \leq \theta f^{\#}(u) + (1 - \theta) f^{\#}(v).
\]

Here for inequality \((\ast)\) we use the fact that for any convex function \( g : \mathbb{R}^n \to \mathbb{R} \), the perspective function \( h(t, x) : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R} \) defined as \( h(t, x) := tg(x/t) \) is a function jointly convex in \((t, x)\).

Now to see the identity holds, note we can write

\[
    \text{LHS} = f \left( \frac{1}{\sum_{i \in [k]} u_i} \cdot u \right) - f \left( \frac{1}{\sum_{i \in [k]} v_i} \cdot v \right) - \langle \nabla f \left( \frac{1}{\sum_{i \in [k]} u_i} \cdot u \right), \frac{1}{\sum_{i \in [k]} v_i} \cdot v - \frac{1}{\sum_{i \in [k]} u_i} \cdot u \rangle
\]
and that
\[ \text{RHS} = f \left( \frac{1}{\sum_{i \in [k]} u_i} \cdot u \right) - \sum_{i \in [k]} \frac{v_i}{\sum_{i \in [k]} u_i} \cdot \left( \frac{1}{\sum_{i \in [k]} v_i} \cdot v \right) - \frac{1}{\sum_{i \in [k]} u_i} \langle \nabla f^\circ (v), u - v \rangle \]

where we use (i) the gradient formula that \( \nabla f^\circ (v) = \left( 1 - \frac{1}{\sum_{i \in [k]} v_i} v^\top \right) \nabla f \left( \frac{1}{\sum_{i \in [k]} v_i} \cdot v \right) \) by definition of \( f^\circ \), and (ii) rearranging terms and that \( \langle Av, u \rangle = \langle u, A^\top v \rangle \).

Thus, we have shown that LHS = RHS and concludes the proof. \( \square \)

**Proposition 2.** For any convex function \( f : \mathbb{R}^{k-1} \to \mathbb{R} \), and two density ratio vectors \( \mathbf{r}(x) \) and \( \mathbf{r}^\circ (x) \), one can construct corresponding class probability vectors \( \eta(x) = \Psi_{\mathbf{dr}}^{-1}(\mathbf{r}(x)) \) and \( \hat{\eta}(x) = \Psi_{\mathbf{dr}}^{-1}(\mathbf{r}^\circ (x)) \) through the inverse link function in Eq. (8), and obtain:

\[ B_f (\eta(x), \hat{\eta}(x)) = \frac{\pi_k}{\pi_k + \sum_{i \in [k-1]} \pi_i r_i (x)} B_{f^\circ} (\mathbf{r}(x), \mathbf{r}^\circ (x)) \text{ for all } x \in \mathcal{X}, \tag{18} \]

where we define the convex function \( f^\circ \) induced by some prior distribution \( \pi \in \Delta_k \) as

\[ f^\circ (r_1, \ldots, r_{k-1}) := \left( 1 + \sum_{i \in [k-1]} \frac{\pi_i r_i}{\pi_k} \right) \cdot f \left( \frac{\pi [1:k-1] \circ r}{\pi_k + \sum_{i \in [k-1]} \pi_i r_i} \right). \tag{19} \]

**Proof of Proposition 2.** Given any \( x \in \mathcal{X} \), the equality follows by applying Lemma 1 with \( u = \frac{1}{\pi_k} \pi [1:k-1] \circ \mathbf{r}(x) \) and \( v = \frac{1}{\pi_k} \pi [1:k-1] \circ \mathbf{r}^\circ (x) \). To see why this is true, note that we have by definition of \( \eta_i(x) \) and \( \hat{\eta}_i(x) \) that (here \( \circ \) implies element-wise multiplication)

\[ \eta(x) = \frac{\pi \circ \mathbf{r}(x)}{\pi_k + \sum_{i \in [k-1]} \pi_i r_i (x)} = \frac{1}{1 + \sum_{i \in [k-1]} u_i} u, \text{ and similarly } \hat{\eta}(x) = \frac{1}{1 + \sum_{i \in [k-1]} v_i} v. \]

Consequently applying Lemma 1 implies that

\[ B_f (\eta(x), \hat{\eta}(x)) = \frac{1}{1 + \sum_{i \in [k-1]} u_i} B_{f^\circ} (u, v) \tag{28} \]
Note that given any convex function $f^\otimes$, we consider its composition with linear map function as

$$\rho^\otimes(f) = f^\otimes\left(\frac{1}{\pi_k}\pi_{1:k-1} \circ r\right) = f^\otimes(u).$$

We note that linear composition preserves convexity and Bregman divergence equality, i.e. we have

$$B_{f^\otimes}(u, v) = f^\otimes(u) - f^\otimes(v) - \langle \nabla f^\otimes(v), u - v \rangle$$

$$= f^\otimes\left(\frac{1}{\pi_k}\pi_{1:k-1} \circ r\right) - f^\otimes\left(\frac{1}{\pi_k}\pi_{1:k-1} \circ \hat{r}\right) - \left(\nabla f^\otimes\left(\frac{1}{\pi_k}\pi_{1:k-1} \circ r\right), \frac{1}{\pi_k}\pi_{1:k-1} \circ (r - \hat{r})\right)$$

$$= f^\otimes\left(\frac{1}{\pi_k}\pi_{1:k-1} \circ r\right) - f^\otimes\left(\frac{1}{\pi_k}\pi_{1:k-1} \circ \hat{r}\right) - \langle \nabla f^\otimes(r), r - \hat{r}\rangle = B_{f^\otimes}(r, \hat{r}),$$

where for equality $(\ast)$ we use chain rule for taking derivatives of the linear composite mapping. Combining Equations (28) and (29) and replacing $u = \frac{1}{\pi_k}\pi_{1:k-1} \circ r$ gives the desired result.

**Theorem 2.** Given any strictly proper loss $\ell$, for any joint data distribution $D(X, Y)$ with class prior $\pi \in \Delta_k$, the multi-class classification regret defined in Eq. (4) satisfies that:

$$\text{reg}(\hat{\pi}; M, \pi, \ell) = \pi_k\mathbb{E}_{p_k(x)}B_{f^\otimes}(r(x), \hat{r}(x)), \tag{20}$$

for $f^\otimes$ as defined in Eq. (19), and $r = \Psi_{\text{dr}}(\pi)$ and $\hat{r} = \Psi_{\text{dr}}(\hat{\pi})$ as defined in Eq. (7).

**Proof of Theorem 2.** Given the multi-class classification regret under some proper loss $\ell$ in Eq. (4) and Proposition 2 we have:

$$\text{reg}(\hat{\pi}; M, \pi, \ell) := \mathcal{L}_{\text{CPE}}(\hat{\pi}; D) - \mathcal{L}_{\text{CPE}}(\pi; D) = \mathbb{E}_{M(x)}[B_{f^\otimes}(\pi(x), \hat{\pi}(x))]$$

$$= \sum_{i \in [k]} \pi_i\mathbb{E}_{p_i(x)}B_{f^\otimes}(\pi(x), \hat{\pi}(x)) = \mathbb{E}_{p_k(x)}\left(\sum_{i \in [k]} \pi_i p_i(x) B_{f^\otimes}(\pi(x), \hat{\pi}(x))\right)$$

$$= \mathbb{E}_{p_k(x)}\left(\pi_k + \sum_{i \in [k-1]} \pi_i r_i(x)\right) \cdot B_{f^\otimes}(\pi(x), \hat{\pi}(x))$$

where we use $(i)$ the definition of marginal distribution $M(x) = \sum_{i \in [k]} \pi_i p_i(x)$, $(ii)$ the definition of density ratio that $r_i(x) = p_i(x)/p_k(x)$ $\forall x \in \mathcal{X}, i \in [k]$, and $(iii)$ Proposition 2 with the consistent definitions of $f^\otimes$ and $r, \hat{r}$ as stated in the theorem.

### A.3.1 Information Measure in Multi-class Experiments

In this section, we show that multi-distribution density ratio estimation can be viewed as estimating the statistical information measure of [DeGroot, 1962] in multi-class experiments, under appropriate choices for the convex function $f$.

We first introduce the following definitions in multi-class experiments. For $p \in \Delta_k$, any proper loss function $\ell : [k] \times \Delta_k \to \mathbb{R}$ induces a generalized entropy:

$$H_\ell(p) := \inf_{q \in \Delta_k} \sum_{i \in [k]} p_i \ell(i, q),$$

which measures the uncertainty of the task. Given a multi-class experiment $D = (\pi, P_1, \ldots, P_k) = (M, \pi)$ and the generalized entropy $H_\ell : \Delta_k \to \mathbb{R}$ (which is closed concave), the information measure in a multi-class experiment (DeGroot, 1962; Duchi et al., 2018) is defined as the gap between the prior and posterior generalized entropy:

$$I_{H_\ell}(D) = H_\ell(\pi) - \mathbb{E}_{M(x)}[H_\ell(\pi(x))].$$

We next introduce the following connections between multi-distribution $f$-divergence, generalized entropy and information measure in multi-class experiments. Specifically, [Duchi et al., 2018] proved an equivalence between the gap of prior and posterior Bayes risks and the multi-distribution $f$-divergence induced by a convex function $f$ depending on $\ell$ and the prior $\pi$, demonstrating the utility of multi-distribution $f$-divergence for experimental design of multi-class classification.
Theorem 3 ([Duchi et al., 2018]). Given a proper loss $\ell$, its associated generalized entropy $H_\ell$ and a multi-class distribution $D = (\pi, P_1, \ldots, P_k) = (M, \eta)$, we can define a closed convex function $f_{\ell, \pi} : \mathbb{R}_+^{k-1} \rightarrow \mathbb{R} \cup \{-\infty\}$ as

$$ f_{\ell, \pi}(t) := \sup_{\nu \in \Delta^k} \left( H_\ell(\pi) - \sum_{i \in [k-1]} \pi_i \ell(i, \nu) t_i - \pi_k \ell(k, \nu) \right) \tag{30} $$

We can then express the information measure of multi-class experiments as the multi-distribution $\ell$-divergence induced by Eq. (30):

$$ I_{H_\ell}(D) = H(\pi) - E_{M(x)}[H_\ell(\eta(x))] \leq \inf_{\nu \in \Delta^k} \sum_{i \in [k]} \pi_i \ell(i, \nu) - \inf_{\eta} \mathcal{L}(\eta; D) = D_{f_{\ell, \pi}}(P_1, \ldots, P_{k-1} \parallel P_k). $$

Given Theorem 3 and Proposition 1, we know that multi-distribution density ratio estimation by minimizing expected Bregman divergence (Eq. (14)), induced by the convex function $f_{\ell, \pi}$ defined in Eq. (30), corresponds to estimating the statistical information measure in multi-class classification experiments.

A.4 Examples of Multi-distribution DRE

A.4.1 Multi-class Logistic Regression

From Section 2.3, we know that there is a one-to-one correspondence between a class probability estimator and a density ratio estimator through the link and the inverse link function: $\hat{r} = \Psi_{\text{dr}} \circ \hat{\eta}$ and $\hat{\eta} = \Psi_{\text{dr}} \circ \hat{r}$. When the class prior $\pi$ is uniform, we have:

$$ \hat{r}_i(x) = \frac{\hat{\eta}_i(x)}{\hat{\eta}_k(x)} \quad \text{and} \quad \hat{\eta}_i(x) = \frac{\hat{r}_i(x)}{\sum_{j=1}^k \hat{r}_j(x)}, \quad \text{for all } i \in [k], x \in \mathcal{X}. \tag{31} $$

To recover the loss of multi-class logistic regression used in [Bickel et al., 2008], we choose the following convex function (where we use $\hat{r}_k = 1$):

$$ f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \frac{1}{k} \sum_{i=1}^k \hat{r}_i \log \left( \frac{\hat{r}_i}{\sum_{j=1}^k \hat{r}_j} \right) \tag{32} $$

$$ \partial_i f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \frac{1}{k} \log \left( \frac{\hat{r}_i}{\sum_{j=1}^k \hat{r}_j} \right) \quad \text{for } i \in [k-1] \tag{33} $$

Thus the loss in Eq. (14) reduces to:

$$ \frac{1}{k} \sum_{i=1}^{k-1} \hat{r}_i(x) \log \left( \frac{\hat{r}_i(x)}{\sum_{j=1}^k \hat{r}_j(x)} \right) - \frac{1}{k} \sum_{i=1}^{k-1} \hat{r}_i(x) \log \hat{r}_i(x) + \left( \sum_{i=1}^k \hat{r}_i(x) \right) \log \left( \sum_{i=1}^k \hat{r}_i(x) \right) $$

$$ - \frac{1}{k} \sum_{i=1}^{k-1} \mathbb{E}_{P_k(x)} \left[ \log \left( \frac{\hat{r}_i(x)}{\sum_{j=1}^k \hat{r}_j(x)} \right) \right] $$

$$ = \frac{1}{k} \sum_{i=1}^{k-1} \mathbb{E}_{P_i(x)} \left[ \hat{r}_i(x) \log \left( \sum_{i=1}^k \hat{r}_i(x) \right) \right] - \frac{1}{k} \sum_{i=1}^{k-1} \mathbb{E}_{P_i(x)} \left[ \log \left( \sum_{j=1}^k \hat{r}_j(x) \right) \right] $$

$$ \overset{(i)}{=} - \left( \frac{1}{k} \sum_{i=1}^{k} \mathbb{E}_{P_i(x)} [\log(\hat{\eta}_i(x))] \right) $$

where (i) is because $\hat{r}_k(x) = 1$, $\forall x \in \mathcal{X}$ and Eq. (31).

When the class prior $\pi$ is not uniform, from Section 2.3 we know that the link and inverse link connecting density ratio estimators and class probability estimators are:

$$ \hat{r}_i = \frac{\pi_k}{\pi_i} \cdot \hat{\eta}_i \quad \text{and} \quad \hat{\eta}_i = \frac{\pi_i \hat{r}_i}{\sum_{j \in [k]} \pi_j \hat{r}_j}, \quad \text{for all } i \in [k], x \in \mathcal{X}. \tag{34} $$
In this case, we choose the following convex function (where we use \( \hat{r}_k = 1 \)):

\[
f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \sum_{i=1}^{k} \pi_i \hat{r}_i \log \pi_i \hat{r}_i - \left( \sum_{i=1}^{k} \pi_i \hat{r}_i \right) \log \left( \sum_{i=1}^{k} \pi_i \hat{r}_i \right) \quad (35)
\]

\[
\frac{\partial f(\hat{r}_1, \ldots, \hat{r}_{k-1})}{\partial_i} = \pi_i \log \left( \frac{\pi_i \hat{r}_i}{\sum_{j=1}^{k} \pi_j \hat{r}_j} \right) \quad \text{for } i \in [k-1] \quad (36)
\]

Note that when \( \pi \) is uniform distribution, Eq. (35) reduces to Eq. (32).

The loss in Eq. (14) reduces to:

\[
\mathbb{E}_{p_k}(x) \left[ \pi_k\hat{r}_k(x) \log \left( \sum_{i=1}^{k} \pi_i \hat{r}_i(x) \right) - \pi_k\hat{r}_k(x) \log(\pi_k\hat{r}_k(x)) \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i}(x) \left[ \pi_i \log \left( \frac{\pi_i \hat{r}_i(x)}{\sum_{j=1}^{k} \pi_j \hat{r}_j(x)} \right) \right]
\]

\[
= - \left( \sum_{i=1}^{k} \pi_i \mathbb{E}_{p_i}(x) \log(\hat{r}_i(x)) \right)
\]

which corresponds to the multi-class logistic regression loss for the class probability estimators \( \hat{r} \).

**Remark.** Interestingly, we noticed that the multi-distribution \( f \)-divergence associated with the convex function in Eq. (32) is the multi-distribution Jensen-Shannon divergence (Garcia-Garcia & Williamson 2012) (also known as information radius (Sibson 1969)) up to a constant of log \( k \):

\[
D_f(P_1, \ldots, P_k) = \mathbb{E}_{p_k(x)} \left[ f \left( \frac{p_1(x)}{p_k(x)}, \ldots, \frac{p_{k-1}(x)}{p_k(x)} \right) \right]
\]

\[
= \frac{1}{k} \sum_{i=1}^{k} \mathbb{E}_{p_{i}(x)} \left[ \log \left( \frac{p_i(x)}{\sum_{j=1}^{k} P_j(x)} \right) \right] - \log k
\]

\[
= \frac{1}{k} \sum_{i=1}^{k} D_{KL} \left( P_i \parallel \frac{1}{k} \sum_{j=1}^{k} P_j \right) - \log k
\]

### A.4.2 Least-Squares Importance Fitting

When the convex function associated with the Bregman divergence is chosen to be:

\[
f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \frac{1}{2} \sum_{i=1}^{k-1} (\hat{r}_i - 1)^2 = \frac{1}{2} \| \hat{r} - 1 \|^2 \quad (37)
\]

\[
\frac{\partial_i f(\hat{r}_1, \ldots, \hat{r}_{k-1})} = \hat{r}_i - 1 \quad \text{for } i \in [k-1] \quad (38)
\]

The loss in Eq. (14) reduces to:

\[
\mathbb{E}_{p_k}(x) \left[ \sum_{i=1}^{k-1} \hat{r}_i^2(x) - \hat{r}_i(x) \right] - \frac{1}{2} \sum_{i=1}^{k-1} \hat{r}_i^2(x) - 2\hat{r}_i(x) + 1 \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i}(x) \left[ \hat{r}_i(x) - 1 \right]
\]

\[
= \frac{1}{2} \sum_{i=1}^{k-1} \mathbb{E}_{p_k}(x) \left[ \hat{r}_i^2(x) - 1 \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i}(x) \left[ \hat{r}_i(x) - 1 \right]
\]

\[
= \frac{1}{2} \sum_{i=1}^{k-1} \mathbb{E}_{p_k}(x) \left[ \hat{r}_i^2(x) - 1 - 2 \frac{p_i(x)}{p_k(x)} \hat{r}_i(x) - 1 \right]
\]

\[
= \frac{1}{2} \sum_{i=1}^{k-1} \mathbb{E}_{p_k}(x) \left[ (\hat{r}_i(x) - r_i(x))^2 \right] - C
\]
where $C = \mathbb{E}_{p_k(x)} \left[ \|r(x) - 1\|^2 \right]$ is a constant w.r.t. $\hat{r}$ and the minimizer to the above loss function matches the true density ratios, which strictly generalizes the Least-Squares Importance Fitting (LSIF) (Kanamori et al. 2009) method to the multi-distribution case.

A.4.3 KL Importance Estimation Procedure

When the convex function associated with the Bregman divergence is chosen to be:

$$f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \sum_{i=1}^{k-1} (\hat{r}_i \log \hat{r}_i - \hat{r}_i) = \langle \hat{r}, \log(\hat{r}) \rangle - \|\hat{r}\|_1$$  \hspace{1cm} (39)

$$\partial_i f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \log \hat{r}_i \quad \text{for } i \in [k-1]$$  \hspace{1cm} (40)

The loss in Eq. (44) reduces to:

$$\mathbb{E}_{p_k(x)} \left[ \sum_{i=1}^{k-1} \hat{r}_i(x) \log \hat{r}_i(x) - \sum_{i=1}^{k-1} (\hat{r}_i(x) \log \hat{r}_i(x) - \hat{r}_i(x)) \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} [\log \hat{r}_i(x)]$$

$$= \mathbb{E}_{p_k(x)} \left[ \sum_{i=1}^{k-1} \hat{r}_i(x) \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} [\log \hat{r}_i(x)]$$  \hspace{1cm} (41)

This is equivalent to the following constrained optimization problem:

$$\arg \min_{\hat{r}, X \rightarrow \mathbb{R}^{k-1}} \sum_{i=1}^{k-1} D_{KL}(p_i(x) \| \hat{r}_i(x) \cdot p_k(x)) = \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} \left[ \log \frac{p_i(x)}{\hat{r}_i(x) \cdot p_k(x)} \right]$$

$$= \arg \min_{\hat{r}, X \rightarrow \mathbb{R}^{k-1}} - \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} [\log \hat{r}_i(x)]$$

s.t. $\mathbb{E}_{p_k(x)} [\hat{r}_i(x)] = 1$ and $\hat{r}_i(x) \geq 0$, for all $i \in [k-1]$.

which strictly generalizes the Kullback–Leibler Importance Estimation Procedure (KLIEP) (Sugiyama et al. 2008) to the multi-distribution case.

A.4.4 Basu’s Power Divergence for Robust DRE

For some $\alpha > 1$, we choose the following convex function (the $\alpha$-norm of a vector):

$$f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \sum_{i=1}^{k-1} \hat{r}_i^\alpha = \|\hat{r}\|_\alpha$$  \hspace{1cm} (42)

$$\partial_i f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \alpha \hat{r}_i^{\alpha-1}$$  \hspace{1cm} (43)

The loss in Eq. (44) reduces to:

$$\mathbb{E}_{p_k(x)} \left[ \sum_{i=1}^{k-1} \alpha \hat{r}_i^\alpha(x) - \sum_{i=1}^{k-1} \hat{r}_i^\alpha(x) \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} \left[ \alpha \hat{r}_i^{\alpha-1}(x) \right]$$

$$= \sum_{i=1}^{k-1} \mathbb{E}_{p_k(x)} [(\alpha - 1) \hat{r}_i^\alpha(x)] - \sum_{i=1}^{k-1} \mathbb{E}_{p_i(x)} \left[ \alpha \hat{r}_i^{\alpha-1}(x) \right]$$  \hspace{1cm} (44)

To understand the robustness of this formulation, for each $i \in [k-1]$, we take the derivative of Eq. (44) w.r.t. the parameters in the density ratio model $\hat{r}_i$ and equate it to zero, and we get the following parameter estimation equation:

$$\mathbb{E}_{p_k(x)} [\hat{r}_i^{\alpha-1}(x) \nabla \hat{r}_i(x)] - \mathbb{E}_{p_i(x)} [\hat{r}_i^{\alpha-2}(x) \nabla \hat{r}_i(x)] = 0$$  \hspace{1cm} (45)

Now we apply the same analysis to the multi-distribution KLIEP method in Eq. (41) and we get the following equation (for each $i \in [k-1]$):

$$\mathbb{E}_{p_k(x)} [\nabla \hat{r}_i(x)] - \mathbb{E}_{p_i(x)} [\hat{r}_i^{-1}(x) \nabla \hat{r}_i(x)] = 0$$  \hspace{1cm} (46)
Comparing Eq. (45) with Eq. (46), we can see that the power divergence DRE method in Eq. (44) is a weighted version of the multi-distribution KLIEP method, where the weight $\hat{r}_i^{\alpha-1}(x)$ controls the importance of the samples. In some scenario where the outlier samples tend to have density ratios less than one, they will have less influence on the parameter estimation, which generalizes the binary Basu’s power divergence robust DRE method (Sugiyama et al., 2012) to the multi-distribution case. Another interesting observation is that when $\alpha \to 1$, Eq. (45) recovers the KLIEP gradient in Eq. (46); when $\alpha = 2$, the power divergence DRE in Eq. (44) recovers the multi-distribution LSIF method in Section A.4.2.

A.4.5 More Examples

When the convex function is chosen to be the Log-Sum-Exp type function (for $\alpha > 0$):

$$f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \alpha \log \left( \sum_{i=1}^{k-1} \exp(\hat{r}_i / \alpha) \right)$$

$$\partial_i f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \frac{\exp(\hat{r}_i / \alpha)}{\sum_{i=1}^{k-1} \exp(\hat{r}_i / \alpha)}$$

The loss in Eq. (14) can be written as:

$$\mathbb{E}_{p_k(x)} \left[ \sum_{i=1}^{k-1} \frac{\hat{r}_i(x) \exp(\hat{r}_i(x) / \alpha)}{\sum_{j=1}^{k-1} \exp(\hat{r}_j(x) / \alpha)} - \alpha \log \left( \sum_{i=1}^{k-1} \exp(\hat{r}_i(x) / \alpha) \right) \right] - \sum_{i=1}^{k-1} \mathbb{E}_{p_k(x)} \left[ \frac{\exp(\hat{r}_i(x) / \alpha)}{\sum_{j=1}^{k-1} \exp(\hat{r}_j(x) / \alpha)} \right]$$

We can similarly derive loss functions induced by other convex functions such as the quadratic function $f(\hat{r}_1, \ldots, \hat{r}_{k-1}) = \hat{r}^\top H \hat{r} + q^\top \hat{r}$, for some positive definite matrix $H \succ 0$.

A.5 More Experimental Details

We provide more details about the problem setup of each task used in our empirical study.

For the synthetic data experiments, we use $k = 5$ multivariate Gaussian distributions with identity covariance matrix and different mean vectors:

$$\mu_1 = (1, 0, 0, \ldots)^d$$
$$\mu_2 = (-1, 0, 0, \ldots)^d$$
$$\mu_3 = (0, 1, 0, \ldots)^d$$
$$\mu_4 = (0, -1, 0, \ldots)^d$$
$$\mu_5 = (1, 0, 0, \ldots)^d$$

We use such design so that the density ratios are almost surely well-defined and the numerical optimization with respect to the canonical density ratio vector $\hat{r} = (\hat{r}_1, \ldots, \hat{r}_{k-1})$ is more stable. We use a two-layer Multi-Layer Perceptron (MLP) (Linear($d$, 32) → Linear(32, 32) → Linear(32, $k - 1$)) with ReLU activation function to realize the density ratio model.

For CIFAR-10 OOD detection experiments, we set $k = 4$ and we construct each distribution as: $p_1$ - samples labeled {airplane, automobile, bird}; $p_2$ - samples labeled {cat, deer, dog, frog}; $p_3$ - samples labeled {horse, ship, truck} and $p_4$ - a uniform mixture of these distributions. We use a standard convolution neural network in the PyTorch tutorial with $k - 1$ outputs to realize the density ratio model.

For MNIST multi-target generation experiments, we use $k = 6$ and we construct each distribution as: $p_1$ - samples labeled {0,1}; $p_2$ - samples labeled {2,3}; $p_3$ - samples labeled {4,5}; $p_4$ - samples labeled {6,7}; $p_5$ - samples labeled {8,9}; $p_6$ - a mixture of these distributions. We use a two-layer convolutional neural network (Conv(1,32, 3, 1) → Conv(32, 64, 3, 1) → Linear(9216, 128) → Linear(128, $k - 1$)) with ReLU activation function to realize the density ratio model.

https://pytorch.org/tutorials/beginner/blitz/cifar10_tutorial.html
For multi-distribution off-policy policy evaluation experiments, we conducted experiments on the Half-Cheetah environment in OpenAI Gym (Brockman et al., 2016). We use soft actor-critic algorithm (Haarnoja et al., 2018) to obtain five different policies with average expected return of \{3811, 5277, 6444, 7397, 5728\} respectively and we learn density ratios between their induced occupancy measures (state-action distributions). We use a three-layer MLP (Linear(17, 256) → Linear(256, 256) → Linear(256, 256) → Linear(256, k − 1)) with ReLU activation function to realize the density ratio model.