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Abstract
Public health workers and medical practitioners are frequently required to make predictions regarding various health outcomes. However, a prediction with nearly 100% certainty is seldom possible.

If a person has a health outcome of concern or is in the process of developing the outcome, many attributes of that person may undergo subtle changes—the perturbations. We propose a method, namely “prediction using multiple perturbations” and investigate its asymptotic properties when the number of attributes tends to infinity. This is a proof-of-concept study.

The proposed method can predict the health outcome of a person to near certainty if personal data with billions or trillions of attributes can be collected and 4 conditions (described subsequently in this paper) are met.

Collecting personal data with billions or trillions of attributes may someday become possible in the current era of big data. If such information can be obtained, theoretically we can predict the health outcome of a person to near certainty.

Abbreviation: PUMP = prediction using multiple perturbations.
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1. Introduction
Public health workers and medical practitioners are frequently required to make predictions regarding various health outcomes. For example, they may be required to predict whether a 63-year-old woman with a 50-year history of alcohol drinking, betel nut chewing, and cigarette smoking will develop oral cancer in 1 year.

They may also be required to predict whether a young man without previous medical history will survive an emergency operation for a ruptured dissecting aortic aneurysm. Many risk or prognostic factors have been found for nearly every health outcome. On the basis of such factors, a risk prediction model (e.g., the Framingham score for cardiovascular risk[1] or a disease staging system [e.g., the International Federation of Gynecology and Obstetrics staging for cervical cancer prognosis][2]) can be constructed to make accurate predictions. However, a prediction with approximately 100% certainty is seldom possible.

We report a new avenue for health outcome prediction. The method hinges on collecting multiple “perturbations”[3,4] of the health outcome of interest. Notably, if a person has the health outcome of concern (e.g., clinically diagnosed liver cancer) or is in the process of developing the outcome (e.g., a small malignant liver tumor not yet manifested clinically), many attributes of that person may undergo subtle changes (referred to as the “perturbed” attributes in this paper). For example, the person’s physical/emotional characteristics, physiological/biochemical profiles, various “omics” (e.g., epigenomics, transcriptomics, proteomics, metabolomics, and exposomics), behavior patterns, social activities, and data pertaining to that person. Notably, changes induced by the health outcome may be nondeterministic (i.e., only vary in probability), and the magnitudes of the changes may be minute. We utilize such health big data and propose a method, namely “prediction using multiple perturbations” (PUMP). This is a proof-of-concept study. In this paper, we investigate the asymptotic properties of PUMP when the number of attributes tends to infinity.

2. Methods
2.1. Training samples
To train a PUMP to predict a health outcome (Y), we need a case sample (people with Y; with a sample size of n1 indexed by j) and
2 independent control samples (people without Y; with a sample size of n₀,1 indexed by k₁, and a sample size of n₀,2 indexed by k₂, respectively). Information on a total of m attributes (indexed by i) is accrued, for all people in the case sample (Xᵢ*¹) and the 2 control samples (Xᵢ*¹ and Xᵢ*²). The attributes are assumed to be binary (0 or 1); otherwise, we censor values that are excessively high to an (arbitrarily defined) high limit and those that are excessively too low to a low limit, followed by mapping all values to the unit interval. The point of doing such censorship is to bound the ranges of all attributes to between zero and one: 0 ≤ Xᵢ*¹ ≤ 1, Xᵢ*² ≤ 1, for all i, k₁, and k₂. Next, we calculate the mean attributes for the 3 training samples:

\[ \bar{X}_i^{\text{case}} = \frac{1}{n_i} \sum_{j=1}^{n_i} X_{ij}^{\text{case}}, \quad \bar{X}_i^{\text{control}} = \frac{1}{n_i} \sum_{k=1}^{n_k} X_{ik}^{\text{control}}, \quad \text{and} \quad \bar{X}_i^{\text{control}} = \frac{1}{n_i} \sum_{k=1}^{n_k} X_{ik}^{\text{control}}, \]

respectively. Information on a total of m attributes for the 3 training samples: 0 ≤ Xᵢ*¹ ≤ 1, Xᵢ*² ≤ 1, for all i, k₁, and k₂.

2.2. The prediction method

To make a prediction for a new person, we accrue the information of the corresponding attributes pertaining to the person: Xᵢ*new, for i = 1, 2, ..., m. We calculate a perturbation score at each and every attribute for the new person: Sᵢ*new = (Xᵢ*new − \bar{X}_i^{\text{control}}) × (\bar{X}_i^{\text{case}} − \bar{X}_i^{\text{control}}). For i = 1, 2, ..., m, these scores are then averaged across the attributes to yield \( Y_{\text{new}} = \frac{1}{m} \sum_{i=1}^{m} S_{i}^{\text{new}} \). We predict the new person to eventually develop Y if his/her average score is larger than a certain threshold value (a small positive number near zero, to be discussed later); otherwise, we predict the person to not develop Y.

2.3. Ethical review

This paper is a methodological study and does not involve the enrollment of study subjects. Ethical approval is not necessary.

3. Results

As the number of attributes tends to infinity (m → ∞), the probability of a correct prediction using the proposed method tends to 1 if the following 4 conditions are met:

(C1) An attribute may or may not be perturbed by the process of developing the outcome. For a perturbed attribute, the mean for the people with the outcome and the mean for the people without the outcome are not equal (and the effect is invariant to the process of developing the outcome) for the non-perturbed attribute, the means are identical for all 3 types of people.

(C2) The number of perturbed attributes has an asymptotic growth rate no lower than that of the total number of attributes.

(C3) The mean of a perturbed attribute for the people in the process of developing the outcome is bounded away from the mean for those without the outcome.

(C4) An attribute correlates with a bounded number of other attributes, for the people with the outcome, the people in the process of developing the outcome, or the people without the outcome.

Note that (C1), (C2), and (C3) above concern the relation between the many attributes to be collected and the health outcome under concern, whereas (C4) above concerns the relation between the attributes themselves.

3.1. A proof that the probability of a correct prediction tends to one

Let the mean (variance) of the ith attribute be denoted by \( \mu_i^{\text{with Y}} \) (\( \mu_i^{\text{without Y}} \)) for the people with Y, \( \mu_i^{\text{developing Y}} \) (\( \mu_i^{\text{developing Y}} \)) for the people in the process of developing Y, and \( \mu_i^{\text{without Y}} \) (\( \mu_i^{\text{without Y}} \)) for the people without Y, respectively. Because all attributes are between zero and one inclusive, we have that 0 ≤ \( \mu_i^{\text{with Y}} \), \( \mu_i^{\text{developing Y}} \), \( \mu_i^{\text{without Y}} \) ≤ 1, respectively, for all i. For attributes that are bounded between zero and one, the variances are the largest when they are Bernoulli distributed (either 0 or 1, but not between). Therefore, we have that \( \mu_i^{\text{with Y}} \leq \mu_i^{\text{without Y}} \leq (1 - \mu_i^{\text{without Y}}) \), \( \mu_i^{\text{developing Y}} \leq \mu_i^{\text{without Y}} \leq (1 - \mu_i^{\text{developing Y}}) \), and \( \mu_i^{\text{without Y}} \leq \mu_i^{\text{with Y}} \times (1 - \mu_i^{\text{without Y}}) \), respectively, for all i.

From C1, let \( I_i = 1 \) indicate that the ith attribute is a perturbed attribute (\( \mu_i^{\text{with Y}} > \mu_i^{\text{without Y}} \) or \( \mu_i^{\text{with Y}} < \mu_i^{\text{developing Y}} < \mu_i^{\text{without Y}} \)), and \( I_i = 0 \) otherwise (\( \mu_i^{\text{with Y}} = \mu_i^{\text{developing Y}} = \mu_i^{\text{without Y}} \)). The number of perturbed attributes is \( \psi_m = \sum_{i=1}^{m} I_i \), which is a function of m. From C2, there exist positive constants \( \pi \) and M such that \( \psi_m \geq \pi \times m > 0 \) for all \( m \geq M \). From C3, there exists a positive constant \( \xi \) such that \( |\mu_i^{\text{with Y}} - \mu_i^{\text{without Y}}| \geq \xi \) for all i with \( I_i = 1 \).

Because of the independence between (\( X_i^{\text{new}} - \bar{X}_i^{\text{control}} \)) and (\( X_i^{\text{case}} - \bar{X}_i^{\text{control}} \)), we have that

\[ E(S_{i}^{\text{new}}) = E(X_{i}^{\text{new}} - \bar{X}_i^{\text{control}}) \times E(X_i^{\text{case}} - \bar{X}_i^{\text{control}}) = (\mu_{i}^{\text{new}} - \mu_i^{\text{without Y}}) \times (\mu_i^{\text{with Y}} - \mu_i^{\text{without Y}}) \]

and

\[ \text{Var}(S_{i}^{\text{new}}) = \text{Var}(X_{i}^{\text{new}} - \bar{X}_i^{\text{control}}) \times \text{Var}(X_i^{\text{case}} - \bar{X}_i^{\text{control}}) = \mu_{i}^{\text{new}} \times (1 - \mu_{i}^{\text{new}}) \times \mu_i^{\text{with Y}} \times (1 - \mu_i^{\text{with Y}}) \]

respectively, where

\[ V_{\mu,n} = \left[ \mu_{i}^{\text{new}} \times (1 - \mu_{i}^{\text{new}}) + \mu_{i}^{\text{without Y}} \times (1 - \mu_i^{\text{without Y}}) \right] \times \left( \mu_i^{\text{with Y}} - \mu_i^{\text{without Y}} \right)^2 + \left( \mu_{i}^{\text{new}} - \mu_i^{\text{without Y}} \right)^2 \]

is a function of the means of the attributes and the sample sizes of the training data.
From C4, assume that any attribute can correlate with at most C other attributes, for either the people with Y, the people in the process of developing Y, or the people without Y. Then, we have that \( \sum_{i=1}^{m} \text{Cov}(S_i^{\text{new}}, S_i^{\text{new}}) \leq C \times V_{p,a} \), for all \( i \).

We now calculate the mean of the average score for the new person as a function of \( m \). We have that

\[
E(S_m^{\text{without Y}}) = \frac{1}{m} \times \sum_{i=1}^{m} E(S_i^{\text{without Y}}) = \frac{1}{m} \times \sum_{i=1}^{m} (\mu_i^{\text{with Y}} - \mu_i^{\text{without Y}}) = 0
\]

for all \( m \) if the new person is without Y, and that

\[
E(S_m^{\text{Y}}) = \frac{1}{m} \times \sum_{i=1}^{m} E(S_i^{\text{Y}}) = \frac{1}{m} \times \sum_{i=1}^{m} (\mu_i^{\text{Y}} - \mu_i^{\text{without Y}}) = \frac{1}{m} \times \sum_{i=1}^{m} \left( \frac{1}{2} \pi C + \frac{1}{2} b \right)
\]

for all \( m \geq M \) if the new person is developing Y. As for the variance of the average score for the new person, irrespectively of whether he/she is without Y or developing Y we have that

\[
\text{Var}(S_m^{\text{new}}) = \frac{1}{m^2} \times \sum_{i=1}^{m} \left[ \text{Var}(S_i^{\text{new}}) + \sum_{j \neq i} \text{Cov}(S_i^{\text{new}}, S_j^{\text{new}}) \right] \leq \frac{1 + C}{m} \times V_{p,a}
\]

for all \( m \).

For any \( t \) in \((0, \pi \times \xi^2)\) and any \( m \geq M \), the probability of a correct prediction for a person without Y is \( Pr(S_m^{\text{without Y}} \leq t) \)

\[
\geq 1 - \frac{1}{\pi} \times \text{Var}(S_m^{\text{without Y}}) \geq 1 - \frac{1 + C}{m \times \pi \times \xi^2} \times V_{p,a}
\]

and the probability of a correct prediction for a person developing Y is

\[
Pr(S_m^{\text{Y}} > t) \geq 1 - \frac{1}{\pi} \times \text{Var}(S_m^{\text{Y}}) \geq 1 - \frac{1 + C}{m \times (t - \pi \times \xi^2)} \times V_{p,a}
\]

A simple numerical analysis shows that \( V_{p,a} \leq 0.3462 \). Therefore, we see that as the number of attributes tends to infinity \((m \to \infty)\), the probability of a correct prediction tends to one.

### 3.2. Probability of a correct prediction and number of attributes needed

Assuming \( \mu_i^{\text{with Y}} \approx \mu_i^{\text{new}} \approx \mu_i^{\text{without Y}} \), we have that \( V_{p,a} \approx \frac{1}{\pi} \times (1 + \frac{1}{m_1}) \times (\frac{1}{m_1} + \frac{1}{m_2}) \). Let \( t = \frac{1}{\pi} \times \pi \times \xi^2 \), the probability of a correct prediction is then \( Pr(S_m^{\text{without Y}} \leq t) = Pr(S_m^{\text{Y}} > t) \geq 1 - \frac{1 + C}{\frac{1}{m_1} \times \pi \times \xi^2} \times \left( 1 + \frac{1}{m_1} \right) \times \left( \frac{1}{m_1} + \frac{1}{m_2} \right) \) (assuming \( m \geq M \)). Figure 1 shows that as the number of attributes increases, the lower bound for the probability of a correct prediction increases.

To control a false positive rate (the probability of a wrong prediction for a person without the outcome) no larger than \( a \) \((0 < a < 1)\) and a false negative rate (the probability of a wrong prediction for a person developing the outcome) no larger than \( b \) \((0 < b < 1)\), we can set the threshold value at \( t = \text{arg min}_{t} \{ \max \left\{ \frac{1}{\pi \times \xi^2}, \frac{1}{(\pi + \xi^2)} \right\} \} = \sqrt{\frac{1}{(a + \xi^2)}} \times \pi \times \xi^2 \).

The total number of attributes needed is then \( m_{a,b} \approx \frac{1}{a} + \frac{1}{b} \times \frac{1 + \frac{1}{m_2}}{1 + \frac{1}{m_1}} \times \left( 1 + \frac{1}{m_1} \right) \times \left( 1 + \frac{1}{m_2} \right) \) (assuming \( m_{a,b} \geq M \)). Table 1 shows that an extremely large number of attributes \((m_{0.01,0.01})\) is required to control the false positive and the false negative rates both no larger than 0.01. In Fig. 1, the lower bound for the probability of a correct prediction is larger than zero for \( m > m_{1,1} \approx \frac{1 + \frac{1}{m_2}}{\frac{1}{m_1} \times \pi \times \xi^2} \) (assuming \( m_{1,1} \geq M \)).

### 4. Discussion

Conventional asymptotic analysis assumes the number of subjects to tend to infinity. Hall et al[10] and Ahn et al[11] proposed an alternative approach assuming the number of “dimensions” (corresponding to “attributes” in this paper), instead, to tend to infinity. Previously, we built on this alternative asymptotic to develop new methods, respectively, for detecting weak associations, detecting and correcting the bias of unmeasured factors, and testing treatment effects in randomized controlled trials. Along this line of inquiry, in this paper we propose a new avenue for health outcome prediction.

The C1 condition is the fundamental assumption of our method; it stipulates that the natural course of the health outcome of concern should produce perturbations as such. The C1 condition also implies that there is an intermediate state between the absence and the presence of the outcome: the outcome-developing state. For some health outcome that develops very quickly, the C1 condition may not apply. The C2 condition stipulates that diverse types of attributes must be collected to minimize the correlations between them; as the number of attributes tends to infinity, the number of other attributes that an attribute correlates with must be bounded.

The current version of the PUMP only accepts binary attributes. Additional work is needed to expand the range of applicability to include categorical/continuous attributes, and those attributes that my change over time either because of the outcome-developing processes or by their own nature. The PUMP is also very naive; it does not care to differentiate signals...
(the perturbed attributes) from noises (the non-perturbed attributes) before taking them all in. Methods to select attributes for the PUMP need further development. From an artificial intelligence perspective, the PUMP is the simplest “machine learner” which takes in one layer of attributes, performs a simple linear combination of them, and outputs an average perturbation score. Recent “deep learners” allow multiple processing layers and complex nonlinear combinations between the input attributes and each and every node in the deep layers.\(^8\) Further studies along this line are also warranted. From Table 1, we see that the current version of the PUMP requires an extremely large number of attributes. Future updates of the PUMP envisioned above may reduce the number of attributes needed for a near perfect prediction to a practically feasible level.

**Table 1**
Numbers of attributes needed to control a false positive rate (the probability of a wrong prediction for a person without the outcome) and a false negative rate (the probability of a wrong prediction for a person developing the outcome) both no larger than 0.01 under various scenarios.

| Scenario | Maximum number of other attributes an attribute correlates with | Proportion of perturbed attributes | Deviation of the mean of those developing the outcome from that of those without the outcome | Sample sizes of the training data | Numbers of attributes needed |
|----------|---------------------------------------------------------------|-----------------------------------|---------------------------------------------------------------------------------|---------------------------------|-------------------------------|
| I        | 100                                                          | 0.05                              | 0.05                                                                             | 1000 1000 1000                   | \(3.2 \times 10^8\)          |
| II       | 100                                                          | 0.05                              | 0.05                                                                             | 10 10 10                         | \(3.6 \times 10^{10}\)        |
| III      | 100                                                          | 0.01                              | 0.01                                                                             | 1000 1000 1000                   | \(5.1 \times 10^{12}\)        |
| IV       | 100                                                          | 0.05                              | 0.05                                                                             | 10 10 10                         | \(5.6 \times 10^{14}\)        |
| V        | 1000                                                         | 0.05                              | 0.05                                                                             | 1000 1000 1000                   | \(3.2 \times 10^9\)           |
| VI       | 1000                                                         | 0.05                              | 0.05                                                                             | 10 10 10                         | \(3.5 \times 10^{11}\)        |
| VII      | 1000                                                         | 0.01                              | 0.01                                                                             | 1000 1000 1000                   | \(5.0 \times 10^{13}\)        |
| VIII     | 1000                                                         | 0.01                              | 0.01                                                                             | 10 10 10                         | \(5.5 \times 10^{15}\)        |
At present, it is still not possible to collect billions or trillions of attributes of a person. But moving into this big data era,[9–11] we are gradually closing that gap. This paper shows that if such personal big data can be obtained and the C1–C4 conditions are met, theoretically we can use a PUMP to predict the health outcome of a person to near certainty.
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