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Abstract: We present a novel method to address the problem of multi-vehicle conflict resolution in highly constrained spaces. An optimal control problem is formulated to incorporate nonlinear, non-holonomic vehicle dynamics and exact collision avoidance constraints. A solution to the problem can be obtained by first learning configuration strategies with reinforcement learning (RL) in a simplified discrete environment, and then using these strategies to shape the constraint space of the original problem. Simulation results show that our method can explore efficient actions to resolve conflicts in confined space and generate dexterous maneuvers that are both collision-free and kinematically feasible.
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1. INTRODUCTION

Current autonomous vehicles (AVs) operate reasonably well in environments where traffic rules are well-defined, the surrounding agents are rational, and their actions can be easily predicted. However, AVs are often designed conservatively to yield for safety in environments that involve complex interactive scenarios, such as the one in Fig. 1. This leads to deadlocks and congestion. Extensive research has been conducted to resolve the conflicts with machine intelligence in such scenarios. A widely adopted framework is to optimize the longitudinal motion of vehicles along their pre-defined routes. Campos et al. (2014) solved the coordination problem with a pre-defined decision order heuristics, while Murgovski et al. (2015) tried to optimize over all permutations of crossing sequences by convexifying the safety constraints, which are used by Riegger et al. (2016) to formulate a centralized Model Predictive Controller (MPC) for optimal control. Katriniok et al. (2017) designed a distributed MPC with constraint prioritization and Rey et al. (2018) fully decentralized the control with the alternating direction method of multipliers (ADMM).

An alternative to formulating conflict resolution as an optimization problem, is explored by the line of research that uses reinforcement learning (RL) to learn control policies through extensive simulations. Li et al. (2018) modeled the conflict resolution problem as a Markov Decision Process (MDP), and optimal actions are solved by explicitly maximizing the expected cumulative reward in a level-k game setting. Li et al. (2019) used deep RL to choose optimal actions with the state-action value function approximation. Yuan et al. (2022) further proposed an end-to-end decision-making paradigm with raw sensor data, which added a Long Short-Term Memory network into deep RL. Among these research, the MDP formulation often requires discrete action space for efficient learning.

When conflicts arise in highly constrained spaces such as crowded parking lots, both the optimal control and the RL approaches often fail due to the following reasons:

(i) The vehicles need to plan for combinatorial actions in order to create spaces for each other to pass through;
(ii) The nonlinear and non-holonomic vehicle dynamics cannot be neglected since the vehicles are sensitive to model errors in close proximity to obstacles;
(iii) The environment is non-convex and geometrical approximation can easily run out of free space;
(iv) The vehicles need to perform complex maneuvers to navigate in this environment, which often exploits their full motion capacities, such as frequent gear switching and steering saturation.

Solving such a highly nonlinear and non-convex optimal control problem is intractable without proper reformulation and good initial guesses. In this work, we propose a novel method to solve such a class of problems by merging RL and optimal control, which can generate dexterous maneuvers for multiple vehicles to resolve conflicts in tightly-constrained spaces. Our contributions are:

(i) We model the conflict resolution problem as a multi-agent partially observable Markov decision process while preserving vehicle body geometry and non-holonomic dynamics. A shared deep Q-network (DQN) policy is trained to drive all agents towards their destinations safely and efficiently.
(ii) We leverage the trained policy to generate strategies to guide the vehicle configurations in the optimal control problem. To obtain solutions to this non-convex, nonlinear programming (NLP) problem, we also provide an approach to compute effective initial guesses. The proposed approach uses a sequence of steps starting from the DQN policy output and progressively refining with simple NLP problems.
In this scenario, the vehicles operate at low speeds, so tire dynamics using the kinematic bicycle model can be ignored. Other scenarios can be found at bit.ly/rl-cr.

In the remainder of this paper: Section 2 formulates conflict resolution as an optimal control problem. Section 3 uses RL to search for strategies of tactical vehicle configurations. Section 4 leverages these strategies with progressive steps to obtain optimal solutions. We present the numerical details and simulation results in Section 5.

2. PROBLEM FORMULATION

2.1 Example Scenario

The proposed technique is general and not limited to a particular environment, a certain number of vehicles, or vehicle configurations. For the sake of simplicity, this paper focuses on a specific example: a tightly-constrained parking lot represented in Fig. 1, where four vehicles are involved in a conflict, indexed by \( i \in I = \{0, 1, 2, 3\} \). Conflicting motion intentions and the lack of free space make it particularly challenging to drive safely and efficiently. Vehicles 0 and 2 are going to leave their spots for different directions, while vehicles 1 and 3 are going to take over the same sets of spots. To resolve this conflict efficiently, the vehicles need to not only avoid collision in close proximity, but also make compromises and determine the passing order so that there is space for everyone to proceed to their destination. Other scenarios can be found at: bit.ly/rl-cr.

2.2 Vehicle Modeling

In this scenario, the vehicles operate at low speeds, so tire slip and inertial can be ignored. We therefore model the vehicle dynamics using the kinematic bicycle model

\[
\dot{z} = f(z, u) := \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{\psi} \\ \dot{\delta_f} \end{bmatrix} = \begin{bmatrix} v \cos(\psi) \\ v \sin(\psi) \\ \frac{v}{l_{\text{web}}} \tan(\delta_f) \\ \frac{v}{l_{\text{web}}} \tan(\delta_f) \end{bmatrix}, \quad u = \begin{bmatrix} a \\ \omega \end{bmatrix}, \tag{1}
\]

where the state \( z \in \mathcal{Z} \) consists of the position of the center of rear axle \((x, y)\), the heading angle \( \psi \), the speed \( v \), and the front steering angle \( \delta_f \), while the input \( u \in U \) consists of the acceleration \( a \) and the steering rate \( \omega \). Parameter \( l_{\text{web}} \) describes the wheelbase.

The geometry of vehicle \( i \) is modeled as a polygon

\[ \mathcal{B}(z^{[i]}(t)) := \{ p \in \mathbb{R}^2 : G(z^{[i]}(t))p \leq g(z^{[i]}(t)) \}, \]

where \( G(\cdot) \in \mathbb{R}^{4 \times 2}, g(\cdot) \in \mathbb{R}^4 \) can be computed by the vehicle size, position \((x^{[i]}, y^{[i]})\) and heading angle \( \psi^{[i]} \). Without loss of generality, we assume here that all vehicles share the same body dimension. Similar polyhedral representations also apply to all \( M \) static obstacles in this environment

\[ \mathcal{O}(m) := \{ p \in \mathbb{R}^2 : A(m)p \leq b(m) \}, \quad m = 1, \ldots, M. \]

2.3 Optimal Control for Conflict Resolution

The goal of vehicle \( i \) is to reach a state \( z^i_F \) in the terminal set \( \mathcal{Z}^i_F \) at the end of its planning horizon \( T^i \) from an initial state \( z^i_0 \).

To ensure safety at all time \( t \), we require that each vehicle remains collision-free with the static obstacles and all other vehicles. This is expressed as the constraints

\[ \text{dist}(\mathcal{B}(z^{[i]}(t)), \mathcal{O}(m)) \geq d_{\min}, \quad \forall t \geq 0, \quad i, j \in I, j \neq i, \quad m = 1, \ldots, M, \]

where \( d_{\min} > 0 \) is a minimum safety distance between each pair of polygons.

We can express the conflict resolution problem as an optimal control formulation:

\[
\begin{align*}
\min_{z^{[i]}_0, u^{[i]_0}, z^{[i]}_{t=0}, T^{[i]}_t} & \quad \sum_{i \in I} \int_{t=0}^{T^{[i]}_t} c\left(z^{[i]}(t), u^{[i]}(t)\right) dt \\
\text{s.t.} & \quad z^{[i]}(0) = z^{[i]}_0, \quad z^{[i]}(t) \in \mathcal{Z}, \quad u^{[i]}(t) \in U, \quad \forall t \geq 0, \quad i \in I, \quad T^{[i]}_t \\
& \quad \text{Collision Avoidance Constraints (2a)-(2b), (3c), (3d),} \quad \forall t \geq 0, \quad i \in I, \quad T^{[i]}_t \\
& \quad \forall t \geq 0, \quad i \in I, \quad j \in I, \quad j \neq i, \quad m = 1, \ldots, M.
\end{align*}
\]

where \( c(\cdot, \cdot) \) is the stage cost. However, directly solving problem (3) is intractable due to the following reasons:

(i) Discretization in time is challenging since the horizon \( T^{[i]} \) is an optimization variable;
(ii) Discretization in space around a trajectory is also hard as there is no feasible initial reference available;
(iii) Constraints (2a) and (2b) are non-differentiable and therefore not amenable for use with existing gradient- and Hessian-based solvers.

In Section 3 and Section 4 to follow, we will elaborate on the details of our approach to addressing these issues.

3. RL-BASED CONFLICT RESOLUTION IN GRIDS

Since conflict resolution in tight spaces requires complex maneuvers, obtaining sequences of “tactical” configurations for vehicles is crucial so that the optimization problem (3) can be guided towards feasible solutions. In
Fig. 2. Vehicles in the discretized environment. (a) The conflict scenario. The blue grids are occupied by static obstacles. The “0F” grid [6, 8] in orange is the front of vehicle 0, and the “0B” grid [6, 7] in dark orange is the back of vehicle 0. Similar annotation applies to vehicle 1, 2, 3 in cyan, grey, and magenta respectively. (b) Single-vehicle dynamics in a free grid map.

In this work, these sequences are called “strategies” and are solved by multi-agent reinforcement learning (RL) in a simplified environment.

3.1 Partially Observable Markov Decision Process

A multi-agent partially observable Markov decision process (MA-POMDP) is defined by a state space $\mathcal{S}$ for the possible configurations of all vehicles, action space $\mathcal{A}$, and observation space $\mathcal{O}$ for each vehicle $i \in \mathcal{I}$. All vehicles use a single shared policy $\pi_{\theta} : \mathcal{O} \rightarrow \mathcal{A}$ to choose action, which produces the next state of all vehicles according to the state transition function $T : \mathcal{S} \times \Pi_{i \in \mathcal{I}} \mathcal{A} \rightarrow \mathcal{S}$. Each vehicle $i$ obtains its private observation $o^{[i]}$ with the observation function $\Omega^{[i]} : \mathcal{S} \rightarrow \mathcal{O}$ and receives rewards $r^{[i]}$ by $R^{[i]} : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$. Each vehicle $i$ aims to maximize its own expected reward $R^{[i]}(o^{[i]}, a^{[i]}) = \sum_{k=0}^{K^{[i]}} \gamma^k (r^{[i]}(k))$, where $\gamma$ is a discount factor and $K^{[i]}$ is the number of steps that vehicle $i$ takes to reach its destination.

**State Space** We take the environment in Fig. 1 and discretize it into a grid map as shown in Fig. 2a. The grid state $s^{[i]} \in \mathbb{Z}_+^{12 \times 2}$ of each vehicle $i$ is described by the grid coordinates of its “front” and “back” cells. The rationale of this design is to keep the dynamics and geometry of the vehicle in the grid map similar to those in the continuous environment described in Section 2.2.

**Action Space and State Transition** The action space $\mathcal{A}$ contains seven discrete actions: {Stop (S), Forward (F), Forward Left (FL), Forward Right (FR), Backward (B), Backward Left (BL), Backward Right (BR)}, and the single-vehicle dynamics in a free grid map is demonstrated in Fig. 2b. It can be observed that this grid-version vehicle dynamics also follows the nonholonomic constraints (1) so that it is impossible to turn on the spot and move sideways.

In the multi-agent environment, all vehicles will take action and move simultaneously. If there are collisions among vehicles or against static obstacles, the corresponding vehicles will be “bounced back” so that their grid states remain unchanged at the next step. However, the collision will still be recorded to calculate reward.

**Reward Function** The policy $\pi$ aims to drive each vehicle to its destination as quickly as possible while maintaining collision-free. Therefore, the reward function of vehicle $i$ is

$$R^{[i]}(s^{[i]}, a^{[i]}) = r_c(\text{collision}) + r_s(\text{Stop}) + r_d(s^{[i]}, \eta^{[i]}) + r_t + r_\eta(s^{[i]} = \eta^{[i]}),$$

where $r_c < 0$ penalizes the collision with any other vehicle or static obstacle, $r_s < 0$ penalizes the action of stopping, $r_d < 0$ penalizes the distance away from its destination $g^{[i]}$, $r_t < 0$ penalizes time consumption, and $r_\eta > 0$ provides incentive for reaching the destination. The destination $\eta^{[i]} \in \mathbb{Z}_+^{12 \times 2}$ is represented by the target cells for the “front” and “back” of the vehicle and the distance is computed by $d(s, \eta) = \|s - \eta\|_F$, where $\| \cdot \|_F$ is the Frobenius norm.

**Observation** The observation space $\mathcal{O}$ is $1 \times 1$ RGB images of the entire parking plot as in Fig. 3. The observation functions $\Omega^{[i]}$ are designed so that among all colors used for describing vehicles, the body and destination of vehicle $i$ always use normal/dark orange in its private observation $o^{[i]}$.

3.2 Multi-agent Reinforcement Learning

Since all vehicles $i \in \mathcal{I}$ have identical action spaces, observation spaces, and reward structures, the vehicles are homogeneous, so their policy can be trained efficiently with parameter sharing, Gupta et al. (2017); Terry et al. (2022).

We use deep Q-network (DQN) with convolutional layers to approximate the observation-action value function $Q(o, a | \theta)$, and the shared policy is $\pi_{\theta} = \arg \max_a Q(o, a | \theta)$. The experiences of all vehicles are stored in the replay buffer $\mathcal{D}$ to train the policy simultaneously. An experience sample $e = (o, a, r, o') \in \mathcal{D}$ could come from any vehicle $i \in \mathcal{I}$ and consists of its current observation $o$, action $a$, reward $r$, and observation at the next step $o'$. The optimal parameters $\theta^*$ of the DQN policy are obtained by minimizing the loss $\ell$ based on the temporal difference:
defines a fixed target network to be updated periodically with new parameters \( \theta \).

Although the training is centralized with the collected experiences of all vehicles, the execution is decentralized since the trained policy \( \pi_{\theta} \) is a function of private observation only. Moreover, the shared policy still permits diverse behavior among vehicles because, for the same scenario, the observation functions \( \Omega[i] \) generate unique observations for each vehicle \( i \), as illustrated in Fig. 3.

By running the policy \( \pi_{\theta} \), we can get the strategies \( s[i] = \{ s[k]_i \mid k = 0, \ldots, K[i] \} \) for vehicles \( i \in \mathcal{I} \), which record the steps they take to resolve the conflict in the discrete environment. An example is illustrated in Fig. 4.

### 4. MULTI-VEHICLE TRAJECTORY PLANNING

In this section, we will introduce our approach to leverage the strategies \( s[i], i \in \mathcal{I} \) provided by RL-based conflict resolution in the discrete environment to solve problem (3).

#### 4.1 From Grids to Constraints

For each vehicle \( i \), the strategy \( s[i] \) describes a sequence of tactical vehicle configurations in the simplified grid environment at discrete time steps. These configurations are then transformed as a set of constraints for the optimal control problem.

Given the grid resolution \( L \) and the grid state of a vehicle \( s[k]_i = \{ X[k]_i, Y[k]_i, X'[k]_i, Y'[k]_i \} \), the front and back cells in the continuous ground coordinates become square convex sets \( \mathcal{Z}_F[k], \mathcal{Z}_B[k] \):

\[
\mathcal{Z}_F[k] = \text{conv} \left( \begin{array}{c} X[k]_i, Y[k]_i \, X'[k]_i, Y'[k]_i \end{array} \right), \quad \mathcal{Z}_B[k] = \text{conv} \left( \begin{array}{c} X[k]_i, Y[k]_i \, X'[k]_i, Y'[k]_i \end{array} \right),
\]

where \( \text{conv}(\cdot) \) denotes the convex hull of vertices.

We denote by \( T_s \) the sampling time between two discrete steps \( k \) and \( k+1 \), and enforce configuration constraints so that at time \( t = kT_s \), the center of the back and the front axle should be inside the convex sets \( \mathcal{Z}_F[k], \mathcal{Z}_B[k] \), formally:

\[
\ell(\theta) = \mathbb{E}_{o,a,r,o'} \left[ \left( r + \gamma \max_{a'} Q(o',a';\theta) - Q(o,a;\theta) \right)^2 \right]. \tag{5}
\]

where \( \theta \) defines a fixed target network to be updated periodically with new parameters \( \theta \).

### 4.2 Strategy-guided Optimal Control

The strategy-guided constraints (7) indicate the combinatorial thinking for vehicles to resolve the conflict, i.e. the vehicles need to reach certain tactical configurations at "key" time steps. Moreover, the planning horizon can be rewritten as \( T[i] = T_s K[i] \) so that the time discretization can be easily applied based on the number of steps \( K[i] \), and \( T_i \) is a single optimization variable for all vehicles.

The non-differentiable collision avoidance constraints (2a) and (2b) can be reformulated as smooth nonlinear constraints with the method provided by Zhang et al. (2020):

\[
\text{dist} \left( \mathcal{B}(z[i]), \Omega[m] \right) \geq d_{\min} \iff \\
\exists \lambda \in \mathbb{R} \quad 0 \leq \lambda[i,m] \leq 0, \| A(m)^\top \lambda[i,m] \| = 1 \tag{8a}
\]

\[
g^\top(0) \mu[i,m] + \left( A(m)p(z[i]) - b(m) \right)^\top \lambda[i,m] \geq d_{\min} \tag{8b}
\]

\[
G^\top(0) \mu[i,m] + R(z[i])^\top A(m)^\top \lambda[i,m] = 0 \tag{8c}
\]

where \( K[i] \) is the number of steps that vehicle \( i \) takes to reach its destination, and the center of front axle \( (x_F[i], y_F[i]) \) is computed by

\[
x_F[i] = x[i] + l_{wb} \cos(\psi[i]), \quad y_F[i] = y[i] + l_{wb} \sin(\psi[i]). \tag{7c}
\]

We call (7) strategy-guided constraints and Fig. 5 shows some examples of feasible vehicle configurations.
\[
\min_{z^{[i]}_0, u^{[i]}_0} \sum_{i \in I} J^{[i]} = \sum_{i \in I} \int_{t=0}^{T_s K^{[i]}} c(z^{[i]}(t), u^{[i]}(t)) \, dt
\]

s.t. \[ z^{[i]}(0) = z^{[i]}_0, \]
\[ z^{[i]}(t) = f(z^{[i]}(t), u^{[i]}(t)), \] (10a)
\[ z^{[i]}(t) \in Z, u^{[i]}(t) \in U, \] (10b)
\[ z^{[i]}(t) = z^{[i]}_F, \forall t \geq T_s K^{[i]}, \] (10c)
\[ \text{Strategy-guided Configuration Constraints (7),} \]
\[ \text{Collision Avoidance Constraints (8), (9),} \]
\[ z^{[i]}(t) = z^{[i]}_F, \forall t \geq T_s K^{[i]}, \] (10d)
\[ \forall i \in I, t \geq 0. \]

4.3 Progressive Steps for Initial Guess

Although problem (10) is differentiable, can be discretized in time, and is guided by the learned configuration constraints, it is still a non-convex and nonlinear programming (NLP) problem, which is numerically challenging to solve in general. The solvers require good initial guesses to find local optima. Here we provide a hierarchy to obtain near-optimal initial guesses progressively.

**Single-vehicle Pose Interpolation.** For each vehicle \( i \), we can get a set of nominal poses \( \{z^{[i]}_k, y^{[i]}_k, \delta^{[i]}_k\} \) by assuming the vehicle is at the centers of the strategy-guided configuration sets \( \{z^{[i]}_F, z^{[i]}_B, z^{[i]}_A\} \). A Bézier curve interpolation is analytically computed between every two nominal poses with control points to force tangents.

**Single-vehicle Strategy-guided Trajectory.** For each vehicle \( i \), a single-vehicle optimal control problem is set up as:

\[
\min_{z^{[i]}_0, u^{[i]}_0} J^{[i]} = \int_{t=0}^{T_s K^{[i]}} c(z^{[i]}(t), u^{[i]}(t)) \, dt
\]

s.t. \[ z^{[i]}(0) = z^{[i]}_0, \]
\[ z^{[i]}(t) = f(z^{[i]}(t), u^{[i]}(t)), \] (11a)
\[ z^{[i]}(t) \in Z, u^{[i]}(t) \in U, \] (11b)
\[ z^{[i]}(T_s K^{[i]}) = z^{[i]}_F, \] (11c)
\[ \text{Strategy-guided Configuration Constraints (7),} \]
\[ z^{[i]}(T_s K^{[i]}) = z^{[i]}_F, \] (11d)
\[ \forall 0 \leq t \leq T_s K^{[i]}, \]

where a constant parameter \( T_s \) is given as the sampling time. By solving problem (11), we can obtain a strategy-guided trajectory \( \tilde{z}^{[i]} \) and input profile \( \tilde{u}^{[i]} \) that are kinematically feasible and compliant with the strategy-guided configurations. Note that the collision avoidance constraints (8), (9) are not considered at this step.

**Single-vehicle Collision-free Trajectory.** With the strategy-guided trajectory \( \tilde{z}^{[i]} \) and input \( \tilde{u}^{[i]} \), we can firstly warm start the auxiliary variables \( \lambda^{[i,m]}, \mu^{[i,m]} \) introduced in (8), using the approach provided by Zhang et al. (2019). Then, we add constraints (8) to problem (11) to obtain single-vehicle collision-free trajectory \( z^{[i]}, \tilde{u}^{[i]} \) that is both compliant with strategy-guided configurations and collision-free against static obstacles. Optimal auxiliary variables are also recorded as \( \{\lambda^{[i,m]}, \mu^{[i,m]}\} \).

| Table 1. Constraints for Initial and Final Poses |
|-----------------|----------------|----------------|----------------|----------------|
| \(i\) | Initial Pose \((x, y, \psi)\) | Final \(x\) | Final \(y\) | Final \(\psi\) |
| 0 | \((16.25, 18.75, \frac{\pi}{2})\) | \((27.5, 30)\) | \((15, 17.5)\) | \(-\frac{\pi}{2}, \frac{\pi}{2}\) |
| 1 | \((23.75, 18.75, \pi)\) | \((15, 17.5)\) | \((10, 12.5)\) | \(-\frac{\pi}{2}, \frac{\pi}{2}\) |
| 2 | \((16.25, 11.25, \frac{\pi}{2})\) | \((5, 7.5)\) | \((17.5, 20)\) | \(\frac{\pi}{2}, \frac{\pi}{2}\) |
| 3 | \((11.25, 16.25, 0)\) | \((15, 17.5)\) | \((22.5, 25)\) | \(\frac{\pi}{2}, \frac{\pi}{2}\) |

Fig. 6. Steps taken by the trained DQN policy to resolve the conflict in grids.

**Multi-vehicle Conflict Resolution.** Similar as the step above, the dual variables \( \lambda^{[i,j]}, \mu^{[i,j]} \) in the inter-vehicle constraints (9) can be warm started as \( \lambda^{[i,j]}, \mu^{[i,j]} \) by \( \tilde{z}^{[i]} \) from all vehicles. Finally, we solve problem (10) with the initial guesses \( \tilde{z}^{[i]}, \tilde{u}^{[i]}, z^{[i,m]}, \mu^{[i,m]} \) \( z^{[i,j]}, \mu^{[i,j]}, T_s, \forall i, j \in I, i \neq j, m = 1, \ldots, M \).

5. RESULTS

In this section, we present the numerical details of the conflict resolution scenario and the simulation results. The source code and demo video can be found at: bit.ly/rl-cr.

The parking lot region presented in Fig. 1 is of size 30m \( \times \) 20m. Other states and inputs of vehicles \( i \in I \) are constrained by \( v^{[i]} \in [-2.5, 2.5] m/s, \delta^{[i]} \in [-0.85, 0.85] rad, \) \( a^{[i]} \in [-1.5, 1.5] m/s^2, u^{[i]} \in [-1, 1] rad/s \). The vehicle body polygons \( B(z^{[i]}) \) are rectangles with length 3.9m and width 1.8m. The wheelbase of the vehicles is 2.5m.

The initial poses of \( z_0^{[i]} \) and the ranges of final poses in \( Z^{[i]}_F \) are reported in Table 1. All other state and input components are 0 at the initial and final time steps.

5.1 RL-based Conflict Resolution in Grids

The grid resolution is \( L = 2.5 m \) when creating the discrete grid map and the observation images are of size 140 \( \times \) 140. The coefficients of the reward function are: \( r_c = -10, r_a = -10, r_{t} = -1, r_g = 10 \). The PettingZoo library, Terry et al. (2021), is used for creating the multi-agent RL environment, and the DQN algorithm is implemented with the default CNN policy from StableBaselines3, Raffin et al. (2021). The size of the replay buffer \( D \) is 10\(^3\). In the first 70% of the training period, the learning rate decreases from \( 5 \times 10^{-4} \) to \( 2.5 \times 10^{-4} \), and the \( \epsilon \)-greedy probability decreases from 1 to 0.2. The algorithm is trained for 10\(^6\) steps, and the episode reward in Fig. 7 is smoothed by the exponentially weighted window method with a smoothing factor of 0.92. The reward at convergence reflects that the trained policy can drive the vehicles to their destinations efficiently without collision penalties.
Strategy-guided trajectory planning

5.2 Strategy-guided Trajectory Planning

Given the strategies \( s^{[i]} \), we will solve the optimal control problem (10). The cost function is formulated as

\[
c^t(z,u) = v^2 + \omega^2 + a^2 + 1
\]

1 to reflect the passenger comfort, the amount of actuation, and the time consumption.

6. CONCLUSION

This paper proposes a novel method to resolve multi-vehicle conflict resolution in tightly-constrained spaces, which merges optimal control with reinforcement learning. By starting from a simplified environment and guiding the optimal
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Given the strategies \( s^{[i]} \), we will solve the optimal control problem (10). The cost function is formulated as

\[
c^t(z,u) = v^2 + \omega^2 + a^2 + 1
\]

1 to reflect the passenger comfort, the amount of actuation, and the time consumption.

6. CONCLUSION

This paper proposes a novel method to resolve multi-vehicle conflict resolution in tightly-constrained spaces, which merges optimal control with reinforcement learning. By starting from a simplified environment and guiding the optimal
control problem with learned strategies, we can successfully approach the solution that is intractable to obtain from the initial formulation.

Firstly, the conflict resolution problem is transformed as a multi-agent POMDP in a discrete environment, so that we can leverage the off-the-shelf DQN algorithm to explore efficient actions for vehicles to reach their destinations while keeping collision-free. The trained policy generates strategies to guide tactical vehicle configurations in the optimal control problem. Then, since the vehicle dynamics and collision avoidance constraints are highly nonlinear, we provide a hierarchy to obtain high-quality initial guesses by progressively refining with simple NLP problems.

Future directions include exploring more powerful multi-agent RL algorithms so that the trained policy can be generalized to arbitrary environments, and decentralizing the optimal control formulation to reduce the computation burden for the conflict resolution problem at scale.
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