A Machine Speech Chain Approach for Dynamically Adaptive Lombard TTS in Static and Dynamic Noise Environments

Sashi Novitasari, Sakriani Sakti, Member, IEEE, and Satoshi Nakamura, Fellow, IEEE

Abstract—Recent end-to-end text-to-speech synthesis (TTS) systems have successfully synthesized high-quality speech. However, TTS speech intelligibility degrades in noisy environments because most of these systems were not designed to handle noisy environments. Several works attempted to address this problem by using offline fine-tuning to adapt their TTS to noisy conditions. Unlike machines, humans never perform offline fine-tuning. Instead, they speak with the Lombard effect in noisy places, where they dynamically adjust their vocal effort to improve the audibility of their speech. This ability is supported by the speech chain mechanism, which involves auditory feedback passing from speech perception to speech production. This paper proposes an alternative approach to TTS in noisy environments that is closer to the human Lombard effect. Specifically, we implement Lombard TTS in a machine speech chain framework to synthesize speech with dynamic adaptation. Our TTS performs adaptation by generating speech utterances based on the auditory feedback that consists of the automatic speech recognition (ASR) loss as the speech intelligibility measure and the speech-to-noise ratio (SNR) prediction as power measurement. Two versions of TTS are investigated: non-incremental TTS with utterance-level feedback and incremental TTS (ITTS) with short-term feedback to reduce the delay without significant performance loss. Furthermore, we evaluate the TTS systems in both static and dynamic noise conditions. Our experimental results show that auditory feedback enhanced the TTS speech intelligibility in noise.

Index Terms—Text-to-speech, machine speech chain inference, Lombard effect, dynamic adaptation.

I. INTRODUCTION

Humans maintain their speech quality in various situations by simultaneously listening to their speech, a mechanism that is also known as the speech chain [1]. The auditory feedback produced from the self-evaluation inside this speaking-while-listening process plays a critical role in speech production [2]–[4]. Moreover, ineffective monitoring of auditory feedback could cause speaking issues [5], [6]. When an error is detected in their speech, humans adapt or tune their speech plan according to the auditory feedback. Auditory feedback is used not only to maintain stability between the sound output and the acoustic goal but also to make situation-dependent adjustments of the prosody attributes [7]. Adjustment is not only manifested in the next utterance but also sometimes presented as a correction of the previous utterance through a re-speaking attempt [8].

In a noisy environment, humans dynamically adjust their vocal effort according to the auditory feedback as a way to maintain their speech intelligibility, a phenomenon known as the Lombard effect [9], [10]. This adjustment affects not only speech intensity but also other aspects such as speech pitch and speaking rate [11]–[13]. As a response to ambient noise, intensity and pitch tend to increase, while speaking rate tends to become slower. Several works have reported the response latency in the human Lombard effect to be about 90-287 ms [14]–[16].

Text-to-speech synthesis (TTS) systems have been developed to mimic human speech production. However, unlike the human communication system in which speech production and perception are closely connected, TTS development focuses only on speech production, independent of speech perception. Under clean conditions, neural TTS successfully synthesizes a highly natural speech given only a text [17]–[20]. However, in noisy conditions, TTS speech intelligibility degrades because most systems have not been designed to handle noisy environments. Furthermore, since TTS only learns to speak without listening and understanding the situation, they do not have the ability to adapt to the situation. A widely used solution for achieving TTS with high intelligibility in noisy places is to adapt the system offline using Lombard speech from a particular noisy condition [21], [22].

This paper proposes an alternative approach that is closer to the human Lombard effect. Specifically, we propose Lombard TTS in a machine speech chain framework to synthesize speech with dynamic adaptation. The idea of mimicking the speech chain mechanism by a machine was raised by Tjandra et al. [23], where automatic speech recognition (ASR) system as speech perception and TTS as speech production can support each other given unpaired data (Fig. 1(a)). Unfortunately, this framework was only proposed as a semi-supervised training mechanism.

Manuscript received 25 January 2022; revised 23 May 2022 and 13 July 2022; accepted 22 July 2022. Date of publication 5 August 2022; date of current version 19 August 2022. This work was supported by JSPS KAKENHI under Grants JP21H05054 and JP21H03467. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Kai Yu.

(Corresponding author: Sakriani Sakti.)

Sashi Novitasari is with the Nara Institute of Science and Technology, Ikoma 630-0192, Japan (e-mail: sashi.novitasari.si3@is.naist.jp).

Sakriani Sakti is with the Japan Advanced Institute of Science and Technology, Nomi 923-1211, Japan, and also with the Department of Science and Technology, Nara Institute of Science and Technology, Ikoma 630-0192, Japan.

Satoshi Nakamura is with the Department of Science and Technology, Nara Institute of Science and Technology, Ikoma 630-0192, Japan (e-mail: ssakti@jaist.ac.jp; s-nakamura@is.naist.jp).

Digital Object Identifier 10.1109/TASLP.2022.3196879

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
A short text segment and feedback from the past speech segment. By using the short-term feedback, ITTS immediately adapts to the environmental changes.

- Evaluation of the performance of both non-incremental TTS and ITTS under static and dynamic noise conditions.

II. RELATED WORKS

A. Existing Lombard TTS

Lombard speech synthesis is designed to produce intelligible speech in the presence of noise. This system has gained attention within the speech community, which was reflected in the Hurricane Challenge [26], [27] for speech synthesis and the evaluation of speech enhancement systems under noisy conditions.

The related works on speech enhancement applied signal processing on speech to improve the intelligibility in noisy conditions. The earlier works performed speech modification through a statistical method with fixed parameters based on known noises. The enhancement operations include modifications of duration [28], pitch, energy contour, formant sharpness, and intensity [29]. Several works also proposed other spectral modification approaches, such as spectral tilt, spectrum contrast enhancement, and harmonic component preservation at the low-frequency region to emphasize the speech features that are important for speech perception [30]. Spectral shaping and a dynamic range compression method were also studied [31]. Next, AdaptDRC [32] was proposed for speech enhancement controlled by the short-term speech intelligibility index. It enhanced the speech content at high frequencies by also boosting the low-energy speech content through time- and frequency-dependent dynamic range compression and frequency-shaping. Another work also proposed a noise-dependent AdaptDRC with the reverberation-dependent onset enhancement and overlapping masking reduction [33]. Although the above approaches could be applied to both natural and synthesized speech, a noise signal separated from the speech was required. Their experiments were generally carried out by assuming perfect noise was available. Speech and noise separation in real situations might be challenging, especially in dynamic noise conditions. In our proposed approach, we use a TTS to directly synthesize the Lombard speech given the text and feedback based on synthesized speech with the noise.

In the conventional TTS approach, Lombard speech synthesis was commonly done using the parametric model with Hidden Markov Model (HMM). GlottHMM [34], [35] applies a glottal inverse filtering technique in the vocoder of HMM TTS to improve speech intelligibility in the presence of noise. Speech was synthesized by filtering the glottal excitation with a vocal tract filter, where the excitation signal was generated from the real glottal flow extracted from natural speech. A speaking style adaptation approach has also been studied, in which the HMM TTS system is adapted with a small amount of Lombard speech after training with normal speech [21], [36]. The performance of the statistical approach, however, has been limited by poor acoustic modeling [22].
Recently, the neural network approach has also gained attention for synthesizing Lombard speech in an end-to-end manner. A recent study proposed Lombard TTS by tuning a Tacotron model on the Lombard speech data [22]. The model was first pre-trained on the normal speech data. In another study, a multi-style Tacotron TTS was proposed with a framework that could synthesize speech in normal, whispered, and Lombard speech styles [37]. In their experiment, TTS training was done by including speech spoken in these three styles by a single speaker in the training material. The TTS generates the styled speech by treating the three speaking styles as three different speakers, so the output speech style is decided based on the speaker embedding vector.

In this work, we focus on an end-to-end transformer network-based Lombard TTS with dynamic adaptation using auditory feedback that is estimated directly from noisy TTS speech. The previous works performed offline tuning to improve speech intelligibility in the presence of noise. For our TTS, instead of relying on the presumption of a single environmental condition, we train it under several noise conditions and allow this system itself to determine the speaking style during inference through a self-evaluation and feedback mechanism.

B. Basic Machine Speech Chain

The basic machine speech chain [23] trains sequence-to-sequence ASR and TTS together by connecting them via closed-loop feedback in a semi-supervised approach, shown in Fig. 3. During inference, ASR and TTS perform separately. The ASR and TTS are the sequence-to-sequence (seq2seq) neural networks consisting of the encoder, decoder, and attention module [38].

Machine speech chain training consists of two stages: supervised and unsupervised training. The supervised training stage is done by training the ASR and TTS independently with a small amount of paired speech-text data. This stage acts as a knowledge initialization phase for both models. In the unsupervised training stage, ASR and TTS are trained together via closed-loop feedback using the unpaired speech and text data. In this stage, ASR and TTS support each other through the mutual use of the feedback. The feedback loop consists of two unrolled processes:

- **ASR-to-TTS.** ASR transcribes a speech utterance $y$, with a length $T$, into a sentence text $\hat{x}$, and then TTS generates a speech utterance $\hat{y}$ based on ASR output $\hat{x}$. A training loss is calculated based on the original speech $y$ and TTS speech $\hat{y}$ to optimize the TTS system.

- **TTS-to-ASR.** Given a complete sentence text $x$ with a length $S$, TTS generates speech $\hat{y}$ and ASR transcribes the TTS speech $\hat{y}$ into text $\hat{x}$. A loss is calculated based on the original text $x$ and ASR output text $\hat{x}$ to optimize the ASR system.

As explained earlier, in this work, we propose an advanced version of a machine speech chain that applies a feedback mechanism during training and inference with transformer-based TTS and ASR.
III. PROPOSED NON-INCREMENTAL TTS IN MACHINE SPEECH CHAIN FRAMEWORK

A. Overview

When the environment becomes noisy, our TTS tries to synthesize the speech with higher intensity, higher pitch, and slower speed than the speech before the adaptation. The basic or standard TTS is based on the MultiSpeech framework [19], which is a multi-speaker transformer TTS with an encoder and an autoregressive decoder [19]. To achieve dynamic adaptation, we extended the basic structure with auditory feedback modules (ASR-loss embedding and SNR embedding) and a variance adaptor; an overview of this architecture is given in Fig. 4(a).

The proposed TTS generates the speech Mel-spectrogram \( y = [y_1, y_2, \ldots, y_T] \) with a length of \( T \) given the character sequence \( x = [x_1, x_2, \ldots, x_S] \) with length \( S \). The proposed TTS adapts the speech prosody attributes by also taking the auditory feedback in SNR embedding \( (z_{\text{SNR}}) \) and ASR-loss embedding \( (z_{\text{ASR}}) \) as input. In inference, adaptation is done in several feedback iterations until ASR loss converges. The conversion of the Mel-spectrogram into a waveform is done using a CBHG (1-D Convolution Bank + Highway + bidirectional GRU) module and the Griffin-Lim algorithm, similar to the Tacotron framework [17].

We use a speaker recognition module implementing the DeepSpeaker framework [40] to generate the speaker embedding vector for our multi-speaker TTS, following the implementation of TTS in the basic machine speech chain framework. The module generates the embedding vector \( z_{\text{SPK}} = \text{Speaker Embedding}(y) \) from a Mel-spectrogram to represent the speaker identity using a convolution network-based structure. We pre-train the DeepSpeaker model, and the weight is maintained during the TTS training for stable embedding. Inside the TTS, speaker embedding is merged with the encoder output and the decoder input.

In this study, we construct three TTS models with different feedback configurations to investigate the effect of auditory feedback in the machine speech chain framework. Each system is trained using normal speech and Lombard speech.

1) TTS With SNR Feedback: The proposed TTS synthesizes speech based on text input and SNR feedback as embedding. The SNR feedback represents the SNR or speech and noise intensity ratio, which is a measure of how well the TTS speech can be heard in a noisy environment. Commonly, SNR can be calculated by measuring the intensities of the speech and noise separately. However, separating speech and noise in a real-world situation could be challenging because, for example, noises might dynamically change. In our approach, we use machine learning as a neural network to obtain the SNR directly from noisy speech, where the speech and noise are mixed. Given an SNR embedding, the proposed TTS attempts to re-synthesize speech with a higher SNR (\( \geq 20 \text{ dB} \)), indicating that the speech is louder than the noise.

We implement the SNR embedding module using convolution network layers with an average pooling operation (Fig. 4(c)). This generates an utterance-level embedding \( z_{\text{SNR}} \) from noisy TTS speech features \( y_{\text{noisy}} \):

\[
    z_{\text{SNR}} = \text{SNR Embedding}(y_{\text{noisy}}).
\]

Before training the TTS, we pre-train the SNR embedding module (Conv + ReLU and ResBlock) as an SNR recognition module so that the TTS can converge faster. We can initialize the SNR recognition model as a classification or a regression model. The SNR recognition model recognizes the average SNR in an utterance. In SNR classification, we first define several SNR classes. Here, the SNR recognition model generates SNR
embedding vectors by learning to classify the SNR given noisy speech utterances. Model optimization is done by minimizing the cross-entropy loss:

\[ \text{Loss}_{\text{SNR-CLS}}(l, p_l) = - \sum_{c_l=1}^{C_l} \mathbb{1}(l = c_l) \log p_l[c_l], \]  

(2)

where \( l \) is the reference SNR label, \( p_l \) is the predicted SNR probability, and \( C_l \) is the number of SNR classes. On the other hand, the SNR regression model is trained to estimate the SNR as a real value. It is optimized using L2 loss:

\[ \text{Loss}_{\text{SNR-REG}}(\hat{l}, l) = (\hat{l} - l)^2, \]  

(3)

where \( \hat{l} \) is the predicted SNR at the utterance level.

Inside the TTS encoder, SNR embedding vector \( z_{\text{SNR}} \) is integrated with the TTS encoder transformer output \( h^e_{\text{trm}} \) and speaker embedding \( z_{\text{SPK}} \) to obtain the final TTS encoder output \( h^e \), written as

\[ h^e = h^e_{\text{trm}} + z_{\text{SPK}} + z_{\text{SNR}}. \]  

(4)

On the decoder side, embedding vectors \( z_{\text{SPK}} \) and \( z_{\text{SNR}} \) are also combined with the decoder pre-net output and the positional encoding \( PE \) to obtain the decoder intermediate input \( y_{l-1}^c \):

\[ y_{l-1}^c = \text{prenet}(y_{l-1}^c) + z_{\text{SPK}} + z_{\text{SNR}} + PE. \]  

(5)

Following this, the decoder multi-head attention query, key, and value are the encoder output and decoder input that have been embedded with the auditory feedback.

TTS model optimization is done based on the standard transformer TTS loss function:

\[ \text{Loss}_{\text{TTS}}(Y, \hat{Y}) = \frac{1}{T} \sum_{t=1}^{T} ((y_t - \hat{y}_t)^2 - (b_t \log(\hat{b}_t) + (1 - b_t) \log(1 - \hat{b}_t))), \]  

(6)

where \( Y = [y, b] \) and \( \hat{Y} = [\hat{y}, \hat{b}] \), \( b \) and \( \hat{b} \) are the reference and the predicted probability of stop token that marks the end of speech.

2) TTS With SNR-ASR Feedback: The proposed TTS generates speech based on text input and auditory feedback in SNR and ASR-loss embedding. The ASR-loss embedding, shown in Fig. 4(b), represents the speech intelligibility measurement of how well the noisy TTS speech can be recognized by an ASR. ASR-loss embedding vector \( z_{\text{ASR}} \) is generated by transcribing a noisy TTS speech using an ASR, which is written as

\[ p_x = p(x|y^{\text{noisy}}), \]  

(7)

where \( p_x \) is the ASR posterior, and then calculating the loss between the ASR hypothesis and the TTS input text. The ASR-loss embedding module, which is a stack of convolutional layers with average pooling, produces \( z_{\text{ASR}} \) as an utterance-level embedding by taking \( \text{Loss}_{\text{ASR}}(x, p_x) \), which is a sequence of character-level loss in a sentence:

\[ z_{\text{ASR}} = \text{ASR Loss Embedding}(\text{Loss}_{\text{ASR}}(x, p_x)), \]  

(8)

Here, suppose a sentence text \( x \) consists of \( S \) characters, the \( s \)-th character \( (x_s) \) loss is calculated by

\[ \text{Loss}_{\text{ASR}}(x_s, p_{x_s}) = - \sum_{c=1}^{C} \mathbb{1}(x_s = c) \log p_{x_s}[c], \]  

(9)

where \( \text{Loss}_{\text{ASR}}(x_s, p_{x_s}) \) is the character-level loss and \( C \) is the size of ASR output vocabulary. ASR text decoding is done by teacher-forcing mechanism based on the TTS text input.

Inside the main part of TTS, ASR-loss embedding is combined with the TTS encoder output and the decoder input along with the speaker and the SNR embedding vectors:

\[ h^e = h^e_{\text{trm}} + z_{\text{SPK}} + z_{\text{SNR}} + z_{\text{ASR}}, \]  

(10)

\[ y_{l-1}^c = \text{prenet}(y_{l-1}^c) + z_{\text{SPK}} + z_{\text{SNR}} + z_{\text{ASR}} + PE. \]  

(11)

In the proposed TTS training and inference, we use a pre-trained ASR to transcribe TTS speech. The ASR-loss embedding module is trained directly during TTS training without a pre-training step. TTS optimization is done by minimizing the TTS loss in (6).

3) TTS With SNR-ASR Feedback and Variance Adaptor: In addition to the SNR and ASR-loss embedding feedback, we implement a variance adaptor module in the proposed TTS with a similar approach to FastSpeech2 [39]. The variance adaptor is intended to guide the prosody adaptation by predicting the prosody attributes from the encoded text input and the auditory feedback. The variance adaptor, shown in Fig. 4(d), consists of three components: a pitch predictor, an intensity predictor, and a duration predictor. This module is applied in the TTS encoder and provides the following output:

\[ h^c = \text{Var Adaptor}(h^e_{\text{trm}} + z_{\text{SPK}} + z_{\text{SNR}} + z_{\text{ASR}}). \]  

(12)

The decoder input follows (11). In our duration predictor, instead of predicting the token duration as an integer to regulate the encoder output length like in the original FastSpeech2 framework, it estimates the duration as a real value similar to the other predictors. The encoder output length in our model follows the standard autoregressive transformer TTS.

The proposed TTS with variance adaptor is trained with the standard TTS loss function combined with the variance predictor losses. The variance predictor loss is calculated by the MSE loss function:

\[ \text{Loss}_{\text{pred}}(v, \hat{v}) = \frac{1}{S} \sum_{s=1}^{S} (v_s - \hat{v}_s)^2, \]  

(13)

where \( v_s \) is the normalized reference value for the predictors inside the variance adaptor and \( \hat{v}_s \) is the predictor output at timestep \( s \). The reference intensity, pitch, and duration are estimated from the TTS reference output speech. The TTS training loss function becomes

\[ \text{Loss}_{\text{TTS}}(Y, \hat{Y}) = \frac{1}{T} \sum_{t=1}^{T} ((y_t - \hat{y}_t)^2 - (b_t \log(\hat{b}_t) + (1 - b_t) \log(1 - \hat{b}_t))) \]

\[ + \text{Loss}_{\text{pred}}(v^P, \hat{v}^P) + \text{Loss}_{\text{pred}}(v^G, \hat{v}^G) \]

\[ + \text{Loss}_{\text{pred}}(v^D, \hat{v}^D), \]  

(14)
TTS training with SNR feedback: For the proposed TTS without the ASR-loss embedding module, we apply one-loop training using pre-computed SNR embedding and text based on the training data.

2) TTS training with SNR-ASR feedback: For the proposed TTS with the ASR-loss embedding module, we generate speech in two feedback loops. The SNR embedding vector is calculated in the first loop based on the training data, and we use the same vector in the second loop. The ASR-loss embedding is calculated in the second loop based on the TTS speech generated in the first loop, thus, the TTS can learn the ASR-loss pattern based on the synthesized speech for a more realistic ASR feedback processing.

We consider two target conditions: clean and noisy. In the clean condition, the proposed TTS produces normal speech without the Lombard effect. In the noisy condition, the proposed TTS produces Lombard speech. We apply batch training to train the proposed TTS in which a batch consists of a mix of speech samples for clean and noisy conditions. The details of the training mechanism are described below with two feedback loops based on the type of target condition:

1) **TTS training in clean condition**: Speech generation is learned using text and clean normal speech data. Normal speech is speech which is uttered in a clean condition without the Lombard effect. It has a lower intensity, a lower pitch, and a faster speaking rate than Lombard speech. In the training, the SNR embedding and the output speech reference are based on clean normal speech. Therefore, before starting the training, we first compute the SNR embedding from clean normal speech. In the first feedback loop, TTS generates normal speech by taking the text, pre-computed SNR embedding, and ASR-loss embedding in a zero vector as the input. In the second feedback loop, we repeat the same process but use the ASR-loss embedding computed from the TTS speech features predicted in the first loop.

2) **TTS training in noisy condition**: Speech generation is learned using text, noisy normal speech, and clean Lombard speech with high SNR and low ASR loss in the corresponding noisy condition. Clean Lombard speech is a speech under the Lombard effect but without noise in the audio. In our experiment, the clean Lombard speech is a synthetic Lombard speech generated by modifying the prosody of normal speech (intensity, pitch, duration) into Lombard speech using SoX audio manipulation toolkit [41], [42]. Noises were not included in the resulting audio. The detail is discussed in Section V. In the training loop, we use SNR embedding generated from noisy normal speech in the training data and the text as the input and the Lombard speech as the target. The ASR-loss embedding generation and utilization method are the same as those in the clean condition case. In the first loop, ASR-loss embedding is a zero vector. In the second loop, the ASR-loss embedding is generated from TTS speech features generated in the previous loop.

IV. PROPOSED INCREMENTAL TTS IN MACHINE SPEECH CHAIN FRAMEWORK

A. Overview

The proposed ITTS in the machine speech chain framework synthesizes the speech incrementally with the auditory feedback (Fig. 2(b)). Our ITTS incremental unit is fixed to \( W \) words. It is a complex task to incrementally synthesize a well-performed speech based on short text. ITTS has to decide on the speech output based on a short information sequence, while speech has a continuous representation and heavily depends on context. A general approach to improving performance is to introduce contextual look-back words and look-ahead words in the input text window [43]–[45].

Incremental speech synthesis and adaptation are done by generating and utilizing auditory feedback incrementally or progressively. In the first incremental step, ITTS synthesizes the first \( W \) words of speech. Then in the second incremental step,
we compute the feedback embedding from the first incremental step’s speech and use it to synthesize the next $W$ words of speech. For the third incremental step and beyond, we repeat the same process by taking the previous step’s output as the feedback.

ITTS not only has to speak more loudly when noises begin but also continue to speak loudly while the noise remains. SNR information, which contains the environmental information, only reveals the ratio between the speech intensity and noise intensity, and it might be insufficient to continuously induce ITTS to speak with the Lombard effect. Therefore, we construct two ITTS systems based on how the system treats the intensity-based context.

1) **Power-Context Dependent ITTS (PCD-ITTS):** The proposed ITTS architecture, shown in Fig. 6(a), is based on the non-incremental TTS structure with SNR embedding, ASR-loss embedding, and variance adaptor (see Sec. III-A3). In addition to SNR and ASR-loss embeddings, ITTS also takes a power-context embedding (Fig. 6(b)) that contains the intensity information of the previous speech output. By using the intensity cues along with the auditory feedback, we aim to help ITTS control the speech better. This not only helps to control the intensity but also the Lombard speech in overall.

Power-context embedding takes ITTS speech without noise from the previous incremental step and then outputs an embedding vector representing the intensity information. This module consists of the convolution network layers. Before ITTS training, we pre-train the power-context embedding as a speech intensity or power recognition model.

Inside the ITTS, feedback embeddings are used to compute the encoder output $h_e^c$, written as

$$z = z_{SPK} + z_{SNR} + z_{ASR},$$

$$h_e^c = \text{Var Adaptor}(FNN([h_{trm}^c + z, z_{POW}])$$

and also the decoder first transformer layer input

$$y_{i-1}^t = FNN((\text{prenet}(y_{i-1}) + PE + z, z_{POW}))$$

where $z_{POW}$ is the power context embedding vector. To produce accurate embedding, we pre-train all feedback components for incremental tasks.

2) **Power-Context Independent ITTS (PCI-ITTS):** PCI-ITTS architecture is similar to PCD-ITTS but without the power context embedding. The SNR and ASR-loss embedding vectors are also generated from the noisy speech segment in the previous step and are utilized as feedback to generate the speech segment in the current step.

**B. Intensity Post Adaptation**

The proposed ITTS has an adaptation delay when adapting to the environment. ITTS synthesizes a speech segment in an incremental step by looking at the speech generated in the previous step. This implies the adaptation is delayed by one incremental step. In an environment with increasing noise, the unadapted speech segment could have low audibility.

To remedy this problem, we apply a straightforward additional intensity modification after the ITTS synthesizes the speech segment, done incrementally on the $M$-ms unit for each ITTS incremental step (Fig. 7). First the system plays the $M$-ms speech segment and then it estimates the SNR of that segment, which has been fused with noises. The SNR of the latest speech segment is then used to improve the next $M$-ms speech part and so on. Intensity modification is done when the SNR is below a pre-defined threshold.

**C. Training Method**

The proposed ITTS is trained with a similar method as the proposed non-incremental TTS, but with two differences. First, the feedback loop is done once. The SNR embedding vector
is pre-computed from the speech data in the training materials, while the ASR-loss embedding vector is computed based on the ITTS speech segment generated in the earlier incremental step. Second, the speech synthesis in noise to produce the Lombard speech is learned through two cases. The first case is when the pre-computed auditory feedback is generated from noisy normal speech. In this case, ITTS tries to learn how to change the prosody attributes from normal to Lombard speech, and the training method is similar to the non-incremental version. The second case is when the pre-computed auditory feedback is generated from noisy Lombard speech. Here, ITTS learns how to maintain or improve the prosody attributes while the environment is still noisy.

V. DATASET

Our systems are constructed using normal speech, normal speech with additive noise (noisy normal speech), and Lombard speech datasets. Since the availability of Lombard speech data is limited, we constructed a synthetic Lombard speech dataset by observing the normal Lombard speech and modifying the normal speech into Lombard speech.

Our experiment was based on the Wall Street Journal (WSJ) corpus [25]. TTS training was done based on three static noise conditions containing noises from (1) clean, (2) SNR 0 dB, and (3) SNR -10 dB conditions, where SNR is relative to normal speech of 44.44 dB in WSJ. The proposed TTS with a variance adapter was also trained using the character-level prosody attribute labels. These labels were generated by first extracting a character-level speech timing using Montreal forced-alignment toolkit [46]. The details of the data we constructed from WSJ and then utilized for model training are given below.

A. Normal Speech

The WSJ dataset consists of multi-speaker English speeches recorded by reading news text in a clean condition, sampled at 16 kHz. We utilized the SI-284, dev93, and eval92 sets as the training, development, and evaluation sets. The SI-284 set consists of 81 hours of speech. The average speech intensity in WSJ utterances was 44.44 dB. A speech utterance length is 7.88 sec and 17 words on average.

B. Normal Speech With Additive Noise

We combined the WSJ normal speech with noisy sounds to train our system. The noises were white\(^2\) and restaurant babble\(^3\) noises with SNR levels of 0 dB and -10 dB relative to the WSJ speech. This dataset was mainly utilized to train the SNR recognition model and ASR.

C. Natural Lombard Speech

To learn how human vocalization changes in noisy conditions, we recorded natural Lombard speech with a single male speaker.

\(^2\)Generated using white-noise-generator toolkit ([Online]. Available: https://github.com/jannispinter/white-noise-generator)

\(^3\)From the noise sounds in AURORA-2 corpus [47]

D. Synthetic Lombard Speech

Next, based on the prosody attribute changes observed in the recorded Lombard speech, we constructed synthetic Lombard speech of a full set of WSJ data. Synthetic Lombard speech was made by modifying the original WSJ speech pitch, duration, and intensity.\(^4\) First, since the WSJ speech consists of multi-speaker data, to maintain the speaker characteristics, we modified the speech pitch and duration based on the attribute shift between the clean and noisy conditions based on the statistic as shown in Table I. The modification was done by, first, aligning the Lombard speech and the normal speech in our recording data, and then estimating the attribute shifts at phoneme-levels. Next, we estimate the pitch and duration of normal WSJ speech at phoneme-level. Then, based on the database of the prosody shifts in the recording data, the target noise, and the value of the WSJ normal speech prosody attributes, we estimate the target pitch and the duration and modify the corresponding normal speech using SoX commands. After that, we modified the speech intensity into a target SNR of 20 dB relative to the noise level. The maximum intensity of the resulting Lombard speech was 75 dB to avoid clipping. This dataset was utilized as the target Lombard speech in the TTS training.

VI. EXPERIMENT

A. Experiment Setting

1) TTS Model: Our TTS model consists of a transformer-based encoder and autoregressive decoder. The TTS input was the character sequence, and the output was the 80 dimensions of the Mel-spectrogram. The encoder character embedding layer consists of 256 units, followed by an encoder pre-net that consists of three convolution layers. In the decoder part, the decoder

\(^4\)The speech pitch, duration, and intensity were modified using the SoundExchange (SoX) toolkit ([Online]. Available: http://sox.sourceforge.net/).
The ITTS model configuration, as well as the feedback components architecture, was the same as for the non-incremental TTS. The ITTS incremental unit was three words with the previous ten words as the look-back input and the next two words as the look-ahead input. In the training material, the speech segment length in an incremental unit was 1.40 sec on average. Word sequence was converted into a character sequence before given to the ITTS.

2) ASR Model: Our ASR takes a sequence of speech Mel-spectrogram input to predict its character level transcription. The model configuration follows a similar configuration to the big model proposed in Speech-Transformer [48]. It consisted of twelve encoder layers and six decoder layers. The transformer dimension was 512 with the feed-forward inner dimension of 2048. The attention module consisted of multi-head self-attention with four heads. We prepared two ASR systems to evaluate the TTS in the ASR objective measure. One was trained in a clean condition only and the other one was trained under multiple conditions (mixed clean and noisy speech data). The multi-condition training ASR was also used to compute the TTS ASR feedback. ASR feedback for non-incremental TTS was generated using a standard utterance-level ASR.

In the ITTS, we utilized the ASR trained on short speech segments in which we treat a speech segment as an utterance. The segment length in ASR training was randomized in a range from one to five words.

3) SNR Recognition Model: The SNR recognition model consisted of four stacks of convolution and residual blocks and a linear layer. As mentioned earlier, we experimented on two SNR recognition tasks: classification and regression. The difference between those models lies in the output layer size. The SNR classification model output layer dimension was three based on the number of SNR classes: SNR 0 dB, SNR -10 dB, and clean (no noise). The SNR regression model output layer dimension was one, and the SNR level was output as a real number scaled in the range of -1 to 1.

The SNR recognition model for the non-incremental TTS was trained to recognize the average SNR of a noisy speech utterance. For the ITTS, we also trained the model on short speech segments. Here, the speech segment length was randomized among lengths of one to five words.

4) Power Recognition Model: The speech power recognition model was first trained for the intensity regression task. It consisted of four stacks of convolution and residual blocks and a linear layer. Before ITTS training, this module was trained to do short speech intensity recognition, where the speech length was randomized among lengths of one to five words. The training label was the speech intensity scaled in the range of -1 to 1.

5) Intensity Post Adaptation: The intensity post adaptation incremental unit was 200 ms. We modified the speech intensity to reach SNR 20 dB in noisy conditions using the SoX toolkit. SNR estimation was done using the SNR regression model trained on short speech segments. This model is the same model utilized as the SNR embedding module in the proposed ITTS. In this paper, we do not take the computation time into account in the speech performance evaluation.

B. Non-Incremental TTS in Static Noise Conditions

1) Overall Comparison: In this study, we focused on evaluating TTS speech intelligibility in clean and noisy conditions, and the results in ASR character error rate (CER) are shown in Table II. All TTS systems generated speech using speaker embedding extracted from the normal natural speech in our recording data. The clean condition testing was done using TTS speech without noise, and the noisy condition testing was done using noise signals of the corresponding SNR condition. SNR levels here are the initial SNR conditions before adaptation. The proposed TTS with ‘SNR (cls)’ generated SNR feedback based on SNR classification, while the system with ‘SNR (reg)’ was based on SNR regression. We allow the proposed TTS to refine the speech in five feedback iterations at most, and we present the speech that achieved the lowest ASR loss. We compared our proposed systems with several baselines: (1) the standard TTS trained using normal speech from a clean condition, in which the speech in noisy testing was merged with the noise without any modification; (2) the rule-based modification into the Lombard speech, in which the original output of the standard TTS was modified by the same method as that used in the synthetic Lombard WSJ speech construction; (3) the standard TTS that was fine-tuned to Lombard speech [22]; and (4) the standard TTS trained on normal and Lombard speech. Note that these systems did not have feedback components and were also trained based on static noise conditions. The topline speech is the natural clean and Lombard speech produced by a human. We also included synthetic modifications from the natural human speech.

From the baseline results, we found that the speech CER of the standard TTS from clean condition training could be reduced by post-processing the speech prosody into Lombard speech-like. We also obtained further improvement by fine-tuning the standard model using Lombard speech data. However, by incorporating SNR and ASR feedback together, the proposed models were able to outperform the fine-tuned baseline models and more closely approached the CER of topline human speech. In this experiment, the best TTS performance was achieved by the proposed TTS with SNR classification-based feedback, ASR feedback, and a variance adaptor.

2) Effect of SNR and ASR-Loss Embedding on TTS Performance: Using the best proposed system, we analyzed how the SNR and ASR-loss embedding affected the TTS performance. To clarify this, we experimented on the various embedding coefficients to scale the SNR and ASR-loss embedding when they were combined into TTS encoder output $h^e$ and the decoder’s first transformer layer input $y_{t-1}$. From the results shown in Fig. 8, SNR feedback alone is shown to be sufficient to improve the speech intelligibility in noise, but it did not result in the best performance in our setting. Using only ASR feedback could result in the best TTS speech when the condition is clean. This shows that ASR feedback also contributed to speech
enhancement. But when the environment becomes noisy, SNR feedback becomes critical to the system. Here the optimum performance is when the SNR embedding and ASR-loss embedding coefficients are equal to one, indicating that both feedbacks are crucial to the Lombard effect by TTS.

The number of feedback loop iterations also affected our system. Interestingly, the training loop consisted of only two iterations, but in inference, a higher number of loops resulted in better speech intelligibility as shown in Fig. 9. Here, for each inference iteration, TTS continuously received ASR-loss embedding and SNR embedding based on the speech that needs to be improved, from which the TTS obtained the current intelligibility information, leading to better speech performance along with the increased number of loops. Humans during conversation, by comparison, might speak with the Lombard effect in several trials so that their speech could be heard over the noise. Our results reveal that a machine can also dynamically adapt in several loop iterations, similar to a re-speaking attempt.

3) Speech Prosody Attributes: We analyzed the improvement in speech prosody attributes in our Lombard TTS as well as in human Lombard speech. Here, we focus on improving speech intensity, pitch, and duration. The value of TTS speech prosody attributes are shown in Table III with a visualized example in Fig. 10. The results show that our proposed TTS produced speech with a higher intensity and longer duration in a noisy environment than the normal speech. The adaptation also included an increase in the pitch compared to the normal speech, which is also shown in Fig. 11. We also evaluated the F0 mean squared-error (MSE) to compare the TTS and human speech in Table IV. The best MSE was achieved by the proposed TTS with ‘SNR (reg)’ feedback, ASR feedback, and a variance adaptor, showing that it created synthesized Lombard speech pitch that is closer to human Lombard speech.

The systems with SNR and ASR feedback show a higher improvement than the system with SNR feedback only. They produce speech with higher intensity, pitch, and duration or a slower speaking rate. Here TTS with ‘SNR (reg)’ resulted in more dynamic intensity and pitch than the TTS with ‘SNR (cls).’ This could be related to the model’s output precision in representing the SNR, which is discussed in section VI.C in more detail. In Table II, TTS with ‘SNR (cls),’ ASR feedback, and variance adaptor show higher intelligibility because its Lombard speech was louder than that from TTS with similar auditory feedback using ‘SNR (reg).’

Interestingly, our proposed TTS Lombard speech was louder than the human Lombard speech, but human speech had better
TABLE III
AVERAGE VALUE OF TTS PROSODY ATTRIBUTES

| System                                      | Intensity (dB) | Pitch (Hz) | Speaking rate (words/sec) |
|---------------------------------------------|----------------|------------|---------------------------|
|                                             | Clean | SNR 0 | SNR -10 | Clean | SNR 0 | SNR -10 | Clean | SNR 0 | SNR -10 |
| Baseline TTS                                |       |       |         |       |       |         |       |       |         |
| Standard TTS (Clean)                        | 43.58 | 61.01 | 61.10   | 123.79 | 123.31 | 123.09   | 3.14  | 3.07  | 3.07    |
| + Fine-tuning (SNR 0 + SNR -10)             | 66.30 | 67.28 | 67.37   | 116.80 | 123.69 | 123.86   | 3.35  | 2.99  | 3.00    |
| Proposed TTS                                |       |       |         |       |       |         |       |       |         |
| TTS + SNR (cls)                             | 45.59 | 61.01 | 61.10   | 123.79 | 123.31 | 123.09   | 3.14  | 3.07  | 3.07    |
| TTS + SNR (cls) + ASR + variance adaptor    | 43.77 | 67.28 | 67.37   | 116.80 | 123.69 | 123.86   | 3.35  | 2.99  | 3.00    |
| TTS + SNR (reg) + ASR + variance adaptor    | 54.32 | 62.65 | 64.20   | 122.81 | 124.88 | 125.15   | 2.93  | 2.80  | 2.79    |

Toplevel (human natural speech)

| Normal/Lombard speech                        | 56.92 | 59.73 | 63.64   | 124.63 | 132.56 | 143.23   | 2.05  | 1.99  | 1.93    |

Fig. 10. Intensities of the normal speech and Lombard speech produced by human and TTS in the babble-noise condition. The speech transcription is the same.

TABLE IV
F0 MSE BETWEEN TTS SPEECH AND NATURAL SPEECH

| System                                      | Clean | SNR 0 | SNR -10 |
|---------------------------------------------|-------|-------|---------|
|                                             | Baseline TTS |       |         |
|                                             | Standard TTS (Clean) | 0.231 | 0.283 | 0.380 |
|                                             | + Fine-tuning (SNR 0 + SNR -10) | 0.216 | 0.278 | 0.368 |
| Proposed TTS                                |       |       |         |
| TTS + SNR(cls)                              | 0.256 | 0.318 | 0.406   |
| TTS + SNR(cls) + ASR + variance adaptor      | 0.239 | 0.296 | 0.369   |
| TTS + SNR(reg) + ASR + variance adaptor      | 0.214 | 0.266 | 0.367   |

Intelligibility. Here human spoke more slowly with a higher pitch than TTS. This shows that the simultaneous enhancement of these three attributes is necessary. Our proposed TTS speech was shorter than human speech, perhaps due to the speaking rate difference between the speech in WSJ training materials and our natural Lombard speech data. In natural speech, the Lombard effect is not simply a temporal envelope expansion from normal speech and it produce more pronounced amplitude modulations in noise [49], which is not limited to intensity, pitch, and duration enhancement. This might also be the reason for the performance difference between human and TTS speech, since our TTS was trained using Lombard speech with a focus on prosody improvement. Speech naturalness might have also contributed to intelligibility.

The proposed TTS in the machine speech chain framework successfully improved the speech intelligibility in noisy conditions. However, a high adaptation delay still occurs because the feedback is processed at the utterance level. Thus, if the environment becomes noisier in the middle of an utterance, TTS has to wait for the utterance to finish to begin the adaptation. In the next experiment, we focus on ITTS with machine speech chain
to start the adaptation with a short delay, i.e., approximately one sec or three words in our setting.

C. **ITTS in Dynamic Noises**

We evaluated our systems under two types of dynamic noise conditions: (1) switch noise and (2) smooth noise, as well as in the static noise condition. In switch noise, noise intensity changed without transition, while in smooth noise conditions the noise intensity changed gradually. The baseline, the proposed non-incremental TTS, and the proposed ITTS intelligibility measured in ASR CER are shown in Table V.

First, we evaluated the proposed non-incremental TTS intelligibility in dynamic noises. We ran our TTS to speak five times at most, assuming that the noise conditions in all re-speaking attempts were the same. From the results, the non-incremental TTS with SNR classification feedback could not perform well in dynamic switch noise. Meanwhile, the system with SNR regression feedback was more robust; it synthesized a highly intelligible speech in dynamic noises. This is because the SNR regression model could recognize the SNR in dynamic noise conditions more accurately as a real value than the SNR classification model. SNR classification categorized the dynamic noises into pre-defined classes, which might not represent the actual SNR level. For this factor, in further experiments, we focus only on systems with SNR regression feedback.

In the proposed incremental speech synthesis without the intensity post adaptation, PCD-ITTS produced a more intelligible speech than the PCI-ITTS. This indicates that power context embedding in PCD-ITTS is critical to maintaining speech intelligibility. When we manually inspect the utterances made under the static noise conditions, we hear an intensity fluctuation in the PCI-ITTS speech. For example, PCI-ITTS speaks with a Lombard effect at the initial incremental step more loudly than the noise, resulting in an SNR of 20 dB. In the next step, it produces a speech segment with a reduced intensity, since the SNR might suggest a less noisy condition. Meanwhile, the PCD-ITTS tracks the previous speech intensity so that the system has better control of the speech.

When intensity post adaptation was not applied in all systems, PCD-ITTS in static noises performed closely to or better than the proposed non-incremental TTS that spoke only once. However, in dynamic noise, PCD-ITTS suffered from adaptation delay for one incremental step (Fig. 12), resulting in the unadapted speech part having a low speech intelligibility. The average speech segment length produced by our system in an incremental step was 1.11 sec on average. By applying an intensity post adaptation, we were able to reduce the adaptation delay and thus improved the PCD-ITTS intelligibility.

| System | Static Noise | Dynamic Switch Noise | Dynamic Smooth Noise |
|--------|--------------|----------------------|---------------------|
|        | Clean | SNR 0 | SNR -10 | Clean | SNR 0 | SNR -10 | Clean | SNR 0 | SNR -10 |
| Baseline Non-incremental TTS | | | | | | | | | |
| Standard TTS (Clean) | 18.32 | 70.54 | 77.07 | 53.64 | 49.77 | 47.39 | 45.11 | 18.74 |
| + Fine-tuning (SNR 0 + SNR -10) | 14.83 | 21.99 | 37.41 | 20.30 | 20.33 | 19.41 | 18.74 |
| Proposed Non-incremental TTS | | | | | | | | | |
| TTS + SNR (cls) + ASR + var.adaptor (5) | 11.89 | 14.70 | 24.96 | 61.94 | 70.98 | 28.09 | 17.88 | 28.22 |
| TTS + SNR (reg) + ASR + var.adaptor (1) | 14.76 | 32.91 | 56.42 | 27.88 | 26.60 | 28.48 | 28.48 | 28.22 |
| + intensity post adaptation | 14.76 | 21.43 | 27.23 | 20.32 | 20.57 | 20.22 | 19.70 |
| TTS + SNR (reg) + ASR + var.adaptor (5) | 13.52 | 18.57 | 31.19 | 16.95 | 18.70 | 18.00 | 17.57 | 12.97 |
| + intensity post adaptation | 13.52 | 16.16 | 22.37 | 14.54 | 14.62 | 13.94 | 12.97 |
| Proposed Incremental TTS (ITTS) | | | | | | | | | |
| PCD-ITTS + SNR (reg) + ASR + variance adaptor (1) | 14.42 | 23.32 | 41.89 | 26.96 | 28.13 | 23.48 | 22.53 | 20.11 |
| + intensity post adaptation | 14.42 | 20.59 | 31.05 | 20.64 | 17.30 | 20.10 | 20.09 |
| Topline (human natural speech) | | | | | | | | | |
| Normal speech | 7.43 | 22.17 | 58.81 | 32.10 | 32.93 | 15.04 | 14.97 |
| + Rule-based modification | 7.43 | 13.24 | 15.15 | 22.41 | 23.25 | 12.37 | 12.60 |
| Lombard speech | 7.43 | 11.46 | 20.46 | 22.92 | 17.77 | - | - |

Fig. 12. PCD-ITTS speech intensity with and without the intensity post adaptation with a 200-ms incremental unit in the dynamic switch noise condition.
D. Short-Term Objective Intelligibility Measure

Next, we evaluated our TTS speech intelligibility based on the short-term objective intelligibility (STOI) measure [50]. STOI estimates the temporal envelope correlation between the speech signal disturbed by noise and the reference speech signal before being disturbed. A higher correlation indicates a higher speech signal intelligibility. We estimated the noisy speech STOI by using the noisy speech as the disturbed speech and the speech before integration with the noise signal as the reference speech. The noisy condition evaluated here are the static noises and the dynamic noises consisting of transitions from clean, SNR 0 dB, and then SNR -10 dB. The SNR conditions here reflect the SNR before the adaptation was performed, which has a magnitude relative to that of normal speech with an intensity of 44.44 dB.

Table VI shows the STOI measurement of our system’s Lombard speech under the noisy condition. As expected, the standard TTS trained using normal speech from the clean condition has the lowest STOI. The proposed non-incremental TTS and PCD-ITTS with intensity post adaptation show an improvement in STOI. Interestingly, PCD-ITTS had a better STOI than the non-incremental TTS, but for intelligibility in ASR CER this relationship was reversed. Our analysis suggests that this is related to the speech intelligibility as signal and sentence. PCD-ITTS speech signals before and after disturbance with noises show a high correlation, implying the speech signal is audible in noises, for example, because the speech is very loud. But its comprehensibility as a sentence is not as high as the non-incremental TTS. This is because the proposed non-incremental TTS was allowed to synthesize the speech by using a complete sentence’s text and sentence-level feedback with the re-speaking. PCD-ITTS with intensity post adaptation achieved a close ASR CER and higher STOI to the non-incremental TTS, even though PCD-ITTS did not perform re-speaking. This illustrates how speech adaptation within a short time improved the speech intelligibility in incremental speech synthesis.

E. Subjective Evaluation

In the next experiment, we evaluated our system through a subjective evaluation on speech intelligibility and naturalness. First, a speech intelligibility test was carried out by asking the human listener to write a transcription of noisy speech. In this test, we used semantically unpredictable sentence (SUS) [51] as the TTS input text. SUS is a syntactically correct but semantically unpredictable sentence. This ensures that the listener does not guess the unintelligible speech based on the sentence context. Then the second test, a speech-naturalness evaluation, was done through a mean opinion score (MOS) test by asking the listener to score the speech naturalness on a scale of 1-5 points. The speech signals were also mixed with noises. The sentences used in the MOS test were the normal sentences obtained from the WSJ evaluation set. The intelligibility and MOS tests were done through crowd-sourcing with 61 participants for the intelligibility test and 138 participants for the MOS test. All participants were located in the United States.

In this work, we mainly focused on improving TTS speech intelligibility. In related work, it has been suggested that speech intelligibility and naturalness do not always imply each other [52], and thus improvement in intelligibility might not necessarily improve naturalness. In overall, our subjective evaluation results revealed that the proposed systems achieved a significant improvement in speech intelligibility while also preserving speech naturalness. The details are below.

1) Speech Intelligibility: The SUS intelligibility test results in CER are shown in Table VII, and they are also visualized in Fig. 13. We conducted a statistical t-test to show the significance of the improvement in the proposed system by comparing this system to the fine-tuned baseline system in the same environment. The significance level was 0.05. In Table VII, the systems with a statistically different result against the baseline are marked with a star “⋆”. TTS speech was generated based on three noisy conditions: (1) clean, (2) static noise from the SNR -10 dB condition, and (3) dynamic smooth noise consisting of noise transitions from clean, SNR 0 dB, and then SNR -10 dB noises. We also present the ASR CER as the objective measure. Here, the PCD-ITTS was applied with intensity post adaptation to overcome the adaptation delay. We did not use the intensity post adaptation in the non-incremental system to see how our basic framework would perform, with the speech improvement solely done within the TTS. Based on the evaluation results, in the clean condition, the proposed non-incremental TTS was more intelligible than the other systems, while the PCD-ITTS and the baseline TTS performed similarly. In the static noise condition, all proposed systems were more intelligible than the baseline. In the dynamic noise condition, the proposed non-incremental TTS showed the best intelligibility performance.
Fig. 13. SUS intelligibility and MOS naturalness scores.

TABLE VIII

MOS EVALUATION RESULTS (*: STATISTICALLY DIFFERENT FROM THE BASELINE IN THE SAME ENVIRONMENT)

| System                        | Noise  | MOS  |
|-------------------------------|--------|------|
| Baseline Non-incremental TTS  | Clean  | 3.80 |
|                               | Static | 3.56 |
|                               | Dynamic| 3.74 |
| Proposed TTS + SNR (reg) + ASR + variance adaptor | Clean  | 3.82 |
|                               | Static | 3.70 |
|                               | Dynamic| 3.74 |
| Incremental TTS               | Clean  | 3.69 |
| (PCD-ITTS + intensity post-adaptation) | Static | 3.61 |
|                               | Dynamic| 3.75 |

2) Speech Naturalness: The MOS scores are shown in Table VIII and in Fig. 13. We performed a Mann-Whitney U statistical test whose results show that the presented systems have statistically similar MOS scores, indicating that they preserved the naturalness. Here the proposed non-incremental TTS achieved the highest average score in general. PCD-ITTS naturalness was lower than that of the proposed non-incremental TTS. When we inspected the audio, the naturalness degradation was mostly caused by speech discontinuities in the ITTS speech, which often occur in incremental speech synthesis. But by incorporating feedback into the system, our ITTS achieved higher average scores under noisy conditions than did the non-incremental baseline system that also speaks once and loudly. This also demonstrates that auditory feedback has a positive impact on online speech synthesis, similar to human real-time speech production.

VII. CONCLUSION

We constructed a dynamically adaptive machine speech chain inference framework to support TTS under noisy conditions. We proposed two TTS systems with auditory feedback: non-incremental TTS and incremental TTS (ITTS). Our proposed systems with auditory feedback and a variance adaptor successfully produced highly intelligible speech that surpassed a standard TTS with a fine-tuning method and achieved results closer to human performance. The non-incremental TTS in the machine speech chain framework achieved the best performance by refining the speech utterance more than once. On the other hand, our ITTS in the machine speech chain framework was able to produce highly intelligible speech by performing dynamic adaptation within an utterance according to the environmental changes with a short delay, thus enabling the TTS to more closely resemble the human speech chain and thus improve the speech quality. Our experimental results reveal that dynamic adaptation with auditory feedback could be an essential tool for optimal speech generation by machines, and not only for human speech production. Our current system focuses on the Lombard effect with prosodic adaptation in a known noisy environment.

The proposed systems still have performance limitations compared to human natural speech. To improve this, in future work, we would like to collect multi-speaker natural Lombard speech data for a better Lombard speech analysis in the synthetic Lombard speech construction, since Lombard effect is speaker- and gender-dependent [53]. We also intend to carry out TTS training using the natural Lombard speech data. Furthermore, we intend to consider a better speech modification approach than the current prosody modification with SoX. We currently generate the Mel-spectrogram using the proposed TTS with the Griffin-Lim vocoder, therefore, we could also expect more improvement using an advanced neural vocoder, such as WaveRNN [54] or HiFi-GAN [55], which we plan to investigate in future work. In the next task, we are also interested in TTS with dynamic spectral adaptation and amplitude modulations in Lombard speech as well as TTS adaptation in an unseen noise condition.
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