A Test of Using Markov-Switching GARCH Models in Oil and Natural Gas Trading
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Abstract: In this paper, we test the use of Markov-switching (MS) GARCH (MSGARCH) models for trading either oil or natural gas futures. Using weekly data from 7 January 1994 to 31 May 2019, we tested the next trading rule: to invest in the simulated commodity if the investor expects to be in the low-volatility regime at \( t + 1 \) or to otherwise hold the risk-free asset. Assumptions for our simulations included the following: (1) we assumed that the investors trade in a homogeneous (Gaussian or t-Student) two regime context and (2) the investor used a time-fixed, ARCH, or GARCH variance in each regime. Our results suggest that the use of the MS Gaussian model, with time-fixed variance, leads to the best performance in the oil market. For the case of natural gas, we found no benefit of using our trading rule against a buy-and-hold strategy in the three-month U.S. Treasury bills.
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1. Introduction

Energy futures, such as oil and natural gas, are a widely used means for hedging the commodity price risk and also for investing and speculation. Given their close relationship with economic activity and general prices, energy commodities (especially oil) have also been a source of portfolio diversification. Nowadays, given electronic trading, as well as global flow of capital, it is possible for institutional investors to diversify their investments, given the expected correlations of commodities with securities such as stocks and bonds. Some related tests about the benefits of diversification with alternative assets (such as commodities) are found in [1–3]. Nevertheless, there are some issues with the correlations between commodities and conventional assets that need to be addressed. The first issue is the level of the contagion effect (i.e., higher positive correlations), given the corresponding increase of the demand in alternative assets such as commodities [4,5]. An alternative asset, in terms of the investment industry, is different from the three types of conventional securities which include: money market instrument, fixed income, and equity. The second issue to be addressed is that investing in a commodity index adds little mean-variance efficiency to a portfolio [6]. In other words, the diversification benefit for a portfolio is observed only with agricultural commodities [4] and other types of alternative assets, such as real estate [5], hedge funds [6], volatility futures [3], or clean-energy (technology) stocks [7]. Despite this, the issue of a diversified portfolio has been tested in several academic reviews, such as in [2,8,9] which are some of the most recent ones.

Among the potential causes of limited diversification benefits in commodities, is the fact that the correlation between the commodities and conventional securities increases significantly in distress time periods. This is a phenomenon known as “correlation clustering” and implies that the correlation
levels are not always negative or close to zero and tend to increase during bad-performing time periods in financial markets.

Confirmation of the presence of correlation clustering has been probed by several studies such as \[10–14\] which are some of the most recent and closely related studies to this paper. Additionally, \[15–17\] found evidence of correlation clustering, by measuring this effect in two regimes. In these cases, similar to this paper, the authors split the states of nature (or regimes) into two regimes, as follows:

1. A \( k = 1 \), “normal”, good-performing, or low volatility regime, in which the price fluctuations are narrow, and the expected returns tend to be positive;
2. A \( k = 2 \), “distress”, bad-performing, or high volatility regime, in which the price fluctuations tend to be wider than the ones in \( k = 1 \). In addition, it is expected to have negative returns in this regime.

Therefore, and as detailed in the methodology section, it is expected that the standard deviation in the second regime is higher than the observed in the first regime: \( \sigma_k = 2 > \sigma_s = 1 \).

Given the marginal diversification benefits of commodities in a portfolio, trading activities in energy commodities could be more appropriate for active trading purposes. Therefore, we aim to test a trading strategy in the following most traded energy commodities futures in the U.S. \[18\]: The one-month West Texas Intermediate (henceforth OIL) and Henry Hub delivered natural gas (NATGAS).

Departing from the motivation that an energy commodity index in a portfolio could lead to marginal risk-return benefits \[4,5\], an interesting question to answer is, “What would the performance of a given investor have been if she followed the next active trading strategy at \( t \)?”

1. To invest in a risk-free asset (such as three-month U.S. Treasury bill or USTBILL) if the investor expects to be in the “distress” \( (k = 2) \) regime at \( T + 1 \);
2. To otherwise invest in an energy commodity (OIL or NATGAS).

Our position is that an investor could achieve an outstanding performance if this strategy was followed as compared with a “buy-and-hold” or “passive” strategy, that is, a strategy in which the investor holds her proceedings unchanged in the OIL, the NATGAS, or the USTBILL through time. In addition, we assume that an active trading strategy, such as the previous one, could help to reduce risk exposure and increase mean-variance (i.e., risk-return) efficiency.

A key step, in the previous trading strategy, is to estimate the probability, \( \xi_k = 2, T + 1 \), of being in the distress \( (k = 2) \) regime at \( T + 1 \). For this purpose, we suggest the use of a time series method known as Markov-switching (MS) model \[19,20\]. Sometimes this model is also known as Hamilton’s filter. With this type of model, the returns’ \( (r_t) \) generating stochastic process can be estimated with a \( K \), location (mean) and scale (standard deviation) parameters. Another interesting feature of the MS model is the fact that the investor or trader can estimate the smoothed probability, \( \xi_i, t \), of being in each \( k \) regime at \( t \). In addition, the transition probabilities, \( \pi_{jk} = j, k = i \), of changing (or staying) from regime \( k = i \) at \( t \), to regime \( k = j \) at \( t + 1 \) are part of this model’s outputs. With these transition probabilities, the investor is able to forecast the smoothed probabilities for \( t + s (s \geq 1) \) and to perform the previous investment strategy.

As described below, MS models, as originally proposed by Hamilton, assume a time-fixed scale (standard deviation, \( \sigma_k = i \)) parameter in each regime. Given this, some extensions \[21–24\] have been made in order to incorporate a generalized, autoregressive conditional heteroskedastic (GARCH) process \[25,26\] in a MS model. This led to the development of the Markov-switching GARCH (MSGARCH) model, a model that allows a more precise estimation of the time-varying standard deviations, \( \sigma_k = i, t \), in each regime at \( t \).

The trading strategy that we propose herein is based on the one proposed by Brooks and Persand \[27\] for U.K. equities and fixed income securities (as risk-free assets). This trading strategy
and the use of MS models for trading have been extended and tested in other equity markets [28–31] or in the optimal pension fund selection in Mexico [32].

To our knowledge and based on a detailed literature review of the most important and well-known academic journal databases, nothing has been written about the practical use of MS models for trading in energy commodity markets. The only related reference to this work is a very interesting paper by Alizadeh et al. [33], who proposed the calculation of MS hedge ratios. They proposed to use MS models in order to determine how much of the portfolio must be placed in OIL, gasoline, or heating oil futures and how much of it in the corresponding spot delivered underlying commodity. Although this interesting work is somewhat related to the present one, our purposes are different. We state this due to the fact that our trading strategy is to buy the energy commodity if the investor expects a “normal” or low volatility regime at $T + 1$, or otherwise buy a risk-free asset. As a research method, we started from the databases of Scopus and the Web of Science and continued with other repositories such as EBSCO, Jstor, Econpapers, Ideas-Repec, and finally, Google scholar.

Our results contribute significantly to the existing literature because almost all previous studies (including [27]) use a time-fixed or “constant” variance scale parameter and do not use MSGARCH models. Our first purpose is to determine if it is more appropriate to use MSGARCH models instead of the time-fixed MS models. In addition, we extend the literature by testing the potential use of this trading strategy in other types of markets such as OIL and NATGAS.

Among the potential benefits of our results among practitioners, we find that an energy commodity trader could decide to hold a long position from $t$ to $T + 1$, or liquidate the commodity if the probability, $\xi_s = 2j + 1$, of being in a distress regime at $T + 1$ is known. In addition, an institutional investor could use our results in order to enhance portfolio energy commodity positions, more specifically, to enhance total portfolio performance. In a similar manner, a futures trader or underwriter could use this strategy to determine if it is necessary to hold OIL, or NATGAS positions, during low volatility periods, as a coverage of the issued OIL or NATGAS derivatives.

Given the theoretical and practical goals of this paper, we tested, from a U.S. dollar-based agent’s point of view, the following hypothesis: “The use of the suggested trading strategy with MSGARCH models leads to a better performance in the OIL and NATGAS market as compared with a buy-and-hold strategy”.

For a more detailed and introductory review about the difference between a trader, speculator, or investor, please refer to [34].

Having presented our main goals and purposes, we organized the remainder of this paper as follows: In the next section, we present our literature review and an introductory review of MSGARCH models, for the unrelated reader and to link the use of MSGARCH models in the simulated trading rule. In Section 5, we describe the MS model fitting of the input data and we present the pseudocode used in our simulations, followed by a review of the simulation results in OIL and NATGAS. Finally, in the last section, we present our concluding remarks and guidelines for further research.

2. Literature Review and the Use of MSGARCH Models in Our Simulations

2.1. Review of the Previous Literature That Motivates Our Tests

The use of MS models has been tested and suggested in several fields of research in economics, finance, and even meteorology or energy (turbine) engineering [10,11,35,36]. The first test was the estimation of the probabilities that a given country is in a recession regime ($k = 2$) or expansion regime ($k = 1$) at $t + n$ [12,13] and, closely related, these models were used to test the potential presence of common changes in economic cycles [13,15–17]. Other noneconomic applications are the modeling of temperature or wind speed modeling and forecasting [37–40]. From the studies more related to the present one and, as an application of MS models in financial time series, we mention the tests made in developed countries’ stock markets. A good example is by Klein [41], who tested the presence of time-varying herd behavior in the U.S. and Euro area stock markets. With the use of
MS models, the author found that there is a notable deviation from rational asset pricing in distress or periods of high volatility, because the behavior of market agents was more rational in normal or low volatility periods than during distress periods. Another related paper is by Areal et al. [42] who tested the performance of a “vice” or non-socially responsible portfolio against a socially responsible portfolio, in the U.S. stock markets. Contrary to the claims in the literature, they found that the vice fund is an underperformer during distress or high volatility time periods. Finally, for the developing stock markets case, we mention the work of Zheng and Zuo [43] who used MS models to measure the “spillover” or contagion effect between stock markets of the U.S., the U.K., Germany, Japan, and Hong Kong and found that there is a spillover effect between markets, and that this effect is higher during distress time periods.

In our literature review, we also found increasing literature related to testing the use of MS, GARCH, and MSGARCH models in European and emerging stock markets [41,44,45] (Reference [28] makes a first review of the benefits of time-varying GARCH variances in the European Emerging stock markets and found the benefits of their use in Value at Risk calculation.). For a more detailed definition of the typology of markets (i.e., frontier, emerging, or developed), please refer to the classification and methodology document of MSCI [46]. This document is made in association with Standard & Poor Dow Jones LLC.

Among the closely-related works that test the use of MS models in emerging markets, we mention Rotta and Valls Pereira [14] who extended the regime-switching dynamic conditional correlation model with asymmetric GARCH variances. By using the model in the U.S., the U.K., Brazil, and South Korea, they found that their model was appropriate to model the volatility clustering effect, due to the time-varying properties of the correlation among markets, but also given their tested regime-switching framework. With respect to emerging stock markets, we mention the works of Cabrera et al. [47] and Sosa, Ortiz and Cabello [48] who tested the use of either MS or MSGARCH models in Latin American stock markets. Their results were in agreement in that it was appropriate to use either two regime MS models [48] or three regime MSGARCH models [47] in order to characterize the performance of these markets. In addition, they suggested that these models could be useful to measure the spillover effect and the potential presence of a “Latin American stock market common cycle”.

For the specific case of the use of MS models in Asian stock markets, we mention the work of Lin [49] who tested the co-movements of some of the main Asian stock markets (India, Indonesia, Korea, the Philippines, Thailand, and Taiwan) as well as their currencies. The author found that the co-movement is higher during distress time periods. Related also to this paper and as a test to the random walk stochastic process, the study by Shen and Holmes [50] showed that the use of non-switching unit root tests is not appropriate in the Asian stock markets. They favored the use of a two-regime switching test and suggested the presence of a higher mean-reverting effect in normal or low-volatility time periods.

For the midwest stock markets, Balcilar et al. [51] showed the presence of three regimes (low, high, and crash volatilities) in the integration of the stock markets of Abu Dhabi, Dubai, Kuwait, Qatar, and Saudi Arabia. In a similar fashion, the works of Boamah [52] and Bundoo [53] tested the presence of herding and stock market integration during non-normal or high volatility time periods, in a two or three regime context.

Up to this point we have presented literature that mostly relates to the use of MS models for time series characterization. The characterization of the stock index time series in two or more regimes is crucial for the appropriateness of MS models in investment decisions. Up to now, the previous references have shown the benefits of using MS models in these stock markets. Given this, we found strong evidence in favor of these models. Next, we continue with the literature review related to the proper use of MS models in other types of time series.

From the perspective of the use of MS and MSGARCH models in other types of time series, we found the works of Alexander and Kaeck [54] and Ma and Deng [55]. These authors searched for the determinants of credit default swaps (CDS), in developed or emerging economies, and their
behavior in the context of two regimes. Both papers characterized properly the two-regime behavior of CDS and found a close relationship of CDS with interest rate levels and stock index performance.

For the specific case of the use of MS or MSGARCH models in commodity markets, we can mention the paper of Valera and Lee [56] who also tested the random-walk and informational efficiency hypothesis in the rice market of the following six Asian countries: China, Hong Kong, Indonesia, Malaysia, Philippines, and Singapore. Their test also showed that the use of a single regime unit root test is not appropriate, and therefore the Asian rice prices do not follow a conventional (single regime) random walk. Instead, the authors found that it is appropriate to model the stochastic process with a MS random walk, that is, to use the assumption that the random walk process is generated and inferred with a two regime MS model.

Among all the references mentioned herein, the previous study relates closely to this paper because it reviews the benefits of MS models for commodity time series characterization in commodities. However, the paper does not review the use of MS models in an investment decision process. Next, we mention some of the works that review this use of MS models (investment decisions).

As noted in this detailed but not exhaustive literature review, due to issues of space, most of the literature related to the benefits of MS or MSGARCH models focused on determining if these appropriately characterize the number of regimes, to measure contagion (spillover) effects between markets or to estimate the risk exposure. For the specific case of using MS models in investment decisions, little has been written. Brooks and Persand [27] were the first to propose using MS models for investment decisions. In a Gaussian, two regime context and by using the \( T + 1 \) forecasted smoothed probabilities \( \xi_{k,T+1} \) of the gilt-equity ratio, the authors determined how much to invest, \( \omega_{\text{Gilt}} \), at \( t \), in the U.K. gilts (as the risk-free asset) or in the FTSE-100 (\( \omega_{\text{FTSE100}} \), as the risky one). In order to determine this investment level \( \omega(i) \), they used the aforementioned probabilities as follows:

\[
\omega = \begin{bmatrix}
\omega_{\text{Gilt}} \\
\omega_{\text{FTSE100}}
\end{bmatrix} = \begin{bmatrix}
\xi_{k=2,T+1} \\
\xi_{k=1,T+1}
\end{bmatrix}
\]  

(1)

Their simulations show that their active trading strategy in these two assets lead to a better performance than a passive or buy-and-hold strategy in the gilts or the FTSE-100.

It is worth noting that this paper was the main motivation for this review. The key difference between the tests made in [27] and this paper, is the fact that the simulated trader decides to invest in the risky asset only if a normal or low volatility time period is expected at \( T + 1 \). In addition, we test the use of MS and MSGARCH models with Gaussian and t-Student probability density functions (pdfs), whereas [27] uses only a time-fixed variance, i.e., MS model with Gaussian pdf.

After the original proposal by [27], little has been written about the use of MS or MSGARCH models for investment purposes [57–59]. Only the works of Hauptmann et al. [28] and Engel, Wahl and Zagst [31] extended the use of MS models with time-varying (logit regression) smoothed probabilities. More specifically, these works estimated sequentially three regime MS models. Given the influence of economic and financial factors, they forecasted the probability of being in each regime and made investment decisions with these forecasts. Their results in the U.S., Euro, and Asian markets showed an overperformance of their simulated portfolio against a buy-and-hold strategy. A result that is related to the results of our paper.

Following a rationale similar to that of [27], De la Torre, Galeana-Figueroa, and Álvarez-Garcia [29] extended the use of the Gaussian and t-Student MS models to the U.K., U.S., Italian, and Mexican stock markets. In addition, [30] extended the use of the test of MS to MSGARCH models in the Andean region countries (Chile, Colombia, and Peru) and [32] to the informed and mean-variance efficient pension fund selection in Mexico.

Despite these extensions, nothing has been written about the use of MS or MSGARCH models in commodities and, more specifically, energy commodities. With this in mind, it is necessary to review the benefits of using the Gaussian or t-Student MS or MSGARCH in the active trading of these commodities.
As previously mentioned in the introduction, Alizadeh et al. [33] tested the use of MS models for the calculation of hedge ratios in the OIL futures market, as a hedging strategy that was tested only for fitting purposes and not for active trading activities.

On the basis of this literature review, we want to explain the rationale behind MS and MSGARCH models and how we used these in our simulations.

As mentioned previously, the active trading strategy that we test in this paper uses the forecast of the smoothed probability, $\xi_{k,t+1}$, of the high volatility regime. Because this is the key parameter to use in the decision process, it is of interest for us to present a brief and introductory review of MS and MSGARCH models for the unrelated reader.

2.2. The Rationale of MS and MSGARCH Models and Their Use in Our Simulations

MS models were primarily proposed by Hamilton [19,20,60] using a straightforward rationale, i.e., “the stochastic process of a (return) time series $r_t$ can be modeled with a set of $K$ number of location (mean) and scale (variance) parameters. This, given the $k$ probability density functions (pdf) of $k$ hidden and unobserved regimes”. Because these $k$ number of regimes are unobserved, they can be modeled with a Markovian chain with $k$ number of states (or regimes), a chain that has a $k \times k$ transition probability matrix $\Pi$. Each entrance of this matrix corresponds to the transition probability ($\pi_{i,j}$) of transitioning from one state $k=i$, at $t−1$, to another one $k=j$ at $t$. This means that, as is the case of a non-absorbing Markovian chain, there is a probability of migrating from one regime to another ($\pi_{i,j}$ or $\pi_{j,i}$) or staying in it ($\pi_{i,i}$ or $\pi_{j,j}$). For the case of interest (a two-regime scenario) we represent the $2 \times 2$ transition probability matrix $\Pi$ as follows:

$$\Pi = \begin{bmatrix} \pi_{i,i} & \pi_{i,j} \\ \pi_{j,i} & \pi_{j,j} \end{bmatrix}, \quad \pi_{i,j} = P(k_{t+1} = j | k_t = i, r_t, \theta)$$  

(2)

where $\theta$ is the likelihood function parameter set and $\theta$ is estimated using a Bayesian method known as the E-M algorithm [61], in which the analyst starts with an assumed value of $\theta$ and the pdf parameters (including $\Pi$). Then, the algorithm maximizes the log-likelihood function (the sum of natural logarithm of the assumed pdf in each regime at $t$) and, then, filters the maximized parameters with the data. This last step is done in order to have more suitable (better fitted) parameters for the data. For further reference and for a straightforward review of the estimation algorithm of the MS models, please refer to [60].

In order to estimate the transition probability matrix in the second step (the filtering process), Hamilton proposes to filter (from the time series $r_t$) the probability that a given realization of $r_t$ is generated from regime $k$. This can be done with a Gaussian or a t-Student pdf for the purposes of this paper:

$$p_{k,t} = \frac{1}{\sqrt{2\pi\sigma_k}} e^{-\frac{1}{2}\left(\frac{r_t - \mu_k}{\sigma_k}\right)^2}$$  

(3)

$$p_{k,t} = \frac{\Gamma\left(\frac{\nu_k+1}{2}\right)}{\sqrt{(\nu_k-2)\pi\Gamma\left(\frac{\nu_k}{2}\right)}} \left(1 + \left(\frac{\nu_k}{\nu_k-2}\right)\frac{r_t - \mu_k}{\sigma_k}\right)^{-\frac{\nu_k+1}{2}}$$  

(4)

Once the filtered probabilities have been estimated for each regime in each realization, one can estimate the location ($\mu_k$) and scale ($\sigma_k$) parameters for each regime and also the transition probability matrix $\Pi$ in Equation (2). As a complementary estimation, the $k$-th regime filtered probabilities can be smoothed (by using Kim’s [62] algorithm) to avoid abrupt changes in the regime probability at $t$. This last process leads to a smoothed regime probability, $\xi_{k,t}$, for each regime and each realization of $r_t$. These are presented in a $T \times K$ smoothed probability matrix $\xi = [\xi_{1,t}^T, \xi_{2,t}^T]$. 


With this matrix, the application of a MS model to the time series \( r_t \) leads to the next parameter set:

\[
\theta = \left[ \mu_k = i, \sigma_k = i, \Pi, p \right] = \left[ \xi_k = i, \xi_k = i, i, i \right]
\]  

(5)

From this set, the transition probability matrix \( \Pi \) and the last realization of the smoothed regime probabilities matrix \( \left( p \right) \) at \( t = T \), \( \text{sp}_T = \left[ \xi_k = i, \xi_k = i \right] \) are of primary interest. These two parameters allowed us to forecast the probability of being in each regime at \( T + 1 \) as shown next:

\[
\left[ \begin{array}{c} 
\xi_{k=1,T+1} \\
\xi_{k=2,T+1} 
\end{array} \right] = \Pi \cdot \text{sp}_T = \Pi \cdot \left[ \begin{array}{c} 
\xi_{k=1,T} \\
\xi_{k=2,T} 
\end{array} \right]
\]  

(6)

Finally, from this vector, we are interested in the forecasted smoothed probability of the distress \( k = 2 \) regime \( \xi_{k=2,T+1} \), in order to determine the probability of being in this regime at \( T + 1 \).

Among the assumptions of the MS model, as originally proposed by Hamilton [19,20], we mention that the transition probability matrix \( \Pi \) and the location \( (\mu_k = i) \) and scale \( (\sigma_k = i) \) parameters are time fixed.

Despite this, some extensions were made to the original MS model in order to allow the scale \( (\sigma_k = i) \) parameter to be a time-varying parameter. The need for time-varying variances has two practical motivations as follows:

1. Because one of the applications of MS models is market risk measurement, the assumption of a time-fixed standard deviation through time is very limiting for risk management. As an example, an OIL futures trader could incorporate the effect of the change of regime, but the estimation of potential losses could be over or underestimated if the variance is time fixed, which causes the trader’s financial institution to save higher or lower risk capital reserves than needed.

2. An energy derivatives trader or a clearance chamber in an energy derivatives market needs a more reliable risk measure (i.e., a proper variance), given the actual state of nature (or regime) in the market. This suggest, as appropriate for derivatives pricing and clearance, the use of a regime dependent time-varying scale parameter \( (\sigma_k = i) \).

As one answer to these previous practical needs, the generalized autoregressive conditional heteroskedastic (GARCH) models were proposed by Engle [63] and Bollerslev [64]. These models estimate the variance as a time-varying one and also forecast it in future time periods \( (T + n) \).

The general functional form of a GARCH model is the following:

\[
\sigma_t^2 = \omega + \sum_{p=1}^{P} \beta_p \cdot \epsilon_{t-p}^2 + \sum_{q=1}^{Q} \gamma_q \cdot \sigma_{t-q}^2 + \nu_t
\]  

(7)

In the previous expression, the actual (or even forecasted) value of the volatility \( \sigma_t^2 \) depends of the squared lagged values of the residuals \( (\epsilon_t = r_t - \bar{r}) \) and also from past values of the estimated volatility. The lagged squared values in the second term of (7) correspond to the ARCH (autoregressive conditional heteroskedastic) effect and the lagged values of the estimated variance to the generalization of the ARCH equation (GARCH term). This is a necessary generalization for faster and more efficient estimation purposes. The limitation of the GARCH model and his extensions such as the ones proposed by [65–67], is the presence of the persistence effect. This means that \( \sum_{p=1}^{P} \beta_p + \sum_{q=1}^{Q} \gamma_q \approx 1 \) in some market circumstances, leads also to an over estimation of the variance and the risk exposure.

On the basis of the previous motivations and the persistence effect in GARCH models, a potential solution to this effect is to estimate the GARCH model (7) in a Markov-switching context. This is supported by the fact that the potential presence of the persistence effect is due to the presence of breaks or regimes in the behavior of the time series [21–24]. With this in mind, Markov-switching models with GARCH variance (henceforth MSGARCH) are a natural extension of the GARCH model in (6):

\[
\sigma_{i,t,k}^2 = \omega_k + \sum_{p=1}^{P} \beta_{p,k} \cdot \epsilon_{i,t-p}^2 + \sum_{q=1}^{Q} \gamma_{q,k} \cdot \sigma_{i,t-q,k}^2 + \nu_t
\]  

(8)
Given this, the theoretical and practical motivation of this paper is to determine if it is appropriate to use either MS or MSGARCH models to estimate the expected variance (or standard deviation). This, in order to estimate a more accurate forecast of the smoothed probability at $T + 1$. It is necessary to test this because the use of a time-fixed ($\sigma_k$) or a time-varying GARCH ($\sigma_{k,t}$) standard deviation leads to different estimations of the smoothed probabilities with (3) or (4).

Given the previous review of MS and MSGARCH models, if a trader estimates the forecasted second regime smoothed probability ($\xi_{k} = z_{T+1}$) with a time-fixed or a GARCH variance, it is expected to have different probability values. Given these different probability values, the trader could perform a different trading decision in each case. With this rationale, there are practical and theoretical reasons to test our two aforementioned hypotheses, that is, to demonstrate that it is better to use a MSGARCH model, than a MS model for trading decisions in the OIL and NATGAS markets.

As a methodological note, the MSARCH or MSGARCH model can be estimated with the following two possible Bayesian inference methods [25,26,68]: The E-M [61] algorithm previously described or Makov chain Monte Carlo simulation methods such as the Metropoli–Hastings [69] sampler. In our simulations, we estimated the three types of models (MS, MSARCH, and MSGARCH) with the E-M algorithm, through the simplification suggested by Viterbi [70] (please refer to Ardia [25] for further details of the algorithm). We estimated the models with the MSGARCH R library [71].

Next, we review the input data, how we conducted our simulations, and the main findings in our results.

3. Methodology

3.1. Input Data Processing and Simulation Dates

Since we have reviewed how the MSGARCH models are used in the simulated decision-making process, next, we briefly describe the input data. First, we will start with a description of our sources, along with the input data processing, followed by a fitting test of the MS and MSGARCH models in the time series of interest.

For the intended purposes, we used the weekly historical data of the OIL and NATGAS continuous one-month future price, as summarized in Table 1. We used these historical weekly close prices from 6 April 1990 to 31 May 2019.

| Refinitiv™ RIC® | Source | Index Name | Ticker in the Paper | Trading Units |
|-----------------|--------|------------|---------------------|---------------|
| CLc1            | Refinitiv™ Eikon™ | CME-NYMEX WTI continuous 1-month commodity future | Oil | USD per barrel |
| NGc1            | Refinitiv™ Eikon™ | CME-NYMEX Henry Hub Natural Gas continuous 1-month commodity future | Natural gas | USD per BTU (1 BTU = 27.05 cubic meters) |
| UST3MT = RR     | Refinitiv™ Eikon™ | US 3-month treasury bill | USTBILL | USD |

Source: Own elaboration with data of Refinitiv Eikon [72].

With the historical price ($p_t$) of each simulated commodity, we calculated the continuous time return or continuous time percentage variation of each energy future each week (leading to a total of 1521 observations):

$$r_{i,t} = \ln(p_{i,t}) - \ln(p_{i,t-1})$$

(9)
Our portfolio trading simulations started from 7 January 1994 and ended 31 May 2019 \((T = 1326)\) weeks but we used the historical return data from 7 April 1990 to the simulated date \((t)\) for estimation purposes.

Once we simulated all six aforementioned scenarios in the 1326 weeks of interest, we compared the performance of the simulated portfolio with the “buy-and-hold” strategy, in OIL, NATGAS, and USTBILL.

We calculated the accumulated return of the simulated portfolios and the buy-and-hold strategies as follows:

\[
\Delta \%_{\text{accumulated}} = \left( \frac{\text{Portfolio, commodity or USTBILL fund value at } T}{\text{Portfolio, commodity or USTBILL fund value at } t = 1} - 1 \right) \times 100 \quad (10)
\]

We also summarized the performance of the portfolios by calculating the continuous time percentage variation return \((\Delta \%_{\text{portfolio,commodity or USTBILL at } t})\). With these returns, we calculated the observed mean return, its standard deviation, the maximum potential loss (defined as the minimum or lowest return value), the Sharpe \([73]\) ratio \((SR)\) as in (11) and the 95% and 98% confidence conditional value at risk \((CVaR)\) as in (12). The Sharpe ratio \((SR)\) is a performance measure that estimates how much risk premia (extra return from a risk-free asset) the investor receives, given each 1.00% of risk exposure taken in a given investment. The higher the \(SR\), the better.

\[
SR = \frac{\text{mean}(\Delta \%_{\text{Portfolio},i,t} - r_f)}{\sigma(\Delta \%_{\text{Portfolio},i,t} - r_f)} \quad (11)
\]

In the previous expression, \(\Delta \%_{\text{Portfolio},i,t}\) is the percentage variation of the portfolio value at \(t\) and \(r_f\) represents the corresponding observed weekly equivalent rate of the USTBILL.

\[
CVaR = \int_{-\infty}^{q = \alpha} \Delta \%_{\text{Portfolio},i,t} \cdot P(\Delta \%_{\text{Portfolio},i,t} | \Delta \%_{\text{Portfolio},i,t} \leq \alpha) \quad (12)
\]

As an additional methodology note, we ran our simulations in the following six scenarios:

1. The simulation of the two commodities of interest using the MS model with homogeneous Gaussian pdf and time-fixed variance. We denote this scenario as [commodity name]-MS-Gaussian (e.g., "Oil-MS-Gaussian");
2. The use of the MS model with homogeneous t-Student pdf and time-fixed variance ([commodity]-MS-tStud);
3. The simulation with a MS model with homogeneous Gaussian pdf and ARCH variance ([commodity]-MSARCH-Gaussian);
4. The use of a t-Student MSARCH model ([commodity]-MSARCH-tStud);
5. The scenario of the MS model with homogeneous Gaussian pdf and GARCH variance as (4). Denoted as [commodity]-MSGARCH-Gaussian;
6. The simulation of the homogeneous t-student MSGARCH ([commodity]-MSGARCH-tStud).

First, we explain the simulation process and data processing and, then, review the appropriateness of using MS or MSGARCH models in the two commodities. For this purpose, we estimated the models in the entire time series of both commodities (the 1521 dates) and then we estimated the \(LLF\) in each of the six scenarios as follows:

\[
LLF = \sum_{t=1}^{T} \ln \left( \sum_{k=1}^{K} \pi_k \cdot p_{k,t} \right) \quad (13)
\]

In the previous expression, \(p_{k,t}\) is the filtered Gaussian (3) or t-Student (4) pdf and \(\pi_k\) is a regime mixture law that measures the proportion of the \(k\)-th regime in the entire \(LLF\) \((\pi_k = \left( \sum_{t=1}^{T} p_{k,t} \right) \cdot T^{-1})\).
With these LLF values, we estimated the Akaike information criterion (AIC) [14] and determined, as “the best” model or scenario, the one with lowest AIC. Our results are summarized in Table 2.

Table 2. Single and multiple regime AIC fitting test for the three commodities’ time series of interest.

| Model or Scenario     | Oil         | Natural Gas            |
|-----------------------|-------------|------------------------|
| Single-Gaussian       | −4840.63    | −3750.07               |
| Single-tStud          | −4992.30    | −3824.21               |
| MS-Gaussian           | −5054.02    | −3882.19               |
| MS-tStud              | −5048.80    | −3873.38               |
| MSARCH-Gaussian       | −5044.06    | −3870.25               |
| MSARCH-tStud          | −5043.92    | −3861.60               |
| MSGARCH-Gaussian      | −5067.62 [Best fit] | −3885.0747 [Best fit] |
| MSGARCH-tStud         | −5053.89    | −3875.72               |

Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

The results, shown in Table 2, suggest that the two regime, Gaussian MSGARCH, is the best model to fit the time series of the two simulated commodities. A result that preliminarily confirms our first hypothesis. In order to test the validity of this result through time, we ran the recursive estimation of the six MS tested models (with constant, ARCH or GARCH variance). This, in each of the 1326 weeks of the simulation since 7 January 2000 to 31 May 2019. After this, we calculated the mean AIC value. The results are summarized in Table 3.

Table 3. Single and multiple regime recursive AIC fitting test for the three commodities’ time series of interest.

| Model or Scenario     | Oil         | Natural Gas            |
|-----------------------|-------------|------------------------|
| Single-Gaussian       | −2711.1544  | −2077.9385             |
| Single-tStud          | −2807.7203  | −2127.7972             |
| MS-Gaussian           | −2841.9781 [Best fit] | −2147.2707 [Best fit] |
| MS-tStud              | Not feasible | Not feasible           |
| MSARCH-Gaussian       | −2829.7621  | −2135.5721             |
| MSARCH-tStud          | −2823.6334  | −2127.4305             |
| MSGARCH-Gaussian      | −2825.6056  | −2133.9354             |
| MSGARCH-tStud         | −2818.5195  | −2125.1552             |

Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

As noted, given the inference algorithm used for estimation purposes and the nature of the data, the MS-tStud scenario in both commodities is marked as “not feasible”. This is because, in some of the dates (The unfeasible dates are 24 April 2009 and 19 June 2009 in the OIL market and 31st December 2010 and 12 June 2015 for the NATGAS.), the use of Hamilton’s [19,20] filter with the Viterbi [70] algorithm did not converge and it did not found a feasible solution. For this reason, we excluded, from our trading simulations, the MS-tStud scenario.

In addition, from Table 3, we found a result that looks contradictory to the results in Table 2, in terms of fitting. If we compared the results of Table 3 with those of Table 2, the MS model with Gaussian pdf and constant variance showed the best fit in oil and natural gas.

Despite these contradictory results, we ran our investment simulations in the feasible scenarios of Table 3. Up to this review of results, the full time series and the recursive MS and MSGARCH analysis prove that the time series of the three commodities can be modeled with two regime MS, or MSGARCH models.

Next, we provide a brief description of the pseudocode used in our simulations.
3.2. The Pseudocode and Assumptions Used in Our Simulations

As previously mentioned, from all the parameters in the parameter set of MS or MSGARCH models, we are interested in the smoothed probabilities of being in each regime, $\xi_k = 1, t$, and also in the transition probability matrix $\Pi$. With these two parameters and by using (8), we can forecast the smoothed probability of being in both regimes at $T + 1$. Contrary to [27], we do not use both regimes’ smoothed probabilities. We pay special attention to the forecasted smoothed probability of the second regime, ($S\xi_k = 2, T+1$). As a methodological note, the MSGARCH library sorts the $k$ regimes from the regime with the lowest ($k = 1$) to the highest ($k = 2$) standard deviation, in order to perform the next indicator function of the forecasted regime at $T + 1$ as follows:

$$k_{T+1} = \begin{cases} 1, & \text{if } \xi_k = 2, T+1 \leq 0.5 \\ 2, & \text{if } \xi_k = 2, T+1 > 0.5 \end{cases}$$ (14)

It is of methodological importance to mention that we estimated the MSGARCH, MSARCH, and MS models only with the residuals as recommended by Haas et al. [24]. In order to estimate these residuals, we detrended the historical return time series with the arithmetic single regime mean as follows:

$$\varepsilon_{i,t} = r_{i,t} - \bar{r}_i$$ (15)

With the forecasted regime at $T + 1 (k_{T+1})$, we ran the simulations of the investment process by following the next pseudocode in each simulation date ($t = 7$ January 1994 and $T = 31$ May 2019) as follows:

**For date 1 to T in the simulation:**

1. To determine the actual balance in the portfolio (cash balance and market value of holdings);
2. To execute the Markov-switching model analysis in (4) with either GARCH, ARCH, or constant variance and also a Gaussian (6) or t-Student (7) pdf;
3. To determine the expected regime ($k_{T+1}$) at $t + 1$ with (9);
4. With $k_{T+1}$, to perform the next trading decision rule:
   a. To invest in the energy commodity if $k_{T+1} = 1$;
   b. To invest in the risk-free asset if $k_{T+1} = 2$;
5. To value the portfolio with a mark-to-market procedure.

End

In order to run our simulations, we used the following assumptions in the portfolio and its trading activities:

1. We simulated the performance of a USD 100,000.00 theoretical fund that only invests in the following two possible assets:
   a. A theoretical ETF that tracks the performance of the simulated energy commodity. An ETF that has a starting value of USD 100.00 and zero tracking error as assumption.
   b. A theoretical fund that pays the three-month U.S. Treasury bill rate each week. This fund also has a USD 100.00 theoretical starting value.
2. This portfolio is not allowed to make short sales and only has the following two accounts:
   a. A cash balance account,
   b. A security custody account in which the energy commodity futures are saved.
3. In order to simplify the simulations and given the potential heterogeneity in the trading fees among institutional investors, we are assuming that the simulated portfolio has no trading costs or taxes to pay.
Next, we review of our simulations, starting with the buy-and-hold strategy.

3.3. Passive or “Buy-and-Hold” Investment Strategy Results

In Table 4, we present the results that a given investor or commodity trader would have had, had she performed a “buy-and-hold” strategy during the simulated period. As noted, the passive investment strategy in OIL paid an accumulated return of 249.21%. A return that is equivalent to a yearly return (in brackets) of 9.77%. As noted, this value is higher than the 90.50% accumulated return paid by the USTBILL (3.54% yearly). With this in mind, investing in OIL has a proper risk return or mean-variance relation as shown in the Sharpe ratio. The result of this measure suggests that investing in OIL paid a weekly 0.0097% (0.13% yearly) of risk premium for each 1.00% risk exposure in this energy commodity.

| Model or Scenario | Accumulated Return | Mean Return | Return Std. Dev. | Max Drawdown |
|-------------------|--------------------|-------------|------------------|-------------|
| Oil               | 249.2167 [9.7732]  | 0.0944 [4.9088] | 4.9222 [35.4945] | -31.218     |
| Natural Gas       | 13.8219 [0.542]   | 0.0098 [0.5096] | 7.125 [51.3791]  | -42.6905    |
| USTBILL           | 90.502 [3.5491]   | 0.0546 [2.8392] | 0.0449 [0.3238]  | -           |

| Model or scenario | CVaR (95%) | CVaR (98%) | Sharpe ratio |
|-------------------|------------|------------|--------------|
| Oil               | -11.8377 [-85.3629] | -15.3773 [-110.8873] | 0.0097 [0.1383] |
| Natural Gas       | -15.7226 [-113.3773] | -19.8391 [-143.0618] | -0.0052 [0.0099] |
| USTBILL           | -          | -          | -            |

Note: All the values are presented in % with the exception of the Sharpe ratio. In addition, all the values are shown in weekly terms with the exception of the accumulated return that is measured for the whole simulation period. The equivalent yearly values are presented in brackets. Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

A different situation is observed in the passive investment in NATGAS. As noted in the same table, the passive investment strategy in this commodity paid only a 13.82% of accumulated return in the whole simulation period (a 0.54% in a yearly basis). This return is lower than the observed one in USTBILL.

For the case of the risk measures (max drawdown and CVaR) in the two simulated commodities, we compared the observed results for these two passive strategies with their corresponding active trading scenarios in OIL and NATGAS.

3.4. Results of the Markov-Switching Active Investment Strategy in the WTI Oil Market

For the particular case of OIL futures, we present the performance results of our simulations in Table 5. As noted, all the simulated scenarios paid a higher accumulated return than their corresponding passive or buy-and-hold strategy.

In addition, the MS and MSGARCH models led to better results if they are used in active investment strategies, with the Gaussian MS scenario paying the highest return. This result does not entirely fulfill our first hypothesis, due to the fact that the best model for the intended purposes is not an MSGARCH.

Had an investor used this type of MS model in their investment strategy, they would have earned a 1097.49% return (43.03% in yearly basis). This result is higher than the Gaussian MSGARCH that paid the second-best accumulated return in our simulations (788.00% or 30.90% yearly).

By comparing the risk exposure measures in Table 4 (buy-and-hold strategy), it can be observed that the max drawdown and the potential loss (CVaR) in the simulated portfolios are lower than the ones in Table 4 for OIL.
Table 5. Performance of the Markov-switching active investment strategy applied in the continuous one-month WTI oil future price contract.

| Model or Scenario       | Accumulated Return | Mean Return | Return Std. Dev. | Max Drawdown |
|-------------------------|---------------------|-------------|------------------|--------------|
| Oil-MS-Gaussian         | 1097.49 [43.0388]   | 0.1874 [9.7448] | 3.7326 [26.9162] | −13.7099     |
| Oil-MS-tStud            | Not feasible        | Not feasible | Not feasible     | Not feasible |
| Oil-MSARCH-Gaussian     | 762.0588 [29.8847]  | 0.1626 [8.4552] | 3.5678 [25.7278] | −13.7099     |
| Oil-MSARCH-tStud        | 123.3836 [4.8386]   | 0.0607 [3.1564] | 3.1883 [22.9912] | −15.8776     |
| Oil-MSGARCH-Gaussian    | 788.0043 [30.9021]  | 0.1648 [8.5696] | 3.8678 [27.8911] | −27.353      |
| Oil-MSGARCH-tStud       | 624.3021 [24.4824]  | 0.1494 [7.7688] | 3.2428 [23.3842] | −17.9683     |

| Model or scenario       | CVaR (95%)          | CVaR (98%)  | Sharpe ratio | Mean risky exposure |
|-------------------------|---------------------|-------------|--------------|---------------------|
| Oil-MS-Gaussian         | −8.4109 [−60.6519]  | −10.1399 [−73.1199] | 0.0252 [0.3620] | 0.902               |
| Oil-MS-tStud            | Not feasible        | Not feasible | Not feasible | Not feasible        |
| Oil-MSARCH-Gaussian     | −8.124 [−58.583]    | −9.7196 [−70.089] | 0.0206 [0.3286] | 0.8808             |
| Oil-MSARCH-tStud        | −7.9165 [−57.0867]  | −9.7627 [−70.3998] | 0.0041 [0.1378] | 0.7323             |
| Oil-MSGARCH-Gaussian    | −9.2385 [−66.6198]  | −12.0042 [−86.5635] | 0.0256 [0.3072] | 0.8032             |
| Oil-MSGARCH-tStud       | −8.052 [−58.0638]   | −10.3119 [−74.3602] | 0.0182 [0.3322] | 0.6305             |

Note: The same presentation format as in Table 4. Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

Despite this, it is noted that the Gaussian MS scenario shows higher CVaR values than the MSGARCH scenarios. This result is important because, if a trader wants to use an MS or MSGARCH model for trading purposes, it is preferable to use a Gaussian time-fixed variance MS one. But, if a futures trader or a risk manager wants to measure more appropriately the risk exposure in the OIL position, it is better to use a Gaussian MSGARCH model.

This preliminary conclusion (the use of MS models for trading and the use of MSGARCH for risk management) is explained by the fact that the Gaussian (constant variance) MS model is more appropriate to make forecasts of the second regime at \( T + 1 \), leading to a proper trading sign of buying (selling) the OIL future during “calm” (“distress”) forecasted periods. This statement is supported by the “mean risky exposure” field of Table 5, a result that shows a less conservative strategy than the one made in the other scenarios or MS models.

In Figure 1, we present the historical performance of the five simulated portfolios (lines), together with the performance of the passive or buy-and-hold portfolio in the simulated commodity (shaded area).

As noted, practically all the portfolios were sensitive to the increase in volatility in the next distress periods such as: the 2000 to 2001 technology companies crisis, the reputational and accounting issues of companies such as Enron (a closely-related event with these two commodities); the subprime credit crisis of 2007 to 2008, the European debt issues of 2011 to 2013, and the most recent issues of the U.S. negotiations with key trade partners (2018 to 2019). From the simulated scenarios, the one that used the Gaussian MS model was the most parsimonious in the rebalancing activities and the one that showed a good fit for these crisis episodes. This is noted in the “almost straight” behavior of the simulated portfolio during these periods. The bottom panel of the same Figure 1 shows the investment level in the simulated commodity at \( t \). We present this panel in order to show the benefits of the use of MS, MSARCH, or MSGARCH modes. As noted, there are some differences in the estimation of the forecast of the second regime and this leads to different decisions in each simulated portfolio. More specifically, the reader can note that three best performing portfolios reduced to 0.00% their holdings in the oil futures in distress time periods. Examples of this are the subprime crisis of October 2008 to February
2009 or the mid 2013 European debt issues. For the specific case of the time-fixed variance MS model (with Gaussian pdf), this model was less sensitive to the changes on the volatility levels. The use of this model allowed long positions in the oil futures to be held when the most sensitive MSARCH and MSGARCH did not. This difference led the simulated oil trader to have a better performance result.

In order to strengthen the performance review of the simulated portfolios, we performed a one-way ANOVA test and a nonparametric Kruskal–Wallis test, with the five simulated portfolios and the performance of the buy-and-hold ones in OIL and USTBILL. The results of these two tests are shown in Table 6. As noted, the results of these tests suggest that there is no significant difference. This issue is due to the fact that the previous tests make a mean or median comparison between the simulated portfolios and do not differentiate the performance fluctuations and risk exposure. In addition, these tests do not differentiate the distance between the highest to the lowest observed return in each case.

Table 6. ANOVA and Kruskal–Wallis test of the observed weekly returns in the simulated portfolios of the OIL price and the USTBILL portfolio.

| Degrees of Freedom | Squared Sums | Squared Means | F Value | Pr (>F) |
|--------------------|--------------|---------------|---------|---------|
| 5.0000             | 0.0016       | 0.0003        | 0.2162  | 0.9558  |
| 7944.0000          | 11.4572      | 0.0014        |         |         |

Kruskal-Wallis test  

| K-W statistic | Degrees of Freedom | Pr (>Xi2) |
|---------------|--------------------|-----------|
| 2.7928        | 5.0000             | 0.7319    |

Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].
In order to complete a deeper performance review of the simulated portfolios, we present the box plots of Figure 2. As noted by the reader, the box plots of the simulated portfolios are narrower than those of the buy-and-hold strategy in OIL. This gives support to our position that the use of our trading rule with MS models leads to a better performance, due to a lower risk exposure of the simulated portfolios and a potential good market timing.

![Figure 2. Box plot of the returns of five simulated scenarios in the WTI oil continuous. Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].](image)

In order to strengthen the performance review of the simulated portfolios, we performed a one-way ANOVA test and a nonparametric Kruskal–Wallis test, with the five simulated portfolios and the performance of the buy-and-hold ones in OIL and USTBILL. The results of these two tests are shown in Table 6. As noted, the results of these tests suggest that there is no significant difference. This issue is due to the fact that the previous tests make a mean or median comparison between the simulated portfolios and do not differentiate the performance fluctuations and risk exposure. In addition, these tests do not differentiate the distance between the highest to the lowest observed return in each case.

| Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72]. |

Table 6. ANOVA and Kruskal–Wallis test of the observed weekly returns in the simulated portfolios of the OIL price and the USTBILL portfolio.

| Test Type | Degrees of Freedom | Squared Sums | Squared Means | F Value | Pr (>F) |
|-----------|--------------------|--------------|---------------|--------|---------|
| One-Way ANOVA Test | 5.0000 | 0.0016 | 0.0003 | 0.2162 | 0.9558 |
| | 7944.0000 | 11.4572 | 0.0014 | | |
| Kruskal-Wallis test | K-W statistic | Degrees of Freedom | Pr (>Xi^2) |
| | 2.7928 | 5.0000 | 0.7319 | |

In order to strengthen our position that the Gaussian MS model led to the best performance, we ran the next attribution and market timing test:

\[
    r_{i,t} = \alpha + \beta_1 \cdot r_{\text{commodity},t} + \beta_2 \cdot r_{\text{commodity},t}^2 + \varepsilon_{t, \text{commodity}} \quad (16)
\]

In the previous expression, \( r_{\text{commodity},t} \) is the percentage variation of the buy-and-hold portfolio. With this term, we measured how much the commodity performance contributed to the simulated return each week. In the second term we added a nonlinearity to the generated return. This second term measures the market timing of the simulated portfolio. If the \( \beta_2 \) value is greater than zero, the trading rule enhanced market timing skills (our main purpose herein). The previous regression was made in the risk premiums of the simulated portfolios and OIL, that is, we are regressing only the difference between the return paid by the USTBILL and by each commodity and simulated portfolio. The results of this attribution and market timing test are shown in Table 7.

This test gives a stronger support to our results by the fact that, as expected, the \( \alpha \) value is not significant, whereas that of \( \beta_2 \) is positive and significant. For the specific case of the Gaussian MS portfolio (the best performer from the simulated ones), we found evidence of good market timing. This, with a 0.9731 \( \beta_2 \) value that suggests that for each 1.00% increase in the OIL risk premium, the simulated trading rule generated an extra 0.9731%, given a good market timing. This is higher than the 0.6049% explained by \( \beta_1 \). This last constant suggests that each 0.6049% of the returns paid by the simulated portfolios is explained by a 1.00% OIL price increase.

Next, we proceed to the observed results in the NATGAS.
Table 7. Attribution and market timing test of the five simulated portfolios in the OIL market.

| Simulated Portfolio       | α     | α p-Value | β₁    | β₁ p-Value |
|--------------------------|-------|-----------|-------|------------|
| Oil-MS-Gaussian          | −0.0012 | 0.0794   | 0.6049 | 0.0000     |
| Oil-MSARCH-Gaussian      | −0.0012 | 0.1095   | 0.5511 | 0.0000     |
| Oil-MSARCH-tStud         | −0.0014 | 0.0593   | 0.4358 | 0.0000     |
| Oil-MSGARCH-Gaussian     | −0.0005 | 0.4508   | 0.6356 | 0.0000     |
| Oil-MSGARCH-tStud        | −0.0009 | 0.2301   | 0.4552 | 0.0000     |

Simulated portfolio

| β₂ | β₂ p-Value | R²  |
|----|------------|-----|
| Oil-MS-Gaussian | 0.9731 | 0.0000 |
| Oil-MSARCH-Gaussian | 0.8441 | 0.0000 |
| Oil-MSARCH-tStud   | 0.5300 | 0.0000 |
| Oil-MSGARCH-Gaussian  | 0.5807 | 0.0000 |
| Oil-MSGARCH-tStud   | 0.6881 | 0.0000 |

Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

3.5. Results of the Markov-Switching Active Investment Strategy in the Natural Gas Market

In the case of the NATGAS trading simulations, no useful results were found for a NATGAS trader. We mention this due to the fact that the results are not as attractive as the ones observed in the OIL market. In Table 8, we present the performance results of the five feasible simulated scenarios. As noted, only the use of Gaussian MS or MS-ARCH models led to a positive accumulated return. Even if these two simulated portfolios generate alpha (higher returns than the buy-and-hold strategy), the observed values are not higher than the ones observed in the passive USTBILL portfolio (Table 4).

Table 8. Performance of the Markov-switching active investment strategy applied in the continuous one-month natural gas future price contract.

| Model or Scenario    | Accumulated Return | Mean Return | Return Std. Dev. | Max Drawdown |
|----------------------|--------------------|-------------|------------------|-------------|
| Natural gas-MS-Gaussian | 80.607 [3.1611]   | 0.0446 [2.3192] | 2.473 [17.8331] | −10.3716     |
| Natural gas-MS-tStud  | Not feasible       | Not feasible | Not feasible     | Not feasible |
| Natural gas-MSARCH-Gaussian | 41.3346 [1.621]  | 0.0261 [1.3572] | 2.4053 [17.3449] | −10.3692     |
| Natural gas-MSARCH-tStud | −12.3048 [−0.4825] | −0.0099 [−0.5148] | 2.409 [17.3492] | −14.6584     |
| Natural gas-MSGARCH-Gaussian | −61.2853 [−2.4033] | −0.0716 [−3.7232] | 3.986 [28.7435] | −42.6652     |
| Natural gas-MSGARCH-tStud | −3.8858 [−0.1524] | −0.003 [−0.156] | 1.9494 [14.0573] | −9.642       |

| Model or Scenario    | CVaR (95%) | CVaR (98%) | Sharpe Ratio | Mean risky Exposure |
|----------------------|------------|------------|--------------|---------------------|
| Natural gas-MS-Gaussian | −6.4364 [−46.4135] | −7.9449 [−57.2915] | 0.0027 [0.1301] | 0.4412              |
| Natural gas-MS-tStud  | Not feasible | Not feasible | Not feasible | Not feasible       |
| Natural gas-MSARCH-Gaussian | −6.385 [−46.0285] | −7.9212 [−57.1206] | −0.0005 [0.0782] | 0.4118             |
| Natural gas-MSARCH-tStud | −6.5453 [−47.1988] | −8.5821 [−61.8864] | −0.008 [−0.0297] | 0.3145              |
| Natural gas-MSGARCH-Gaussian | −9.572 [−69.0247] | −12.0872 [−87.162] | −0.0162 [−0.1295] | 0.6599             |
| Natural gas-MSGARCH-tStud | −5.4323 [−39.1729] | −6.8775 [−49.5944] | −0.0041 [−0.0111] | 0.2481              |

Note: The same presentation format as in Tables 4 and 5. Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

Even if this result supports part of our working hypothesis of alpha generation, it is preferable to invest in a buy-and-hold strategy in USTBILL than trading with our strategy in natural gas.
We observe that this result is not due to the active investment strategy proposed herein, but because the NATGAS did not pay a higher return than the USTBILL. This leads us to observe that this commodity is not appropriate for trading purposes with a quantitative strategy.

For the specific case of the risk exposure in this commodity, practically all the scenarios show a significant reduction from the observed values in the buy-and-hold strategy and the CVaR values are lower than the ones of the passive investment scenario.

Figure 2 shows the historical performance of the simulated portfolios, along with the historical investment level in the NATGAS future. Even if the Gaussian MS model is the best for fitting the data recursively (Table 3), the accumulated return is not so attractive. As Figure 2 and Table 8 show, the mean risky investment level (or exposure) is lower than 50.00% in the simulations. This produced a more conservative strategy. In addition, in some periods, such as July 2007 to October 2008, the presence of the distress or high volatility periods was higher, and the price was subject to wider fluctuations. This led our trading algorithm to invest in the risk-free asset.

This last statement is proven in the historical investment level in the natural gas future, as shown in the lower panel of Figure 3. As noted, the Gaussian time-fixed and ARCH variance MS models were highly sensitive to changes in the high-volatility regime probability. This led to a sell of the natural gas futures position and to an increase in the risk-free asset. This behavior was of practical use in the 2009 to 2010 period in which the quantitative easing program of the U.S. Federal Reserve took effect which allowed a reduction in the speculative positions in this commodity and a price downfall. This change of regime was noted by these two models, resulting in a sell of the risky position in this future. This last decision was crucial, in order to generate an overperformance against the buy-and-hold strategy (shaded area). Despite the performance results observed in our simulations, the performance of the five simulated portfolios is not better than that of the USTBILL.

**Figure 3.** Historical performance of the five simulated scenarios of the investment strategy in the natural gas price one-month future and its historical investment level. Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].
In order to make a more consistent review, we performed the one-way ANOVA and Kruskal–Wallis tests, along with the review of the returns box plots. The results are shown in Table 9 and Figure 4. As noted, there is no significant difference in the performance of the five simulated portfolios, even if the return fluctuation is narrower in these. This last result suggests that, even if the risk exposure is lower in the simulated portfolios, their performance is not so different between them.

Table 9. ANOVA and Kruskal–Wallis test of the observed weekly returns in the simulated portfolios of the NATGAS price and the USTBILL portfolio.

| One-Way ANOVA Test | Degrees of Freedom | Squared Sums | Squared Means | F Value | Pr (>F) |
|--------------------|--------------------|--------------|---------------|---------|---------|
| 5                  | 0.0010             | 0.0002       | 0.1444        | 0.9817  |
| 7944               | 11.6639            | 0.0014       |               |         |

Kruskal–Wallis test

| K-W statistic | Degrees of Freedom | Pr (>Xi2) |
|---------------|--------------------|-----------|
| 10.8893       | 5.000              | 0.0536    |

Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

Figure 4. Box plot of the returns of five simulated scenarios in the natural gas continuous. Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

In order to verify if the observed performance results in the NATGAS are due to market timing skills with the simulated trading rule, we present the proper test results in Table 10. As noted, the values suggest that the performance in the simulations made in this commodity is due only to NATGAS price fluctuations. Only the \( \beta_1 \) values are significant and low. This gives stronger support to our conclusions related to this commodity; the commodity did not have a better performance than the USTBILL and, complementary to this our trading rule did not generate good market timing, that is, it did not work for the intended purposes.

Table 10. Attribution and market timing test of the five simulated portfolios in the NATGAS market.

| Simulated Portfolio | \( \alpha \) | \( \alpha \) p-Value | \( \beta_1 \) | \( \beta_1 \) p-Value | \( R^2 \) | \( R^2 \) p-Value |
|---------------------|--------------|----------------------|--------------|----------------------|---------|------------------|
| Oil-MS-Gaussian     | -0.0001      | 0.8563               | 0.0402       | 0.0047               |         |                  |
| Oil-MSARCH-Gaussian | -0.0003      | 0.6503               | 0.0405       | 0.0034               |         |                  |
| Oil-MSARCH-tStud    | -0.0007      | 0.3583               | 0.0415       | 0.0027               |         |                  |
| Oil-MSGARCH-Gaussian| -0.0019      | 0.1157               | 0.1455       | 0.0000               |         |                  |
| Oil-MSGARCH-tStud   | -0.0006      | 0.2841               | 0.0270       | 0.0158               |         |                  |

Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

As a corollary of results, the use of MS models leads to a better performance if these are used for trading decision purposes in the oil market only. More specifically, the use of Gaussian, time-fixed variance MS models lead to the best performance in both commodities. This is an issue that does not...
Table 10. Attribution and market timing test of the five simulated portfolios in the NATGAS market.

| Simulated Portfolio          | $\alpha$ | $\alpha \ p$-Value | $\beta_1$ | $\beta_1 \ p$-Value |
|-----------------------------|----------|--------------------|-----------|---------------------|
| Oil-MS-Gaussian             | -0.0001  | 0.8563             | 0.0402    | 0.0047              |
| Oil-MSARCH-Gaussian         | -0.0003  | 0.6503             | 0.0405    | 0.0034              |
| Oil-MSARCH-tStud            | -0.0007  | 0.3583             | 0.0415    | 0.0027              |
| Oil-MSGARCH-Gaussian        | -0.0019  | 0.1157             | 0.1455    | 0.0000              |
| Oil-MSGARCH-tStud           | -0.0006  | 0.2841             | 0.0270    | 0.0158              |

Simulated portfolio $\beta_2$, $\beta_2 \ p$-value, and $R^2$

| Simulated portfolio          | $\beta_2$ | $\beta_2 \ p$-value | $R^2$   |
|-----------------------------|-----------|----------------------|--------|
| Oil-MS-Gaussian             | 0.0230    | 0.8485               | 0.0062 |
| Oil-MSARCH-Gaussian         | 0.0257    | 0.8261               | 0.0067 |
| Oil-MSARCH-tStud            | 0.0147    | 0.8998               | 0.0071 |
| Oil-MSGARCH-Gaussian        | 0.2118    | 0.2698               | 0.0305 |
| Oil-MSGARCH-tStud           | 0.0341    | 0.7194               | 0.0044 |

Source: Own elaboration with results of our simulations and data from Refinitiv Eikon [72].

As a corollary of results, the use of MS models leads to a better performance if these are used for trading decision purposes in the oil market only. More specifically, the use of Gaussian, time-fixed variance MS models lead to the best performance in both commodities. This is an issue that does not completely fulfill our working hypothesis because the best performing model is the Gaussian with time-fixed variance and not a MSGARCH model. Despite this, we found that the use of MS models for trading is useful only in the oil market. We mention this, given the poor performance of the natural gas simulations against the U.S. Treasury bills and the poor market timing of the simulated trading rule in this case.

4. Concluding Remarks and Guidelines for Further Research

Markov-switching (MS) models have been used in several applications since their first proposal in [19,20]. From all these, we were interested in their use for active trading in the most traded energy commodities [18]: The West Texas Intermediate oil (OIL) and the Henry Hub delivered natural gas (NATGAS). More specifically, we were interested, for trading decision purposes, in the forecast of the distress or high volatility regime or time period for these two commodities.

The use of MS models for active trading was originally proposed by Brooks and Persand [27] in the U.K. gilt and stock markets, in a two regime and Gaussian probability density function (pdf) context. This test was later extended to other stock markets by [28,31,57–59] in a Gaussian, constant (or time-fixed) variance, and in a two or three-regime context. Only the work of [30] extend the use of MS models with a time-varying autoregressive conditional heteroscedasticity (ARCH) or a generalized autoregressive conditional heteroscedasticity (GARCH) variance (henceforth MSARCH and MSGARCH models, respectively).

By the fact there is no literature on studies that test the use of MS, MSARCH, or MSGARCH models for commodity trading, we extended the review of the practical usefulness of MS models in the following three ways:

1. The use of MS models for trading in the OIL and NATGAS markets;
2. The use of a two regime, t-Student pdf by comparing the observed results with the ones in a Gaussian context;
3. By using an ARCH or GARCH variance for the estimation of the MS model.

These energy commodities were of special interest to us, given their direct link in the economic activity and their use in the diversification practices in institutional investors such as mutual funds, pension funds, or insurance companies.

With weekly data from 6 April 1990 to 31 May 2019, we performed weekly simulations (from 7 January 1994 to the end of the dataset) of the next investment strategy which included:
1. To invest in the commodity future of interest if the investor expects to be in the “normal” or “calm” regime ($k = 1$) at $T + 1$

2. To invest in the risk-free asset (the three-month U.S. Treasury bill or USTBILL) if the investor expects to be in the “distress” or “high volatility” time period.

This led us to test the following working hypotheses:

1. It is better to use a MSARCH or MSGARCH model in order to forecast the $T + 1$ the probability, $\xi_k = 2, t_{J+1}$, of being in the distress regime in the OIL or NATGAS market;

2. The use of the suggested trading strategy with MS-GARCH models leads to a better performance in the OIL and NATGAS market. This compared with a passive or “buy-and-hold” one.

As a corollary of results of the simulations performed herein, we want to highlight that our first working hypothesis partially holds for OIL. That is, the use of MS models is appropriate for an active investment in the OIL market. We concluded this because the use of MS models leads to a proper $T + 1$ forecast of the distress regime probability and to a proper investment decision (proper market timing). Despite this, our position in our first hypothesis was that it is preferable to use a MSARCH or MSGARCH model instead. As part of our results, it is important to mention that the t-Student MSGARCH model is the best one for risk measurement (that is for energy market risk management purposes) but the constant variance MS model with Gaussian pdf is the best option for active trading in the OIL market. This last result is due to the 1097.49% accumulated return observed in this scenario.

For the specific case of the NATGAS market, we found that the accumulated results are lower than those of a buy-and-hold strategy in USTBILL, due to the fact that the NATGAS had a lower performance (accumulated return) than the USTBILL during the simulation period. Therefore, we conclude that the use of Gaussian or t-Student MS, MSARCH, or MSGARCH models does not lead to good performance results in this market, given the performance of the simulated commodity.

We believe that our results contribute to the existing literature about the practical usefulness of Markov-switching (MS) models in trading activities. In addition, our simulations lead us to suggest that the use of the proposed active investment strategy could help portfolio managers, energy traders, or individual investors to invest in these types of commodities, with an acceptable level of accuracy in the forecast of distress time periods.

Limitations Found in Our Simulations and Guidelines for Further Research

Among the limitations (opportunity areas) that we found in our simulations is the fact that we used (due to space restrictions and for simplicity in the rhetoric situation) symmetric and homogeneous Gaussian and t-Student pdfs and, for the same exposition reasons, we used a two regime assumption and symmetric ARCH and GARCH models. Had we made our test in a symmetric vs. asymmetric pdf and GARCH models, we would have needed to present the results of not six but of 18 scenarios. This number of scenarios is reached had we used asymmetric Gaussian and t-Student pdfs [74] and the two most used asymmetric GARCH models, the T-GARCH [67] and the GJR-GARCH [66]. Related to this issue, we suggest testing the use of these pdfs and GARCH variances in similar simulations and to extend the study to the use of the generalized error distribution (GED) pdf.

Another limitation in our test is the fact that the MSARCH or MSGARCH can be estimated only in the residuals, because we estimated these with the arithmetic mean of the returns. We suggest extending our test by using other nonlinear mean models such as the ARMA model.

Finally, we used the assumption that the transition probability matrix ($\Pi$) is time fixed, the extension to time-varying transition probabilities and also the incorporation of external factors in the estimation of the MS models could be of potential interest.
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