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A prototypical model of a one-dimensional metallic monatomic solid containing noninteracting electrons is studied, where the argument of the cosine potential energy periodic with the lattice contains the first reciprocal lattice vector $G_1 = 2 \pi/a$, where $a$ is the lattice constant. The time-independent Schrödinger equation can be written in reduced variables as a Mathieu equation for which numerically-exact solutions for the band structure and wave functions are obtained. The band structure has band gaps that increase with increasing amplitude $q$ of the cosine potential. In the extended-zone scheme, the energy gaps decrease with increasing index $n$ of the Brillouin-zone boundary $ka = n \pi$ where $k$ is the crystal momentum of the electron. The wave functions of the band electron are derived for various combinations of $k$ and $q$ as complex combinations of the real Mathieu functions with even and odd parity and the normalization factor is discussed. The wave functions at the bottoms and tops of the bands are found to be real or imaginary, respectively, corresponding to standing waves at these energies. Irrespective of the wave vector $k$ within the first Brillouin zone, the electron probability density is found to be periodic with the lattice with a relatively small variation versus position for different $k$ values. The Fourier components of the wave functions are derived versus $q$, which reveal multiple reciprocal-lattice wave vector components with variable amplitudes in the wave functions unless $q = 0$. The magnitudes of the Fourier components are found to decrease exponentially as a power of $n$ for $n \sim 3$ to 45 for $ka = \pi/2$ and $q = 2$ and a precise fit is obtained to the data. Finally, the band structure is calculated from the central equation and compared to the numerically-exact band structure.

I. INTRODUCTION

Many features of the properties of two- and three-dimensional metallic crystals appear in the study of one-dimensional solids containing noninteracting electrons. The earliest such model is the Kronig-Penney model with a periodic square-well potential, a limiting form of which is the periodic Dirac-comb potential [1, 2]. However, more realistic potential energies are obtained from superpositions of sinusoidal terms containing arguments with different reciprocal-lattice vectors, where the resultant potential is periodic with the lattice by construction. In this paper we consider the simplest case where the potential energy is proportional to $\cos(G_1 x)$, where $G_n = n 2 \pi/a$ with $n = 1$ which is the lowest-order reciprocal-lattice vector where $a$ is the lattice constant [3]. After defining reduced variables, the resultant time-independent Schrödinger equation is the so-called Mathieu equation [4–7] for which numerically-exact solutions for the dispersion relations (band structure) and wave functions versus position and their Fourier components are presented in Sec. IV. The band structure has band gaps that increase with increasing amplitude $q$ of the cosine potential. In the extended-zone scheme, the energy gaps decrease with increasing index $n$ of the Brillouin-zone boundary $ka = n \pi$ where $k$ is the crystal momentum of the electron. The wave functions of the band electron are derived for various combinations of $k$ and $q$ as complex combinations of the real Mathieu functions with even and odd parity and the normalization factor is discussed. The wave functions at the bottoms and tops of the bands are found to be real or imaginary, respectively, corresponding to standing waves at these energies. Irrespective of the wave vector $k$ within the first Brillouin zone, the electron probability density is found to be periodic with the lattice with a relatively small variation versus position for different $k$ values. The Fourier components of the wave functions are derived versus $q$, which reveal multiple reciprocal-lattice wave vector components with variable amplitudes in the wave functions unless $q = 0$. The magnitudes of the Fourier components are found to decrease exponentially as a power of $n$ for $n \sim 3$ to 45 for $ka = \pi/2$ and $q = 2$ and a precise fit is obtained to the data. Finally, the band structure is calculated from the central equation and compared to the numerically-exact band structure.

II. BACKGROUND

The time-independent Schrödinger equation in one dimension $(\equiv x)$ for the wave function $\psi(x)$, potential energy $U(x)$ and energy $E$ of a particle is

$$-rac{\hbar^2}{2m} \frac{d^2 \psi(x)}{dx^2} + U(x) \psi(x) = E \psi(x). \quad (1)$$

A real potential energy that is periodic with the lattice satisfies

$$U(x) = \sum_{n=1}^{\infty} \left[ U_{nc} \cos\left( \frac{n 2 \pi}{a} x \right) + U_{ns} \sin\left( \frac{n 2 \pi}{a} x \right) \right], \quad (2)$$

for a particular value of the cosine potential amplitude. These high-frequency components are present even when only the $n = 1$ reciprocal-lattice vector is present in the potential energy because pure sinusoidal wave functions are not solutions to the Mathieu Schrödinger equation except for $q = 0$ and contain higher-order contributions that generally decrease in amplitude with increasing order $n$.

The background needed for the calculations and the associated notation are given in Sec. II. In Sec. III the band structures for several values of the amplitude of the cosine potential energy are calculated. Then the corresponding wave functions versus position and their Fourier components are presented in Sec. IV. The band structure is calculated from the central equation in Sec. V and compared with the numerically-exact results. Concluding remarks are given in Sec. VI.
where \( n \) is a positive integer and \( U_{\text{ac}} \) and \( U_{\text{as}} \) are real coefficients. In one dimension the values of \( n2\pi/a \) are just the magnitudes of the reciprocal-lattice vectors \( \mathbf{G}_n = (n2\pi/a) \mathbf{i} \). Thus \( U(x) \) can be expressed as a Fourier series in the reciprocal lattice vectors. If all \( U_n \) are zero, one has the Schrödinger equation for a free electron with wave function \( \psi(x) \) and energy \( E \) given by

\[
\psi(x) = Ae^{ikx} + Be^{-ikx},
\]

(3a)

\[
E = \frac{\hbar^2 k^2}{2m},
\]

(3b)

where \( A \) and \( B \) are arbitrary real coefficients.

As noted above, here we consider a sinusoidal potential energy \( U(x) \) with amplitude \( U_1 \) containing only the first reciprocal lattice vector \( \mathbf{G}_1 = (2\pi/a) \mathbf{i} \) given by

\[
U(x) = U_1 \cos \left( \frac{2\pi x}{a} \right).
\]

(4)

Then the Schrödinger equation (1) becomes

\[
\frac{\hbar^2}{2m} \frac{d^2 \psi(x)}{dx^2} + U_1 \cos(2\pi x/a) \psi(x) = E \psi(x).
\]

(5)

Defining

\[
x_a = x/a,
\]

(6)

we have

\[
U(x_a) = U_1 \cos(2\pi x_a).
\]

(7)

Using Eq. (6), Eq. (5) can be written

\[
\frac{d^2 \psi(x_a)}{dx_a^2} + \left[ \frac{2mEa^2}{\hbar^2} - \frac{2mU_1a^2}{\hbar^2} \cos(2\pi x_a) \right] \psi(x_a) = 0.
\]

(8)

If the potential energy coefficient \( U_1 = 0 \), one obtains the free-electron results (3).

Defining the dimensionless reduced parameters

\[
u_1 = \frac{2mU_1a^2}{\hbar^2}, \quad \varepsilon = \frac{2mEa^2}{\hbar^2}, \quad z = \pi x_a,
\]

(9)

Eq. (8) becomes

\[
\frac{d^2 \psi(z)}{dz^2} + \left[ \frac{\varepsilon}{\pi^2} - \frac{\nu_1}{\pi^2} \cos(2z) \right] \psi(z) = 0.
\]

(10)

For free electrons (\( \nu_1 = 0 \)), the wave function and eigenenergy are given by Eqs. (3), for which the dispersion relation in reduced variables is

\[
\varepsilon = \left( \frac{ka}{\pi} \right)^2 \quad \text{or} \quad \varepsilon = (ka)^2.
\]

(11)

Finally, defining the variables

\[
a_1 = \frac{\varepsilon}{\pi^2}, \quad q = \frac{u_1}{2\pi^2}, \quad \text{Eq. (10) reads}
\]

\[
\frac{d^2 \psi(z)}{dz^2} + \left[ a_1 - 2q \cos(2z) \right] \psi(z) = 0.
\]

(13)

This differential equation is the Mathieu equation for which numerically-exact solutions for even- and odd-parity wave functions \( \psi(z) \) called Mathieu functions can be obtained versus \( a_1 \) and \( q \) using Mathematica [8]. For \( q = 0 \) the Mathieu functions are \( \psi(x) = C \cos(kz) \) and \( D \sin(kz) \), respectively, which can be combined to form the free-electron wave function in Eq. (3a).

A special case of the solution of Eq. (13) for the wave function with real energy \( a_1 \) and cosine amplitude \( 2q \), where the wave function satisfies the Bloch theorem applied to the case of our potential energy periodic in the lattice parameter \( a \), is \([8, 13]\)

\[
\psi(x_a) = e^{i\varepsilon \pi x_a} f(x_a),
\]

(14)

where

\[
r = \frac{ka}{\pi}
\]

(15)

and \( f(x_a) \) is a function with periodicity 1. Hence this periodicity is the same as that of the lattice and of \( U(x_a) \) in Eq. (4). In Eq. (13), the value of

\[
a_1 = \frac{\varepsilon}{\pi^2} \equiv a_r(q)
\]

(16)

depends on the values of \( r \) and \( q \), where \( a_r(q) \) is the “characteristic value” of \( a_1 \) for given values of \( r \) and \( q \).

III. BAND STRUCTURES AND BAND GAPS

All calculations in this paper were carried out using Mathematica in which the Mathieu and related functions are built in [8]. Figure 1 shows the band structure for amplitudes \( q = 0.2, 0.5, \) and \( 1 \) of the cosine potential energy in Eq. (13), where energy gaps appear in the band structure. The free-electron dispersion (11) is shown by the red curves. Furthermore, the lowest-energy band is negative over part or all of the band. As \( q \) increases from zero, first only the lower part of the band is negative, but eventually at \( q = 1 \) all states in the band have negative energies.

In addition to the expected band gap at \( ka/\pi = 1 \), band gaps also occur at higher-order Brillouin zone (BZ) boundaries. These arise because the wave function solution of the Schrödinger equation for a band-electron wave vector at \( n = 1 = ka/\pi = G_1 a/2\pi \) contains additional reciprocal-lattice vector components (see following Sec. IV) except for the free-electron case with \( q = 0 \).

Figure 2(a) shows the band gaps \( \varepsilon^{\text{gap}}/\pi^2 \) versus the amplitude \( q \) of the cosine potential at the first three BZ boundaries \( ka/\pi = n = 1, 2, \) and \( 3 \). At the first BZ boundary with \( n = 1 \) the band gap is proportional to \( q \)
FIG. 1: Band Structure $\varepsilon/\pi^2$ versus $k_x a/\pi$ in the extended-zone scheme for the first three bands (blue) associated with the sinusoidal potential (4) with the wave vector $2\pi/a$. Vertical band gaps occur for the bands at Brillouin-zone boundaries $k_x a/\pi = \pm n\pi$ with integer $n = 1$ and 2 where the amplitude $q$ of the potential in Eq. (13) is (a) 0.2, (b) 0.5, and (c) 1. Band gaps at $k_x a/\pi = \pm 2$ are present for $q = 0.2$ and 0.5 but are too small to see clearly in panels (a) and (b), respectively. Also shown in each panel for comparison is the dispersion relation $\varepsilon/\pi^2 = (k_x a/\pi)^2$ for free electrons from Eq. (11) (red curves). The free-electron band passes through the band gaps at approximately the middle of the two band gaps shown.

FIG. 2: (a) Reduced band gaps $\varepsilon^{\text{gap}}/\pi^2$ at the first, second, and third BZ boundary indices $n = G_n a/\pi = 1$, 2, and 3 versus the amplitude $q$ of the cosine potential energy. (b) The ratio $\varepsilon^{\text{gap}}(q)/\varepsilon^{\text{gap}}(q \to 0)$ versus $q$. The values of $\varepsilon^{\text{gap}}(q \to 0)/q^n$ are 1, 1/2, and 1/32 for $n = 1$, 2, and 3, respectively. These values lead to the reduced energy gaps to lowest order in $u_1$ in Eq. (12), respectively, given by

$$\varepsilon^{\text{gap}}(q \to 0, n = 1) = u_1,$$  \hspace{1cm} (17a)

$$\varepsilon^{\text{gap}}(q \to 0, n = 2) = \frac{1}{8\pi^2}u_1^2,$$  \hspace{1cm} (17b)

$$\varepsilon^{\text{gap}}(q \to 0, n = 3) = \frac{1}{256\pi^4}u_1^3.$$  \hspace{1cm} (17c)

The value of $\varepsilon^{\text{gap}}(q \to 0) = u_1$ for $n = 1$ agrees with previous calculations for a small-amplitude sinusoidal potential with an argument $G_1 x$ where $G_1 = 2\pi/a$, called the nearly-free-electron model, see e.g. [14–16]. The band gaps at BZ boundaries other than at $n = 1$ arise because a sinusoidal wave function containing the single reciprocal-lattice vector $G_1$ is not a solution of the Schrödinger equation (13), which instead are Mathieu.
FIG. 3: Imaginary part $\text{Im}(ka/\pi)$ of the reduced electron wave vector $ka/\pi$ versus reduced energy $a_1 = \varepsilon/\pi^2$ for cosine potential-energy amplitude $q = 1$. For band states $\text{Im}(ka/\pi) = 0$ whereas for energies in the band gaps $\text{Im}(ka/\pi) > 0$. The energy range plotted includes the band-gaps at the first and second BZ boundaries in Fig. 1(c).

functions as discussed in the following section.

For energies in the band gaps, the electron wave vector $k$ in the extended-zone scheme is complex with the form $ka/\pi = n + \text{Im}(ka/\pi)$, where $\text{Im}$ denotes the imaginary part and $n$ is the BZ-boundary index associated with the energy gap. Figure 3 shows $\text{Im}(ka/\pi)$ versus reduced energy $a_1 = \varepsilon/\pi^2$ for $q = 1$, which illustrates that $\text{Im}(ka/\pi)$ increases from zero at each edge of a band gap, reaches a maximum value within the gap, and then decreases to zero at the upper edge of a band gap. According to Eq. (11), the value of $\varepsilon/\pi^2$ for free electrons is 1 for $n = 1$ and 4 for $n = 2$. Figure 3 thus shows that the free-electron dispersion relation does not generally pass through the centers of the band gaps, which is not obvious from Fig. 1. The reduced energies of the gap edges for the first three energy gaps are plotted versus $q$ in Fig. 4, which indeed show that the center of the gap decreases with increasing $q$ for the gap at $n = 1$ and increases for the gaps at $n = 2$ and $n = 3$, where the first two results are consistent with the behavior in Fig. 3.

IV. WAVE FUNCTIONS

For band states, the crystal momentum $k$ is real. However, for states in the energy gaps $k$ is complex as discussed above. Contrary to the corresponding case for the one-dimensional attractive Kronig-Penney Dirac-comb potential where normalizable standing-wave states were found to exist within the energy gaps [2], here such in-gap states do not occur, and are therefore specific to the unphysical Dirac-comb potential energy. In this section, the wave functions of propagating electron-band states are presented and discussed.

Equation (3a) for the wave function of the free electron can be written

$$\psi = A \cos(kx) + iB \sin(kx),$$

where $A$ and $B$ are real coefficients and $k$ is related to the energy $E$ by Eq. (3b). The corresponding solution with the cosine potential energy included in the Schrödinger equation (13) contains even- and odd-parity Mathieu functions denoted here by $MC[a_r(q), qa_x, \pi x]$ and $MS[a_r(q), qa_x, \pi x]$, respectively, which are both real functions where the last letters $C$ and $S$ refer to the even cosine and odd sine functions that the Mathieu functions reduce to when the cosine potential energy amplitude $q = 0$ in Eq. (13), and

$$a_r(q) = \frac{\varepsilon}{\pi^2}$$

according to Eq. (16).

To construct a wave function for the present problem analogous in form to that for a free electron in Eq. (18), and which reduces to that form when $q = 0$, we write

$$\psi(x_a) = A MC[a_r(q), qa_x, \pi x_a] + iB MS[a_r(q), qa_x, \pi x_a]$$

$$= A \left( MC[a_r(q), qa_x, \pi x_a] + \frac{B}{A} MS[a_r(q), qa_x, \pi x_a] \right).$$

(20)

From Bloch’s theorem (14) for a propagating electron, the function $f(x_a)$ periodic with the lattice is obtained.
from $\psi(x_a)$ according to

$$f(x_a) = e^{-i(ka/\pi)x_a}\psi(x_a), \quad (21)$$

where $k$ is again the crystal momentum of the electron. Periodicity of $f(x_a)$ with the lattice requires

$$f(x_a + 1) = f(x_a), \quad (22)$$

which for $x_a = 0$ gives

$$f(1) = f(0), \quad (23)$$

We find that this criterion also leads to

$$\frac{df(x_a)}{dx_a}(1) = \frac{df(x_a)}{dx_a}(0), \quad (24)$$

as illustrated in plots of $f(x_a)$ in Fig. 7 below. Inserting the expression in Eq. (20) into (21) and applying boundary condition (23) to the resulting expression gives

$$B = \frac{i e^{i\pi MC(x_a = 0)} - MC(x_a = 1)}{A} = \frac{i e^{i\pi MS(x_a = 0)} - MS(x_a = 1)}{e^{i\pi MC(x_a = 0)} - MC(x_a = 1)}, \quad (25)$$

where for brevity only the $x_a$ dependencies of $MC$ and $MS$ are shown. Equation (25) is then substituted into the second equation in Eq. (20) to obtain $\psi$. The remaining coefficient $A$ is the normalization factor which is discussed further in the following.

**A. Overview of the Wave Functions**

Figure 5 shows an overview of the real and imaginary parts of the wave functions $\psi$ versus position $x/a$ for $q = 1$ and eight values of the electron wave vector $ka$. As discussed below, the electron probability density has an integrated value of unity in each unit cell of width $a$ for each value of $ka$ for the coefficient $A = 1$ in Eq. (20). The wavelengths of the wave functions in units of $a$ are $\lambda/a = m(2\pi/ka)$ where $m$ is the smallest positive integer for which $\lambda/a$ is an integer, which is the respective abscissa scale in Fig. 5 for each value of $ka$. The figure shows dramatic deviations from the sinusoidal behavior that occurs when $q > 0$. However, for the smallest wave vector $ka = \pi/10$ in Fig. 5(a), a modulation of the free-electron behavior in Eq. (18) is seen due to the presence of the cosine potential. This identification becomes less and less clear with increasing $ka$.

The wave function for $ka = \pi^- (ka = 0.9999\pi)$ in Fig. 5(h) is pure imaginary. This wave vector is at the top of the lowest-energy band in the first Brillouin zone in Fig. 1(c). This means that this wave function is a standing wave similar to the free-electron wave function in Eq. (18) with $A = 0$ resulting from Bragg reflection of the electron at the first BZ boundary. Figures 6(a–f) show the real and imaginary parts of $\psi(x_a)$ at the bottoms and tops of the energy gaps at $ka = \pi$, $2\pi$, and $3\pi$ for $q = 1$. The wave functions at the tops of the gaps are all imaginary as in Fig. 5(h) whereas the wave functions at the bottoms of the gaps are all real, reflecting the different natures of the respective standing waves. In particular, considering the propagating waves traveling to the right in Eq. (18), one could say that for waves at the tops of the energy gaps (bottoms of the energy bands), the Bragg-reflected waves traveling to the left interfere destructively with the incident waves resulting in wave-function nodes at the atomic positions, whereas the Bragg-reflected waves at the bottoms of the energy gaps interfere constructively with the incident waves resulting in antinodes at those positions. A classical analogy is transverse waves on a stretched string reflected from a fixed or free end which interfere destructively or constructively with the incident waves resulting in a node or antinode at the end, respectively.

The real and imaginary parts of the periodic function $f(x_a)$ obtained from $\psi(x_a)$ using Eq. (21) are plotted in
FIG. 6: Real and imaginary parts of the wave functions $\psi$ versus position $x/a$ for amplitude $q = 1$ of the cosine potential energy for electron wave vectors at the BZ boundaries at the bottoms $ka^-$ (left panels) and tops $ka^+$ (right panels) of the energy gaps as listed, corresponding to the tops and bottoms of the respective energy bands. The wave functions at the bottoms of the gaps are pure imaginary whereas at the tops of the gaps they are pure real, both corresponding to standing wave solutions. The normalization factor $A$ in Eq. (20) is unity.

FIG. 7: Real (solid red curves) and imaginary (dashed blue curves) parts of the functions $f(x_a)$ that are periodic with the lattice obtained from $\psi(x_a)$ using Eq. (21) for amplitude $q = 1$ of the cosine potential energy. The normalization factor $A$ in Eq. (20) is set to unity, for which the $f(x_a)$ functions are normalized to unity over one unit cell.

The probability density $P(x_a) = \psi(x_a)\psi(x_a) = f^*(x_a)f(x_a)$ (26) is plotted in Fig. 10 for $ka/\pi = 1/3$, $2/3$, and $1^{-}$ and $A = 1$ in Eq. (20). The $P(x_a)$ plots are the same for $\psi(x_a)$ and $f(x_a)$ as is apparent from Eq. (21). The probability density has the periodicity of the lattice and is only weakly dependent on the crystal momentum $k$. With the choice $A = 1$, $P(x_a)$ integrated over one unit cell is unity for each value of $ka/\pi$.

### B. Fourier Components of the Wave Functions

In the limit $q \to 0$ for which the Schrödinger equation gives free-electron wave functions, the Mathieu functions are respectively just sine and cosine waves with argument $kx$ and energy $E_k = \hbar^2k^2/2m$. However, with increasing $q$, reciprocal-lattice vectors $G_n = n2\pi/a$ (27) appear in the wave function. A wave function of an electron in a periodic lattice in one dimension can be expressed as a Fourier-series expansion in terms of $G_n$ given by

$$\psi(x) = \sum_{n=1}^{\infty} c_ne^{iG_nx},$$  

(28)
FIG. 8: Real and imaginary parts of the wave functions $\psi$ for $x/a = 0$ to 1 and $ka = \pi/2$ with increasing $q$ from 0 to 1 in (a)–(f), respectively. The wavelength of $\psi$ in each case is $\lambda/a = 2\pi/ka = 4$ in the reduced-zone scheme.

where $c_n$ is a complex coefficient. One can therefore determine the amplitudes $c_n$ associated with a particular wave function with a specific value of $r = ka/\pi$ via Fourier analysis. Below the Fourier amplitude spectrum of the real part of $\psi(x)$ for $r = ka/\pi = 1/2$ is calculated (the spectrum of the imaginary part is the same except for values of $r$ corresponding to a BZ boundary with $r = 1, 2, ...$).

Due to the discrete nature of the allowed electron wave vectors $k$ in a ring containing a finite number $N$ of ions under periodic boundary conditions, the allowed values of $ka/\pi$ must be rational numbers. We find that if an irrational value such as $ka/\pi = 1/\pi$ is used, a continuous Fourier spectrum is obtained instead of the discrete spectrum required by Eq. (28). We only plot the spectra for positive values of BZ-boundary indices $n = G_n a/2\pi = ka/\pi$, since the spectra for negative $n$ are mirror images of the positive-$n$ values. Figure 11 shows the ratios $|c_n|/|c_1|$ versus $n$ for $r = ka/\pi = 1/2$ and $q = 0.1$ to 5. As $q$ increases, the width of the visible Fourier spectrum increases. However, we show below that many higher-order Fourier components are also present but with amplitudes smaller than can be seen in Fig. 11.

The Fourier spectra for the electron-band wave functions in Fig. 6 at energies close to the tops and bottoms of the first three energy gaps are shown in Fig. 12, where the unnormalized spectra were respectively calculated from either the real or imaginary part of $\psi$ depending on which was nonzero. The spectra versus reciprocal-lattice index $n = r = ka/\pi = G_n a/2\pi$ show interesting features. First, the strongest component is at $ka/\pi = n$ which specifies which gap is considered in the extended-zone scheme. Second, there exist Fourier components with other reciprocal-lattice wave vectors with smaller amplitude than the one at $n = r$. Third, for $r = 2^+$, a Fourier component occurs at $n = 0$ corresponding to a constant vertical shift in the wave function, in agreement with the upward shift of the average of the wave function in Fig. 6(d). Fourth, the Fourier components...
of the wave functions at energies slightly less than the bottoms of the gaps in Figs. 12(b,d,f) are much smaller than those at energies slightly greater than the tops of the gaps in Figs. 12(a,c,e) as is apparent from the corresponding wave functions in Fig. 6, although the relative amplitudes of the respective peaks are similar. Finally, one might have expected that the only peak in the Fourier spectra for wave vectors infinitesimally close to \( r = k_a/\pi = 1/2 \) would be at \( G_1 \), but the data in Fig. 12 show that this is not the case.

Figure 13 illustrates the \( q \) dependence of \( \ln(|c_n|/|c_1|) \) versus \( n \) for \( k_a/\pi = 1/2 \) with \( q = 0.1 \) to 5. The plots show that the dependence on \( n \) weakens as \( q \) increases, consistent with Fig. 11. We also see from Fig. 13 that (i) only the odd harmonics of the fundamental reciprocal-lattice wave vector \( G_1 \) occur for \( k_a/\pi = 1/2 \); (ii) the dependence of \( \ln(|c_n|/|c_1|) \) on \( n \) is clearly seen to be sawtooth-shaped for the smaller \( q \) values; and (iii) \( |c_n|/|c_1| \) falls off faster than \( e^{-Bn} \) versus \( n \), where \( B \) is a positive constant.

Figure 14 shows \( \ln(|c_n|/|c_1|) \) versus \( n \) from \( n = 1 \) to \( n = 45 \) for \( k_a/\pi = 1/2 \) with fixed cosine potential amplitude \( q = 2 \) [see Fig. 11(e)]. An excellent fit of the data shown by the black curve in Fig. 14 was obtained by the expression

\[
\ln \left( \frac{|c_n|}{|c_0|} \right) = A + Bn^c, \tag{29a}
\]

where

\[
A = 0.52(8), \quad B = -0.184(5), \quad c = 1.445(7), \tag{29b}
\]

with a goodness-of-fit parameter \( R^2 = 0.99992 \).

FIG. 11: Ratio \( |c_n|/|c_1| \) of the magnitudes of the Fourier series coefficients in Eq. (28) for reduced electron wave vector \( r = k_a/\pi = 1/2 \) versus the order \( n \) of the reciprocal-lattice vector \( G_n = 2\pi/n \) for the \( q \) values listed. For this value of \( k_a/\pi \) only odd harmonics of \( G_1 \) occur for each value of \( q \) and they each become stronger as \( q \) increases. The same Fourier-coefficient ratios occur for negative \( n \) which can be obtained by reflecting the spectra about \( n = 0 \).

V. BAND STRUCTURE FROM THE CENTRAL EQUATION

In one dimension, the potential energy in Eq. (2) can be written

\[
U(x) = \sum_G U_G e^{iGx}. \tag{30}
\]

In the present paper, \( U(x) \) in Eq. (4) is real with a single Fourier component

\[
G_1 = \pm 2\pi/a, \quad U_G = U_1/2 \equiv U. \tag{31}
\]

The wave function for a given real crystal momentum \( k_x > 0 \equiv k \) can be written as the Fourier series

\[
\psi_k(x) = \sum_G c_k e^{i(k-G)x}, \tag{32}
\]

where \( \psi_k(x) = \psi_{k+G}(x) \) and \( k \) is in the first BZ. Examples of the magnitudes \( |c_n|/|c_1| \) and \( |c_n| \) of the Fourier

FIG. 10: Probability density \( P(x_a) \) for \( \psi(x_a) \) and \( f(x_a) \) with \( k_a/\pi = 1/3 \) (red dashed curve), \( 2/3 \) (solid blue curve), and \( 1^+ \) (solid red curve). All show a periodicity of unity. Two unit cells are shown to further illustrates the periodicity.
FIG. 12: Unnormalized amplitudes $|c_n|$ versus $n = G_n a/2\pi$ of the Fourier spectra of the respective nonzero real or imaginary parts of the wave functions in Fig. 6 near the tops [(a), (c), (e)] and bottoms [(b), (d), (f)] of the first three energy gaps at $n = 1$, 2, and 3, respectively. Note that the relative amplitudes of the peaks for a given $r^+$ are close those of the respective amplitudes of the peaks for $r^-$, that the scales of the ordinates in each of (b), (d), and (f) are different, these scales are much smaller than in (a), (c), and (e), and a zero-frequency (dc) component occurs in (c). The same expansion coefficients occur for negative $n$ which can be obtained by reflecting the spectra about $n = 0$.

FIG. 13: Natural logarithm of the ratio $|c_n|/|c_1|$ of the expansion coefficients in Eq. (28) for reduced electron wave vector $r = ka/\pi = 1/2$ versus the order $n$ of the reciprocal lattice vector $G_n = n\pi/a$ for the $q$ values listed. For $ka/\pi = 1/2$ only odd harmonics of $G_n/2$ occur for each value of $q$. The lines are guides to the eye.

FIG. 14: Natural logarithm of the ratio $|c_n|/|c_1|$ of the expansion coefficients in Eq. (28) versus the order $n$ of the reciprocal lattice vector $G_n = n\pi/a$ (solid red circles) for amplitude $q = 2$ of the cosine potential with $ka/\pi = 1/2$. The fit by Eqs. (29) is shown as the black curve.

components are plotted above versus $n$ in Figs. 11 and 12, respectively.

Substituting Eqs. (30) and (32) into the Schrödinger equation gives the so-called central equation [16]

$$(E_k - E)c_k + \sum_G U_{Gk}c_{G-k} = 0, \quad (33)$$

which is the discrete Fourier transform of the Schrödinger equation in crystal-momentum space, where $E_k$ is the free-electron dispersion relation, and $k$ is again restricted to the first BZ. For our 1D case, $U_G = U$ and $G = 2\pi/a$ with both positive and negative values $\pm G$, so Eq. (33) becomes

$$U c_{k+G} + (E_k - E)c_k + U c_{k-G} = 0. \quad (34)$$

Since any multiple of $\pm G$ can be added to $k$ and recover the same wave function, there are in theory an infinite number of such equations. However, Figs. 11 and 12 demonstrate that only a small number of $G$ values are generally present with significant amplitudes. As the amplitude $q$ of the cosine potential increases, so does the number of multiples of $G$ necessary to reproduce the wave functions such as in Fig. 8. Here we are interested in seeing how the dispersion relations obtained from the central equation (33) depend on the number of included $G$ values for comparison with the numerically-exact solutions in Fig. 1. According to Eq. (34), each value of $c_k$ is only coupled to two other values $c_{k+G}$ and $c_{k-G}$, etc., which simplifies calculation of the dispersion relations.

The five lowest-order equations in $G$ derived from Eq. (34) can be written
\[
\begin{pmatrix}
U & E_{k+2G} - E & 0 & 0 & 0 \\
0 & U & E_{k+G} - E & 0 & 0 \\
0 & 0 & U & E_k - E & 0 \\
0 & 0 & 0 & U & E_{k-G} - E \\
0 & 0 & 0 & 0 & U \\
\end{pmatrix}
\begin{pmatrix}
\vdots \\
c_k + 2G \\
c_k + G \\
c_k \\
c_k - G \\
c_k - 2G \\
\vdots \\
\end{pmatrix}
= 0,
\]
(35)

where \( G \equiv |G_1| = 2\pi/a \) from Eq. (31).

In order to solve for the energies \( E \), this \( 7 \times 5 \) matrix is reduced to a \( 5 \times 5 \) square matrix by eliminating the first and last columns of the matrix and the top and bottom entries of the column vector, yielding

\[
\begin{pmatrix}
E_{k+2G} - E & U & 0 & 0 & 0 \\
U & E_{k+G} - E & 0 & 0 & 0 \\
0 & U & E_k - E & 0 & 0 \\
0 & 0 & U & E_{k-G} - E & 0 \\
0 & 0 & 0 & U & E_{k-2G} - E \\
\end{pmatrix}
\begin{pmatrix}
c_k + 2G \\
c_k + G \\
c_k \\
c_k - G \\
c_k - 2G \\
\end{pmatrix}
= 0,
\]
(36)

where, e.g.,

\[
E_{k+G} = \frac{\hbar (k + G)^2}{2m}.
\]
(37)

In order to obtain nonzero solutions for the \( c_{k\pm nG} \) coefficients, the determinant of the matrix must vanish, which yields the band structure \( E(k) \). Figure 15(a) shows the band structure in the extended-zone scheme obtained from Eq. (36) for \( q = 1 \), where we have normalized the axes to agree with those in Fig. 1(c). We find that the lowest-energy band gap at \( k_x a/\pi = \pm 1 \) agrees to five significant figures with that obtained in Fig. 1(c) from numerically-exact calculations, whereas the second gap at \( k_x a/\pi = \pm 2 \) is about 1% too large. When the matrix in Eq. (36) is reduced to \( 3 \times 3 \) to only take into account the reciprocal lattice vectors \( G = \pm 2\pi/a \), the energy gap at \( k_x a/\pi = \pm 2 \) disappears in the derived \( E(k) \) relation as shown in Fig. 15(b), and the energy gaps at \( k_x a/\pi = \pm 1 \) are too large by about 1% compared to the gaps in Fig. 1(c). We conclude that the overall agreement of the band structure obtained for \( q = 1 \) within the energy range in Fig. 15(a) from the central equation, as obtained above, with the numerically-exact band structure in Fig. 1(c) is quite good for the energy range in Fig. 15.

VI. CONCLUDING REMARKS

The band structure of noninteracting electrons in a one-dimensional metallic solid with a sinusoidal potential containing the first reciprocal-lattice vector has been discussed in the past in the nearly-free-electron approximation, where only the lowest-order contribution of the potential is discussed. The availability of numerically-exact solutions to the Mathieu Schrödinger equation has allowed far more information to be obtained about the band structure and wave functions.

The new results presented here include the dependence of the band structure on the amplitude of the sinusoidal potential, detailed wave functions and probability densities versus position and crystal-momentum \( k \) with a discussion of the normalization factor, Fourier-series analyses of the wave functions to show the amplitudes of the reciprocal-lattice components \( n\pi/a \) and analyses of these components from \( n = 1 \) to \( n = 45 \), and a comparison of the band structure with that obtained from the central equation. Another interesting result is that the occurrence of an energy gap in the band structure at wave vector \( k = G_n/2 \) in the extended-zone scheme does not require the presence of that wave vector in the sinusoidal potential energy.

The sinusoidal potential is more realistic than the Kronig-Penney Dirac-comb model for one-dimensional metals [1, 2] often used an an introduction to students of the band structure of solids.
FIG. 15: Band structure obtained using the central equation (33) and matrix equation (36) for cosine potential amplitude $q = 1$ and maximum reciprocal-lattice vectors (a) $G_{\text{max}}^\text{a} = 2(2\pi/a)$ and (b) $G_{\text{max}}^\text{b} = 2\pi/a$. Reducing $G_{\text{max}}$ from $4\pi/a$ to $2\pi/a$ is seen to eliminate the band gaps at $k_xa/\pi = \pm 2$.
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