MIXED $L^p(L^2)$ NORMS OF THE LATTICE POINT DISCREPANCY
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Abstract. We estimate some mixed $L^p(L^2)$ norms of the discrepancy between the volume and the number of integer points in $r\Omega - x$, a dilated by a factor $r$ and translated by a vector $x$ of a convex body $\Omega$ in $\mathbb{R}^d$,

$$\left\{ \int_{\mathbb{T}^d} \left( \frac{1}{H} \int_{R}^{R+H} \left| \sum_{k \in \mathbb{Z}^d} \chi_{r\Omega - x}(k) - r^d |\Omega| \right|^2 \, dr \right)^{p/2} \, dx \right\}^{1/p}.$$

We obtain estimates for fixed values of $H$ and $R \to \infty$, and also asymptotic estimates when $H \to \infty$.

1. Introduction

The discrepancy between the volume and the number of integer points in $r\Omega - x$, a dilated by a factor $r$ and translated by a vector $x$ of bounded domain $\Omega$ in $\mathbb{R}^d$, is

$$D (r\Omega - x) = \sum_{k \in \mathbb{Z}^d} \chi_{r\Omega - x}(k) - r^d |\Omega|.$$

Here $\chi_{r\Omega - x}(y)$ denotes the characteristic function of $r\Omega - x$ and $|\Omega|$ the measure of $\Omega$. A classical problem is to estimate the size of $D (r\Omega - x)$, as $r \to +\infty$. For a survey see e.g. [23] and [24]. We want to estimate the mixed $L^p(L^2)$ norms of this discrepancy:

$$\left\{ \int_{\mathbb{T}^d} \left[ \frac{1}{H} \int_{R}^{R+H} |D (r\Omega - x)|^2 \, dr \right]^{p/2} \, dx \right\}^{1/p}.$$

In order to present our results, we need to introduce some notation. If $d\mu(r)$ is a finite Borel measure on the line $-\infty < r < +\infty$, and if $0 < H < +\infty$ and $-\infty < R < +\infty$, the dilated and translated measure $d\mu_{H,R}(r)$ is defined by

$$\mu_{H,R}\{I\} = \mu\{H^{-1}(I-R)\}.$$

Alternatively, by duality with continuous bounded functions,

$$\int_{\mathbb{R}} f(r) \, d\mu_{H,R}(r) = \int_{\mathbb{R}} f(R + Hr) \, d\mu(r).$$

With this definition, the Fourier transforms of $d\mu(r)$ and $d\mu_{H,R}(r)$ are related by the equation

$$\hat{\mu}_{H,R}(\zeta) = \int_{\mathbb{R}} \exp(-2\pi i \zeta r) \, d\mu_{H,R}(r).$$
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for some \( \beta \) define

\[
C \text{ there exists } r \text{ such that for every } H, R \geq 1,
\]

\[
\int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} r^{-(d-1)/2} \mathcal{D}(r\Omega - x) \right)^{p/2} \sigma_{H,R}(r) \, dr \right)^{1/p} \leq \mathcal{G}(x) \leq C \log^\alpha (1 + R).
\]

(3) If \( \beta > 0 \) and \( p < A \), the family of functions indexed by \( H \) and \( R \)

\[
\int_{\mathbb{R}} r^{-(d-1)/2} \mathcal{D}(r\Omega - x) \sigma_{H,R}(r) \, dr
\]

has a limit \( \mathcal{G}(x) \) in the norm of \( L^{p/2}(\mathbb{T}^d) \) as \( H \to +\infty \). In particular, the convergence in norm implies the convergence of the norms, and this is uniform in \( R \geq 1 \),

\[
\lim_{H \to +\infty} \left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} r^{-(d-1)/2} \mathcal{D}(r\Omega - x) \sigma_{H,R}(r) \, dr \right)^{p/2} \, dx \right\}^{1/p} = \left\{ \int_{\mathbb{T}^d} \mathcal{G}(x)^{p/2} \, dx \right\}^{1/p}.
\]
The growth \((1/p - 1/A)^{-\alpha}\) of the norm of the discrepancy in the above theorem allows to extrapolate some Orlicz type estimates at the critical index \(p = A\).

**Corollary 1.2.** (1) Assume one of the following rows of indexes:

\[
\begin{align*}
\{ & d = 2, \quad \beta = 1, \quad \alpha = 2, \quad \gamma < 2/e, \\
& d = 2, \quad \beta > 1, \quad \alpha = 1, \quad \gamma < 1/e.
\end{align*}
\]

Then there exists \(C > 0\) such that for every \(H, R \geq 1\),

\[
\int_{\mathbb{T}^d} \exp \left( \gamma \left( \int_{\mathbb{R}} |y^{-(d-1)/2} \mathcal{D} (r\Omega - x)|^2 \, d\mu_{H, R} (r) \right)^{1/\alpha} \right) \, dx \leq C.
\]

(2) Assume one of the following rows of indexes:

\[
\begin{align*}
\{ & d = 2, \quad 0 \leq \beta < 1, \quad p = 4 / (1 - \beta), \quad \gamma > 2 / (1 - \beta), \\
& d = 3, \quad 0 \leq \beta < 1/2, \quad p = (3 - 2\beta) / (1 - \beta), \quad \gamma > 2, \\
& d = 3, \quad 1/2 \leq \beta < 1, \quad p = 6 / (2 - \beta), \quad \gamma > 3 / (2 - \beta), \\
& d = 3, \quad \beta = 1, \quad p = 6, \quad \gamma > 6, \\
& d = 3, \quad \beta > 1, \quad p = 6, \quad \gamma > 3,
\end{align*}
\]

Then there exists \(C\) such that for every \(H, R \geq 1\),

\[
\int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} |y^{-(d-1)/2} \mathcal{D} (r\Omega - x)|^2 \, d\mu_{H, R} (r) \right)^{p/2} \times \log \gamma (2 + \int_{\mathbb{R}} |y^{-(d-1)/2} \mathcal{D} (r\Omega - x)|^2 \, d\mu_{H, R} (r)) \, dx \leq C.
\]

The existence of the limit function \(G(x)\) in the above theorem is somehow related to the quasi-periodicity of the normalized discrepancy as a function of the dilation parameter \(r\). Indeed, for “generic” convex sets, the theorem can be slightly strengthened.

**Corollary 1.3.** If the support function of the convex set \(\Omega\), defined as \(g(x) = \sup_{y \in \Omega} \{x \cdot y\}\), has the property that there exists \(C\) such that for every \(m\) in \(\mathbb{Z}^d\) the equation \(g(m) = g(n)\) has at most \(C\) solutions \(n\) in \(\mathbb{Z}^d\), then the limit function \(G(x)\) in Theorem 1.1 (3) is bounded and continuous in \(\mathbb{T}^d\). If the support function is injective when restricted to the integers, that is \(g(m) \neq g(n)\) for every \(m, n \in \mathbb{Z}^d\) with \(m \neq n\), then this limit function \(G(x)\) is constant.

The family of compact convex sets endowed with the Hausdorff metric is a complete metric space. It can be shown that the collection of convex sets with injective support functions is an intersection of a countable family of open dense sets. In particular, we will observe in Remark 1.1 that the above corollary applies to almost every ellipsoid \(\{|M(x-p)| \leq 1\}\), but it does not apply to the ball \(\{|x| \leq 1\}\). The ball is different. This has as a consequence an estimate from below for the norm of the discrepancy.
Theorem 1.4. (1) Assume that $\Sigma = \{|x| \leq 1\}$ is the ball in $\mathbb{R}^d$ with $d \geq 4$, and that $d\mu(r)$ is an arbitrary Borel probability measure on $\mathbb{R}$. Then for every $p > 2d/(d - 3)$,
\[
\limsup_{H,R \to +\infty} \left\{ \int_{T^d} \left( \int_{\mathbb{R}} r^{-(d-1)/2} D(r\Sigma - x) \right)^{p/2} d\mu_{H,R}(r) \right\}^{1/p} = +\infty.
\]

(2) If in addition the Fourier transform of $d\mu(r)$ vanishes at infinity, $\lim_{|\zeta| \to +\infty} \{|\widehat{\mu}(\zeta)|\} = 0$, the supremum limit can be replaced by a limit,
\[
\lim_{H,R \to +\infty} \left\{ \int_{T^d} \left( \int_{\mathbb{R}} r^{-(d-1)/2} D(r\Sigma - x) \right)^{p/2} d\mu_{H,R}(r) \right\}^{1/p} = +\infty.
\]

The range $p > 2d/(d - 3)$ in this theorem should be compared with the range $p < (2d - 4)/(d - 3)$ in the previous theorem. What happens in between is an open problem. In any case, observe that both these indexes $(2d - 4)/(d - 3)$ and $2d/(d - 3)$ are asymptotic to 2 as $d \to +\infty$. The proof of this theorem reduces essentially to an estimate of the norm in $L^{p/2}(\mathbb{T}^d)$ of the function $\mathcal{G}(x)$ which appears as a limit of the discrepancy in Theorem 1.4. While the limit function associated to the ball $\{|x| \leq 1\}$ is unbounded, for a generic ellipsoid the limit function is constant. In particular, we do not know if the statement of the theorem for the ball also applies to all convex sets.

The techniques used to prove the above theorems also apply to the estimates of pure $L^p$ norms of the discrepancy:
\[
\left\{ \int_{T^d} \left( \int_{\mathbb{R}} r^{-(d-1)/2} D(r\Sigma - x) \right)^p d\mu_{H,R}(r) \right\}^{1/p}.
\]

This will be addressed in another paper. See also [7].

Finally, we would like to thank our friends Luca Brandolini and Giancarlo Travaglini for continuous discussions during the preparation of this paper.

2. Previous results

In order to put in an appropriate perspective our results, let us present a short non-exhaustive list of previous results on the discrepancy.

Studying the arithmetical function $r(n)$, the number of integer pairs $(h,k)$ with $n = h^2 + k^2$, G.H. Hardy in [9] and E. Landau in [25] proved that the discrepancy $\left| \sum_{n \leq T} r(n) - \pi T \right|$ can be larger than $CT^{1/4} \log^{1/4}(T)$. On the other hand, in [10] Hardy proved that the mean square average of this discrepancy satisfies for every $\varepsilon > 0$ the estimate
\[
\left\{ \frac{1}{T} \int_0^T \left| \sum_{n \leq t} r(n) - \pi t \right|^2 \right\}^{1/2} \leq CT^{1/4 + \varepsilon}.
\]

In our notation $\sum_{n \leq t} r(n) - \pi t$ is nothing but the discrepancy $D(\sqrt{t}\Omega)$ of the disc $\Omega = \{|x| \leq 1\}$ in the plane. Hardy also stated that it is not unlikely that the supremum norm of this discrepancy is dominated by $T^{1/4 + \varepsilon}$ for every $\varepsilon > 0$. This is the so-called Gauss circle problem.
H.Cramer in [5] removed the $\varepsilon$ in the theorem of Hardy and proved the more precise asymptotic estimate
\[
\lim_{T \to +\infty} \left\{ T^{-3/2} \int_0^T \left| \sum_{n \leq t} r(n) - \pi t \right|^2 dt \right\}^{1/2} = \left\{ \frac{1}{3\pi^2} \sum_{n=1}^{+\infty} \frac{r(n)^2}{n^{3/2}} \right\}^{1/2}.
\]

The distribution and higher power moment in the Gauss circle problem and the related Dirichlet divisor problem have been studied by D.R.Heath-Brown in [12] and by K.M.Tsang in [34]. See also [21] for a tridimensional version of these results.

The above results for the disc and the ball have been extended to other domains. In [27], W.Nowak proved that if $\Omega$ is a convex set in the plane with smooth boundary with strictly positive curvature, then for every $R \geq 1$,\
\[
\left\{ \frac{1}{R} \int_0^R |D(r\Omega)|^2 dr \right\}^{1/2} \leq CR^{1/2}.
\]

Indeed, P.Bleher proved in [2] a more precise asymptotic estimate: There exists an explicit constant $C$ such that\
\[
\lim_{R \to +\infty} R^{-1/2} \left\{ \frac{1}{R} \int_0^R |D(r\Omega)|^2 dr \right\}^{1/2} = C.
\]

M.Huxley in [15] considered the mean value of the discrepancy over short intervals and proved that if $\Omega$ is a convex set in the plane with smooth boundary with strictly positive curvature, then\
\[
\left\{ \int_R^{R+1} |D(r\Omega)|^2 dr \right\}^{1/2} \leq CR^{1/2} \log^{1/2}(R).
\]

W.Nowak in [28] proved that the above estimate remains valid also when the integration is over the interval $R \leq r \leq R + \log(R)$, while for $H \leq R$ but $H/\log(R) \to +\infty$ he proved the more precise asymptotic estimate\
\[
\lim_{R \to +\infty} R^{-1/2} \left\{ \frac{1}{H} \int_R^{R+H} |D(r\Omega)|^2 dr \right\}^{1/2} = C.
\]

A.Iosevich, E.Sawyer, A.Seeger in [19] and [20] extended the above results to convex sets in $\mathbb{R}^d$ with smooth boundary with strictly positive Gaussian curvature,
\[
\left\{ \frac{1}{R} \int_R^{2R} |D(r\Omega)|^2 dr \right\}^{1/2} \leq \begin{cases} CR^{1/2} & \text{if } d = 2, \\ CR \log(R) & \text{if } d = 3, \\ CR^{d-2} & \text{if } d > 3. \end{cases}
\]

The above are results on the averages of the discrepancy under dilations. D.G.Kendall considered the mean square average of the discrepancy under translations and proved in [22] that if $\Omega$ is an oval in $\mathbb{R}^d$,
\[
\left\{ \int_{\mathbb{R}^d} |D(R\Omega - x)|^2 dx \right\}^{1/2} \leq CR^{(d-1)/2}.
\]

Mean square averages of the discrepancy under rotations of the domain have been considered by A.Iosevich in [17], and more general random discrepancies have been discussed in [18].
The study of the $L^p$ norm of the discrepancy with $p \neq 2$ is more recent and the results are less complete. In [3] the authors studied the $L^p$ norm of the discrepancy for rotated and translated polyhedra $\Omega$ in $\mathbb{R}^d$,

$$\left\{ \int_{SO(d)} \int_{T^d} |D(\sigma R\Omega - x)|^p \, dxd\sigma \right\}^{1/p} \leq \begin{cases} C \log^d(R) & \text{if } p = 1, \\ CR^{(d-1)(1-1/p)} & \text{if } 1 < p \leq +\infty. \end{cases}$$

In the same paper it was also proved that the above inequalities can be reversed, at least for a simplex and for $p > 1$. In other words, the $L^p$ discrepancy of a polyhedron grows with $p$. On the contrary, for certain domains with curvature there exists a range of indices $p$ where the $L^p$ discrepancy is of the same order as the $L^2$ discrepancy, possibly up to a logarithmic transgression. Indeed, M. Huxley in [16] proved that if $\Omega$ is a convex set in the plane with boundary with continuous positive curvature, then

$$\left\{ \int_{T^2} |D(R\Omega - x)|^4 \, dx \right\}^{1/4} \leq CR^{1/2} \log^{1/4}(R).$$

In [4] the authors extended the above result to convex sets with smooth boundary with positive Gaussian curvature in higher dimensions,

$$\left\{ \int_{T^d} |D(R\Omega - x)|^p \, dx \right\}^{1/p} \leq \begin{cases} CR^{(d-1)/2} & \text{if } p < 2d/(d-1), \\ CR^{(d-1)/2} \log^{(d-1)/2d}(R) & \text{if } p = 2d/(d-1). \end{cases}$$

The present paper continues this line of research. Let us conclude this section with a few examples.

**Example 2.1.** If $d\mu(r)$ is the unit mass concentrated at $r = 0$, then $\hat{\mu}(\zeta) = 1$, so that $\beta = 0$, and the $L^p (L^2)$ mixed norm in Theorem [11] reduces to a pure $L^p$ norm, and one obtains

$$\left\{ \int_{T^d} |D(R\Omega - x)|^p \, dx \right\}^{1/p} \leq \begin{cases} C (2d/(d-1) - p)^{-(d-1)/2d} & \text{if } d \geq 2 \text{ and } p < 2d/(d-1), \\ C \log^{(d-1)/2d}(1 + R) & \text{if } d \geq 2 \text{ and } p = 2d/(d-1). \end{cases}$$

In particular, one recovers some of the results in [16] and [4].

**Example 2.2.** If $d\mu(r)$ is the uniformly distributed measure in $\{0 < r < 1\}$, then the $L^p (L^2)$ mixed norm in Theorem [11] is

$$\left\{ \int_{T^d} \left( \frac{1}{H} \int^R_{H} |r^{-(d-1)/2} D(r\Omega - x)|^2 \, dr \right)^{p/2} \, dx \right\}^{1/p}.$$

The Fourier transform of the uniformly distributed measure in $\{0 < r < 1\}$ has decay $\beta = 1$,

$$\hat{\mu}(\zeta) = \int^1_0 \exp(-2\pi i r) \, dr = \exp(-\pi i) \frac{\sin(\pi \zeta)}{\pi \zeta}.$$
On the other hand, if $\psi (r)$ is a non negative smooth function with integral one and support in $0 \leq r \leq 1$, one can consider a smoothed average

$$
\left\{ \int_{\mathbb{T}^d} \left( \int_{R} |r^{-(d-1)/2} \mathcal{D} (r\Omega - x)|^2 H^{-1} \psi (H^{-1} (r - R)) \, dr \right)^{p/2} \, dx \right\}^{1/p}
$$

This smoothed average is equivalent to the uniform average over $\{ R < r < R + H \}$, but the decay of the Fourier transform $\hat{\psi} (\zeta)$ is faster than any power $\beta$. Hence for the uniformly distributed measure in $\{ 0 < r < 1 \}$ the theorem applies with the indexes corresponding to $\beta > 1$:

$$
\left\{ \int_{\mathbb{T}^d} \left( \frac{1}{H} \int_{R}^{R+H} |r^{-(d-1)/2} \mathcal{D} (r\Omega - x)|^2 \, dr \right)^{p/2} \, dx \right\}^{1/p}
\leq \begin{cases}
C p^{1/2} & \quad \text{if } d = 2 \text{ and } p < +\infty,
C \log^{1/2} (1 + R) & \quad \text{if } d = 2 \text{ and } p = +\infty,
C (6 - p)^{-1/3} & \quad \text{if } d = 3 \text{ and } p < 6,
C \log^{1/3} (1 + R) & \quad \text{if } d = 3 \text{ and } p = 6,
C ((2d - 4) / (d - 3) - p)^{- (d-3)/(2d-4)} & \quad \text{if } d \geq 4 \text{ and } p < (2d - 4) / (d - 3),
C \log^{(d-3)/(2d-4)} (1 + R) & \quad \text{if } d \geq 4 \text{ and } p = (2d - 4) / (d - 3).
\end{cases}
$$

Observe that the range of indexes in the above theorem and corollaries for which the mixed $L^p (L^2)$ norm remains uniformly bounded is larger than the range of indexes in [16] and [4] quoted in the previous example.

**Example 2.3.** As an intermediate case between the two preceeding examples, one can consider a measure $d\mu (r) = r^{-\alpha} \chi_\{0 < r < 1\} (r) \, dr$, with $0 < \alpha < 1$. In this case $|\hat{\mu} (\zeta)| \leq C (1 + |\zeta|)^{\alpha - 1}$, that is $\beta = 1 - \alpha$. As a more sophisticated intermediate example, recall that a probability measure is a Salem measure if its Fourier dimension $\gamma = \sup \left\{ \delta : |\hat{\mu} (\zeta)| \leq C (1 + |\zeta|)^{-\delta/2} \right\}$ is equal to the Hausdorff dimension of the support. Such measures exist for every dimension $0 < \gamma < 1$. See [26, Section 12.17]. The above theorem and corollary assert that the discrepancy cannot be too large in mean on the supports of translated and dilates of these measures.

3. **Proofs of theorems and corollaries**

The proofs will be splitted into a number of lemmas, some of them well known. The starting point is the observation of D.G.Kendall that the discrepancy $\mathcal{D} (r\Omega - x)$ is a periodic function of the translation, and it has a Fourier expansion with coefficients that are a sampling of the Fourier transform of $\Omega$,

$$
\hat{\chi}_\Omega (\xi) = \int_{\Omega} \exp (-2\pi i \xi x) \, dx.
$$

**Lemma 3.1.** The number of integer points in $r\Omega - x$, a translated by a vector $x \in \mathbb{R}^d$ and dilated by a factor $r > 0$ of a domain $\Omega$ in the $d$ dimensional Euclidean space, is a periodic function of the translation with Fourier expansion

$$
\sum_{k \in \mathbb{Z}^d} \chi_{r\Omega-x}(k) = \sum_{n \in \mathbb{Z}^d} r^d \hat{\chi}_\Omega (rn) \exp (2\pi i nx).
$$
In particular,
\[ D(r\Omega - x) = \sum_{n \in \mathbb{Z}^d \setminus \{0\}} r^d \hat{\chi}_\Omega (rn) \exp(2\pi inx). \]

**Proof.** This is a particular case of the Poisson summation formula. \( \square \)

**Remark 3.2.** We emphasize that the Fourier expansion of the discrepancy converges at least in \( L^2(\mathbb{T}^d) \), but we are not claiming that it converges pointwise. Indeed, the discrepancy is discontinuous, hence the associated Fourier expansion does not converge absolutely or uniformly. To overcome this problem, one can introduce a mollified discrepancy. If the domain \( \Omega \) is convex and contains the origin, then there exists \( \varepsilon > 0 \) such that if \( \varphi(x) \) is a non-negative smooth radial function with support in \( \{ |x| \leq \varepsilon \} \) and with integral 1, and if \( 0 < \delta \leq 1 \) and \( r \geq 1 \), then
\[
\left| \Omega \right| \left( (r - \delta)^d - r^d \right) + (r - \delta)^d \sum_{n \in \mathbb{Z}^d \setminus \{0\}} \hat{\varphi} (\delta n) \hat{\chi}_\Omega ((r - \delta) n) \exp(2\pi inx) \leq \sum_{n \in \mathbb{Z}^d} \chi_{r\Omega}(n + x) - \left| \Omega \right| r^d
\]
\[
\leq \left| \Omega \right| \left( (r + \delta)^d - r^d \right) + (r + \delta)^d \sum_{n \in \mathbb{Z}^d \setminus \{0\}} \hat{\varphi} (\delta n) \hat{\chi}_\Omega ((r + \delta) n) \exp(2\pi inx).
\]

One has \( \left| (r + \delta)^d - r^d \right| \leq Cr^{d-1}\delta \), and one can define the mollified discrepancy
\[
(r \pm \delta)^d \sum_{n \in \mathbb{Z}^d \setminus \{0\}} \hat{\varphi} (\delta n) \hat{\chi}_\Omega ((r \pm \delta) n) \exp(2\pi inx).
\]

Observe that the discrepancy is the limit of this mollified discrepancy as \( \delta \to 0+ \). Also observe that since \( \left| \hat{\varphi} (\zeta) \right| \leq C (1 + |\zeta|)^{-\gamma} \) for every \( \gamma > 0 \), the mollified Fourier expansion has no problems of convergence.

**Lemma 3.3.** Assume that \( \Omega \) is a convex body in \( \mathbb{R}^d \) with smooth boundary and everywhere positive Gaussian curvature. Define the support function \( g(x) = \sup_{y \in \Omega} \{ x \cdot y \} \). Then, there exist functions \( \{ a_j (\xi) \}_{j=1}^{+\infty} \) and \( \{ b_j (\xi) \}_{j=0}^{+\infty} \) homogeneous of degree 0 and smooth in \( \mathbb{R}^d \setminus \{0\} \) such that the Fourier transform of the characteristic function of \( \Omega \) for \( |\xi| \to +\infty \) has the asymptotic expansion
\[
\hat{\chi}_\Omega (\xi) = \int_{\Omega} \exp \left( -2\pi i \xi \cdot x \right) dx
\]
\[
= \exp \left( -2\pi ig (\overline{\xi}) \right) |\xi|^{-(d+1)/2} \sum_{j=0}^{h} a_j (\xi) |\xi|^{-j} + \exp \left( 2\pi ig (-\overline{\xi}) \right) |\xi|^{-(d+1)/2} \sum_{j=0}^{h} b_j (\xi) |\xi|^{-j}
\]
\[+ O \left( |\xi|^{-(d+2h+3)/2} \right). \]

The functions \( a_j (\xi) \) and \( b_j (\xi) \) depend on a finite number of derivatives of a parametrization of the boundary of \( \Omega \) at the points with outward unit normal \( \pm \xi/|\xi| \). In particular, \( a_0 (\xi) \) and \( b_0 (\xi) \) are, up to some absolute constants, equal to \( K (\pm \xi)^{-1/2} \), with \( K (\pm \xi) \) the Gaussian curvature of \( \partial \Omega \) at the points with outward unit normal \( \pm \xi/|\xi| \).

**Proof.** This is a classical result. See e.g. \([8], [13], [14], [32]\). Here, as an explicit example, we just recall that the Fourier transform of a ball \( \{ x \in \mathbb{R}^d : |x| \leq R \} \)
can be expressed in terms of a Bessel function, and Bessel functions have simple asymptotic expansions in terms of trigonometric functions,
\[
\hat{\chi}_{\{|x| \leq R\}}(\xi) = R^d \hat{\chi}_{\{|x| \leq 1\}}(R\xi) = R^d |R\xi|^{-d/2} J_{d/2}(2\pi |R\xi|)
\approx \pi^{-1} R^{(d-1)/2} |\xi|^{-(d+1)/2} \cos(2\pi R |\xi| - (d + 1) \pi/4) \\
- 2^{-4} \pi^{-2} (d^2 - 1) R^{(d-3)/2} |\xi|^{-(d+3)/2} \sin(2\pi R |\xi| - (d + 1) \pi/4) + ...
\]

More generally, also the Fourier transform of an ellipsoid, that is an affine image of a ball, can be expressed in terms of Bessel functions. See [33]. □

**Lemma 3.4.** Assume that Ω is a convex body in \(\mathbb{R}^d\) with smooth boundary and everywhere positive Gaussian curvature. Let \(z\) be a complex parameter, and for every \(j = 0, 1, 2, \ldots\) and \(r \geq 1\), with the notation of the previous lemmas, let define the tempered distributions \(\Phi_j(z, r, x)\) via the Fourier expansions
\[
\Phi_j(z, r, x) = r^{-j} \sum_{n \in \mathbb{Z}^d \setminus \{0\}} a_j(n) |n|^{-z-j} \exp(-2\pi i g(n) r) \exp(2\pi i n x)
\]
\[
+ r^{-j} \sum_{n \in \mathbb{Z}^d \setminus \{0\}} b_j(n) |n|^{-z-j} \exp(2\pi i g(-n) r) \exp(2\pi i n x).
\]

1. If \(\text{Re}(z) + j > d/2\) then the Fourier expansion that defines \(\Phi_j(z, r, x)\) converges in \(L^2(\mathbb{T}^d)\). If \(\text{Re}(z) + j > d\) then the convergence is absolute and uniform.
2. Let
\[
\mathcal{R}_h(r, x) = r^{-(d-1)/2} \mathcal{D}(r\Omega - x) - \sum_{j=0}^{h} \Phi_j((d+1)/2, r, x).
\]
If \(h > (d-3)/2\) there exists \(C\) such that for every \(r \geq 1\),
\[
|\mathcal{R}_h(r, x)| \leq C r^{-h-1}.
\]

**Proof.** This is a consequence of the previous lemmas. The terms \(\Phi_j((d+1)/2, r, x)\) come from the terms homogeneous of degree \(-(d+1)/2 - j\) in the asymptotic expansion of the Fourier transform of \(\Omega\), while the remainder \(\mathcal{R}_h(r, x)\) is given by an absolutely and uniformly convergent Fourier expansion. □

After these preliminary lemmas and with the above notation, we have that the normalized discrepancy has the asymptotic expansion
\[
r^{-(d-1)/2} \mathcal{D}(r\Omega - x) = \sum_{j=0}^{h} \Phi_j((d+1)/2, r, x) + O(r^{-h-1}).
\]

Now one can describe the strategy of the proof of Theorem 1.1 as follows: The terms that appear in the expansion of the normalized discrepancy have the form
\[
r^{-j} \sum_{n \in \mathbb{Z}^d \setminus \{0\}} c(n) |n|^{-(d+1)/2-j} \exp(\pm 2\pi i g(\mp n) r) \exp(2\pi i n x).
\]
One can replace the real parameter \((d+1)/2\) which describes the decay of the Fourier transform by a complex parameter \(z\), and define the function
\[
\Theta_j(z, r, x) = r^{-j} \sum_{n \in \mathbb{Z}^d \setminus \{0\}} c(n) |n|^{-z-j} \exp(\pm 2\pi i g(\mp n) r) \exp(2\pi i n x).
\]
Observe that the Fourier coefficients of this function are analytic functions of the complex variable $z$. One can estimate the $L^2(L^2)$ norm of this function via the Parseval equality, and it can be easily seen that the norm is finite if $\text{Re}(z) > d/2$. Then one can estimate the $L^p(L^2)$ norm with $p \geq 4$ via the Hausdorff Young inequality, and it turns out that if $\text{Re}(z) > d(1-1/p) - 1/2$ then this norm is finite. Finally, the result for $z = (d+1)/2$, the one for the discrepancy, follows by complex interpolation.

**Lemma 3.5.** Let $g(x) = \sup_{y \in \Omega} \{x \cdot y\}$ be the support function of a convex $\Omega$ which contains the origin, and with a smooth boundary and everywhere positive Gaussian curvature.

(1) This support function is convex, homogeneous of degree one, positive and smooth away from the origin, and it is equivalent to the Euclidean norm, that is there exist $0 < A < B$ such that for every $x$,

$$A |x| \leq g(x) \leq B |x|.$$ 

(2) There exists $C > 0$ such that for all unit vectors $\omega$ and $\vartheta$ in $\mathbb{R}^d$, there exists a number $A(\vartheta, \omega)$ such that for every real $\tau$ one has

$$|g(\vartheta - \tau \omega) - g(\vartheta)| \geq C |\tau - A(\vartheta, \omega)|$$

**Proof.** When $\Omega$ is the sphere $\{ |x| \leq 1 \}$ the proof is explicit and transparent. Indeed, one has $g(x) = |x|$ and, if $|\vartheta| = |\omega| = 1$, then

$$|\vartheta - \tau \omega| - |\vartheta| = \frac{|\vartheta - \tau \omega|^2 - |\vartheta|^2}{|\vartheta - \tau \omega| + |\vartheta|} = \frac{\tau(\vartheta - 2\vartheta \cdot \omega)}{1 + |\vartheta - \tau \omega|}.$$ 

The proof for a generic convex set is a bit more involved. The convexity of the support function easily follows from the convexity of $\Omega$, and also the other properties in (1) are elementary. In order to prove (2), observe that for $|\omega| = |\vartheta| = 1$ and $-\infty < \tau < +\infty$,

$$|g(\vartheta - \tau \omega) - g(\vartheta)| \geq \frac{|g(\vartheta - \tau \omega)^2 - g(\vartheta)^2|}{|g(\vartheta - \tau \omega) + g(\vartheta)|} \geq C \frac{|g(\vartheta - \tau \omega)^2 - g(\vartheta)^2|}{1 + |\tau|}.$$ 

It then suffices to prove that there exists a $C > 0$ such that for all unit vectors $\vartheta$ and $\omega$, there exists a number $A(\vartheta, \omega)$ such that for every real $\tau$ one has

$$|g(\vartheta - \tau \omega)^2 - g(\vartheta)^2| \geq C |\tau - A(\vartheta, \omega)|.$$ 

Let us show that the function $f(\tau) = g(\vartheta - \tau \omega)^2 - g(\vartheta)^2$ is strictly convex. If $\omega = \pm \vartheta$, then

$$f(\tau) = g((1 \pm \tau) \vartheta)^2 - g(\vartheta)^2 = \left((1 \pm \tau)^2 - 1\right) g(\vartheta)^2 = (\tau^2 \pm 2\tau) g(\vartheta)^2.$$ 

Therefore, if $\omega = \pm \vartheta$,

$$\frac{d^2}{d\tau^2} f(\tau) = 2g(\vartheta)^2 \geq 2C > 0.$$ 

If $\omega \neq \pm \vartheta$, then $\vartheta - \tau \omega \neq 0$, and

$$\frac{d}{d\tau} f(\tau) = -2g(\vartheta - \tau \omega) \nabla g(\vartheta - \tau \omega) \cdot \omega,$$

$$\frac{d^2}{d\tau^2} f(\tau) = 2(\nabla g(\vartheta - \tau \omega) \cdot \omega)^2 + 2g(\vartheta - \tau \omega) \omega^i \cdot \nabla^2 g(\vartheta - \tau \omega) \cdot \omega.$$
For notational simplicity call $\vartheta - \tau \omega = x$. The Hessian matrix $\nabla^2 g (x)$ is homogeneous of degree $-1$ and positive semidefinite. When $|x| = 1$ one eigenvalue is 0 and the associated eigenvector is the gradient $\nabla g (x)$, while all the other eigenvalues are the reciprocal of the principal curvatures at the point where the normal is $\nabla g (x)$. See [30, Corollary 2.5.2]. Let $\alpha$ be the minimum of $g (x)$ on the sphere $\{|x| = 1\}$, let $\beta > 0$ be the minimum of $|\nabla g (x)|$ on $\{|x| = 1\}$, and let $\gamma > 0$ be the minimum of the non zero eigenvalues of $\nabla^2 g (x)$ on $\{|x| = 1\}$. If one decomposes $\omega$ into $\omega_0 + \omega_1$, where $\omega_0$ is parallel to $\nabla g (x)$ and $\omega_1$ is orthogonal to $\nabla g (x)$, then

$$
\frac{d^2}{d\tau^2} f (\tau) = 2 \frac{d}{d\tau} (\nabla g (x) \cdot \omega_0)^2 + 2 g (x) \omega_0 \cdot \nabla^2 g (x) \cdot \omega_1
$$

$$= 2 |\nabla g (x)|^2 |\omega_0|^2 + 2 g (x/|x|) \omega_1 \cdot \nabla^2 g (x/|x|) \cdot \omega_1
$$

$$\geq 2 \beta^2 |\omega_0|^2 + 2 \alpha \gamma |\omega_1|^2 \geq 2C > 0.
$$

Therefore, for every $\vartheta$ and $\omega$ the function $f (\tau)$ is strictly convex, and it has exactly two zeros, one is $\tau = 0$ and the other is $\tau = A (\vartheta, \omega)$, possibly the zero is double. By the Lagrange remainder in interpolation, there exists $\varepsilon$ such that

$$
f (\tau) = \tau (\tau - A (\vartheta, \omega)) \frac{1}{2} \frac{d^2 f}{d\tau^2} (\varepsilon).
$$

And since $d^2 f (\tau) / d\tau^2 \geq 2C > 0$,

$$
\left| g (\vartheta - \tau \omega)^2 - g (\vartheta)^2 \right| \geq C |\tau| |\tau - A (\vartheta, \omega)|.
$$

Lemma 3.6. If $g (x)$ is the support function of $\Omega$, then for every $(d + 1)/2 \leq \alpha < d$ and $\beta > 0$, there exists $C$ such that for every $y \in \mathbb{R}^d - \{0\}$,

$$
\int_{\mathbb{R}^d} |x|^{-\alpha} |x - y|^{-\alpha} (1 + |g (x) - g (x - y)|)^{-\beta} \, dx
$$

$$\leq \begin{cases} 
C |y|^{d-2\alpha-\beta} & \text{if } 0 \leq \beta < 1, \\
C |y|^{d-2\alpha-1} \log (2 + |y|) & \text{if } \beta = 1, \\
C |y|^{d-2\alpha-1} & \text{if } \beta > 1.
\end{cases}
$$

Proof. Let us explain the numerology behind the lemma. If there is no cutoff $(1 + |g (x) - g (x - y)|)^{-\beta}$, then the change of variables $x = |y| z$ and $y = |y| \omega$ gives

$$
\int_{\mathbb{R}^d} |x|^{-\alpha} |x - y|^{-\alpha} \, dx = |y|^{-d-2\alpha} \int_{\mathbb{R}^d} |z|^{-\alpha} |z - \omega|^{-\alpha} \, dx = C |y|^{d-2\alpha}.
$$

On the other hand, the cutoff $(1 + |g (x) - g (x - y)|)^{-\beta}$ gives an extra decay. In particular, the integral with the cutoff $(1 + |g (x) - g (x - y)|)^{-\beta}$ with $\beta$ large is essentially over the set $\{g (x) = g (x - y)\}$, that is the cutoff reduces the space dimension by 1. This suggests that, at least when $\beta$ is large, the integral with the cutoff can be seen as the convolution in $\mathbb{R}^{d-1}$ of two homogeneous functions of degree $-\alpha$, and this gives the decay $|y|^{d-1-2\alpha}$. Hence, when $\beta = 0$ the decay is $|y|^{d-2\alpha}$, and when $\beta > 1$ the decay is $|y|^{d-1-2\alpha}$. Finally, by interpolation, when $0 < \beta < 1$ the decay is $|y|^{d-2\alpha-2\beta}$. This is just the numerology, the details of the
proof are more delicate. The change of variables $x = |y| z$ and $y = |y| \omega$ gives
\[
\int_{\mathbb{R}^d} |x|^{-\alpha} |x - y|^{-\alpha} (1 + |g(x) - g(x - y)|)^{-\beta} \, dx = |y|^{d-2\alpha} \int_{\mathbb{R}^d} |z - \omega|^{-\alpha} (1 + |y| |g(z) - g(z - \omega)|)^{-\beta} \, dz.
\]

If $\varepsilon$ is positive and suitably small, there exists $\delta > 0$ such that for every $\omega$ and $z$ with $|\omega| = 1$ and $|z| < \varepsilon$ one has $g(z - \omega) - g(z) > \delta$. This suggests to split the domain of integration into
\[
\{|z| \leq \varepsilon\} \cup \{|z - \omega| \leq \varepsilon\} \cup \{|z| \geq \varepsilon, |z - \omega| \geq \varepsilon\}.
\]
The integral over $\{|z| \leq \varepsilon\}$ is bounded by
\[
\int_{\{|z| \leq \varepsilon\}} |z|^{-\alpha} |z - \omega|^{-\alpha} (1 + |y| |g(z) - g(z - \omega)|)^{-\beta} \, dz \leq (1 - \varepsilon)^{-\alpha} (1 + \delta |y|)^{-\beta} \int_{\{|z| \leq \varepsilon\}} |z|^{-\alpha} \, dz \leq C (1 + |y|)^{-\beta}.
\]
The integral over $\{|z - \omega| \leq \varepsilon\}$ is bounded similarly,
\[
\int_{\{|z - \omega| \leq \varepsilon\}} |z|^{-\alpha} |z - \omega|^{-\alpha} (1 + |y| |g(z) - g(z - \omega)|)^{-\beta} \, dz \leq C (1 + |y|)^{-\beta}.
\]

It remains to estimate the integral over $\{|z| \geq \varepsilon, |z - \omega| \geq \varepsilon\}$. First observe that
\[
\int_{\{|z| \geq \varepsilon, |z - \omega| \geq \varepsilon\}} |z|^{-\alpha} |z - \omega|^{-\alpha} (1 + |y| |g(z) - g(z - \omega)|)^{-\beta} \, dz \leq C \int_{\{|z| \geq \varepsilon\}} |z|^{-2\alpha} (1 + |y| |g(z) - g(z - \omega)|)^{-\beta} \, dz.
\]

In spherical coordinates write $z = \rho \vartheta$, with $\varepsilon \leq \rho < +\infty$ and $|\vartheta| = 1$, and $dz = \rho^{d-1} d\rho d\vartheta$, with $d\vartheta$ the surface measure on the $d - 1$ dimensional sphere $S^{d-1} = \{|\vartheta| = 1\}$. Then by the above lemma and the change of variables $\rho = 1/\tau$, recalling that $|\omega| = 1$ and $2\alpha - d - 1 \geq 0$,
\[
\int_{\{|z| \geq \varepsilon\}} |z|^{-2\alpha} (1 + |y| |g(z) - g(z - \omega)|)^{-\beta} \, dz = \int_{S^{d-1}} \int_{0}^{+\infty} \rho^{d-1-2\alpha} (1 + |y| |g(\rho \vartheta) - g(\rho \vartheta - \omega)|)^{-\beta} \, d\rho d\vartheta
\]
\[
= \int_{S^{d-1}} \int_{0}^{1/\varepsilon} (1 + |y| |g(\vartheta) - g(\vartheta - \tau \omega)|)^{-\beta} \, d\tau d\vartheta
\]
\[
\leq \varepsilon^{d+1-2\alpha} \int_{S^{d-1}} \int_{0}^{1/\varepsilon} \left(1 + |y| |g(\vartheta) - g(\vartheta - \tau \omega)|\right)^{-\beta} \, d\tau d\vartheta
\]
\[
\leq C \int_{S^{d-1}} \int_{0}^{1/\varepsilon} (1 + |y| |\tau - A(\vartheta, \omega)|)^{-\beta} \, d\tau d\vartheta.
\]

Finally, if $\sup_{|\vartheta| = |\omega| = 1} \{|A(\vartheta, \omega)|\} = \gamma$, then
\[
\int_{S^{d-1}} \int_{0}^{1/\varepsilon} (1 + |y| |\tau - A(\vartheta, \omega)|)^{-\beta} \, d\tau d\vartheta
\]
Let us fix a choice of ± such that the Fourier coefficients of \( \Phi^j(z,r,x) \) satisfy for every \( H,R \geq 1 \) and \( k \in \mathbb{Z}^d \) the estimates

\[
\left| \hat{\Phi}^j(z,H,R,k) \right| \leq \begin{cases} 
C (1 + |k|)^{d-\beta-2\text{Re}(z)} & \text{if } 0 \leq \beta < 1, \\
C (1 + |k|)^{d-2\text{Re}(z)} \log (2 + |k|) & \text{if } \beta = 1, \\
C (1 + |k|)^{d-2\text{Re}(z)} & \text{if } \beta > 1.
\end{cases}
\]

(2) If \( j \geq 1 \) then there exists a constant \( C \) such that the Fourier coefficients of \( \mathcal{F}^j_j(z,H,R,x) \) satisfy for every \( H,R \geq 1 \) and \( k \in \mathbb{Z}^d \) the estimates

\[
\left| \hat{\mathcal{F}}^j_j(z,H,R,k) \right| \leq C (R + H)^{-2j} (1 + |k|)^{d-1-2\text{Re}(z)}.
\]

Proof. Let us fix a choice of \( \pm \),

\[
\Theta_j(z,r,x) = r^{-j} \sum_{n \in \mathbb{Z}^d \setminus \{0\}} c(n) |n|^{-z-j} \exp \left( -2\pi i g(n) r \right) \exp (2\pi i n x).
\]

Expanding the product \( \Theta_j(z,r,x) \cdot \overline{\Theta_j(z,r,x)} \) and integrating against \( d\mu_{H,R}(r) \), one obtains

\[
\mathcal{F}^j_j(z,H,R,x) = \int_{\mathbb{R}} |\Theta_j(z,r,x)|^2 d\mu_{H,R}(r)
\]

By Lemma 3.4 the normalized discrepancy \( r^{-(d+1)/2} D(r \Omega - x) \) is a sum of terms \( \Phi_j((d+1)/2, r, x) \). The following lemma studies the two terms \( \Theta_j(z,r,x) \) that appear in the definition of \( \Phi_j(z,r,x) \).
\[
= \sum_{k \in \mathbb{Z}^d} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} c(n) c(n - k) |n|^{-j} |n - k|^{-3j} \exp(2\pi ikx) \\
\times \exp(2\pi i (g(n - k) - g(n)) R) \int_{\mathbb{R}} (R + Hr)^{-2j} \exp(2\pi i H (g(n - k) - g(n)) r) d\mu(r).
\]

The product term by term of the series and the integration term by term can be justified with a suitable summation method, which amounts to introduce a cutoff in the the series that defines \(\Theta_j(z, r, x)\). See Remark \ref{rem:4.2}. In particular, the Fourier coefficients of \(F_j(z, H, R, x)\) are

\[
\hat{F}_j(z, H, R, k) = \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} c(n) c(n - k) |n|^{-j} |n - k|^{-3j} \\
\times \exp(2\pi i (g(n - k) - g(n)) R) \int_{\mathbb{R}} (R + Hr)^{-2j} \exp(2\pi i H (g(n - k) - g(n)) r) d\mu(r).
\]

When \(j = 0\), by the assumption on the Fourier transform of the measure \(d\mu(r)\),

\[
\left|\hat{F}_0(z, H, R, k)\right| \leq B \sup_{n \in \mathbb{Z}^d} \left\{ |c(n)|^2 \right\} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} |n|^{-\text{Re}(z)} |n - k|^{-\text{Re}(z)} (1 + |g(n - k) - g(n)|)^{-\beta} \\
\leq C \int_{\mathbb{R}^d} |x|^{-\text{Re}(z)} |x - k|^{-\text{Re}(z)} (1 + |g(x - k) - g(x)|)^{-\beta} dx.
\]

It then suffices to apply Lemma \ref{lem:3.6}. The substitution of the series with an integral can be justified observing that all functions involved are slowly varying when one replaces \(n\) with an \(x\) such that \(|n - x| \leq C\).

When \(j \geq 1\),

\[
\left|\hat{F}_j(z, H, R, k)\right| \leq \sup_{n \in \mathbb{Z}^d} \left\{ |c(n)|^2 \right\} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} |n|^{-\text{Re}(z) - j} |n - k|^{-\text{Re}(z) - j} \int_{\mathbb{R}} (R + Hr)^{-2j} d\mu(r) \\
\leq \begin{cases} 
C (R + H)^{-2j} (1 + |k|)^{d-2j-2\text{Re}(z)} & \text{if } \text{Re}(z) + j < d, \\
C (R + H)^{-2j} (1 + |k|)^{-d} \log(2 + |k|) & \text{if } \text{Re}(z) + j = d, \\
C (R + H)^{-2j} (1 + |k|)^{-\text{Re}(z) - j} & \text{if } \text{Re}(z) + j > d.
\end{cases}
\]

Finally observe that when \(\alpha < d\) and \(j \geq 1\), then all these estimates are dominated by

\[
C (R + H)^{-2j} (1 + |k|)^{d-1-2\text{Re}(z)}.
\]

\[\square\]

**Lemma 3.8.** Let \(0 \leq \beta < 1\) and let \(F_0(z, H, R, x)\) be as in Lemma \ref{lem:3.7}. Then there exists \(C\) such that for every \(H, R \geq 1\) the following hold.

1. If \(d/2 < \text{Re}(z) \leq (3d - 2\beta)/4\) and \(2 \leq p < (d - 2\beta)/(d - \beta - \text{Re}(z))\), then

\[
\left\{ \int_{\mathbb{R}^d} |F_0(z, H, R, x)|^{p/2} dx \right\}^{1/p} \leq C \left( \frac{d - 2\beta}{d - \beta - \text{Re}(z)} - p \right)^{-(d - \beta - \text{Re}(z))/(d - 2\beta)}.
\]

2. If \((3d - 2\beta)/4 < \text{Re}(z) < d - \beta/2\) and \(4 \leq p < d/(d - \beta/2 - \text{Re}(z))\), then

\[
\left\{ \int_{\mathbb{R}^d} |F_0(z, H, R, x)|^{p/2} dx \right\}^{1/p} \leq C \left( \frac{d}{d - \beta/2 - \text{Re}(z)} - p \right)^{(d - \beta/2 - \text{Re}(z))/(d - 1/2)}.
\]
(3) If $\text{Re}(z) = d - \beta/2$ and $p < +\infty$, then

$$
\left\{ \int_{\mathbb{T}^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C p^{1/2}.
$$

Proof. In this and in the following proofs, we shall repeatedly use an elementary inequality. If $\delta > d$, then

$$
\sum_{k \in \mathbb{Z}^d} (1 + |k|)^{-\delta} \leq C (\delta - d)^{-1}.
$$

If $p = 2$ and $\text{Re}(z) > d/2$ then, by Parseval equality,

$$
\left\{ \int_{\mathbb{T}^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} = \left\{ \int_{\mathbb{T}^d} \int_R |\Theta_0(z, r, x)|^2 \, d\mu_{H, R}(r) \, dx \right\}^{1/p} \leq C \left( \text{Re}(z) - \frac{d}{2} \right)^{-1/2}.
$$

If $4 \leq p \leq +\infty$ and $\text{Re}(z) > d(1 - 1/p) - \beta/2$ then $p/2 > 2$ and, by the Hausdorff Young inequality,

$$
\left\{ \int_{\mathbb{T}^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq \left\{ \sum_{k \in \mathbb{Z}^d} |\tilde{F}_0(z, H, R, k)|^{p/(p-2)} \right\}^{(p-2)/2p} \leq C \left( \text{Re}(z) + \beta - d \right)^{-(p-2)/2p}.
$$

This proves the cases $p = 2$ and $p \geq 4$. The case $2 < p < 4$ follows from these cases via complex interpolation of vector valued $L^p$ spaces. For the definition of the complex interpolation method, see for example [1, Chapter 4 and Chapter 5]. Here we recall the relevant result: Let $\mathbb{H}$ be a Hilbert space and $\mathbb{X}$ a measure space, let $1 \leq a < b \leq +\infty$, $-\infty < A < B < +\infty$, and let $\Theta(z)$ be a function with values in the vector valued space $L^a(\mathbb{X}, \mathbb{H}) + L^b(\mathbb{X}, \mathbb{H})$, continuous and bounded on the
closed strip \( \{A \leq \text{Re}(z) \leq B\} \) and analytic on the open strip \( \{A < \text{Re}(z) < B\} \). Assume that there exist constants \( M \) and \( N \) such that for every \( -\infty < t < +\infty \),

\[
\begin{align*}
\|\Theta (A + it)\|_{L^p(\mathbb{X}, \mathbb{H})} & \leq M, \\
\|\Theta (B + it)\|_{L^p(\mathbb{X}, \mathbb{H})} & \leq N.
\end{align*}
\]

If \( 1/p = (1 - \vartheta)/a + \vartheta/b \), with \( 0 < \vartheta < 1 \), then

\[\|\Theta ((1 - \vartheta)A + \vartheta B)\|_{L^p(\mathbb{X}, \mathbb{H})} \leq M^{1-\vartheta}N^\vartheta.\]

Here the analytic function is \( \Theta_0(z, r, x) \), the Hilbert space \( \mathbb{H} \) is \( L^2(\mathbb{R}, d\mu_{H,R}(r)) \), the measure space \( \mathbb{X} \) is the torus \( T^d \), \( a = 2, A = d/2 + \varepsilon, b = 4, B = 3d/4 - \beta/2 + \varepsilon \), with \( \varepsilon > 0 \), \( M = C\varepsilon^{-1/2} \) and \( N = C\varepsilon^{-1/4} \). By the above computations,

\[
\left\{ \begin{array}{l}
\int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \end{array} \right\}^{1/p} \leq \begin{cases} 
C\varepsilon^{-1/2} & \text{if } p = 2 \text{ and } \text{Re}(z) = d/2 + \varepsilon, \\
C\varepsilon^{-1/4} & \text{if } p = 4 \text{ and } \text{Re}(z) = 3d/4 - \beta/2 + \varepsilon.
\end{cases}
\]

By complex interpolation with

\[
\begin{align*}
1/p &= (1 - \vartheta)/2 + \vartheta/4, \\
\text{Re}(z) &= (1 - \vartheta)(d/2 + \varepsilon) + \vartheta(3d/4 - \beta/2 + \varepsilon),
\end{align*}
\]

that is, \( 2 < p < 4 \) and \( \text{Re}(z) = d(1 - 1/p) + 2\beta/p - \beta + \varepsilon \), one obtains

\[
\left\{ \begin{array}{l}
\int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \end{array} \right\}^{1/p} \leq C \left( \text{Re}(z) + \beta - \frac{2\beta}{p} - d \left( 1 - \frac{1}{p} \right) \right)^{-1/p}.
\]

The estimates that we have obtained blow up when \( \text{Re}(z) \to \text{critical}(z) + \)

\[
\text{Re}(z) \to \begin{cases} 
\frac{d - 2\beta}{d - \beta - \text{Re}(z)} & \text{if } d/2 < \text{Re}(z) \leq (3d - 2\beta)/4, \\
\frac{d}{d - \beta/2 - \text{Re}(z)} & \text{if } (3d - 2\beta)/4 \leq \text{Re}(z) \leq d - \beta/2.
\end{cases}
\]

This is the same as \( p \to \text{critical}(p) - \),

\[
p \to \begin{cases} 
\frac{d - 2\beta}{d - \beta - \text{Re}(z)} & \text{if } d/2 < \text{Re}(z) \leq (3d - 2\beta)/4, \\
\frac{d}{d - \beta/2 - \text{Re}(z)} & \text{if } (3d - 2\beta)/4 \leq \text{Re}(z) \leq d - \beta/2.
\end{cases}
\]

In order to complete the proof of the lemma, it suffices to translate the estimates for \( \text{Re}(z) \to \text{critical}(z) + \) into estimates for \( p \to \text{critical}(p) - \).

If \( d/2 < \text{Re}(z) \leq (3d - 2\beta)/4 \) and \( 2 \leq p < (d - 2\beta)/(d - \beta - \text{Re}(z)) \), then \( 2 \leq p \leq 4 \) and \( \text{Re}(z) > d(1 - 1/p) + 2\beta/p - \beta \), and one has

\[
\begin{align*}
\left( \text{Re}(z) + \beta - \frac{2\beta}{p} - d \left( 1 - \frac{1}{p} \right) \right)^{-1/p} &= p^{1/p} (d - \beta - \text{Re}(z))^{-1/p} \left( \frac{d - 2\beta}{d - \beta - \text{Re}(z)} - p \right)^{(d - \beta - \text{Re}(z))/(d - 2\beta) - 1/p} \\
&\times \left( \frac{d - 2\beta}{d - \beta - \text{Re}(z)} - p \right)^{-(d - \beta - \text{Re}(z))/(d - 2\beta)}
\end{align*}
\]
\[ \leq C \left( \frac{d - 2\beta}{d - \beta - \text{Re}(z) - p} \right)^{(d - \beta - \text{Re}(z))/(d - 2\beta)}. \]

We have used the inequalities \( x^{1/x} \leq e^{1/e} \) for every \( x > 0 \), and \( (x - y)^{1/x - 1/y} = \left( \frac{(x - y)^{1/x}}{y} \right)^{1/xy} \leq \left( \frac{e^{1/e}}{y} \right)^{1/xy} \leq e^{1/e} \) for every \( x > y \geq 1 \). Observe that the above constant \( C \) may depend on \( d, \beta, \text{Re}(z) \), but it is independent of \( p \).

If \( (3d - 2\beta)/4 < \text{Re}(z) < d - \beta/2 \) and \( 4 \leq p < d/((d - \beta/2 - \text{Re}(z)) \), then \( \text{Re}(z) > d(1 - 1/p) - \beta/2 \), and one has

\[
\left( \text{Re}(z) + \frac{\beta}{2} - d \left( 1 - \frac{1}{p} \right) \right)^{1/p - 1/2}
= p^{1/2 - 1/p} (d - (d - \beta/2 - \text{Re}(z)) p)^{1/p - 1/2}
= p^{1/2 - 1/p} (d - \beta/2 - \text{Re}(z))^{1/p - 1/2} \left( \frac{d}{d - \beta/2 - \text{Re}(z) - p} \right)^{(d - \beta/2 - \text{Re}(z))/d - 1/2}
\times \left( \frac{d}{d - \beta/2 - \text{Re}(z) - p} \right)^{(d - \beta/2 - \text{Re}(z))/d - 1/2}.
\]

If \( \text{Re}(z) = d - \beta/2 \) and \( p < +\infty \), then one has

\[
\left( \text{Re}(z) + \frac{\beta}{2} - d \left( 1 - \frac{1}{p} \right) \right)^{1/p - 1/2} = d^{1/p - 1/2} p^{-1/p} p^{1/2} \leq C p^{1/2}.
\]

\[ \square \]

**Lemma 3.9.** Let \( \beta = 1 \) and let \( F_0(z, H, R, x) \) be as in Lemma \[3.7\]. Then there exists \( C \) such that for every \( H, R \geq 1 \) the following hold:

1. If \( d/2 < \text{Re}(z) \leq (3d - 2)/4 \) and \( 2 \leq p < (d - 2)/((d - 1) - \text{Re}(z)) \), then
   \[
   \left\{ \int_{\mathbb{T}^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \frac{d - 2}{d - 1 - \text{Re}(z) - p} \right) - (\text{Re}(z) - 1)/(d - 2).
   \]
2. If \( (3d - 2)/4 < \text{Re}(z) < d - 1/2 \) and \( 4 \leq p < d/((d - \text{Re}(z) - 1)/2) \), then
   \[
   \left\{ \int_{\mathbb{T}^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \frac{d}{d - 1/2 - \text{Re}(z) - p} \right)^{- (2\text{Re}(z) + 1)/2d}.
   \]
3. If \( \text{Re}(z) = d - 1/2 \) and \( p < +\infty \), then
   \[
   \left\{ \int_{\mathbb{T}^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C p.
   \]

**Proof.** The proof is, *mutatis mutandis*, as in the previous lemma, only observe the different exponents in the right hand side of the estimates. If \( p = 2 \) and \( \text{Re}(z) > d/2 \), then

\[
\left\{ \int_{\mathbb{T}^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \text{Re}(z) - \frac{d}{2} \right)^{-1/2}.
\]
If \( 4 \leq p \leq +\infty \) and \( \Re(z) > d(1 - 1/p) - 1/2 \) then, by the Hausdorff Young inequality,

\[
\left\{ \int_{\mathbb{T}^d} |\mathcal{F}_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq \left\{ \sum_{k \in \mathbb{Z}^d} \left| \mathcal{F}_0(z, H, R, k) \right|^{p/(p-2)} \right\}^{(p-2)/2p} \leq C \left\{ \sum_{k \in \mathbb{Z}^d} \left| (1 + |k|)^{d-1-2\Re(z)} \log (2 + |k|) \right|^{p/(p-2)} \right\}^{(p-2)/2p}.
\]

The series can be compared with the integral

\[
\left\{ \int_{\mathbb{R}^d} |(1 + |x|)^{d-1-2\Re(z)} \log (2 + |x|)|^{p/(p-2)} \, dx \right\}^{(p-2)/2p} = \left\{ \int_{\mathbb{R}^d} |(1 + \rho)^{(d-1-2\Re(z))p/(p-2)} \log^{p/(p-2)} (2 + \rho)^{d-1} \, d\rho \right\}^{(p-2)/2p}.
\]

The last integral can be compared to another integral,

\[
\int_{1}^{+\infty} t^{\alpha} \log^d (t) \, dt = (\alpha - 1)^{-(\beta+1)} \int_{0}^{+\infty} s^{\beta} e^{-s} \, ds = (\alpha - 1)^{-(\beta+1)} \Gamma(\beta + 1).
\]

Hence,

\[
\left\{ \int_{0}^{+\infty} (1 + \rho)^{(d-1-2\Re(z))p/(p-2)+d-1} \log^{p/(p-2)} (2 + \rho) \, d\rho \right\}^{(p-2)/2p} \leq C \left[ (2 \Re(z) + 1 - d) \frac{p}{p - 2} \right]^{-(1+p/(p-2))(p-2)/2p} \leq C \left( \Re(z) - d \left( 1 - \frac{1}{p} \right) + \frac{1}{2} \right)^{1/p-1}.
\]

This proves the cases \( p = 2 \) and \( p \geq 4 \). The case \( 2 < p < 4 \) follows from these cases via complex interpolation. By the above computations,

\[
\left\{ \int_{\mathbb{T}^d} |\mathcal{F}_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq \begin{cases} C \varepsilon^{-1/2} & \text{if } p = 2 \text{ and } \Re(z) = d/2 + \varepsilon, \\ C \varepsilon^{-3/4} & \text{if } p = 4 \text{ and } \Re(z) = (3d - 2)/4 + \varepsilon. \end{cases}
\]

By complex interpolation, if \( 2 < p < 4 \) and \( \Re(z) = d(1 - 1/p) + 2/p - 1 + \varepsilon \),

\[
\left\{ \int_{\mathbb{T}^d} |\mathcal{F}_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \Re(z) - \left( d \left( 1 - \frac{1}{p} \right) + \frac{2}{p} - 1 \right) \right)^{1/p-1}.
\]

The estimates that we have obtained blow up when \( \Re(z) \rightarrow \text{critical}(z) + \),

\[
\Re(z) \rightarrow \begin{cases} \frac{d}{2} \left( 1 - \frac{1}{p} \right) + \frac{2}{p} - 1 & \text{if } p \leq 4, \\ \frac{d}{2} \left( 1 - \frac{1}{p} \right) - \frac{1}{2} & \text{if } p \geq 4. \end{cases}
\]
This is the same as $p \to \text{critical (} p \text{)}$.

\[
p \to \begin{cases} 
\frac{d-2}{d-1-\Re(z)} & \text{if } d/2 < \Re(z) \leq (3d-2)/4, \\
\frac{d}{d-1/2-\Re(z)} & \text{if } (3d-2)/4 \leq \Re(z) \leq d-1/2.
\end{cases}
\]

In order to complete the proof it suffices to translate, as in the previous lemma, the estimates for $\Re(z) \to \text{critical (} z \text{)}$ + into estimates for $p \to \text{critical (} p \text{)}$.

**Lemma 3.10.** Let $\beta > 1$ and let $F_0(z, H, R, x)$ be as in the Lemma 3.7 Then there exists $C$ such that for every $H, R \geq 1$ the following hold.

1. If $d/2 < \Re(z) \leq (3d-2)/4$ and $2 \leq p < (d-2)(d-1-\Re(z))$, then
   \[
   \left\{ \int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \frac{d-2}{d-1-\Re(z)} \right)^{(d-1-\Re(z))/(d-2)}.
   \]

2. If $(3d-2)/4 < \Re(z) < d-1/2$ and $4 \leq p < d/(d-\Re(z)-1/2)$, then
   \[
   \left\{ \int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \frac{d}{d-1/2-\Re(z)} \right)^{(d-1/2-\Re(z))/(d-1/2)}.
   \]

3. If $\Re(z) = d-1/2$ and $p < +\infty$, then
   \[
   \left\{ \int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C p^{1/2}.
   \]

**Proof.** The proof is as in the previous two lemmas. If $p = 2$ and $\Re(z) > d/2$ then, by Parseval equality,

\[
\left\{ \int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \Re(z) - \frac{d}{2} \right)^{-1/2}.
\]

If $4 \leq p \leq +\infty$ and $\Re(z) > d(1-1/p) - 1/2$ then, by the Hausdorff Young inequality,

\[
\left\{ \int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \Re(z) - d \left( 1 - \frac{1}{p} \right) + \frac{1}{2} \right)^{1/p-1/2}.
\]

The cases $2 < p < 4$ follow from these cases via complex interpolation. By the above computations,

\[
\left\{ \int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq \begin{cases} 
C \varepsilon^{-1/2} & \text{if } p = 2 \text{ and } \Re(z) = d/2 + \varepsilon, \\
C \varepsilon^{-1/4} & \text{if } p = 4 \text{ and } \Re(z) = (3d-2)/4 + \varepsilon.
\end{cases}
\]

By complex interpolation, with $2 < p < 4$ and $\Re(z) = d(1-1/p) + 2/p - 1 + \varepsilon$,

\[
\left\{ \int_{T^d} |F_0(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C \left( \Re(z) - \left( d \left( 1 - \frac{1}{p} \right) + \frac{2}{p} - 1 \right) \right)^{-1/p}.
\]

As before, one can translate the estimates for $\Re(z) \to \text{critical (} z \text{)}$ + into estimates for $p \to \text{critical (} p \text{)}$.

**Lemma 3.11.** Let $\beta \geq 0$ and $j \geq 1$, and let $F_j(z, H, R, x)$ be as in the Lemma 3.7 Then there exists $C$ such that for every $H, R \geq 1$ the following hold.
(1) If \( d/2 < \text{Re}(z) \leq (3d - 2)/4 \) and \( 2 \leq p < (d - 2)(d - 1 - \text{Re}(z)) \), then
\[
\left\{ \int_{\mathbb{T}^d} |F_j(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C (H + R)^{-j} \left( \frac{d - 2}{d - 1 - \text{Re}(z)} - p \right)^{-(d - 1 - \text{Re}(z))/d - 2}.
\]

(2) If \( (3d - 2)/4 < \text{Re}(z) < d - 1/2 \) and \( 4 \leq p < d/(d - \text{Re}(z) - 1/2) \), then
\[
\left\{ \int_{\mathbb{T}^d} |F_j(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C (H + R)^{-j} \left( \frac{d}{d - 1/2 - \text{Re}(z)} - p \right)^{(d - 1/2 - \text{Re}(z))/d - 1/2}.
\]

(3) If \( \text{Re}(z) = d - 1/2 \) and \( p < +\infty \), then
\[
\left\{ \int_{\mathbb{T}^d} |F_j(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C (H + R)^{-j} p^{1/2}.
\]

**Proof.** The proof is as in the previous lemmas. If \( p = 2 \) and \( \text{Re}(z) > d/2 \) then, by Parseval equality,
\[
\left\{ \int_{\mathbb{T}^d} |F_j(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} = \left\{ \int_{\mathbb{R}} (R + Hr)^{-2j} d\mu(r) \sum_{n \in \mathbb{Z}^d \setminus \{0\}} |c(n)|^2 |n|^{-2 \text{Re}(z) - 2j} \right\}^{1/2} \leq C (H + R)^{-j} \left( \text{Re}(z) + j - \frac{d}{2} \right)^{-1/2} \leq C (H + R)^{-j} \left( \text{Re}(z) - \frac{d}{2} \right)^{-1/2}.
\]

If \( 4 \leq p \leq +\infty \) and \( \text{Re}(z) > d(1 - 1/p) - 1/2 \) then, by the Hausdorff Young inequality,
\[
\left\{ \int_{\mathbb{T}^d} |F_j(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq \left\{ \sum_{k \in \mathbb{Z}^d} \left| \hat{F}_j(z, H, R, k) \right|^{p/(p - 2)} \right\}^{(p - 2)/2p} \leq C (H + R)^{-j} \left\{ \sum_{k \in \mathbb{Z}^d} \left| (1 + |k|)^{d - 1 - 2 \text{Re}(z)} \right|^{p/(p - 2)} \right\}^{(p - 2)/2p} \leq C (H + R)^{-j} \left( \text{Re}(z) - d \left( 1 - \frac{1}{p} \right) + \frac{1}{2} \right)^{1/p - 1/2}.
\]

By complex interpolation, if \( 2 < p < 4 \) and \( \text{Re}(z) = d \left( 1 - 1/p \right) + 2/p - 1 + \varepsilon \), then
\[
\left\{ \int_{\mathbb{T}^d} |F_j(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C (H + R)^{-j} \left( \text{Re}(z) - \left( d \left( 1 - \frac{1}{p} \right) + \frac{2}{p} - 1 \right) \right)^{1/p - 1}.
\]

As before, one can translate the estimates for \( \text{Re}(z) \to \text{critical}(z) + \) into estimates for \( p \to \text{critical}(p) - \).

The above lemmas are enough for an upper bound for the norms of the discrepancy in Theorem 1.1, for \( p \) below the critical index \( A \).
Proof of Theorem 1.1. By Lemma 3.4,

\[
\left\{ \int_{T^d} \left[ \int_{\mathbb{R}} r^{-(d-1)/2} D(\mathbf{r}\Omega - x) \right]^2 d\mu_{H,R}(\mathbf{r}) \right\}^{\gamma/2} dx \right\}^{1/p}
\leq \sum_{j=0}^{h} \left\{ \int_{T^d} \left[ \int_{\mathbb{R}} |\Phi_j((d+1)/2, \mathbf{r}, x)|^2 d\mu_{H,R}(\mathbf{r}) \right]^{p/2} dx \right\}^{1/p}
+ \left\{ \int_{T^d} \left[ \int_{\mathbb{R}} |\mathcal{R}_h(\mathbf{r}, x)|^2 d\mu_{H,R}(\mathbf{r}) \right]^{p/2} dx \right\}^{1/p}.
\]

Since the \( \Phi_j((d+1)/2, \mathbf{r}, x) \)'s are sums of two \( \Theta_j((d+1)/2, \mathbf{r}, x) \)'s to which the above lemmas apply, under appropriate relations between \( p \) and \( \beta \) the mixed norm of the discrepancy is uniformly bounded, and (1) follows from the estimates in Lemma 3.8, 3.9, 3.10, 3.11. □

In order to reach the critical index \( p = A \) in Theorem 1.1(2), one needs an easy lemma suggested by the Yano extrapolation theorem. See [35] or [36, Chapter XII-4.41].

Lemma 3.12. For every function \( F(x) \) defined on the torus \( T^d \) the following hold:

1. Let \( \alpha \geq 0, A \geq 1, K \geq 2 \), and assume that
   \[
   \sup_{x \in \mathbb{T}^d} \{ |F(x)| \} \leq K,
   \]
   Then there exists \( C \) independent of \( K \) and of \( F(x) \) such that
   \[
   \left\{ \int_{T^d} |F(x)|^A dx \right\}^{1/A} \leq C \log^\alpha(K).
   \]

2. Assume that \( \alpha > 0 \) and that for every \( p < A < +\infty \),
   \[
   \left\{ \int_{T^d} |F(x)|^p dx \right\}^{1/p} \leq (A - p)^{-\alpha}.
   \]
   Then for every \( \gamma > 1 + \alpha A \) there exists \( C \) independent of \( F(x) \) such that
   \[
   \int_{T^d} |F(x)|^A \log^{-\gamma}(2 + |F(x)|) dx \leq C.
   \]

3. Assume that \( \alpha > 0 \) and that for every \( p < +\infty \),
   \[
   \left\{ \int_{T^d} |F(x)|^p dx \right\}^{1/p} \leq p^\alpha.
   \]
   Then for every \( \gamma < \alpha/e \) there exists \( C > 0 \) independent of \( F(x) \) such that
   \[
   \int_{T^d} \exp\left( \gamma |F(x)|^{1/\alpha} \right) dx \leq C.
   \]

Proof. (1) If \( \alpha \geq 0 \) and \( A \geq 1 \) and \( 0 < p < A \),
   \[
   \left\{ \int_{T^d} |F(x)|^A dx \right\}^{1/A} \leq \sup_{x \in \mathbb{T}^d} \left\{ |F(x)|^{(A-p)/A} \right\} \left\{ \int_{T^d} |F(x)|^p dx \right\}^{1/A}.
   \]
\[\leq K^{(A-p)/A} (A-p)^{-\alpha p/A} = A^{-\alpha p/A} (1-p/A)^{\alpha(1-p/A)} K^{1-p/A} (1-p/A)^{-\alpha} \leq K^{1-p/A} (1-p/A)^{-\alpha}.\]

Then, with \(1-p/A = t,\)
\[\left\{ \int_{\mathbb{T}^d} |\mathcal{F}(x)|^4 \, dx \right\}^{1/4} \leq \inf_{0 < \lambda < 1} \{ K^t \lambda^{-\alpha} \} = c_0 \alpha^{-\alpha} \log^\alpha (K).\]

(2) Let \(\mathcal{F}_0 (x) = \mathcal{F}(x) \chi_{\{|\mathcal{F}(x)| < 2\}} (x)\) and \(\mathcal{F}_j (x) = \mathcal{F}(x) \chi_{\{|2^{j-1} \leq |\mathcal{F}(x)| < 2^j\}} (x)\) if \(j \geq 1,\) and let \(\varepsilon_j\) be the measure of the set \(\{\mathcal{F}_j (x) \neq 0\}.\) Then, if \(j \geq 1\) and \(p < A,\)
\[2^p \varepsilon_j \leq \int_{\mathbb{T}^d} |\mathcal{F}_j (x)|^p \, dx \leq \int_{\mathbb{T}^d} |\mathcal{F}(x)|^p \, dx \leq (A-p)^{-\alpha p}.\]

Hence, \(\varepsilon_j \leq 2^{-j p} (A - p)^{-\alpha p} = 2^{-A j/2} (A - p)^{-\alpha A},\) and the minimum of this expression is attained at \(p = A - \alpha A/j \log (2).\) This gives
\[\varepsilon_j \leq C 2^{-A j/2} j^{-\alpha A}.\]

Hence, if \(\gamma > 1 + \alpha A,\)
\[\int_{\mathbb{T}^d} |\mathcal{F}(x)|^4 \log^{-\gamma} (2 + |\mathcal{F}(x)|) \, dx \]
\[= \sum_{j=0}^{+\infty} \int_{\mathbb{T}^d} |\mathcal{F}_j (x)|^4 \log^{-\gamma} (2 + |\mathcal{F}_j (x)|) \, dx \]
\[\leq 2^4 \log^{-\gamma} (2) + \sum_{j=1}^{+\infty} 2^{(j+1)A} \log^{-\gamma} (2 + 2^j) \varepsilon_j \]
\[\leq C + C \sum_{j=1}^{+\infty} j^{\alpha A - \gamma} \leq C.\]

(3) Let \(\mathcal{F}_j (x) = \mathcal{F}(x) \chi_{\{|j \leq |\mathcal{F}(x)| < j+1\}} (x)\), and let \(\varepsilon_j\) be the measure of the set where \(\mathcal{F}_j (x) \neq 0.\) Then, if \(j \geq 1\) and \(p < A,\)
\[j^p \varepsilon_j \leq \int_{\mathbb{T}^d} |\mathcal{F}_j (x)|^p \, dx \leq \int_{\mathbb{T}^d} |\mathcal{F}(x)|^p \, dx \leq p^{op}.\]

Hence \(\varepsilon_j \leq j^{-p} p^{op}.\) The minimum of this expression is attained at \(p = e^{-1} j^{1/\alpha},\) and this gives
\[\varepsilon_j \leq \exp \left( - (\alpha/e) j^{1/\alpha} \right).\]

Hence, if \(\gamma < \alpha/e,\)
\[\int_{\mathbb{T}^d} \exp \left( \gamma |\mathcal{F}(x)|^{1/\alpha} \right) \, dx = \sum_{j=0}^{+\infty} \int_{\mathbb{T}^d} \exp \left( \gamma |\mathcal{F}_j (x)|^{1/\alpha} \right) \, dx \]
\[\leq \sum_{j=0}^{+\infty} \varepsilon_j \exp \left( \gamma (j+1)^{1/\alpha} \right) \leq e^\gamma + \sum_{j=1}^{+\infty} \exp \left( - (\alpha/e - \gamma (1+1/j)^{1/\alpha}) j^{1/\alpha} \right) \leq C.\]

\[\square\]
Proof of Theorem 1.1(2). This follows from part (1) of the theorem via the extrapolation Lemma 3.12. In the cases $p < +\infty$ one has just to recall that the discrepancy satisfy the trivial bound $|D(r\Omega - x)| \leq Cr^d$ for every $r \geq 1$. The case $d = 2$ and $p = +\infty$ and $d\mu(x) = \chi_{\{0 < r < 1\}}(r)$ is proved in [15]. An alternative proof of all cases can also be obtained via the mollified discrepancy defined in Remark 3.2. For example, when $d = 2$, with the techniques in the above lemmas, one can prove that if $1 \leq H \leq R$, and $\delta \leq 1/R$,

$$\sup_{x \in \mathbb{T}^2} \left\{ \int_{\mathbb{R}} \left( r + \delta \right)^{-3/2} \left( \sum_{n \in \mathbb{Z}^2 - \{0\}} \tilde{\varphi}(\delta n) \tilde{\chi}_\Omega((r + \delta) n) \exp (2\pi inx)^2 \right)^{1/2} dr \right\}$$

$$\leq \begin{cases} C \left\{ \sum_{n \in \mathbb{Z}^2} (1 + |\delta n|)^{-\gamma} (1 + |k|)^{-\beta - 1} \right\}^{1/2} & \text{if } 0 \leq \beta < 1, \\ C \left\{ \sum_{n \in \mathbb{Z}^2} (1 + |\delta n|)^{-\gamma} (1 + |k|)^{-2} \log (2 + |k|) \right\}^{1/2} & \text{if } \beta = 1, \\ C \left\{ \sum_{n \in \mathbb{Z}^2} (1 + |\delta n|)^{-\gamma} (1 + |k|)^{-2} \right\}^{1/2} & \text{if } \beta > 1, \end{cases}$$

$$\leq \begin{cases} C\delta^{(1-\beta)/2} & \text{if } 0 \leq \beta < 1, \\ C \log (1/\delta) & \text{if } \beta = 1, \\ C \log^{1/2} (1/\delta) & \text{if } \beta > 1, \end{cases}$$

$$\leq \begin{cases} C\delta^{(1-\beta)/2} & \text{if } 0 \leq \beta < 1, \\ C \log (R) & \text{if } \beta = 1, \\ C \log^{1/2} (R) & \text{if } \beta > 1. \end{cases}$$

In order to prove the asymptotics of the norms as $H \to +\infty$ in Theorem 1.1 (3), one has to work a bit more. It follows from the previous proofs that the main term in the asymptotic expansion of the discrepancy is given by

$$\Phi_0(z, r, x) = \sum_{n \in \mathbb{Z}^d - \{0\}} a_0(n) |n|^{-z} \exp (-2\pi i g(n) r) \exp (2\pi i nx)$$

$$+ \sum_{n \in \mathbb{Z}^d - \{0\}} b_0(n) |n|^{-z} \exp (2\pi i g(-n) r) \exp (2\pi i nx).$$

The following lemma is similar to the previous ones, just observe that one integrates the square of this function, and not the square of the modulus.

**Lemma 3.13.** Define $G(z, x)$ and $P(z, H, R, x)$ by

$$G(z, x) = \sum_{k \in \mathbb{Z}^d} \left( 2 \sum_{n \in \mathbb{Z}^d - \{0, k\}} a_0(n) b_0(k - n) |n|^{-z} |k - n|^{-z} \right) \exp (2\pi ikx),$$

$$\int_{\mathbb{R}} \Phi_0(z, r, x)^2 d\mu_{H,R}(r) = G(z, x) + P(z, H, R, x).$$
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(1) Under the relations between \( p \) and \( z \) in Lemma 3.10, the function \( G(z, x) \) is in \( L^{p/2}(\mathbb{T}^d) \),

\[
\left\{ \int_{\mathbb{T}^d} |G(z, x)|^{p/2} \, dx \right\}^{1/p} \leq C.
\]

(2) Under the relations between \( p \) and \( z \) in Lemma 3.8 if \( 0 \leq \beta < 1 \), or in Lemma 3.10 if \( \beta = 1 \), or in Lemma 3.10 if \( \beta > 1 \), also the function \( \mathcal{P}(z, H, R, x) \) is in \( L^{p/2}(\mathbb{T}^d) \), and there exists \( C \) such that for every \( H, R \geq 1 \),

\[
\left\{ \int_{\mathbb{T}^d} |\mathcal{P}(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} \leq C.
\]

Moreover, if \( \beta > 0 \) then this function vanishes as \( H \to +\infty \), uniformly in \( R \geq 1 \),

\[
\lim_{H \to +\infty} \left\{ \int_{\mathbb{T}^d} |\mathcal{P}(z, H, R, x)|^{p/2} \, dx \right\}^{1/p} = 0.
\]

Proof. Expanding the product \( \Phi_0(z, r, x) \cdot \Phi_0(z, r, x) \) and integrating, one obtains

\[
\int_{\mathbb{R}} \Phi_0(z, r, x)^2 \, d\mu_{H, R}(r)
= G(z, x) + \mathcal{P}_1(z, H, R, x) + \mathcal{P}_2(z, H, R, x) + \mathcal{P}_3(z, H, R, x),
\]

where

\[
G(z, x) = 2 \sum_{k \in \mathbb{Z}^d} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} a_0(n) b_0(k - n) |n|^{-z} |k - n|^{-z} \exp(2\pi i k x),
\]

\[
\mathcal{P}_1(z, H, R, x)
= 2 \sum_{k \in \mathbb{Z}^d} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} a_0(n) b_0(k - n) |n|^{-z} |k - n|^{-z} \exp(2\pi i k x)
\times \exp(2\pi i (g(n - k) - g(n)) R) \int_{\mathbb{R}} \exp(2\pi i H (g(n - k) - g(n)) r) \, d\mu(r),
\]

\[
\mathcal{P}_2(z, H, R, x)
= \sum_{k \in \mathbb{Z}^d} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} a_0(n) a_0(k - n) |n|^{-z} |k - n|^{-z} \exp(2\pi i k x)
\times \exp(-2\pi i (g(n) + g(k - n)) R) \int_{\mathbb{R}} \exp(-2\pi i H (g(n) + g(k - n)) r) \, d\mu(r),
\]

\[
\mathcal{P}_3(z, H, R, x)
= \sum_{k \in \mathbb{Z}^d} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} b_0(n) b_0(k - n) |n|^{-z} |k - n|^{-z} \exp(2\pi i k x)
\times \exp(2\pi i (g(-n) + g(n - k)) R) \int_{\mathbb{R}} \exp(2\pi i H (g(-n) + g(n - k)) r) \, d\mu(r).
\]
Let us consider the Fourier coefficients of function \( \mathcal{G}(z,x) \). First observe that these coefficients do not depend on \( H \) and \( R \). Since \( a_0(n) \) and \( b_0(-n) \) are bounded, the Fourier coefficient with \( k = 0 \) is bounded by
\[
\left| \hat{\mathcal{G}}(z,0) \right| = \left| 2 \sum_{n \in \mathbb{Z} \setminus \{0\}} a_0(n)b_0(-n) |n|^{-2z} \right| \leq C \sum_{n \in \mathbb{Z} \setminus \{0\}} |n|^{-2 \text{Re}(z)} \leq C.
\]

For an arbitrary \( \gamma > 1 \), the Fourier coefficients with \( k \neq 0 \) can be bounded by
\[
\left| \hat{\mathcal{G}}(z,k) \right| = \left| 2 \sum_{n \in \mathbb{Z} \setminus \{0\}} a_0(n)b_0(k-n) |n|^{-z} |k-n|^{-z} \right| \leq C \sum_{n \in \mathbb{Z} \setminus \{0\}} |n|^{-\text{Re}(z)} |k-n|^{-\text{Re}(z)} (1+|g(n-k)-g(n)|)^{-\gamma}
\leq C \int_{\mathbb{R}^d} |x|^{-\text{Re}(z)} |k-x|^{-\text{Re}(z)} (1+|g(x-k)-g(x)|)^{-\gamma} \, dx.
\]
Hence, by Lemma 3.6, the last integral is dominated by \( C \, |k|^{d-1-2 \text{Re}(z)} \). Therefore, for every \( k \),
\[
\left| \hat{\mathcal{G}}(z,k) \right| \leq C (1 + |k|)^{d-1-2 \text{Re}(z)}.
\]

The estimates of the Fourier coefficients of \( \mathcal{P}_1(z,H,R,x) \) are similar to the ones of \( \mathcal{G}(z,x) \). First observe that \( \hat{\mathcal{P}}_1(z,H,R,0) = 0 \). Then, by the assumption on the measure \( d\mu(r) \), if \( k \neq 0 \) there exists \( C \) such that for every \( H \geq 1 \),
\[
\left| \hat{\mathcal{P}}_1(z,H,R,k) \right| = \left| 2 \sum_{n \in \mathbb{Z} \setminus \{0\}} a_0(n)b_0(k-n) |n|^{-z} |k-n|^{-z} \right|
\times \exp(2\pi i (g(n-k)-g(n)) R) \int_{\mathbb{R}} \exp(2\pi i H (g(n-k)-g(n)) r) \, d\mu(r) \leq C \sum_{n \in \mathbb{Z} \setminus \{0\}} \left| n \right|^{-\text{Re}(z)} |k-n|^{-\text{Re}(z)} (1+H |g(n-k)-g(n)|)^{-\beta}
\leq C \int_{\mathbb{R}^d} |x|^{-\text{Re}(z)} |k-x|^{-\text{Re}(z)} (1+H |g(x-k)-g(x)|)^{-\beta} \, dx.
\]
Hence, by Lemma 3.6 for every \( k \neq 0 \),
\[
\left| \hat{\mathcal{P}}_1(z,H,R,k) \right| \leq \begin{cases} 
C |k|^{d-2\alpha-\beta} & \text{if } 0 \leq \beta < 1, \\
C |k|^{d-2\alpha-1} \log (2+|k|) & \text{if } \beta = 1, \\
C |k|^{d-2\alpha-1} & \text{if } \beta > 1.
\end{cases}
\]
These estimates are independent of \( H,R \geq 1 \). Hence, by dominated convergence applied to the sum that defines \( \hat{\mathcal{P}}_1(z,H,R,k) \), if \( \beta > 0 \) then
\[
\lim_{H \to +\infty} \left\{ \hat{\mathcal{P}}_1(z,H,R,k) \right\} = 0.
\]
The estimates of the Fourier coefficients of \( P_2(z, H, R, x) \) and \( P_3(z, H, R, x) \) are easier. Since \( g(x) \geq A|x| \) with \( A > 0 \),

\[
\left| \hat{P}_2(z, H, R, k) \right| = \left| \sum_{n \in \mathbb{Z}^d \setminus \{0,k\}} a_0(n) a_0(k-n) |n|^{-z} |k-n|^{-z} \times \exp(-2\pi i (g(n) + g(k-n)) R) \int_{\mathbb{R}} \exp(-2\pi i H (g(n) + g(k-n)) r) d\mu(r) \right| \\
\leq CH^{-\beta} \sum_{n \in \mathbb{Z}^d \setminus \{0,k\}} |n|^{-\Re(z)} |k-n|^{-\Re(z)} (|n| + |k-n|)^{-\beta} \\
\leq CH^{-\beta} (1 + |k|)^{-\beta} \sum_{n \in \mathbb{Z}^d \setminus \{0,k\}} |n|^{-\Re(z)} |k-n|^{-\Re(z)} \\
\leq CH^{-\beta} (1 + |k|)^{d-\beta-2\Re(z)} .
\]

Moreover, by this estimate, if \( \beta > 0 \) then

\[
\lim_{H \to +\infty} \left\{ \hat{P}_2(z, H, R, k) \right\} = 0.
\]

The estimates of the Fourier coefficients of \( P_3(z, H, R, x) \) are analogous to the ones of \( P_2(z, H, R, x) \). The estimates of the norms in \( L^{p/2}(\mathbb{T}^d) \) of these functions in the cases \( p = 2 \) and \( p \geq 4 \) follow from the estimates of the Fourier coefficients of the functions involved, the Parseval or Hausdorff Young inequality, and dominated convergence. Finally, the cases \( 2 < p < 4 \) follow by complex interpolation. The details are as in the proof of Lemmas 3.8, 3.9, 3.10. \( \square \)

**Proof of Theorem 1.1(3).** With the notation of the previous lemmas, since the discrepancy is real one can replace the square of a modulus with a plain square, and write

\[
\left\{ \left( \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} \left| r^{-(d-1)/2} D (r \Omega - x) \right|^2 d\mu_{H,R}(r) \right)^{p/2} dx \right)^{1/p} \right\} \\
= \left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} \left( \sum_{j=0}^{h} \Phi_j ((d+1)/2, r, x) + R_h(r, x) \right)^2 d\mu_{H,R}(r) \right)^{p/2} dx \right\}^{1/p} .
\]

The inner integral is equal to

\[
\int_{\mathbb{R}} \left( \sum_{j=0}^{h} \Phi_j ((d+1)/2, r, x) + R_h(r, x) \right)^2 d\mu_{H,R}(r) \\
= \mathcal{G} ((d+1)/2, x) + \mathcal{P} ((d+1)/2, H, R, x) \\
+ \sum_{0 \leq i,j \leq h, i+j > 0} \int_{\mathbb{R}} \Phi_i ((d+1)/2, r, x) \Phi_j ((d+1)/2, r, x) d\mu_{H,R}(r) \\
+ 2 \sum_{0 \leq j \leq h} \int_{\mathbb{R}} \Phi_j ((d+1)/2, r, x) R_h(r, x) d\mu_{H,R}(r) .
\]
Since \( \alpha_i \) converge to 0 when \( H \) goes to 0. By the Lemma 3.4, the proof of Corollary 1.3.

By the above lemmas, all these terms give a bounded contribution. The main term is \( G((d + 1)/2, x) \), and it is independent of \( H, R \) and \( d\mu(r) \). The contributions of the other terms is negligible when \( \beta > 0 \) and \( H \to +\infty \). For example, let us estimate the integral with the mixed product \( \Phi_i ((d + 1)/2, r, x) \Phi_j ((d + 1)/2, r, x) \).

A repeated application of the Cauchy Schwarz inequality gives

\[
\int_{\mathbb{T}^d} \left| \int_{\mathbb{R}} |\Phi_i ((d + 1)/2, r, x) \Phi_j ((d + 1)/2, r, x) | d\mu_{H, R}(r) \right|^{p/2} dx \\
\leq \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} |\Phi_i ((d + 1)/2, r, x) |^2 d\mu_{H, R}(r) \right)^{p/4} dx \\
\times \left( \int_{\mathbb{R}} |\Phi_j ((d + 1)/2, r, x) |^2 d\mu_{H, R}(r) \right)^{p/4} dx \\
\leq \left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} |\Phi_i ((d + 1)/2, r, x) |^2 d\mu_{H, R}(r) \right) dx \right\}^{1/2} \\
\times \left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} |\Phi_j ((d + 1)/2, r, x) |^2 d\mu_{H, R}(r) \right) dx \right\}^{1/2}.
\]

By Lemma 3.8 or Lemma 3.9 or Lemma 3.10 the terms with \( i = 0 \) or \( j = 0 \) give a bounded contribution. By Lemma 3.11, the terms with \( i > 0 \) or with \( j > 0 \) converge to 0 when \( H + R \to +\infty \).

**Proof of Corollary 1.2.** The corollary is an immediate consequence of part (1) of the theorem, and of the extrapolation Lemma 3.12. See [35] or [36, Chapter XII-4.41].

**Proof of Corollary 1.3.** By the Lemma 3.12

\[
G(x) = \sum_{k \in \mathbb{Z}^d} \left( \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} a_0(n) b_0(k - n) |n|^{-(d+1)/2} |k - n|^{-(d+1)/2} \right) \exp(2\pi ikx).
\]

Since \( A |x| \leq g(x) \leq B |x| \), if \( g(n - k) = g(n) \) then \( |k| \leq C |n| \) and

\[
a_0(n) b_0(k - n) |n|^{-(d+1)/2} |k - n|^{-(d+1)/2} \leq C |n|^{-d-1} \leq C |k|^{-d-1}.
\]

Hence, under the assumption that for every \( m \in \mathbb{Z}^d \) the equation \( g(m) = g(n) \) has at most \( C \) solutions in \( \mathbb{Z}^d \), the Fourier coefficients of \( G(x) \) are bounded by

\[
2 \sum_{n \in \mathbb{Z}^d \setminus \{0, k\}} a_0(n) b_0(k - n) |n|^{-(d+1)/2} |k - n|^{-(d+1)/2} \leq C |k|^{-d-1}.
\]

It follows that the Fourier expansion that defines \( G(x) \) is absolutely and uniformly convergent, and this implies that \( G(x) \) is bounded and continuous. In particular, under the additional assumption that \( g(m) \neq g(n) \) for every \( m, n \in \mathbb{Z}^d \) with \( m \neq n \),
all Fourier coefficients with \( k \neq 0 \) vanish, and this function reduces to the constant
\[
2 \sum_{n \in \mathbb{Z}^d \setminus \{0\}} a_0 (n) b_0 (-n) |n|^{-d-1}.
\]

\[\square\]

In order to prove Theorem 1.4 we need an easy algebraic lemma.

**Lemma 3.14.** If \((A, B, C, D, ...)\) is a vector with integer coordinates, then the integer vectors \((x, y, z, w, ...)\) which are solutions to the equation \(Ax + By + Cz + Dw + ... = 0\) are a lattice. If \(A\) and \(B\) are coprimes, so that there exist integers \(u\) and \(v\) such that \(Au + Bv = 1\), then a basis of the lattice \(\{Ax + By + Cz + Dw + ... = 0\}\) is
\[
\{(B, -A, 0, 0, ...), (uC, vC, -1, 0, ...), (uD, vD, 0, -1, ...), \ldots\}.
\]
The area of a fundamental domain of this lattice is the length of the vector \((A, B, C, D, ...)\),
\[
\sqrt{A^2 + B^2 + C^2 + D^2 + \ldots}.
\]

**Proof.** The solutions to the equation \(Ax + By + Cz + Dw + ... = 0\) are a sum of a particular solution to the non homogeneous equation \(Ax + By = -Cz - Dw - \ldots\), plus all solutions to the homogeneous equation \(Ax + By = 0\). The solutions to the homogeneous equation \(Ax + By = 0\) are \(x = Br\) and \(y = -Ar\), and a particular solution to the equation \(Ax + By = -Cz - Dw - \ldots\) is \(x = -u(Cz + Dw + ...)\) and \(y = -v(Cz + Dw + ...)\). Hence, all integral solutions to \(Ax + By + Cz + Dw + ... = 0\) are
\[
(x, y, z, w, ...) = r (B, -A, 0, 0, ...) + s (uC, vC, -1, 0, ...) + t (uD, vD, 0, -1, ...) + \ldots
\]
If \(\{e_j\}\) is the standard basis of orthogonal unit vectors, the area of a fundamental domain of the lattice \(\{Ax + By + Cz + Dw + ... = 0\}\) is the length of the vector
\[
\det \begin{bmatrix}
  e_1 & e_2 & e_3 & e_4 & \ldots \\
  B & -A & 0 & 0 & \ldots \\
  uC & vC & -1 & 0 & \ldots \\
  uD & vD & 0 & -1 & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots 
\end{bmatrix}
= \pm A e_1 \pm B e_2 \pm C (Au + Bv) e_3 \pm D (Au + Bv) e_4 \pm \ldots
= (\pm A, \pm B, \pm C, \pm D, \ldots).
\]

\[\square\]

**Proof of Theorem 1.4.** Let us first prove part (2), that is assume that \(\hat{\mu}(\zeta)\) vanishes at infinity. If \(\Omega\) is a convex set as in Theorem 1.4 set
\[
\mathcal{K} (H, R, x) = \int_{\mathbb{R}} |r^{-(d-1)/2} D (r\Omega - x)|^2 \, d\mu_{H, R} (r).
\]
If the statement of part (2) of the theorem fails, then there exist \(2d / (d - 3) < p < +\infty\) and sequences \(\{R_n\} \to +\infty\) and \(\{H_n\} \to +\infty\) such that
\[
\limsup_{n \to +\infty} \left\{ \int_{\mathbb{T}^d} |\mathcal{K} (H_n, R_n, x)|^{p/2} \, dx \right\}^{2/p} < +\infty.
\]
Then a suitable subsequence converges weakly in \(L^{p/2} (\mathbb{T}^d)\), and this weak convergence implies the convergence of Fourier coefficients. By the assumption that
\[
\lim_{|\zeta| \to +\infty} \{\hat{\mu}(\zeta)\} = 0 \quad \text{and by Lemma 3.7, the subsequence converges weakly to the function} \ G(x) = G((d + 1)/2, x) \quad \text{defined in Lemma 3.13.}
\]

\[
G(x) = \sum_{k \in \mathbb{Z}^d} \left( 2 \sum_{n \in \mathbb{Z}^d \setminus \{0, k\} \atop g(n-k) = g(n)} a_0(n) b_0(k-n) |n|^{-(d+1)/2} |k-n|^{-(d+1)/2} \right) \exp(2\pi ikx).
\]

Recall that, by Theorem 1.1, this function \( G(x) \) is in \( L^{p/2}(\mathbb{T}^d) \) for every \( p < (2d - 4) / (d - 3) \). In order to prove the theorem, it suffices to show that when \( \Omega \) is the ball \( \Sigma = \{ |x| \leq 1 \} \) this function is not in \( L^{p/2}(\mathbb{T}^d) \) if \( p > 2d / (d - 3) \). In order to give an estimate of the norm from below, one can test this function against a Bessel potential of order \( \alpha > 0 \),

\[
B(x) = \sum_{k \in \mathbb{Z}^d} \left( 1 + 4\pi^2 |k|^2 \right)^{-\alpha/2} \exp(2\pi ikx).
\]

This Bessel potential is a positive integrable function, which blows up as \( x \to 0 \) with an asymptotic expansion

\[
B(x) \approx \begin{cases} 
C |x|^{\alpha-d} & \text{if } 0 < \alpha < d, \\
C \log (1/|x|) & \text{if } \alpha = d, \\
C & \text{if } \alpha > d.
\end{cases}
\]

This follows from the Poisson summation formula, see [33, Chapter VII.2], and the asymptotic estimate of the Bessel potentials in \( \mathbb{R}^d \), see [31, Chapter V 3.1]. It follows that if \( 1 \leq r \leq +\infty \) and \( \alpha > d(1 - 1/r) \), then

\[
\left\{ \int_{\mathbb{T}^d} |B(x)|^r \, dx \right\}^{1/r} < +\infty.
\]

By the way, when \( 2 \leq r \leq +\infty \) and \( 1/r + 1/s = 1 \) and \( \alpha > d(1 - 1/r) = d/s \), this also follows via the Hausdorff Young inequality:

\[
\left\{ \int_{\mathbb{T}^d} \left| \sum_{k \in \mathbb{Z}^d} (1 + 4\pi^2 |k|^2)^{-\alpha/2} \exp(2\pi ikx) \right|^r \, dx \right\}^{1/r} \leq \left\{ \sum_{k \in \mathbb{Z}^d} \left| (1 + 4\pi^2 |k|^2)^{-\alpha/2} \right|^s \right\}^{1/s} < +\infty.
\]

If \( 1/r + 1/s = 1 \), then

\[
2 \sum_{k \in \mathbb{Z}^d} \left( 1 + 4\pi^2 |k|^2 \right)^{-\alpha/2} \sum_{n \in \mathbb{Z}^d \setminus \{0, k\} \atop g(n-k) = g(n)} a_0(n) b_0(k-n) |n|^{-(d+1)/2} |k-n|^{-(d+1)/2} = \int_{\mathbb{T}^d} B(x) G(x) \, dx \leq \left\{ \int_{\mathbb{T}^d} |B(x)|^r \, dx \right\}^{1/r} \left\{ \int_{\mathbb{T}^d} |G(x)|^s \, dx \right\}^{1/s}.
\]

Recall that \( g(n) \approx |n| \) and that \( a_0(n) \) and \( b_0(n) \) are positive and bounded from below. If \( g(n-k) = g(n) \), then \( |n|^{-(d+1)/2} |n-k|^{-(d+1)/2} \approx |n|^{-d-1} \). Hence for
every \( \alpha > d (1 - 1/r) = d/s \) one obtains
\[
\left\{ \int_{\mathbb{T}^d} |G(x)|^s \, dx \right\}^{1/s} \geq C \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |k|^{-\alpha} \sum_{\substack{n \in \mathbb{Z}^d \setminus \{0\} \\ g(n-k)=g(n)}} |n|^{-d-1}.
\]

Up to this point we have not assumed that the domain is a ball. Now assume that \( \Omega \) is the ball \( \Sigma = \{ |x| \leq 1 \} \). Then \( a_0(n) \) and \( b_0(n) \) are constants and \( g(n) = |n| \), and the above inequality takes the more explicit form
\[
\left\{ \int_{\mathbb{T}^d} |G(x)|^s \, dx \right\}^{1/s} \geq C \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |k|^{-\alpha} \sum_{|n-k|=|n|} |n|^{-d-1}.
\]

In order to bound this expression from below, one can restrict the sum to the \( k \) even,
\[
\sum_{k \in \mathbb{Z}^d \setminus \{0\}} |k|^{-\alpha} \sum_{|n-k|=|n|} |n|^{-d-1} \geq \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |2k|^{-\alpha} \sum_{|n-2k|=|n|} |n|^{-d-1}.
\]

The equation \( |m - 2k| = |m| \) is the same as \( k \cdot m = k \cdot k \), and with the change of variables \( m = k + n \) one obtains \( k \cdot n = 0 \), so that for every \( \alpha > d/s \),
\[
\left\{ \int_{\mathbb{T}^d} |G(x)|^s \, dx \right\}^{1/s} \geq C \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |k|^{-\alpha} \sum_{k,n=0} \left( |k|^2 + |n|^2 \right)^{-(d+1)/2}.
\]

By the above lemma, when two entries of the vector \( k \) are coprimes, the area of a fundamental domain of the \((d-1)\)-dimensional lattice \( \{ k \cdot n = 0 \} \) is \( |k| \), the density of the lattice is \( |k|^{-1} \) and, as a consequence of the classical theorem of Blaschke in the geometry of numbers (see e.g. [29, Theorem 9.5] for a proof in two dimensions which immediately extends to any dimension), for some constant \( C \) independent of \( k \), one has
\[
|\{ k \cdot n = 0, |n| \leq |k| \}| \geq C |k|^{d-2}.
\]

Hence, when two entries of the vector \( k \) are coprimes,
\[
\sum_{k,n=0} \left( |k|^2 + |n|^2 \right)^{-(d+1)/2} \geq \left( 2 |k|^2 \right)^{-(d+1)/2} |\{ k \cdot n = 0, |n| \leq |k| \}| \geq C |k|^{-3}.
\]

By a theorem of E.Cesàro, see [11, Theorem 332], the probability that two random non negative integers are coprime is \( 6/\pi^2 \), then the probability that two entries of the vector \( k \) are coprime is positive. This implies that if we call \( A \) the set of \( k \in \mathbb{Z}^d \) with two coprime entries and if \( \varepsilon \) is sufficiently small and \( \eta \) is sufficiently large, then every shell \( \{ \eta^d \leq |k| < \eta^{d+1} \} \) contains at least \( \varepsilon \eta^d \) integer points in \( A \). Hence, if \( \alpha \leq d - 3 \),
\[
\sum_{k \in \mathbb{Z}^d \setminus \{0\}} |k|^{-\alpha} \sum_{k,n=0} \left( |k|^2 + |n|^2 \right)^{-(d+1)/2} \geq C \sum_{k \in A} |k|^{-\alpha-3} = +\infty.
\]

In particular, recalling that \( s = p/2 \) and \( \alpha > d/s = 2d/p \), if \( p > 2d/(d-3) \) then
\[
\left\{ \int_{\mathbb{T}^d} |G(x)|^{p/2} \, dx \right\}^{1/p} = +\infty.
\]
This proves (2). Finally, (1) follows from (2) by replacing the measure \( d\mu(r) \) with a convolution \( \varphi \ast \mu(r) \, dr \), with \( \varphi(r) \) a non negative smooth function on \( \mathbb{R} \) with
integral one. This convolution is a probability measure with Fourier transform that vanishes at infinity. Observe that

\[
\left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} \left| r^{-(d-1)/2} D (r \Omega - x) \right|^2 d(\varphi \ast \mu)_{H,R}(r) \right)^{p/2} dx \right\}^{2/p}
\]

\[
= \left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} \left| (R + H (r + t))^{-(d-1)/2} D ((R + H (r + t)) \Omega - x) \right|^2 d\mu(r) \varphi(t) dt \right)^{p/2} dx \right\}^{2/p}
\]

\[
\leq \int_{\mathbb{T}^d} \left\{ \int_{\mathbb{R}} \left| (R + H (r + t))^{-(d-1)/2} D ((R + H (r + t)) \Omega - x) \right|^2 d\mu(r) \varphi(t) dt \right\}^{p/2} \varphi(t) dt.
\]

Hence, if

\[
\left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} \left| r^{-(d-1)/2} D (r \Omega - x) \right|^2 d\mu_{H,R}(r) \right)^{p/2} dx \right\}^{2/p} \leq C < +\infty,
\]

then also

\[
\left\{ \int_{\mathbb{T}^d} \left( \int_{\mathbb{R}} \left| r^{-(d-1)/2} D (r \Omega - x) \right|^2 d(\varphi \ast \mu)_{H,R}(r) \right)^{p/2} dx \right\}^{2/p} \leq C < +\infty,
\]

and the argument used to prove (2) applies. \qed

4. CONCLUDING REMARKS

Remark 4.1. The following examples show that Corollary 4.3 is non void. The ellipsoid \( \Omega = \{ |M(x - p)| \leq 1 \} \), with \( M \) a non singular \( d \times d \) matrix and \( p \) a fixed point in \( \mathbb{R}^d \), has support function \( g(x) = \left| \left( M^t \right)^{-1} x \right| + x \cdot p \),

\[
g(x) = \sup_{y \in \Omega} \{ x \cdot y \} = \sup_{\{ |M(y - p)| \leq 1 \}} \left\{ \left( M^t \right)^{-1} x \cdot y \right\}
\]

\[
= \sup_{\{ |M(y - p)| \leq 1 \}} \left\{ \left( M^t \right)^{-1} x \cdot M(y - p) \right\} + \left( M^t \right)^{-1} x \cdot M p = \left| \left( M^t \right)^{-1} x \right| + x \cdot p.
\]

Then the equality \( g(m) = g(n) \) gives a non trivial algebraic relation between the coordinates of \( p = (p_1, p_2, \ldots, p_d) \),

\[
(m - n) \cdot p = \left| \left( M^t \right)^{-1} n \right| - \left| \left( M^t \right)^{-1} m \right|.
\]

If \( \{1, p_1, p_2, \ldots, p_d\} \) are linearly independent over the algebraic closure of the field generated by the entries of the matrix \( M \), then this relation holds only if \( m = n \). Hence, under these assumptions, the support function is injective when restricted to the integers.

In the case \( p = 0 \), then the equality \( g(m) = g(n) \) when squared gives

\[
Am_1^2 + Bm_2^2 + \ldots + Cm_1m_2 + \ldots = An_1^2 + Bn_2^2 + \ldots + Cn_1n_2 + \ldots,
\]

\[
A \left( m_1^2 - n_1^2 \right) + B \left( m_2^2 - n_2^2 \right) + \ldots + C \left( m_1m_2 - n_1n_2 \right) + \ldots = 0.
\]

Here \( m = (m_1, m_2, \ldots) \), \( n = (n_1, n_2, \ldots) \), and \( A, B, C, \ldots \) are homogeneous second degree polynomials in the entries of the matrix \( M \). This equation has at least the solutions \( n = \pm m \). On the other hand, if the entries of the matrix \( M \) are algebraically independent, then \( n = \pm m \) are the only solutions. A cardinality argument
shows that for a fixed matrix $M$, then almost every point $p$ has the property that there exists no algebraic relation between its coordinates. Similarly, almost every matrix $M$ has the property that its entries are algebraically independent.

**Remark 4.2.** In Corollary 1.1 we defined a convex set “generic” if its support function is injective when restricted to the integers. By the above remark these generic convex sets exist. Moreover, they are the majority, they are of second category in space of compact convex sets endowed with the Hausdorff metric. If $A + \Omega$ is the Minkowski sum of $A$ and $\Omega$, then $g_{rA+\Omega}(x) = rg_A(x) + g_\Omega(x)$. For a fixed $x$ in $\mathbb{R}^d$, the function $\Omega \rightarrow g_\Omega(x)$ is continuous in the Hausdorff metric. For fixed $m, n \in \mathbb{Z}^d$ with $m \neq n$, the collection of convex sets $\Omega$ with $g_\Omega(m) \neq g_\Omega(n)$ is open in the Hausdorff metric. On the other hand, if $g_\Omega(m) = g_\Omega(n)$, and if $A$ is a convex set with $g_A(m) \neq g_A(n)$, as in the previous remark, then $rA + \Omega \rightarrow \Omega$ as $r \rightarrow 0^+$, and $g_{rA+\Omega}(m) \neq g_{rA+\Omega}(n)$. This implies that the set of $\Omega$ with $g_\Omega(m) \neq g_\Omega(n)$ is open and dense. Hence the set of $\Omega$ with $g_\Omega(m) \neq g_\Omega(n)$ for every $m, n \in \mathbb{Z}^d$ with $m \neq n$ is the intersection of a countable family of open dense sets.

**Remark 4.3.** For the ball centered at the origin $\Sigma = \{ |x| \leq 1 \}$ the function $G(x)$ defined in Lemma 3.13 and studied in Theorem 1.4 is not constant. On the other hand, by Remark 4.1, for almost every $p$ the function $G(x)$ associated to the shifted ball $\Omega = \{ |x - p| \leq 1 \} = \Sigma + p$ is constant. This may seem contradictory, but observe that in the case of $\Sigma$ the function $G(x)$ is an $r$ average of the discrepancy of $r\Sigma - x$, while if $\Omega = \Sigma + p$ the function $G(x)$ is an $r$ average of the discrepancy of $r\Omega - x = r\Sigma + (rp - x)$. These averages are different. In particular, in the averages of $r\Sigma + (rp - x)$ are a mix of an average over the dilations $r\Sigma$ together with an average over the translations $rp - x$. Observe that for irrational choices of $p$, these translations $rp - x$ are dense in the set of all translations. Hence it is not completely surprising that in this case $G(x)$ is constant.

**References**

1. J. Bergh, J. Löfström, *Interpolation spaces, an introduction*. (Springer-Verlag Berlin Heidelberg New York, 1976).
2. P. Bleher, ‘On the distribution of the number of lattice points inside a family of convex ovals’ *Duke Math. J 67* (1992) 461–481.
3. L. Brandolini, L. Colzani and G. Travaglini, ‘Average decay of Fourier transforms and integer points in polyhedra’, *Ark. Mat.* 35 (1997) 253–275.
4. L. Brandolini, L. Colzani, G. Gigante and G. Travaglini, ‘$L^p$ and Weak-$L^p$ estimates for the number of integer points in translated domains’, *Math. Proc. Cambridge Philos. Soc.* 159 (2015) 471–480.
5. H. Cramér, ‘Über zwei Sätze des Herrn G. Hardy’ *Math. Z.* 15 (1922), 201–210.
6. K. Falconer, *Fractal Geometry* (John Wiley & Sons, Ltd. Third Edition 2014).
7. B. Gariboldi, *Norms of the lattice point discrepancy* (Ph. D. Dissertation, Università degli Studi di Milano-Bicocca, 2017).
8. I.M. Gelfand, M.I. Graev and N. Ya. Vilenkin, *Generalized functions. Vol. 5. Integral geometry and representation theory, Translated from the Russian by Eugene Saletan* (Academic Press, New York-London, 1966).
9. G.H. Hardy, ‘On the expression of a number as the sum of two squares’ *Quart. J. Math.* 46 (1915), 263–283.
10. G.H. Hardy, ‘The average order of the arithmetical functions $P(x)$ and $\Delta(x)$’, *Proc. London Math. Soc.* 15 (1917), 192–213.
11. G.H. Hardy, E.M. Wright, *An introduction to the theory of numbers. Sixth edition* (Oxford University Press, Oxford, 2008).
12. D. R. Heath-Brown, ‘The distribution and moments of the error term in the Dirichlet divisor problem’, Acta Arith. 60 (1992), 389–415.
13. C.S. Herz, ‘Fourier Transforms related to convex sets’, Ann. of Math. 75 (1962), 81–92.
14. E. Hlawka, ‘Über Integrale auf convexen Körpem, I, II’, Monatsh. Math. 54 (1950), 1–36, 81–99.
15. M. Huxley, ‘The mean lattice point discrepancy’, Proc. Edinburgh Math. Soc. 38 (1995) 523–531.
16. M. Huxley, ‘A fourth power discrepancy mean’, Monatsh. Math. 73 (2014) 231–238.
17. A. Iosevich, ‘Lattice points and generalized Diophantine conditions’, J. Number Theory 90 (2001) 19–30.
18. A. Iosevich, K.K.J. Kinateder, ‘Random fluctuations of convex domains and lattice points’, Proc. Amer. Math. Soc. 127 (1999) 2981–2985.
19. A. Iosevich, E.T. Sawyer and A. Seeger, ‘Mean square discrepancy bounds for the number of lattice points in large convex bodies’, J. Anal. Math. 87 (2002) 209–230.
20. A. Iosevich, E.T. Sawyer and A. Seeger, ‘Mean lattice point discrepancy bounds. II. Convex domains in the plane’ J. Anal. Math. 101 (2007) 25–63.
21. V. Jarník, ‘Über die Mittelwertsätze der Gitterpunktlehre’, Casopis Pest. Mat. Fys. 69 (1940), 148–174.
22. D. Kendall, ‘On the number of lattice points inside a random oval’, Quarterly J. Math. 19 (1948) 1–26.
23. E. Krätzel, Lattice points (Kluwer Academic Publisher, 1988).
24. A. Ivč, E. Krätzel, M. Kühleitner, W.G. Nowak, ‘Lattice points in large regions and related arithmetic functions: recent developments in a very classic topic. (English summary) Elementare und analytische Zahlentheorie, Schr. Wiss. Ges. Johann Wolfgang Goethe Univ. Frankfurt am Main, 20, Franz Steiner Verlag Stuttgart, Stuttgart, (2006), 89–128.
25. E. Landau, ‘Über die Gitterpunkte in einem Kreise’, Nachr. K. Gesellschaft Wiss. Göttingen, Math.-Phys. Klasse (1915), 148–160, 161–171.
26. P. Mattila, Geometry of sets and measures in Euclidean spaces. Fractals and rectifiability (Cambridge Studies in Advanced Mathematics, 44. Cambridge University Press, Cambridge, 1995).
27. W. Nowak, ‘On the average order of the lattice rest of a convex planar domain’, Proc. Cambridge Philos. Soc. 98 (1985) 1–4.
28. W. Nowak, ‘On the mean lattice point discrepancy of a convex disc’, Arch. Math. (Basel) 78 (2002) 241–248.
29. C.D. Olds, A. Lax, G.P. Davidoff, The geometry of numbers (Anneli Lax New Mathematical Library, 41. Mathematical Association of America, Washington, DC, 2000).
30. R. Schneider, Convex bodies: the Brunn-Minkowski theory (Cambridge University Press, Cambridge, 2013).
31. E. M. Stein, Singular integrals and differentiability properties of functions (Princeton University Press, Princeton, NJ, 1970).
32. E. M. Stein, Harmonic analysis: Real-variable methods, orthogonality, and oscillatory integrals (Princeton University Press, Princeton, NJ, 1993).
33. E. M. Stein, G. Weiss, Introduction to Fourier analysis on Euclidean spaces (Princeton University Press, Princeton, NJ, 1971).
34. K. M. Tsang, ‘Higher-power moments of Δ(x), E(t), and P(x)’ Proc. London Math. Soc. 65 (1992), 65–84.
35. S. Yano, ‘An extrapolation theorem’, J. Math. Soc. Japan 3 (1951) 290–305.
36. A. Zygmund, Trigonometric series (Cambridge University Press, Cambridge, 2002).
