Deep Neural Networks Learn Meta-Structures from Noisy Labels in Semantic Segmentation
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Abstract
How deep neural networks (DNNs) learn from noisy labels has been studied extensively in image classification but much less in image segmentation. So far, our understanding of the learning behavior of DNNs trained by noisy segmentation labels remains limited. In this study, we address this deficiency in both binary segmentation of biological microscopy images and multi-class segmentation of natural images. We generate extremely noisy labels by randomly sampling a small fraction (e.g., 10%) or flipping a large fraction (e.g., 90%) of the ground truth labels. When trained with these noisy labels, DNNs provide largely the same segmentation performance as trained by the original ground truth. This indicates that DNNs learn structures hidden in labels rather than pixel-level labels per se in their supervised training for semantic segmentation. We refer to these hidden structures in labels as meta-structures. When DNNs are trained by labels with different perturbations to the meta-structure, we find consistent degradation in their segmentation performance. In contrast, incorporation of meta-structure information substantially improves performance of an unsupervised segmentation model developed for binary semantic segmentation. We define meta-structures mathematically as spatial density distributions and show both theoretically and experimentally how this formulation explains key observed learning behavior of DNNs.

Table 1: Different types of labels used in this study.

| Abbreviation | Meaning | Description |
|--------------|---------|-------------|
| CL           | Clean Label | Ground truth labels annotated by human experts |
| RCL          | Randomized Clean Label | Randomly sampled or flipped pixel labels from ground truth |
| PCL          | Perturbed Clean Label | Dilation/Erosion/Skeleton of ground truth |
| RL           | Random Label    | Randomly generated pixel labels |

Introduction
Deep neural networks (DNNs) have shown excellent performance in challenging image segmentation tasks (Long, Shelhamer, and Darrell [2015], Yu and Koltun [2016], Jégou et al. [2017], Chen et al. [2017a]). But their supervised training requires pixel labels for each training image. Manual annotation of pixels not only is laborious but also easily introduces label noise, especially in border regions. Compared to image classification, label noise is more common in image segmentation. So far, however, studies on the learning behavior of DNNs trained by noisy labels have focused primarily on classification. Is it necessary to accurately label each pixel for accurate segmentation? How is segmentation performance of DNNs influenced when trained by different types of noisy labels? Answering these questions not only will help us understand the role of labels in training of DNNs but also will provide insights into the learning behavior of DNNs.

Different types of noisy labels have been used to elucidate the learning behaviors of DNNs in image classification, including partially corrupted or randomly shuffled labels (Zhang et al. [2017], Arpit et al. [2017]). In image segmentation, there are image-level and pixel-level label noises. Image-level label noise refer to erroneous semantic annotation of image objects. Pixel-level label noise refer to erroneous semantic annotation of image pixels. In this study, we focus on pixel-level label noise.

We examine the performance of DNNs trained by four different types of labels, as summarized in Table 1 and shown in Figure 1 and Figure 4. To quantitatively analyze the segmentation performance of DNNs trained by these labels, we experiment on two representative segmentation models, U-Net (Ronneberger, Fischer, and Brox [2015]) and DeepLabv3+ (Chen et al. [2018]), with the same loss function (binary cross-entropy loss) and optimizer (stochastic gradient descent, SGD). Performance of DNNs trained by the labels ranks from the best to the worst as follows:

$$CL \approx RCL > PCL > RL$$ (1)

As shown in Figure 1, when U-Net is trained with 45% of the labels randomly flipped (RCL) in binary segmentation, its performance remains largely the same as trained by the original ground truth (CL). Similar results on DeepLabv3+ are shown in Appendix A. These results indicate that DNNs...
Figure 1: Segmentation performance of DNNs trained by different types of labels. (A) Four types of training labels for an image of the endoplasmic reticulum from the ER dataset. CL: ground truth from manual annotation. RCL: each pixel label in CL is randomly flipped with a probability of 0.45. PCL: Skeleton of CL. RL: each pixel is randomly annotated as 1, i.e. foreground, with a probability of 0.5. (B) Testing dice scores during training. (C) Training loss of each batch optimization step.

learn structures hidden in the noisy labels rather than the pixel labels per se in their training for segmentation. We refer to these hidden structures as meta-structures.

Similar as observed in image classification in [Zhang et al., 2017], we also find that DNNs memorize random labels in segmentation since the training loss under RCL and RL quickly converges to a constant but not under CL and PCL (Figure 1C). Meanwhile, similar as observed in image classification in [Arpit et al., 2017], we also find that before memorizing RL, DNNs prioritize learning real patterns first in segmentation because the dice score (Figure 1B, blue line) first fluctuates greatly then quickly drops to a low level. Since RL requires no annotation, this motivates us to develop an unsupervised segmentation model for binary segmentation. The model sets RL as the initial training label and iteratively updates the training label to RCL by incorporating meta-structure information.

Main Contributions

The main research contributions of this study are as follows:

- We provide direct experimental evidence that DNNs learn implicit structures hidden in noisy labels in semantic segmentation. We name these implicit structures as meta-structures and model them mathematically as spatial density distributions. We show theoretically and experimentally how this model may quantify semantic meta-structure information in the noisy labels.
- We have identified some basic properties of meta-structures. We find that DNNs trained with labels under different perturbations to the meta-structures exhibit consistently worse segmentation performance.
- By incorporating meta-structure information, we have developed an unsupervised model for binary segmenta-

tion that outperforms the state-of-the-art unsupervised models and achieves remarkably competitive performance against supervised models.

Methods

Generation of different Noisy Labels

We synthesize different types of noisy labels as follows:

1. **RCL**: We synthesize randomized clean label (RCL) by randomly sampling or flipping pixel labels in CL. For random sampling, we randomly select pixel labels of each class with a probability of \( P_{\text{sample}} \) and exclude unsampled pixels from training. For random flipping, we randomly swapped a fraction of \( P_{\text{flip}} \) of true labels with randomly selected labels from other classes. See Figure 2 and Figure 3 for examples of randomized binary labels and multi-class labels, respectively.

2. **PCL**: We perform image dilation or erosion with a \( 3 \times 3 \) template or extract one-pixel-wide skeleton of CL. We refer to these types of noisy labels as perturbed clean labels (PCL). Examples of PCL are shown in Figure 4A.

3. **RL**: We synthesize random label (RL) by randomly annotating pixel labels with a probability \( P_{\text{generate}} \). RL can be considered as a strong perturbation of CL since it contains no information from CL. Examples of RL are shown in Figure 4B.

Experiment Configuration

We examine the learning behavior of two DNNs (U-Net and DeepLabv3+) in both binary-class and multi-class segmentation. For binary-class segmentation, we select fluorescence microscopy images of ER, MITO datasets [Luo, Guo, and Yang, 2020] and the NUC dataset [Caicedo et al., 2019]. For multi-class segmentation, we select natural images of Cityscapes dataset [Cordts et al., 2016]. Detailed information on the datasets and experimental configurations are provided in Appendix C.

Experimental Evidence for Existence of Meta-Structures

We examine the learning behavior of DNNs trained by RCL in both binary-class and multi-class segmentation.

Existence of Meta-Structures

Figure 2 shows the testing dice scores of U-Net (Solid lines) and DeepLabv3+ (Dashed line) trained by binary RCL. Although the rate of convergence generally decreases under increase of label randomization, especially for DeepLabv3+, the final dice scores decrease only slightly and the maximum gap between final dice scores of CL and RCL is 7%. Similar results are observed on other binary datasets. See Appendix C.3 for details.

For multi-class labels, we train DeepLabv3 on the natural image dataset Cityscapes and compare with results of a previous study as our baseline [Chen et al., 2017b]. Due to a lack of previous results for comparison, we did not experiment with U-Net. Representative results are shown in Figure 3. Table 2 summarizes segmentation results of RCLs
under different randomization probabilities. No degradation in segmentation performance measured in mean intersection over union (mIoU) is observed.

Taking the results together, we reason that semantic information contained in CL is completely or largely preserved in RCL.

**Meta-Structures vs. Pixel-level Labels**

So far, we have demonstrated that DNNs can learn segmentation from extremely noisy labels. However, it is unclear whether meta-structures or pixel-level labels contribute more to segmentation performance. In binary-class segmentation of fluorescence microscopy images, when \( P_{flip} \leq 0.49 \), the fraction of correctly annotated pixels (\( \geq 51\% \)) still exceeds the fraction of incorrectly annotated pixels (\( \leq 49\% \)). This raises the possibility that DNNs learn from major correct pixel-level labels rather than meta-structures.

To test this possibility, we generate entirely random labels, referred to as RL on ER dataset. Each pixel is randomly assigned to foreground with a certain generation probability. Sample image is shown in Figure 4B. Here, we set the generation probability as 0.1 and compare with the noisy label synthesized by random flipping with a probability \( P_{flip} = 0.49 \). While the randomly flipped labels still contain the meta-structures, the randomly generated labels do not. When we count the number of correctly annotated pixels using CL as the reference, we find that the pixel-level error rate of the randomly generated labels is around 31%, which is much lower than the error rate of randomly flipped labels (49%). If DNNs mainly learn from the pixel-level labels, the segmentation performance trained by RL would be better than the randomly flipped labels.

However, segmentation performance of U-Net trained by RL is actually worse than randomly flipped labels (Figure 5A). Similar results using DeepLabv3+ are shown in Appendix C.4A. Together, these results further support that DNNs learn from meta-structures in labels rather than pixel-level labels per se in their supervised training for semantic segmentation.

### Summary

Although RCL is uncommon in real-world applications, it allowed us to discover this counterintuitive learning behavior that DNNs learn meta-structure rather than pixel-level labels per se in segmentation. Furthermore, we find that:

* DNNs trained by randomized labels that contain similar meta-structure information as the ground truth labels provide similar performance in semantic segmentation.

Mathematical formulation and proof of this finding is presented later as Theorem 2 in the section **Theoretical Analysis of Meta-Structures**.

### Further Characterization of Meta-Structures

In this section, we further characterize the properties of meta-structures by analyzing PCL and RL.

### Performance of DNNs Trained by PCL

Inaccurate boundaries are a common source of label noise in image segmentation. We simulate inaccurate boundaries using dilation, erosion and skeleton of CL, which we refer to as PCL (Table 1). We examine the influence of PCL on segmentation performance and the results for U-Net are shown
in Figure 5B. Results for DeepLabv3+ and more smooth perturbation on boundaries using different combinations of dilation and erosion are shown in Appendix C.4B-C.

Dilation and erosion of CL lead to degradation in segmentation accuracy (Figure 5B) because of their perturbation of meta-structures. Further degradation in segmentation performance under training by one-pixel-wide skeleton is because of the loss of width information. We conclude that:

Training of DNNs by labels with progressively stronger perturbation to the meta-structure exhibit progressively worse training performance

Mathematical formulation and proof of this argument is presented later as Theorem 1 in the section Theoretical Analysis of Meta-Structures.

Learning behavior of DNNs Trained by RL

Zhang et al. (2017) and Arpit et al. (2017) have shown that DNNs learn simple patterns before fitting RL by memorization. This conclusion, however, is drawn in image classification. In our study, we investigate whether DNNs exhibit similar behavior in image segmentation. We generate RL under different generation probabilities (Figure 4B) from 0 to 0.5. We experiment on the ER dataset and show the results of U-Net in Figure 5C.

From the testing results on ER dataset (Figure 5C, left panel), we find that the learning process consists of two stages. In the first stage, the dice scores fluctuate substantially and reach several high values, indicating that the U-Net keeps learning and is not yet strongly influenced by RL. In the second stage, the dice scores drop quickly then converge to a low value, indicating that the U-Net start memorizing as the generalization ability becomes worse. Meanwhile, we find that under a higher generation probability, the training loss converges more quickly (Figure 5C, right panel), indicating DNNs have a higher tendency to memorize. Similar results are observed on the MITO dataset. See Appendix C.4D for further details. Overall, the learning behavior of DNNs trained by RL in segmentation is consistent with the learning behavior of DNNs trained by RL in classification.

Summary

Compared to CL and RCL, the PCL and RL contain different perturbations to meta-structures. We observe consistent degradation in segmentation performance.

Unsupervised Binary-class Segmentation Based on Meta-Structures

Here we propose an unsupervised method for binary-class segmentation of biological microscopy images, which we name as iterative ground truth training (iGTT). Our goal is to provide an example of utilizing meta-structures in practice.

Notation

Given data pair \((X, Y) \in \mathbb{R}^{H \times W}\), where \(X\) denotes the input image, \(Y\) denotes the binary-class labels with foreground and background labeled as 1 and 0, respectively. \(H\) and \(W\) denote image height and width, respectively. For our unsupervised method, we use the U-Net as the base model. The output of the final layer is denoted as \(P\).

Unsupervised Iteration Strategy

We use fully black images to initialize the labels \(Y^{*}\) then iteratively update it in following epochs. Specifically, for the \(n_{th}\) epoch, the final layer of the image prediction score is \(P^{n} = F(\theta^{n}, X)\), where \(F\) denotes the model and \(\theta\) are its parameters. We use sigmoid function in the final layer and only output the probability that belongs to the foreground for each pixel. We update the \(\theta\) based on current epoch labels \(Y^{*}\). Then we refresh \(Y^{*}\) according to the \(P^{n}\) by generating a threshold set \(T\) with \(K\) thresholds as follows:

\[
T = \{t | t = p_{min} + k \times \Delta\} \tag{2}
\]
\[
\Delta = \frac{p_{max} - p_{min}}{K - 1} \tag{3}
\]

where \(k = \{0, 1, \ldots, K - 1\}\). \(p_{min}\) and \(p_{max}\) denotes the minimum and maximum pixel value in \(P^{n}\), respectively. \(\Delta\) denotes the interval between neighboring thresholds in threshold set \(T\).

Based on thresholds \(t\) in \(T\), we generate \(K\) coarse segmentation images \(S_{k}^{n}(k = 0, 1, \ldots, K - 1)\) by thresholding \(P^{n}\), where pixel \(p\) is set to 1 if \(p > t\). Next, we directly calculate the correlation between \(P^{n}\) and \(S_{k}^{n}\), and consider \(S_{k}^{n}\) as the optimal candidate labels for the next epoch of training.

Because we found most pixels \(p_{1}^{n}\) of the output \(P^{1}\) are close to 0 after first epoch training, if we used distance-based metrics for correlation calculation, the selected candidate labels \(S_{k}^{n}\) will tend to be black images since the distance of \((p_{1}^{n}, 0, 1)\) is smaller than \((p_{1}^{n}, 0, 1)\). To address this issue, we follow (Xu et al. 2019) and select an information-theoretic noise-robust loss \(L_{DMI}\) to measure the correlation between \(P^{n}\) and \(S_{k}^{n}\) labels as follows:

\[
Cor(P^{n}, S_{k}^{n}) = L_{DMI}(P^{n}, S_{k}^{n}) = -\log(\det(Q_{p^{n}|S_{k}^{n}})) \tag{4}
\]

where \(Q_{p^{n}|S_{k}^{n}}\) is the matrix form of the joint distribution over \(P^{n}\) and \(S_{k}^{n}\). To calculate the \(Q_{p^{n}|S_{k}^{n}}\), we first resize the \(P^{n} \in \mathbb{R}^{H \times W}\) to \(P_{I} \in \mathbb{R}^{1 \times HW}\), then concatenate \(P_{I}\) and \(1-P_{I}\) to \(P_{\mathbb{R}} \in \mathbb{R}^{2 \times HW}\). Meanwhile, we resize \(S_{k}^{n} \in \mathbb{R}^{H \times W}\) to \(S_{J} \in \mathbb{R}^{1 \times HW}\), then concatenate \(S_{J}\) and \(1-S_{J}\) to \(S \in \mathbb{R}^{2 \times HW}\). The \(Q_{p^{n}|S_{k}^{n}}\) is defined by matrix multiplication as follows:

\[
Q_{p^{n}|S_{k}^{n}} = P S^{T} \tag{5}
\]

By calculating \(Cor(P^{n}, S_{k}^{n})\), we find the optimal candidate labels \(S_{k}^{n}\) that has the highest mutual information with the prediction \(P^{n}\). Then we send \(S_{k}^{n}\) into an EMS module (i.e., extraction-of-meta-structure module, see next section) to extract the meta-structures \(S_{meta}\). Finally, we update the label \(Y^{*}\) by \(S_{meta}\). The whole iteration strategy is summarized in Algorithm 1. The architecture of iGTT is shown in Appendix D.2.
Algorithm 1: Unsupervised Iteration Strategy

**Inputs:** $X_{\text{train}} \in \mathbb{R}$

**Parameter:** threshold $t$, model $F$

1: $n = 1$
2: $Y^* = 0$
3: if $n < \text{Maxiters}$ then
   4: $P^n = F(X_{\text{train}})$
   5: UPDATE $F$ with $Y^*$
   6: for $k \in \{0, 1, \ldots, K-1\}$ do
      7: $S^n_k = \{p = 1 \text{ if } p - t_k > 0, p \in P^n$
          $\quad \text{ or } p = 0 \text{ if } p - t_k < 0, p \in P^n$
   8: end for
   9: $S^n = \arg\min_k \{0 \ldots, K-1\} \text{Cor}(P^n, S^n_k)$
10: $Y^* = S^{\text{meta}} = \text{EMS}(\tilde{S}^n)$
11: $n = n + 1$
12: end if

**Extraction-of-Meta-Structure Module**

Because of insufficient training, the segmented images $\tilde{S}^n$ by thresholding are coarse in early training steps. Thus we do not directly use $\tilde{S}^n$ as the next epoch training labels. However, the basic topology of objects are largely retained in $\tilde{S}^n$. We have demonstrated that DNNs trained by labels with correct topology structures (meta-structures) can achieve similar performance as ground-truth labels. Based on this, we design an extraction-of-meta-structure (EMS) module to further improve the quality of the pseudo labels.

We first extract the skeleton of the $\tilde{S}^n$, then we randomly shift every pixel in skeleton within a radius $r$ to disrupt the perturbation made by PCL. Since the randomly shift may move some pixel labels outside the target meta-structures, we follow a random sampling operation to filter out these pixel labels. The final pseudo label $S^{\text{meta}}$ generated by EMS module refines the meta-structures of the $\tilde{S}^n$. Then we directly update $Y^*$ as the $S^{\text{meta}}$ and use $Y^*$ for the next epoch training.

To optimize the model, we combine $L_{\text{DMI}}$ and $L_{\text{IOU}}$ (Huang et al. 2019) to minimize the loss function $L$ for current epoch:

$$L = -\log(|\det(PS^T)|) + \underbrace{L_{\text{DMI}}}_{(1)} + \underbrace{\underbrace{(1 - \sum_{i=1}^{HW} p_i y_i^* - p_i y_i^*)}_{L_{\text{IOU}}} + \epsilon}_{(6)}$$

where $p_i$ and $y_i^*$ denote the $i_{\text{th}}$ pixel in image $P$ and $Y^*$, respectively. $\epsilon$ is a smoothing coefficient to prevent the denominator from becoming zero.

**Segmentation Experiments**

As iGTT is customized for binary-class segmentation, we evaluate its performance on the ER, MITO (Luo, Guo, and Yang 2020) and NUC (Caicedo et al. 2019) datasets. Refer to Appendix D.1 for further configuration details.

To compare with supervised methods, we select two commonly used DNNs (U-Net, DeepLabv3+) and a state-
of-the-art model HRNet (Wang et al. 2020). To compare with unsupervised methods, we select adaptive gaussian thresholding (AGT), Otsu, and two state-of-the-arts methods which including Autoregressive Clustering (AC) (Ouali, Hudelot, and Tami 2020) and Differentiable Feature Clustering (DFC) (Kim, Kanezaki, and Tanaka 2020). We use DICE(dice scores), AUC(area under curve) and ACC(accuracy) as the performance metrics. To reduce the effects brought by randomization, we trained our model 10 times and calculate the mean and standard deviation.

Segmentation results on ER are summarized in Table 3. See Appendix D.3 for results on MITO and NUC datasets. For supervised models, HRNet achieves the best performance. The DeepLabv3+ performs worse than U-Net and HRNet. For unsupervised methods, iGTT achieves the best performance. Meanwhile, we find that iGTT achieves competitive performance when comparing with the other three supervise models. Moreover, we find that using EMS module improves the final segmentation performance, indicating that EMS indeed refines the candidate labels. Overall, our model effectively narrows the gap between supervised learning and unsupervised learning by effectively utilizing the implicit meta-structures in noisy-labels. Examples of testing segmented images on all datasets are shown in Appendix D.4 and D.5.

### Theoretical Analysis of Meta-Structures

We model meta-structures of labels based on the theorem of spatial point analysis (Baddeley, Rubak, and Turner 2015; Diggle 2013; Illian et al. 2008). Specifically, we use $P(y^* = j|y = i)$ to denote the probability of flipping ground-truth pixel label $y$ in class $i \in \{1, \ldots, M\}$ to the noisy pixel label $y^*$ in class $j \in \{1, \ldots, M\}$, where $M$ denotes the number of semantic classes. For RCL and RL, we can build noise transition matrix $Q_{y^*y}$ based on $P(y^* = j|y = i)$. Examples of $Q_{y^*y}$ are shown Figure 6.

For binary-class semantic labels, we treat the foreground pixels ($y^* = 1$) as the spatial data point. For multiple-class semantic labels, we disassemble multi-class labels as multiple binary-class labels and separately analyse the spatial density distributions of each class. Specifically, We treat the pixel $x^m$ whose label $y^* = m \in \{1, \ldots, M\}$ as the spatial data point and view other pixels ($y^* \neq m$) as background by annotating as 0. We use $N$ to denote the number of spatial data points, $h$ to denote the bandwidth (radius) of the search area $S$, and $K$ to denote the kernel function.

**Definition.** We define the Meta-structures of a label (MS) as a set of semantic classes $MS = \{O_1, \ldots, O_m\}$, where each class $O_i = \{x^m | x^m \sim f_i(x^m)\}$ is composed of pixels $x^m$ that are drawn from the same underlying spatial density distribution $f_i(x^m)$.

**Lemma 1.** When pixels $x^m$ are treated as data points, the density distribution $f_i(x^m)$ in random noisy labels can be calculated as follows:

$$f_i(x^m) = \frac{1}{2Nh} \sum_{j=1}^M P(y^* = m|y = j) * S_j \pm \delta \quad (7)$$

where $\delta$ denotes sampling errors, which are a constant, $S_j = S \cap O_j$ is the area that corresponds to $j$th semantic class $O_j$ within the search area $S$.

**Proof:** Based on the theorem of spatial point analysis, we use kernel function $K$ to estimate the density distribution $f_i(x^m)$ by counting $x^m$ within a search area as follows:

$$f_i(x^m) = \frac{1}{2Nh} \sum_{k=1}^N K(x - h \leq x^m \leq x + h) \quad (8)$$

Note that for RCL, the number of counted data points within the search area can be formulated as follows:

$$\sum_{k=1}^N K(x - h \leq x^m \leq x + h) = \sum_{j=1}^M P(y^* = m|y = j) * S_j \pm \delta \quad (9)$$

Because $N$, $h$, $\delta$ and $S_j$ are all constant, $f_i(x^m)$ is only dependent on flipping probability $P(y^* = m|y = j)$. **QED**

**Lemma 2.** The number of semantic classes $D$ in random labels equals the rank $R$ of noise transition matrix $Q_{y^*y}$: $D = R$.

**Proof:** If $R < M$, there exits $(M - R + 1)$ linearly correlative columns and $P(y^* = j|y = 1) = \ldots = P(y^* = j|y = M - R)$. Based on Lemma 1, $f_i(x^m)$ is almost the same constant $C$ within the area $A = \{y = 1\} \cup \ldots \cup \{y = M - R\}$, indicating that $(M - R + 1)$ density distributions of the area $A$ are fused into one. Based on the definition that semantic class is composed of pixels that have similar density distributions, the number of semantic classes $D = M - (M - R)$.

If $R = M$, for each column of $Q_{y^*y}$ there at least exists $P(y^* = m|y = p) \neq P(y^* = m|y = q)$ and the $f_i(x^m)$ are different within the area $A = \{y = p\} \cup \{y = q\}$. Thus distribution differences on all classes exist and the number of semantic classes $D = M = R$. In summary, $D = R$. **QED**

**Theorem 1.** For PCL, more bias on boundary pixels of ground-truth more perturbation on meta-structures.

**Proof:** According to the definition of meta-structure, the semantic boundaries between $Y^*$ and $Y$ are different since more bias on boundary pixels in PCL will lead to less interaction of semantic class $O_i$ between PCL and CL, and therefore more perturbation on meta-structures. **QED**

| Dataset | Model | DICE(%) | AUC(%) | ACC(%) |
|---------|-------|---------|--------|--------|
| ER      | U-Net | 85.99   | 97.09  | 91.09  |
|         | HRNet | 86.07   | 97.17  | 91.18  |
|         | DeepLabv3+ | 81.66   | 94.80  | 87.67  |
|         | AGT   | 76.23   | 82.63  | 85.19  |
|         | Otsu  | 69.47   | 76.76  | 84.76  |
|         | DFC   | 78.13   | 85.29  | 84.45  |
|         | AC    | 73.11   | 87.86  | 81.41  |
|         | iGTT(with EMS) | 78.841,17 | 91.61,04 | 85.41,06 |
|         | iGTT(without EMS) | 73.960,97 | 84.53,2,52 | 81.16,03 |
Theorem 2. If RCL \( Y^* \) is synthesized by \( Q_{y^*|y} \) and the rank of \( Q_{y^*|y} \) is full, the noisy labels \( Y^* \) have the same semantic information as ground-truth \( Y \).

Proof: Based on Lemma 2, if \( R(Q_{y^*|y}) = M \), the meta-structure of \( Y^* \) contains the complete semantic classes as \( Y \): \( MS(Y^*) = MS(Y) = \{O_1, \ldots, O_m\} \). Furthermore, the location of difference between density distributions is unchanged, indicating semantic areas of different classes are also unchanged. Thus, all classes in \( Y^* \) keep distinguishability like \( Y \) and both of them contain similar semantic information. QED

We also demonstrate Theorem 2 by experiments. We generate a simplified binary image of (256x256) that has a circle within a rectangle as shown in Figure 6 (first column). For the noisy labels (RCL) whose rank equals 2 (second column), its density distribution estimated by kernel function exhibits similar patterns as the ground-truth, indicating they have similar meta-structures. However, for the noisy labels (RL) whose rank equals 1 (third column), its density distribution is randomized, indicating that two semantic classes are fused together. More experiment results are shown in Appendix B.2.

Summary. Here we provide a direct mathematical definition of meta-structures. This definition theoretically and experimentally explains the key observed results in our segmentation experiments.

Related Work

Training with noisy labels. To explore the generalization properties of DNNs trained with noisy labels, Zhang et al. (2017) and Arpit et al. (2017) performed a series of experiments and demonstrated that DNNs can easily memorize random labels but with poor generalization. This phenomenon contradicts traditional statistical learning theory (Vapnik 1999; Bartlett et al. 2005) and has attracted a large number of studies on how to mitigate the negative influence of noisy labels in deep learning.

In image classification, many studies have tried to propose noise-robust loss functions (Manwani and Sastry 2013; Masnadi-Shirazi and Vasconcelos 2008; Brooks 2011; Van Rooyen, Menon, and Williamson 2015; Ghosh, Kumar, and Sastry 2017; Zhang and Sabuncu 2018; Xu et al. 2019). Several works focus on designing custom architectures for deep neural networks (Jiang et al. 2018; Han et al. 2018). Transfer learning has also been applied (Lee et al. 2018). Some other studies proposed multi-task frameworks to estimates true labels (Veit et al. 2017; Tanaka et al. 2018; Yi and Wu 2019; Li et al. 2019; Navlakha, Ahammad, and Myers 2013; Zheng and Yang 2020). Although most of these methods performed well in image classification tasks, their performance in image segmentation remains unknown.

In semantic segmentation, Min et al. (2019) proposed to weaken the influence of back-propagated gradients caused by incorrect labels based on mutual attention. Shu, Wu, and Li (2019) proposed to leverage local visual cues to automatically correct label errors. Several studies also proposed semi-supervised or unsupervised methods (Li et al. 2016; Li et al. 2019; Navlakha, Ahammad, and Myers 2013; Zheng and Yang 2020).

All these studies focus on improving the generalization ability of DNNs trained with noisy labels. However, an in-depth understanding of the fundamental roles of labels in training remains lacking. We address this deficiency by focusing on the noisy labels and examine their influence on image segmentation directly and systematically.

Unsupervised segmentation. Some works try to segment images by learning pixel representation in a self-supervised setting (Hwang et al. 2019; Zhang and Maire 2020). However, they still relied on initialization from other annotated datasets. A limited number of studies address image segmentation in a fully unsupervised way. Methods have been proposed to maximize the mutual information between augmented views (Ouali, Hudelot, and Tami 2020; Ji, Henriques, and Vedaldi 2019). A DNN architecture consisting of convolutional filters for feature extraction and differentiable processes for feature clustering has also been proposed (Kim, Kanezaki, and Tanaka 2020). Overall, performance of unsupervised segmentation methods remains to be further improved.

Conclusion

In this study, we examine the learning behavior of DNNs trained by different types of pixel-level noisy labels in semantic segmentation and provide direct experimental evidence and theoretical proof that DNNs learn meta-structures from noisy labels. The unsupervised segmentation model we have developed provides an example on how to utilize the meta-structures in practice. However, our study also has its limitations. In particular, our model of meta-structures remains to be further developed, and utilization of meta-structures remains to be expanded to other applications such as multi-class segmentation. Despite these limitations, the learning behavior of DNNs revealed in this study provides new insight into what and how DNNs learn from noisy labels to segment images.
Acknowledgments

The authors thank members of CBMI for their technical assistance. The work was supported in part by the National Natural Science Foundation of China (grant 31971289 and 91954201 to G.Y.) and the Strategic Priority Research Program of the Chinese Academy of Sciences (grant XDB37040402 to G.Y.).

References

Arpit, D.; Jastrzebski, S.; Ballas, N.; Krueger, D.; Bengio, E.; Kanwal, M. S.; Maharaj, T.; Fischer, A.; Courville, A. C.; Bengio, Y.; and Lacoste-Julien, S. 2017. A Closer Look at Memorization in Deep Networks. In Precup, D.; and Teh, Y. W., eds., Proceedings of the 34th International Conference on Machine Learning (ICML), volume 70, 233–242.

Baddeley, A.; Rubak, E.; and Turner, R. 2015. Spatial point patterns: methodology and applications with R. CRC press.

Bartlett, P. L.; Bousquet, O.; Mendelson, S.; et al. 2005. Local rademacher complexities. Annals of Statistics, 33(4): 1497–1537.

Boutros, M.; Heigwer, F.; and Lauffer, C. 2015. Microscopy-based high-content screening. Cell, 163(6): 1314–1325.

Brooks, J. P. 2011. Support vector machines with the ramp loss and the hard margin loss. Operations Research, 59(2): 467–479.

Caicedo, J. C.; Goodman, A.; Karhohs, K. W.; Cinini, B. A.; Ackerman, J.; Haghighi, M.; Heng, C.; Becker, T.; Doan, M.; McQuin, C.; et al. 2019. Nucleus segmentation across imaging experiments: the 2018 Data Science Bowl. Nature Methods, 16(12): 1247–1253.

Chen, L.-C.; Papandreou, G.; Kokkinos, I.; Murphy, K.; and Yuille, A. L. 2017a. Deeplab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected crfs. IEEE Transactions on Pattern Analysis and Machine Intelligence, 40(4): 834–848.

Chen, L.-C.; Papandreou, G.; Schroff, F.; and Adam, H. 2017b. Rethinking atrous convolution for semantic image segmentation. arXiv preprint arXiv:1706.05587.

Chen, L.-C.; Zhu, Y.; Papandreou, G.; Schroff, F.; and Adam, H. 2018. Encoder-decoder with atrous separable convolution for semantic image segmentation. In Proceedings of the European Conference on Computer Vision (ECCV), 801–818.

Cordts, M.; Omran, M.; Ramos, S.; Rehfeld, T.; Enzweiler, M.; Benenson, R.; Franke, U.; Roth, S.; and Schiele, B. 2016. The cityscapes dataset for semantic urban scene understanding. In Proceedings of the IEEE conference on computer vision and pattern recognition (CVPR), 3213–3223.

Diggle, P. J. 2013. Statistical analysis of spatial and spatiotemporal point patterns. CRC press.

Giepmans, B. N.; Adams, S. R.; Ellisman, M. H.; and Tsien, R. Y. 2006. The fluorescent toolbox for assessing protein location and function. Science, 312(5771): 217–224.

Han, B.; Yao, Q.; Yu, X.; Niu, G.; Xu, M.; Hu, W.; Tsang, I.; and Sugiyama, M. 2018. Co-teaching: Robust training of deep neural networks with extremely noisy labels. In Advances in Neural Information Processing Systems (NeurIPS), 8527–8537.

He, K.; Zhang, X.; Ren, S.; and Sun, J. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 770–778.

Huang, Y.; Tang, Z.; Chen, D.; Su, K.; and Chen, C. 2019. Batching Soft IoU for Training Semantic Segmentation Networks. IEEE Signal Processing Letters, 27: 66–70.

Hwang, J.-J.; Yu, S. X.; Shi, J.; Collins, M. D.; Yang, T.-J.; Zhang, X.; and Chen, L.-C. 2019. Segsort: Segmentation by discriminative sorting of segments. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), 7334–7344.

Illian, J.; Penttinen, A.; Stoyan, H.; and Stoyan, D. 2008. Statistical analysis and modelling of spatial point patterns, volume 70. John Wiley & Sons.

Jégou, S.; Drozdzal, M.; Vazquez, D.; Romero, A.; and Bengio, Y. 2017. The one hundred layers tiramisu: Fully convolutional densenets for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, 11–19.

Ji, X.; Henriques, J. F.; and Vedaldi, A. 2019. Invariant information clustering for unsupervised image classification and segmentation. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), 9865–9874.

Jiang, L.; Zhou, Z.; Leung, T.; Li, L.-J.; and Fei-Fei, L. 2018. MentorNet: Learning data-driven curriculum for very deep neural networks on corrupted labels. In International Conference on Machine Learning (ICML), 2304–2313. PMLR.

Kim, W.; Kanezaki, A.; and Tanaka, M. 2020. Unsupervised learning of image segmentation based on differentiable feature clustering. IEEE Transactions on Image Processing, 29: 8055–8068.

Lee, C. A.; and Blackstone, C. 2020. ER morphology and endo-lysosomal crosstalk: Functions and disease implications. Biochimica et Biophysica Acta (BBA)-Molecular and Cell Biology of Lipids, 1865(1): 158544.

Lee, K.-H.; He, X.; Zhang, L.; and Yang, L. 2018. CleanNet: Transfer learning for scalable image classifier training with label noise. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 5447–5456.

Li, J.; Socher, R.; and Hoi, S. C. 2020. Dividemix: Learning with noisy labels as semi-supervised learning. ArXiv:2002.07394.

Li, Y.; Jia, L.; Wang, Z.; Qian, Y.; and Qiao, H. 2019. Unsupervised and semi-supervised hand segmentation in egocentric images with noisy label learning. Neurocomputing, 334: 11–24.
Lichtman, J. W.; and Conchello, J.-A. 2005. Fluorescence microscopy. Nature Methods, 2(12): 910–919.

Long, J.; Shelhamer, E.; and Darrell, T. 2015. Fully convolutional networks for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 3431–3440.

Lu, Z.; Fu, Z.; Xiang, T.; Han, P.; Wang, L.; and Gao, X. 2016. Learning from weak and noisy labels for semantic segmentation. IEEE Transactions on Pattern Analysis and Machine Intelligence, 39(3): 486–500.

Luo, Y.; Guo, Y.; and Yang, G. 2020. Fluorescence Microscopy Image Datasets for Deep Learning Segmentation of Intracellular Organelle Networks. IEEE DataPort, 2020. https://dx.doi.org/10.21227/t2he-zn97.

Manwani, N.; and Sastry, P. 2013. Noise tolerance under risk minimization. IEEE Transactions on Cybernetics, 43(3): 1146–1151.

Masnadi-Shirazi, H.; and Vasconcelos, N. 2008. On the design of loss functions for classification: theory, robustness to outliers, and savageboost. Advances in Neural Information Processing Systems (NeurIPS), 21: 1049–1056.

Min, S.; Chen, X.; Zha, Z.-J.; Wu, F.; and Zhang, Y. 2019. A two-stream mutual attention network for semi-supervised biomedical segmentation with noisy labels. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 33, 4578–4585.

Navlakha, S.; Ahammad, P.; and Myers, E. W. 2013. Unsupervised segmentation of noisy electron microscopy images using salient watersheds and region merging. BMC Bioinformatics, 14(1): 1–9.

Ntziachristos, V. 2006. Fluorescence molecular imaging. Annual Review of Biomedical Engineering, 8: 1–33.

Ouali, Y.; Hudelot, C.; and Tami, M. 2020. Autoregressive Unsupervised Image Segmentation. In European Conference on Computer Vision (ECCV), 142–158. Springer.

Ronneberger, O.; Fischer, P.; and Brox, T. 2015. U-net: Convolutional networks for biomedical image segmentation. In International Conference on Medical Image Computing and Computer-assisted Intervention (MICCAI), 234–241. Springer.

Shu, Y.; Wu, X.; and Li, W. 2019. Lvc-net: Medical image segmentation with noisy label based on local visual cues. In International Conference on Medical Image Computing and Computer-Assisted Intervention (MICCAI), 558–566. Springer.

Tanaka, D.; Ikami, D.; Yamasaki, T.; and Aizawa, K. 2018. Joint optimization framework for learning with noisy labels. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 5552–5560.

Van Rooyen, B.; Menon, A.; and Williamson, R. C. 2015. Learning with symmetric label noise: The importance of being unhinged. Advances in Neural Information Processing Systems (NeurIPS), 28: 10–18.

Vapnik, V. N. 1999. An overview of statistical learning theory. IEEE Transactions on Neural Networks, 10(5): 988–999.