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Abstract—Single particle cryo-electron microscopy is a vital tool for 3D characterization of protein structures. A typical workflow involves acquiring projection images of a collection of randomly oriented particles, picking and classifying individual particle projections by orientation, and finally using the individual particle projections to reconstruct a 3D map of the electron density profile. The reconstruction is challenging because of the low signal-to-noise ratio of the data, the unknown orientation of the particles, and the sparsity of data especially when dealing with flexible proteins where there may not be sufficient data corresponding to each class to obtain an accurate reconstruction using standard algorithms. In this paper we present a model-based image reconstruction technique that uses a regularized cost function to reconstruct the 3D density map by assuming known orientations for the particles. Our method casts the reconstruction as minimizing a cost function involving a novel forward model term that accounts for the contrast transfer function of the microscope, the orientation of the particles and the center of rotation offsets. We combine the forward model term with a regularizer that enforces desirable properties in the volume to be reconstructed. Using simulated data, we demonstrate how our method can significantly improve upon the typically used approach.

I. INTRODUCTION

Single particle reconstruction (SPR) for cryogenic electron microscopy (cryo-EM) involves determining the 3D structure of macro-molecules from projection images of randomly oriented replicates of these particles which are flash frozen in vitrified ice and imaged using an EM [1]. A typical reconstruction workflow (see Fig. 1) involves picking the particles from an image containing the projection of a large number of these particles, centering the picked particles, clustering and averaging similar particles to boost the SNR corresponding to a certain orientation, deconvolving these resulting images which are impacted by the contrast transfer function of the microscope (CTF correction), followed by an iterative scheme that jointly estimates the orientation and reconstructs the 3D volume [1]. Due to dose limitations, the data is extremely noisy making it challenging to obtain high-quality single particle reconstructions.

The tomographic reconstruction (for a fixed set of orientations) is often done using a direct/iterative Fourier method [2]–[4], because it is fast and hence appealing to use in an iterative refinement procedure. However, such methods can result in severe artifacts in the presence of noise and the absence of a uniform sampling of projection orientations because of the preferential orientation of particles [5]. Furthermore, there is increasing interest to study flexible protein structures [6], which consist of particles from different conformations in the data resulting in fewer overall orientations and more noise when particles are averaged. Finally, even if the standard methods are used to reconstruct a particle, the reconstructions can be significantly improved with a final reconstruction step that uses the estimated orientation with the raw noisy measurements to obtain a reconstruction using a more advanced method than the direct Fourier techniques as has been demonstrated in a wide variety of electron tomography applications [7]–[9].

While direct or iterative Fourier methods are predominantly used for SPR [2]–[4], a few model-based/regularized iterative methods have been proposed to improve the reconstruction step. These methods solve the reconstruction by minimizing a cost function that balances a data-fidelity term based on a forward model and a regularization term based on some assumptions about the underlying object itself. Liu et al. [10] presented a reconstruction algorithm (for known particle orientations) by using a quadratic data-fitting term along with a total-variation regularizer applied to coefficients in spline-basis. However, this work does not take into account the contrast transfer function of the microscope and the offset of the particles with respect to the center of the projections in the forward model. Kuckukelbir et al. [11] used an adaptive wavelet basis along with a $l_1$ regularizer on the coefficients to illustrate how the reconstruction can be improved compared to traditional methods. Pan et al. [12] solve the reconstruction using a total-variation prior, while Donati et al. [13], [14] formulate a regularized cost function using a spline basis that allows for fast multi-scale reconstruction. Zehni et al. [15] developed a regularized iterative reconstruction technique that also takes into account the joint-estimation of the angles in addition to the 3D reconstruction by using a radial-basis function to parameterize the volume and a total-variation regularizer for the coefficients. In summary, there have been a few efforts at leveraging the success of model-based/regularized iterative techniques to improve single particle reconstructions.

In this paper, we present a model-based image reconstruction (MBIR) approach based on minimizing a regularized cost function [8] for solving the single particle cryo-EM problem for a known set of particle orientations. This method can be used within a refinement loop or applied as a final step to the raw measurements in order to obtain a high quality reconstruction from noisy, and limited orientation data sets.
In contrast to the methods in [10], [12], [13] that rely on a spline basis, we use a simple voxel basis with projectors implemented to work with graphic processing units (GPU). Our forward projectors includes a model for center-of-rotation offsets and the contrast transfer function of the microscope, thereby avoiding the need to pre-process the data which can result in a loss of resolution. Furthermore, the proposed forward model also allows for modeling of non Gaussian noise in the data; which is more accurate for the extremely low SNR count data that is encountered in cryo-EM detectors. Furthermore, instead of restricting ourselves to a $l_1$ or TV regularizer [10]–[13], [15], we use a generalized Markov random field [16] based regularizer allowing for a broader range of solutions. We demonstrate the utility of our algorithm on realistic simulated data sets and highlight the utility of the method compared to the pre-process and reconstruct approach of Fig. 1.

II. MODEL-BASED IMAGE RECONSTRUCTION

![Illustration of the forward model used for the cryo-EM MBIR method. It involves a 3D projection at a fixed orientation (with appropriate offset for the center of rotation) followed by a propagation operator that depends on the contrast transfer function (CTF) of the system. The figure shows an example of the magnitude of the Fourier transform of a typical CTF, illustrating that the CTF typically zeros out several frequency components of the projection data. While this can pose challenges for typical pre-process and reconstruct approaches, we use this model in order to perform the reconstruction.](image)

In order to reconstruct the density in 3D, we use the MBIR [17] framework. The reconstruction is formulated as a minimization problem,

$$ \hat{f} \leftarrow \arg\min_f \{l(g; f) + s(f)\} \tag{1} $$

where $g$ is the vector of projection measurements, $f$ is the vector containing all the voxels, $l(\cdot)$ is a data fidelity enforcing function and $s(\cdot)$ is a function that enforces regularity in $f$. To formulate the data fidelity term, we use the physics-based model (see Fig. 2) where each measured image is modeled as the projection of the unknown object at a specific orientation and offset, followed by a propagation effect due to the contrast transfer function of the microscope. Since the measurements are typically corrupted by noise that depends on the acquisition dose, we propose a quadratic data-fidelity term of the form

$$ l(g; f) = \frac{1}{2} ||g - HAf||_W^2 \tag{2} $$

where $H$ is a matrix modeling the contrast transfer function (CTF) of the imaging system as a linear shift invariant filter, $A$ is a forward projection matrix that accounts for the 3D orientation ($\Theta$) of the particles and offsets ($t$) of the projections from the center of the projection images, and $W$ is a diagonal matrix with entries set to be the inverse variance of the noise in $g$ (“dose weighting”). The $W$ matrix can also be used to mask regions of the measurements that are corrupted due to various other reasons (like overlapping particles), providing an additional flexibility to the reconstruction. Notice, that in contrast to existing approaches which apply “centering” and “CTF correction” to the data, our approach models these into the reconstruction itself. Furthermore, if the data sets contains measurements made at multiple defocus values corresponding to different CTFs, this can be simply incorporated in the model described above. We design $A$ to model the cryo-EM geometry by using the ASTRA tool-box [18], [19] that can utilize multiple GPUs [20], [21] to accelerate the application of this matrix. We note that despite the projection ($A$) and back-projection operators ($A^T$) not being perfectly matched in ASTRA, we did not observe any specific problems with convergence of the overall algorithm. The CTF is assumed to the radially symmetric and is modeled as

$$ h(k) = \exp\{-\alpha k\} \sin\left(-\pi \Delta z \lambda k^2 + \frac{\pi}{2} C_s \lambda^3 k^4 \right) \tag{3} $$

where $k$ is the radial frequency component, $\alpha$ is an attenuation coefficient, $\Delta z$ is the defocus, $\lambda$ is the electron wavelength, and $C_s$ is the spherical aberration.  

For $s(f)$, we choose the negative log of q-generalized Markov-random field (qGGMRF) probability density function...
It is given by
\[
s(f) = \sum_{j,k} w_{jk} \rho(f_j - f_k)
\]
\[
\rho(f_i - f_k) = \frac{|f_i - f_k|^2}{c + |f_i - f_k|^2 - p}
\]
\[
\mathcal{N} \text{ is the set of pairs of neighboring voxels (e.g. a 26-point neighborhood), } 1 \leq p \leq 2, c \text{ and } \sigma \text{ are GGMRF parameters.}
\]
The weights \( w_{jk} \) are inversely proportional to the distance between voxels \( j \) and \( k \), normalized to 1. This model provides a greater degree of flexibility in the quality of reconstructions compared to an algorithm specifically designed for a total-variation regularizer that may force the reconstructions to appear “waxy” [17]. In particular, when \( p = 1 \) we get a behavior similar to a total-variation model and when \( p = 2 \) the regularizer is a quadratic function allowing for smoother reconstructions.

Combining the data fidelity model (2) with the image model (4) the MBIR cost function is
\[
c(f) = \frac{1}{2} \| g - HAf \|_W^2 + s(f) \tag{4}
\]
Thus, the reconstruction is obtained by
\[
\hat{f} \leftarrow \arg\min_f c(f)
\]
We use the optimized gradient method (OGM) [22] to find a minimum of the cost function. The algorithm involves a standard gradient computation combined with a step-size determined using Nesterov’s method. Specifically, for each iteration \( k \),
\[
h(k+1) \leftarrow f(k) - \frac{1}{L} \nabla c(f(k))
\tag{5}
\]
\[
t(k+1) \leftarrow 1 + \sqrt{1 + 4(t(k))^2}
\]
\[
f(k+1) \leftarrow f(k) - \frac{1}{t(k+1)} [h(k+1) - h(k)]
\tag{7}
\]
\[
+ \frac{t(k)}{t(k+1)} [h(k) - f(k)]
\tag{8}
\]
where \( t(0) = 1 \), \( L \) is the Lipschitz constant of the gradient of \( c(\cdot) \), \( h(0) = f(0) \) is an initial estimate for the reconstruction. The gradient of the cost-function \( c(\cdot) \) is given by
\[
\nabla c(f) = -HA^T W (y - HAf) + \nabla s(f).
\tag{9}
\]

We use the Astra tool-box [18], [19] to implement GPU accelerated forward and back-projection operators. For the CTF \((H)\) we assume circular boundary conditions and use the FFT to accelerate the computation.

**III. RESULTS**

In order to evaluate our algorithm, we used three structures from the EM data bank (EMD) [23] numbered 0256 [24], 5995 [25] and 7956 [26] to generate realistic simulated cryo-EM data sets at different noise levels and a fixed sparse number of orientations (see Fig.3). In each case we applied the threshold recommended in the EMD, normalized the values by a constant and then simulated the projection measurements. The volume obtained by applying the threshold and scaling serves as the ground-truth in our experiments. The CTF parameters (equation (3)) were set to \( \alpha = 1.0, \Delta_x \lambda = 100 \) and \( C_x \lambda^2 = 10 \). The orientation parameters \( \Theta \) were chosen so that each of the Euler angles were uniformly distributed in the \([0, 2\pi]\) range leading to a preferential orientation of particles. The offset parameters \( t \) were chosen to be randomly distributed in a range of \([0, 0.05 \times p_{\text{w}}]\), where \( p_{\text{w}} \) is the projected width of the simulated data in units of pixels. We simulated three different noise levels corresponding to a peak signal to noise ratio of \( 6 \) dB, \( 2.4 \) dB and \( 0 \) dB. The number of simulated projection was set to \( 2 \) times the side length of each projection image (so if the size was \( 100 \times 100 \), we simulated \( 200 \) particles). We compared the proposed algorithm to an implementation of an pre-process+reconstruct (P+R) approach where we applied a Gaussian low-pass filter to the simulated data, followed by a phase-flipping technique [27] to correct for the effects of the CTF and finally reconstructing the volume using a standard least-squares type fitting technique which is

![Fig. 3. 3D rendering of reference structures from the EM data bank used (top row) for generating the simulated data sets along with an example projection data (bottom row) at a peak signal-to-noise ratio of 6.02 dB.](image)

**TABLE I**

| EMD #  | P+R [dB] | P+R [dB] | 0 dB |
|--------|----------|----------|------|
| 0256   | 6.65     | 6.76     | 6.88 |
| 5995   | 6.44     | 6.50     | 6.68 |
| 7956   | 4.68     | 4.82     | 5.03 |

**EMD-SCHEMES AND DATA SETS IDENTIFIED BY THEIR EMD IDENTITY NUMBER AND SIMULATED NOISE LEVELS.**

| EMD  | PSNR | PSNR | PSNR |
|------|------|------|------|
| 0256 | 1.63 | 2.17 | 2.17 |
| 5995 | 1.17 | 1.41 | 1.41 |
| 7956 | 1.63 | 1.63 | 1.63 |

**All projections**

| EMD  | PSNR | PSNR | PSNR |
|------|------|------|------|
| 0256 | 1.63 | 2.17 | 2.17 |
| 5995 | 1.17 | 1.41 | 1.41 |
| 7956 | 1.63 | 1.63 | 1.63 |

**50% of projections**

| EMD  | PSNR | PSNR | PSNR |
|------|------|------|------|
| 0256 | 1.63 | 2.17 | 2.17 |
| 5995 | 1.17 | 1.41 | 1.41 |
| 7956 | 1.63 | 1.63 | 1.63 |

**25% of projections**

| EMD  | PSNR | PSNR | PSNR |
|------|------|------|------|
| 0256 | 1.63 | 2.17 | 2.17 |
| 5995 | 1.17 | 1.41 | 1.41 |
| 7956 | 1.63 | 1.63 | 1.63 |
Fig. 4. A single cross section from the 3D reconstructions using different algorithms for data sets corresponding to a PSNR of 6.02 dB (Top row: EMD-0256, Middle: EMD-5995, Bottom: EMD-7956). Notice that despite a very sparse data set, the proposed MBIR method can significantly improve upon the pre-process and reconstruct (P+R) approach where the reconstruction is done using a conventional algorithm.

Fig. 4 shows the results from a single cross section of the different reconstructions on the simulated data-sets at a noise level of 6.02 dB. Notice that the MBIR method can significantly improve the qualitative performance of the reconstructions compared to the P+R approach. We observe similar trends for the higher noise cases, but with an expected degradation of performance for all approaches. In order to quantify the performance of the proposed approach we present the normalized root mean squared (NRMSE) error for each of the cases (see Table. I) illustrating the significant improvements of the MBIR method compared to the P+R approach. We also perform the reconstructions by further subsampling the data set by selecting 50% and 25% of the original projection data and observe that the MBIR approach continues to have a lower NRMSE compared to the P+R approach (see Table. I), highlighting that the presented approach can be very useful for cases when we have only a small number of particles to reconstruct from.

**IV. Conclusion**

In this paper, we presented a new model-based algorithm for single particle cryo-EM reconstruction. In contrast to existing techniques, our method casts the reconstruction as minimizing a cost function that balances a data-fidelity term and a regularizer. We introduced a new data-fidelity term that models the contrast-transfer function, the shift in center of rotation, the 3D tomographic projection geometry, and the noise in the data in order to accurately model the cryo-EM measurement. Combining this with a standard Markov-random field based regularizer, we then developed an optimization algorithm based on first-order methods to find a minimum of the formulated cost function. Using experiments from realistic simulated data sets, we demonstrated that our algorithm can dramatically improve reconstruction quality compared to traditional pre-process and reconstruct approach.
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