CONVERGENCE TO THE MAXIMUM PROCESS OF A FRACTIONAL BROWNIAN MOTION WITH SHOT NOISE
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Abstract. We consider the maximum process of a random walk with additive independent noise in form of \( \max_{i=1, \ldots, n}(S_i + Y_i) \). The random walk may have dependent increments, but its sample path is assumed to converge weakly to a fractional Brownian motion. When the largest noise has the same order as the maximal displacement of the random walk, we establish an invariance principle for the maximum process in the Skorohod topology. The limiting process is the maximum process of the fractional Brownian motion with shot noise generated by Poisson point processes.

1. Introduction

Let \( \{X_n\}_{n \in \mathbb{N}} \) and \( \{Y_n\}_{n \in \mathbb{N}} \) be two independent sequences of random variables. Write \( S_0 = 0, S_n = X_1 + \cdots + X_n \) and we are interested in the asymptotic behavior of the maximum process \( M_n = \max_{i=1, \ldots, n}(S_i + Y_i), n \in \mathbb{N} \).

We view \( \{S_n\}_{n \in \mathbb{N}} \) as a random walk and \( \{Y_n\}_{n \in \mathbb{N}} \) perturbations (or noise). We allow dependence between steps of random walk, while the perturbations \( \{Y_n\}_{n \in \mathbb{N}} \) are assumed to be independent and identically distributed (i.i.d.).

We consider the general framework that the sample path of the random walk \( \{S_{[tn]}\}_{t \in [0,1]} \) without perturbation converges weakly to a stochastic process, after appropriate normalization. Such results are referred to as invariance principles (and/or functional central limit theorems) in the literature. This includes Donsker’s theorem which states that when \( \{X_n\}_{n \in \mathbb{N}} \) are i.i.d. with zero mean and unit variance, the sample path converges weakly to a standard Brownian motion.

More generally when \( \{X_n\}_{n \in \mathbb{N}} \) is stationary, weak convergence to fractional Brownian motions has been extensively investigated. Throughout, we assume the following invariance principle to hold for \( S_n \):

\[
\left\{ \frac{S_{[tn]}}{n^H} \right\}_{t \in [0,1]} \Rightarrow \{B^H_t\}_{t \in [0,1]}
\]
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in the space of càdlàg functions $D[0,1]$, where $\mathbb{B}^H = \{\mathbb{B}^H_t\}_{t \in [0,1]}$ is the fractional Brownian motion with Hurst index $H \in (0,1)$. This is the zero mean Gaussian process with covariance function $\text{Cov}(\mathbb{B}_s, \mathbb{B}_t) = 2^{-1}(s^{2H} + t^{2H} + |s-t|^{2H})$, $s, t \geq 0$. An extensively studied model of $\{X_n\}_{n \in \mathbb{N}}$ leading to the invariance principle \cite{1} is stationary linear process. The seminal work of Taqqu \cite{20} addressed the case when innovations of the linear processes are independent; for dependent innovations, we refer to the recent result of Dedecker et al. \cite{7} and references therein, among many others under various dependence assumptions.

We are interested in the behavior of the maximum process of $\{S_n\}_{n \in \mathbb{N}}$ perturbed with $\{Y_n\}_{n \in \mathbb{N}}$, given that the invariance principle \cite{1} holds for some $H \in (0,1)$. It is clear that the only non-trivial case is when the tail distribution of $Y_i$ satisfies, for some $\kappa > 0$,

\begin{equation}
\mathbb{P}(Y_i > x) \sim \kappa x^{-1/H} \text{ as } x \to \infty.
\end{equation}

Indeed, in this case,

\[
\lim_{n \to \infty} \mathbb{P}\left( \max_{i=1,\ldots,n} \frac{Y_i}{n^{1/H}} \leq x \right) = \exp(-\kappa x^{-1/H}), \quad x > 0,
\]

and the normalization $n^H$ gives non-degenerate distributional limit for both $S_n$ and $Y_n$. Otherwise, if $\mathbb{P}(Y_i > x) \sim \kappa x^{-\beta}$ for some $\beta \neq 1/H$, then either $\max_{i=1,\ldots,n} S_i$ or $\max_{i=1,\ldots,n} Y_i$ will dominate after appropriate normalization, and the result is immediate.

The main result of this paper is an invariance principle in form of

\begin{equation}
\left\{ \frac{M_{[nt]}}{n^H} \right\}_{t \in [0,1]} \Rightarrow \left\{ Z^H_t \right\}_{t \in [0,1]}, \text{ in } D[0,1].
\end{equation}

The limiting process $\{Z^H_t\}_{t \in \mathbb{R}_+}$ is defined as follows. Let $\mathbb{B}^H = \{\mathbb{B}^H_t\}_{t \in \mathbb{R}_+}$ be a fractional Brownian motion, and let $\{\eta_i, U_i\}_{i \in \mathbb{N}}$ be a Poisson point process on $\mathbb{R}_+ \times \mathbb{R}_+$ with intensity $H^{-1}x^{-1-1/H}dxdu$, in the same probability space as and independent of $\{\mathbb{B}^H_t\}_{t \in \mathbb{R}_+}$. Throughout, we assume $\mathbb{B}^H$ has continuous sample path \cite{19}. Then, the limiting process is defined as

\begin{equation}
Z^H_t(\kappa) := \sup_{s \in [0,t]} \left( \mathbb{B}^H_s + \kappa^H \sum_{i=1}^{\infty} \eta_i \mathbbm{1}_{\{U_i = s\}} \right), \quad t \in \mathbb{R}_+.
\end{equation}

In the sequel, we fix $\kappa \in (0,\infty), H \in (0,1)$ and write $Z^H = \{Z^H_t\}_{t \in \mathbb{R}_+} \equiv \{Z^H_t(\kappa)\}_{t \in \mathbb{R}_+}$ for the sake of simplicity. The main result is the following.

**Theorem 1.** Let $\{X_n\}_{n \in \mathbb{N}}$ and $\{Y_n\}_{n \in \mathbb{N}}$ be two independent sequences of random variables. Suppose that $\{X_n\}_{n \in \mathbb{N}}$ satisfy \cite{1} and $\{Y_n\}_{n \in \mathbb{N}}$ are i.i.d. random variables satisfying \cite{2}. Then, the invariance principle \cite{3} holds in the space of $D[0,1]$ equipped with the Skorohod $J_1$ topology.

We refer to $Z^H$ in \cite{4} as the maximum process of fractional Brownian motion with shot noise. To the best of our knowledge, the limiting process $Z^H$ is new.
Our motivation originally came from Hitczenko and Wesołowski in the study of perpetuities, who raised an open question in our framework with $S_n$ converging weakly to a standard Brownian motion (the open question was actually on the marginal distribution of $M_n$). Theorem indicates that the conjectured limiting object in Hitczenko and Wesołowski Remarks, p. 889] is incorrect.

The model $\{S_n + Y_n\}_{n \in \mathbb{N}}$ has been seen in the literature as the *perturbed random walk*, see for example Araman and Glynn [2] and Alsmeyer et al. [1], and references therein for other motivations and applications. Here we take a different aspect, while most of the results in the literature assume negative drift of the random walk $\{S_n\}_{n \in \mathbb{N}}$. Moreover, the same name *perturbed random walk* has been used for another model of self-interacting random walk, see Davis [6] and Perman and Werner [16]. The corresponding limiting process, the so-called *perturbed Brownian motion*, has also been characterized and investigated. We choose not to use the name *perturbed fractional Brownian motion* for our process $Z^H$.

Theorem is first proved in the case when $\{Y_n\}_{n \in \mathbb{N}}$ are non-negative. For this part the proof is essentially an application of continuous mapping theorem combined with a truncation argument. To do so, recall the invariance principle for $S_n$ and also the weak convergence for order statistics of $\{Y_n\}_{n \in \mathbb{N}}$. Indeed, under (2), the order statistics $Y_{1,n} \geq Y_{2,n} \geq \cdots \geq Y_{n,n}$ of $Y_1, \ldots, Y_n$ satisfy

\[
\left\{ \left( \frac{Y_i,n}{n^H}, \frac{i}{n} \right) \right\}_{i=1,\ldots,n} \Rightarrow \left\{ (\kappa^{H} \eta_n, U_n) \right\}_{n \in \mathbb{N}}
\]

in the space of Radon point measures on $(0, \infty) \times (0,1)$, where $(\eta, U) = \{(\eta_n, U_n)\}_{n \in \mathbb{N}}$ as before is a Poisson point process on $\mathbb{R}_+ \times (0,1)$ with intensity measure $H^{-1}x^{-1-1/H}dxdu$. See the seminal work of LePage et al. [14] and also Resnick [18, Corollary 4.19]. If one could represent $Z^H$ as the image of a continuous function evaluated at $B^H$ and $(\eta, U)$, then the result would be immediate. In the proof, however, a continuous mapping is constructed for truncated versions of $Z^H$, and we proceed by an approximation argument truncating small perturbations and noise. For the general case when $\{Y_n\}_{n \in \mathbb{N}}$ may be negative, we show that the distribution of $Y_i1_{\{Y_i<0\}}$ does not effect the maximum process in the limit by a coupling argument.

The paper is organized as follows. The finite-dimensional distributions of the limiting process $Z^H$ is given in Section 2. The proof of Theorem with non-negative perturbation is given in Section 3. The case with negative perturbation is addressed in Section 4.
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2. Maximum process of Fractional Brownian motion with shot noise

We first give an explicit formula of the finite-dimensional distributions of $Z^H$. Throughout, $H \in (0, 1)$ and $\kappa \in (0, \infty)$. By convention, $\exp(-\infty) = 0$.

**Proposition 1.** Consider the process $Z^H$ defined in (4). For $0 = t_0 < t_1 < \cdots < t_d < \infty$ and $x_1, \ldots, x_d \in \mathbb{R}$,

\[
\mathbb{P}(Z^H_{t_1} \leq x_1, \ldots, Z^H_{t_d} \leq x_d) = \mathbb{E}\exp\left\{ -\sum_{q=1}^{d} \int_{t_{q-1}}^{t_q} \frac{\kappa}{\min_{j=1}^{d} x_j - \mathbb{B}^H_s} dt \right\}.
\]

In particular, $Z^H$ is self-similar:

\[
\{Z^H_{at}\}_{t \in \mathbb{R}^+} = a^H \{Z^H_t\}_{t \in \mathbb{R}^+}, \text{ for all } a > 0.
\]

**Proof.** The formula follows from the definition of Poisson point processes. Conditioning on the $\sigma$-algebra generated by $\mathbb{B}^H$, consider the region

\[
E = \bigcup_{q=1}^{d} \left\{ (x, s) \in \mathbb{R}^+ \times (0, t_q) : \mathbb{B}^H_s + x > x_q \right\}.
\]

Clearly,

\[
\mathbb{P}(Z^H_{t_1} \leq x_1, \ldots, Z^H_{t_d} \leq x_d) = \mathbb{E}\left[ \mathbb{P}\left( \{\kappa^H \eta_i, U_i\}_{i \in \mathbb{N}} \cap E = \emptyset \mid \mathbb{B}^H \right) \right].
\]

It remains to notice that conditioning on $\mathbb{B}^H$, the inner probability above is of the event of a Poisson random variable equal to zero, and its parameter equals the integration of the intensity over the region $E$ (depending on $\mathbb{B}^H$). Observe that

\[
E = \bigcup_{q=1}^{d} \bigcup_{j=1}^{q} \left\{ (x, s) \in \mathbb{R}^+ \times (t_{j-1}, t_j) : \mathbb{B}^H_s + x > x_q \right\}
\]

\[
= \bigcup_{j=1}^{d} \left\{ (x, s) \in \mathbb{R}^+ \times (t_{j-1}, t_j) : \mathbb{B}^H_s + x > \min_{q=j}^{d} x_q \right\} \text{ (disjoint)}.
\]

Thus, the parameter of the Poisson random variable equals

\[
\mathbb{E}\left( \int_E \kappa H^{-1} x^{-1-1/H} dx dt \bigg| \mathbb{B}^H \right)
\]

\[
= \sum_{j=1}^{d} \int_{t_{j-1}}^{t_j} \int_{t_{j-1}}^{\infty} \mathbb{E} H^{-1} x^{-1-1/H} dx ds
\]

\[
= \sum_{j=1}^{d} \int_{t_{j-1}}^{t_j} \frac{\kappa}{\min_{q=j}^{d} x_q - \mathbb{B}^H_s} ds.
\]
This formal calculation has a seemingly issue: some the integrations may equal infinity. This happens when

$$W := \max_{j=1,\ldots,d} \left( \sup_{s \in [t_{j-1}, t_j]} \mathbb{B}^H_s - \min_{q=j,\ldots,d} x_q \right) > 0.$$  \hspace{1cm} (7)

However, this case does not cause any problem, as conditioning on $\mathbb{B}^H$ and the event above, the event $\{\{\kappa^H \eta, U_i \}_{i \in \mathbb{N}} \cap E = \emptyset \}$ has probability zero, which is the same as $\exp(-\infty)$. Indeed, recall that $\{\eta_n\}_{n \in \mathbb{N}}$ has a cluster point at 0, and $W > 0$ implies that $E \supset (0, \infty) \times [\tau_1, \tau_2]$ for some non-degenerate interval $[\tau_1, \tau_2] \subset (0, 1)$. On the other hand, when $W < 0$, the integrations are all well defined with finite values. The only remaining case is when $W = 0$; this event, however, has probability zero and can thus be ignored. We have thus proved

$$P(\{\kappa^H \eta, U_i \}_{i \in \mathbb{N}} \cap E = \emptyset | \mathbb{B}^H) = \exp \left\{ - \sum_{j=1}^d \int_{t_{j-1}}^{t_j} (\min_{q=j,\ldots,d} x_q - \mathbb{B}^H_s)^{1/H} ds \right\}.$$  

Taking expectation completes the proof of (6).

To prove the self-similar property, observe that

$$P(Z^H_{a_1 t_1} \leq x_1, \ldots, Z^H_{a_d t_d} \leq x_d) = \mathbb{E} \exp \left\{ - \sum_{q=1}^d \int_{a_{t_q-1}}^{a_{t_q}} (\min_{j=q,\ldots,d} x_j - \mathbb{B}^H_{a t_q})^{1/H} dt \right\} = \mathbb{E} \exp \left\{ - \sum_{q=1}^d \int_{a_{t_q-1}}^{a_{t_q}} (\min_{j=q,\ldots,d} x_j - a^H \mathbb{B}^H_{a t_q})^{1/H} dt \right\},$$

where the last step we used the self-similar property of the fractional Brownian motion. By change of variables, the expression equals

$$\mathbb{E} \exp \left\{ - \frac{1}{a^H} \sum_{q=1}^d \int_{t_q-1}^{t_q} (a^{-H} \min_{j=q,\ldots,d} x_j - \mathbb{B}^H_{t_q})^{1/H} dt \right\} = \mathbb{P}(a^H Z^H_{t_1} \leq x_1, \ldots, a^H Z^H_{t_d} \leq x_d).$$

This completes the proof. \hspace{1cm} \square

The next result focuses on the marginal distribution of $Z^H_1$, denoted by

$$\Psi^H(x) = P(Z^H_1 \leq x) = \mathbb{E} \exp \left\{ - \int_0^1 \frac{x - \mathbb{B}^H_t}{(x - \mathbb{B}^H_t)^{1/H}} dt \right\}, x \in \mathbb{R}.$$  \hspace{1cm} (8)

**Proposition 2.** For $H \in (0, 1)$, $\Psi^H(x) = 0$ for all $x \leq 0$, $\Psi^H(x)$ is continuous and strictly increasing on $(0, \infty)$, and $\lim_{x \to \infty} \Psi^H(x) = 1$. 


Proof. First, observe that by self-similarity, for $x > 0$,

$$
\Psi_H(x) = \mathbb{E} \exp \left\{ - \int_0^1 \frac{1}{x^{1/H} \left( 1 - \frac{H}{2} \frac{B^H_t}{x^H} \right)^{1/H}} dt \right\} = \mathbb{E} \exp \left\{ - \int_0^{x^{-1/H}} \frac{1}{(1 - \frac{H}{2} \frac{B^H_t}{x^H})^{1/H}} dt \right\}.
$$

From the above it is easy to see that for $x > 0$, $\Psi_H(x)$ is strictly increasing, continuous, $\Psi_H(x) < 1$, and $\lim_{x \to \infty} \Psi_H(x) = 1$.

Next, observe that we can also write

$$(9) \quad \Psi_H(x) = \mathbb{E} \left\{ \exp \left( - \int_0^1 \frac{1}{x - \frac{H}{2} \frac{B^H_t}{x^H}} dt \right) 1_{\{\sup_{0 \leq t \leq 1} B^H_t > x\}} \right\}.$$  

It follows from (9) that $\lim_{x \to 0} \Psi_H(x) = 0$ and $\Psi_H(x) = 0$ for all $x < 0$. To see (9), it suffices to observe that (i) for $\mathbb{P}$-almost all $\omega$ in the set $\{\sup_{0 \leq t \leq 1} B^H_t > x\}$, the set $\{t \in [0, 1] : B_t(\omega)^H > x\}$ has strictly positive Lebesgue measure, by continuity of the sample path of fractional Brownian motions, so the exponential function equals zero, and (ii) $\mathbb{P}(\sup_{0 \leq t \leq 1} B^H_t = x) = 0$. □

We conclude this section by two remarks on $Z^H$. The first remark sheds light on why the negative values of $\{Y_n\}_{n \in \mathbb{N}}$ do not have an effect in the limiting process.

**Remark 1.** One has an equivalent definition of $Z^H$ involving negative shot noise. It is natural to consider negative shot noise as with appropriate assumption on the lower tail of $\{Y_n\}_{n \in \mathbb{N}}$, weak convergence of Radon point measures on $\mathbb{R} \setminus \{0\} \times (0, 1)$ can be established. Namely, if

$$(10) \quad \mathbb{P}(|Y_1| > x) \sim \kappa_0 x^{-1/H} \quad \text{and} \quad \lim_{x \to \infty} \frac{\mathbb{P}(Y_1 > x)}{|Y_1| > x} = \theta = 1 - \lim_{x \to \infty} \frac{\mathbb{P}(Y_1 < -x)}{|Y_1| > x}$$

for some $\kappa_0 \in (0, \infty), \theta \in [0, 1], (5)$ becomes

$$\left\{ \left( \frac{Y_{i,n}}{n^H}, \frac{i}{n} \right) \right\}_{i=1,...,n} \Rightarrow \left\{ (\kappa_0^H \epsilon_n \eta_n, U_n) \right\}_{n \in \mathbb{N}}$$

where $\{\epsilon_n\}_{n \in \mathbb{N}}$ are i.i.d. random variables independent from $\eta$ and $U$, with law $\mathbb{P}(\epsilon_1 = 1) = \theta = 1 - \mathbb{P}(\epsilon_1 = -1)$.

In this way, one would naturally define $Z^H$ in (4) as

$$(11) \quad Z^H_t = \sup_{s \in [0, t]} \left( B^H_s + \kappa_0^H \sum_{i=1}^\infty \epsilon_i \eta_i 1_{\{U_i = s\}} \right).$$

In view of the discussion after (7), the negative shot noise (those $\eta$s with $\epsilon_i = -1$) has no effect in the distribution: when $W < 0$ then all negative shot noise do not have an effect, and as long as $W > 0$ the conditional probability
becomes zero. Actually, to match (11) with (4), it suffices to take $\kappa = \kappa_0 \theta$ for $\theta \in (0, 1]$, and the same calculation in the proof of Proposition 1 goes through.

Since the negative noise has no effect on the limiting process, in establishing Theorem 1 instead of (10) no assumption on the distribution of negative values of $Y_i$ is needed at all.

The next remark provides an alternative view of $Z^H$ as a generalization of the extremal processes.

**Remark 2.** Let $(\eta, U)$ be as before. Then,

$$V_t = \sup_{i \in \mathbb{N}} \eta_i 1_{\{U_i \leq t\}}, t \in \mathbb{R}_+$$

defines a standard $1/H$-Fréchet extremal process, and the law of this process is completely determined by $(\eta, U)$. The extremal process $\{V_t\}_{t \in [0, 1]}$ is the limiting process of

$$\frac{1}{\kappa H \eta^H} \left\{ \max_{i=0,\ldots,\lfloor nt \rfloor} Y_i \right\}_{t \in [0, 1]}.$$ 

This result was first established by Dwass [10] and Lamperti [13], although the point process representation of $V$ and the convergence was first introduced by Pickands [17], which has become a standard tool in studying extremes [18].

Similarly, observe that by the definition of $Z^H$ in (4) and the path-continuity of fractional Brownian motions,

$$Z^H_t = \sup_{i \in \mathbb{N}} (B^H_{U_i} + \kappa^H \eta_i) 1_{\{U_i \leq t\}}, t \in \mathbb{R}_+.$$ 

Therefore, $Z^H$ can be viewed as the maximum process of the process obtained by gluing shot noise $\{\eta_n\}_{n \in \mathbb{N}}$ at random locations $\{U_n\}_{n \in \mathbb{N}}$ to a fractional Brownian motion. This time, the shot noise $(\eta, U)$ perturbed by the fractional Brownian motion $B^H$, namely $\{(B^H_{U_n} + \eta_n, U_n)\}_{n \in \mathbb{N}}$, completely determine $Z^H$.

This glued process cannot be studied through finite-dimensional distributions, as all the noise cannot be characterized for fixed $t$. Instead, a general framework is to view extremal processes and $Z^H$ here as random sup measures, as summarized in O’Brien et al. [15]. We focus on the weak convergence in $D[0, 1]$ and therefore do not pursue this direction here.

### 3. Proof of Theorem 1, Non-negative Perturbation

In this section, we prove Theorem 1 under the additional assumption that $\mathbb{P}(Y_i \geq 0) = 1$. We are interested in

$$Z_{n,t} = \frac{M_{\lfloor nt \rfloor}}{n^H}, t \in [0, 1] \quad \text{with} \quad M_i = \max_{j=0,\ldots,i} (S_j + Y_j),$$

where
and we write $S_0 = Y_0 = 0$ for convenience. Recall the notation $\{Y_{i,n}\}_{i=1,...,n}$ for order statistics of $Y_1, \ldots, Y_n$. For each $k \in \mathbb{N}, n \in \mathbb{N}, n \geq k$, introduce the truncated approximations of $Z_{n,t}$ and $Z_t^H$ by

$$Z_{n,t}^{(k)} = \max_{i=0,\ldots,\lceil nt \rceil} \frac{S_i + Y_i 1_{\{Y_i \geq Y_{k,n}\}}}{n^H}$$

and

$$Z_t^{H,(k)} = \sup_{s \leq t} \left( \mathbb{E}^H_s + \sum_{i=1}^k \eta_i 1_{\{U_i = s\}} \right).$$

That is, for the random walk we ignore the effect of all but the $k$-largest perturbations, and for the limiting process $Z_t^H$ we ignore all but the $k$-largest shot noise $\{\eta_i\}_{i=1,...,k}$.

By Dehling et al. [8, Theorem 2], to prove the desired result it suffices to show

$$\lim_{k \to \infty} \lim_{n \to \infty} \mathbb{P} \left( \sup_{t \in [0,1]} |Z_{n,t}^{(k)} - Z_{n,t}| > \epsilon \right) = 0 \text{ for all } \epsilon > 0,$$

and

$$\left\{ Z_{n,t}^{(k)} \right\}_{t \in [0,1]} \Rightarrow \left\{ Z_t^{H,(k)} \right\}_{t \in [0,1]} \text{ in } D[0,1] \text{ for all } k \in \mathbb{N}. $$

The first condition (12) is easy to verify. Observe that

$$\sup_{t \in [0,1]} |Z_{n,t}^{(k)} - Z_{n,t}| \leq \frac{Y_{k+1,n}}{n^H}.$$ 

Now by (13), $Y_{k+1,n}/n^H \Rightarrow \eta_{k+1}$ and thus (12) follows.

It remains to prove (13), and we apply the continuous mapping theorem [3]. Consider the metric spaces $D[0,1]$ and $M_p((0,\infty) \times (0,1))$, the latter of which is the space of Radon point measures on $(0,\infty) \times (0,1)$. For more background on Radon point measures, we refer to Resnick [18]. Denote the elements in these spaces by $x = \{x_t\}_{t \in [0,1]}$ and $(y, u) = \{y_n, u_n\}_{n \in \mathbb{N}}$ and assume $y_n \geq y_{n+1}, n \in \mathbb{N}$. Consider the mapping

$$\Psi^{(k)} : D[0,1] \times M_p((0,\infty) \times (0,1)) \to D[0,1]$$

defined by

$$\Psi^{(k)}(x, y, u) = \{h_{x,y,u}^{(k)}(t)\}_{t \in [0,1]}$$

with

$$h_{x,y,u}^{(k)}(t) = \sup_{s \leq t} \left( x_s + \sum_{i=1}^k y_i 1_{\{u_i = s\}} \right).$$

Now, write $B_n^H \equiv \{S_{\lfloor nt \rfloor / n^H}\}_{t \in [0,1]}$, $Y_n = (Y_{1,n}, \ldots, Y_{n,n}, 0, \ldots)$ and $U_n = (1/n, \ldots, 1, 0, \ldots)$. It follows that

$$\left\{ Z_{n,t}^{(k)} \right\}_{t \in [0,1]} = \Psi^{(k)} \left( B_n^H, \frac{Y_n}{n^H}, U_n \right),$$
and for \( \eta = \{\eta_n\}_{n \in \mathbb{N}} \), \( U = \{U_n\}_{n \in \mathbb{N}} \),
\[
Z^H(k) = \Psi^k(B^n_H, \eta, U).
\]

Recall that \( B^n_H \Rightarrow B^H \) and \((Y_n/n^H, U_n) \Rightarrow (\kappa^H \eta, U) \) \((11)\) and \((5)\) respectively. Therefore, the desired result follows from the continuous mapping theorem, if one can show that \( \Psi^k \) is continuous on a subset of \( D[0,1] \times M_p((0,\infty) \times (0,1)) \) with probability one (the probability induced by \((B^H, \eta, U)\)). Indeed, it suffices to focus on the subset
\[
\Gamma = C[0,1] \times M_p((0,\infty) \times (0,1)) \cap \{(x,y,u) : u_n \in \mathbb{N} \text{ pairwise different}\},
\]
as \( \mathbb{P}(B^H, \eta, U) \in \Gamma) = 1 \). Here and in the sequel, \( C[0,1] \) is the space of continuous functions indexed by \([0,1]\), equipped with the supremum metric. It remains to prove the following lemma to complete the proof of Theorem \[1\].

**Lemma 1.** \( \Psi^k \) is continuous from \( \Gamma \) to \( D[0,1] \).

**Proof.** We first focus on \( k = 1 \). Consider \( \{(x^{(n)},y^{(n)},u^{(n)})\}_{n \in \mathbb{N}} \subset \Gamma \) and \((x^{(n)},y^{(n)},u^{(n)}) \rightarrow (x,y,u) \) as \( n \rightarrow \infty \). We show
\[
(14) \quad f^{(n)} = \Psi^{(1)}(x^{(n)},y^{(n)},u^{(n)}) \rightarrow f = \Psi^{(1)}(x,y,u) \text{ in } D[0,1] \text{ as } n \rightarrow \infty.
\]

It is useful to view \( f \) as the pointwise maximum function of the maximum process \( m \) of \( x \) and a step function as follows (and similarly for \( f^{(n)} \)). Let
\[
\begin{align*}
 m^{(n)}_t &= \sup_{s \in [0,t]} x^{(n)}_s \quad \text{and} \quad m_t = \sup_{s \in [0,t]} x_s \\
\end{align*}
\]
denote the maximum processes of \( x^{(n)} \) and \( x \), respectively. By assumption, \( m^{(n)} \) and \( m \) are both in \( C[0,1] \). Then,
\[
(15) \quad f_t = m_t \vee (j_1 1_{\{u_1 \leq t\}}) \quad \text{with} \quad j_1 = x_{u_1} + y_1, \quad t \geq 0.
\]

In other words, \( f \) can be viewed as \( m \) lifted up to \( j_1 \) over an interval \([u_1,v_1]\), where \( j_1 \) is the height of the shot noise \( y_1 \) at \( u_1 \) lifted up by \( x_{u_1} \) (the height of \( x \) at \( u_1 \)) and \( v_1 = 1 \wedge \inf\{s \geq 0 : m_s \geq j_1\} \). Define similarly
\[
(16) \quad f^{(n)}_t = m^{(n)}_t \vee (j^{(n)}_1 1_{\{u_1^{(n)} \leq t\}}) \quad \text{with} \quad j^{(n)}_1 = x^{(n)}_{u_1^{(n)}} + y^{(n)}_{1}, \quad t \geq 0.
\]

Remark also that since \( x^{(n)} \rightarrow x \) in \( C[0,1] \), it follows that
\[
(17) \quad m^{(n)} \rightarrow m \text{ in } C[0,1].
\]

Now to show \((14)\), we divide the domain of the functions in \( D[0,1] \) into three parts, namely \([0,u_1 - \epsilon], [u_1 - \epsilon, u_1 + \epsilon] \) and \([u_1 + \epsilon, 1]\), for some \( \epsilon > 0 \) small enough. We investigate the convergence of functions in \( D[0,1] \) on these sub-intervals respectively. Recall that the Skorohod metric for \( D[a,b] \) is given by, for \( 0 \leq a < b \leq 1, x, \bar{x} \in D[a,b], \)
\[
(18) \quad d_{a,b}(x, \bar{x}) = \inf_{\lambda \in \Lambda_{a,b}} \left\{ \sup_{t \in [a,b]} |\lambda(t) - t| \vee \left( \sup_{t \in [a,b]} |x(t) - \bar{x} \circ \lambda(t)| \right) \right\},
\]
with
\[ \Lambda_{a,b} = \{ \lambda : [a, b] \to [a, b] : \lambda(a) = a, \lambda(b) = b, \text{continuous and strictly increasing.} \} \]

More generally for \( x, \bar{x} \in D[0, 1] \) and \( 0 \leq a < b \leq 1 \), for the sake of simplicity, we write \( d_{a,b}(x, \bar{x}) := d_{a,b}(r_{a,b}(x), r_{a,b}(\bar{x})) \), where \( r_{a,b}(x) = \{ x_t \}_{t \in [a,b]} \) denote the restriction of \( x \) to \( D[a, b] \). Observe that to show \( f(n) \to f \) in \( D[0, 1] \), it suffices to show
\[
\begin{align*}
(19) \quad & \lim_{n \to \infty} d_{0,u_1-\epsilon}(f(n), f) = 0 \\
(20) \quad & \lim_{\epsilon \downarrow 0} \lim_{n \to \infty} \sup_{c \in [u_1-\epsilon, u_1+\epsilon]} d_{u_1-\epsilon}(f(n), f) = 0 \\
(21) \quad & \lim_{n \to \infty} d_{u_1+\epsilon,1}(f(n), f) = 0.
\end{align*}
\]

For more background on convergence in Skorohod metric, we refer to Billingsley [5, Chapter 4] and Resnick [18, Chapter 4.4.1].

To show (19), remark that since \( u^{(n)} \to u \), for \( n \) large enough so that \( u_1^{(n)} > u_1 - \epsilon \), it follows that
\[
r_{0,u_1-\epsilon}(f(n)) = r_{0,u_1-\epsilon}(m^{(n)}) \quad \text{and} \quad r_{0,u_1-\epsilon}(f) = r_{0,u_1-\epsilon}(m).
\]
Therefore (19) follows from (17).

To show (21), observe that for \( n \) large enough so that \( u_1^{(n)} < u_1 + \epsilon \),
\[
r_{u_1+\epsilon,1}(f(n)) = \left\{ j_1^{(n)} \lor m_s^{(n)} \right\}_{s \in [u_1+\epsilon, 1]} \quad \text{with} \quad j_1^{(n)} = x_{u_1}^{(n)} + y_1^{(n)},
\]
which is the pointwise maximum function of a constant function and a continuous function. Note also that \( r_{u_1+\epsilon,1}(f) = \{ j_1 \lor m_t \}_{t \in [u_1+\epsilon, 1]} \). Observe that
\[
\lim_{n \to \infty} j_1^{(n)} = j_1.
\]

Since for general continuous functions, \( g^{(n)} \to g \) and \( h^{(n)} \to h \) in \( C[a,b] \) imply \( g^{(n)} \lor h^{(n)} \to g \lor h \) in \( C[a,b] \), (21) follows.

At last to show (20), consider \( n \) large enough so that \( u_1^{(n)} \in (u_1 - \epsilon, u_1 + \epsilon) \).
There are three cases to be discussed here. First assume \( j_1 > m_{u_1} \). This is the case that the shot noise at \( u_1 \) creates a discontinuity in the path by up-lifting to \( j_1 \). In this case, since \( m_t \) is continuous in \( t \), choose \( \epsilon > 0 \) small enough so that \( j_1 > m_{u_1+\epsilon} \) and take \( n \) large enough so that
\[
j_1^{(n)} > m_{u_1+\epsilon}^{(n)}.
\]
This can be done because of (22) and (17). In this case, one can always pick \( \lambda_n \in \Lambda_{u_1-\epsilon,u_1+\epsilon} \) such that \( \lambda_n(u_1) = u_1^{(n)} \) and \( \sup_{t \in [u_1-\epsilon,u_1+\epsilon]} |\lambda_n(t) - t| = \)
\[ |u_1^{(n)} - u_1| \]. Thus, for all such choices of \( \epsilon, n \) and \( \lambda_n \),

\[
d_{u_1-\epsilon,u_1+\epsilon}(f^{(n)}, f) \leq |u_1^{(n)} - u_1| \vee \sup_{t \in [u_1-\epsilon,u_1+\epsilon]} |f_t - (f^{(n)} \circ \lambda_n)_t| \\
\leq |u_1^{(n)} - u_1| \vee \sup_{t_1,t_2 \in [u_1-\epsilon,u_1]} |f_{t_1} - (f^{(n)} \circ \lambda_n)_{t_2}| \vee |j_1^{(n)} - j_1|.
\]

The second term above equals \( \sup_{t_1,t_2 \in [u_1-\epsilon,u_1]} |m_{t_1} - (m^{(n)} \circ \lambda_n)_{t_2}|. \) Now to show (20) it remains to show that

\[
\lim_{\epsilon \downarrow 0} \lim_{n \to \infty} \sup_{t_1,t_2 \in [u_1-\epsilon,u_1]} |m_{t_1} - (m^{(n)} \circ \lambda_n)_{t_2}| = 0.
\]

To see this, for any \( \delta > 0 \) we take \( \epsilon > 0 \) small enough so that \( \sup_{t \in [u_1-\epsilon,u_1+\epsilon]} |m_t - m_{u_1}| \leq \delta/3 \). At the same time, for \( n \) large enough, \( \sup_{n \in [0,1]} |m_t^{(n)} - m_t| \leq \delta/3 \). Thus, for all \( t_1,t_2 \in [u_1-\epsilon,u_1] \),

\[
|m_{t_1} - (m^{(n)} \circ \lambda_n)_{t_2}| \\
\leq |m_{t_1} - m_{u_1}| + |(m \circ \lambda_n)_{t_2} - m_{u_1}| + |(m^{(n)} \circ \lambda_n)_{t_2} - (m \circ \lambda_n)_{t_2}| \leq \delta.
\]

Therefore (23) follows.

We have thus completed the proof of (20) in the case \( j_1 > m_{u_1} \). The case \( j_1 < m_{u_1} \) is trivial since for \( n \) large enough, \( f^{(n)} = m^{(n)} \to m = f \) (this is the case that \( j_1 \) does not change the path \( m \) at all). We only discuss the case \( j_1 = m_{u_1} \). In this case, (19) still holds and we show

\[
\lim_{n \to \infty} d_{u_1-\epsilon,1}(f^{(n)}, f) = 0.
\]

Since \( f = m \) in this case, and (17) still holds, it suffices to show

\[
\lim_{n \to \infty} d_{u_1-\epsilon,1}(f^{(n)}, m^{(n)}) = 0.
\]

Indeed,

\[
d_{u_1-\epsilon,1}(f^{(n)}, m^{(n)}) \leq \sup_{t \in [u_1-\epsilon,1]} |f_t^{(n)} - m_t^{(n)}| = |j_1^{(n)} - m_{u_1}^{(n)}| \vee 0,
\]

where the last step follows from (16). The upper bound above goes to zero since \( \lim_{n \to \infty} j_1^{(n)} = j_1 = m_{u_1} = \lim_{n \to \infty} m_{u_1}^{(n)} \).

We have thus proved that \( \Psi^{(1)} \) is continuous. Now consider \( \Psi^{(k)} \) for general \( k \geq 2 \). Recall that it is assumed that \( \{u_n\}_{n \in \mathbb{N}} \) are pairwise disjoint.

In view of (15), for each \( i \) such that \( j_i := x_{u_i} + y_i > m_{u_i} \), and consider \( v_i = 1 \wedge \inf\{s \leq 1 : m_s > j_i\} \). Then, \( f \) can be seen as \( m \) lifted up to \( j_i \) over interval \( [u_i, v_i] \), and a jump is created at \( u_i \). Let \( I \subset \{1, \ldots, k\} \) be the collection of all such \( i \). If \( \{[u_i, v_i]\}_{i \in I} \) are all disjoint, then it suffices to divide the interval \([0,1]\) into \( 2|I| + 1 \) appropriate subintervals, and proceed as before.

If there are overlaps among \( \{[u_i, v_i]\}_{i \in I} \), then a new situation that is unseen in the case \( k = 1 \) and needs to be dealt with is when for some
At last, we remark that it is crucial here to restrict to the subset so that \( \{u_n\}_{n \in \mathbb{N}} \) are pairwise disjoint. Otherwise the jumps may be clustered and in this case, \( J_1 \)-topology is too strong for establishing tightness. For an illustration of such an issue, see for example Avram and Taqqu \[21\] for a similar phenomena when establishing invariance principles for heavy-tailed processes.

\[\square\]

4. **Proof of Theorem 1, general perturbation**

In this section we prove the general case that \( Y_i \) may take negative values. Recall that

\[
Z_{n,t} = \frac{M_{[nt]}}{nH} = \frac{1}{nH} \max_{i=0,\ldots,[nt]} (S_i + Y_i).
\]

Introduce two modifications based on negative perturbations

\[
Z_{n,t}^{-\infty} = \frac{1}{nH} \max_{i=0,\ldots,[nt]} (S_i + Y_i) \mathbf{1}_{\{Y_i \geq 0\}}
\]

\[
Z_{n,t}^0 = \frac{1}{nH} \max_{i=0,\ldots,[nt]} (S_i + Y_i \mathbf{1}_{\{Y_i \geq 0\}}).
\]

In this way, for all \( n \in \mathbb{N} \),

\[
Z_{n,t}^{-\infty} \leq Z_{n,t} \leq Z_{n,t}^0, \quad t \in [0,1].
\]

Intuitively, \( Z_{n,t}^0 \) corresponds to the maximum process of \( \{S_n + Y_n\}_{n \in \mathbb{N}} \) with all negative perturbation \( Y_i \) set to zero, and \( Z_{n,t}^{-\infty} \) all negative perturbation \( Y_i \) set to \(-\infty\).

Observe that we have proved that \( Z_{n}^0 \Rightarrow Z^H \) in \( D[0,1] \). This is because \( \{Y_n \mathbf{1}_{\{Y_n \geq 0\}}\}_{n \in \mathbb{N}} \) are non-negative, i.i.d., and have the same upper tail distribution as \( \{Y_i\}_{i \in \mathbb{N}} \) in \( [21] \). Therefore, to complete the proof we show for all \( \epsilon > 0 \),

\[
(24) \quad \lim_{n \to \infty} \mathbb{P} \left( \sup_{t \in [0,1]} Z_{n,t}^0 - Z_{n,t}^{-\infty} > \epsilon \right) = 0.
\]

To see this, we introduce some notation. Let \( 0 = \tau_1 < \tau_2 < \cdots < \tau_K \) be the collection of all indices of non-negative \( Y_i \)s in increasing order, and set
\( \tau_{K+1} = n \). The key observation is the following:

\[
\left\{ \sup_{t \in [0,1]} Z_{n,t}^{0} - Z_{n,t}^{-\infty} > \epsilon \right\} \subset \bigcup_{i=1}^{K} \left\{ \sup_{t \in \left[ \frac{n \tau_i}{n}, \frac{n \tau_{i+1}}{n} \right]} (B_{n,t}^{H} - \left( B_{n,t}^{H} + \frac{Y_{n,t}^{H}}{n} \right)) > \epsilon \right\} \subset \bigcup_{i=1}^{K} \left\{ \sup_{t \in \left[ \frac{n \tau_i}{n}, \frac{n \tau_{i+1}}{n} \right]} (B_{n,t}^{H} - B_{n,\tau_i}^{H} > \epsilon \right\}.
\]

Intuitively, if \( Z_{n,t}^{0} - Z_{n,t}^{-\infty} > \epsilon \) for some \( t \in (0,1) \), then it must be caused by certain large fluctuation of \( B_{n}^{H} \).

Now, let \( \Delta_{n} \) be the size of the largest gap between \( \tau_{i}s \), namely \( \Delta_{n} = \max_{i=1,...,K} (\tau_{i+1} - \tau_{i}) \). We then have

\[
\left\{ \sup_{t \in [0,1]} Z_{n,t}^{0} - Z_{n,t}^{-\infty} > \epsilon \right\} \subset \left\{ \sup_{s,t \in [0,1]} \frac{|s-t|}{n} \right\} \left\{ \sup_{|s-t| \leq \Delta_{n}/n} (B_{n,s}^{H} - B_{n,t}^{H} > \epsilon \right\} = \{ \omega_{\Delta_{n}/n}(B_{n}^{H}) > \epsilon \},
\]

where \( \omega_{\delta}(x) \) is the uniform modulus of continuity defined as

\[
\omega_{\delta}(x) = \sup_{s,t \in [0,1]} \frac{|x_{s} - x_{t}|}{|s-t|}.
\]

We now make use of information of the path properties of \( B_{n}^{H} \) implied by the invariance principle assumption (\( \mathbb{I} \)). By Billingsley (\( \mathbb{F} \) (12.9)),

\[
\omega_{\delta}(x) \leq 2\omega_{\delta}(x) + J(x).
\]

Here, \( \omega_{\delta}' \) is the modulus of continuity commonly used for convergence in \( D[0,1] \)

\[
\omega_{\delta}'(x) = \inf_{i=1,...,v} \max_{s,t \in [t_{i-1},t_{i}]} |x_{s} - x_{t}|,
\]

where the infimum is taken over all the sequences \( 0 = t_{0} < t_{1} < \cdots < t_{v} = 1 \) such that \( \min_{i=1,...,v} (t_{i} - t_{i-1}) > \delta \), and \( J \) is the maximal jump of process \( x \in D[0,1] \) defined as

\[
J(x) = \sup_{0 < t \leq 1} |x_{t} - x_{t-}|.
\]

Therefore,

\[
(25) \quad P \left( \sup_{t \in [0,1]} Z_{n,t}^{0} - Z_{n,t}^{-\infty} > \epsilon \right) \leq P \left( \omega_{\Delta_{n}/n}(B_{n}^{H}) > \frac{\epsilon}{4} \right) + P \left( J(B_{n}^{H}) > \frac{\epsilon}{2} \right).
\]
Since $B_n^H \Rightarrow B^H$ in $D[0, 1]$ and $B^H \in C[0, 1]$ with probability one, it follows from Billingsley [5, Theorem 13.4] that
\[
J(B_n^H) \Rightarrow 0.
\]

Now to complete the proof we need a control on $\omega'_\Delta_{n/n}(B_n^H)$. On one hand, observe that $\Delta_n - 1$ is the length of the longest head run of $n$ independent coin tossings with head probability $p = \Pr(Y_1 < 0)$ (see e.g. [11]), and in the current situation $p \in (0, 1)$. Then, it is known that
\[
\left\{ \Delta_n - 1 - \log\frac{1}{p} n(1 - p) \right\}_{n \in \mathbb{N}}
\]
is tight [3, 11]. So for any $\delta > 0$,
\[
\limsup_{n \to \infty} \Pr\left( \omega'_\Delta_{n/n}(B_n^H) > \epsilon/4 \right) \leq \limsup_{n \to \infty} \Pr\left( \omega'_\delta(B_n^H) > \epsilon/4 \right) .
\]

On the other hand, the invariance principle of $B_n^H$ implies, by [5, Theorem 13.2], for all $\epsilon > 0$
\[
\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \Pr\left( \omega'_\delta(B_n^H) > \epsilon \right) = 0.
\]

Therefore, combining (25), (26) and (27) yields the desired (24) and hence completes the proof.
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