Abstract

The traditional bag-of-words approach has found a wide range of applications in computer vision. The standard pipeline consists of a generation of a visual vocabulary, a quantization of the features into histograms of visual words, and a classification step for which usually a support vector machine in combination with a non-linear kernel is used. Given large amounts of data, however, the model suffers from a lack of discriminative power. This applies particularly for action recognition, where the vast amount of video features needs to be subsampled for unsupervised visual vocabulary generation. Moreover, the kernel computation can be very expensive on large datasets. In this work, we propose a recurrent neural network that is equivalent to the traditional bag-of-words approach but enables for the application of discriminative training. The model further allows to incorporate the kernel computation into the neural network directly, solving the complexity issue and allowing to represent the complete classification system within a single network. We evaluate our method on four recent action recognition benchmarks and show that the conventional model as well as sparse coding methods are outperformed.
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1. Introduction

The traditional bag-of-words or bag-of-features model has been of interest for numerous computer vision tasks ranging from object classification [1] and discovery [2] to texture classification [3] and object retrieval [4]. Although recently other approaches like convolutional neural networks [5] or Fisher vectors [6] show better classification results, bag-of-words models still experience great popularity due to their simplicity and computational efficiency. Particularly for the task of action recognition, where state-of-the-art feature extraction approaches lead to a vast amount of features even for comparably small datasets [7, 8], compact and efficient feature representations like bag-of-words are widely used [9, 7, 10, 11, 12].

For most classification tasks, the application of a bag-of-words model can be subdivided into three major steps. First, a visual vocabulary is created by clustering the features, usually using kMeans or a Gaussian mixture model. In a second step, the input data is quantized and eventually represented by a histogram of the previously obtained visual words. Finally, the data is classified using a support vector machine.

However, there are some significant drawbacks in this pipeline. Clustering algorithms like kMeans and Gaussian mixture models require the computation of distances of all input features to all cluster centers in each iteration. Due to the extensive amount of features used by state-of-the-art feature extraction algorithms for videos such as improved dense trajectories [8], it is infeasible to run the algorithms on the complete data and a subset has to be sparsely sampled. Although the authors of [7] propose to run kMeans several times and select the most compact clustering to ensure a good subsampling, kMeans is usually not sensitive to the subsampling of local descriptors. However, the visual vocabulary is created without supervision and optimized to be a good representation of the overall data, whereas for classification, the visual vocabulary should ideally be optimized to best separate the classes. In the actual classification step, a non-linear kernel can be applied to the data to increase the accuracy. While this is not critical for small datasets, it can become infeasible for large scale tasks since the kernel computation is quadratic in the amount of training instances.

In this work, we present a novel approach to model a visual vocabulary and the actual classifier directly within a recurrent neural network that can be shown to be equivalent to the bag-of-words model. The work is based on the preliminary work [13], where we already showed how to build a bag-of-words equivalent recurrent neural network and learn a visual vocabulary by optimizing the class posterior probabilities directly rather than optimizing the sum of squared distances as in kMeans. This way, we compensate for the lack of discriminative power in traditionally learned vocabularies. We extend our proposed model from [13] such that the kernel computation can be included as a neural network layer. This resolves the complexity issues for large scale tasks and allows to use the neural network posteriors for classification instead of an externally trained support vector machine.
For evaluation, we use the recognition framework proposed in [7] and replace the kMeans-based bag-of-words model by our recurrent neural network. We analyze our method on four recent action recognition benchmarks and show that our model constantly outperforms the traditional bag-of-words approach. Particularly on large datasets, we show an improvement by two to five percentage points while it is possible to reduce the number of extracted features considerably. We further compare our method to state-of-the-art feature encodings that are widely used in action recognition and image classification.

2. Related work

In recent years, many approaches have been developed to improve the traditional bag-of-words model. In [14], class-dependent and universal visual vocabularies are computed. Histograms based on both vocabularies are then merged and used to train a support vector machine for each class. Perronnin et al. argue that additional discriminativity is added to the model via the class-dependent vocabularies. In [15], a weighted codebook is generated using metric learning. The weights are learned such that the similarity between instances of the same class is larger than between instances of different classes. Lian et al. [16] combine an unsupervised generated vocabulary with a supervised logistic regression model and outperform traditional models. Sparse coding has successfully been applied in [17] and [18]. The first extends spatial pyramid matching by a sparse coding step, while the latter, termed locality constrained linear coding, projects a descriptor into a space defined by its $K$ nearest codevords.

Goh et al. [19] use a restricted Boltzman machine in order to learn a sparsely coded dictionary. Moreover, they show that the obtained dictionary can be further refined with supervised fine-tuning. To this end, each descriptor is assigned the label of the corresponding image. Note that our approach, in contrast, allows for supervised training beyond descriptor level and on video level directly. Similar to our method, the authors of [20] also apply supervised dictionary learning on video level and show that it can improve sparse coding methods. However, while their approach is limited to optimizing a dictionary in combination with a linear classifier and logistic loss, our method allows for the direct application of neural network optimization methods, and allows to include feature mappings that correspond to the application of various non-linear kernels. Yet, neither of the approaches has been applied to action recognition.

Recently, in action recognition, more sophisticated feature encodings such as VLAD [21] or improved Fisher vectors [6] gained attention. Particularly Fisher vectors are used in most action recognition systems [8, 22, 23]. They usually outperform standard bag-of-words models but have higher computation and memory requirements. In [24], Fisher vectors are stacked in multiple layers and for each layer, discriminative training is applied to learn a dimension reduction, whereas the authors of [25] develop a hierarchical system of motion atoms and motion phrases based on Fisher vectors amongst other motion features. Ni et al. [26] showed that clustering dense trajectories into motion parts and generating discriminative weighted Fisher vectors can further improve action recognition. In order to boost the performance of VLAD, Peng et al. apply supervised dictionary learning [27]. They propose an iterative optimization scheme that alters between optimizing the dictionary while keeping the classifier weights fixed and optimizing the classifier weights while keeping the dictionary fixed, respectively. Investigating structural similarities of neural networks and Fisher vectors, Sydorov et al. propose a similarly alternating optimization scheme in order to train a classifier and the parameters of a Gaussian mixture model used for the Fisher vectors. While both of these methods greedily optimize the non-fixed part of the respective model in each step, our approach avoids such an alternating greedy scheme and allows for unconstrained optimization of all model parameters at once.

Due to the remarkable success of convolutional neural networks (CNNs) for image classification [5], neural networks recently also experience a great popularity in action recognition. On a set of over one million Youtube videos with weakly annotated class labels, Karpathy et al. [28] successfully trained a CNN and showed that the obtained features also perform reasonably well on other action recognition benchmarks. Considering the difficulty of modeling movements in a simple CNN, the authors of [29] introduced a two-stream CNN processing not only single video frames but also the optical flow as additional input. Their results outperform preceding CNN based approaches, underlining the importance of motion features for action recognition. In [31] and [32], CNN features are used in LSTM networks in order to explore temporal information. These approaches, however, are not yet competitive to state-of-the-art action recognition systems such as [30] or [8]. Although improved dense trajectories [8] are still the de-facto state-of-the-art for action recognition, Jain et al. recently showed that they can be complemented by CNN features [33]. In another approach, the authors of [34] propose a combination of dense trajectories with the two-stream CNN [30] in order to obtain trajectory pooled descriptors.

Our model aims at closing the gap between the two co-existing approaches of traditional models like bag-of-words on the one hand and deep learning on the other hand. Designing a neural network that can be proven equivalent to the traditional bag-of-words pipeline including a non-linear kernel and support vector machine, we provide insight into relations between both approaches. Moreover, our framework can easily be extended to other tasks by exchanging or adding specific layers to the proposed neural network. For better reproducibility, we made our source code available.

1https://github.com/alexanderrichard/squirrel
3. Bag-of-Words Model as Neural Network

In this section, we first define the standard bag-of-words model and propose a neural network representation. We then discuss the equivalence of both models.

3.1. Bag-of-Words Model

Let \( x = (x_1, \ldots, x_T) \) be a sequence of \( D \)-dimensional feature vectors \( x_i \in \mathbb{R}^D \) extracted from some video and \( C = \{1, \ldots, C\} \) the set of classes. Further, assume the training data is given as \( \{(x_1, c_1), \ldots, (x_N, c_N)\} \). In the case of action recognition, for example, each observation \( x_i \) is a sequence of feature vectors extracted from a video and \( c_i \) is the action class of the video. Note that the sequences usually have different lengths, i.e. for two different observations \( x_i \) and \( x_j \), usually \( T_i \neq T_j \).

The objective of a bag-of-words model is to quantize the set of words \( V = \{v_1, \ldots, v_M\} \subset \mathbb{R}^D \). To this end, each sequence is represented as a histogram of posterior probabilities \( p(v|x) \),

\[
\mathcal{H}(x) = \frac{1}{T} \sum_{t=1}^{T} h(x_t), \quad h(x_t) = \frac{p(v_1|x_t)}{p(v_M|x_t)},
\] (1)

Frequently, kMeans is used to generate the visual vocabulary. In this case, \( h(x_t) \) is a unit vector, i.e. the closest visual word has probability one and all other visual words have probability zero. Based on the histograms, a probability distribution \( p(c|\mathcal{H}(x)) \) can be modeled. Typically, a support vector machine in combination with a non-linear kernel is used for classification.

3.2. Conversion into a Neural Network

The result of kMeans can be seen as a mixture distribution describing the structure of the input space. Such distributions can also be modeled with neural networks.

In the following, we propose a transformation of the bag-of-words model into a neural network.

The nearest visual word \( \hat{v} = \arg \min_m \|x - v_m\|^2 \) for a feature vector \( x \) can be seen as the maximizing argument of the posterior form of a Gaussian distribution,

\[
p_{\text{KM}}(v_m|x) = \frac{p(v_m)p(x|v_m)}{\sum_m p(v_m)p(x|v_m)} = \frac{\exp\left(-\frac{1}{2}(x-v_m)^T(x-v_m)\right)}{\sum_m \exp\left(-\frac{1}{2}(x-v_m)^T(x-v_m)\right)},
\] (2)

assuming a uniform prior \( p(v_m) \) and a normal distribution \( p(x|v_m) = N(x|v_m, \mathbf{I}) \) with mean \( v_m \) and unit variance. Using maximum approximation, i.e. shifting all probability mass to the most likely visual word, a probabilistic interpretation for kMeans can be obtained:

\[
\hat{p}_{\text{KM}}(v_m|x) = \begin{cases} 1, & \text{if } v_m = \arg\max_{v_m} p_{\text{KM}}(v_m|x), \\ 0, & \text{otherwise}. \end{cases}
\] (4)

Inserting \( \hat{p}_{\text{KM}}(v_m|x) \) into the histogram equation is equivalent to counting how often each visual word \( v_m \) is the nearest representative for the feature vectors \( x_1, \ldots, x_T \) of a sequence \( x \).

Now, consider a single-layer neural network with input \( x \in \mathbb{R}^D \) and \( M \)-dimensional softmax output that defines the posterior distribution

\[
p_{\text{NN}}(v_m|x) := \text{softmax}_m \left(W^T \mathbf{x} + b\right) = \frac{\exp \left( \sum_d w_{d,m} x_d + b_m \right)}{\sum_m \exp \left( \sum_d w_{d,m} x_d + b_m \right)},
\] (6)

where \( W \in \mathbb{R}^{D \times M} \) is a weight matrix and \( b \in \mathbb{R}^M \) is the bias. With the definition

\[
W = (v_1 \ldots v_M),
\] (7)

\[
b = -\frac{1}{2} (v_1^T v_1 \ldots v_M^T v_M)^T,
\] (8)

an expansion of Equation (3) reveals that

\[
p_{\text{NN}}(v_m|x) = \frac{\exp \left( -\frac{1}{2} v_m^T \mathbf{x} + \frac{1}{2} v_m^T v_m \right) \sum_m \exp \left( -\frac{1}{2} v_m^T \mathbf{x} + \frac{1}{2} v_m^T v_m \right)}{\sum_m \exp \left( -\frac{1}{2} v_m^T \mathbf{x} + \frac{1}{2} v_m^T v_m \right)} = p_{\text{KM}}(v_m|x).
\] (9)

A recurrent layer without bias and with unit matrix as weights for both the incoming and recurrent connections is added to realize the summation over the posteriors \( p_{\text{NN}}(v_m|x) \) for the histogram computation, cf. Equation (4). The histogram normalization is achieved using the activation function

\[
\sigma_t(z) = \begin{cases} z & \text{if } t < T, \\ \frac{z}{T} & \text{if } t = T. \end{cases}
\] (10)

Given an input sequence \( x \) of length \( T \), the output of the recurrent layer is

\[
\sigma_T \left( h(x_T) + \sigma_{T-1} (h(x_{T-1}) + \sigma_{T-2} (h(x_{T-2}) + \ldots)) \right)
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} h(x_t) = \mathcal{H}(x).
\] (11)

So far, the neural network computes the histograms \( \mathcal{H}(x) \) for given visual words \( v_1, \ldots, v_M \). In order to train the visual words discriminatively and from scratch, an additional softmax layer with \( C \) output units is added to model the class posterior distribution

\[
p(c|\mathcal{H}(x)) = \text{softmax}_c (\mathbf{W}^T \mathcal{H}(x) + \mathbf{b}).
\] (12)

It acts as a linear classifier on the histograms and allows for the application of standard neural network optimization methods for the joint estimation of the visual words and classifier weights. Once the network is trained, the softmax output layer can be discarded and the output of the recurrent layer is used as histogram representation. The complete neural network is depicted in Figure 1.
3.3. Equivalence Results

There is a close relation between single-layer neural networks and Gaussian models. We consider the special case of kMeans here. Following the derivation in the previous section, the kMeans model can be transformed into a single-layer neural network. For the other direction, however, the constraint that the bias components are inner products of the weight matrix rows (see Equations (7) and (8)) is not met when optimizing the neural network. For the actual classification, however, a global video representation $H(x)$ is used. In our approach, on the contrary, the codebook is optimized to distinguish the classes based on the final representation $H(x)$ directly rather than on an intermediate quantity $h(x_t)$.

3.4. Encoding Kernels in the Neural Network

So far, the recurrent neural network is capable of computing bag-of-words like histograms that are then used in a support vector machine in combination with a kernel. In this section, we show how to incorporate the kernel itself into the neural network.

Consider the histograms $h_1$ and $h_2$ of two input sequences $x$ and $y$,

$$h_1 = H(x), \quad h_2 = H(y) \in \mathbb{R}^M.$$  

A kernel $\mathcal{K}(h_1, h_2)$ is defined as the inner product

$$\mathcal{K}(h_1, h_2) = \langle \Psi(h_1), \Psi(h_2) \rangle,$$  

where $\Psi$ is the feature map inducing the kernel. In general, it is difficult to find an explicit formulation of $\Psi$. In [37], Vedaldi and Zisserman provide an explicit (approximate) representation for additive homogeneous kernels. A kernel is called additive if

$$\mathcal{K}(h_1, h_2) = \sum_{m=1}^{M} k(h_{1,m}, h_{2,m}),$$  

where $k : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \mapsto \mathbb{R}_0^+$ is a kernel induced by a feature map $\psi$. $k$ is homogeneous if

$$k(\alpha h_{1,m}, \alpha h_{2,m}) = \alpha k(h_{1,m}, h_{2,m}).$$  

According to [37], the feature map $\psi$ for such kernels is approximated by

$$[\psi(x)]_j = \begin{cases} \sqrt{\kappa(0) x_L} & j = 0, \\ \frac{\sqrt{2\kappa} (\frac{j+1}{2}) x_L \cos(\frac{j+1}{2} L \log x)}{\kappa} & j \text{ odd}, \\ \frac{\sqrt{2\kappa} (\frac{j}{2}) x_L \sin(\frac{j}{2} L \log x)}{\kappa} & j \text{ even}, \end{cases}$$  

where $\kappa$ is a function dependent on the kernel, $L$ is a sampling period, and $0 \leq j \leq 2n$ defines the number of samples, see [37] for details.

The function $[\psi(x)]_j$ is continuously differentiable on the non-negative real numbers and the derivative is given by

$$\frac{\partial [\psi(x)]_j}{\partial x} = \begin{cases} [\psi(x)]_0 \gamma(x) & j = 0, \\ ([\psi(x)]_{j+1} (j+1)L + [\psi(x)]_j \gamma(x) & j \text{ odd}, \\ ([\psi(x)]_{j-1} jL + [\psi(x)]_j \gamma(x) & j \text{ even}, \end{cases}$$  

where

$$\gamma(x) = \frac{\kappa(0)L}{2[\psi(x)]_0^2}.$$  

Since we apply kernels to histograms, the input to a feature map is always non-negative in our case. Hence, Equation (19) can be implemented as a layer in a neural network. Adding such a feature map layer between the recurrent layer and the softmax output allows to represent the bag-of-words pipeline including support vector machine and
kernel computations completely in a single neural network, cf. Figure 2.

To illustrate that this modification of the neural network is in fact sufficient to model a support vector machine with a non-linear kernel, consider a simple two class problem. The classification rule for the support vector machine is then

\[
    r_{\text{SVM}}(\mathcal{H}(x)) = \text{sgn} \left( \sum_{i=1}^{I} \alpha_i y_i K(\mathcal{H}(x_i), \mathcal{H}(x)) + b \right) \quad (22)
\]

with \( I \) support vectors and coefficients \( \alpha_i \) as well as labels \( y_i \in \{-1, 1\} \). Defining

\[
    w_c = \sum_{i=1}^{I} \alpha_i y_i \Psi(\mathcal{H}(x_i)) \quad (23)
\]

allows to simplify the decision rule to

\[
    r_{\text{SVM}}(\mathcal{H}(x)) = \text{sgn} \left( \langle w_c, \Psi(\mathcal{H}(x)) \rangle + b \right). \quad (24)
\]

As can be seen from this equation, the decision rule is an inner product of a weight vector and the feature map \( \psi(\mathcal{H}(x)) \). This is the same operation that is performed in the neural network, apart from the softmax output layer. This, however, does not affect the maximizing argument, so the decision of the support vector machine and the decision of the neural network are the same if the same weights and bias are used. Still, in contrast to the support vector machine, the neural network is trained according to the cross-entropy criterion using unconstrained optimization. So in practice, the neural network model usually differs from the model obtained with a support vector machine.

Note that the approximate feature map increases the dimension and, thus, also the number of parameters, depending on the number of samples. If the histograms are of dimension \( M \), the output of the feature map layer is of dimension \( M \cdot (2n + 1) \). In practice, however, \( n = 2 \) already works well [37].

3.5. Implementation Details

Neural networks are usually optimized using gradient based methods such as stochastic gradient descent (SGD) or Resilient Propagation (RProp; [38]). The gradient of a recurrent neural network can be efficiently computed using backpropagation through time (BPTT; [39]). In a forward pass, the activation \( y_{l,t} \) of each layer \( l \) is computed for all timeframes \( t \). The corresponding error signals \( e_{l,t} \) are then computed in a backward pass through all layers and timeframes. Thereby, it is necessary to keep all \( y_{l,t} \) in memory during backpropagation. For long input sequences, this may be prohibitive since neural networks are usually optimized on a GPU that has only a few GB of memory.

Our model is a specific kind of neural network with only a single recurrent connection that has the unit matrix as weights. Two special properties emerge from this structure. First, the order in which the input sequence \( x_1, \ldots, x_T \) is presented to the network does not affect the output. Second, the error signals of the recurrent layer are the same for each timeframe, i.e.

\[
    e_{\text{rec},T} = e_{\text{rec},t} \quad \text{for} \ t = 1, \ldots, T. \quad (25)
\]

Thus, it is sufficient to store \( e_{\text{rec},T} \) once and then process each feature vector in another pass through the network using standard error backpropagation [40], which requires much less memory. The training process is illustrated in Algorithm 1. We indicate the first softmax layer, the recurrent layer, the feature map, and the output layer as \( \text{softmax}, \text{rec}, \text{map}, \text{and out} \), respectively. Further, \( \mathbb{M} \) is used to indicate the unit vector with a one in its \( c \)-th component and \( J_f(a) \) is the Jacobi matrix of a function \( f \) at \( a \). Given an input sequence \( x \), the activations of the output layer are computed in a forward pass. In the following backward pass, the error signals for each timeframe are used to accumulate the gradients. Note that the algorithm is a special case of BPTT. Due to the trivial recurrent connection, the activations and error signals at times \( t < T \) do not need to be stored once the error signal \( e_{\text{rec},T} \) is computed.

4. Experimental Setup

4.1. Feature Extraction

We extract improved dense trajectories as described in [8], resulting in five descriptors with an overall number of 426 features per trajectory, and apply z-score normalization to the data. We distinguish between two kinds of features: concatenated and separated descriptors. For the first, all 426 components of a trajectory are treated as one.
Algorithm 1 Memory efficient gradient computation

1: **input**: feature sequence \( x \)
2: initialize \( \Delta W, \Delta \tilde{W}, \Delta b, \Delta \tilde{b} \) with zero
3: **procedure** FORWARD-PASS
4: for \( t = 1, \ldots, T \) do
5: \( y_{\text{soft}, t} \leftarrow \text{softmax}(W^T x_t + b) \)
6: \( y_{\text{rec}, t} \leftarrow \sigma_t(y_{\text{soft}, t} + y_{\text{rec}, t-1}) \)
7: delete \( y_{\text{soft}, t} \) and \( y_{\text{rec}, t-1} \)
8: \( y_{\text{map}, T} \leftarrow \tilde{\psi}(y_{\text{rec}, T}) \)
9: \( y_{\text{out}, T} \leftarrow \text{softmax}(W^T y_{\text{map}, T} + \tilde{b}) \)
10: **procedure** BACKWARD-PASS
11: \( e_{\text{out}, T} \leftarrow y_{\text{out}, T} - \delta \)
12: \( e_{\text{map}, T} \leftarrow J_{\psi}(y_{\text{rec}, T}) \cdot \tilde{W} \cdot e_{\text{out}, T} \)
13: \( e_{\text{rec}, T} \leftarrow J_{\sigma}(y_{\text{soft}, T}) \cdot e_{\text{map}, T} \)
14: for \( t = 1, \ldots, T \) do
15: \( e_{\text{soft}, t} \leftarrow J_{\text{softmax}}(W^T x_t + b) \cdot e_{\text{rec}, T} \)
16: \( \Delta W \leftarrow \Delta W + x_t \cdot e_{\text{soft}, t} \)
17: \( \Delta b \leftarrow \Delta b + e_{\text{soft}, t} \)
18: \( \Delta \tilde{W} \leftarrow y_{\text{map}, T} \cdot e_{\text{out}, T} \)
19: \( \Delta \tilde{b} \leftarrow e_{\text{out}, T} \)
20: return \( \Delta W, \Delta \tilde{W}, \Delta b, \Delta \tilde{b} \)

Feature vector. For the latter, the dense trajectories are split into their five feature types \( \text{Traj}, \text{HOG}, \text{HOF}, \) and two motion boundary histograms \( \text{MBHX}, \text{MHBX} \) in \( x \)- and \( y \)-direction.

4.2. kMeans Baseline

For the baseline, we follow the approach of [7]: kMeans is run eight times on a randomly sampled subset of 100,000 trajectories. The result with lowest sum of squared distances is used as visual vocabulary. For concatenated descriptors, a histogram of 4,000 visual words is created based on the 426-dimensional dense trajectories. In case of separate descriptors, a visual vocabulary with 4,000 visual words is computed for each descriptor type separately. The resulting five histograms are combined with a multichannel RBF-\( \chi^2 \) kernel as proposed in [7],

\[
K(i,j) = \exp\left(-\frac{1}{5} \sum_{c=1}^{5} \frac{D(H(x^c_i), H(x^c_j))}{A_c}\right),
\]

where \( x^c_i \) is the \( c \)-th descriptor type of the \( i \)-th video, \( D(\cdot, \cdot) \) is the \( \chi^2 \)-distance between two histograms, and \( A_c \) is the mean distance between all histograms for descriptor \( c \) in the training set. For concatenated features, the kernel is used with a single channel only. As classifier, we train a one-against-rest support vector machine using LIBSVM [11].

4.3. Neural Network Setup

When training neural networks, the trajectories of each video are uniformly subsampled to reduce the total amount of trajectories. The network is trained according to the cross-entropy criterion, which maximizes the likelihood of the posterior probabilities. We use RProp as optimization algorithm and iterate until the objective function does not improve further. If the neural network output is not directly used for classification, i.e. if a support vector machine is used to classify the histograms generated by the neural network, overfitting is not a critical issue. Thus, strategies like regularization or dropout do not need to be applied. Furthermore, we could not investigate any advantages when initializing with a kMeans model. Normalization, in contrast, is crucial. If the network input is not normalized, the training of the neural network is highly sensitive to the learning rate and RProp even fails to converge. For consistency with the kMeans baseline, the number of units in the first softmax layer and the recurrent layer that computes the histograms is also set to 4,000.

4.4. Datasets

For the evaluation of our method, we use four action recognition benchmarks, two of which are of medium and two of large scale.

With 783 action clips from 16 classes, the Olympic Sports dataset [12] is the smallest among the four benchmarks. The videos show athletes performing Olympic disciplines and are several seconds long. We use the train/test split suggested in [12], which partitions the dataset into 649 training videos and 134 test instances. After extracting improved dense trajectories, the training set comprises about 40 million trajectories and the test set 7.8 million. For evaluation, mean average precision is reported.

HMDB-51 [13] is a large scale action recognition benchmark containing 6,849 clips of 51 different classes. The clips are collected from public databases and movies. In contrast to Olympic Sports, the clips in HMDB-51 are usually only a few seconds long. The dataset provides at least 101 instances of each action class and the authors propose a three-fold cross validation. All splits are of comparable size and after feature extraction, there are 42 million trajectories in the training set and 18 million in the test set. We report average accuracy over the splits.

In order to validate the applicability of our method to datasets of different sizes, we also conduct experiments on a subset of HMBD-51. J-HMDB [11] comprises a subset of 928 videos from 21 action classes. With a range from 15 to 40 frames, the clips are rather short. We follow the protocol of [11] and use three splits. Each split partitions the videos into training and test set with an approximate ratio of 70 : 30. For the training set, about two million trajectories are extracted for each split. For the test set, the amount of extracted trajectories ranges between 700,000 and 800,000 depending on the split. Even
though the number of clips in the dataset is in the same order as for Olympic Sports, it is clearly the smallest dataset in our evaluation in terms of extracted trajectories. As for HMDB-51, average accuracy over the three splits is reported.

The largest benchmark we use is the UCF101 dataset. Comprising 13,320 video clips from a set of 101 different action classes, it is about twice as large as HMDB-51. The dataset contains videos from five major categories (sports, human-human-interaction, playing musical instruments, body-motion only, and human-object interaction) and has been collected from Youtube. Again, we follow the protocol of and use the suggested three splits. Each split partitions the data in roughly 9,500 training clips and 3,700 test clips, corresponding to 230 million improved trajectories for the training set and 90 million for the test set, respectively. Again, we report average accuracy over the three splits.

For Olympic Sports and HMDB-51, we use the human bounding boxes provided by Wang and Schmid. For the other datasets, improved dense trajectories are extracted without human bounding boxes.

5. Experimental Results

In this section, we evaluate our method empirically. In a first step, the impact of the prior and the difference in the histograms generated by a standard kMeans model and our neural network are analyzed. Then, the effect of subsampling the dense trajectories is investigated. We show that even with a small number of trajectories, satisfying results can be obtained while accelerating the training time by up to two orders of magnitude. Moreover, we compare our model to the standard pipeline for action recognition from [44] and show that the method is not only bound to action recognition but is also competitive to some well known sparse coding methods in image classification. We also evaluate the effect approximating the kernel directly within the neural network as proposed in Section 3.4 followed by a comparison to the current state-of-the-art in action recognition.

5.1. Evaluation of the Neural Network Model

We evaluate the neural network model by comparing its performance on Olympic Sports to the performance of the kMeans based bag-of-words model. Moreover, we analyze the difference between the histograms generated by the neural network and those generated by the kMeans approach. For neural network training, the number of trajectories per video is limited to 5,000 using uniform subsampling.

As mentioned in Section 3, the neural network implicitly models a visual word prior \( p_{\text{NN}}(v_m) \). Hence, we compare to an additional version of kMeans in which we compute the posterior distribution \( p_{\text{KMM}}(v_m|x) \) with a non-uniform prior \( p_{\text{KMM}}(v_m) \). The prior is modeled as relative frequencies of the visual words. Note that the resulting model is equivalent to the neural network model and only differs in the way the parameters are estimated.

When computing histograms of visual words, usually hard assignment is used as in \( p_{\text{KMM}}(v_m|x) \) in Equation (4). This may be natural for kMeans since during the generation of the visual vocabulary, each observation only contributes to its nearest visual word. For the neural network model, on the contrary, hard assignment can not be used during training since differentiability is required. Thus, it is natural to use the posterior distribution \( p_{\text{NN}}(v_m|x) \) directly for the histogram computation. However, in Table 1 it can be seen that there is no significant difference between soft and hard assignment for either of the three methods.

Furthermore, Table 1 reveals that the neural network is more than 2% better than the kMeans model. However, the improvement can not be explained by the additional degrees of freedom, as the kMeans model with non-uniform prior does not improve compared to the original kMeans model. Discriminative training allows the neural network to generate visual words that discriminate well between the classes. KMeans, in contrast, only generates visual words that represent the observation space well regardless of the class labels. We validate this major difference between both methods by a comparison of the visual word priors. In Figure 5a, the prior induced by kMeans, \( p_{\text{KMM}}(v_m) \), is illustrated. The probability for all visual words is within the same order of magnitude. The neural network prior \( p_{\text{NN}}(v_m) \) is computed by means of Equation (4) and depicted in Figure 5b. Almost all probability mass is distributed over three visual words. All other visual words are extremely rare, making their occurrence in a histogram a very discriminative feature.

In Figure 4 the histograms generated by kMeans and the neural network are compared for four videos from two different classes, high_jump and pole_vault. The first column shows an example frame of the video. The second and third column show the histograms generated by the kMeans model and by the neural network, respectively.

| assignment | soft | hard |
|------------|------|------|
| kMeans     | 84.1%| 84.0%|
| kMeans + prior | 83.7%| 84.0%|
| neural network | 86.7%| 86.3%|

Table 1: Comparison of three bag-of-words models: kMeans, kMeans with prior, and the neural network (Figure 1). For each model, the histograms are once computed using soft assignment, i.e. the posterior distribution \( p(v_m|x) \) is used directly, and once using hard assignment, i.e. shifting all probability mass to the most likely visual word.

---

2http://lear.inrialpes.fr/people/wang/improved_trajectories
The histograms generated by the neural network are sharper than those generated by the kMeans model. The two peaks in the neural network histograms of the high_jump videos at visual word index 3,000 are a pattern that occurs in multiple histograms of this class. Similar patterns can also be observed for neural network histograms of other classes but usually not for kMeans based histograms, although the example videos from high_jump are very similar in appearance. If the appearance of the videos undergoes stronger variations as in the pole_vault class, these recurring patterns are neither observable for the kMeans based histograms nor for the neural network histograms. Still, the latter have clearer peaks that lead to larger differences between histograms of different videos, raising potential for a better discrimination. This confirms the preceding evaluation of the results in Table 1.

During training of the neural network, a class posterior distribution \( p(c|H(x)) \) is modeled. Using this model instead of the SVM with RBF-\( \chi^2 \) kernel for classification is worse than the baseline. For concatenated descriptors, the result on Olympic Sports is 82.3%. Regularization, dropout, and adding additional layers did not yield any improvement. However, considering that the model for \( p(c|H(x)) \) is only a linear classifier on the histograms (cf. Section 5), the result is remarkable as the kMeans baseline with a linear support vector machine reaches only 69.6%.

5.2. Effect of Feature Subsampling

We evaluate the runtime and accuracy of our method when reducing the number of trajectories per video on Olympic Sports. The networks are trained on a GeForce GTX 780 with 3GB memory. We limit the number of trajectories per video to values from 150 to 2 million, allowing to accelerate both, the histogram computation and the feature extraction itself. A similar reduction is also possible with kMeans, but the loss in accuracy is higher, cf. Figure 5.

5.3. Comparison to Other Neural Network Architectures

In this section, we compare our proposed model to other neural network architectures. Our analysis is twofold: firstly, we show the importance of video-level training, secondly, we prove that the bag-of-words equivalent architec-
Figure 4: Comparison of the histograms generated by the kMeans model and the neural network model for four videos of two different classes from Olympic Sports.
Figure 5: Effect of feature subsampling on the training time and the performance evaluated on Olympic Sports. Left: Time required to train the neural network. Right: Performance of the neural network (NN) based bag-of-words. For the blue curve, the number of trajectories has only been limited for neural network training. For the red and green curve, it has also been limited for the histogram computation on the training and test set (sub-hist).

Table 2: Comparison of different neural network architectures on Olympic Sports. Results are reported as mean average precision.

| Method                      | mAP  |
|-----------------------------|------|
| Training on frame-level     |      |
| (a) ours w/o recurrence     | 62.3%|
| (b) fine-tuned ImageNet CNN | 76.6%|
| Training on video-level     |      |
| (c) simple RNN              | 18.3%|
| (d) RNN with GRUs           | 13.3%|
| (e) attention-based RNN     | 28.8%|
| (f) ours                    | 86.7%|

Architecture is crucial and other recurrent neural networks fail to obtain good results.

Addressing the first point, we remove the recurrent connection from our model. The result is a standard feedforward network. For training, we assign to each input frame the class label of the respective video. For inference, we cut off the last softmax layer and compute a video representation by average pooling over the network output of each frame. Following the same protocol as for our recurrent network, the resulting representation is transformed with a multi-channel $\chi^2$ kernel and classified using a support vector machine. In this setup, each input frame is treated separately and temporal context is not considered during codebook training. The resulting loss of accuracy is significant: the performance drops from 86.7% to 62.3%, cf. Table 2 (a) and (f). As another example for frame-level training, we fine-tuned the 51-layer deep residual CNN of the 2015 ImageNet challenge winning submission [45] on Olympic Sports. In order to get class posterior probabilities for a complete video, we applied average pooling to the framewise posteriors. Still, this state-of-the-art CNN architecture struggles to achieve competitive results.

Addressing the second point, we replace the bag-of-words equivalent architecture by other recurrent network architectures. Simple RNN (c) is a neural network with a single recurrent hidden layer and sigmoid activations. RNN with GRUs (d) has the same structure but the sigmoid units are replaced by gated recurrent units [46]. Those units allow the network to decide when to discard past frames and when to update the recurrent activations based on forget and update gates. Not surprisingly, the performance of both recurrent architectures is poor. Recurrent neural networks tend to forget about past inputs exponentially fast, so particularly for long sequences as we have in our setup, only the end of the video is actually observed and the crucial parts at the beginning and in the middle of the video are not considered. Attention-based RNNs [47] aim to solve this problem. An attention layer learns weights for each timeframe of a recurrent layer and accumulates the recurrent layer activations according to this weighting. This way, information is captured along the complete sequence. Unfortunately, these models have a large number of parameters and are highly sensitive to overfitting, especially in case of the huge intra-class variations in video data. Consequently, the classification result is better than for traditional recurrent neural networks but still not competitive to state-of-the-art methods, cf. Table 2 (e).

Summarizing, the results in Table 2 show that both the specific architecture and the joint training of classifier and vocabulary on video-level are crucial.

5.4. Evaluation on Various Datasets

We evaluate our method on the four action recognition datasets Olympic Sports, J-HMDB, HMDB-51, and UCF101. On J-HMDB, all extracted trajectories are used for neural network training. On HMDB-51 and Olympic
| Descriptors       | Baseline Concatenated | Neural Network Concatenated | Baseline Separate | Neural Network Separate |
|-------------------|-----------------------|----------------------------|-------------------|-----------------------|
| Olympic Sports    | 84.1%                 | 86.7%                      | 84.4%             | 85.9%                 |
| J-HMDB            | 56.6%                 | 57.6%                      | 59.1%             | 61.9%                 |
| HMDB-51           | 45.8%                 | 50.6%                      | 52.2%             | 54.0%                 |
| UCF101            | 67.8%                 | 73.3%                      | 73.3%             | 76.9%                 |

Table 3: Comparison of the kMeans baseline with the neural network model for concatenated and separate descriptors on four different datasets.

Sports, we limit the number of trajectories per video to 5,000 as proposed in Section 5.2. For terms of efficiency, we further reduce this number to 2,500 for the largest dataset UCF101. We conduct the experiments for concatenated descriptors, i.e. we directly use a 426 dimensional feature vector for each trajectory, and for separate descriptors as originally proposed in [7]. The results are shown in Table 3.

The neural network outperforms the baseline on all datasets. For the smaller datasets J-HMDB and Olympic Sports that have only few classes, the improvement is between 1% and 26% in case of concatenated descriptors. For the large datasets, however, the baseline is outperformed by around 5%. In case of separate descriptors, the improvement is smaller but still ranges from 1.5% to 3.6%.

Comparing the neural network with concatenated descriptors (second column of Table 3) and the baseline with separate descriptors (third column of Table 3) reveals that both systems achieve similar accuracies. However, for the baseline with separate descriptors, visual vocabularies and histograms have to be computed for each of the five descriptors separately. For the neural network with concatenated descriptors, in contrast, it is sufficient to train a single system.

5.5. Application to Image Classification

Although designed to meet some specific problems in action recognition, our method is applicable to image datasets, too. We compare to existing sparse coding methods on two small image datasets, Caltech-101 [52] and 15-scenes [53]. Following the setup of [19], we densely extract SIFT features, compute spatial pyramids, and use a linear support vector machine for classification. Note that our method is not particularly designed for such a setting since we do not train our encoding directly on the spatial pyramid features that are finally used for classification. In contrast to the methods [17, 18, 51, 19], we do not introduce any sparsity constraints. Still, our method shows competitive results compared to several other coding methods, see Table 4.

5.6. Using Explicit Feature Maps

In this section, we analyze the effect of explicit feature maps that allow to train the complete system in a single network. We use the network architecture from Figure 2.

Since the multichannel RBF-$\chi^2$ kernel from Equation (26) is not an additive homogeneous kernel, we evaluate three different additive homogeneous kernels here: Hellinger’s kernel $k(h_{1,i}, h_{2,i}) = \sqrt{h_{1,i} h_{2,i}}$ (27) and its underlying feature map has an exact closed form solution, $\psi(x) = \sqrt{x}$. It is notable that due to the non-negativity of the histograms that are fed into the function, Hellinger’s kernel is equivalent to the application of power normalization that has been proposed for Fisher vectors in [6].

Moreover, we examine an additive homogeneous version of the $\chi^2$ kernel,

$$k(h_{1,i}, h_{2,i}) = \frac{h_{1,i} h_{2,i}}{h_{1,i} + h_{2,i}}$$ (28)

In combination with a support vector machine, the kernel can be applied directly. When incorporating it into the neural network, we use the approximation from Equation (19) with $\kappa(\lambda) = \text{sech}(\pi \lambda)$. Finally, the histogram intersection kernel

$$k(h_{1,i}, h_{2,i}) = \min(h_{1,i}, h_{2,i})$$ (29)

is approximated similarly with

$$\kappa(\lambda) = \frac{2}{\pi (1 + 4\lambda^2)}.$$ (30)

Detailed derivations for the $\kappa$ functions can be found in [37].

As proposed in [37], we use $n = 2$ and $L = 0.5$ for both the $\chi^2$ kernel and the histogram intersection kernel. In case of concatenated descriptors, this increases the amount of units from 4,000 in the histogram layer to 20,000 in the feature map layer.

In order to be able to train a single neural network not only for concatenated descriptors but also for separate descriptors, each of the five descriptors is handled in an independent channel within the neural network allowing to train five independent visual vocabularies. After application of the feature map, the five channels are concatenated to a single channel five times the size of each feature map. A softmax layer is used for classification on top of the concatenated channel. As a consequence, the number of units...
after application of the feature map is five times larger than for concatenated descriptors, finally ending up with 100,000 units. This affects the runtime for both, training and recognition, and can be particularly important for larger datasets.

The application of Hellinger’s kernel, the $\chi^2$ kernel, and the histogram intersection kernel in combination with a support vector machine for concatenated descriptors is straightforward. In case of separate descriptors, we combine the five histograms by concatenation.

We start with an evaluation of three different neural network training approaches on the two smaller datasets J-HMDB and Olympic Sports. Training from scratch starts with a random initialization of all parameters, init linear initializes the weights $W$ and bias $b$ with those obtained from the network from Figure 1 which is trained with a linear softmax classifier on top of the histogram layer. For retrain top we took the same initialization but kept it fixed during training and only optimized the parameters of the softmax output layer.

The results are shown in Table 5. For concatenated descriptors, retraining only the top layer leads to the best results for each feature map on both datasets and training from scratch performs worst in most cases. For separate descriptors, however, retrain top is not always best. Particularly on Olympic Sports, Hellinger’s kernel fails to achieve competitive results. Still, for all other cases retrain top is either best or at least close to the best training strategy. Since it is the fastest among the three strategies, we find it beneficial particularly for larger datasets.

Based on these results, we stick to the retrain top strategy for large datasets and compare the results to the traditional bag-of-words model and the neural network plus support vector machine model from Section 3.2. Table 6 shows the results of each of the three approaches for three different kernels and both concatenated and separate descriptors. The fourth and eighth column contain the numbers from Table 5 in order to provide a comparison to the originally used multichannel RBF-$\chi^2$ kernel. Recall that this kernel is not homogeneous and additive, so it can not be modeled as a neural network layer.

For concatenated descriptors, both neural network approaches usually outperform the kMeans baseline. While the difference between the kMeans baseline (kMeans + SVM) and the neural network including the feature map layer (retrain top) is rather small, a huge improvement can be observed for the neural network based visual words in combination with a support vector machine (neural network + SVM). Especially on the larger datasets HMDB-51 and UCF101, about 6% improvement is achieved. This is particularly remarkable as the performance of a traditional bag-of-words model with separate descriptors is almost reached although the model with concatenated descriptors is much simpler: Only a single visual vocabulary with 4,000 visual words is computed, while separate descriptors have an own visual vocabulary for each descriptor type, resulting in a five times larger representation.

Analyzing the results for separate descriptors, the neural network with a feature map corresponding to Hellinger’s kernel shows surprisingly bad results on all datasets. One explanation is that the feature map is simply the square root of each histogram entry, while for all other kernels the approximate feature map from Equation (19) has to be used. The number of units in the feature map layer is increased in the latter case, raising potential for a better discrimination.

Similar to the results of concatenated descriptors, the neural network combined with a support vector machine achieves the best results, whereas the neural network with a feature map layer yields results comparable to the traditional bag-of-words model. On all datasets, the best results have been obtained with separate descriptors and a neural network plus support vector machine using a $\chi^2$ kernel, see second row, sixth column for each dataset. Still, including a feature map layer also shows competitive results in most cases while considerably reducing the runtime. Especially on UCF101, the largest of the datasets, computation of a non-linear kernel and training a support vector machine takes 3.9 hours, which is about six times longer than the time needed to retrain the neural network with the feature map layer (40 minutes).

A comparison of the results in Table 6 reveals that the multichannel RBF-$\chi^2$ kernel as used in 7 does not achieve as good results as a simple $\chi^2$ kernel with feature
concatenation.

5.7. Comparison to State of the Art

In Table 7, our best results - a neural network without feature map layer and a non-multichannel $\chi^2$ kernel - are compared to the state-of-the-art on HMDB-51 and UCF101. Our approach outperforms other approaches based on bag-of-words, sparse coding [50], locality constrained linear coding (LLC) [13], or neural networks [29, 52]. Particularly on UCF101, the improvement of 8% compared to the original bag-of-words based pipeline is remarkable. The approach [30] is not directly comparable since the accuracy is mainly boosted by the use of additional training data. The approach of [58] outperforms our method. This method uses a large convolutional neural network consisting of multiple spatial convolution layers and a temporal convolution to enable modeling actions of different speeds. Apart from that method, only the methods that use Fisher vectors achieve a better accuracy than our method. However, extracting Fisher vectors is more expensive in terms of memory than a bag-of-words model. If Fisher vectors are extracted per frame, the storage of the features would require around 1 TB for the 2.4 million frames of UCF101 compared to 35 GB for our method. For applications with memory and runtime constraints, our approach is a very useful alternative.

6. Conclusion

In this work, we have proposed a recurrent neural network that allows for discriminative and supervised visual vocabulary generation. In contrast to many existing coding and CNN based methods, our method can be applied on video level directly. Apart from kernel approximations via explicit feature maps, the network is equivalent to the traditional bag-of-words approach and differs only in the way it is trained. Although the best results could be obtained using the neural network for visual vocabulary generation and a support vector machine for classification, we have shown that it is possible to also include the kernel and classification steps into the network while retaining the performance of the original bag-of-words model. Our model has been particularly beneficial for large scale datasets. Moreover, it allows for a significant reduction in the amount of extracted features, speeding up training time and inference without a considerable loss in performance. Finally, our model can also be applied to other tasks like image classification. The neural network proves to be competitive with other methods that introduce additional constraints like sparsity.
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Table 5: Different training strategies when using a feature map layer.

| feature map:          | concatenated | separate |
|-----------------------|--------------|----------|
|                       | Hellinger    | $\chi^2$ | hist. int. | Hellinger | $\chi^2$ | hist. int. |
|\textit{Olympic Sports} from scratch | 75.5 | 84.1 | 82.9 | 84.3 | 81.4 | 80.4 |
| init linear           | 81.3 | 85.0 | 83.8 | 83.7 | 83.0 | 83.0 |
| retrain top           | 86.4 | 85.8 | 85.8 | 78.5 | 83.5 | 84.1 |
|\textit{J-HMDB} from scratch | 53.2 | 52.8 | 52.4 | 56.9 | 45.9 | 46.2 |
| init linear           | 50.6 | 55.1 | 53.6 | 57.9 | 57.2 | 61.4 |
| retrain top           | 57.5 | 56.6 | 56.7 | 56.9 | 60.9 | 60.5 |

In Table 7, our best results - a neural network without feature map layer and a non-multichannel $\chi^2$ kernel - are compared to the state-of-the-art on HMDB-51 and UCF101. Our approach outperforms other approaches based on bag-of-words, sparse coding [50], locality constrained linear coding (LLC) [13], or neural networks [29, 52]. Particularly on UCF101, the improvement of 8% compared to the original bag-of-words based pipeline is remarkable. The approach [30] is not directly comparable since the accuracy is mainly boosted by the use of additional training data. The approach of [58] outperforms our method. This method uses a large convolutional neural network consisting of multiple spatial convolution layers and a temporal convolution to enable modeling actions of different speeds. Apart from that method, only the methods that use Fisher vectors achieve a better accuracy than our method. However, extracting Fisher vectors is more expensive in terms of memory than a bag-of-words model. If Fisher vectors are extracted per frame, the storage of the features would require around 1 TB for the 2.4 million frames of UCF101 compared to 35 GB for our method. For applications with memory and runtime constraints, our approach is a very useful alternative.

6. Conclusion

In this work, we have proposed a recurrent neural network that allows for discriminative and supervised visual vocabulary generation. In contrast to many existing coding and CNN based methods, our method can be applied on video level directly. Apart from kernel approximations via explicit feature maps, the network is equivalent to the traditional bag-of-words approach and differs only in the way it is trained. Although the best results could be obtained using the neural network for visual vocabulary generation and a support vector machine for classification, we have shown that it is possible to also include the kernel and classification steps into the network while retaining the performance of the original bag-of-words model. Our model has been particularly beneficial for large scale datasets. Moreover, it allows for a significant reduction in the amount of extracted features, speeding up training time and inference without a considerable loss in performance. Finally, our model can also be applied to other tasks like image classification. The neural network proves to be competitive with other methods that introduce additional constraints like sparsity.
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Table 5: Different training strategies when using a feature map layer.
Table 6: Evaluation of different kernels for the kMeans baseline, the neural network approach with support vector machine classification, and the neural network including a feature map layer. For the latter, we use the retrain top strategy.

| Method | Traditional models | Neural networks |
|--------|--------------------|-----------------|
| Improved DT + bag of words | 52.2% | 73.3% |
| Improved DT + Fisher vectors [8, 54] (*) | 57.2% | 85.9% |
| Improved DT + LLC | 50.8% | 71.9% |
| Stacked Fisher vectors [22] (*) | 66.8% | - |
| Multi-skip feature stacking [55] (*) | 65.4% | 89.1% |
| Super-sparse coding vector [50] | 53.9% | - |
| Motion-part regularization [26] (*) | 65.5% | - |
| MoFap [25] (*) | 61.7% | 88.3% |

Ours | 54.9% | 81.9% |

Table 7: Comparison of our model to published results on HMDB-51 and UCF101. We also provide results with bag-of-words and LLC encoding as a direct comparison to our method. Methods marked with (*) use Fisher vectors, those marked with (**) use additional training data.
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