\textbf{R-MATRICES FOR THE ADJOINT REPRESENTATIONS OF $U_q(\mathfrak{so}(n))$}

DEEPAK PARASHAR AND BRUCE W. WESTBURY

\textbf{Abstract.} We calculate a two-parameter $R$-matrix which specialises to the trigonometric $R$-matrix of the minimal affinisation of the adjoint representation of each of the classical simple Lie algebras $\mathfrak{so}(n)$ and $\mathfrak{sp}(n)$.

1. Introduction

The aim of this paper is to present a calculation of a sequence of $R$-matrices. First we explain our conventions on $R$-matrices. Let $K$ be a field and $V$ a finite dimensional vector space over $K$. Then an $R$-matrix is an element $R(x)$ of the $K$-algebra $\text{End}(V \otimes V)(x)$. This means it can be represented by a matrix whose entries are elements of $K(x)$. Put $R_1(x) = R(x) \otimes 1_V$ and $R_2(x) = 1_V \otimes R(x)$. Then $R(x)$ is a rational $R$-matrix if it satisfies the Yang-Baxter equation

$$R_1(x)R_2(x+y)R_1(y) = R_2(y)R_1(x+y)R_2(x)$$

Similarly, an element $R(u)$ is a trigonometric $R$-matrix if it satisfies the Yang-Baxter equation

$$R_1(u)R_2(uv)R_1(v) = R_2(v)R_1(uv)R_2(u)$$

The construction of $R$-matrices is closely related to the representation theory of quantum groups. In particular, for every finite dimensional complex simple Lie algebra, $\mathfrak{g}$, there is a Yangian $Y(\mathfrak{g})$ and also the quantum affine algebra $U_q(\hat{\mathfrak{g}})$.

A Yangian $Y$ is a Hopf algebra over $\mathbb{Q}$ and for each finite dimensional representation $V$ of $Y$ there is a rational $R$-matrix $R(x) \in \text{End}(V \otimes V)(x)$. Also, an affine quantised enveloping algebra $U$ is a Hopf algebra over $\mathbb{Q}(q)$ and for each finite dimensional representation $V$ of $U$ there is a trigonometric $R$-matrix $R(u) \in \text{End}(V \otimes V)(u)$. These are related since $R(x)$ can be obtained from $R(u)$ by first substituting $u = q^x$ and then taking the limit $q \to 1$.

This is a general construction but very few of these $R$-matrices are known explicitly. If $\mathfrak{g}$ is a simple Lie algebra then there is an inclusion of Hopf algebras $U(\mathfrak{g}) \hookrightarrow Y(\mathfrak{g})$ of the enveloping algebra in the Yangian and an inclusion of Hopf algebras $U_q(\mathfrak{g}) \hookrightarrow U_q(\hat{\mathfrak{g}})$. Thus a
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finite dimensional representation $V$ of $Y(\mathfrak{g})$ or $U_q(\widehat{\mathfrak{g}})$ decomposes as a direct sum of highest weight representations. In the simplest case the restriction of $V$ is a highest weight representation. In this case, the rational and trigonometric $R$-matrices are known explicitly from the tensor product graph method. The only other examples of explicit $R$-matrices that are known are the rational $R$-matrices of [CP91]; the trigonometric $R$-matrix in [Lak97] and [Wes05]; and the trigonometric $R$-matrix in [HHMY91].

The representations associated to the rational $R$-matrices in [CP91] are the direct sum of the adjoint representation and the trivial representation for each simple Lie algebra. In this paper we give the trigonometric $R$-matrices for these representations for the simple Lie algebras $\mathfrak{so}(n)$ and $\mathfrak{sp}(n)$. These representations of the quantum affine algebra $U_q(\widehat{\mathfrak{g}})$ are given explicitly in [BFKL06]. This representation is the minimal affinisation of the adjoint representation (except for $\mathfrak{sl}(n)$).

This calculation also applies in other situations in which the centraliser algebras are quotients of the Birman-Wenzl algebras. Examples are the orthosymplectic super Lie algebras and the twisted affine Lie algebras $A_n^{(2)}$ in [Baz85] and [Jim86]. The twisted affine Lie algebras $A_n^{(2)}$ are also discussed in [DGZ96].

The general method for finding trigonometric $R$-matrices is to solve the Jimbo equations. These equations can be solved in special cases using the tensor product graph method described in [ZGB91], [Mac91], [GZ02], [DGZ94]. This method applies to representations of an affine Kac-Moody algebra whose restriction to a simple Lie subalgebra is irreducible. Given such a representation, $V$, the vertices of the graph are the composition factors of $V \otimes V$. The graph is bipartite and the decomposition of the vertices corresponds to the decomposition of $V \otimes V$ into the symmetric and anti-symmetric tensors. In the untwisted case, there is an edge connecting vertices $U_1$, $U_2$ if $\text{Hom}(U_1 \otimes U_2, \mathfrak{g}) \neq 0$ where $\mathfrak{g}$ is the adjoint representation. This method does not apply to the representations we consider as these restrict to the sum of an irreducible representation and the trivial representation. Nevertheless this method does seem to give partial information. More specifically, if we follow the tensor product graph method and construct a graph whose vertices are the composition factors of $V \otimes V$ which have multiplicity one then the results agree with the calculations in this paper.

2. $R$-MATRICIES AND FUSION

The $R$-matrices in this paper are calculated using the fusion procedure described in [Jim89]. This is similar to the cabling procedure in knot theory and the bootstrap method in quantum field theory. This method was used in [Mac92]. Usually the fusion procedure is applied
when the $R$-matrix at a particular value of the spectral parameter is a projection onto an irreducible representation.

Let $S(k)$ be the group of permutations of $1, 2, \ldots, k$ and for $1 \leq i \leq k - 1$ let $s_i$ be the permutation $(i, i + 1)$. These are the standard generators. Any word in these generators can be drawn as a string diagram and we say that a word is reduced if this string diagram has the property that any two strings cross at most once. Any permutation can be represented by a reduced word and usually in many ways.

A fundamental result known as Matsumoto’s theorem says that two reduced words represent the same permutation if and only if they are related by a finite sequence of moves of the form

$$s_is_j \leftrightarrow s_js_i \quad s_is_{i+1}s_i \leftrightarrow s_{i+1}s_is_i$$

where $1 \leq i, j \leq k - 1$ and $|i - j| > 1$.

Next we assume we are given a trigonometric $R$-matrix $R(u) \in \text{End}(V \otimes V)(u)$. Then we construct a linear operator on $\otimes^k V$ depending on formal parameters $u_1, \ldots, u_n$ for each element of $S(k)$. Take a reduced word and the corresponding string diagram. Then each crossing is labelled by a generator $s_i$. Also each string is labelled by taking the position of the starting point of the string. If a crossing is labelled by $s_i$ and the two strings are labelled by $r$ and $s$ then we label the crossing by $R_i(u_s/u_r)$. Now compose these operators in the order in which they appear in the reduced word. This gives a linear operator for each reduced word. It follows from Matsumoto’s theorem and the Yang-Baxter equation that this operator depends only on the permutation and not on the choice of reduced word.

Now choose four formal parameters which satisfy $u_2/u_1 = u_4/u_3 = v$ and $u_3/u_1 = u_4/u_2 = u$ and for fixed $v$ write $S(u)$ for the operator on $\otimes^4 V$ associated to the permutation $(4, 3, 2, 1)$. Put $W = V \otimes V$ and fix $v$. Then $S(u) \in \text{End}(W \otimes W)(u)$ is a trigonometric $R$-matrix. In order to check that the Yang-Baxter equation is satisfied, it is sufficient to observe that both sides of the equation give an operator which is the operator associated to a reduced word representing the permutation $(5, 6, 3, 4, 1, 2)$.

Furthermore, if $R(v)$ is diagonalisable but not invertible then we can write $V \otimes V$ as $M \oplus J$ where $J \neq 0$ is the kernel of $R(v)$ and $M$ is the image. Then we can consider $S(u)$ as an element of $\text{End}(M \otimes M)(u)$ and this is also a trigonometric $R$-matrix.

The notation we use is

$$[an + bx + c] = \frac{Q^a u^b q^c - Q^{-a} u^{-b} q^{-c}}{q - q^{-1}}$$
This extends the usual definition of quantum integers and becomes equivalent if we put \( Q = q^n \) and \( u = q^x \). We will also use the notation

\[
\{an + bx + c\} = Q^a u^b q^c + Q^{-a} u^{-b} q^{-c} = \frac{[2an + 2bx + 2c]}{[an + bx + c]}
\]

3. Orthogonal groups

Fix \( n \) and consider the simple Lie algebra \( \mathfrak{so}(n) \). Then irreducible representations are parametrised by their highest weight and we label the fundamental weights so that \( V(0) \) is the trivial representation, \( V(\omega_1) \) is the vector representation and \( V(\omega_2) \) is the adjoint representation. Then

\[
V(\omega_1) \otimes V(\omega_1) \equiv V(0) \oplus V(\omega_2) \oplus V(2\omega_1)
\]

The trigonometric \( R \)-matrix for \( V(\omega_1) \) is given explicitly in [Jim86], [Jon90] and is also given by the tensor product graph method. Furthermore, for a certain value of \( v \), \( R(v) \in \text{End}(V(\omega_1) \otimes V(\omega_1))(u) \) has image \( V(\omega_2) \oplus V(0) \) and kernel \( V(2\omega_1) \). Therefore the fusion procedure can be used to find the trigonometric \( R \)-matrix for \( V(\omega_2) \oplus V(0) \).

This fusion procedure as described is in the centraliser algebra. Instead of using the centraliser algebras directly we use the Birman-Wenzl-Murakami algebras, \( A(k) \), introduced independently in [BW89] and [Mur90]. The advantage of this method is that we then have a single calculation involving \( n \) as a formal parameter instead of a sequence of calculations depending on the positive integer \( n \).

Let \( B(k) \) be the Artin braid group with standard generators \( \sigma_i \) for \( 1 \leq i \leq k-1 \). Then the algebra \( A(k) \) is a quotient of the group algebra of \( B(k) \) over the field \( \mathbb{Q}(q, Q) \). Define \( u_i \) by

\[
u_i = 1 - \left( \frac{\sigma_i - \sigma_i^{-1}}{q - q^{-1}} \right)\]

Then these satisfy the following tangle relations

\[
\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \\
u_i u_{i\pm1} \sigma_{i\pm1} = u_i \sigma_{i\pm1}^\pm \sigma_{i\pm1}^\mp \\
\sigma_{i\pm1} u_{i\pm1} = \sigma_{i\pm1}^\pm u_i \\
u_i \sigma_{i\pm1} = u_i \sigma_{i\pm1} \\
\sigma_i \sigma_{i\pm1} u_i = u_{i\pm1} u_i
\]

and the relations

\[
u_i^2 = \left( 1 + \frac{Q q^{-1} - Q^{-1} q}{q - q^{-1}} \right) u_i \\
u_i \sigma_{i\pm1} u_i = Q^{\pm1} q^{\mp1} u_i
\]

The trigonometric \( R \)-matrix is given by

\[
R_i(u) = (u - 1) q^{-1} \sigma_i - (1 - u^{-1}) Q^{-1} q^{-1} \sigma_i^{-1} - (q - q^{-1})(Q^{-1} q - q^{-1})
\]
This $R$-matrix satisfies unitarity and crossing symmetry. This means
\[ R_i(u)R_i(u^{-1}) = Q[n/2 + x - 1][n/2 - x - 1][1 + x][1 - x] \]
\[ u_i R_{i+1}(u) = u_i u_{i+1} R_i(Q^{-1} q^2 u^{-1}) \]
Also $R(q^{-2})$ has image $V(\omega_2) \oplus V(0)$ and kernel $V(2\omega_1)$. Applying the fusion procedure gives the trigonometric $R$-matrix
\[ R_{2i-1}(q^{-2}) R_{2i+1}(q^{-2}) R_{2i}(q^{-2} u) R_{2i-1}(u) R_{2i+1}(u) R_{2i}(q^2 u) \]
This satisfies the Yang-Baxter equation but does not satisfy unitarity and so needs to be modified. Define $E_i$ by
\[ (q + q^{-1}) E_i = q - s_i + (qQ^{-1} + q^{-1}) \frac{u_i}{[n - 1] + 1} \]
and then define the trigonometric $R$-matrix by
\[ S_i(u^{1/2}) = \frac{1}{k} E_{2i-1} E_{2i+1} R_{2i}(q^{-2} u) R_{2i-1}(u) R_{2i+1}(u) R_{2i}(q^2 u) \]
where $k = [x][x-1][x+n/2][x+n/2-1]^2$. Then since $E_i$ can be written as a polynomial in $R_i(q^{-2})$ and $E_i$ is idempotent it follows that this satisfies the Yang-Baxter equation and unitarity.

The following table shows the various notations for the irreducible representations of $A(4)$.

| $\mathfrak{so}(n)$ | $\emptyset$ | 2 | 1, 1 | 4 | 3, 1 | 2, 2 | 2, 1, 1 | 1^4 |
|-------------------|-------------|---|------|---|------|------|----------|-----|
| $\mathfrak{sp}(n)$ | 0 | $\omega_2$ | $2\omega_1$ | $\omega_3 + \omega_1$ | $2\omega_2$ | $\omega_2 + 2\omega_1$ | $4\omega_1$ |
| 0 | $2\omega_1$ | $\omega_2$ | $4\omega_1$ | $\omega_2 + 2\omega_1$ | $2\omega_2$ | $\omega_3 + \omega_1$ | $\omega_1$ |

Then the eigenvalues for the rank one idempotents are as follows:

| 1^4 | $[x - 1][x - 2][n/2 + x - 2]$ |
| 2, 1, 1 | $-[x - 1][x + 2][n/2 + x - 2]$ |
| 2, 2 | $[x + 1][x + 2][n/2 + x - 2]$ |
| 2 | $[x - 1][x + 2][-n/2 + x + 2]$ |

**Proposition 1.** The $2 \times 2$ matrix associated to the empty partition is $A = (a_{ij})$ where

\[ a_{11} = \{2x\} \{n/2 - 1\} [2][n/2 - 2] \frac{[n + x - 2]}{[n + x/2 - 1]} \]
\[ + [x + 2][x - 1][x + n/2 - 2] \]
\[ a_{22} = \{-2x\} \{n/2 - 1\} [2][n/2 - 2] \frac{[n - x - 2]}{[n - x/2 - 1]} \]
\[ - [x - 2][x + 1][x - n/2 + 2] \]
\[ a_{12} = [2x][2] \frac{[n/2 - 2]^2}{[x + n/2 - 1]} \]
\[ a_{21} = [2x][n/2][n - 1] \{n/2 - 2\} \frac{[n/2 - 1]^2}{[n/2 + x - 1]} \]
The $3 \times 3$ matrix associated to (the adjoint representation) is $B = (b_{ij})$ where

$$
\begin{align*}
    b_{11} &= b_{22} = [2][n/2 - 2]\frac{n/2 + x - 1}{n/2 - 1} \\
    b_{13} &= b_{23} = \{n/2\}\{n/2 - 3\}[n/2 - 1][x] \\
    b_{31} &= b_{32} = [2]^2[x][n/2 - 2] \\
    b_{12} &= b_{21}
\end{align*}
$$

In order to compare with [CP91, §5.2 (21)] we replace $B$ by $P^{-1}BP$ where

$$
P = \begin{pmatrix}
    1 & 0 & 1 \\
    1 & 0 & -1 \\
    0 & 1 & 0
\end{pmatrix}
$$

**Proposition 2.** The matrix $P^{-1}BP$ is

$$
\begin{pmatrix}
    c_{11} & c_{21} & 0 \\
    c_{12} & c_{22} & 0 \\
    0 & 0 & c_{33}
\end{pmatrix}
$$

where

$$
\begin{align*}
    c_{11} &= [x + 2][x - 1][x + n/2 - 2] + 2[2][n/2 - 2]\frac{x + n/2 - 1}{n/2 - 1} \\
    c_{22} &= [-x + 2][-x - 1][-x + n/2 - 2] + 2[2][n/2 - 2]\frac{-x + n/2 - 1}{n/2 - 1} \\
    c_{21} &= [2]^2[x][n/2 - 2] \\
    c_{12} &= 2[x][n/2 - 1]\{n/2\}\{n/2 - 3\} \\
    c_{33} &= -[x + 2][x - 1][x + n/2 - 2]
\end{align*}
$$

*Note the relation $c_{11}(u) = c_{22}(u^{-1})$ is satisfied.*

### 4. Twisted $R$-Matrices

Let $L$ be a simple Lie algebra with a diagram automorphism $\sigma$ of order $m$. This gives a grading of $L$, $L = \oplus_{i=0}^{m-1} \mathbb{Z}/m\mathbb{Z}$. In particular $L_0$ is the subalgebra fixed by $\sigma$. Then we have three affine Kac-Moody algebras

$$
\widehat{L}^{(1)}, \widehat{L}^{(k)}, \widehat{L}_0^{(1)}
$$

and two inclusions

$$
(1) \quad \widehat{L}^{(k)} \rightarrow \widehat{L}^{(1)}, \quad \widehat{L}_0^{(1)} \rightarrow \widehat{L}^{(1)}
$$

Each of these subalgebras is the subalgebra fixed by an automorphism of order $k$ and the restriction of each automorphism to $L$ is $\sigma$. 
Associated to each affine Kac-Moody algebra, \( \hat{L}^{(k)} \), is the Drinfeld-Jimbo quantum group, \( U_q(\hat{L}^{(k)}) \). Let \( V \) be a finite dimensional irreducible representation of \( U_q(\hat{L}^{(k)}) \). Then there is a trigonometric \( R \)-matrix with spectral parameter acting on \( V \otimes V \) which can be found by solving the Jimbo equations.

The inclusions in (1) have quantum analogues

\[
\begin{align*}
U_q(\hat{L}^{(k)}) &\rightarrow U_q(\hat{L}^{(1)}), \\
U_q(\hat{L}_0^{(1)}) &\rightarrow U_q(\hat{L}^{(1)})
\end{align*}
\]

Let \( U \) and \( V \) be finite dimensional representations of \( U_q(\hat{L}^{(1)}) \) whose restrictions to \( U_q(\hat{L}^{(k)}) \) and \( U_q(\hat{L}_0^{(1)}) \) are irreducible. Then we have three trigonometric \( R \)-matrices which we denote by

\[
R^{(1)}_{UV}, S^{(k)}_{UV}, S^{(1)}_{UV}
\]

The simplest case is when \( U \) and \( V \) restrict to an irreducible representation of \( L_0 \). In this case all three \( R \)-matrices can be found by the tensor product graph method. This case is studied in [DGZ96].

The case we are interested is when the restrictions of \( U \) and \( V \) to representations of \( L_0 \) are \( L_1 \oplus \mathbb{C} \). In these cases the restrictions of \( U \) and \( V \) to representations of \( L \) are irreducible and so the \( R \)-matrix \( R^{(1)}_{UV} \) can be found by the tensor product graph method.

There are two examples where we can apply our calculations.

4.1. \( A_{2k}^{(2)} \). In this example we have \( L = A_{2k} = \mathfrak{sl}(2k + 1) \) and \( L_0 = B_k = \mathfrak{so}(2k + 1) \). The vector representation of \( \mathfrak{sl}(2k + 1) \) (and its dual) restricts to the vector representation of \( \mathfrak{so}(2k + 1) \). This is one of the examples studied in [DGZ96].

The representation \( V(2\omega_1) \) of \( A_{2k} \) is the symmetric square of the vector representation. This representation (and its dual) restricts to the representation \( V(2\omega_1) \oplus \mathbb{C} \) of \( B_k \).

The tensor product graph for \( V(2\omega_1) \otimes V(2\omega_1) \) is

\[
\begin{array}{c}
\text{4}\omega_1 \\
\text{2}\omega_2 \\
\text{2}\omega_1 + \omega_2 \\
\omega_2
\end{array}
\]

The tensor product graph for \( V(2\omega_1) \otimes V(2\omega_{2k}) \) is

\[
\begin{array}{c}
\text{4}\omega_1 \\
\omega_2 \\
\text{2}\omega_1 + \omega_2 \\
\text{2}\omega_2 + \omega_{2k}
\end{array}
\]

There is no tensor product graph for the other two \( R \)-matrices. However for the twisted \( R \)-matrix we expect to see
and for the untwisted $R$-matrix we expect to see

\[
\begin{array}{cccc}
\omega_2 & 2\omega_2 & 2\omega_1 + \omega_2 & 4\omega_1
\end{array}
\]

The branching rules in this case are given in [Lit\textsuperscript{40}, §11.9 Theorem II].

4.2. $A_{2k-1}^{(2)}$. In this example we have $L = A_{2k-1} = \mathfrak{sl}(2k)$ and $L_0 = C_k = \mathfrak{sp}(2k)$.

The vector representation of $\mathfrak{sl}(2k)$ (and its dual) restricts to the vector representation of $\mathfrak{sp}(2k)$. This is one of the examples studied in [DGZ\textsuperscript{96}].

The representation $V(\omega_2)$ of $A_{2k-1}$ is the exterior square of the vector representation. This representation (and its dual) restricts to the representation $V(\omega_2) \oplus \mathbb{C}$ of $C_k$.

The tensor product graph for $V(\omega_2) \otimes V(\omega_2)$ is

\[
\begin{array}{c}
2\omega_2 \\
\omega_1 + \omega_3 \\
\omega_4 
\end{array}
\]

The tensor product graph for $V(\omega_2) \otimes V(\omega_{2k-2})$ is

\[
\begin{array}{c}
0 \\
\omega_1 + \omega_{2k-1} \\
\omega_2 + \omega_{2k-2} 
\end{array}
\]

There is no tensor product graph for the other two $R$-matrices. However for the twisted $R$-matrix we expect to see

\[
\begin{array}{c}
2\omega_1 \\
\omega_4 \\
\omega_1 + \omega_3 \\
2\omega_2
\end{array}
\]

and for the untwisted $R$-matrix we expect to see

\[
\begin{array}{cccc}
\omega_4 & \omega_1 + \omega_3 & 2\omega_2 & 2\omega_1
\end{array}
\]

5. Implications

The motivation for this work comes from [Wes\textsuperscript{03}] where it was observed that the rational $R$-matrices in [CP\textsuperscript{91}] can be written in terms of co-ordinates arising from the universal Lie algebra.

Then the rank one idempotents are given by

\[
\begin{array}{c|cccc}
1^4 & (x + \alpha)[x - \beta][x + \gamma] \\
2, 1, 1 & -(x + \alpha)[x + \beta][x + \gamma] \\
2, 2 & (x - \alpha)[x - \beta][x + \gamma] \\
2 & (x + \alpha)[x - \beta][x - \gamma]
\end{array}
\]
The $2 \times 2$ matrix associated to the empty partition is $A = (a_{ij})$ where

\[
a_{11} = -(2x)\{\alpha + \beta + \gamma\}[\alpha][\beta][\gamma] \frac{n + x - 2}{n + x/2 - 1} \\
+ [x + \alpha][x + \beta][x + \gamma]
\]

\[
a_{22} = (2x)\{\alpha + \beta + \gamma\}[\alpha][\beta][\gamma] \frac{n - x - 2}{n - x/2 - 1} \\
+ [-x + \alpha][-x + \beta][-x + \gamma]
\]

\[
a_{12} = [2x][2] \frac{n/2 - 1}{x + n/2 - 1}
\]

\[
a_{21} = \frac{[2x][n/2][n - 1][n/2 - 2]}{(n/2 - 1)^2[n/2 + x - 1]}
\]

For the adjoint representation the $3 \times 3$ matrix is

\[
\begin{pmatrix}
c_{11} & c_{21} & 0 \\
c_{12} & c_{22} & 0 \\
0 & 0 & c_{33}
\end{pmatrix}
\]

where

\[
c_{11} = [x + \alpha][x + \beta][x + \gamma] - 2[\alpha][\beta][\gamma] \frac{x + \alpha + \beta + \gamma}{\alpha + \beta + \gamma}
\]

\[
c_{22} = [-x + \alpha][-x + \beta][-x + \gamma] - 2[\alpha][\beta][\gamma] \frac{-x + \alpha + \beta + \gamma}{\alpha + \beta + \gamma}
\]

\[
c_{21} = [2^2][2][x][\alpha + \beta + \gamma - 1]
\]

\[
c_{12} = 2[x][\alpha + \beta + \gamma][\alpha + \beta][\alpha + \gamma][\beta + \gamma]
\]

\[
c_{33} = -[x + \alpha][x + \beta][x + \gamma]
\]

Note the relation $c_{11}(u) = c_{22}(u^{-1})$ is satisfied.
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