Prediction of Stock Performance Using Deep Neural Networks

Yanlei Gu 1,* , Takuya Shibukawa 2 , Yohei Kondo 2 , Shintaro Nagao 2 and Shunsuke Kamijo 3

1 College of Information Science and Engineering, Ritsumeikan University, Kusatsu, Shiga 525-8577, Japan
2 Daiwa Asset Management Co. Ltd., Tokyo 100-6753, Japan; takuya.shibukawa@daiwa-am.co.jp (T.S.); yoheikondo@daiwa-am.co.jp (Y.K.); nagao.s@daiwa-am.co.jp (S.N.)
3 Institute of Industrial Science, The University of Tokyo, Tokyo 153-8505, Japan; kamijo@iis.u-tokyo.ac.jp
* Correspondence: guyanlei@fc.ritsumei.ac.jp; Tel.: +81-77-599-3238

Received: 1 October 2020; Accepted: 10 November 2020; Published: 17 November 2020

Abstract: Stock performance prediction is one of the most challenging issues in time series data analysis. Machine learning models have been widely used to predict financial time series during the past decades. Even though automatic trading systems that use Artificial Intelligence (AI) have become a commonplace topic, there are few examples that successfully leverage the proven method invented by human stock traders to build automatic trading systems. This study proposes to build an automatic trading system by integrating AI and the proven method invented by human stock traders. In this study, firstly, the knowledge and experience of the successful stock traders are extracted from their related publications. After that, a Long Short-Term Memory-based deep neural network is developed to use the human stock traders’ knowledge in the automatic trading system. In this study, four different strategies are developed for the stock performance prediction and feature selection is performed to achieve the best performance in the classification of good performance stocks. Finally, the proposed deep neural network is trained and evaluated based on the historic data of the Japanese stock market. Experimental results indicate that the proposed ranking-based stock classification considering historical volatility strategy has the best performance in the developed four strategies. This method can achieve about a 20% earning rate per year over the basis of all stocks and has a lower risk than the basis. Comparison experiments also show that the proposed method outperforms conventional methods.
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1. Introduction

Stock performance prediction is one of the most challenging issues in time series data analysis. How to accurately predict stock performance changing is an open question with respect to the financial world and academia field. Stock performance prediction is a difficult task, due to the complexity and dynamic of the markets and many inexplicit, intertwined factors involved. Economic analysts and stock traders are the earliest pioneers who perform the prediction of stock performance. In the past several decades, thousands of books in stock trading have been published.

Many economic analysts and stock traders have studied the historical patterns of financial time series data and have proposed various methods to predict stock performance. In order to achieve a promising performance, most of these methods require careful selection of index variables and finding the sharing features among the distinguished stocks. William J. O’Neil and M. Weinstein are two representatives of successful traders. They summarized their stock trading experience in the publications [1–4]. William J. O’Neil’s CAN SLIM method has a huge following, and also performed well in American Association of Individual Investors (AAII)’s implementation of his
model [5]. M. Minervini revealed the proven, time-tested trading system he used to achieve triple-digit returns for five consecutive years, averaging 220% per year [6]. Many followers referred to their methodology in stock trading due to their remarkable achievement.

On the other hand, machine learning models, such as Artificial Neural Networks (ANNs) [7–12], Support Vector Regression (SVR) [13–15], Genetic Algorithms (GA) [16], as well as hybrid models [17] have been widely used to predict financial time series during recent decades. In addition, the time-series problem considers Dynamic Time Warping (DTW) that handles scaling and shifting, which is common in the stock market. The recently developed DTW Network is an algorithm candidate for financial time series data processing [18]. Ramos-Requena et al. [19] used the Hurst exponent to measure the correlation and co-movement between two different series. Krollner et al. [20] surveyed papers using machine learning techniques for financial time series forecasting based on technique categories, such as ANN-based, evolutionary and optimization techniques, and multiple/hybrid methods. Cavalcante et al. [21] provided a comprehensive overview of the most important primary studies, which cover techniques such as ANN, SVM, hybrid mechanisms, optimization, and ensemble methods. The surveys indicate that the approaches differ regarding the number and types of variables used in modeling financial behavior; however, there is no consensus on which input variables are the best to be used. In addition, it is important to note that there is no well-established methodology to guide the construction of a successful intelligent trading system. The profit evaluation of the proposed methods when used in real-world applications are generally neglected [21].

Recently, deep learning, as an advanced version of ANN, has attracted attention in the machine learning field because of its high performance in areas such as image recognition and speech recognition. In the field of financial forecasting, a similar new trend considers that a deep neural network has the possibility to increase the accuracy of stock market prediction [22,23]. There are two main deep learning approaches that have been used in stock market prediction: Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN). Rout et al. made use of a low complexity RNN for stock market prediction [24]. Pinheiro et al. explored RNN with character-level language model pre-training for both intraday and interday stock market forecasting. The proposed automated trading system that, given the release of news information about a company, predicted changes in stock prices [25]. Li et al. adopted the Long Short-Term Memory (LSTM) neural network, which is an improved version of RNN, and incorporates investor sentiment and market factors to analyze the irrational component of stock price [26]. Nelson et al. studied the usage of LSTM networks to predict future trends of stock prices based on the price history, alongside with technical analysis indicators [27]. Bao et al. presented a deep learning framework where wavelet transforms (WT), stacked autoencoders (SAEs), and LSTM are combined for stock price forecasting [28]. Fischer et al. used deep learning, random forests, gradient-boosted trees, and different ensembles as forecasting methods on all S&P 500 constituents from 1992 to 2015. One key finding in their research is that LSTM networks outperform memory-free classification methods [29]. In order to show accountability to their customers, Nakagawa et al. proposed to approximate and linearize the learned LSTM models by layer-wise relevance propagation [30].

Compared to RNN and LSTM, there are a relatively few examples of applying CNN for stock market prediction. Sezer et al. proposed a novel algorithmic trading model CNN-TA using a 2-D convolutional neural network based on 2-D images converted from financial time series data [31]. Zhou et al. proposed a generic framework employing LSTM and CNN for adversarial training to forecast high-frequency stock market [32]. On the whole, the LSTM network is the most widely used deep learning technology for stock performance prediction.

As mentioned above, automatic trading systems that use Artificial Intelligence (AI) have become a commonplace topic, but there are few examples that successfully leverage the proven method invented by human stock traders to build automatic trading systems. The first contribution of this study is the development of an intelligent trading system by integrating AI and the knowledge of human stock traders. In this study, the important index variables suggested by economic analysts
and stock traders are used in a deep neural network to predict future stock performance. The second contribution of this study is the verification of the effectiveness of the knowledge of human stock traders and various investment strategies for constructing a successful intelligent trading system. In this study, what index variables are the most significant, and how to perform the stock performance prediction to maximize earning and minimize the risk of investment are investigated. This study is focused on Japanese stock data to explore a reliable investment algorithm for the Japanese stock market. This also aims to verify whether the method invented based on United State (US) stocks is also effective in Japanese stocks, because the traders William J. O’Neil and M. Minervini summarize their experience based on US stocks.

The rest of the paper is organized as follows: Section 2 describes the important index variables and four strategies for stock classification. Section 3 presents the proposed deep neural network to classify the distinguished stocks with good performance. Section 4 shows the evaluation of the proposed systems. Finally, Section 5 concludes this paper.

2. Important Index Variables and Stock Classification

2.1. Important Index Variables for Stock Performance Prediction

In the current stock market, there are hundreds of index variables indicating the value of a stock from different aspects. Professional analysts and stock traders have tried hard to find the correlation between variables and the future performance of stocks. William J. O’Neil and M. Minervini provided many important points and rules for successful stock trading [1,2]. Table 1 lists the 21 index variables (are also called features) that are the most frequently used for recognizing the distinguished stocks in their related publications [1,2].

Among the most important issues in the development of an intelligent trading system is to decide what features should be used for stock performance prediction. One way is just following the suggestions of human stock traders and feeding all features into the developed system. In addition to using all these suggested features, this study presents a feature selection test and verifies the effectiveness of those features. Based on the definition and characteristic of the features, the 21 features are categorized into four groups: price-related features, trading volume features, company financial status-related features, and others. The results of the feature selection test are discussed in Section 4.

In this study, the related data of the important indices with a weekly resolution are downloaded from the stock database and these important features are used as the input of the deep learning algorithm. Daily price-related data and daily trading volume data are also used as the input data of the deep learning algorithm because these two kinds of data (price and trading volume) are the most important for the prediction of stock price from the viewpoint of human stock traders. Using the additional daily resolution data can avoid missing significant dynamic in each week. When the weekly and daily data are used together, the two kinds of data should be synchronized based on time. The solution for data synchronization is explained in Section 3.
Table 1. Important index variables for stock performance prediction.

| Important Index Variables (Features)                     | Resolution | Group                      |
|----------------------------------------------------------|------------|----------------------------|
| Price/Earnings Ratio                                     | Weekly     |                            |
| Relative Strength                                        | Weekly     |                            |
| Price Average of 10 Weeks                                | Weekly     |                            |
| Price Average of 30 Weeks                                | Weekly     |                            |
| Price Average of 40 Weeks                                | Weekly     |                            |
| Year Price High                                          | Weekly     |                            |
| Year Price Low                                           | Weekly     |                            |
| Price Open                                               | Weekly + Daily |                        |
| Price High                                               | Weekly + Daily |                        |
| Price Low                                                | Weekly + Daily |                        |
| Price Close                                              | Weekly + Daily |                        |
| Trading Volume                                           | Weekly + Daily |                        |
| Earnings Per Share 1 Year Growth                         | Weekly     |                            |
| Earnings Per Share 3 Year Growth                         | Weekly     |                            |
| Earnings Per Share 5 Year Growth                         | Weekly     |                            |
| Quarterly Profit Growth Rate Relative to the Last Quarter| Weekly     |                            |
| Quarterly Profit Growth Rate Relative to the Same Quarter in the Last Year | Weekly | |
| Quarterly Sales Growth Rate Relative to the Last Quarter | Weekly |                            |
| Quarterly Sales Growth Rate Relative to the Same Quarter in the Last Year | Weekly | |
| Common Shares Outstanding                                | Weekly     |                            |
| Years in the Stock Market                                | Weekly     |                            |

Price-related features

Trading volume features

Company financial status-related features

Others
2.2. Definition of Positive Samples for Stock Classification

One of the simplest ways of constructing an intelligent trading system is to employ the binary classification algorithm to classify all stocks as two groups: positive samples which are the stocks with good future performance, and negative samples which are the rest of the stocks. This study presents four strategies for classification, and evaluates the strategies from the aspects of both earning rate and risk of investment.

2.2.1. Constant Threshold-Based Stock Classification

Fund managers are concerned about the rising rate $\alpha_C$ of stock price—expressed in Equation (1). For example, if the price rising rate of a stock could surpass a threshold in the next 12 weeks, this stock could be a good candidate for investment. In Equation (1), $CP$ is the closing price in the current week, and $HP_{in\_next\_12\_weeks}$ denotes the highest price in the next 12 weeks. In this constant threshold-based stock classification, $\alpha_C$ is used to classify stocks. It means that if $\alpha_C$ of a stock is higher than the threshold, the stock will be defined as a positive sample in the stock classification; otherwise, the stock is a negative sample. In this study, 70% was chosen as the threshold based on the experience of fund managers. If the developed intelligent trading system uses the constant threshold-based method to select stocks, the system will simply predict whether $\alpha_C$ of the stock is over the threshold or not. The system will buy the positive stock in the current week, and sell the positive stock when its $\alpha_C$ reaches the threshold in the next 12 weeks.

$$\alpha_C = \frac{HP_{in\_next\_12\_weeks} - CP}{CP} \quad (1)$$

2.2.2. Ranking-Based Stock Classification

Because the situation of the market is different every year, in a “good” year, many stocks have good performance and have a high price rising rate. In a “bad” year, the number of stocks with a high price rising rate becomes fewer. In this case, the investment will focus on fewer stocks if the constant threshold method is used for selecting stocks. However, it is necessary to maintain the number of selected stocks and distribute the investment in different stocks to reduce risk.

This study proposes the second strategy in the stock classification. All the stock samples are ranked based on the rising rate $\alpha_R$ expressed in Equation (2), then the top $x\%$ samples are defined as positive samples and the rest ($100 - x\%$) of the samples are negative samples. In Equation (2), $CP$ is the closing price in the current week, and $CP_{after\_12\_weeks}$ denotes the closing price after 12 weeks. In this ranking-based stock classification, $\alpha_R$ is used to classify the stocks. The value of $x$ was empirically decided as 10 in this research. When the developed intelligent trading system uses this method to select stocks, the system will predict whether the stock is ranked as the top 10% or not, and select the 10% stocks as the positive samples for investment. In this method, there is no constant threshold to decide whether the stocks are in the top 10% or not; therefore, it is impossible to use the strategy of the constant threshold-based method (sell the positive stock when $\alpha_C$ of the stock reaches the threshold) for trading. In this method, the developed intelligent trading system will predict whether the $\alpha_R$ of the stock is in the top 10%, and keep the detected top 10% stocks for 12 weeks before selling them. Therefore, $\alpha_R$ is defined as the price rising rate after 12 weeks, which is different from Equation (1).

$$\alpha_R = \frac{CP_{after\_12\_weeks} - CP}{CP} \quad (2)$$

2.2.3. Constant Threshold-Based Stock Classification Considering Historical Volatility

In addition to the price rising rate, volatility is also a factor that needs to be considered in the investment. It is necessary to select the stocks which have both a high price rising rate and low
volatility. Therefore, this study proposes the third strategy: constant threshold-based stock classification considering historical volatility. In this method, the target rate $\beta_C$ is defined as Equation (3).

$$\beta_C = \frac{\alpha_C}{\text{STD}(\frac{CP_{\text{in\_past\_12weeks}}}{CP})}$$  \hspace{1cm} (3)

where $\alpha_C$ can be calculated using Equation (1), and $CP_{\text{in\_past\_12weeks}}$ is a vector which includes the daily closing price in the past 12 weeks. $\text{STD}(\frac{CP_{\text{in\_past\_12weeks}}}{CP})$ is the standard deviation of the normalized price in the past 12 weeks. The value of $\text{STD}(\frac{CP_{\text{in\_past\_12weeks}}}{CP})$ can indicate the historical volatility. In this method, if $\beta_C$ of a stock is higher than a threshold, the stock will be defined as a positive sample in the stock classification; otherwise, the stock is a negative sample. In this study, 8 was chosen as the threshold based on the experience of fund managers. When the developed intelligent trading system uses this strategy, the system will predict whether $\beta_C$ of the stock is over the threshold or not. The system will buy the positive stock in the current week, and sell the positive stock when $\beta_C$ of the stock reaches the threshold in the next 12 weeks.

2.2.4. Ranking Threshold-Based Stock Classification Considering Historical Volatility

Similar to the idea in the second strategy, it is also possible to develop the ranking threshold-based stock classification considering historical volatility. In this method, the target rate $\beta_R$ is defined as Equation (4).

$$\beta_R = \frac{\alpha_R}{\text{STD}(\frac{CP_{\text{in\_past\_12weeks}}}{CP})}$$  \hspace{1cm} (4)

where $\alpha_R$ can be calculated using Equation (2). The developed intelligent trading system will predict whether $\beta_R$ of the stock is in the top 10%, and keep the detected top 10% stocks for 12 weeks before selling them.

The designed four strategies are summarized in Table 2. Section 4 presents the performance of the stock trading system developed based on the proposed 4 strategies.

| Strategy | Variable Used to Classify Stocks |
|----------|----------------------------------|
| Constant Threshold-Based Stock Classification | $\alpha_C = \frac{\text{HP}_{\text{in\_next\_12weeks}} - CP}{CP}$ |
| Ranking-Based Stock Classification | $\alpha_R = \frac{CP_{\text{after\_12weeks}} - CP}{CP}$ |
| Constant Threshold-Based Stock Classification Considering Historical Volatility | $\beta_C = \frac{\alpha_C}{\text{STD}(\frac{CP_{\text{in\_past\_12weeks}}}{CP})}$ |
| Ranking Threshold-Based Stock Classification Considering Historical Volatility | $\beta_R = \frac{\alpha_R}{\text{STD}(\frac{CP_{\text{in\_past\_12weeks}}}{CP})}$ |

3. Deep Neural Network-Based Model for Stock Performance Prediction

3.1. Long Short-Term Memory Networks

Long Short-Term Memory networks—usually just called “LSTMs”—are a special kind of RNN equipped with a special gating mechanism that controls access to memory cells. Since the introduction of the gates, LSTM and its variant have shown great promise in tackling various sequence modeling tasks in machine learning—e.g., natural language processing, image captioning, and speech recognition. Basically, a LSTM unit consists of an input gate, a forget gate, and an output gate. The architecture of an LSTM unit is shown in Figure 1.
Figure 1. Visualization of a Long Short-Term Memory (LSTM) unit.

Suppose that $x_t$ is the input and $h_{t-1}$ is the hidden output from the last time step $t-1$, the input gate decides how much of the new information will be added to the cell state $c_t$, and generates a candidate $\tilde{c}_t$ by:

$$i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + b_i)$$  \hspace{1cm} (5)

$$\tilde{c}_t = \phi(W_{xc}x_t + W_{hc}h_{t-1} + b_c)$$  \hspace{1cm} (6)

where $i_t$ can be thought of as a knob that the LSTM learns to selectively consider $\tilde{c}_t$ for the current time step. $\sigma$ is the logistic sigmoid function and $\phi$ is $\tanh$. Generally, $W$ terms denote weight matrices (e.g., $W_{si}$ is the matrix of weights from the input to the input gate), and $b$ terms are the bias vectors. The forget gate decides how previous information will be kept in the new time step, and is defined as:

$$f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + b_f)$$  \hspace{1cm} (7)

Then, the cell state $c_t$ is updated by:

$$c_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t$$  \hspace{1cm} (8)

where $\odot$ is the element-wise product of the vectors. Then, the output gate uses the output $o_t$ to control what is then read from the new cell state $c_t$ onto the hidden vector $h_t$ as follows:

$$o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + b_o)$$  \hspace{1cm} (9)

$$h_t = o_t \odot \phi(c_t)$$  \hspace{1cm} (10)

In this study, the functional LSTM($\cdot, \cdot$) is used as shorthand for the LSTM model in Equation (11):

$$(h_t, c_t) = \text{LSTM}(x_t, h_{t-1}, c_{t-1}, W, b)$$  \hspace{1cm} (11)

where $W$ and $b$ include the weight matrices and bias vectors indicated in Equations (5)–(9). The value of $W$ and $b$ are determined in the training step.

3.2. Concatenated Double-Layered LSTM for Stock Performance Prediction

This study proposes a LSTM-based network to predict the future performance of stocks by classification. The proposed network classifies stocks into two categories (buying or not) based on the historical sequence data. The “Many to one” model has been widely used in sequence data processing. To fully use the memory and forget ability of LSTM, our proposed network is also a “many to one” model. The architecture of the proposed classification network is shown in Figure 2. This means that when classifying the stocks into two categories (buying or not), the historical sequence
data from time $t-n$ to $t$: $(r_{t-n}, \ldots, r_t)$ are input into the network together. In the proposed network, $n$ was empirically decided as 52 by considering the experience of professional traders.

In Figure 2, “Many to one” architecture for the classification of stocks.

Figure 3 corresponds to the model in Figure 2. It shows the architecture of the model block. There are double-layered LSTMs. Finally, the output is connected with the last LSTM layer. Here, $x_t$ denotes the input data at week $t$. The double-layered LSTM model can be explained by:

$$\begin{align*}
(h_1^t, c_1^t) &= \text{LSTM1}(x_t, h_1^{t-1}, c_1^{t-1}, W_1, b_1) \\
(h_2^t, c_2^t) &= \text{LSTM2}(h_1^t, h_2^{t-1}, c_2^{t-1}, W_2, b_2)
\end{align*}$$

where $[1, 0]$ means not buying a stock and $[0, 1]$ means buying a stock.

In Figure 3, $s_n^t$ stands for $(h_n^t, c_n^t)$, $n = 1$ or 2. To reduce the complexity of the task, in this study, a binary-class classification system was developed for stock performance prediction. This means that the classification system is expected to recognize two categories. Therefore, the output of the final hidden layer connects two nodes to indicate the probabilities for two categories, the probabilities can be estimated from the output of the second LSTM layer as:

$$P_t = W_2 h_2^t + b_2$$

where $W_2$ is a weight matrix from the hidden layer to the output layer, and $b_2$ is the bias vector. $P_t$ is a vector to indicate the probability of the sample for two categories: 0 and 1. The category
“0” means not buying a stock, and the category “1” means buying a stock. The softmax layer and classification layer are responsible for normalization and category selection which are explained in the following equations:

**Normalization:**

\[
\sigma(P_t)_i = \frac{e^{P_{t,i}}}{\sum_{k=0}^{1} e^{P_{t,k}}} \quad \text{for} \quad i = 0 \text{ or } 1 \quad \text{and} \quad P_t = [P_{t,0}, P_{t,1}]
\]  

(15)

**Category selection** = \[
\begin{cases} 
[1, 0] & \text{if} \ \sigma(P_t)_0 > \sigma(P_t)_1 \\
[0, 1] & \text{else}
\end{cases}
\]  

(16)

The double-layer LSTM model can predict whether the automatic trading system should buy or not buy a stock, given the past 52-week history information of that stock. The output of the double-layer LSTM model could be \([1, 0]\) or \([0, 1]\). \([1, 0]\) means not buying the stock, and \([0, 1]\) means buying the stock. The output (\([1, 0]\) or \([0, 1]\)) is decided in the category selection block based on the comparison of the normalized probabilities provided by the softmax layer. If the probability of category “0” (not buying a stock) is higher than the probability of category “1” (buying a stock), the output is \([1, 0]\). Otherwise, the output will be \([0, 1]\).

In the training of the network, \(
\{(r_t−n, ..., r_t); \ \text{Ground Truth} \ ([1, 0]\ or \ [0, 1]\) \}
\) is used as the sample data because of the “many to one” architecture. The training algorithm automatically adjusts the parameters in the model based on the principle of the gradient descent. In the training, the loss function is a cross entropy:

\[
\text{Loss} = - \sum_{j=1}^{N} T_j (\log(\sigma(P_{j,t})))^T
\]  

(17)

where, \(N\) is the number of samples in the training dataset. \(T_j\) is the row vector format ground truth for sample \(j\). The objective of the training process is to minimize the value of Loss Function Equation (17). In Figure 3, both weekly and daily data are used as the input of the LSTM-based deep learning network; one weekly datum can be connected with five daily data from Monday to Friday.

Considering the particularity of the stock classification, the mistakes in the classification have different practical meanings. For example, in comparison to false negative (stocks with good performance are missed in detection), the false positive (stocks are incorrectly detected as good performance stocks) has a higher risk in the real investment. It is possible to give a higher weighting to false positive in the loss function to force the training to reduce the false positive. For example, the ratio of the weighting of false negative and false positive could be 1:2, 1:3, and so on. Therefore, the loss function is reformed as Equation (18). In the experiments, this research presents an attempt to find the best option for parameter \(W_{\text{Loss}}\) in order to achieve good performance of the developed trading system.

\[
\text{Loss} = - \sum_{j=1}^{N} T_j (W_{\text{Loss}} \odot \log(\sigma(P_{j,t})))^T
\]  

(18)

4. Experiment Results

4.1. Experiment Setup and Evaluation Criteria

In this study, a deep neural network was adopted and 52-week historical data of features were used as the input of the deep neural network for a binary classification. For example, when the system performed the classification on 2018/04/01 to select the stocks with good performance in the next 12 weeks, the historical data of 2017/04/03–2018/04/01 (52 weeks) were input into the deep neural network. The ground truth of each historical data is binary data: buying the stock or not, when talking about the future 12-week performance. Because the data are organized weekly, one stock can provide 52 samples per year. For example, the historical data of the samples could be 2017/04/03–2018/04/01, 2017/04/10–2018/04/08, 2017/04/17–2018/04/15, ... , 2018/03/27–2019/03/25. The future 12-week
data of these samples are 2018/04/01–2018/06/25, 2018/04/08–2018/07/02, 2018/04/15–2018/07/09, \ldots, 
2019/03/25–2019/06/17, as shown in Figure 4. In the following description, this paper uses the time of the end of data to denote the 52-week length historical data input into the deep neural network. For example, “2018/04/01” denotes the historical data “2017/04/03–2018/04/01”.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{The 52 samples extracted from one stock data.}
\end{figure}

In this study, the training dataset, validation dataset, and test dataset were separated based on the year and month as shown in Table 3. In order to verify the repeatability of the proposed method, this study presents the evaluation of the different datasets. For example, when the system was tested on the dataset of the period from 2018/04/01 to 2018/09/30 (as indicated in the final row of Table 3), the data from 2017/04/01 to 2017/12/31 were used for validation, and the data from 2001/04/01 to 2016/09/30 were used for training. The datasets in each row of Table 3 are considered as one set. Averagely, the number of samples in each training, validation, and test dataset is about 450,000, 45,000, and 30,000, respectively. It is important to note that there is no overlap among training, validation, and test data in each set. The basic process in the evaluation of each set of datasets is to use the training dataset for training the model and obtaining multiple classifiers. After that, the best classifier is selected based on the validation dataset. Finally, the selected classifier is evaluated in the test dataset. This process was conducted on each set of datasets to demonstrate the repeatability of the proposed methods.

The training dataset was used to train the model. Training is an iteration process with multiple epochs. One epoch means that all training data have been used once for backpropagation. In this study, the number of epochs was set as 50, because 50 epochs are enough for the convergency of the training process. The training process output one classifier after each epoch. Therefore, 50 different classifiers were generated after 50 epochs. Theoretically, the final classifier should have the best performance. However, the performance of the classifiers did not change too much in the training process. One reason is that enough training data were provided for the deep learning algorithm. After several epochs, the training processing converged, and the parameters of the classifier were optimal.
When the system works on the day of 2018, the evaluation criteria are denoted in Equations (20)–(23):

\[ \text{APPL. SCI. 2020} \]

Because excluding the data in that one year can strictly guarantee that any part of the test data is not

\[ \text{验出 years ago from the end of the test data period to the training data period,} \]

\[ \text{For example, when the test dataset is data from 2011} \]

\[ \text{the following best precision criterion was adopted to select the classifier in the validation dataset:} \]

\[ \text{In this study, True Positive Rate (TPR, Recall), True Negative Rate (TNR), Average Correction} \]

\[ \text{Table 3. Training dataset, validation dataset, and test dataset for repeatability evaluation.} \]

\[ \begin{array}{ccc}
\text{Training Dataset} & \text{Validation Dataset} & \text{Test Dataset} \\
\hline
2001/04/01–2010/03/31 & 2010/04/01–2010/12/31 & 2011/04/01–2011/09/30 \\
2001/04/01–2010/09/30 & 2010/10/01–2011/06/30 & 2011/10/01–2012/03/31 \\
2001/04/01–2011/03/31 & 2011/04/01–2011/12/31 & 2012/04/01–2012/09/30 \\
2001/04/01–2011/09/30 & 2011/10/01–2012/06/30 & 2012/10/01–2013/03/31 \\
2001/04/01–2012/03/31 & 2012/04/01–2012/12/31 & 2013/04/01–2013/09/30 \\
2001/04/01–2012/09/30 & 2012/10/01–2013/06/30 & 2013/10/01–2014/03/31 \\
2001/04/01–2013/03/31 & 2013/04/01–2013/12/31 & 2014/04/01–2014/09/30 \\
2001/04/01–2013/09/30 & 2013/10/01–2014/06/30 & 2014/10/01–2015/03/31 \\
2001/04/01–2014/03/31 & 2014/04/01–2014/12/31 & 2015/04/01–2015/09/30 \\
2001/04/01–2014/09/30 & 2014/10/01–2015/06/30 & 2015/10/01–2016/03/31 \\
2001/04/01–2015/03/31 & 2015/04/01–2015/12/31 & 2016/04/01–2016/09/30 \\
2001/04/01–2015/09/30 & 2015/10/01–2016/06/30 & 2016/10/01–2017/03/31 \\
2001/04/01–2016/03/31 data & 2016/04/01–2016/12/31 data & 2017/04/01–2017/09/30 data \\
2001/04/01–2016/09/30 data & 2016/10/01–2017/06/30 data & 2017/10/01–2018/03/31 data \\
2001/04/01–2017/03/31 data & 2017/04/01–2017/12/31 data & 2018/04/01–2018/09/30 data \\
\end{array} \]

However, how to choose the best classifier is a problem. In this study, a validation dataset was used to choose the best classifier. As shown in Table 3, the validation dataset is the most recent year before the test dataset. In addition, there is a three-month gap between the validation data and test data. When the system works on the day of 2018/03/31 and predicts the future of stocks in the next 12 weeks, the validation dataset should be the data from 2017/04/01 to 2018/03/31. However, the future 12-week data for the historical data from 2018/01/01 to 2018/03/31 are not available on the day 2018/03/31. Therefore, the data from 2018/01/01 to 2018/03/31 cannot be used for validation, and the validation dataset has a 9-month period.

In addition, as described in Section 3, the low false positive value is also expected in the stock selection. Therefore, when choosing the classifier, it is also necessary to consider which one has a low false positive value and maintain the high true positive value at the same time. In this study, the following best precision criterion was adopted to select the classifier in the validation dataset:

\[ \text{Argmax}(\text{Precision}, \text{where } \text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}) \quad (19) \]

where TP is the number of true positive samples and FP is the number of false positive samples.

In the repeatability evaluation, the test dataset had half a year period, and the validation dataset had a 9-month period. The training dataset is the data excluding the test and validation dataset. For example, when the test dataset is data from 2011/04/01 to 2011/09/30, the validation dataset is data from 2010/04/01 to 2010/12/31. In this case, the training dataset was the data from 2001/04/01 to 2010/03/31 and the data from 2012/10/01 to 2018/09/30. In this study, future data after the test data were used for training, because the deep learning needs huge training data to achieve good performance. Using the data after the test data period increases the number of training samples. It is important to note that there is a one-year gap from the end of the test data period to the training data period, because excluding the data in that one year can strictly guarantee that any part of the test data is not used in the training.

In this study, True Positive Rate (TPR, Recall), True Negative Rate (TNR), Average Correction Rate (ACR), and Precision were used to evaluate the performance of the developed prediction systems. The evaluation criteria are denoted in Equations (20)–(23):

\[ \text{TPR} = \text{Recall} = \frac{\text{TP}}{\text{P}} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (20) \]

\[ \text{TNR} = \frac{\text{TN}}{\text{N}} = \frac{\text{TN}}{\text{TN} + \text{FP}} \quad (21) \]

\[ \text{ACR} = \frac{\text{TPR} + \text{TNR}}{2} \quad (22) \]
Precision = \frac{TP}{TP + FP} \quad (23)

where P is the number of all positive samples, and N is the number of all negative samples. TP is the number of true positive samples, FP is the number of false positive samples, TN is the number of true negative samples, and FN is the number of false negative samples.

In addition to the four criteria, the average maximum price rising rate of stocks and average maximum price decreasing rate of stocks were also used in the evaluation. Moreover, this study also presents a simulation of stock trading to evaluate the performance of the proposed methods, and the details of the simulation are presented in each following each subsection.

4.2. Results of Constant Threshold-Based Stock Classification

In the evaluation of the method of constant threshold-based stock classification, two factors should be discussed: $W_{Loss}$ parameter in Equation (18), and features in Table 1. Table 4 shows the performance of the classification using all features and $W_{Loss}$ (1:1) values.

The first column indicates the time period of the test dataset. True negative rate, true positive rate (recall), average correction rate, and precision are listed from the second to fifth columns. The average of the maximum rising rate of detected good performance stocks and all stocks are demonstrated in the sixth and seventh columns. The average of the maximum decreasing rate of detected good performance stocks and all stocks are shown in the eighth and ninth columns.

Moreover, this study also presents a simulation of a real stock trading system. In the case of the binary-class classification system using 70% rising rate threshold, the system sets up a 70% rising rate as the selling point. The system will firstly buy all selected stocks. If a selected stock (detected positive sample) achieves 70% rising rate, the system sells it immediately. Otherwise, the stock is kept and sold by the end of 12 weeks. The tenth and eleventh columns of Table 4 show the earning rate of the simulated stock trading system. In addition, the twelfth column of Table 4 provides the basis of all stocks. The basis is the average earning rate from present to 12 weeks later.

In addition, the other two criteria are used in the evaluation of risk: Sharpe ratio with trading on selling point and Sharpe ratio without trading on selling point. The two criteria are defined as Equations (24) and (25):

$$SR_T = \frac{(P_{selling} - CP)/CP}{STD(CP_{until_selling}/CP)} \quad (24)$$

$$SR_{NT} = \frac{(CP_{after_{12weeks}} - CP)/CP}{STD(CP_{in_{next_{12weeks}}}/CP)} \quad (25)$$

where CP is the closing price in the current week, $P_{selling}$ is the price when selling the stock, and $CP_{after_{12weeks}}$ is the close price after 12 weeks. In Equation (24), $CP_{until_selling}$ is a vector which includes the daily closing price from the current week to selling. $CP_{in_{next_{12weeks}}}$ is a vector which includes the daily closing price in the next 12 weeks.

In fact, the Sharpe ratio without trading on selling point means the stocks will be sold at the end of 12 weeks. The thirteenth and fourteenth columns of Table 4 show the Sharpe ratio with trading on selling point, the fifteenth and sixteenth columns of Table 4 illustrate the Sharpe ratio without trading on selling point. In addition, the average of all tests is listed in the last row of Table 4. This study presents the evaluation of different features and $W_{Loss}$ values. Because of the limitation of the page length, Table 5 shows the summary of these evaluations. In this study, the results generated using different $W_{Loss}$ values were compared, and then the best $W_{Loss}$ values were chosen for the feature selection. The following conclusions can be obtained from the data in Table 5:

1. Values of parameter $W_{Loss}$ affect the earning rate.
2. Price features can provide the best performance compared to all features.
(3) The best earning rate happens when the stock classification uses $W_{\text{Loss}}$ (1:2), price features. A 2.146% (6.037–3.891%) earning rate per 12 weeks above basis is achieved in constant threshold-based stock classification.

(4) The Sharpe ratio of the detected stock is lower than all stocks, which indicates that the constant threshold-based stock classification method has a relatively high risk in stock classification. The reason for this is that the stock volatility is not considered in this method.

4.3. Results of Ranking-Based Stock Classification

Similar to the constant threshold-based stock classification, this study also presents multiple evaluations for the ranking-based stock classification. In the evaluation, the effect of different values of $W_{\text{Loss}}$ and input features was tested. In the ranking-based stock classification, the top 10% stocks were considered as positive samples. Table 6 shows results generated using the different configurations. There was no fixed threshold for stock trading; therefore, the simulated stock trading system kept the detected or all stocks until the end of the following 12 weeks and then sold them. Thus, there was no Sharpe ratio with trading. The following conclusions can be obtained from the data in Table 6.

(1) Values of parameter $W_{\text{Loss}}$ affect the earning rate.
(2) Price and trading volume-related features can provide the best performance compared to all features.
(3) The best earning rate happens when the stock classification uses $W_{\text{Loss}}$ (1:2), price and trading volume-related features. A 6.984% (10.875–3.891%) earning per 12 weeks above basis is achieved in the ranking-based stock classification.
(4) The Sharpe ratio of the detected stock is lower than all stocks, which indicates the ranking-based stock classification method has a relatively high risk for the stock classification. The reason is that the stock volatility is not considered in this method.
(5) From the aspect of the earning rate, the ranking-based stock classification method is more effective than the constant threshold-based stock classification method.

4.4. Results of Constant Threshold-Based Stock Classification Considering Historical Volatility

Similar to the constant threshold-based stock classification, this study also presents multiple evaluations for the constant threshold-based stock classification considering historical volatility. In the evaluation, the effect of different values of the parameter $W_{\text{Loss}}$ and input features was tested. Table 7 shows results using different configurations. In the ranking-based stock classification, the threshold for target rate $\beta_C$ was set as eight to classify positive samples. In the simulated trading system, the target rate eight was set as the selling point. If the stock achieves the target rate eight, it will be sold immediately. Otherwise, the system will keep the stock and sell it by the end of 12 weeks. The following conclusion can be obtained from the data in Table 7.

(1) Values of parameter $W_{\text{Loss}}$ affect the earning rate.
(2) Price and trading volume-related features can provide the best performance compared to all features.
(3) The best earning rate happens when the stock classification uses $W_{\text{Loss}}$ (1:1), price and trading volume-related features. A 2.504% (6.395–3.891%) earning per 12 weeks above basis is achieved.
(4) The Sharpe ratio of the detected stock is higher than all stocks, which indicates this method can also reduce risk in stock selection. The reason is that stock volatility is considered in this method.

(5) From the aspects of Sharpe ratio, this method has better performance than the stock classification method without considering historical volatility.
Table 4. Constant threshold-based stock classification with threshold 70%, $W_{loss}$ (1:1), all features.

| Test Datasets | True Negative Rate | True Positive Rate (Recall) | Average Correction Rate | Precision | Average of Maximum Rising Rate of Stocks Detected as Positive Samples and All (%) | Average of Maximum Decreasing Rate of Stocks Detected as Positive Samples and All (%) | Earning Rate of a Simulated System for Stocks Detected as Positive Samples and All (%) | Basis of All Stocks (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) |
|---------------|-------------------|-----------------------------|-------------------------|-----------|---------------------------------|---------------------------------|---------------------------------|----------------------|-------------------------------------------------|-------------------------------------------------|
| 2011/4-2011/9 | 0.830             | 0.700                        | 0.765                   | 0.011     | 10.989                          | 8.727                           | -11.473                         | -9.822               | -1.998                                          | -1.608                                          |
| 2011/10-2012/3| 0.812             | 0.631                        | 0.721                   | 0.026     | 17.994                          | 12.937                          | -7.874                          | -6.933               | 5.857                                           | 3.990                                           |
| 2012/4-2012/9 | 0.756             | 0.745                        | 0.751                   | 0.017     | 11.552                          | 9.363                           | -9.112                          | -8.652               | 1.439                                           | 1.255                                           |
| 2012/10-2013/3| 0.798             | 0.506                        | 0.652                   | 0.111     | 36.373                          | 22.539                          | -5.689                          | -4.754               | 20.129                                          | 17.138                                          |
| 2013/4-2013/9 | 0.744             | 0.765                        | 0.755                   | 0.051     | 24.319                          | 15.806                          | -11.492                         | -9.092               | 5.680                                           | 3.909                                           |
| 2013/10-2014/3| 0.742             | 0.683                        | 0.713                   | 0.025     | 16.142                          | 11.876                          | -11.484                         | -8.840               | 1.241                                           | 1.742                                           |
| 2014/4-2014/9 | 0.807             | 0.701                        | 0.754                   | 0.040     | 19.919                          | 14.266                          | -7.720                          | -6.402               | 7.163                                           | 6.158                                           |
| 2014/10-2015/3| 0.901             | 0.292                        | 0.597                   | 0.034     | 19.304                          | 16.135                          | -6.469                          | -5.086               | 7.238                                           | 8.358                                           |
| 2015/4-2015/9 | 0.866             | 0.549                        | 0.707                   | 0.031     | 18.080                          | 12.300                          | -14.738                         | -11.079              | 0.393                                           | 0.749                                           |
| 2015/10-2016/3| 0.893             | 0.683                        | 0.788                   | 0.056     | 21.651                          | 11.178                          | -15.699                         | -13.246              | 1.413                                           | -2.882                                          |
| 2016/4-2016/9 | 0.850             | 0.654                        | 0.754                   | 0.044     | 20.150                          | 13.867                          | -9.798                          | -8.203               | 6.169                                           | 4.995                                           |
| 2016/10-2017/3| 0.857             | 0.560                        | 0.709                   | 0.041     | 20.610                          | 13.967                          | -8.299                          | -6.322               | 8.911                                           | 6.572                                           |
| 2017/4-2017/9 | 0.886             | 0.598                        | 0.742                   | 0.066     | 26.583                          | 16.118                          | -7.371                          | -4.621               | 11.945                                          | 8.507                                           |
| 2017/10-2018/3| 0.896             | 0.552                        | 0.724                   | 0.057     | 24.044                          | 14.313                          | -13.861                         | -9.032               | 4.193                                           | 2.102                                           |
| 2018/4-2018/9 | 0.899             | 0.592                        | 0.746                   | 0.031     | 16.587                          | 10.874                         | -14.874                         | -11.103              | -3.138                                          | -2.909                                          |

Average $0.836$ $0.614$ $0.725$ $0.043$ $20.286$ $13.854$ $-10.397$ $-8.212$ $5.110$ $3.861$ $3.891$ $0.327$ $0.471$ $0.268$ $0.455$

Table 5. Constant threshold-based stock classification with different $W_{loss}$ values and different features (all: all features; price: price-related features; trading volume: trading volume feature; financial status: company financial status-related features).

| Tests. | True Negative Rate | True Positive Rate (Recall) | Average Correction Rate | Precision | Average of Maximum Rising Rate of Stocks Detected as Positive Samples and All (%) | Average of Maximum Decreasing Rate of Stocks Detected as Positive Samples and All (%) | Earning Rate of a Simulated System for Stocks Detected as Positive Samples and All (%) | Basis of All Stocks (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) |
|--------|-------------------|-----------------------------|-------------------------|-----------|---------------------------------|---------------------------------|---------------------------------|----------------------|-------------------------------------------------|-------------------------------------------------|
| $W_{loss}$ (1:1), all | 0.836 | 0.614 | 0.725 | 0.043 | 20.286 | 13.854 | -10.397 | -8.212 | 5.110 | 3.861 | 3.891 | 0.327 | 0.471 | 0.268 | 0.455 |
| $W_{loss}$ (1:2), all | 0.894 | 0.510 | 0.705 | 0.056 | 22.572 | 13.854 | -11.447 | -8.212 | 5.365 | 3.861 | 3.891 | 0.259 | 0.471 | 0.178 | 0.455 |
| $W_{loss}$ (1:3), all | 0.910 | 0.454 | 0.682 | 0.055 | 22.960 | 13.854 | -11.594 | -8.212 | 5.336 | 3.861 | 3.891 | 0.261 | 0.471 | 0.184 | 0.455 |
| $W_{loss}$ (1:2), price | 0.878 | 0.586 | 0.732 | 0.058 | 23.236 | 13.854 | -11.447 | -8.212 | 6.037 | 3.861 | 3.891 | 0.299 | 0.471 | 0.222 | 0.455 |
| $W_{loss}$ (1:2), price and trading volume | 0.881 | 0.578 | 0.730 | 0.057 | 22.876 | 13.854 | -11.015 | -8.212 | 5.924 | 3.861 | 3.891 | 0.317 | 0.471 | 0.239 | 0.455 |
| $W_{loss}$ (1:2), price and trading volume and financial status | 0.863 | 0.587 | 0.725 | 0.053 | 21.962 | 13.854 | -10.916 | -8.212 | 5.670 | 3.861 | 3.891 | 0.303 | 0.471 | 0.232 | 0.455 |
Table 6. Ranking-based stock classification with different $W_{\text{Loss}}$ values and different features (all: all features; price: price-related features; trading volume: trading volume feature; financial status: company financial status-related features).

| Tests | True Negative Rate | True Positive Rate (Recall) | Average Correction Rate | Precision | Average of Maximum Rising Rate of Stocks Detected as Positive Samples and All (%) | Average of Maximum Decreasing Rate of Stocks Detected as Positive Samples and All (%) | Earning rate of a Simulated System for Stocks Detected as Positive Samples and All (%) | Basis of All Stocks (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) |
|-------|--------------------|-----------------------------|-------------------------|-----------|----------------------------------|----------------------------------|----------------------------------|------------------------|----------------------------------|----------------------------------|
| $W_{\text{Loss}}$ (1:1), all | 0.871 | 0.186 | 0.528 | 0.154 | 19.948 | 13.854 | 10.908 | 8.212 | 4.866 | 3.891 | 3.891 | 0.241 | 0.455 |
| $W_{\text{Loss}}$ (1:2), all | 0.982 | 0.039 | 0.510 | 0.206 | 26.667 | 13.854 | 12.800 | 8.212 | 7.656 | 3.891 | 3.891 | 0.152 | 0.455 |
| $W_{\text{Loss}}$ (1:3), all | 0.985 | 0.028 | 0.506 | 0.161 | 24.347 | 13.854 | 12.836 | 8.212 | 5.615 | 3.891 | 3.891 | 0.098 | 0.455 |
| $W_{\text{Loss}}$ (1:2), price | 0.992 | 0.028 | 0.510 | 0.146 | 22.372 | 13.854 | 9.422 | 8.212 | 4.852 | 3.891 | 3.891 | 0.021 | 0.455 |
| $W_{\text{Loss}}$ (1:2), price and trading volume | 0.993 | 0.034 | 0.513 | 0.226 | 31.077 | 13.854 | 11.089 | 8.212 | 10.875 | 3.891 | 3.891 | 0.314 | 0.455 |
| $W_{\text{Loss}}$ (1:2), price and trading volume and financial status | 0.964 | 0.098 | 0.531 | 0.210 | 25.655 | 13.854 | 10.930 | 8.212 | 8.853 | 3.891 | 3.891 | 0.460 | 0.455 |

Table 7. Constant threshold-based stock classification considering historical volatility using different $W_{\text{Loss}}$ values and different features (all: all features; price: price-related features; trading volume: trading volume feature; financial status: company financial status-related features).

| Tests | True Negative Rate | True Positive Rate (Recall) | Average Correction Rate | Precision | Average of Maximum Rising Rate of Stocks Detected as Positive Samples and All (%) | Average of Maximum Decreasing Rate of Stocks Detected as Positive Samples and All (%) | Earning rate of a Simulated System for Stocks Detected as Positive Samples and All (%) | Basis of All Stocks (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) | Sharpe Ratio of a Simulated System for Stocks Detected as Positive Samples and All (%) |
|-------|--------------------|-----------------------------|-------------------------|-----------|----------------------------------|----------------------------------|----------------------------------|------------------------|----------------------------------|----------------------------------|
| $W_{\text{Loss}}$ (1:1), all | 0.875 | 0.221 | 0.548 | 0.154 | 16.145 | 13.854 | 7.369 | 8.212 | 5.223 | 3.861 | 3.891 | 0.599 | 0.471 |
| $W_{\text{Loss}}$ (1:1), all | 0.987 | 0.027 | 0.507 | 0.165 | 16.342 | 13.854 | 7.838 | 8.212 | 5.111 | 3.861 | 3.891 | 0.546 | 0.471 |
| $W_{\text{Loss}}$ (1:2), all | 0.001 | 0.998 | 0.005 | 0.101 | 13.841 | 13.854 | 9.208 | 8.212 | 3.812 | 3.861 | 3.891 | 0.380 | 0.471 |
| $W_{\text{Loss}}$ (1:3), all | 0.927 | 0.108 | 0.518 | 0.132 | 17.840 | 13.854 | 10.661 | 8.212 | 2.878 | 3.861 | 3.891 | 0.430 | 0.471 |
| $W_{\text{loss}}$ (1:1); price and trading volume | 0.881 | 0.226 | 0.553 | 0.180 | 17.810 | 13.854 | 7.276 | 8.212 | 6.395 | 3.861 | 3.891 | 0.641 | 0.471 |
| $W_{\text{loss}}$ (1:1); price and trading volume and financial status | 0.854 | 0.264 | 0.559 | 0.161 | 16.455 | 13.854 | 7.387 | 8.212 | 5.362 | 3.861 | 3.891 | 0.621 | 0.471 |
4.5. Results of Ranking-Based Stock Classification Considering Historical Volatility

Similar to the previous methods, this study also presents multiple evaluations for the ranking-based stock classification considering historical volatility. In the evaluation, the effect of different values of parameter $W_{Loss}$ and input features was tested. Table 8 shows the results using different configurations. In this method, the top 10% of stocks were considered as positive samples. Table 8 shows a summary of the evaluations. There was no fixed threshold for stock trading; therefore, the simulated stock trading system kept the detected or all stocks until the end of next 12 weeks, then sold them. Thus, there was no Sharpe ratio with trading. The following conclusion can be obtained from the data in Table 8.

1. Values of parameter $W_{Loss}$ affect the earning rate.
2. Price and trading volume-related features can provide the best performance compared to all features.
3. The best earning rate happens when the stock classification uses $W_{Loss}$ (1:1), price and trading volume-related features. The method of the ranking-based stock classification considering historical volatility has a 9.044% earning rate per 12 weeks in Japanese stock data from 2011 to 2018. A 5.153% (9.044–3.891%) earning per 12 weeks above basis is achieved in ranking-based stock classification considering historical volatility.
4. The Sharpe ratio of the detected stock is higher than all stocks, which indicates this method can reduce the risk in stock classification. The value of Sharpe ratio of this method is very similar to its value in the method of the constant threshold-based stock classification considering historical volatility.
5. By considering both earning rate and Sharpe ratio, the ranking-based stock classification method considering historical volatility is the most effective strategy among the proposed four strategies.

In addition, in this study, the proposed deep neural network-based stock performance prediction method was compared with two conventional methods: Logistic Regression-based classification and Support Vector Machine (SVM)-based classification. This comparison was performed for the ranking-based stock classification considering historical volatility. The comparison in Table 9 shows the proposed method has a higher earning rate and a lower risk than the conventional methods.
Table 8. Ranking-based stock classification considering historical volatility using different $W_{Loss}$ values and different features (all: all features; price: price-related features; trading volume: trading volume feature; financial status: company financial status-related features).

| Tests                     | True Negative Rate | True Positive Rate (Recall) | Average Correction Rate | Precision | Average of Maximum Rising Rate of Stocks Detected as Positive and All (%) | Average of Maximum Decreasing Rate of Stocks Detected as Positive and All (%) | Earning Rate of a Simulated System for Stocks Detected as Positive and All (%) Basis of All Stocks (%) | Sharpe ratio of a Simulated System for Stocks Detected as Positive and All (%) |
|---------------------------|--------------------|-----------------------------|-------------------------|-----------|--------------------------------------------------------------------------|--------------------------------------------------------------------------------|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| $W_{Loss}$ (1:1), all     | 0.918              | 0.103                       | 0.511                   | 0.119     | 17.213                                                                   | 13.854                                                                       | −8.212                                                                           | 5.639                                                                       | 3.891                                                                       | 3.891                                                                       |
| $W_{Loss}$ (1:2), all     | 0.988              | 0.003                       | 0.500                   | 0.096     | 13.060                                                                   | 13.854                                                                       | −8.746                                                                           | 2.516                                                                       | 3.891                                                                       | 3.891                                                                       |
| $W_{Loss}$ (1:0.5), all   | 0.004              | 0.997                       | 0.500                   | 0.100     | 13.829                                                                   | 13.854                                                                       | −8.191                                                                           | 3.903                                                                       | 3.891                                                                       | 3.891                                                                       |
| $W_{Loss}$ (1:1), price   | 0.916              | 0.108                       | 0.512                   | 0.096     | 17.696                                                                   | 13.854                                                                       | −5.97                                                                            | 8.448                                                                       | 3.891                                                                       | 3.891                                                                       |
| $W_{Loss}$ (1:1), price and trading volume | 0.975              | 0.041                       | 0.508                   | 0.154     | 23.365                                                                   | 13.854                                                                       | −8.226                                                                           | 9.044                                                                       | 3.891                                                                       | 3.891                                                                       |
| $W_{Loss}$ (1:1), price and trading volume and financial status | 0.936              | 0.102                       | 0.519                   | 0.134     | 18.846                                                                   | 13.854                                                                       | −8.176                                                                           | 6.480                                                                       | 3.891                                                                       | 3.891                                                                       |

Table 9. Comparison for ranking-based stock classification considering historical volatility.

| Tests                      | True Negative Rate | True Positive Rate (Recall) | Average Correction Rate | Precision | Average of Maximum Rising Rate of Stocks Detected as Positive and All (%) | Average of Maximum Decreasing Rate of Stocks Detected as Positive and All (%) | Earning Rate of a Simulated System for Stocks Detected as Positive and All (%) Basis of all stocks (%) | Sharpe ratio of a Simulated System for Stocks Detected as Positive and All (%) |
|----------------------------|--------------------|-----------------------------|-------------------------|-----------|--------------------------------------------------------------------------|--------------------------------------------------------------------------------|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Proposed method            | 0.975              | 0.041                       | 0.508                   | 0.154     | 23.365                                                                   | 13.854                                                                       | −8.226                                                                           | 9.044                                                                       | 3.891                                                                       | 3.891                                                                       |
| Logistic Regression        | 0.046              | 0.937                       | 0.491                   | 0.098     | 13.783                                                                   | 13.854                                                                       | −8.166                                                                           | 3.857                                                                       | 3.891                                                                       | 3.891                                                                       |
| SVM                        | 0.117              | 0.833                       | 0.475                   | 0.094     | 14.088                                                                   | 13.854                                                                       | −8.365                                                                           | 3.928                                                                       | 3.891                                                                       | 3.891                                                                       |
5. Conclusions

This study presents four strategies for stock classification and performs feature selection to achieve a higher earning rate and lower risk in stock classification. The following points are concluded based on the evaluations and analysis:

1. Using the ranking method can improve the earning rate above basis.
2. Using historical volatility information for training can increase the Sharpe ratio and reduce the risk in stock classification.
3. Using price and trading volume-related features has a better performance than using full features in stock classification.
4. By considering both earning rate and risk, the ranking-based stock classification method considering historical volatility is the most effective strategy among the proposed four methods. About 5.2% earning rate per 12 weeks over than the basis of all stocks is achieved in the repeatability test. The selected stocks have lower risky than basis.
5. The proposed deep neural network-based stock performance prediction method has better performance than the conventional methods.

The proposed method can have about 36% (9.044% per 12 weeks) earning rate per year in the Japanese stock market. However, excellent human stock traders have achieved triple-digit returns per year [6]. There is still a gap between the performance of the developed intelligent trading system and the achievements of human stock traders. This paper proposed the use of the classification network to classify the stocks into two categories: buying or not. In the future, a regression network will be developed to predict the exact value of the future price. In this way, the developed trading system is expected to obtain higher earnings.
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