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Abstract

We use in situ portable X-Ray Fluorescence data acquired in sawn drill core samples of rocks from the Sabiá prospect, at the Rio Salitre greenstone belt, São Francisco Craton Brazil, for pseudo-log automatic generation through running unsupervised learning models to group distinct lithotypes. We tested the K-means and Model-Based Cluster (MBC) algorithms and compared their performance in the raw and filtered data with a manual macroscopic log description. From the initial 47 available elements, 20 variables were selected for modeling following the criteria of presenting at least 95% of uncensored values. Additionally, we performed a Shapiro-Wilk test that confirmed a non-parametric distribution by verifying the P-value attribute less than the 5% significance level. We also checked if the dataset's distribution was statistically equivalent to the duplicates with the assistance of a Kruskal-Wallis test, which would confirm the representativity power of the measurements at the same 5% significance level. After this step, the pseudo-log models were created based on reduced dimension data, compressed by a centered Principal Component Analysis with data rescaled by its range. Concerning to reduce the high-frequency noise in the selected features, we employed an exponential weighted moving average filter with a window of five samples. By the analysis of the Average Silhouette Width on sample space, the optimum number for K-means was fixed in two, and then the first models were generated for raw and filtered data. From the MBC perspective, the sample space is interpreted as a finite mixture of groups with distinct Gaussian probability distribution. The number of clusters is defined by the analysis of the Bayesian Information Criteria (BIC), where several models are tested, and the one in the first local maximum defines the number of groups and the type of probabilistic model in the simulation. For the data used in this work, the optimum group number for MBC is four, and the probabilistic model type determined by the BIC is elliptical with equal volume, shape, and orientation. Thus, Model-Based Cluster has detected four different cluster groups with almost the same
representativity for the two drill cores' samples. All K-means and MBC models were able to
detect changes in lithotypes not described in the manual log. On the other hand, one lithotype
described by the experts was not detected by this methodology in any attempt. It was needed a
detailed investigation with thin section descriptions to determine the cause of this response.
Finally, compared with the manual log description, it is notable that the models built on filtered
data have better performance than those generated on raw data, and the MBC filtered model
had better performance than the others. Hence, this multivariate approach allied to filtering the
data with a moving average transformation can be a tool of great help during several stages of
mineral exploration, either in the creation of pseudo-log models prior the description of the drill
core samples or in the data validation stage, when it is necessary to standardize several
descriptions made by different professionals.

**KEYWORDS:** K-means, Model-Based Clustering, Unsupervised Learning, Portable X-Ray
Fluorescence
1. Introduction

The "data-rich paradigm" is already a reality in mineral exploration. This scenario can be found in several segments of the mineral industry, such as airborne geophysics, exploratory geochemical surveys, mineral resources, and reserves analyses evaluation, studies of physical properties of the rock, mechanical assays of mine engineering, ore grade control, and environmental monitoring, among many other study branches associated with various stages in the mineral research. Moreover, some government entities (Agencies and Geological Surveys) also provide valuable data for the mineral industry, increasing the available volume of information. In this data-dominated scenario, fast, consistent, and reliable analysis is vital for decision making and resource investment.

One of the mineral industry's main challenges in practically all stages of exploration is to manage and integrate information from large data sets. Log description is a qualitative analysis based on the geologist's experience, and sometimes challenging to match together, mainly when several professionals describe a large volume of samples over a long period. Also, the drill core manual interpretation can be very time-consuming and challenging, especially when integrating into the analysis of multiple variables (Hill et al., 2020).

Despite some limitations, portable X-Ray Fluorescence analysis (pXRF) can be useful in numerous scenarios, whether to increase the spatial resolution of laboratory data or to assist in real-time or near-real-time support for operational decisions in drill core management (Fisher et al., 2014). The significant advantages of the pXRF over conventional laboratory analysis are the speed of data collection and the low cost of the analyses (Le Vaillant et al., 2014), which permits the compilation of a high amount of spatially representative information.

Machine Learning Algorithms (MLA) has proved to be a useful tool in managing geological data in several instances. Some of the most notable cases of MLA applied to geosciences focus on a diverse range of topics, such as prediction of hydrothermal alteration, automatic detection
of basement rocks in drill-hole, refining lithological mapping using airborne geophysics, and identifying mineral prospectivity by the integration of regional data (Bérubé et al., 2018; Costa et al., 2019; Hill and Uvarova, 2018; Kuhn et al., 2018; Rodriguez-Galiano et al., 2015; Wedge et al., 2019).

In this work, we present an approach to assist the drill core management with a fast, consistent, and highly reproducible methodology based on open-source code and data already acquired, which sometimes represents a challenge due to survey issues and/or the high number of geochemical features. For this purpose, we employed unsupervised Machine Learning methods in portable X-Ray Fluorescence data of drill core rock samples to generate pseudo-log. The term pseudo-log is used here in the sense of automatic classification of the rock samples stacked in the same order of the drill core depth and not validated by a specialist. We tested and compared the performance of two standard clustering algorithms, K-means, and the MBC, in raw and transformed data, filtered by the EWMA convolution. The clustering models were performed in results obtained from two drill cores near the sulfide-rich Sabiá prospect (Ribeiro et al., 1993), in the Rio Salitre greenstone belt (RSGB), São Francisco Craton, located in Bahia, northeastern Brazil (Figure 1).
The RSGB is located in the São Francisco Craton (SFC), a major geotectonic unit of the South American platform, placed in the southeast and northeast regions of Brazil, and stabilized during the Neoproterozoic Brasiliano cycle of orogenies. (Almeida et al., 1981; Heilbron et al., 2017). The SFC comprises a large number of Archean to Paleoproterozoic TTG-gneisses, granitoids, and greenstone belts, which consist of various sialic units, some of them named Gavião, Serrinha, and Jequié blocks (Alkmim and Martins-Neto, 2012; Alkmim et al., 1993; Barbosa and Barbosa, 2017; Barbosa and Sabaté, 2004; Barbosa, 2012; Cordani et al., 1992; Oliveira et al., 2010; Teixeira et al., 2017, 1996). The Gavião block, north of the São Francisco Craton, comprises a variety of TTG, granitoids, migmatites, and greenstone belt-like
metavolcano-sedimentary associations (e.g., Rio Salitre, Brumado, Boquira, and Riacho de Santana, Barbosa, 2012).

The RSGB is a Paleoproterozoic metavolcano-sedimentary sequence located in the northernmost portion of the Gavião Block (Barbosa and Barbosa, 2017; Garcia, 2017; Teixeira et al., 2017). The Rio Salitre consists of two units, from bottom to top: i) *Baixo Vale do Rio Salitre*: metapelites, metagraywacke, and meta-arkose, interlayered with mafic-ultramafic and felsic metavolcanic rocks and ii) *Sobradinho*: composed of banded iron formations, paragneiss, phyllites, mica schists, metabasic and meta-ultrabasic rocks, calc-silicate rock, and quartzites. These units were deformed and metamorphosed at low greenschist facies metamorphic grade.

The RSGB has potential for base metals (Cu-Pb-Zn) associated with VHMS and orogenic gold type deposits (Barbosa, 2012). Several occurrences of Cu-Pb-Zn have been described in this sequence, highlighting the Sabiá prospect (reserves of 10 million tons of massive sulfide, Ribeiro et al. 1993), presenting pyrite- and pyrrhotite-rich levels in calc-silicate rocks with tremolitization associated with the Sobradinho unit (Angelim, 1997).

1.2. Rock samples

The samples used in this work were collected from two complementary drill cores next to the Sabiá prospect, that intercept all the stratigraphy of the Baixo Vale do Rio Salitre unit. On average, the samples have 15 cm of length, and one sample was taken from about every 2 meters.

The described rocks are mostly fine-grained and show similar color and texture. These features make manual logging, an essential task in mineral exploration, complicated and costly. Despite similarities between the drill cores' lithotypes, we described at least four rocks types: calc-silicate rocks, carbonaceous phyllites with and without mineralization, metapelites, and metamafic rocks (Figure 2).
The mineralized portions, hosted by carbonaceous phyllites, are characterized by centimetric layers of discordant to concordant massive pyrite (Figure 2d), associated with locally disseminated sulfides (pyrite and pyrrhotite) and sulfide remobilization in calcite veinlets.

Figure 2: Representative rock samples from different lithotypes used in this study: a) calc-silicate rock, b) metapelite, c) carbonaceous phyllite, d) mineralized carbonaceous phyllite, and e) metamafic rock.

1.3. X-Ray Fluorescence

The instrument used in this work was a Thermo Scientific Niton XL3t Goldd+ XRF analyzer, with 2W, 50kV Au anode tube, and a geometrically optimized large area drift detector. The
instrument offers three methods of analysis, and the method chosen in this work is named "TestAll Geo," indicated when the concentration of interest elements is unknown. "TestAll Geo" is a hybrid mode able to detect several major, minor, and trace elements: Ag, Al, As, Au, Ba, Bi, Ca, Cd, Ce, Cl, Co, Cr, Cs, Cu, Fe, Hf, Hg, La, Mg, Mn, Mo, Nb, Nd, Ni, P, Pb, Pd, Pr, Rb, Re, S, Sb, Sc, Se, Si, Sn, Sr, Ta, Te, Th, Ti, U, V, W, Y, Zn, Zr. The instrument was coupled on a stationary test stand during the measurements, where the samples were placed. Each measurement took 120s, with 60s of duration for each beam.

The measurements were performed on quartered and sawed drill core samples, using the "point and shoot" or *in situ* assay mode. The QA/QC adopted procedures followed the suggestions of Fisher et al. (2014) and Piercey (2014) and, as the certified material used in this work, are described in Appendix A.

Aiming to check the representativeness of information, the second measurement of each sample was collected on another spot. Despite some outlier values for all considered elements, the main distribution is maintained in both first and second analyzed spots (Figure 3). The statistical verification of distribution type and equivalence between data from the first and second spot distributions are presented in Appendix B.
2. Data Preparation

2.1. Data management

The bulletins of the X-Ray Fluorescence data were gathered in a single spreadsheet. All procedures of data preparation were performed in the R environment. The data management step was performed using the concepts of "Tidydata" handling, with the "dplyr" package (Wickham, 2014). The graphical analysis and all statistical diagrams shown in this work were done using the package "ggplot2" (Wickham, 2016).

From an initial number of 47 elements, we selected 20 for exploratory data analysis following the proportion of uncensored data. Only variables with at least 95% of valid results were taken. Then, for the multivariate analysis, all missing values were replaced by half of the lower limit of detection, as suggested by Farnham et al. (2002) and Kwak and Kim (2017). No outliers
were removed from the data, as outliers can represent some interesting samples in mineralization.

Each variable was scaled to values between 0 to 1 regarding its range using a Min-Max Feature scaling. This approach matches the ranges into given values but preserves the original data distribution. The normalization is a mandatory step of data preparation in multivariate analysis because of the variance's regularization, an essential parameter to several statistical procedures and verifications (Grunsky, 2010). The Min-Max Feature Scaling is given as:

\[ y(i) = \frac{x(i) - \min(x)}{\max(x) - \min(x)} \]

where \( x(i) = (x_1, ..., x_n) \), and \( y(i) \) is the \( i^{th} \) normalized data.

2.2. Exponentially Weighted Moving Average Filtering

The Exponentially Weighted Moving Average (EWMA) is a filtering process similar to a low-pass convolution, extensively applied in financial market analysis for anomaly detection, forecasting risk analysis, and pattern prediction in general (Lucas and Zhang, 2016; Mitra et al., 2019; Nakano et al., 2017; Ross et al., 2012).

The nature of geological data in drill core samples allows the interpretation that neighbors samples may have a particular correlation. Therefore, the EWMA filtering process is suitable for reducing the high-frequency noise, which can either result from some specificity of a sample (nugget effect) or is a product of accuracy issues of the pXRF analysis.

EWMA filtering is described as follows:

\[ EWMA_{x_i} = \frac{x_i + (1 - \alpha)x_{i-1} + \cdots + (1 - \alpha)^nx_{i-n}}{1 + (1 - \alpha) + \cdots + (1 - \alpha)^n} \]

Where \( EWMA_{x_i} \) is the filtered value for the \( x_i \) sample, \( n \) is the number of neighbors samples considered in the filtering process, and \( \alpha \) is the weighting coefficient that decays exponentially from the centered sample in the function of the distance and is defined as:
\[ \alpha = \frac{2}{n + 1} \]

The EWMA filtering has some advantages, such as a fast performance with low computational cost, strong smoothing properties, with the weights of the neighbor's samples automatically given in function of the number of neighbors. EWMA requires the definition of some hyperparameters, adjusted by the interpreter. The more neighbors' values are considered during the filtering process, the smoother the resulting curve. In most cases, when many neighbors are considered, it also adds an offset or lag incrementation to the curve's shape. Furthermore, it may input loss of information as the first \( n - 1 \) samples are lost in the filtering process.

For data used in this work, the optimum value of neighbors was defined as five, as there was no visible offset added to data, and the algorithm still performed a considerable smoothing in the pattern of the analyzed curve with minimal data loss (Figure 4). For comparison purposes, filtered and raw data sets were treated separated in most of the further analyses.

![Figure 4: concentration of Zr (ppm) of ranked samples for raw data (black line), filtered data for five (red dashed line), fifteen (green dashed line), and twenty-five (blue dashed line) neighbors.](image)

3. **Data Analysis**

   3.1. **Correlation**
The Spearman correlation index ($\rho$) is a rank-based non-parametric correlation of $n$ variables taken by pairs, that measures the capacity of the $i$ rank-ordered values of one variable to predict the rank-ordered values of another. The value of $\rho$ was calculated by the selected elements in the raw and filtered dataset (Figure 5). In the two groups of data, it is possible to identify groups of elements that correlate with each other, both with positive and negative correlations. Ba and Zr correlate with each other and show moderate to strong negative correlation with almost all others. The others groups that show a good correlation is Nd, Pr, Sb, Sn, Cd, Cs, and Te with a positive correlation varying from 0.5 to 0.9 and Cu, Ni, Fe, Cr, V, and Ti with a weak to strong correlation varying from 0.3 to 0.8. By comparing both correlation matrices, it is possible to notice that the elements' relationships tend to be stronger in the filtered data than in the raw data.
Figure 5: Spearman ranked correlogram of the selected elements for filtered (upper triangular matrix) and raw data (lower triangular matrix).

All these groups and associations between elements represent the compositional variation of the main constituent minerals of the analyzed lithotypes. In a traditional assessment, the interpreter tries to link these associations to previously known lithotypes. However, due to the high number of analyzed variables, interpretation can become challenging even for the most experienced professionals.

### 3.2. Dimensionality Reduction
The most common dimensionality reduction method is the Principal Component Analysis (PCA; Grunsky and Arne, 2020). PCA relies on a combination of linear transformations called "basis change" that aims to maximize the data variance on several orthogonal axes, ordered by the first to the last, based on the proportion of explained variance of the dataset. Thus, the first components are often interesting for multivariate analysis, since they typically account for a large proportion of the total variation, as the last components are usually discarded since they may reflect noise rather than the systematic pattern (Forkman et al., 2019). PCA is particularly util before running a cluster analysis because as many clustering methods rely on the "distance concept" (Frey and Dueck, 2007), the PCA's space optimization helps in these processes.

For the dataset used in this work, PCA ran on filtered indicates that the filtering process effectively assists on the noise reduction, as the first components explain a considerable amount of data variance, compared to PCA ran on raw data (Figure 6). Thus, the five first components of the filtered data explain 86% of data variance, while the same number of components explains 76% of the variance on raw data, making the other 15 components almost negligible in both cases. Taking advantage of dimensionality reduction, we used the PCA transformation in raw and filtered data as input of the Unsupervised Learning models.
Figure 6: PCA of the selected variables: a) Scree plot of the first ten dimensions and the respective percentage of explained variance for raw (grey curve) and filtered data (red curve); b) Individuals and Eigenvectors plot of First and Second Dimensions colored by the $\cos^2$ value for raw and c) for filtered data.

4. Unsupervised Learning

4.1. K-means

K-means is a common unsupervised approach that aims to minimize the dissimilarity between the $i$th sample and its respective centroid (Landau and Chis Ster, 2010; Lloyd, 1982). Many algorithms work based on Euclidean Distance, but most of them also permit to change this parameter to an alternative spatial representation.
The algorithm functions by determining which cluster's centroid is closest to each point. Each point is then assigned to its nearest cluster. Each cluster's centroid is recalculated as the arithmetic mean or geometric center of all its assigned points' locations. This process is repeated until no points can be assigned to a closer cluster, or the stopping condition has been reached (Mouton et al., 2020). The algorithm's standard input is the data, the number of iterations, and the number of clusters that cannot be defined automatically for the algorithm.

The Silhouette Width $s(i)$ is defined based on the relation between the $i^{th}$ sample and the distances from the center of the respective cluster and the center of the closest neighbor cluster not containing this sample (Lengyel and Botta-Dukát, 2019), and can be expressed as follows:

$$s(i) = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}}$$

Where dissimilarity $b(i)$ between the $i^{th}$ sample and the nearest cluster not containing $i$, and $a(i)$ is the same metric between $i$ and the center of the given cluster. Therefore, the Average Silhouette Width is the sum of the respective values of Silhouette Width divided by the number of samples (Lengyel and Botta-Dukát, 2019)

$$S(x_1, ..., x_n) = \frac{\sum_{i=1}^{n} s(i)}{n}$$

Hence, for a specific $k$ number of clusters, the one better suitable for the data is the value of $k$ that maximizes $S$.

For the data used in this work, the maximum value for the Average Silhouette Width was obtained with $k = 2$, value considered for further models of K-means Clustering (Figure 7)
Figure 7: Estimates of the optimum number of clusters by a) the Elbow method and b) the Average Silhouette Width

4.2. Model-Based Clustering

Unlike K-means, a Model-Based Clustering (MBC) does not require any hyperparameter imputation or prior information about the number of groups or the distributions. In MBC, it is assumed that the data are generated by a mixture of underlying probabilities distributions in which each component represents a different group or cluster (Fraley and Raftery, 2002, 1998; Lai et al., 2018; Landau and Chis Ster, 2010).

The data partition is determined by the Expectation-Maximization (EM) for maximum likelihood, with initial values from agglomerative Hierarchical Clustering (Fraley and Raftery, 1998). Then, several distribution models are compared using the Bayesian information criterion (BIC) applied to multiple models simultaneously.
The BIC is based on Bayesian factors, which is the posterior odds for one model against other assuming neither is favored \textit{a priori} (Fraley & Raftery, 1998). The BIC is independent of how the different models are built, changing some constraints about the clusters' shape, volume, and orientation. After comparing the possible models through different numbers of clusters, from 1 to \( n \), the first local maximum is considered to be the best suitable model (Boehmke and Greenwell, 2019)

\[
BIC = \ln(n)k - 2\ln(\hat{L})
\]

Where \( n \) is the sample size, \( k \) is the number of parameters estimated by the model and \( \hat{L} \) is the maximized value of the likelihood function (Boehmke and Greenwell, 2019), as follows:

\[
\hat{L} = p(x | \hat{\theta}, M)
\]

Where \( M \) is a probabilistic model, \( \hat{\theta} \) is the parameters that maximize the likelihood function and \( x \) the observational data.

The EM algorithm shows that for the filtered data, the suitable number of clusters is four, given by the first local maximum BIC value for the EEE model. This model adjusts a given number of elliptical clusters of equal volume and direction, and a probabilistic model is calculated based on point density for each cluster (Figure 8).
5. Results

Four clustering models were generated in raw data and filtered data, varying according to the clustering method, K-means, or Model-based Clustering (Figure 9). As the K-means Clustering depends on the predefined $k$ parameter given by the maximum Silhouette Average Width (Figure 9a and b), the generated models indicate only two groups by this method (Figure 9a and 8b). Generally, these two groups split those samples with an
association of Ni-Cu-Cr (negative values of PC1) from those with an association of Ba-Zr (positive values of PC1).

The MBC show some differences in the number of groups between raw and filtered data. Only three clusters were defined on raw data, with a superposition of groups on the space generated by the two first dimensions (Figure 9c). While for the filtered data, four distinct groups with no superposition on PC1-PC2 space were defined (Figure 9d).

Moreover, on the pseudo-log generation (in-depth constrained clustering analysis), the effect of filtering becomes more evident as the high-frequency noise tends to decrease in both K-means and MBC pseudo-logs (Figure 10). For all pseudo-logs generated, the MBC ran on filtered data is closer to the manually described log. Furthermore, there are still notable differences, such as an apparent greater detail in the APA2001 drill core (separating a class for the more sulfide range). Besides, no clustering model was able to distinguish between the rocks described as calc-silicate and metamafic.
Figure 9: Bivariate plot of the first and second dimensions of PCA with each sample's position and the respective cluster classification. K-means for Clustering for a) raw and b) filtered data; MBC for c) raw and d) filtered data.

Figure 10: Pseudo-log of drill cores APA2001 and APA3001 generated by K-means and MBC for raw and filtered data and comparing element variation and manual log description.

6. Conclusions

We performed two types of Clustering Analysis in portable X-Ray Fluorescence data of drill core samples from a VHMS occurrence hosted in an Archean/Paleoproterozoic greenstone belt: K-means and Model-Based Clustering. Another comparison we tested was models developed over raw and Exponentially Weighted Mean Average filtered data.
The application of a filter to noisy data, such as that found in some pXRF assays, helps separate groups of lithotypes. As the clustering models rely on geochemical contrast, the filtering process allied to Principal Component Analysis helped increase the signal to noise compensation and maximize the contrast between the clusters. In general, both models developed using the filtered data showed clustering performance closer to that described by professionals.

Both the Silhouette and elbow methods suggest only two clusters for the K-means, which vaguely resembles separating the metapelites and calc-silicate rock, but this method could not detect any other lithotypes.

On the other hand, the Model-Based Clustering analysis suggested four clusters, resembling more with the manual log description. The model could assess this resemblance even then some key-elements were not available for the analysis, like C, Mg, Ca, and K (some of them not analyzed by the pXRF or not pass in the several data tests ran before the clustering model).

In some cases, the pseudo-log models consistently proposed changes on the rock type not detected in the manual log. The method was able to detect small variations in composition amid large rock packages that went unnoticed in the manual description.

However, one lithotype described as "metamafic rock" at the bottom of the APA3001 drill core could not be detected by any models. A possible explanation is the lack of contrast between the analyzed elements due to the similar mineralogy confirmed by thin-section petrography.

The samples from the core APA2001 have a higher level of difficulty fitting a model because of the thin layers repeating rhythmically, as seen in the manual log description. The core APA3001 is more homogeneous than the former, and even in raw data, the models had a certain degree of convergence.

One issue to be considered is the spatial resolution of the measurements. This matter allied to the geochemical contrast can contribute to the pseudo-log's resemblance to the manual
description, and for small resolution as the one taken in this work, only general discrimination is expected.

After all, the results suggest that the MBC method had a better performance than the K-means, mainly for the filtered data. The use of the methods described in this work, especially the Model-Based Clustering combined with EWMA and PCA, can be applied as an important tool in the mineral exploration industry. It highlights that its application can be of aid to solve problems during the validation of geological models based on drill hole data.
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**Appendix A. Quality Control**

The analytical workflow followed the recommendations of Fisher et al. (2014). At the beginning of every batch analysis, the instrument was configured to read continually for at least 40 minutes to correct the instrumental drift caused by variations on the cathode temperature (Ida, 2004; Thermo-Scientific, 2013).

The reference material RM 180-646 was read between every ten samples (or 20 spot measurement). For elements Zr, Sr, Cu, Ni, Fe, and Ti, was detected a translational bias higher than 2% on the measurements of the RM after the 22nd reading (Figure A.1). We applied a correction factor for the adjustment of the values. The factor is calculated by the relation of the average of the first 22 measures. Then this numeral is divided by the average for the offset values (Table A.1.)

Table A.1.: Average concentration for elements with a translational bias higher than 2% and correction factor

| Element | Zr      | Sr      | Cu      | Ni      | Fe      | Ti      |
|---------|---------|---------|---------|---------|---------|---------|
| \( \bar{X} \) (1-21) | 377.15  | 103.22  | 284.46  | 100.56  | 40507.43| 4141.71 |
| \( \bar{X} \) (22-36) | 343.07  | 101.02  | 277.74  | 90.73   | 39482.14| 3882.05 |
| Correction | 1.099   | 1.022   | 1.024   | 1.108   | 1.026   | 1.067   |
Figure A.1.: Shewhart control chart (Piercey, 2014) for measurements on RM 180-646. Identification of the translational bias for a) Fe and b) Zr, and values corrected c) and d) for the same elements.

Appendix B. Significance Tests

B.1 Verification of Data Distribution

An essential step in exploratory data analysis is the determination of the distribution type. If the data is parametric, the mean and standard deviations are reasonable estimates for the center, and the spread of data and several inference tools can be used to analyze and infer population parameters. Otherwise, data must be treated differently with methods that do not rely on these geometric parameters.

There are nearly 40 tests available for normality verification, but several authors (Razali and Wah, 2011; Saculinggan and Balase, 2013; Yap and Sim, 2011) show that the Shapiro-Wilk test is the more powerful test for most types of distributions and sample size. The Shapiro-Wilk
test (Shapiro and Wilk, 1965) was initially defined for small samples \( n < 50 \), and then it was improved by Royston (1982) that expanded the test for a greater range of values \( 3 \leq n \leq 5000 \).

In this work, this test was performed for each selected element on the database, considering only the first pXRF spot data. For a significance level of 5% and analyzing the P-Value parameter, all the selected elements presented \( P \)-Value \(< 0.01 \) (Table B.1), which means that the respective distribution for each element is not the normal distribution, what can be confirmed in the Q-Q Plot diagram (Figure B.1).

Table B.1: Statistical summary for selected elements with more than 95% measurements above the lower limit of detection and respective P-Value for the Shapiro-Wilk and Kruskal Wallis Statistical Significance Test

| N | Element | Values (ppm) | Statistical Significance: P-Value (\( \alpha = 0.05 \)) |
|---|---------|--------------|------------------------------------------------------|
|   |         | Min. | 1st Qu. | Median | Mean | 3rd Qu. | Max. | Shapiro-Wilk | Kruskal-Wallis |
| 1 | Ba      | 448.32 | 1069.58 | 1236.66 | 1333.76 | 1592.95 | 2497.94 | \(< 0.01 \) | 0.38 |
| 2 | Cd      | 10.87  | 60.20  | 71.61  | 73.15  | 84.45  | 158.46 | \(< 0.01 \) | 0.57 |
| 3 | Cl      | 1120.56 | 8656.18 | 9432.14 | 9266.63 | 10027.47 | 21456.72 | \(< 0.01 \) | 0.37 |
| 4 | Cr      | 9.17   | 14.06  | 15.54  | 21.66  | 27.82  | 122.06 | \(< 0.01 \) | 0.84 |
| 5 | Cs      | 144.26 | 483.02 | 537.49 | 534.80 | 589.15 | 885.52 | \(< 0.01 \) | 0.05 |
| 6 | Cu      | 249.05 | 644.71 | 731.96 | 731.35 | 812.98 | 1579.56 | \(< 0.01 \) | 0.70 |
| 7 | Fe      | 1905.72 | 11173.17 | 16594.67 | 18730.61 | 23714.21 | 79021.55 | \(< 0.01 \) | 0.33 |
| 8 | Nd      | 335.07 | 634.00 | 785.79 | 783.22 | 918.23 | 1390.39 | \(< 0.01 \) | 0.79 |
| 9 | Ni      | 98.66  | 1398.96 | 1624.67 | 1614.64 | 1865.83 | 3699.80 | \(< 0.01 \) | 0.71 |
| 10 | P       | 1042.74 | 2064.94 | 2316.29 | 2355.65 | 2646.65 | 6825.10 | \(< 0.01 \) | 0.98 |
| 11 | Pr      | 218.89 | 408.59 | 485.02 | 494.92 | 576.88 | 966.06 | \(< 0.01 \) | 0.99 |
| 12 | S       | 1712.74 | 5801.68 | 6326.13 | 6805.11 | 6969.70 | 38275.17 | \(< 0.01 \) | 0.42 |
| 13 | Sb      | 37.93  | 180.11 | 209.29 | 210.09 | 236.84 | 383.74 | \(< 0.01 \) | 0.89 |
| 14 | Sr      | 12925.20 | 20730.95 | 24491.43 | 27574.16 | 27999.96 | 310304.66 | \(< 0.01 \) | 0.31 |
| 15 | Sn      | 32.08  | 109.56 | 127.64 | 128.42 | 145.10 | 222.73 | \(< 0.01 \) | 0.44 |
| 16 | Te      | 4.21   | 18.43  | 29.12  | 38.90  | 44.56  | 256.44 | \(< 0.01 \) | 0.79 |
| 17 | Ti      | 5.63   | 43.76  | 63.92  | 81.72  | 91.53  | 4211.33 | \(< 0.01 \) | 0.71 |
| 18 | V       | 2.18   | 4.24   | 5.25   | 5.71   | 6.37   | 89.51 | \(< 0.01 \) | 0.76 |
| 19 | Zr      | 10.58  | 53.10  | 73.90  | 97.42  | 122.78 | 427.97 | \(< 0.01 \) | 0.97 |

Due to this work's nature, no transformation on data was performed, aiming to force a normal distribution, and we choose to work the data with non-parametric approaches.
Figure B.1: Q-Q plot for selected elements classified by the distribution of measurements and duplicates with the respective P-Value of the Shapiro-Wilk test of normality.

B.2. Representativity of measurements

The window size of the portable X-Ray Fluorescence can be a struggle point for the analysis, as just a small bit of the rock sample is measured by turn in "point and shoot" mode (Lemièrè, 2018). This fact could lead to taking values that are not representative of the whole sample, even that the rock has small granulation.

Regarding this, we ran a double analysis for each sample in different spots to check its statistical representativity. We tested the distributions' statistical equivalence on the two-spot approach by each selected element with the assistance of the Kruskal-Wallis test (KW). KW assess if the distribution of the measurements and duplicates are statistically equivalent (Figure B.2). If it is acceptable that they have an equivalent distribution, we can accept the hypothesis that the data measurements represent that portion of the samples.
The KW test (Kruskal and Wallis, 1952) is an extension of the Wilcoxon-Mann-Whitney for non-parametrical data and verifies if the same distribution for ranked values originates two or more independent samples. The KW test is performed for each of the selected elements to check if the first pXRF spot data distribution can be equivalent to the second pXRF spot data distribution. The KW value test is defined as:

\[
KW = (N - 1) \frac{\sum_{i=1}^{g} n_i (\bar{r}_i - \bar{r})^2}{\sum_{i=1}^{g} \sum_{j=1}^{n_i} (r_{ij} - \bar{r})^2}
\]

As \( N \) is the total number of analysis for the samples, \( n_i \) is the number of observations of the \( i^{th} \) group, \( r_{ij} \) is the rank of observation \( j \) from group \( i \), \( \bar{r} \) is the average rank of \( r_{ij} \) and \( \bar{r}_i \) is the average rank of the \( i^{th} \) group.

The verification of P-Value assesses the result of the KW for a given \( \alpha \) defined as 5% (Table B.1). Therefore, if P-Value is higher than 0.05 for a given element, it is considered that the distribution of the first pXRF spot can be equivalent to the distribution of the second pXRF spot.

All the 20 selected elements have respective P-Value higher than 5%, and thus are suitable for the modeling. The density distribution for both groups for each element is shown in Figure B.2.
Figure B.2.: Density distribution plot for selected elements classified by the distribution of measurements and duplicates with the respective P-Value of the KW test of equivalence of the two distributions.
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