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**ABSTRACT**

Differentially private federated learning (DP-FL) has received increasing attention as it mitigates the privacy risk in federated learning. Despite the fact that various DP-FL schemes have been proposed, there are still utility gaps. The use of central differential privacy in FL (CDP-FL) can provide a good balance between privacy and model utility; however, it necessitates the use of a trusted server. Using local differential privacy for FL (LDP-FL) does not require a trusted server, but the trade-off between privacy and utility is poor. The recently proposed shuffle DP-based FL has the potential to bridge the utility gap between CDP-FL and LDP-FL for the absence of a trusted server; however, there is still a utility gap due to the limitation of privacy amplification. In this study, we propose Olive, a system that combines the merits of CDP-FL and LDP-FL by leveraging a Trusted Execution Environment (TEE). Our main technical contributions are the analysis of and countermeasures against the vulnerability of FL on TEE. To begin, we analyze memory access pattern leakage of FL on TEE and discover that there is a risk of sparsified gradients, which is common in FL. Second, we devise an inference attack to link the memory access pattern to the sensitive information of training data. Finally, we propose oblivious yet efficient aggregation algorithms to prevent memory access pattern leakage. Our experiments on real-world data demonstrate that our proposed method works efficiently even when training a model with hundreds of thousands of parameters while ensuring full obliviousness, which brings secure FL closer to realization.
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1 INTRODUCTION

In today’s Big Data era, the challenge of privacy in machine learning is becoming more apparent. The strict enforcement of the multitude of regulations on privacy [26] are emblematic of this. Federated learning (FL) [3, 43] is an innovative paradigm for privacy-preserving machine learning. Typically, in FL, a server does not need to collect the raw data from the users (we exchangeably use participants or clients) but only collects gradients (or model delta), which are trained on the local data of participants at each round of model training; then, the server aggregates the collected gradients as a global model for the next round of local training. Thus, FL is expected to free data analyzers from the cost and privacy risk of managing training data containing sensitive information (e.g., medical data [53]). Major tech companies [52, 54] have deployed FL in production especially for mobile applications [10].

Many studies, however, highlight FL’s vulnerability to various types of attacks due to its decentralized and complicated scheme. When sharing the unprotected final or in-progress model, the users who participate in the training rounds may suffer membership [61] or label [68] inference attacks against the shared model. Moreover, recent studies [76, 78] have shown that a server could accurately reconstruct the raw data or infer sensitive attributes by observing the unprotected raw gradients sent by participants.

Differentially private FL (DP-FL) [24, 44] has received increased attention owing to its ability to mitigate privacy risks by guaranteeing Differential Privacy (DP) [19]. Researchers investigated various schemes for DP-FL in order to strike a good balance between the trust model and utility, as shown in Table 1. In CDP-FL [5, 24, 44, 71], a trusted server collects the raw participants’ data and takes the responsibility to privatize the global model, while in LDP-FL [41, 63, 69, 77], the clients perturb the gradients before sharing with an untrusted server. LDP-FL does not require a trusted server unlike CDP-FL but utility is limited due to the strict privacy criteria. To integrate both the model utility of CDP-FL and the trust model of LDP-FL, recent works [25, 40] proposed a scheme based on the shuffle model of DP [7, 21], which we call Shuffle DP-FL. This
scheme introduces a trusted shuffler sitting between the server and clients, who shuffles the locally-perturbed gradients and then sends them to the untrusted server. Through the mathematically-proven privacy amplification effect of such a scheme, Shuffle DP-FL can achieve good utility that is comparable with the CDP-FL setting but without the need of a trusted server. However, the privacy amplification effect for FL [25, 40] is limited when the number of model parameters is large, such as in deep learning models or when the participants are not sufficient. Hence, there is still a utility gap between CDP-FL and the state-of-the-art Shuffle DP-FL.

To fill this gap, we propose a new scheme for DP-FL by leveraging Trusted Execution Environment (TEE), which is called OLIVE (i.e., Oblivious Differentially PriVate Federated Learning on TEE) and illustrated in Figure 1. TEE [18, 55] is a secure hardware technique that enables secure computation in an untrusted environment without exposing sensitive data or processing to the host of the operating systems or hypervisor. OLIVE employs TEE to ensure secure model aggregation on an untrusted server so that only differentially private models are observable by the untrusted server or any third parties. Intuitively, OLIVE ensures that the transfer of gradients (or model delta) between TEE and participants are encrypted, that the model aggregation within TEE is invisible to the untrusted server, and that any data leaving TEE satisfies DP. The utility of OLIVE is exactly the same as the conventional CDP-FL as the computation inside TEE can be implemented for arbitrary algorithms.

However, there are many known serious vulnerabilities in TEE due to side-channel attacks [23, 50, 67, 72]. In particular, the attacks can expose data-dependent memory accesses patterns of confident execution and allow attackers to steal sensitive information such as RSA private key and human genome information [12]. What specific information an attacker can steal from these memory access patterns is a domain-specific question and is not yet known for FL, even though several studies attempt to use TEE for FL [16, 46, 47, 73, 75]. This means that it is still unclear whether the side-channel attack against FL on TEE is really dangerous and what type of attack is possible.

Oblivious algorithms [27, 62, 70] is known as an important technique that causes only data-independent memory access patterns and prevents these attacks. A general method is to make RAM itself oblivious, i.e., oblivious RAM (ORAM), and PathORAM [62] is known to be the most efficient one. However, PathORAM assumes a certain size of private memory space and is not applicable to practical TEE such as Intel SGX [57]. While Zerotrace [57] addresses this issue, the overhead is still significant. Therefore, we need to design an algorithm-specific method to obtain an efficient oblivious algorithm. [51] proposes efficient oblivious algorithm for specific machine learning algorithms. However, an efficient method for FL-specific aggregation algorithm, which can be a vulnerable part, are not yet known.

In this study, we address the aforementioned gaps: (1) we clarify the privacy risk by designing specific attacks on typical CDP-FL setting and demonstrating it on real-world scenario; (2) we design efficient oblivious algorithms to implement secure CDP-FL on TEE and evaluate it empirically. First, we find that the gradient position information is leaked in the FL aggregation algorithm in a sparsified setting. Sparsification is often used in FL [31, 38, 39, 56, 60] to reduce communication costs, which is a critical factor in practical scenario [3] (see Section 6). An attacker’s assumptions are as follows; the ability to observe memory access patterns; access to the i.i.d test dataset; and access to the trained model for each round, each of which is justified in detail in Section 3.2. The attacker’s goal is to infer a set of sensitive labels included in the target user’s training data, which is similar setting to [68]. After demonstrating the attack in real-world datasets, we propose efficient oblivious algorithms to completely prevent such an attack. We design our proposed method by carefully constructing existing oblivious building blocks such as oblivious sort [2, 8] and our designed oblivious components. In addition to fully-oblivious algorithms, we further investigate an optimization by adjusting data size in enclave and more efficient algorithms by relaxing the definition of obliviousness. Finally, we conducted extensive experiments on real-world data to show that our proposed method, designed for FL aggregation, is more efficient than the general-purpose PathORAM applied to SGX [57].

The following is a summary of our contributions.

- We propose OLIVE, an oblivious and differentially private federated learning system based on TEE. OLIVE takes the merits of good utility from CDP-FL and the advantage of a trust model the same as LDP-FL. We analyze how memory access patterns could be exposed to the untrusted server when TEE is used for model aggregation in FL. We found that there is a risk in the case of sparsified gradients.
- We designed a supervised learning-based sensitive label inference attack based on index information observed from side-channels of sparsified gradients. We demonstrated the attack on a real-world dataset. One of the results shows that when training with CNN on CIFAR100 with top-1.25% sparsification, the sensitive labels of training data (each participant has 2 out of 100 labels) leak with approximately 90% accuracy or better (Figure 6).
- We propose a novel oblivious algorithm that can efficiently execute model aggregation by carefully combining oblivious primitives such as oblivious sort or register-level oblivious updates. Experiments demonstrate the efficiency of our proposed method. In particular, it is much faster (more than

| Trust model | Utility |
|-------------|---------|
| CDP-FL [5, 24, 44, 71] | Trusted server | Good |
| LDP-FL [41, 63, 69, 77] | Untrusted server | Limited |
| Shuffle DP-FL [25, 40] | Untrusted server + Shuffler | Shuffle DP-FL ≤ CDP-FL |
| OLIVE (Ours) | Untrusted Server with TEE | OLIVE = CDP-FL |
where confidential computation. raw gradients [76, 78]. the server as the original data can be reconstructed even from the practical model scales [5, 44]. However, CDP-FL requires the server corresponds to the learning algorithm with perturbation (e.g., DP-SGD) in at most one client and any subset of outputs 's training data to learn. 's training data to learn. (Client-level) CDP-FL guarantees that it is probabilistically indistinguishable whether a client is participating in the process can be completed within a few seconds.

The remainder of this study is organized as follows. Section 2 presents the preliminaries of our work. Section 3 describes our system Olive and examines its security in terms of FL memory access pattern leakage. Section 4 demonstrates how the memory access pattern could be linked to users' training data. Section 5 gives the defenses against the attacks and the performance evaluations. Section 6 comprehensively discusses related works that motivate our work, and Section 7 concludes the study.

2 PRELIMINARIES

2.1 Federated Learning

Federated learning (FL) [36, 43] is a new machine learning (ML) scheme with distributed optimization. In contrast to traditional centralized ML, many participants who provide training data train a global model on their own devices rather than sharing training data with a central server, which solves a variety of problems in the machine learning paradigm. For example, intuitively, there is no cost for the server to store and manage the sensitive data. The basic algorithm of FL, called FedAVG [43], trains models by repeating the steps of optimizing models in the local environment of the participants and updating the global model by aggregating the parameters of the locally trained models (e.g., taking a weighted average of gradient information over the number of training data). Additionally, FedSGD [43] exchanges locally updated gradients based on distributed stochastic gradient descent (SGD). To make our position clear, we describe various related FL studies in detail in Section 6.

Olive trains a global model that satisfies central DP (CDP). CDP-FL [5, 24, 44, 71] assumes a trusted server who accesses participants' raw data, privatizes the aggregated global model and publishes it to third parties. (Client-level) CDP-FL guarantees that it is probabilistically indistinguishable whether a client is participating in the training or not. It is defined as follows:

Definition 2.1 ((client-level) (ε, δ)-differential privacy [44]). A randomized mechanism \( M : \mathcal{D} \rightarrow Z \) satisfies (ε, δ)-DP if, for any two neighboring client sets \( D, D' \in \mathcal{D} \) such that \( D' \) differs from \( D \) in at most one client and any subset of outputs \( Z \subseteq Z \), it holds that

\[
Pr[M(D) \in Z] \leq \exp(\epsilon) Pr[M(D') \in Z] + \delta.
\]

where \( Z \) corresponds to the final trained model and \( M(D) \) corresponds to the learning algorithm with perturbation (e.g., DP-SGD) that uses input client \( D \)'s training data to learn.

In general, CDP-FL provides a good trade-off between privacy and utility (e.g., model accuracy) of differentially private models even at practical model scales [5, 44]. However, CDP-FL requires the server to access raw gradients, which leads to major privacy concerns on the server as the original data can be reconstructed even from the raw gradients [76, 78]. Olive addresses this issue by utilizing TEE’s confidential computation.

2.2 Trusted Execution Environment

TEE, as formally defined in [55], creates an isolated execution environment within untrusted computers (e.g., cloud VMs). Our security requirements are based on the well-known Intel SGX TEE implementation [18]. It is the extended instruction set of Intel x86 processors, and it enables the creation of an isolated memory region, called enclave. The enclave resides in the encrypted and protected memory region, called the Enclave Page Cache (EPC), in which all programs and data can be decrypted and quickly processed as well as transparently encrypted outside the CPU package by a memory encryption engine using a secret key that only the processor hardware can access. In other words, SGX follows a model in which the CPU package serves as a trust boundary; everything beyond it is considered untrusted. The processor prohibits access from any untrusted software, including the OS/hypervisor. Also, it provides a functionality that ensure the integrity of the program and data inside the enclave. Note that, for design reasons, the user-available size of the EPC is limited to about 96 MB on most of current SGX-equipped machines. Assuming that memory is allocated beyond this memory size constraint, SGX with Linux has paging mechanism which causes significant overhead for encryption and integrity checks. Several studies have shown that the performance is greatly degraded by the severe overhead [35, 64].

Attestation. SGX supports a remote attestation (RA), which can verify the correct initial state and genuineness of the trusted environment of the enclave. Requesting RA, we receive a report with measurements based on the hash of the initial enclave state, which is generated by the trusted processor. This can identify the program, the complete memory layout, and even builder’s key information. Intel Enhanced Privacy ID signs this measurement, and the Intel Attestation Service can verify the correctness of the signature. Intel. As a result, we realize verifiable and secure computations on the remote enclave. In addition to the verification, secure key exchange between the enclave and remote client is performed within this RA protocol. Therefore, after performing the protocol, we can begin communicating with a remote enclave over a secure channel using AES-GCM and so on.

2.3 Memory Access Pattern Leakage

Although the data itself are encrypted and cannot be seen, the memory access patterns may be exposed regardless of the use of TEE. Memory access pattern leakage occurs when an intrusive OS is allowed to observe cacheline accesses, for example, by injecting page faults [72] or by page table-based threats [50, 67]. It can be done by attaching probes directly to the memory bus if a physical machine is available. This attack has been demonstrated to be capable of obtaining sensitive information from enclaves [12].

To prevent this attack, a number of oblivious algorithms have been proposed to hide access patterns during execution. The definition of an oblivious algorithm is as follows:

Definition 2.2 (Oblivious algorithm [14]). An algorithm \( M \) is δ-statistical oblivious if, for any two input data \( l, l' \) of equal length, for any security parameter \( \lambda \), it holds that

\[
\text{Accesses}^M(\lambda, l) \stackrel{\Delta}{=} \text{Accesses}^M(\lambda, l')
\]
where $\text{Accesses}^M_M(\lambda, I)$ is a random variable denoting the ordered sequence of memory accesses the algorithm $M$ makes upon receiving the input $\lambda$ and $I$. $\delta(\lambda)$ denotes that the two distributions have at most $\delta(\lambda)$ statistical distance. The term $\delta$ is a function parameterized by parameter $\lambda$ that corresponds to the cryptographic security parameter. For the special case where $\delta$ is negligible, we say that $M$ is fully oblivious, and where $\delta$ is 1, not oblivious.

To construct an oblivious algorithm, the most typical approach is to use oblivious RAM (ORAM) [62]. However, as ORAM is constructed for a general use case as a key-value store, several task-specific methods (e.g., ML [51] or sampling [58]) are proposed from a performance perspective. Furthermore, ORAM generally assumes that there is trusted memory space as a client, which is incompatible with the SGX assumption of leaking memory access patterns in enclaves, and only the CPU registers should be considered trusted memory space. [51] implements oblivious machine learning algorithms using CMOV, which is an x86 instruction providing a conditional copy in the CPU registers. CMOV moves data from register to register based on a condition flag in the register, which is not observed by any memory access patterns. With this CMOV instruction, conditional branching can be implemented with a constant memory access pattern that does not depend on input. Moreover, using CMOV to implement a program with a single path and no conditional branching, we can also defend against timing-based side channel attacks [66] and branch prediction attacks [37]. We can construct oblivious algorithms based on primitives, such as oblivious move (o_move, Listing 1) and oblivious swap (o_swap, Listing 2). $o_{-}\text{move}(\text{flag}, x, y)$ is a function that takes a condition flag of type bool as its first argument and returns $x$ or $y$ depending on the flag; $o_{-}\text{swap}(\text{flag}, x, y)$ has a similar signature. Zerotrace [57] implements PathORAM on SGX by obliviously implementing client storage with these CMOV-based oblivious primitives. We compare this state-of-the-art with our proposed method in the experiment explained in Section 5.5.

3 PROPOSED SYSTEM

In this section, first, we clarify the threat model in our scenario; second, we present the system overview of Olive that trains the model guaranteeing CDP\(^1\) under untrusted server using TEE. Finally, we analyze the details of its potential privacy risk, followed by demonstrating a specific privacy attack in Section 4.

3.1 Scenario

Our scenario is a typical FL setting with a single server and clients. The server is responsible for orchestrating the training process, aggregating parameters, updating the global model, selecting clients for each training round, and validating the quality of the model. The server can be placed in a public or private environment; however, it is assumed to have a TEE capable of RA (e.g., Intel SGX). The clients have sensitive training dataset in their local edge devices.

**Threat model.** We assume an adversary who wants to leak information about the client’s training data as a semi-honest server. The server has (1) access to the trained model for each round of FL, and (2) the data i.i.d. with the client’s training data, and (3) the capability to observe the memory access patterns of TEE. These requirements can be respectively justified as follows. (1): The server can access the model parameters if there is no enclave-to-client encryption for the model delivery in the downlink. However, because the server is in charge of model validation, it makes sense for the server to have access to models during each round of training. Furthermore, attackers could easily blend in with massive clients. (2): Generally, the server has access to public datasets for model validation and/or for initial model training, which is essential in production-uses. (3): This follows the general threat model for TEE. Except for the trusted component (i.e., CPU package), all other components of the server, such as the OS/hypervisor, the main memory and all communication paths are untrusted. The server can observe memory access patterns by known and/or unknown side channel attacks as described in Section 2.3. To summarize more generally, we assume that the attacker is a semi-honest server that is simultaneously responsible for model aggregation and validation in FL.

3.2 System overview

Our proposed system, Olive, is based on the existing learning scheme of CDP-FL (i.e., DP-FedAVG [44] or similar algorithms that share locally optimized raw results and perform aggregation and perturbation on the server) equipping TEE on the server side as shown in Figure 1. As an initial setup, we provision an enclave, where each client exchanges shared keys (e.g., AES) and verifies the integrity of the processes running on the enclave via RA. If the attestation fails, the clients have to refuse to join the FL at this phase. We assume that communication between the client and server is performed over a secure channel (TLS), which the untrusted server terminates, and that sent gradients\(^2\) are doubly encrypted and can be decrypted only in the trusted enclave.

The overall algorithm of Olive is shown in Algorithm 1, where differences from the basic DP-FedAVG algorithm are shown in red. The first RA is omitted, and a different shared key $sk_i$ is stored in the enclave for each user $i$. For each round, participants are securely sampled in the enclave (Line 4). The selected users are memorized in the enclave and used for client verification when the encrypted gradient are loaded in the enclave (Line 7). The verification can be done by using the per-user shared key to check if the data sent can be decrypted correctly (i.e., authenticated encryption (AE) mode). This makes it impossible for malicious parties to inject users not securely sampled. As we will see in Section 3.3, the aggregation operation (Line 12) needs to be oblivious; we will present more detailed algorithms in Section 5. In this way, the gradients sent from all clients are not visible to the server; only the aggregated and updated parameters perturbed by Gaussian noise are observed. The perturbation allows us to guarantee the $(\varepsilon, \delta)$-DP of the model as quantified by moments accountant [1] as normal CDP-FL [31, 44].

3.3 Security Analysis

TEE enables us to learn a model that satisfies DP while protecting the raws gradients with encryption. However, it has certain limitations. The untrusted server can observe the memory access patterns\(^3\) in DP-FedSGD [44], we jointly refer to the model update data sent from participants as gradients in the later sections.

\(^1\)Strictly, our definition of DP is not information-theoretic but in the computational sense [45] due to relying on distributed and encrypted way.

\(^2\)In DP-FedAVG, the data shared from participants are not exactly gradients, but differences of model weights. However, the same argument can basically be made in DP-FedSGD. We jointly refer to the model update data sent from participants as gradients in the later sections.
through the side channels based on the known and/or unknown vulnerabilities as described in Section 2.3.

For formal modeling, let $g_i$ be the $k$-dimensional gradients sent by user $i$, and let $g^*$ be the $d$-dimensional global parameters after aggregation. In the typical case, $k = d$, where dense gradients are used. Let $G_i$ and $G^*$ be the memory for storing the values of $g_i$ and $g^*$, respectively, and let the number of clients participating in each round be $n$. The memory storing the entire gradients is denoted as $G = G_1 || ... || G_n$, where $||$ means concatenation. A memory access $a$ is represented as a triple $a = (A[i], op, val)$, where $A[i]$ denotes the $i$th address of memory $A$, $op$ denotes the operation for the memory, either read or write, and $val$ is the value to be written when $op$ is write and null otherwise. Therefore, the observed memory access pattern $\text{Accesses}$ can be represented as $\text{Accesses} = [a_1, a_2, ..., a_m]$ when the length of the memory access sequence is $m$.

In CDP-FL, the operations performed on the server side generally consist of summing the gradients from all users, averaging, and perturbing. We first notice that this procedure is oblivious to dense gradients. As shown in Figure 2, the summing operation involves updating the value of the corresponding index of $G^*$ while performing a linear scan on $G$, where the memory accesses are performed in a fixed order and at fixed addresses regardless of the contents of $G$. We refer this general summing part as Linear algorithm and show it in Appendix B. Additionally, the operation of averaging and perturbing just causes accesses on $G^*$ linearly.

**Proposition 3.1.** The Linear algorithm is fully oblivious for dense gradients. (The formal proof, which is almost obvious, is provided in the Appendix C.)

The operation is performed in $O(nd)$ since all elements of the gradient $G$ are accessed. Also, the operations of averaging and adding noise follow and are clearly fully oblivious; they are merely linear aggregated of the accessed gradients $G^*$ once in $O(d)$.

However, we find that when the gradients are in a sparsified format (which is often used in FL as shown in Section 6), the access pattern of the Linear algorithm is not oblivious, and it can leak sensitive information. A weight of sparse gradients generally consists of a tuple of index, which holds the location information of the parameter, and value, which holds the gradient value, regardless of its quantization and/or encoding methods to which the data are applied. Figure 3 shows the access pattern caused when the aggregation operation is used for sparsified gradients.

**Proposition 3.2.** The Linear algorithm is not oblivious for sparsified gradients.

**Proof.** The operation is to perform linear access on $G$ as well as dense gradients, but the access pattern occurred for sparsified gradients $\text{Accesses}^{\text{sparse}}$ is as follows:

$$\text{Accesses}^{\text{sparse}} = 
\{(G[i], \text{read}, +), (G^*[\text{id}_{ix}], \text{read}, +), (G^*[\text{id}_{ix}], \text{write}, +), ...
\}$$

where the indexes of sparsified gradients of user $i$ are $\text{id}_{ix1}, ..., \text{id}_{ixk}$ for all $i \in [n]$. The access pattern $\text{Accesses}^{\text{sparse}}$ is deterministic and corresponds one-to-one to the sequence of indexes of the input data. Considering two input data $I, I'$ that have different sequence of indexes, no overlap exists in the output distribution. Thus, the maximum statistical distance of two $\text{Accesses}^{\text{sparse}}$ is 1. □

We can find that the access pattern on aggregated gradients $G^*$ reveals, at least, a set of indices $\{\text{id}_{ixj} | j \in [d]\}$ for each user $i$, depending on the given gradients completely. Considering data-dependent sparsifications such as top-$k$ that are generally used in FL, the gradients index the sparsified gradients have may be sensitive to the training data. We demonstrate that they cause privacy leakage using a real-world dataset in the following section.
Algorithm 2 Attack on index: Jac or NN

Input: $i$: target user, $X_t$: test data with label $l$ ($l \in L$), round: $T$
1. $\text{index} \leftarrow \{\}$ → observed access patterns
2. /* Prepare teacher and target indices */
3. $\text{teacher} \leftarrow \{\} →$ teacher access patterns to train a classifier
4. for each round $t = 1, \ldots, T$
5. /* $T_t$: rounds participated in by user $i$ */
6. if $t \in T_t$ then
7. /* $A^t_l$: observed top-$k$ indices of user $i$ of round $t$ */
8. $\text{Store } A^t_l$ to index[$i, t$]
9. for each label $l \in L$, do
10. /* $\theta^t$: the global model after round $t$ */
11. /* $I_l^{(t)}$: top-$k$ indices training with $\theta^t$ and $X_t$ */
12. $\text{Store } I_l^{(t)}$ to teacher[$i, t$]
13. /* Calculate scores for each label $l$ */
14. $S \leftarrow []$ → form of [{label, similarity}]
15. /* If Jac: Jaccard similarity-based scoring (Sim) */
16. for each label $l \in L$, do
17. $\text{Store } (l, \text{SIM}(\|r \in T, \text{index}[i, r], \|r \in T, \text{teacher}[i, r])$ to $S$
18. /* If NN: neural network-based scoring */
19. Train the model $M_t$ with teacher[$i, t$] ($l \in L$) for each $t \in T$
20. for each label $l \in L$, do
21. $\text{Store } (l, \text{PREDICT}(M_t, ..., M_T, \|r \in T, \text{index}[i, r]))$ to $S$
22. /* If NN-SINGLE: using single neural network */
23. Train the model $M_b$ with $\|r \in T, \text{teacher}[i, r]$ ($l \in L$)
24. for each label $l \in L$, do
25. $\text{Store } (l, \text{PREDICT}(M_b, \|r \in T, \text{index}[i, r]))$ to $S$
26. /* 1D K-Means clustering KMEANS */
27. [labels, centroid] $\leftarrow$ KMEANS
28. return labels of the cluster with the largest centroid

Generality. Although our study focuses on the TEE, this problem generally occurs, as far as applying any data-dependent sparsification and encryption for gradients without any protection against aggregation operations. For example, SparseSecAgg [20] or threshold-based sparsification [56]. Regardless of the details of the encryption or sparsification implementation, the index information is restored and the aforementioned data-dependent accesses occur during aggregation.

4 ATTACK ON GRADIENT INDEX

4.1 Design

In this section, we design an attack by an aggregation server to demonstrate that the index information in the gradients is sufficient to cause a privacy leakage in the training data. We assume sparsified gradient setting by top-$k$ sparsification [39, 56, 60]. The attacker is based on the assumptions described in Section 3.1. The proposed attacks can be used to (1) raise awareness of the security/privacy risk of FL on TEE, which is a missing part in related works [16, 46, 47, 73], and (2) serve as an evaluation framework to assess the effectiveness of the defense methods.

The goal of the attack is to infer the target client’s sensitive label information of the training data. For example, when training federated learning on medical image data such as image data on breast cancer, the label of cancer or not is very sensitive, and participants may not want to reveal that information. We can see a similar attack goal in [68]. The overview of our designed attack is based on the intuition that the top-$k$ indices of the locally converged model parameters correlate with the labels of the local training data. This is consistent with the general idea of machine learning that labels and features are correlated. We train a classifier that takes the observed index information as input and the sensitive label set as output by supervised learning with public datasets. Access to such public datasets is justified, for example, by the need for model validation as described in Section 3.1. We design two basic methods: the Jaccard similarity-based nearest neighbor approach (Jac) and neural networks (NN). The detailed algorithms are shown in Algorithm 2. An overview of the methods is as follows:

1. First, the server has to prepare the test data $X_t$ with label $l$ for all $l \in L$, where $L$ is all possible labels.
2. In each round $t$ ($t \in T$), an untrusted server observes the memory access patterns through side channels, obtains the index information of the top-$k$ gradient indices $\text{index}[i, t]$ for each user $i$, and stores it (Lines 4-8).
3. The server computes the gradient of the global model with $\theta^t$ and $X_t$ without model updates for each round $t$ ($t \in T$), using the test data divided by labels, and obtains the top-$k$ indices $\text{teacher}[i, t]$ as teacher data for each label $l$ (Lines 9-12).
4. After all rounds $T$, in Jac, we calculate the Jaccard similarity between observed access patterns $\|r \in T, \text{index}[i, r]$ and $\|r \in T, \text{teacher}[i, r]$ for each label $l$ (Lines 15-17). We chose Jaccard similarity because, in the worst-case scenario, the index information sent by a participant is randomly shuffled, rendering the ordering meaningless.
5. In NN, the attacker trains neural networks using $\text{teacher}[i, t]$, the feature is indices and the target is a label (Line 19). The outputs of the model are the scores for each label. We use a trained model to predict what labels are included in the training data with input $\text{index}[i]$. For this task, we design following two different NN-based methods. One is to train a model $M_t$ for each round $t$ and average the output scores of the models to predict the labels (NN), and the other is to train a single model $M_b$ with the concatenated indices of the entire round as input and obtain one output (NN-SINGLE). In our experiment, both are multilayer perceptron with three layers. Note that for the model input, index information is represented as a multi-hot vector. As each client participates in only part of the rounds, in the case of NN-SINGLE, the indices of the rounds they do not participate in are all set to zero as input to the model. Although NN-SINGLE is expected to be able to capture the correlation over rounds better than NN, this zeroization may reduce the accuracy. Finally, as in Jac, we store the scores for each label obtained from the model prediction (Lines 20-21).
6. If the number of label types for the target client is known in advance, sort the scores in descending order and return labels by the known number. If the number of labels is unknown, K-means clustering is applied to the scores to classify them into 2 classes, and the labels with the highest centroid are returned (Lines 23-24).

Note that, in the above attack, since we are observing index information before perturbation by central DP, the attack can mostly bypass...
the DP protection. In particular, the first round of observation is completely unaffected.

Lastly, the obtained information from side channels can also be used to design attacks for another purposes, for example, as additional features in reconstruction attack [30] or other inference attacks [49]. In our study, we aim to show that the top-k gradient indices that can be observed on untrusted servers in FL have sufficient information to cause privacy leakages; therefore, we leave the study of attacks for different purposes as a future directions.

4.2 Evaluation Task

In our evaluation of the attack method, the server performs an inference attack against any clients according to the scenario detailed in Section 3.1. The clients have a subset of labels and the attacker’s goal is to infer sensitive label set a target client holds in his training data. The attacker selects any subset or the entire set of users and performs an inference attack on each one. We introduce all and top-1 as accuracy metrics for evaluating the attack performance. We define all as the percentage of clients that are exactly matched with inferred labels, e.g., inferred label set is {1,3,5} and target client’s label set is {1,3,5}. And, we define top-1 as the percentage of clients that contain the highest score inferred label, e.g., the highest score inferred label is 5 and target client’s label set is {4,5}, which we consider a minimal privacy leak. In addition, to control the difficulty of the attack task, we adjust the distribution of the label set that the client has. The number of labels in the set and whether the number of labels is fixed or random are configurable. In the case of fixed label, all users have the same number of labels, and the attacker also knows the number. In the case of random label, we give the maximum number and all users have various numbers of labels. In general, random setting and larger number of labels is more difficult, although it depends on the metrics all and top-1.

4.3 Empirical Analysis

Here, we demonstrate how effectively our designed attack works in a real-world dataset. 

Setup. Table 2 shows the datasets and the global models we used in our experiments. The model details are found in Appendix D. In addition to the well-known image datasets MNIST and CIFAR 10 and 100, we also use Purchase100, which is tabular data and was used in [32] for membership inference attacks. We train global models with different numbers of parameters as shown in the table. The learning algorithm is based on DP-FedAVG [44] with top-k sparsification where we give the ratio (i.e., sparse ratio) instead of the k of top-k and select the ones with the highest absolute value in order. FL’s learning parameters include the number of users N, the participant sampling rate q, the number of rounds T, the sparse ratio α and noise multiplier σ (which is noise’s standard deviation divided by the clipping scale and commonly used in DP-SGD framework). The default setting is (N, q, T, α, σ) = (1000, 0.1, 3, 0.1, 1.12). The attack methods are evaluated for Jac, NN, and NN-single, as described in the previous section. T is smaller than normal FL scenarios, which means that our method requires only a few rounds to attack. Our all experimental source code and dataset is open3.

Results. Figure 4 shows the attack results by NN, NN-single and Jac on all datasets with a fixed number of labels and Figure 5 shows the results with a random number of labels. In CIFAR10, we use T = 1 because the model size is large and it takes long to train the attack model with multiple rounds in NN-single. The vertical axis indicates the success rate of the attacks and the horizontal axis indicates the number of labels each client possesses. If the number of labels is small, we can see that the attack has a very high probability of success with all three attacks. The success rate of top-i is high regardless of the number of labels while all drops with each additional label. In CIFAR10, MLP model maintains high success rate for large number of labels compared to CNN model. This indicates that the more complex the target model, the more significant the contribution of the index information to the attack. The NN-based method is more powerful on MNIST, but using the other dataset shows small differences. This indicates that the gradient index information is not complex and can be attacked using simple methods. This may be supported by the fact that the results of NN and NN-single are almost the same, so there is not much effective correlation across the rounds. In the case where the class label is 100 (Purchase100, CIFAR100), the success rate of the attack is reduced. In particular, the accuracy of CIFAR100 is low. We consider sparsity α of 0.1 is insufficient and will discuss more sparse case in the next paragraph. Overall, however, these results here are sufficient to highlight our proposed threat.

Figure 6 describes the relationships between the sparse ratio and attack performance. The number of client labels is fixed at 2. This shows the lower the sparse ratio is, the higher the success rate of the attack. This is because the index of label-correlated gradients becomes more distinguishable as the gradients become more sparse. CIFAR100 (right figure), in particular, demonstrates that the attack is only successful when the sparse ratio is low, and the sparse ratio is an important factor in assessing the attack. When sparse ratio is 0.3%, success rate reaches almost 1.0.

In Figure 7, we show the attack results on MLP of CIFAR10 for increasing noise scale. The horizontal axis indicates noise scale σ by DP and the left-side start points indicate no noise. Compared to the case with no noise, increasing the noise has almost no effect on the attack performance. This makes sense from our attack design, where the attacker observes the raw index information of gradients even though the global model satisfies DP, therefore, there is no direct noise on the index information. Also, at least for the first round, the index information can be observed with no noise on the global model. When we increase the noise multiplier extremely (σ is over 4), performance starts to downgrade, but such noise multiplier is over-strict in practical privacy degree.

Table 2: Datasets and global models in the experiments.

| Dataset    | Model (#Params) | #Label | #Record (Test) |
|------------|----------------|--------|----------------|
| MNIST      | MLP (50890)    | 10     | 70000 (10000)  |
| CIFAR10    | MLP (197320)   | 10     | 60000 (10000)  |
|            | CNN (62006)    |        |                |
| Purchase100| MLP (44964)    | 100    | 144000 (24000) |
| CIFAR100   | CNN (201588)   | 100    | 60000 (10000)  |

3https://github.com/FumiyukiKato/FL-TEE
Figure 4: Attack results on datasets with a fixed number of labels: Vulnerable, especially when there are few labels.

Figure 5: Attack results on datasets with a random number of labels (more difficult setting): When the number of labels is small, the attacker can attack the client without knowing the number of labels.

Figure 6: Attack results with variable sparse ratio: Higher the sparsity, the more successful the attack tends to be.

Figure 7: Attack results with variable noise multiplier $\sigma$. At realistic noise scales, the attack performance remains high.

Figure 8: Cacheline-level leakage on CNN of CIFAR10: Attacks are possible with slightly less accuracy.

Figure 8 shows the result with the index information observed at cacheline granularity (64B) that can be easily observed against SGX. We use CIFAR10, CNN and $\sigma = 0.1$. The accuracy is slightly lower than the case where all indices are observed, but the attack is still possible, which indicates that well-known vulnerability of Intel SGX can be sufficient to complete attack at least.

5 OBLIVIOUS ALGORITHMS

We have clarified the problems of applying a normal Linear algorithm in the sparsified gradients setting. In this section, we focus on the aggregation algorithm and discuss how the attacks can be prevented. The implementation details are based on Intel SGX. The notations used here are the same as those in Section 3.3.

First, we introduce the general ORAM-based method. We initialize the ORAM with $d$ zero values for aggregated parameters $g^*$, sequentially update the values with the received $nk$ gradients $g$, and finally retrieve the $d$ values from the ORAM. Since ORAM completely hides memory access to $g^*$, eventually, the algorithm is fully oblivious. However, as we will show in the experimental section, even the state-of-the-art PathORAM adapted to the TEE [57] has a large overhead, and a task-specific algorithm is desirable.

5.1 Baseline method

A simple way to accomplish the fully oblivious algorithm is to access all memory addresses to hide an access to a specific address.
Algorithm 3 Baseline

Input: \( g = g_1 \ldots g_n \): concatenated gradients, \( nk \) length
Output: \( g' \): aggregated parameters, \( d \) length
1: initialize aggregated gradients \( g' \)
2: for each \((idx, val) \in g\) do
3: \( c \) is the number of weights included in one cacheline */
4: \( offset \) indicates the position of idx in the cacheline */
5: for each \((idx, val) \in g'\) if idx \( \equiv \) offset (mod c) do
6: \( flag \leftarrow idx' = idx \)
7: \( val' \leftarrow o\_mov(flag, val', val + val) \)
8: write \( val' \) into \( idx' \) of \( g' \)
9: return \( g' \)

Algorithm 4 Advanced

Input: \( g = g_1 \ldots g_n \): concatenated gradients, \( nk \) length
Output: \( g' \): aggregated parameters, \( d \) length
1: /* initialization: prepare zero-valued gradients for each index */
2: \( g' \leftarrow (1, 0, \ldots, d, 0) \) \(\forall \) values are zero
3: \( g \leftarrow g \parallel g' \)
4: /* oblivious sort in \( O((nk + d) \log^2 (nk + d)) \) */
5: oblivious sort \( g \) by index
6: /* oblivious folding in \( O((nk + d)) \) */
7: \( idx \leftarrow \) index of the first weight of \( g \)
8: \( val \leftarrow \) value of the first weight of \( g \)
9: for each \((idx', val') \in g\) do
10: \( flag \leftarrow idx' = idx \)
11: \( M_0 \) is a dummy index and very large integer */
12: \( idx_{prior}, val_{prior} \leftarrow o\_mov(flag, idx, val, (M_0, 0)) \)
13: write \( (idx_{prior}, val_{prior}) \) into \( idx' - 1 \) of \( g \)
14: \( idx, val \leftarrow o\_mov(flag, idx', val'), (idx, val + val') \)
15: /* oblivious sort in \( O((nk + d)) \log^2 (nk + d)) \) */
16: oblivious sort \( g \) by index again
17: return the first \( d \) values as \( g' \)

In other words, when accessing \( G'[i] \), the dummy accesses are performed to \( G'[j] \) for each \( j \in [d] \). For each access, either of a dummy or updated true value is written to them, and the timing of writing of the true value is hidden by oblivious move \( o\_mov \). The baseline algorithm is described in Algorithm 3. It takes as input the concatenated gradients sent from all participants \( g(nk\text{-dimensional vector}) \), and returns the aggregated gradients \( g' \) \( (d\text{-dimensional vector}) \). We linearly access \( G' \) a number of times of length \( G \). In SGX, at least in the scope of the currently proposed attacks, the observed memory address is the granularity of the cacheline, so we optimize for cacheline size, where, for example, if the weight is \( 4 \) byte \((32\text{-bit floating point})\) and cacheline is \( 64 \) byte, we can get up to \( 16x \) speedup. Regardless of the constant times optimization, the complexities are \( O(nkd) \) in time and \( O(nk + d) \) in space.

**Proposition 5.1.** Algorithm 3 is (cacheline-level) fully oblivious. (The formal proof is provided in the Appendix C.)

### 5.2 Advanced method

Here, we present a more advanced approach to FL aggregation. In cases where the number of model parameters is large, \( k \) and \( d \) are huge factors, and the computational complexity of the Baseline method becomes very large due to the product of \( k \) and \( d \). As described in Algorithm 4, we design a more efficient Advanced algorithm by carefully analyzing the operations on the gradients. Intuitively, our method is designed to compute \( g' \) directly from the operations on gradient data \( g \) to eliminate access to each memory address of the aggregated gradients \( g' \). This avoids the overhead of dummy accesses to \( g' \) as Baseline. The method is divided into four main components: initialization on gradients vector \( g \) (Line 1), oblivious sort (Line 4), oblivious folding (Line 6) and a second oblivious sort (Line 16). For oblivious sort, we use Batch’s Bitonic Sort [8], which we implemented in a register-level oblivious manner by oblivious swap \( o\_swap \) to obliviously compare and swap at all comparators in the sorting network.

We show a simple running example at \( n = 3 \) \((#user), k = 2 \) \((#sparsified dimension), d = 4 \) \((#dimension)\).

| Input | \( g_1 = \{1.0, 2.0, 4.0, 5.0\} \) |
|-------|----------------------------------|
| \( g_2 = \{2.0, 6.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
| Line 1-3 | \( g' = \{1.0, 1.0, 2.0, 6.0\} \) |
| \( g = \{1.0, 1.0, 2.0, 6.0\} \) | \( \parallel \) |
| \( g' = \{1.0, 2.0, 4.0, 5.0\} \) | \( g_3 = \{1.0, 1.4\} \) |
As mentioned in Section 2.2, accessing data outside the EPC in-
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The access pattern generated here is also identical for any input data of equal length. Finally, Accesses$^{\text{advanced}}$ is identical independent of any input of equal length and this implies 0-statistical oblivious.

The complexities of the whole operation are $O((nk+d) \log^2 (nk+d))$ in time and $O(nk+d)$ in space. Our algorithm relies on oblivious sort, which dominates the asymptotic computational complexity. We use Batcher’s Bitonic Sort [8], which has $O(n \log^2 n)$ time complexity. Although it can be improved to $O(n \log n)$ by using AKS Sorting Network [2], they have a huge constant hidden in asymptotic analysis, therefore we use Batcher’s sort and denote computational complexity by it. The Advanced is asymptotically better than the Baseline due to the elimination of the $kd$ term. We also demonstrate empirically significant advantages in the experiment.

### 5.3 Optimization

Here, we describe an optimization that fit the basic SGX memory characteristics. Current SGX has two major levels of optimization for memory size. One is the size of the L3 cache (8 MB in our experiment). In SGX, the speedup is more significant because cache hit reduces not only the memory access time but also the data decrypting process. Second is the EPC size (96 MB in our experiment). As mentioned in Section 2.2, accessing data outside the EPC incurs serious paging overhead. Considering our methods, Baseline is computationally expensive, but most of the accesses to memory are linear. This is greatly accelerated by high cache hit rates and CPU’s prefetch functionality. On the other hand, in Advanced, because of the low locality of memory accesses in Batcher’s sort, the cache and EPC hit rate could be much lower.

We, therefore, implement an optimization by introducing a function to split users into appropriate groups before Advanced is executed. The procedure is as follows: (1) divide into groups of $h$ users each, (2) aggregate values for each group using Advanced, (3) the aggregated value is recorded in enclave and the result is carried over to the next group, and (4) only when all groups have been completed, the result is averaged and perturbed, then, loaded from enclave to untrusted area. It is important to note that the improvement to Advanced does not change its security characteristics. The untrusted server will be able to observe and even control the order of the groups, but it is secure because the users participating in the round are controlled by enclave through secure sampling, and it can abort if cheated. The key parameter is the number of people $h$ in each group. The overall computational complexity deteriorates slightly from $O((nk+d) \log^2 (nk+d))$ to $O(n/h((hk+d) \log^2 (hk+d)))$. However, this hides the speedup by cache hits and/or overhead of repeated data loading. Basically, lowering $h$ allows the benefit of cache hit, while lowering $h$ too much causes the huge overhead from repeated data loading. $h$ is independent of the data content and can be obtained experimentally offline and we confirm that there exists an optimal $h$ that achieves highest efficiency using real-world data.

### 5.4 Balancing Oblivious and Performance

We investigate further improvements by relaxing the full obliviousness to obtain more efficient aggregation algorithms. Note that the relaxation of obliviousness should not affect the training of the model and degrade the utility.

The relaxed security definition that has received attention recently, is Differentially Oblivious (DO) [4, 14, 17, 42]. Following the definition of Section 2.3, $(\epsilon, \delta)$-DO means that for any neighboring inputs $I, I'$, it holds that

$$\Pr[\text{Accesses}^M(\lambda, I)] \leq e^\epsilon \Pr[\text{Accesses}^M(\lambda, I')] + \delta.$$  

Basically, DO is DP applied to obliviousness, and shows an asymptotic improvement in computational complexity from full obliviousness. Not only in theory but also in practice, for example, improvements in efficiency have been reported for private set intersections [28]. However, DO is unlikely to work in our FL setting.

It is common for DO approaches to guarantee DP for the histogram of observed memory accesses. The methods proposed in [4, 42] are applicable to our scenario. The procedure is as follows: pad dummy data, perform an oblivious shuffle, and then update $g^*$ by performing linear access. The observed memory access pattern is equivalent to a histogram of the indices of all gradients. Dummy data should be padded as random noise enough to make this histogram DP. However, this can incur prohibitive costs in the FL setting. The first reason is that the randomization mechanism can only be implemented by padding dummy data [13], which means that only one-sided noise can be added, multiplying the noise scale by a constant, and the algorithms that can be represented by padding are very limited. The second reason is critical in our setting and different from previous works [4, 42]. Considering that the ML model dimension $d$ and even the sparsified dimension $k$ can be large, the noise easily becomes large. For example, consider DO guaranteed by Laplace noise, where $k$ is the sensitivity and $d$ is the dimension of the histogram, implying that the amount of noise is proportional to $kd$ and multiplied by some constant. It results in too large padded data to allocated in TEE’s strict memory resources. This ends up generating a larger amount of computation than the fully oblivious case by following oblivious shuffle or sorting.

### 5.5 Experimental results

In this section, we show how efficiently our designed defense works on a practical scale. Since it is obvious that the proposed algorithms provide a complete defense against our attack method, we do not evaluate its attack performance here.

**Setup:** We use an HP Z2 G4 Workstation with a 4-core 3.80 GHz Intel Xeon E-2174G CPU, 64 GB RAM, and 8 MB L3 cache, which supports the SGX instruction set and has 128 MB processor reserved memory (PRM) in which 96 MB EPC is available for user.

---

$^*$We have confirmed this prohibitive cost in our preliminary experiments.
We implement PathORAM based on the open source library when the number of parameters is very small is the This experimental code is open as well.\(\alpha\) various numbers of clients and low sparsity \(n\) = \(\alpha = 0.01\) and \(n\) (number of clients per round) = 100.

use. The datasets used for the evaluation are in Table 2 and also the synthetic dataset. Note that our method is fully oblivious, and the efficiency does not depend on the data content at all. The aggregation methods are Non Oblivious (Linear algorithm in Section 3.3), Baseline (Algorithm 3), Advanced (Algorithm 4), and PathORAM. We implement PathORAM based on the open source library\(^2\), which is a Rust implementation of Zerotrace [57]. The stash size is fixed at 20.

In this experiment, we use the execution times of the aggregation operation as an efficiency metric. We measure the time taken by an untrusted server to receive a request, pass the encrypted gradient to enclave, decrypt, aggregate, perturbate in the enclave, and return. This experimental code is open as well.

**Results:** Figure 10 shows the execution time plotted for the aggregation operation on synthetic data with different gradient sizes. \(\alpha\) is fixed at 0.01, and the horizontal axis indicates the original model parameter size \(d\). Our proposed Advanced method is approximately one order of magnitude faster than the Baseline method. Moreover, it is more robust to an increase in the number of parameters. Only when the number of parameters is very small is the Baseline method faster than the Advanced method, but this is because the overall execution time is instantaneous and the overhead of complicated operations such as oblivious sort is significant. PathORAM has a large overhead. The main factors are the refresh (randomization) for each update and the oblivious reading of the position maps along with other components. This result indicates that the aggregation process can be completed in a few seconds if the model scale is about 1M parameters, and our proposed method has practical performance on the real-world scale from parameter size of the global models in Table 2.

Figure 11 shows the performance results on MNIST (MLP) for various numbers of clients and low sparsity \(\alpha = 0.1\). \(q\) is fixed at 0.3 for all case later. When the number of clients \(N\) is large \(10^4\), the Baseline method is more efficient. The reason is that lower sparsity and more clients increase \(nk\), which has a larger overhead for both Baseline and Advanced, but affects Advanced more, which follows the analysis on cache hits in Section 5.3. At \(N = 10^4\), the memory size majorly required by Advanced is (vector to be obliviously sorted) = \(5089 \times 8 + 3000 + 50890 \times 8 \approx 122\) MB.

\(^2\)https://github.com/mobilecoinofficial/mc-oblivious

Figure 12 shows the effects of optimization for Advanced algorithm on MLP models for MNIST (left) and CIFAR100 (right). (\(> 96\) MB of EPC size) since each cell of gradient is 8 bytes (32-bit unsigned integer for index and 32-bit floating point for value). Batcher’s sort requires repeated accesses between two very distant points on the vector, which could cause a large number of paging operation until Advanced finishes, but in Baseline it hardly occurs. Moreover, since the model size \(d\) is fairly small (i.e., MNIST (MLP) has only 50K), the overhead of the dummy accesses of Baseline is not significant. However, our optimization introduced in Section 5.3 successfully utilizes these observations.

Figure 12 shows the effects of the optimization on Advanced. The left figure shows the results for the same settings as the rightmost graph (\(N = 10^4\)) in Figure 11, showing that Advanced is dramatically faster with optimal client size. First, when the number of clients \(h\) is extremely finely divided, iterative loading and other minor costs become non-negligible, and the overhead conversely increases. However, if \(h\) is gradually increased, execution time becomes several times more efficient. Considering that the size of the L3 cache is 8 MB and that \(dx = 0.04\) MB of gradient data per client, the L3 cache can hold up to about 200 clients data to be sorted. In fact, the cost per plot is the lowest, roughly 10 seconds at \(h = 100\) and it is about the same up to around 200, a significant improvement from 290 seconds of original Advanced. The waviness of the plot seems to be related to the data size and the L2 cache (1 MB), which...
does not seem to have as large an impact as the L3 cache. However, the efficiency drops significantly around approximately $h = 2000$, which is due to the overhead of EPC paging and might be a major consideration of the non-linear memory accesses in Advanced. The right figure shows the results with MLP on CIFAR100 at $\alpha = 0.01$, $N = 10^4$. In this case, Advanced is much faster originally, but there is optimal $h$ that can be further accelerated by optimization. While the execution time is 16 seconds without optimization, it reduces to 5.7 seconds at around 150 clients. Note that, in practice, the optimal $h$ can be determined through offline evaluation.

6 RELATED WORKS

Security and Privacy threats in FL. The third parties who obtain machine learning models may infer sensitive information about participants’ training data by inference attacks [49, 68] and/or reconstruction attacks [9, 30]. Inference attacks estimate whether a specific sample is included training data, or estimate sensitive properties for the training data. Reconstruction attacks estimate the training data itself (e.g., image data). These attacks have been studied for an extended period of time, not only in the context of FL, but also in the context of ML. However, in the case of FL, the importance of risk assessment has increased because white-box model access is easily available to all participants during the training process. To address these attacks against malicious third parties, perturbing the model training with differential privacy has been shown to be effective [48, 65], and a typical method is DP-SGD [1], which injects Gaussian noise into the SGD steps to guarantee DP. Furthermore, [15, 46, 74] proposes using TEE on the client side to disallow malicious behavior.

The aggregation server in FL also leads to privacy concerns. FedAVG [43] requires participants to share the raw gradients with the server, which has been shown to be a potential privacy violation [76, 78]. Using a technique known as Deep Leakage from Gradient, the raw gradient information can be used to reconstruct important information about the training data [78]. [49] reports a large scale membership inference attack on FL. To protect against such attacks, [63, 77] propose perturbing the gradients guaranteeing LDP. Another direction is to hide gradients using secure computation techniques such as homomorphic encryption [6, 22, 29, 33] and secure aggregation [11, 20, 34]. Although the server cannot see the raw gradient, these methods may not always be acceptable to practitioners because of their high computational costs and/or complex initialization and synchronization requirements, which also restrict the available DP mechanisms. In addition, these defenses themselves are not resistant to side channels leaking gradient index information in sparsified settings.

Olive can protect against both the untrusted server and any malicious third parties. Olive employs TEE to address the privacy concerns caused by an untrusted server and uses differential privacy to provide formal privacy guarantee against third parties. More importantly, Olive hardens the security guarantee on TEE with oblivious algorithms for DP-FL.

FL with TEE. FL with TEE is a promising direction for efficient and secure FL. In addition to confidentiality on gradients, it can provide remote program integrity and verifiability by remote attestation. Recently, multiple proposals have been made to use TEE in FL [16, 46, 47, 73, 75]. PPFL [46] uses TEE to hide the parameters to prevent semi-honest client and server attacks on the global model. However, side channel attacks are not covered. In [75] and [16], using multiple servers, the gradient aggregation step is hierarchical and/or partitioned so that the gradient information can only be partially observed by each server. Their assumption is the reconstruction attack based on raw gradient information, where gradient leakage of less than 80% is acceptable. Our attack is based on gradient index information, and the goal is label inference [68]; hence, the analysis and solution are completely different. Furthermore, our proposed method is more practical since we require only one server and one TEE, compared to their method of distributed processing, which assumes multiple non-colluding servers with TEEs. Flattee [47] is similar to Olive in that it uses TEE and DP to learn FL. [47] mentions server-side obliviousness, but does not provide any solutions for side channel resistance to gradient index leakage. Our study includes the analysis of access patterns in FL’s aggregation procedure and the design and demonstration of attack methods to thoroughly motivate our defenses in addition to the specific solutions which leads to stronger security than any other methods in FL running on a single central TEE.

Differential Privacy in FL. The combination of FL and DP has been well studied [5, 24, 40, 41, 44, 63, 69, 71, 77]. LDP and shuffle DP can be applied to improve the trust model of CDP-FL that requires trusted server, as introduced in Section 2.1.

In LDP-FL [41, 63, 69, 77], the clients perturb the gradients before sharing with an untrusted server, guaranteeing formal privacy against both malicious third parties and the untrusted server. LDP-FL does not require a trustful server unlike CDP-FL. However, LDP-FL suffers from lousy privacy-utility trade-off, especially when the number of users is not sufficient (i.e., the signal is drowned in noise) or the number of the model parameters is large (i.e., more noises are needed for achieving the same level of DP). Unfortunately, it is limited to models with an extremely small number of parameters or companies with a huge user base (e.g., 10 million).

To overcome the weakness of the utility of LDP by privacy amplification, a method using the shuffler model [7, 21], has been proposed [40], i.e., Shuffle DP-FL. This method introduces a trusted shuffler instead of trusting the server and achieves some level of utility. However, clearly, it cannot outperform CDP in utility because we can simulate the shuffler mechanism on a trusted server. The privacy amplification of the shuffler also has weaknesses, such as the need for a large number of participants and small parameter size due to the underlying LDP limitation. In Olive, the operations applied in CDP-FL can be performed in TEE, and the utility is basically the same as the CDP case, without trusting the server using secure computation with TEE. These are summarised in Table 1.

Sparsification for communication cost. The models to be trained in FL are expected to include deep models such as image recognition and language models, and the parameter size can be large. Since the participants and the aggregation server need to exchange these parameters in each training round, one of the major problems inherent in FL is bandwidth [59]. To solve this issue, sparsification of the model parameters before sending and then aggregating at the server has attracted attention [31, 38, 39, 56, 60]. By sending only the top-$k$ parameters with large absolute gradients to the aggregation server, we can reduce the communication cost.
by more than 1–3 orders of magnitude. Moreover, interestingly, this could reduce the sensitivity to the aggregated gradients, which contributes to reducing the amount of noise [31, 40]. Specifically, in the case of CDP-FL, when a constant clipping size is used, the (top-k) sparsification leaves larger values after clipping, which increases the utility at the same privacy. In our study, we focus on demonstrating the privacy risk to side channels posed by sparsification.

7 CONCLUSION

In this study, we proposed OLIVE, a federated learning system that can benefit from the utility of CDP-FL and the trust model of LDP-FL, which is accomplished using TEE. We analyzed the security/privacy risks of using TEE on the server side in FL and demonstrated these risks, we proposed a fully-oblivious but efficient algorithm. Our experimental results showed that our proposed algorithm was more efficient than state-of-the-art general-purpose ORAM, and can be a practical method on the real-world scale. We believe our method can be a practical and powerful technique for secure FL on cloud servers with Intel SGX.
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A OBLIVIOUS PRIMITIVES

Here we describe the detailed implementation of the oblivious primitive we used. The C inline assembler-like pseudo-code is shown here. However, the Rust implementation we actually used is available in the public repository.

```c
int o_swap(bool flag, uint64 x, uint64 y) {
    /* inline assembly */
    /* register mapping: */
    flag => rax, x => rdx, y => r8 */
    mov rax, rdx
    test rax, -1
    cmovz rax, r8
    return r8
}
```

**Listing 1:** Oblivious move based on CMOV

```c
int o_mov(bool flag, uint64 x, uint64 y) {
    /* inline assembly */
    /* register mapping: */
    flag => rax, x => rdx, y => r8 */
    mov rax, rdx
    test ecx, -1
    cmovnz r10, r11
    cmovnz r9, r10
    mov r10, r8
    return rax
}
```

**Listing 2:** Oblivious swap based on CMOV

B GENERAL FL AGGREGATION ALGORITHM

We show a general FL aggregation algorithm. The main focus here is on which memory addresses are accessed in the operation.

**Algorithm 5** Linear algorithm (and averaging and perturbing)

**Input:** $G = G_1 \parallel \ldots \parallel G_n$ where $G_p$ $(p \in [n])$ is gradient from user $p$ and $k$ length vector, $G$ is $nk$ length vector and $G$'s element $g_{pq}$ $(q \in [nk])$ is composed of (index, value)

**Output:** $G'$: Aggregated gradient and $d$ length vector

1. procedure Aggregation($G$)
2. /* Linear algorithm */
3. Initialize gradients $G'$
4. for $i = 1, \ldots, n$ do
5.   for $j = 1, \ldots, k$ do
6.     $G'[G[k \ast (i-1) + j].index] += G[k \ast (i-1) + j].value$
7. /* Averaging and Perturbing with linear access */
8.   for $i = 1, \ldots, d$ do
9.     $G'[i] /= n$
10.  for $i = 1, \ldots, d$ do
11.    $z \leftarrow$ Random noise (e.g., Gaussian distribution)
12.   $G'[i] += z$
13. return $G'$

C PROOFS OF OBLIVIOUSNESS

Proof of Proposition 3.1.

Proof. Let the access pattern of Linear algorithm for dense gradients be $Accesses_{\text{dense}}$, then, the pattern is represented as follows:

$Accesses_{\text{dense}} = \{[G[1], \text{read}, +], (G'[1], \text{write}, +), \ldots, (G[nd], \text{read}, +), (G'[d], \text{read}, +), (G'[d], \text{write}, +)\}$

This means reading the sent gradients $G[i + j]$, reading the corresponding aggregated gradients $G'[j]$, adding them together, and then writing them to aggregated gradient $G'[j]$ again, for any $i \in [n]$ and $j \in [d]$. For any two input data $I, I'$ of equal length, for any security parameter $\lambda$, $Accesses_{\text{dense}}$ is identical and the statistical distance $\delta = 0$. Finally, Linear algorithm is $0$-statistical oblivious. □

Proof of Proposition 5.1.

Proof. Let the access pattern observed through algorithm 3 be $Accesses_{\text{baseline}}$, and it is as follows:

$Accesses_{\text{baseline}} = \{[G[1], \text{read}, +], (G'[1], \text{write}, +), \ldots, (G'[d/c], \text{write}, +), \ldots, (G[k], \text{read}, +), (G'[1], \text{write}, +), \ldots, (G'[d/c], \text{write}, +)\}$

where $c$ is the number of gradients included in one cacheline and $G'$ is an array with $d/c$ cells where $G'$ is divided at the granularity of a cacheline. Since $Accesses_{\text{baseline}}$ is the identical sequence for any inputs of the same length, algorithm 3 is $0$-statistical oblivious. □
Table 4: Architectures of the neural networks used in Section 4. \( d \) is the number of parameters of the global model trained in FL and \(|L|\) is the number of labels of inference target.

| Name   | Layers                  | Details                  |
|--------|-------------------------|--------------------------|
| NN     | 2 Fully Connected Layers | Input: \( d \)          |
|        |                         | Hidden: 1000             |
|        |                         | Dropout: 0.5             |
|        |                         | Activation: ReLU         |
|        |                         | Output: \(|L|\)          |
| NN-SINGLE | 2 Fully Connected Layers | Input: \( d \)          |
|        |                         | Hidden: 2000             |
|        |                         | Dropout: 0.5             |
|        |                         | Activation: ReLU         |
|        |                         | Output: \(|L|\)          |

**D MODEL ARCHITECTURES**

Here are some details about the neural network model we used in our experiments. The code for all models is available from our public repository.

Table 3 shows the model used as the FL’s global model throughout all experiments. Table 4 describes the detailed design of the model used in the neural network-based attack in section 4.3.

Table 3: Architectures of the neural networks used as global models in all FL experiments in Sections 4.3 and 5.5. Readers can find the details of ResNet-18 at https://github.com/weiaicunzai/pytorch-cifar100/blob/master/models/resnet.py.

| Name               | Layers                  | Details                  |
|--------------------|-------------------------|--------------------------|
| MNIST MLP          | 2 Fully Connected Layers | Input: 28 * 28           |
|                    |                         | Hidden: 64               |
|                    |                         | Dropout: 0.5             |
|                    |                         | Activation: ReLU         |
|                    |                         | Output: 10               |
| CIFAR10 MLP        | 2 Fully Connected Layers | Input: 3 * 32 * 32       |
|                    |                         | Hidden: 64               |
|                    |                         | Dropout: 0.5             |
|                    |                         | Activation: ReLU         |
|                    |                         | Output: 10               |
| CIFAR10 CNN        | Convolutional 1         | Input: 6 * 14 * 14       |
|                    |                         | Activation: ReLU         |
|                    |                         | Maxpooling:              |
|                    |                         | kernel size: 2           |
|                    |                         | stride: 2                |
|                    | Convolutional 2         | Input: 16 * 5 * 5        |
|                    |                         | Activation: ReLU         |
|                    |                         | Hidden1: 120             |
|                    |                         | Hidden2: 84              |
|                    |                         | activation: ReLU         |
|                    |                         | Output: 10               |
| Purchase100 MLP    | 2 Fully Connected Layers | Input: 600               |
|                    |                         | Hidden: 64               |
|                    |                         | Dropout: 0.5             |
|                    |                         | Activation: ReLU         |
|                    |                         | Output: 100              |
| CIFAR100 CNN       | ResNet-18               |                          |