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We present a theoretical analysis of the capacitance of a double quantum dot in the charge and spin qubit configurations probed at high-frequencies. We find that, in general, the total capacitance of the system consists of two state-dependent terms: the quantum capacitance arising from adiabatic charge motion and the tunnelling capacitance that appears when repopulation occurs at a rate comparable or faster than the probing frequency. The analysis of the capacitance lineshape as a function of externally controllable variables offers a way to characterize the qubits’ charge and spin state as well as relevant system parameters such as charge and spin relaxation times, tunnel coupling, electron temperature and electron g-factor. Overall, our analysis provides a formalism to understand dispersive qubit-resonator interactions which can be applied to high-sensitivity and non-invasive quantum-state readout.

I. INTRODUCTION

In-situ state-readout of a quantum system via its dispersive interaction with a resonator is a promising technique that offers a compact and sensitive alternative to external mesoscopic detectors [1][5]. When applied to quantum information processing, dispersive phenomena can be exploited to obtain detailed information of the charge or spin qubit final state [6]: The qubit’s state-dependent capacitance causes a shift in the resonator frequency that can be readily detected by standard homodyne detection techniques [7][9]. Therefore, understanding the origin of the qubit’s capacitance at high frequencies becomes important for quantum-state readout [10][13]. So far, different components of this capacitance have been identified: The quantum capacitance arising from adiabatic charge transitions and the non-zero curvature of the energy bands [14][17] and the tunnelling capacitance that appears when population redistribution processes, such as relaxation and thermal or resonant excitation, occur at a rate comparable or faster than the probing frequency [3][18][20].

In this letter, we present a description of the qubit’s total capacitance that gathers both phenomena, quantum and tunnelling capacitance, under the same theoretical framework. We take the example of double quantum dots (DQD), an ideal system to host charge [21] and long-lived spin qubits [22]. We describe the total capacitance of the system as a function of external variables such as energy detuning, temperature and magnetic field. We also identify two relevant timescales with regards to the operation of the resonator and the relaxation time of the system. Our results provide experimental tools to characterize the qubit charge and spin state as well as relevant qubit parameters such as tunnel coupling, electron temperature, electron g-factor and relaxation times.

Finally, we note that our formalism is general to quantum multi-level systems and readily applicable to other types of qubits such as superconducting qubits [23] and hybrid qubits [24].

II. DIFFERENTIAL CAPACITANCE IN DOUBLE QUANTUM DOTS

We consider a DQD system as illustrated in Fig. 1a, in which the two quantum dots (QDs) 1 and 2 are coupled to a sensing gate electrode (G) via gate capacitances $C_{Gi}$ for $i = 1, 2$. Each QD is further coupled to source and drain electrodes by capacitances $C_{Si}$ and $C_{Di}$ respectively and they are further coupled to each other by a mutual capacitance $C_m$. Here, we study the zero-bias regime in which source and drain electrodes are connected to ground.

The DQD has an associated differential capacitance, $C_{\text{diff}}$, as seen from the gate that can be obtained from the following expression

$$C_{\text{diff}} = \frac{d(Q_1 + Q_2)}{dV_G}. \quad (1)$$

We can express the net charges $Q_i$ in QD $i$ by considering the total existing charge in the islands $-e\langle n_i \rangle$, and the polarization charge induced by the gate electrode and the mutual electrostatic effect between dots

$$Q_1 = C_{G1}(V_G - V_1)$$
$$Q_1 = -e\langle n_1 \rangle + (C_{S1} + C_{D1})V_1 - C_m(V_2 - V_1)$$
$$Q_2 = C_{G2}(V_G - V_2)$$
$$Q_2 = -e\langle n_2 \rangle + (C_{S2} + C_{D2})V_2 - C_m(V_1 - V_2). \quad (2)$$

Here $V_i$ and $\langle n_i \rangle$ are the voltage and average electron number in QD $i$ and $e$ is the electron charge. Solving Eqs. (2) for $Q_1 + Q_2$ through elimination of $V_1$ and $V_2$, we arrive at the simplified expression

$$Q_1 + Q_2 = e(\alpha_1 \langle n_1 \rangle + \alpha_2 \langle n_2 \rangle)$$
$$+ [\alpha_1(C_{S1} + C_{D1}) + \alpha_2(C_{S2} + C_{D2})]V_G \quad (3)$$

in the limit of $C_m \ll C_{Si}$. Here $C_{Si} = C_{S1} + C_{D1} + C_{Gi} + C_m$ is the total capacitance of QD $i$ and $\alpha_i$ its
gate coupling defined as $C_{G1}/C_{S1}$. Inserting Eq. (3) into Eq. (1) gives the differential capacitance as the sum of two components

$$C_{\text{diff}} = C_{\text{geom}} + C_p.$$  \hfill (4)

The geometrical capacitance, $C_{\text{geom}}$, a voltage-independent term, represents the DC limit of the capacitance

$$C_{\text{geom}} = \alpha_1(C_{S1} + C_{D1}) + \alpha_2(C_{S2} + C_{D2}).$$  \hfill (5)

Here, the total geometrical capacitance appears as the sum of the gate capacitance in series with the parallel capacitances of the source and drain tunnel junctions for each QD.

The second term in Eq. (4), $C_p$, represents the parametric dependence of the time-averaged excess electron numbers on the gate voltage, and is thus coined the parametric capacitance. This is written as

$$C_p = -e \left[ \alpha^2 \frac{\partial \langle n_2 \rangle}{\partial V_G} + \alpha_1 \frac{\partial \langle n_1 \rangle}{\partial V_G} \right] = -e \alpha^2 \frac{\partial \langle n_2 \rangle}{\partial V_G}.$$  \hfill (6)

![Diagram of a DQD system](image)

**FIG. 1:** Charge and spin qubits in double quantum dots. (a) A schematic of a DQD system composed of QDs 1 and 2 coupled to a gate electrode G by capacitances $C_{G1}$ and $C_{G2}$, respectively. (b) Equivalent circuit of (a) including the geometrical and parametric capacitance in parallel. The resonator, with characteristic inductance $L_r$ and capacitance to ground $C_r$, creates an oscillatory voltage on the gate of the DQD. (c) Energy level spectrum of a DQD as a function of detuning in the single electron regime. Mixing of the states forms a finite gap of magnitude $\Delta_c$ at $\varepsilon = 0$. (d) The energy level spectrum of a DQD in the two-electron regime. Split-off triplet states, $T^0$, $T^-$ and $T^+$ must be considered in addition to the mixed singlet states.

which in turn produces a redistribution of charges $Q_1$ and $Q_2$ in the DQD due to the associated differential capacitance in Eq. (4). This additional state-dependent capacitance loads the resonator leading to a dispersive shift of the resonant frequency. This frequency shift can be readily monitored using standard homodyne detection techniques, such as reflectometry [3, 4, 7, 28, 29] or transmission [11, 30]. In the following sections, we present a description of the DQD-resonator interaction. We explore the DQD in the charge and spin qubit configurations and exploit the dependence of the parametric capacitance on external variables for qubit characterization.

### III. CHARGE QUBIT

Operating in the single electron regime, where one electron is shared between the QDs, the DQD will function as a charge qubit [21]. Two discrete charge states are considered, corresponding to the configurations $(n_1, n_2) = (1, 0)$ and $(0, 1)$. The Hamiltonian of such a two-level system in terms of Pauli spin matrices $\sigma_x, \sigma_y, \sigma_z$ is

$$H = -\frac{\Delta_c}{2} \sigma_x - \frac{\varepsilon}{2} \sigma_z.$$  \hfill (8)

where $\varepsilon$ represents the energy detuning between quantum dots and $\Delta_c$ the tunnel coupling that mixes the $(1, 0)$ and $(0, 1)$ states, creating a point of avoided crossing at $\varepsilon = 0$. The corresponding eigenenergies, as illustrated in Fig. 1(c), are given by

$$E_{\pm} = \pm \frac{1}{2} \sqrt{\varepsilon^2 + \Delta_c^2}.$$  \hfill (9)
We can calculate the parametric capacitance of a charge qubit by taking into account that an oscillatory voltage on the gate will induce an oscillatory variation on the DQD energy detuning centered around \( \varepsilon_0 \) as 

\[
\varepsilon(t) = \varepsilon_0 + \delta \varepsilon \sin(2\pi f_1 t),
\]

where \( \delta \varepsilon = -ea' \delta V_G \). Then Eq. (6) becomes

\[
C_p = (ea')^2 \partial \langle n_2 \rangle \frac{\partial}{\partial \varepsilon}
\]

and the problem simplifies to calculating \( \langle n_2 \rangle (\varepsilon) \).

### A. Theory

In the energy basis, the time-averaged excess electron number in QD2 in the single electron regime may be expressed as

\[
\langle n_2 \rangle = \langle n_2 \rangle_+ P_+ + \langle n_2 \rangle_- P_-,
\]

where \( P_\pm \) are the probabilities of the excess electron occupying the ground(-) or excited(+) state and

\[
\langle n_2 \rangle_\pm = \frac{1}{2} \left( 1 \pm \frac{\varepsilon}{\Delta E} \right)
\]

are the average number of electrons in QD2 in the ground and excite state [20]. Here, \( \Delta E = E_+ - E_- = \sqrt{\varepsilon^2 + \Delta^2} \). Using Eqs. (10)-(12), we can then obtain the instantaneous parametric capacitance of a charge qubit:

\[
C_p(t) = C_0 \left( \frac{\Delta^3}{\Delta E^3} \chi_c + \frac{\varepsilon \Delta_c \partial \chi_c}{\Delta E} \frac{\partial t}{\partial \varepsilon} \right),
\]

where \( C_0 = (ea')^2 / 2 \Delta_c, \chi_c = P_- - P_+ \), the difference between ground and excited state occupation probabilities and we have expanded \( \frac{\partial \chi_c}{\partial \varepsilon} = \frac{\partial \chi_c}{\partial \delta \varepsilon} \). Eq. (13) contains two detuning-dependent contributions. The first term, corresponds to the so-called quantum capacitance arising from adiabatic transitions in systems with finite curvature of the energy bands [14, 15]. The second term, the tunneling capacitance, appears when non-adiabatic processes, such as relaxation and thermal or resonant excitation, occur at a rate comparable or faster than the probing frequency \( f_1 \). [4, 11, 13, 20].

Typically, in reflectometry measurements, \( C_p(t) \) is averaged over a resonator cycle. Hence, calculating the averaged parametric capacitance \( \langle C_p \rangle \) requires a time-dependent solution of the probability difference \( \chi_c \). This can be done by analysing the dynamics of the driven two-level system which is given by the following master equation

\[
\dot{\chi}_c = \frac{1}{\Gamma_1} \left( \chi_0 - \chi_c \right),
\]

where \( \Gamma_1 = 1/T_1^r \) is the relaxation rate from the excited state to the ground state and \( \Gamma_+ = \Gamma_- e^{-\Delta E/k T} \) is the relaxation rate from the ground state to the excited state [31]. The solution to first order approximation with respect to small variations of detuning \( \delta \varepsilon \ll \Delta_c \), can be calculated following references [4, 19]. In this approximation, the probability difference can be expressed as \( \chi_c(t) = \chi_0 + \delta \chi_c(t) \) where \( \delta \chi_c(t) \) represents a small deviation from the equilibrium occupation probability difference

\[
\delta \chi_c(t) = -\frac{2\eta}{\omega_r^2 + \gamma^2} \left[ \gamma \sin(\omega_r t) - \omega_r \cos(\omega_r t) \right] \delta \varepsilon
\]

where \( \eta \) and \( \gamma \) are temperature-dependent coefficients given by

\[
\eta = \frac{1}{T_1^r k_B T} \frac{\varepsilon_0}{\omega_r^2 + \gamma^2} e^{-\Delta E(\varepsilon_0)/k_B T},
\]

\[
\gamma = \frac{1}{T_1^r} \left( 1 + e^{-\Delta E(\varepsilon_0)/k_B T} \right).
\]

Calculating the instantaneous parametric capacitance to first order approximation in \( \delta \varepsilon \) using Eqs. (15)-(17) and averaging over a resonator cycle we obtain an analytical expression for parametric capacitance of a charge qubit

\[
\langle C_p \rangle \approx C_0 \left\{ \frac{\Delta^3}{\Delta E^3(\varepsilon_0)} \chi_0^0 + \right. \left. + \frac{2\varepsilon_0^0}{k_B T \Delta E(\varepsilon_0)/2} \left[ g(\varepsilon_0, T) - 1 \right] \frac{\Gamma_1 c}{\omega_r^2 + \gamma^2(\varepsilon_0, T)} \right\} \left( \frac{\Gamma_1 c}{\omega_r^2 + \gamma^2(\varepsilon_0, T)} \right).
\]

### B. Results

**Slow and Fast Relaxation Limits**

In the limit, \( \Gamma_1 c \ll \omega_r \), in which the charge relaxation time is longer than the period of the resonator, thermal
repopulation does not occur on the time-scale of the resonator and hence \( \partial \chi_c / \partial t = 0 \), represented schematically on the left side of Fig. 2(a). In such cases, the parametric capacitance will be composed solely of quantum capacitance contributions.

\[
\langle C_p \rangle \approx C_0 \frac{\Delta^3}{\Delta E^3(\varepsilon_0)} \chi_c^0 \tag{19}
\]

Conversely, for \( \Gamma_1 \gg \omega_r \), the thermal population distribution tracks the instantaneous excitation from the resonator \((\partial \chi_c / \partial \varepsilon = \partial \chi_c^0 / \partial \varepsilon_0)\) as schematically depicted in the right side of Fig. 2(a) and therefore both quantum and tunnelling capacitances must be considered

\[
\langle C_p \rangle \approx C_0 \left\{ \frac{\Delta^3}{\Delta E^3(\varepsilon_0)} \chi_c^0 + \frac{\varepsilon_0 \chi_c^0}{\Delta E(\varepsilon_0)} \partial \chi_c^0 / \partial \varepsilon_0 \right\}. \tag{20}
\]

In Fig. 2(b-d), we present a lineshape analysis of the parametric capacitance of a charge qubit as a function of temperature. The slow (Fig. 2(c)) and fast-relaxation regimes (Fig. 2(d)) exhibit a symmetric capacitance lineshape with a maximum at the avoided crossing point \((\varepsilon_0 = 0)\). Here, we plot the lineshape for increasing temperature from \( k_B T / \Delta_c = 0.1 \) (red line) to \( k_B T / \Delta_c = 5 \) (light blue line). The maximum parametric capacitance diminishes with increasing temperature according to \( \tanh(\Delta_c / 2k_B T) \) as can be seen in both insets and it becomes vanishingly small for values \( k_B T / \Delta_c > 10 \). This is found to be identical under both regimes due to the tunnelling capacitance having no contribution at the avoided crossing. Moreover, in the low temperature limit both regimes show a full width at half maximum, \( \text{FWHM} = 1.53 \Delta_c \), see in Fig. 2(b). However, a distinction between the two regimes may be made through contrasting the temperature dependence of the FWHM for \( k_B T / \Delta_c > 0.2 \). In the slow-relaxation limit the FWHM increases until it saturates to a value \( 2 \Delta_c \) at high temperatures. Conversely, in the fast-relaxation regime, the FWHM shows an increase with temperature due to the tunnelling capacitance. This increase tends asymptotically to a linear dependence with \( T \) at high temperatures, \( \text{FWHM} = 3.53 k_B T \) (red dashed line). This different behaviour of the FWHM as a function of temperature allows identifying the relaxation regime in which the charge qubit is. Moreover, at low temperatures, a fit to the FWHM allows measuring \( \Delta_c \) independently of the relaxation regime in which the qubit is. Finally, the fast relaxation regime at high temperatures allows calibrating the electron temperature of the system.

**Intermediate Relaxation Regime**

In the limit, \( \Gamma_1 \approx \omega_r \), in which the charge relaxation time is similar to the period of the resonator, the tunnelling capacitance term contributes partially and the full

![FIG. 2: Charge Qubit. (a) Schematic energy level diagram of the DQD indicating the electron dynamics in the slow (\( \Gamma_1 \ll \omega \)) and fast (\( \Gamma_1 \gg \omega \)) relaxation regime. Only in the fast relaxation regime the system can track the instantaneous thermal population of the system exemplified by the vertical black arrows. (b) FWHM of the parametric capacitance lineshape in the slow (black solid line) and fast relaxation regime (red solid line). The slow regime tends asymptotically to FWHM= \( 2 \Delta_c \) (black dashed line) and the fast regime to FWHM= \( 3.53 k_B T \) (red dashed line). Parametric capacitance lineshape as a function of detuning for \( k_B T / \Delta_c = 0.1, 0.5, 1, 1.2 \) (red, black, dark blue, light blue solid lines) in the slow (c) and fast (d) relaxation regimes. Insets indicate the maximum parametric capacitance as a function of increasing temperature for both regimes.](image)
IV. SPIN QUBITS

We now move on to the discussion of the DQD in the two-electron regime. The electron configurations read (1,1) and (2,0). In addition to the singlet states ground( excited) $S_{-(+)}(1,1)$ and $S_{-(+)}(2,0)$, the (1,1) configuration introduces a set of degenerate triplet states, $T^-, T^0$ and $T^+$, whose degeneracy is broken upon application of a magnetic field. The energies of the triplet states, as shown in Fig. 1(d), are given by

$$E_{T^0} = -\varepsilon/2$$
$$E_{T^\pm} = -\varepsilon/2 \pm g\mu_B B,$$

where $\mu_B$ is the Bohr magneton and $g$ the electron g-factor. The transitions between the two states are dictated by the Pauli spin selection rules [17] and hence only charge states with same spin numbers couple. We neglect here spin-orbit and the small singlet-triplet coupling typically due to time-varying hyperfine fields in semiconductor QDs [32, 33]. Any mixing of the T(1,1) and T(2,0) states is assumed to occur at large detunings away from the singlet avoided crossing at $\varepsilon = 0$ due to the typically large orbital energy splitting in QDs [17, 32, 34]. Therefore, their energies present a linear dependence with respect to detuning. The DQD in the two electron regime may function as a spin qubit [22] or a singlet-triplet qubit [33, 35, 39].

A. Theory

Beginning in the energy basis, the average excess electron number in the two-electron regime is written as

$$\langle n_2 \rangle = \langle n_2 \rangle^s + \langle n_2 \rangle^p + \langle n_2 \rangle^t P^t,$$  \hspace{1cm} (22)

where $\langle n_2 \rangle^t$ and $P^t$ are the averaged excess electron number in the triplet states and the corresponding occupation probability and $P^s$ and $P^p$ are the singlet ground(-) and excited(+) state probabilities respectively. Due to the Pauli exclusion principle, $\langle n_2 \rangle^t = 1$ and the normalized probabilities require $P^s + P^p + P^t = 1$. The average number of electron in QD2 in the spin configuration can be written as

$$\langle n_2 \rangle = 1 - \frac{1}{2}\chi_s + \frac{\varepsilon}{2\Delta E}\chi_s.$$ \hspace{1cm} (23)

Here $\chi_s = P^p - P^s$ and $\chi'_s = P^s + P^p$. From Eq. (10) this gives the instantaneous parametric capacitance of the spin qubit system

$$C_p(t) = C_0 \left( \frac{\Delta \chi}{\Delta E^3} \chi_s + \frac{\varepsilon \Delta \chi}{\Delta E} \frac{\partial \chi_s}{\partial \varepsilon} - \frac{\Delta \chi'}{\Delta E} \frac{\partial \chi'_s}{\partial \varepsilon} \right).$$ \hspace{1cm} (24)

We note this expression is similar to Eq. 13 for the charge qubit with an additional term $-\Delta \varepsilon \partial \chi_s / \partial \varepsilon$ in the tunnelling capacitance and the different occupation probabilities now distributed over five spin states.

In the following, we introduce the relaxation rate between states with different spin state, $\Gamma_1^s = (T_1^s)^{-1}$, where $T_1^s$ is the spin relaxation time.

B. Results

Slow Relaxation Regime

Following a similar analysis to the charge qubit in the slow charge relaxation limit, when considering $\Gamma_1^s, \Gamma_1^t \ll \omega_r$, the tunnelling capacitance can be neglected and the parametric capacitance is solely composed of quantum capacitance contributions

$$\langle C_p \rangle \approx C_0 \frac{\Delta \chi}{\Delta E^3(\varepsilon_0)} \chi_s^0,$$ \hspace{1cm} (25)

where $\chi_s^0$ is the equilibrium probability distribution for the spin qubit

$$\chi_s^0 = \frac{1}{Z_s^0} e^{\Delta E(\varepsilon_0)/2k_B T} - e^{-\Delta E(\varepsilon_0)/2k_B T}.$$ \hspace{1cm} (26)
and for which the new partition function, $Z^0$, incorporates the additional three triplet states

$$Z^0_n = e^{\Delta E(\varepsilon_0)/2k_B T} + e^{-\Delta E(\varepsilon_0)/2k_B T} \left( 1 + e^{-g\mu_B B/k_B T} + e^{g\mu_B B/k_B T} \right).$$

This is the case, for example, for singlet-triplet systems in silicon DQDs and coupled dopant-dot [17, 37, 38]. In Fig. [1] we show the DQD energy levels for two different magnetic fields. In the upper panel, $B = 0$, the triplet states are degenerate and the ground state of the system around $\varepsilon = 0$ is a singlet. For large positive detunings the $S_-(1,1)$ and $T(1,1)$ are degenerate. Here a quantum capacitance signal arises from the finite curvature of the singlet branch. The lineshape is symmetrical for $k_B T/\Delta_c \leq 0.1$ with a FWHM = 1.5$\Delta_c$, but develops a slight asymmetry as the temperature is increased from $k_B T/\Delta_c = 0.1$ (black line) to $k_B T/\Delta_c = 5$ (light blue line) as seen in Fig. [1] (b). A reduction of signal towards positive detunings is observed due to the repopulation of the triplet branch that possess no quantum capacitance contribution due to its lack of band curvature. Moreover, the maximum capacitance decreases with increasing temperature, as seen in the inset.

We now explore the magnetic field-dependence of the parametric capacitance of the system. At finite fields, depicted in the bottom panel of Fig. [1] (a), the triplet degeneracy is broken by the Zeeman energy and the $T^-$ state becomes the new ground state of the system for $\varepsilon > \left( \Delta_c^2 - (2g\mu_B B)^2 \right) / 4g\mu_B B$. Since no tunnelling is allowed between the $S_-$ and $T^-(1,1)$ in the time-scale of the resonator, as the magnetic field is increased, the capacitance vanishes. This can be seen in Fig. [1] (c,d) for $k_B T/\Delta_c = 0.1$ and 1 respectively, where we plot $(C_p)/C_0$ as a function of magnetic field and detuning. For $k_B T/\Delta_c = 0.1$ the loss of signal occurs asymmetrically tracking the singlet-triplet crossing point (white dashed line) and becoming vanishingly small for $g\mu_B B/\Delta_c > 1.5$. Conversely, for $k_B T/\Delta_c = 1$, the signal vanishes quasi-symmetrically and a larger magnetic field is necessary to observe the loss of capacitance. Overall, measuring at low temperature the magnetic-field dependence of the parametric capacitance in slow-relaxation systems allows determining relevant qubit parameters: $\Delta_c$, from the FWHM in the low temperature limit, $T$ from the decay of the capacitance signal as a function of magnetic field at fixed detuning and $g$ from the shift in detuning of the capacitance maximum as a function of $B$.

**Fast Relaxation Regime**

In this section, we explore the singlet-triplet system in the fast relaxation limit $\Gamma_s^+, \Gamma_s^- \gg \omega_t$, where the system tracks the instantaneous thermal distribution imposed by oscillatory value of the detuning. In this scenario, tunnelling between the $S_-(2,0)$ and $T^-(1,1)$ occurs in the timescale of the resonator, as depicted in Fig. [3] (a), giving a finite tunnelling capacitance contribution. In this limit the parametric capacitance reads,

$$\langle C_p \rangle \approx C_0 \left\{ \frac{\Delta_c^3}{\Delta E(\varepsilon_0)} \chi_s^0 + \frac{\varepsilon_0 \Delta_c}{\Delta E(\varepsilon_0)} \frac{\partial \chi_s^0}{\partial \varepsilon_0} - \frac{\partial \chi_s^0}{\partial \varepsilon_0} \right\}$$

where $\chi_s^0$ corresponds to

$$\chi_s^0 = \frac{1}{Z_s} \left[ e^{\Delta E(\varepsilon_0)/2k_B T} + e^{-\Delta E(\varepsilon_0)/2k_B T} \right]$$

In Fig. [3] (b), we demonstrate the additional effect of the tunnelling capacitance on the temperature dependence of the lineshape from $k_B T/\Delta_c = 0.1$ (black line) to $k_B T/\Delta_c = 1.65$ (light blue line).

We observe several differences with the slow relaxation regime that allows identifying the fast relaxation
The electron performs adiabatic transitions at the singlet-triplet crossing since relaxation occurs much faster than the timescale of the resonator drive. (b) Parametric capacitance lineshape as a function of detuning for timescale of the resonator drive. The insets indicate the maximum parametric capacitance as the temperature is increased to observe an increase of the maximum parametric capacitance with detuning for various temperatures and a linear dependence given by $|\sim T|/g\mu_B \epsilon_0$.

In Fig. 5(d), the maximum $\langle C_p \rangle / C_0$ also tracks the position of the singlet-triplet crossing but in this case, the signal is dominated by the tunnelling capacitance contribution for all values of $B$. Overall, we can exploit the magnetic-field dependence of the parametric capacitance in the low temperature limit to determine $\Delta_c$ from the FWHM in the low temperature limit or from the magnetic field value at which the maximum parametric capacitance starts to shift towards negative detuning. Additionally, we can find $T$ from the FWHM at $g\mu_B B/\Delta_c > 1$ and $g$ from the shift in detuning of the capacitance maximum as a function of $B$.

**Intermediate Relaxation Regime**

Finally, we explore the singlet-triplet system in the intermediate relaxation limit $\Gamma^c_s \ll \omega_s \approx \Gamma^c_s$ using a similar time-dependent analysis as in section III, now including the triplet states. In this limit, the relaxation between states with different total spin numbers does not occur in the time scale of the resonator whereas relaxation between states with the same spin number does, as depicted in Fig. 6(a). Under these conditions, the total singlet probability remains constant $\partial \chi_s^0 / \partial \epsilon = 0$ and the third term in equation Eq. 23 vanishes. In this limit, the parametric capacitance averaged over a resonator cycle can be written as

$$\langle C_p \rangle \approx C_0 \int \frac{\Delta^3}{\Delta E^3(\epsilon_0)} \psi_s^0 + \frac{2\Delta_c}{k_B T} \frac{\epsilon_0^2}{\Delta E(\epsilon_0)^2} f(\epsilon_0, T, B) \frac{\Gamma^c_1}{\omega_s^2 + g^2(\epsilon_0, T) \Gamma^c_1} \right\}$$

where $f(\epsilon_0, T, B) = \left( e^{-\Delta E(\epsilon_0)/k_B T} + e^{-\Delta E(\epsilon_0)/k_B T} \right) / 2$. In Fig. 6(a) we plot the dependence of the parametric capacitance with detuning for various temperatures and $\Gamma^c_s / \omega_s = 10$. We observe a decay in the peak height as in previous regimes and a shift of the maximum towards negative detunings following a linear dependence with temperature, $|\epsilon_0| \approx 0.68 k_B T$. This feature provides a simple measurement to identify the intermediate regime relaxation regime.

Additionally, in Fig. 6(c), we plot the parametric capacitance lineshape as a function of increasing magnetic field for $\Gamma^c_s / \omega_s = 10$ and $k_B T / \Delta_c = 1$. We observe that the signal vanishes at high fields tracking the position of the singlet-triplet crossing point (dashed white line). This is in contrast to the slow relaxation regime in which, at this temperature, the signal vanished quasi-symmetrically, see Fig. 6(d).

Finally, we investigate the dependence of the lineshape with increasing charge relaxation rate in Fig. 6(c). We note two main features as a function of increasing $\Gamma^c_s$: An asymmetric increase in the width of the peak.
FIG. 6: Spin qubit in the intermediate regime. (a) Schematic of the relaxation rates. Relaxation between states with same spin occurs within the time scale of the resonator whereas between states with different spin it does not. (b) Parametric capacitance lineshape as a function of detuning for \( k_c T / \Delta_c = 0.1, 0.2, 0.5, 1, 2 \) (black, red, green, dark blue and light blue lines) and \( \Gamma_1^c = 10 \). (c) Parametric capacitance as a function of detuning and magnetic field at \( k_c T / \Delta_c = 1 \) and \( \Gamma_1^c / \omega_i = 10 \). (d) Parametric capacitance lineshape as a function of detuning for \( \Gamma_1^c / \omega_i = 0, 0.5, 1, 1.5, 5 \) (black, red, green, dark blue and light blue lines) and \( k_c T / \Delta_c = 1 \). Inset: Maximum parametric capacitance position in detuning as a function of \( \Gamma_1^c / \omega_i \) for \( k_c T / \Delta_c = 0.1, 1, 2 \) (blue, black and red lines).

and a temperature-dependent shift of the position of the maximum towards negative detunings. The dependence with temperature can be seen more clearly in the inset where we plot the position in detuning of the maximum as a function of \( \Gamma_1^c / \omega_i \). At \( k_c T / \Delta_c = 0.1 \) (blue line) the maximum does not shift. However, as the temperature increases, the peak progressively shifts towards \( |\varepsilon_0| \approx 0.68 k_c T \) where it saturates at large \( \Gamma_1^c \).

V. CONCLUSION

We have presented a theoretical derivation of the high-frequency capacitance of a DQD in the charge and spin qubit regimes. Our results demonstrate that the total capacitance of the system is composed by two terms with distinct physical origin: The quantum capacitance arising from adiabatic charge transitions and the finite curvature of the energy bands and the tunnelling capacitance that appears when population redistribution processes occur in the time-scale of the resonator period. Overall, our results provide a theoretical framework in which to understand the dependence of the qubit-resonator interaction on the qubit state and external parameters such as temperature and magnetic field. We obtain information about the charge \( T_1^c \) and spin relaxation time \( T_1^s \), tunnel coupling \( \Delta_c \), electron temperature \( T \) and electron g-factor \( g \). Lastly, we note our analysis can be easily adapted to any quantum multi-level system such as solid-state qubit implementation like superconducting qubits [23] or hybrid qubits [24]. These results become of increasing interest for quantum state readout due to the benefits provided by in-situ gate-sensing - non-invasive, compact, high sensitivity and broadband detection - that open up a window for integrated qubit architectures.
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