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Abstract
In this paper we establish the higher differentiability of solutions to the Dirichlet problem

\[
\begin{aligned}
\text{div}(A(x, Du)) + b(x)u(x) &= f \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\]

under a Sobolev assumption on the partial map \( x \rightarrow A(x, \xi). \) The novelty here is that we take advantage from the regularizing effect of the lower order term to deal with bounded solutions.
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1 Introduction

This paper concerns the higher differentiability and the higher integrability of the gradient of local weak solution of the Dirichlet problem

\[
\begin{aligned}
\text{div}(A(x, Du)) + b(x)u(x) &= f \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\]  

(1.1)
The operator $A : \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ is a Carathéodory mapping, satisfying for positive constants $\alpha, \beta > 0$ the following assumptions

$$a|\xi - \eta|^2 \leqslant \langle A(x, \xi) - A(x, \eta), \xi - \eta \rangle.$$ \hfill (1.2)

$$|A(x, \xi) - A(x, \eta)| \leqslant \beta |\xi - \eta|.$$ \hfill (1.3)

Concerning the dependence on $x$-variable, it is clear that no extra differentiability can be obtained for solutions even if the data $f(x)$ and $b(x)$ are smooth, unless some differentiability assumption is made on the operator $A(x, \xi)$.

To this aim, we shall assume that there exists a non negative function $k(x) \in L^\infty_{\text{loc}}(\Omega)$, such that

$$|A(x, \xi) - A(x, \xi)| \leqslant (k(x) + k(y)) |x - y| (1 + |\xi|)$$ \hfill (1.4)

for every $\xi \in \mathbb{R}^n$ and a.e. $x, y \in \Omega$. Finally, we shall assume

$$|f(x)| \leqslant Qb(x)$$ \hfill (1.5)

for a.e. $x \in \Omega$.

Conditions (1.2) and (1.3) express the uniform ellipticity and lipschitz continuity of the operator $A(x, \xi)$ with respect to the variable $\xi$.

Condition (1.4), in view of the pointwise characterization of the Sobolev spaces [12], means that the partial map $x \to A(x, \xi)$ belongs to the Sobolev class $W^{1,n}_{\text{loc}}(\Omega)$.

Finally, condition (1.5), introduced in Ref. [1] (see also Ref. [2]), relates the coefficient of the lower order term with the right hand side.

This interplay yields a regularizing effect on the solution of the Dirichlet problem (1.1). More precisely, it is sufficient to assume (1.5) to obtain

$$\|u\|_{L^\infty(\Omega)} \leqslant Q.$$ 

The key tool to deal with equations with lower order terms, assuming a low integrability for $b(x)$ and $f(x)$ as in (1.1), is the result in Ref. [1] (see also Ref. [2]).

Recall that the boundedness of the solution of equation (1.1) is well known if $b(x), f(x) \in L^s(\Omega)$ for some $s > \frac{n}{2}$ [10], and usually it is the first step in the analysis of the regularity of the solutions and open the way to the investigation of some higher regularity for the solutions.

We would like to mention that, under $L^1$ integrability on the right hand side $f$, existence and uniqueness of the solutions have been established in Ref. [7], when $Q = 0$.

Recent works have shown that the $W^{1,n}$- regularity of the map $x \to A(x, \xi)$ is sufficient to obtain the higher differentiability of the solutions of the problem (1.1) but in the case $b = f = 0$ (see Refs. [5, 8, 9, 16, 17]).

The above mentioned results hold true also for the so-called $p$-harmonic operator, as well as for local minimizers of integral functionals with $p$-growth.

Here we take advantage from the result in Ref. [2] to deal with equation as in (1.1) and prove the following
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**Theorem 1** Let \( u \in W^{1,2}_0(\Omega) \) be the solution of the Dirichlet problem (1.1). Assume that \( A(x, \xi) \) satisfy (1.2)–(1.4), that \( b(x) \in L^2(\Omega) \) and that (1.5) is satisfied for some constant \( Q > 0 \). Then \( u \in W^{2,2}_{\text{loc}}(\Omega) \) and the following second order Caccioppoli type inequality

\[
\int_{B_{\frac{R}{2}}} |D^2u|^2 \leq \frac{C(\alpha, \beta, Q)}{R^2} \left( \int_{B_R} |Du|^2 + \int_{B_R} |b|^2 \right),
\]

holds for every ball \( B_R \subset \Omega \).

We would like to point out that we only require \( b(x), f(x) \in L^2(\Omega) \) and this assumption, which is stronger than the one used in Ref. [2], is still weaker than the classical one in order to deal with bounded solution for \( n \geq 4 \). On the other hand, in order to obtain higher differentiability for solutions to problem (1.1), condition (1.5) cannot be dropped without assuming higher integrability on \( b(x) \) and \( f(x) \).

Indeed, condition (1.5) is essential to have Theorem 1, under the hypothesis \( b(x), f(x) \in L^2(\Omega) \) (see example in Section 4).

On the other hand, it is easy to check that Theorem 1 still holds true without condition (1.5), but assuming \( b(x) \in L^p \).

The proof of Theorem 1 is obtained combining a suitable a priori estimate for the second derivatives of the solution of the equation with an approximation argument.

To establish the a priori estimate for the solution to (1.1) which has discontinuous coefficients we use the classical tool of the difference quotient method.

The main difficulty in establishing the a priori estimate is that we need to deal with terms with critical integrability that have to be reabsorbed and we shall succeed by suitable iteration argument.

Next, we use an approximation procedure that is constructed by introducing Dirichlet problems that, on one hand, admit solutions with the second derivative in \( L^2_{\text{loc}}(\Omega) \) and, on the other, satisfy the assumptions of the result in Ref. [1]. Also we need to prove that the solutions of each approximating Dirichlet problem are uniformly bounded by the same constant \( Q \) appearing in assumption (1.4).

As a consequence of our higher differentiability result combined with the boundedness of \( u \) we also have the following higher integrability for the gradient of the solutions

**Corollary 1** Let \( u \in W^{1,2}_0(\Omega) \) be the solution of the Dirichlet problem (1.1). Assume that \( A(x, \xi) \) satisfy (1.2)–(1.4) and \( b(x) \in L^2(\Omega) \) and that (1.5) is satisfied for some constant \( Q > 0 \). Then \( Du \in L^4_{\text{loc}}(\Omega) \) and the following estimate

\[
\int_{B_{\frac{R}{2}}} |Du|^4 \leq C \left( \int_{B_R} (1 + |Du|^2 + b^2) \right)
\]

holds, for a constant \( C = C(Q, R) \).
Such higher integrability result is a consequence of a suitable Gagliardo Nirenberg type inequality and it is inspired by the arguments introduced in Ref. [6] (for other Gagliardo Nirenberg type inequalities see also Ref. [4]). It is well known that the $W^{1,n}$-regularity of the coefficients has been employed in the study of non variational equations [3, 15]. Note that $W^{1,n} \subset VMO \subset BMO$, variational and non variational equations under VMO and BMO coefficients have been widely investigated. Among the others, we quote the results in Refs. [11, 13, 14, 18–20].

Obviously, once the existence and the $W^{2,2}$-regularity of the solution of (1.1) has been proven, the solution $u$ of the equation in (1.1) is also a solution to a non variational equation. In a forthcoming project we shall examine the analogous problem for the non variational case with lower order terms.

2 Notations and preliminary results

In Ref. [1] the authors studied boundedness of the solutions of the following problem:

$$\begin{cases}
-\text{div}(A(x, \nabla u)) + a(x)u|u|^{p-2} = f(x) \quad \text{in } \Omega \\
u = 0 \quad \text{on } \partial \Omega
\end{cases} \quad (2.1)$$

with $2 < p \leq n$ and $A : \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ is a Carathéodory function satisfying for some positive constants $\alpha, \beta$ and a function $h(x) \in L^p(\Omega)$ that

$$A(x, \xi) \xi \geq \alpha |\xi|^p, \quad (2.2)$$

$$|A(x, \xi)| \leq h(x) + \beta |\xi|^{p-1}, \quad (2.3)$$

and

$$(A(x, \xi) - A(x, \eta))(\xi - \eta) > 0, \quad \xi \neq \eta \quad (2.4)$$

for almost every $x \in \Omega$, for every $\xi$ and $\eta \in \mathbb{R}^n$ and

$$|f(x)| \leq Q a(x) + R(x). \quad (2.5)$$

In Ref. [1] it has been proven that $u \in L^\infty(\Omega)$. More precisely,

**Theorem 2** If $a(x), f(x) \in L^1(\Omega)$ with $a(x) \geq 0$ and $0 \leq R(x) \in L^{(p')'}$ satisfy (2.5) and if (2.2), (2.3), (2.4) hold then there exists a unique weak solution $u \in W_0^{1,p}(\Omega) \cap L^\infty(\Omega)$ of (2.1).

We will use previous theorem in the case $p = 2$ and with $h(x) = 0 = R(x)$. In this particular case, the precise bound for the $L^\infty$-norm of $u$, which will be used in the sequel, is the following

$$\|u\|_{L^\infty(\Omega)} \leq Q \quad (2.6)$$
2.1 Difference quotient

In order to get the higher differentiability of the solutions (1.1) we will use the difference quotient method. Therefore in this section we introduce the finite difference operator and we recall the basic properties.

**Definition 1** For every vector valued function $F : \mathbb{R}^n \to \mathbb{R}^N$ the finite difference operator is defined by

$$\tau_{s,h}F(x) = F(x + he_s) - F(x)$$

where $h \in \mathbb{R}$, $e_s$ is the unit vector in the $x_s$ direction and $s \in \{1, \ldots, n\}$.

The difference quotient is defined for $h \in \mathbb{R} \setminus \{0\}$ as

$$\Delta_{s,h}F(x) = \frac{\tau_{s,h}F(x)}{h}.$$ 

The following proposition describes some elementary properties of the finite difference operator and can be found, for example, Ref. [10].

**Proposition 1** Let $f$ and $g$ be two functions such that $F, G \in W^{1,p}(\Omega; \mathbb{R}^N)$, with $p \geq 1$, and let us consider the set

$$\Omega_{|h|} := \{x \in \Omega : \text{dist}(x, \partial \Omega) > |h|\}.$$

Then

(d1) $\tau_{s,h}F \in W^{1,p}(\Omega)$ and

$$D_i(\tau_{s,h}F) = \tau_{s,h}(D_iF).$$

(d2) If at least one of the functions $F$ or $G$ has support contained in $\Omega_{|h|}$ then

$$\int_{\Omega} F \tau_{s,h}G \, dx = -\int_{\Omega} G \tau_{s,-h}F \, dx.$$ 

(d3) We have

$$\tau_{s,h}(FG)(x) = F(x + he_s)\tau_{s,h}G(x) + G(x)\tau_{s,h}F(x).$$

The next result about finite difference operator is a kind of integral version of Lagrange Theorem.

The following results will be useful in the sequel

**Lemma 1** If $0 < \rho < R, |h| < \frac{R-\rho}{2}, 1 < p < +\infty, s \in \{1, \ldots, n\}$ and $F, D_sF \in L^p(B_R)$ then

 Springer
\[
\int_{B_\rho} |\tau_{s,h}F(x)|^p \, dx \leq |h|^p \int_{B_R} |D_sF(x)|^p \, dx.
\]

Moreover
\[
\int_{B_\rho} |F(x + he_s)|^p \, dx \leq c(n,p) \int_{B_R} |F(x)|^p \, dx.
\]

Now, we recall the fundamental Sobolev embedding property (for the proof we can refer, for example [10] [Lemma 8.2]).

**Lemma 2** Let \( F : \mathbb{R}^n \rightarrow \mathbb{R}^N, F \in L^p(B_R) \) with \( 1 < p < +\infty \). Suppose that there exist \( \rho \in (0,R) \) and \( M > 0 \) such that
\[
\sum_{s=1}^n \int_{B_\rho} |\tau_{s,h}F(x)|^p \, dx \leq M^p |h|^p,
\]
for every \( h \) with \( |h| < \frac{R-\rho}{2} \). Then \( F \in W^{1,p}(B_\rho;\mathbb{R}^N) \cap \overset{\infty}{L}^{\frac{np}{n-p}}(B_\rho;\mathbb{R}^N) \). Moreover
\[
||DF||_{L^p(B_\rho)} \leq M
\]
and
\[
||F||_{\overset{\infty}{L}^{\frac{np}{n-p}}(B_\rho)} \leq c(M + ||F||_{L^p(B_\rho)}),
\]
with \( c \equiv c(n,N,p) \).

An iteration Lemma finds an important application in the so called hole-filling method. A proof can be found, for example, Ref. [10] (see Lemma 6.1).

**Lemma 3** Let \( h : [\rho,R_0] \rightarrow \mathbb{R} \) be a non-negative bounded function and \( 0 < \theta < 1, A, B \geq 0 \) and \( \beta > 0 \). Assume that
\[
h(r) \leq \theta h(d) + \frac{A}{(d-r)^\beta} + B,
\]
for all \( \rho \leq r < d \leq R_0 \). Then
\[
h(\rho) \leq \frac{cA}{(R_0-\rho)^\beta} + B,
\]
where \( c = c(\theta, \beta) > 0 \).

The following Lemma is a sort of Gagliardo Nirenberg interpolation inequality

**Lemma 4** For \( \Psi \in C^1_c(\Omega) \) with \( \Psi \geq 0 \) and \( C^2 \) maps \( v : \Omega \rightarrow \mathbb{R}^n \) we have
\[
\int_\Omega \Psi_{\frac{m}{m+1}(p+2)} |D\psi|^{\frac{m}{m+1}(p+2)} \, dx \leq (p + 2)^2 \left( \int_\Omega \Psi_{\frac{m}{m+1}(p+2)} |\psi|^{2m} \, dx \right)^{\frac{1}{m+1}} \\
\times \left[ \left( \int_\Omega \Psi_{\frac{m}{m+1}(p+2)} |D\psi|^2 \, dx \right)^{\frac{m}{m+1}} + n \left( \int_\Omega \Psi_{\frac{m}{m+1}(p+2)} |\psi|^{p-2} |D^2\psi|^2 \, dx \right)^{\frac{m}{m+1}} \right]
\]

where \( p \in (1, \infty) \) and \( m > 1 \). Moreover

\[
\int_\Omega \Psi^2 \left( 1 + |D\psi|^2 \right)^{\frac{2}{r}} |D\psi|^2 \, dx \leq c(p) \|v\|_{L^\infty(\text{supp} \psi)}^2 \int_\Omega \Psi^2 \left( 1 + |D\psi|^2 \right)^{\frac{2}{r}} |D^2\psi|^2 \, dx \\
+ c \|v\|_{L^\infty(\text{supp} \psi)} \int_\Omega \left( |\psi|^2 + |\nabla \psi|^2 \right) \left( 1 + |D\psi|^2 \right)^{\frac{2}{r}} \, dx
\]

for a positive constant \( c = c(p) \).

(For the proof we refer to Refs. [6] and [9]).

### 3 Proof of Theorem 1

This section is devoted to the proof of our main result.

We shall divide it in two steps: in the first one we establish an a priori estimate for the second derivatives of the solutions and in the second one we construct the suitable approximating problems and we shall prove that the a priori estimate is preserved in passing to the limit.

**Proof Step 1. The a priori estimate**

Suppose that \( u \) is a local solution of the problem (1.1) such that \( u \in W^{1,2}_0(\Omega) \cap W^{2,2}_\text{loc}(\Omega) \).

Let us fix a ball \( B_R \subset \Omega \) and arbitrary radii \( \frac{R}{2} < r < \delta < t < \lambda r < R \), with \( \lambda \in (1, 2) \). Consider a cut-off function \( \eta \in C^\infty_0(B_t) \) such that \( \eta \equiv 1 \) on \( B_\delta \) and \( |D\eta| \leq \frac{c}{r-\delta} \). Using \( \varphi = \tau_{s,-h}(\eta^2 \tau_{s,h}u) \) as a test function in the equation in (1.1) we get

\[
\int_{B_t} A(x, Du)D(\tau_{s,-h}(\eta^2 \tau_{s,h}u)) + \int_{B_t} b(x)u(x)\tau_{s,-h}(\eta^2 \tau_{s,h}u) \\
= \int_{B_t} f(x)\tau_{s,-h}(\eta^2 \tau_{s,h}u). \tag{3.1}
\]

By (d1),(d2) of Proposition 1, the first integral in the left hand side in (3.1) can be written as follows:

\[
\int_{B_t} A(x, Du)D(\tau_{s,-h}(\eta^2 \tau_{s,h}u)) = \int_{B_t} A(x, Du)\tau_{s,-h}(D(\eta^2 \tau_{s,h}u)) \\
= - \int_{B_t} \tau_{s,h}(A(x, Du)D(\eta^2 \tau_{s,h}u)). \tag{3.2}
\]
Inserting (3.2) in (3.1)

\[ \int_{B_t} \tau_{s,h}(A(x, Du))D(\eta^2 \tau_{s,h}u) = \int_{B_t} b(x)u(x)\tau_{s,-h}(\eta^2 \tau_{s,h}u) \]

\[- \int_{B_t} f(x)\tau_{s,-h}(\eta^2 \tau_{s,h}u). \tag{3.3} \]

On the other hand, the left hand side of (3.3) can be written as follows

\[ \int_{B_t} \tau_{s,h}(A(x, Du))D(\eta^2 \tau_{s,h}u) \]

\[ = \int_{B_t} \tau_{s,h}(A(x, Du))(2\eta \tau_{s,h}u D\eta + \eta^2 \tau_{s,h}Du) \]

\[ = \int_{B_t} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), \eta^2 \tau_{s,h}Du \rangle \]

\[ + \int_{B_t} \langle A(x + h, Du(x)) - A(x, Du(x)), \eta \tau_{s,h}u D\eta \rangle \]

\[ + 2 \int_{B_t} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), \eta \tau_{s,h}u D\eta \rangle \]

\[ + 2 \int_{B_t} \langle A(x + h, Du(x)) - A(x, Du(x)), \eta D\tau_{s,h}u \rangle. \]

Substituting in (3.3) we obtain:

\[ \int_{B_t} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), \eta^2 \tau_{s,h}Du \rangle \]

\[ = \int_{B_t} \langle A(x, Du(x)) - A(x + h, Du(x)), \eta^2 \tau_{s,h}Du \rangle \]

\[ - 2 \int_{B_t} \eta \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), D\eta \tau_{s,h}u \rangle \]

\[ - 2 \int_{B_t} \eta \langle A(x + h, Du(x)) - A(x, Du(x)), D\eta \tau_{s,h}u \rangle \]

\[ + \int_{B_t} b(x)u(x)(\tau_{s,-h}(\eta)\eta \tau_{s,h}u + \eta \tau_{s,-h}(\eta \tau_{s,h}u)) \]

\[ - \int_{B_t} f(x)(\tau_{s,-h}(\eta)\eta \tau_{s,h}u + \eta \tau_{s,-h}(\eta \tau_{s,h}u)). \]

Using assumptions (1.3), (1.4), (1.5) in the right hand side of the previous estimate, we get
\[
\int_{B_i} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), \eta^2 \tau_{s,h} Du \rangle \\
\leq |h| \int_{B_i} \eta^2 (k(x) + k(x + h))(1 + |Du|) |\tau_{s,h} Du| \\
+ \beta \int_{B_i} |D\eta| |\eta| |Du(x + h) - Du(x)| |\tau_{s,h} u| \\
+ 2|h| \int_{B_i} \eta |D\eta| (k(x) + k(x + h))(1 + |Du|) |\tau_{s,h} u| \\
+ \int_{B_i} b(x) |\tau_{s,-h}(\eta)\eta \tau_{s,h} u||u| + \int_{B_i} b(x) |\eta \tau_{s,-h}(\eta \tau_{s,h} u)||u| \\
+ Q \int_{B_i} b(x) |\tau_{s,-h}(\eta)\eta \tau_{s,h} u| + Q \int_{B_i} b(x) |\eta \tau_{s,-h}(\eta \tau_{s,h} u)|.
\]

Since the assumptions of Theorem 2 are satisfied, we can use that \(|u|_{L^\infty(\Omega)} \leq Q\) thus getting

\[
\int_{B_i} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), \eta^2 \tau_{s,h} Du \rangle \\
\leq |h| \int_{B_i} \eta^2 (k(x) + k(x + h))(1 + |Du|) |\tau_{s,h} Du| + \beta \int_{B_i} \eta |\tau_{s,h} Du| |\tau_{s,h} u| |D\eta| \\
+ 2|h| \int_{B_i} \eta |D\eta| (k(x) + k(x + h))(1 + |Du|) |\tau_{s,h} u| \\
+ 2Q \int_{B_i} b(x) |\tau_{s,-h}(\eta)\eta \tau_{s,h} u| + 2Q \int_{B_i} \eta b(x) |\tau_{s,-h}(\eta \tau_{s,h} u)|.
\]

(3.4)

Using the ellipticity assumption (1.2) in the left hand side and Young’s inequality in the right hand side of (3.4), since \(\eta \in C^\infty_0(B_i)\), by Lagrange Theorem, the previous inequality gives:
In order to estimate the last integral of the previous inequality, we observe that
\[
\alpha \int_{B_i} \eta^2 |\tau_{s,h}Du|^2 \leq C_\varepsilon |h|^2 \int_{B_i} \eta^2 (k(x) + k(x + h))^2 (1 + |Du|)^2 + \varepsilon \int_{B_i} \eta^2 |\tau_{s,h}Du|^2
\]
\[
+ \varepsilon \int_{B_i} \eta^2 |\tau_{s,h}Du|^2 + C(\beta, \varepsilon) \int_{B_i} |\nabla \eta|^2 |\tau_{s,h}u|^2
\]
\[
+ C|h|^2 \int_{B_i} \eta^2 (k(x) + k(x + h))^2 (1 + |Du|)^2 + C \int_{B_i} |\nabla \eta|^2 |\tau_{s,h}u|^2
\]
\[
+ 2Q |h| \int_{B_i} \eta |\nabla \eta| |b(x)||\tau_{s,h}u| + 2Q \int_{B_i} \eta |b(x)||\tau_{s,h}(\eta \tau_{s,h}u)|
\]
\[
\leq C_\varepsilon |h|^2 \int_{B_i} (k(x) + k(x + h))^2 (1 + |Du|)^2 + 2\varepsilon \int_{B_i} \eta^2 |\tau_{s,h}Du|^2
\]
\[
+ \frac{C(\beta, \varepsilon, Q)}{(t - \delta)^2} \int_{B_\delta} |\tau_{s,h}u|^2 + C(Q)|h|^2 \int_{B_i} |b(x)|^2
\]
\[
+ 2Q \int_{B_i} |b(x)||\tau_{s,-h}(\eta \tau_{s,h}u)|,
\]
where we also used that $|\nabla \eta| \leq \frac{C}{t - \delta}$.

Choosing $\varepsilon = \frac{\alpha}{4}$, we can reabsorb the second integral in the right hand side of the previous estimate by the left hand side, moreover we can apply Lemma 1 and the properties of $\eta$ so as to obtain
\[
\frac{\alpha}{2} \int_{B_i} \eta^2 |\tau_{s,h}Du|^2 \leq C_\varepsilon |h|^2 \int_{B_i} (k(x) + k(x + h))^2 (1 + |Du|)^2
\]
\[
+ \frac{C(\alpha, \beta, Q)}{(t - \delta)^2} |h|^2 \int_{B_\delta} |Du|^2 + C(Q)|h|^2 \int_{B_i} |b(x)|^2
\]
\[
+ 2Q \int_{B_i} |b(x)||\tau_{s,-h}(\eta \tau_{s,h}u)|,
\]
Dividing both sides of previous estimate by $|h|^2$ we obtain that
\[
\frac{\alpha}{2} \int_{B_i} \eta^2 \frac{|\tau_{s,h}Du|^2}{|h|^2} \leq C_\alpha \int_{B_i} (k(x) + k(x + h))^2 (1 + |Du|)^2
\]
\[
+ \frac{C(\alpha, \beta, Q)}{(t - \delta)^2} \int_{B_\delta} |Du|^2 + C(Q) \int_{B_i} |b(x)|^2
\]
\[
+ 2Q \int_{B_i} |b(x)| \frac{|\tau_{s,-h}(\eta \tau_{s,h}u)|}{|h|^2}.
\]
In order to estimate the last integral of the previous inequality, we observe that
where

\[
\frac{|\tau_{s-h}(\eta \tau_{s,h} u)|}{|h|^2} = \frac{1}{|h|} \left| \tau_{s-h} \left( \frac{\tau_{s,h} u}{|h|} \right) \right| = \left| \frac{\tau_{s-h} (\eta \tau_{s,h} u)}{h} \right|.
\]

Hence, we use Young’s inequality and Lemma 1 as follows

\[
\int_{B_t} |b(x)| \frac{|\tau_{s-h}(\eta \tau_{s,h} u)|}{|h|^2} = \int_{B_t} |b(x)| \left| \frac{\tau_{s-h}(\eta \tau_{s,h} u)}{h} \right|^2 \leq C_\sigma \int_{B_t} |b(x)|^2 + \sigma \int_{B_t} \left| \frac{\tau_{s-h}(\eta \tau_{s,h} u)}{h} \right|^2.
\]

\[
\leq C_\sigma \int_{B_t} |b(x)|^2 + \sigma \int_{B_t} |D(\eta \frac{\tau_{s,h} u}{|h|})|^2 = C_\sigma \int_{B_t} |b(x)|^2 + \sigma \int_{B_t} |\eta D(\frac{\tau_{s,h} u}{|h|})|^2 + \sigma \int_{B_t} \eta^2 \frac{|\tau_{s,h} D u|^2}{|h|^2}.
\]

\[
(3.6)
\]

for a positive \( \sigma < 1 \), that will be chosen later.

Inserting (3.6) in (3.5)

\[
\frac{\alpha}{2} \int_{B_t} \eta^2 \frac{|\tau_{s,h} Du|^2}{|h|^2} \leq C_\sigma \int_{B_t} (k(x) + k(x + h))^2(1 + |Du|^2) + \frac{C(\alpha, \beta, Q)}{(t - \delta)^2} \int_{B_{3r}} |Du|^2
\]

\[
+ C(\sigma, Q) \int_{B_t} |b(x)|^2 + \frac{C(\sigma, Q)}{(t - \delta)^2} \int_{B_{3r}} |Du|^2
\]

\[
+ 2\sigma Q \int_{B_t} \eta^2 \frac{|\tau_{s,h} D u|^2}{|h|^2}.
\]

Choosing \( \sigma = \frac{\alpha}{8Q} \), we can reabsorb the last integral in the right hand side by the left hand side, thus getting

\[
\int_{B_t} \eta^2 \frac{|\tau_{s,h} D u|^2}{|h|^2} \leq C \int_{B_t} (k(x) + k(x + h))^2(1 + |Du|^2) + \frac{C(\alpha, \beta, Q)}{(t - \delta)^2} \int_{B_{3r}} |Du|^2
\]

\[
+ C \int_{B_t} |b(x)|^2,
\]

\[
(3.7)
\]

where \( C = C(\alpha, \beta, Q) \).
Setting

\[ M = C^2 \left[ \int_{B_t} (k(x) + k(x + h))^2 (1 + |Du|)^2 \right. \]

\[ + \left. \frac{1}{(t - \delta)^2} \int_{B_{t\delta}} |Du|^2 + \int_{B_t} |b(x)|^2 \right] \frac{1}{2}, \]

inequality (3.7) becomes

\[ \int_{B_t} \eta^2 \frac{|\tau_{s,h}Du|^2}{|h|^2} \leq M^2. \]

Since \( \eta = 1 \) on \( B_{\delta} \), we get

\[ \int_{B_t} |\tau_{s,h}Du|^2 \leq M^2 |h|^2 \]

and so, by Lemma 2, we get

\[ \|Du\|_{L^{2\alpha}(B_t)} \leq C \left\{ \left[ \int_{B_t} (k(x) + k(x + h))^2 (1 + |Du|)^2 \frac{1}{(t - \delta)^2} \int_{B_{t\delta}} |Du|^2 + \int_{B_t} |b(x)|^2 \right]^{1/2} \right\}. \]

The a priori assumption \( D^2u \in L^2_{\text{loc}}(\Omega) \) yields by the Sobolev embedding theorem that \( Du \in L^{n-2}_{\text{loc}}(\Omega) \) and so, by Holder’s inequality

\[ \int_{B_t} |Du|^{\frac{2n}{n-2}} \leq C \left[ \int_{B_t} (k(x) + k(x + h))^2 (1 + |Du|)^2 \right] \frac{n}{n-2} \]

\[ + C \left[ \frac{1}{(t - \delta)^2} \int_{B_{t\delta}} |Du|^2 \right]^{\frac{n}{n-2}} + C \left[ \int_{B_t} |b(x)|^2 \right]^{\frac{n}{n-2}} \]

\[ \leq C \left( \int_{B_{t\delta}} k^n(x) \right)^{\frac{2}{n-2}} \left( \int_{B_t} (1 + |Du|) \right) \frac{2n}{n-2} \]

\[ + C \left( \frac{1}{(t - \delta)^2} \int_{B_{t\delta}} |Du|^2 \right) \frac{n}{n-2} + C \left[ \int_{B_t} |b(x)|^2 \right]^{\frac{n}{n-2}} \]

\[ \leq C \left( \int_{B_{t\delta}} k^n(x)dx \right)^{\frac{2}{n-2}} \left( \int_{B_t} (1 + |Du|) \right) \frac{2n}{n-2} \]

\[ + \frac{C}{(t - \delta)^{2n-2}} \left( \int_{B_{t\delta}} |Du|^2 \right)^{\frac{n}{n-2}} + C \left( \int_{B_t} |b(x)|^2 \right) \frac{n}{n-2} \]

where \( C = C(\alpha, \beta, Q) \).

By the absolute continuity of the integral there exists \( R_0 \) such that

\[ C \left( \int_{B_{R_0}} k^n(x) \right)^{\frac{2}{n-2}} < \frac{1}{2}. \]
Hence, choosing $R < R_0$ determined in (3.10), estimate (3.9) becomes

$$
\int_{B_{\gamma}} |Du|^2 \leq \frac{1}{2} \int_{B_{\gamma}} (1 + |Du|)^{\frac{2n}{n-2}} + \frac{C}{(t - \tilde{\gamma})^{\frac{2n}{n-2}}} \left( \int_{B_{\gamma}} |Du|^2 \right)^{\frac{n}{n-2}} + C \left( \int_{B_{\gamma}} |b(x)|^2 \right)^{\frac{n}{n-2}}
$$

and so

$$
\int_{B_{\gamma}} |Du|^2 \leq \frac{1}{2} \int_{B_{\gamma}} |Du|^2 + \frac{C}{(t - \tilde{\gamma})^{\frac{2n}{n-2}}} \left( \int_{B_{\gamma}} |Du|^2 \right)^{\frac{n}{n-2}} + C \left( \int_{B_{\gamma}} |b(x)|^2 \right)^{\frac{n}{n-2}} + CR^n.
$$

Since the previous inequality is valid for all radii $r < \tilde{\gamma} < t < \lambda r$, by iteration Lemma 3, with

$$
h(s) = \int_{B_{\gamma}} |Du|^2, \quad A = \left( \int_{B_{\gamma}} |Du|^2 \right)^{\frac{n}{n-2}}, \quad B = \left( \int_{B_{\gamma}} |b|^2 \right)^{\frac{n}{n-2}} + CR^n
$$

we deduce that:

$$
\int_{B_{\gamma}} |Du|^2 \leq \frac{C}{(\lambda r - r)^{\frac{2n}{n-2}}} \left( \int_{B_{\gamma}} |Du|^2 \right)^{\frac{n}{n-2}} + C \left( \int_{B_{\gamma}} |b(x)|^2 \right)^{\frac{n}{n-2}} + CR^n.
$$

(3.11)

On the other hand, choosing a cut off function such that $\rho = 1$ on $B_{\frac{r}{2}}$, $\rho \in C^\infty_0(B_{r})$, $|D\rho| \leq \frac{C}{r-\frac{r}{2}}$ and arguing again as we did from (3.1) to (3.7) we obtain that

$$
\int_{B_{\frac{r}{2}}} \frac{|\tau_{s,h}Du|^2}{|h|^2} \leq C|h|^2 \left[ \left( \int_{B_{\gamma}} |Du|^2 \right)^{\frac{n}{n-2}} + \frac{1}{(r - \frac{r}{2})^2} \int_{B_{\gamma}} |Du|^2 + \int_{B_{\gamma}} |b|^2 \right].
$$

Therefore, by estimate (3.11) we get

$$
\int_{B_{\frac{r}{2}}} \frac{|\tau_{s,h}Du|^2}{|h|^2} \leq C|h|^2 \left[ \int_{B_{\gamma}} |Du|^2 + \int_{B_{\gamma}} |b|^2 \right],
$$

and so, by Lemma 2, we conclude with...
\[
\int_{B_R} |D^2 u|^2 \leq C \left( \int_{B_R} 1 + |Du|^2 + \int_{B_R} |b|^2 \right)
\]  
(3.12)

where \( C = C(\alpha, \beta, Q, n, R) \).

**Step 2. The approximation** Fix a compact set \( \Omega' \subset \Omega \), and for a smooth kernel \( \phi \in C_\infty^0 (B_1(0)) \), with \( \phi \geq 0 \) and \( \int_{B_1(0)} \phi = 1 \). Let us consider the corresponding family of mollifiers \( (\phi_\epsilon)_{\epsilon > 0} \) and set

\[
f_\epsilon = f * \phi_\epsilon \quad b_\epsilon = b * \phi_\epsilon \quad k_\epsilon = k * \phi_\epsilon
\]

(3.13)

on \( \Omega' \), for each positive \( \epsilon < \text{dist}(\Omega', \Omega) \). It can be easy checked that the assumptions (1.2)–(1.5) imply the followings

- \( \alpha |\xi - \eta|^2 \leq (A_\epsilon(x, \xi) - A_\epsilon(x, \eta), \xi - \eta) \),

(3.14)

- \( |A_\epsilon(x, \xi) - A_\epsilon(x, \eta)| \leq \beta |\xi - \eta| \),

(3.15)

- \( |f_\epsilon(x)| \leq Q b_\epsilon(x) \).

(3.16)

Furthermore

\[
|A_\epsilon(x, \xi) - A_\epsilon(y, \xi)| \leq (k_\epsilon(x) + k_\epsilon(y)) |x - y| (1 + |\xi|)
\]

(3.17)

where \( k_\epsilon(x) \) is defined in (3.13).

Let \( u \in W^{1,2}_0(\Omega) \) be the solution of (1.1), let us fix a ball \( B_R \subset \Omega' \) and let us denote by \( u_\epsilon \in W^{1,2}(B_R) \) the unique solution of the Dirichlet problem

\[
\begin{cases}
\text{div}A_\epsilon(x, Dv) + b_\epsilon(x)v = f_\epsilon & \text{in } B_R \\
v = u & \text{on } \partial B_R.
\end{cases}
\]

(3.18)

Note that, by the classical theory, we have \( u_\epsilon \in W^{2,2}_{\text{loc}}(B_R) \) for each \( \epsilon > 0 \) (see for example [10]).

Our first aim is to prove that, for every \( \epsilon > 0 \), on \( B_R \) we have

\[
|u_\epsilon| \leq Q.
\]

(3.19)

To this purpose, let us set

\[
w^\epsilon = \begin{cases}
  u_\epsilon & \text{in } \{ u_\epsilon \leq Q \} \cap B_R, \\
  Q & \text{in } \{ u_\epsilon > Q \} \cap B_R.
\end{cases}
\]

Since \( |u| \leq Q \) on \( \partial B_R \) then \( w^\epsilon = u_\epsilon = u \) on \( \partial B_R \), and hence \( w^\epsilon \) is an admissible test function for problem (3.18), i.e.
\[ \int_{B_R} \langle A_\varepsilon(x, Du_\varepsilon), Dw_\varepsilon \rangle + \int_{B_R} b_\varepsilon w_\varepsilon u_\varepsilon = \int_{B_R} f_\varepsilon w_\varepsilon. \]

By the definition of \( w_\varepsilon \), we get
\[
\int_{B_R \cap \{ u_\varepsilon \leq Q \}} \langle A_\varepsilon(x, Du_\varepsilon), Du_\varepsilon \rangle \\
+ \int_{\{ u_\varepsilon \leq Q \}} b_\varepsilon u_\varepsilon^2 + \int_{\{ u_\varepsilon > Q \}} b_\varepsilon u_\varepsilon Q \\
= \int_{\{ u_\varepsilon \leq Q \}} f_\varepsilon u_\varepsilon + \int_{\{ u_\varepsilon > Q \}} f_\varepsilon Q. \tag{3.20}
\]

Since also \( u_\varepsilon \) is an admissible test function for the equation in (3.18) then we have
\[
\int_{B_R} \langle A_\varepsilon(x, Du_\varepsilon), Du_\varepsilon \rangle + \int_{B_R} b_\varepsilon u_\varepsilon^2 = \int_{B_R} f_\varepsilon u_\varepsilon. \tag{3.21}
\]

Subtracting (3.21) to (3.20) and by using (3.16), we get
\[
\int_{B_R \cap \{ u_\varepsilon > Q \}} \langle A_\varepsilon(x, Du_\varepsilon), Du_\varepsilon \rangle = \int_{\{ u_\varepsilon > Q \}} b_\varepsilon u_\varepsilon (Q - u_\varepsilon) \\
+ \int_{\{ u_\varepsilon > Q \}} f_\varepsilon (u_\varepsilon - Q) = \int_{\{ u_\varepsilon > Q \}} (f_\varepsilon - b_\varepsilon u_\varepsilon)(u_\varepsilon - Q) \\
\leq \int_{\{ u_\varepsilon > Q \}} b_\varepsilon (Q - u_\varepsilon)(u_\varepsilon - Q) \\
= - \int_{\{ u_\varepsilon > Q \}} b_\varepsilon (u_\varepsilon - Q)^2 \leq 0.
\]

Previous inequality combined with (3.14) gives
\[
\alpha \int_{\{ u_\varepsilon > Q \}} |Du_\varepsilon|^2 \leq 0,
\]

which implies \( u_\varepsilon \leq Q \) a.e. in \( B_R \), as desired. Arguing analogously we can prove \( u_\varepsilon \geq -Q \) in \( B_R \), hence we can conclude with (3.19).

Now we want to prove that the sequence \((Du_\varepsilon)_\varepsilon\) is bounded in \( L^2 \).

To this aim using \( u_\varepsilon \) as test function in (3.18), by (3.14), we get
By using (3.19) and (3.16), we obtain

\[ \alpha \int_{B_R} |D_{u_\varepsilon}|^2 \leq \int_{B_R} \langle A_{\varepsilon}(x, Du_\varepsilon), Du_\varepsilon \rangle \]
\[ = \int_{B_R} f_{\varepsilon} u_\varepsilon - \int_{B_R} b_{\varepsilon} u_\varepsilon u_\varepsilon \]
\[ \leq \int_{B_R} |f_{\varepsilon}| |u_\varepsilon| + \int_{B_R} b_{\varepsilon} |u_\varepsilon|^2. \]

Since \( b_{\varepsilon} \to b \) strongly in \( L^2 \)

\[ \alpha \int_{B_R} |D_{u_\varepsilon}|^2 \leq Q \int_{B_R} |f_{\varepsilon}| + Q^2 \int_{B_R} b_{\varepsilon} \leq 2Q^2 \int_{B_R} b_{\varepsilon} . \]

Since \( b_{\varepsilon} \to b \) strongly in \( L^2 \)

\[ \alpha \int_{B_R} |D_{u_\varepsilon}|^2 \leq C(Q, \| b \|_2) \]

then

\[ \int_{B_R} |D_{u_\varepsilon}|^2 \leq C(\alpha, Q, \| b \|_2) \]

as we wanted.

The boundedness of \((Du_\varepsilon)\) in \( W^{1,2} \) implies that there exists \( v \in W^{1,2}(B_R) \) such that \( Du_\varepsilon \to Dv \) in \( W^{1,2}(B_R) \) and, since \( u_\varepsilon = u \) on \( \partial B_R \) in the sense of the trace, we also have \( v = u \) on \( \partial B_R \).

Our next aim is to prove \( Du_\varepsilon \to Dv \) strongly in \( L^2_{\text{loc}}(B_R) \).

Since \( u_\varepsilon \) is a solution of (3.18), it is well known that \( u_\varepsilon \in W^{2,2}_{\text{loc}}(B_R) \), and, since \( |f_{\varepsilon}| < Qb_{\varepsilon} \) and \( \|u_\varepsilon\|_{\infty} \leq Q \), we can apply the a priori estimate in (3.12) to each \( u_\varepsilon \), thus getting

\[ \int_{B_r} |D^2 u_{\varepsilon}|^2 \leq C \int_{B_r} (1 + |D_{u_{\varepsilon}}|^2) + C \int_{B_R} |b_{\varepsilon}|^2 \leq C(\alpha, Q, \| b \|_2) \]

for every \( B_r, r < R \). This implies \( u_{\varepsilon} \to v \) weakly in \( W^{2,2}_{\text{loc}}(B_R) \) and then \( u_{\varepsilon} \to v \) strongly in \( W^{1,2}_{\text{loc}}(B_R) \).

Now we want to show that \( v \) is local solution of the equation in (1.1).

Since \( u_{\varepsilon} \) is a solution of (3.18), we have

\[ \int_{B_R} \langle A(x, Dv), D\varphi \rangle = \int_{B_R} \langle A_{\varepsilon}(x, Du_{\varepsilon}) - A_{\varepsilon}(x, Du_{\varepsilon}) + A(x, Dv), D\varphi \rangle \]
\[ = \int_{B_R} \langle A(x, Dv) - A_{\varepsilon}(x, Du_{\varepsilon}), D\varphi \rangle + \int_{B_R} (f_{\varepsilon} \varphi - b_{\varepsilon} u_{\varepsilon} \varphi) \]
\[ = I_{1,\varepsilon} + I_{2,\varepsilon}, \]

(3.22)
for every \( \varphi \in C^\infty_0(B_R) \). Let us estimate \( I_{1, \varepsilon} \) and \( I_{2, \varepsilon} \) separately. In order to estimate \( I_{1, \varepsilon} \) we use assumption (1.3) and the definition of \( A_\varepsilon(x, \xi) \) as follows

\[
|I_{1, \varepsilon}| \leq \int_{B_R} |A(x, Dv) - A(x, Du_\varepsilon)||D\varphi|
\]

\[
\leq \int_{B_R} |A(x, Dv) - A(x, Du_\varepsilon)||D\varphi|
\]

\[
+ \int_{B_R} |A(x, Du_\varepsilon) - A(x, Du_\varepsilon)||D\varphi|
\]

\[
\leq \beta \int_{B_R} |Dv - Du_\varepsilon||D\varphi|
\]

\[
+ \int_{B_R} |A(x, Du_\varepsilon) - \int_{B_R} \phi(\omega)A(x + \varepsilon \omega, Du_\varepsilon) d\omega||D\varphi|
\]

\[
\leq \beta \int_{B_R} |Dv - Du_\varepsilon||D\varphi|
\]

\[
+ \|D\varphi\|_\infty \int_{B_R} \left| \int_{B_R} \phi(\omega) \left[ A(x + \varepsilon \omega, Du_\varepsilon) - A(x, Du_\varepsilon) \right] d\omega \right| .
\]

Now, using assumption (1.4), in the second integral in the right hand side, we obtain

\[
|I_{1, \varepsilon}| \leq \beta \|D\varphi\|_\infty \int_{\text{supp} \varphi} |Dv - Du_\varepsilon|
\]

\[
+ \varepsilon \|D\varphi\|_\infty \cdot \int_{B_R} \left( \int_{B_R} \phi(\omega)k(x + \varepsilon \omega) + k(x)(1 + |Du_\varepsilon|) d\omega \right) dx
\]

\[
\leq \beta \|D\varphi\|_\infty \int_{\text{supp} \varphi} |Dv - Du_\varepsilon| + \varepsilon \|D\varphi\|_\infty \int_{B_R} (k_\varepsilon + k)(1 + |Du_\varepsilon|)
\]

\[
\leq \beta \|D\varphi\|_\infty \int_{\text{supp} \varphi} |Dv - Du_\varepsilon| + \varepsilon \|D\varphi\|_\infty \|k_\varepsilon + k\|_2 \left( \|Du_\varepsilon\|_2 + c_n |B_R| \right).
\]

Since \( \|k_\varepsilon\|_{L^2(B_R)} \leq C \) and \( Du_\varepsilon \rightarrow Dv \) strongly in any compact subset of \( B_R \), then

\[
\lim_{\varepsilon \to 0} I_{1, \varepsilon} = 0.
\]

Next, we have
\[ I_{2,\varepsilon} - \int_{B_R} (f - bv) \varphi = \int_{\text{supp} \varphi} \left[ (f_\varepsilon - b_\varepsilon u_\varepsilon) \varphi - (f - bv) \varphi \right] \]
\[ \leq \int_{\text{supp} \varphi} |f_\varepsilon - f| \varphi + \int_{\text{supp} \varphi} |b_\varepsilon u_\varepsilon - bv||\varphi| \]
\[ \leq \int_{\text{supp} \varphi} |f_\varepsilon - f||\varphi| + \int_{\text{supp} \varphi} |b_\varepsilon - b||u_\varepsilon||\varphi| \]
\[ + \int_{\text{supp} \varphi} |b||v - u_\varepsilon||\varphi| \]
\[ \leq \|\varphi\|_\infty \int_{B_R} |f_\varepsilon - f| + \|\varphi\|_\infty Q \int_{B_R} |b_\varepsilon - b| \]
\[ + \|\varphi\|_\infty \left( \int_{B_R} |b|^2 \right)^{\frac{1}{2}} \left( \int_{\text{supp} \varphi} |v - u_\varepsilon|^2 \right)^{\frac{1}{2}}, \]

where we used (3.19).

Since
\[ f_\varepsilon \to f \quad \text{strongly in } L^2(B_R) \]
\[ b_\varepsilon \to b \quad \text{strongly in } L^2(B_R) \]
\[ u_\varepsilon \to v \quad \text{strongly in } L^2_{\text{loc}}(B_R) \]

Then
\[ \lim_{\varepsilon \to 0} I_{2,\varepsilon} = \int_{B_R} (f - bv) \varphi. \]

Hence passing to the limit as \( \varepsilon \to 0 \) in (3.22), we get
\[ \int_{B_R} \langle A(x, Dv), D\varphi \rangle = \int_{B_R} -bv \varphi + \int_{B_R} f \varphi, \quad \forall \varphi \in C_0^\infty(\Omega), \]

i.e. \( v \) is a solution to the equation in (1.1).

Finally we want to show that \( v = u \).

Since \( v = u \) on \( \partial B_R \), then \( v - u \) is an admissible function test, for the equation in the problem (3.18) and also for (1.1) we have
\[ \int_{B_R} \langle A(x, Du), Du - Dv \rangle + \int_{B_R} bv(u - v) = \int_{B_R} f(u - v) \quad (3.23) \]
\[ \int_{B_R} \langle A(x, Du), Du - Dv \rangle + \int_{B_R} bu(u - v) = \int_{B_R} f(u - v) \quad (3.24) \]

Subtracting (3.23) to (3.24) we get
\[
\int_{B_R} \langle A(x, Du) - A(x, Dv), Du - Dv \rangle = -\int_{B_R} b(u - v)^2 \leq 0.
\]

On the other hand, by (3.14) it holds that
\[
\alpha \int_{B_R} |Du - Dv|^2 \leq \int_{B_R} \langle A(x, Du) - A(x, Dv), Du - Dv \rangle \leq 0,
\]
i.e.
\[
u = v \quad \text{a.e. in } B_R.
\]
Definitely we proved that \(u_\varepsilon \to u\) in \(W^{2,2}_{\text{loc}}(B_R)\) then \(u_\varepsilon \to u\) strongly in \(W^{1,2}_{\text{loc}}(B_R)\), hence we can conclude the proof, simply by passing to limit in (3.12), since the operator \(A(x, \xi)\) satisfies (3.14)–(3.17).

Proof of Corollary 1. It is sufficient to combine inequality in Theorem 1 with Lemma 4 for \(p = 2\) contained in Ref. [9].

4 Example

Let us consider the function \(u(x) = |x|^{-\gamma} - 1\) where \(x \in B = B(0, 1)\) and \(\gamma > 0\), obviously, \(u(x) \notin L^\infty(B)\).

By setting, \(u(B) = \varphi(|B|), u(x) = \varphi(\rho) = \rho^{-\gamma}\), it is well known that
\[
\Delta u = \varphi''(\rho) + \frac{n - 1}{\rho} \varphi'(\rho)
\]
where \(\varphi'(\rho) = -\gamma \rho^{-\gamma - 1}\) and \(\varphi''(\rho) = \gamma(\gamma + 1)\rho^{-\gamma - 2}\).

Hence, for \(\gamma > 0\) \(u(x)\) solves problem (1.1) for
\[
b(x) = \frac{\gamma n}{|x|^2} \quad \text{and} \quad f(x) = \frac{\gamma(\gamma + 2)}{|x|^{\gamma + 2}} + \frac{\gamma n}{\rho^2}.
\]
Clearly, for such \(b(x)\) and \(f(x)\), condition (1.5) is not satisfied.

Moreover
\[
\int_B |Du|^2 dx \approx \int_{B(0, 1)} \frac{1}{|x|^{2\gamma + 2}} dx \approx \int_0^1 \frac{1}{\rho^{2\gamma + 2}} \rho^{\gamma - 1} d\rho \approx \left[\rho^{n - 2\gamma - 2}\right]_0^1
\]
and
\[
\int_B |D^2 u|^2 dx \approx \int_{B(0, 1)} \frac{1}{|x|^{2\gamma + 4}} dx \approx \int_0^1 \frac{1}{\rho^{2\gamma + 4}} \rho^{\gamma - 1} d\rho \approx \left[\rho^{n - 2\gamma - 4}\right]_0^1
\]
are finite for \(\gamma < \frac{n}{2} - 1\) and \(\gamma < \frac{n}{2} - 2\), respectively.

Hence, for \(\gamma \in \left(\frac{n}{2} - 2, \frac{n}{2} - 1\right)\), we have that \(u(x) \in W^{1,2}(B)\) but \(u(x) \notin W^{2,2}(B)\).
This example shows that Theorem 1 can be false if condition (1.5) does not hold. We also want to highlight that condition (1.5) cannot be avoided even assuming more integrability for \( b(x) \) and \( f(x) \) than \( L^2 \).

Indeed

\[
\int_{B(0,1)} |b(x)|^p \, dx \approx \int_{B(0,1)} \frac{1}{|x|^{2p}} \, dx \approx \int_0^1 \frac{1}{\rho^{2p}} \rho^{n-1} \, d\rho \approx \left[ \rho^{n-2p} \right]_0^1
\]

and

\[
\int_{B(0,1)} |f(x)|^p \, dx \lesssim \int_{B(0,1)} \frac{1}{|x|^{(\gamma+2)p}} \, dx \approx \int_0^1 \frac{1}{\rho^{(\gamma+2)p}} \rho^{n-1} \, d\rho \approx \left[ \rho^{n-(\gamma+2)p} \right]_0^1
\]

are finite for \( p < \frac{n}{2} \) and \( p < \frac{n}{\gamma + 2} \), respectively.

Actually \( b(x) \) and \( f(x) \) belong to \( L^p \) for all \( p < \frac{n}{\gamma + 2} \), nevertheless \( u(x) \notin W^{2,2} \), hence Theorem 1 is not true.
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