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SUMMARY For the 3D face recognition numerous methods have been proposed, but little attention has been given to the local-based representation for the texture map of the 3D models. In this paper, we propose a novel 3D face recognition approach based on locally extracted Geodesic Pseudo Zernike Moment Array (GPZMA) of the texture map when only one exemplar per person is available. In the proposed method, the function of the PZM is controlled by the geodesic deformations to tackle the problem of face recognition under the expression and pose variations. The feasibility and effectiveness investigation for the proposed method is conducted through a wide range of experiments using publicly available BU-3DFE and Bosphorus databases including samples with different expression and pose variations. The performance of the proposed method is compared with the performance of three state-of-the-art benchmark approaches. The encouraging experimental results demonstrate that the proposed method achieves much higher accuracy than the benchmarks in single-model databases.
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1. Introduction

Face recognition is a challenging task because of the variety in expression, age, pose, illumination, and occlusion [1]. 2D face algorithms provide good performance under controlled conditions, but their performance reduces in the presence of condition variations. Recently, 3D information of the face has been used to tackle this problem. 3D face recognition approaches can be divided into two categories: range approaches and range-texture approaches. The range approaches only use the features extracted from the range (depth) maps for recognition. Nagamine et al. [2] aligned face range maps and three curves at which the face surface has an intersection with vertical and horizontal planes and a cylinder for matching. Beumier and Acheroy [3] used local curvature values along the profile curves to compare the profile range maps. Tanaka et al. [4] deals with the face recognition problem as a 3D shape recognition problem of non-rigid surfaces. Their method is based on the surface curvature information. They adopted an Extended Gaussian Image (EGI) as a mediate feature after a curvature-based segmentation. Chua et al. [5] used the point signature in recognizing frontal faces with expression variations. They extracted the rigid parts of a face to deal with different facial expressions. Hesher et al. [6] applied PCA to range maps and estimated the probability models for the coefficients.

The range-texture approaches are based on the algorithms using both range and texture maps for recognition. Chang et al. [7] demonstrated that the rank-1 recognition rates on both texture and range maps are alike. They also showed that the combination of texture and range maps improves the recognition rate. Malassiotis and Strintzis [8] used a method for face recognition using both texture and range maps. They used the range map to compensate pose direction in the corresponding texture map. They compensated the pose by comparing the range map with a range model by using the ICP algorithm [9]. Bronstein et al. [10], [11] assumed that the facial expressions can be modeled as isometries of facial surfaces. They proposed a representation of faces called canonical forms. The canonical forms were constructed by geodesic distances and Multi-Dimensional Scaling (MDS). Mpiperis et al. [12] introduced a Geodesic Polar Representation for 3D face recognition. They used a geodesic-based isometric mapping to provide warped texture maps and apply PCA technique for classification.

Different methods have been used to address the face recognition based on 3D models, but most of them have focused on only using the range map. In cases that they used the texture map, they used it to improve the recognition rate on range map. However, the texture map plays an important role in the face recognition scenario, especially when the range maps of the faces in the gallery are similar. Moreover, all proposed methods have used the global features of the texture map which is sensitive to pose and expression changes, while local descriptors have gained much attention in face community for their robustness to face variations. Penev and Atick et al. [13] proposed a second-order statistical Local Feature Analysis (LFA) to extract the local features. Elastic Bunch Graph Matching (EBGM) [14] presented a local representation for the face using a group of Gabor coefficients. Heisele et al. [15] investigated the feasibility of the patch based face recognition and outperformed the holistic approaches. Local Binary Pattern (LBP) as a local descriptor has been used as a texture descriptor [16], facial expression analysis [17], background modeling [18], and face recognition [19]. Zhang et al. [20] proposed the Local Derivative Pattern (LDP) as a high-order local pattern descriptor for face recognition based on the local derivative.
variations. Local texture representation, however, still remains an unexplored area in 3D face recognition field.

We present a novel 3D face recognition approach using Geodesic Pseudo Zernike Moment Array (GPZMA). Geodesic distance is a 3D feature descriptor that can analyze the deformations on face surface caused by expression and rotation variations [10], [11]. The Pseudo Zernike Moment (PZM) is a powerful texture descriptor in 2D images [26]. In this paper, we propose a novel 3D face recognition by combining the geodesic distance and Pseudo Zernike Moments in which the function of the Zernike Moments is controlled by the computed face geodesic distance making PZMs more robust to face variations than the traditional methods that use the Pseudo Zernike polynomials and geodesic distance, separately. Unlike the other methods in this field, the proposed method is applied on the texture information to extract local feature vectors with deformations controlled by the range information. The proposed method is evaluated by the publicly available BU-3DFE face database [21] and Bosphorus face database [22] both of which contain faces under various situations including different expression and pose changes. The effectiveness and performance of the proposed method is compared with the effectiveness and performance of the state-of-the-art approaches. Encouraging experimental results indicate that the proposed method provides a novel solution for 3D face recognition.

The organization of the paper is as follows: Section 2 presents the proposed Geodesic Pseudo Zernike Moment Array. In Sect. 3, the proposed method is evaluated and compared with benchmark approaches. Finally, Sect. 4 presents the conclusion and the future work.

2. Proposed Geodesic Pseudo Zernike Moment Array

The overall framework of the proposed method is illustrated in Fig. 1. In this method, we create the corresponding range and texture maps from an input 3D model. Using the range map, we compute the geodesic distance from a reference point for all face points. Based on the computed geodesic distances, we transform the texture map to a Transformed Texture Map. In the next step, the transformed texture map is partitioned into equal-sized square patches and a PZM descriptor is applied to extract a feature vector for each patch. By concatenating feature vectors, we build a feature array for the subject. Finally, the input subject is identified by measuring the dissimilarity between the query and all gallery models. The following subsections will describe the algorithm in detail.

2.1 Geodesic Distance Computation

Let S be a surface, P and Q two points on S as shown in Fig. 2. There are an infinite number of curves that belong to S and connect P with Q. The curve on the surface S with the minimum length is called the Geodesic Path between two points and its length is called the Geodesic Distance. The numerical computation of the geodesic distance involves the solving of Eikonal equation [23]

\[ |\nabla T(x, y, z)| = 1 \]  

(1)

on the surface, where \( T(x, y, z) \) is the geodesic distance of the surface point \( Q(x, y, z) \) from a reference point. The main approach to solve the Eikonal equation in a 3D space is the Fast Marching Method on Triangulated Domains.

![Fig. 1 Framework of the proposed method.](image)
In this paper, we compute the geodesic distances on the face surface using the range map extracted from the face 3D models. If we represent the range map as $z = f^r(x, y)$, where the superscript $r$ stands for range, the Eq. (1) can be solved on the range map as

$$|\nabla T(x, y, f'(x, y))| = 1$$

where $T(x, y, f'(x, y))$ is the geodesic distance of the point $Q(x, y, f'(x, y))$ from a reference point. Figures 3 (a) and 3 (b) illustrate an arbitrary face 3D model and its range map, respectively.

2.2 Geodesic Texture Transform

It has been proved that the geodesic distance can be used to represent the texture and the shape in the face recognition algorithms [10]–[12], [25]. In this paper, we use the notion of face isometric assumption to find a novel texture transform which is robust to expression and pose variations. Our transform is based on the assumption that the face surface is a 2D manifold embedded in a 3D Euclidean space and we can characterize the face surface by a Riemannian metric and describe it by geodesic properties.

We represent the texture map of a 3D image as $I = f^t(x, y)$, in which the superscript $t$ stands for texture. Figures 3 (a) and 3 (c) illustrate an arbitrary face 3D model and its texture map, respectively. For each pixel in the texture map we have a geodesic distance computed from the range map. We use the geodesic distance of the face points to establish a transform function for the texture map. The transform of the point $(x, y)$ in the texture map is defined as

$$F'(x_{trans}, y_{trans}) = f^t(x, y)$$

where

$$x_{trans} = r(x, y) \cos(\phi(x, y))$$
$$y_{trans} = r(x, y) \sin(\phi(x, y))$$

where $F'(x_{trans}, y_{trans})$ denotes the transformed texture map in which the subscript $trans$ stands for transformed. $x_{trans}$ and $y_{trans}$ are the coordinates of the transformed texture map. $r(x, y)$ is the geodesic distance of the point $Q(x, y, f'(x, y))$ from the reference point as

$$r(x, y) = T(x, y, f'(x, y))$$

where $T(x, y, f'(x, y))$ is the geodesic distance computed by (2).

In (4) and (5), $\phi(x, y)$ is the angle made by the connecting line of $Q(x, y, f'(x, y))$ and the reference point as well as the horizon line in the range map defined as

$$\phi(x, y) = \begin{cases} 0, & x = x_{RP}, y = y_{RP} \\ \tan^{-1} \left( \frac{y - y_{RP}}{x - x_{RP}} \right), & x \geq x_{RP} \\ \tan^{-1} \left( \frac{y - y_{RP}}{x - x_{RP}} \right) + \pi, & x < x_{RP} \end{cases}$$

where $x_{RP}$ and $y_{RP}$ are the coordinates of the Reference Point (RP) in the range map. In this paper, we select the nose tip as the reference point and crop all transformed texture maps to the size of 160x160 in the way that the distance of the nose tip is 80 pixels from the sides, 90 and 70 pixels from the top and the bottom, respectively.

2.3 PZM Descriptor

Moment invariants have been proven to be successful in pattern recognition applications due to their power in discriminating between pattern features [26], [27]. In this paper, we use Pseudo Zernike Moments (PZM) as descriptor. Pseudo Zernike Moment (PZM) is a modification of Zernike Moments (ZM) [28] based on a different set of orthogonal polynomials that have properties analogous to Zernike polynomials [29]. The advantages of the Pseudo Zernike Moments for face recognition can be described in three aspects: 1) sensitivity to image noise, 2) information redundancy, and 3) capability for image representation. A large investigation has been done in [26] to compare Pseudo Zernike Moments in these aspects. The experiments have showed that Pseudo Zernike Moments are more robust to noise than other common moments such as Geometric Moments, Legendre Moments, Zernike Moments, Rotational Moments, and Complex Moments [26]. From the second aspect view, Pseudo Zernike Moments are orthogonal and uncorrelated moment sets. From the point of view of the third aspect, they have considered how well an image can be characterized by a small finite set of moments by using the mean-square error between an image and its reconstructed version. Experiments have showed that the Pseudo Zernike Moments have the best reconstruction performance compared to other moments [26].

The two-dimensional complex PZM of order $n$ with repetition $m$ of a continuous image intensity function $f(x, y)$ can be defined as

$$PZM_{n,m}(f(x, y)) = \frac{n + 1}{\pi} \int_{x^2 + y^2 \leq 1} V_{n,m}^*(x, y) f(x, y) \, dx \, dy$$

where

$$V_{n,m}^*(x, y) = \sum_{k=-m}^{m} \sum_{l=-n}^{n} V_{n,m}^{kl}(x, y)$$

and

$$V_{n,m}^{kl}(x, y) = \frac{1}{\pi} \int_{x^2 + y^2 \leq 1} e^{ik\phi(x, y)} \phi^{kl}(x, y) \, dx \, dy$$

with

$$\phi^{kl}(x, y) = \left( x_{RP}y_{RP} - xy - x_{RP}y - x y_{RP} \right)$$

and

$$\phi(x, y) = \begin{cases} 0, & x = x_{RP}, y = y_{RP} \\ \tan^{-1} \left( \frac{y - y_{RP}}{x - x_{RP}} \right), & x \geq x_{RP} \\ \tan^{-1} \left( \frac{y - y_{RP}}{x - x_{RP}} \right) + \pi, & x < x_{RP} \end{cases}$$

where $x_{RP}$ and $y_{RP}$ are the coordinates of the Reference Point (RP) in the range map.
where \( n = 0, 1, 2, \ldots \) and \(|m| \leq n\) and the symbol * denotes the complex conjugate.

The Pseudo Zernike polynomials \( V_{n,m}(x, y) \) are defined as [26]:

\[
V_{n,m}(x, y) = R_{n,m}(l) e^{im\theta}
\]  \tag{9}

where \( l = \sqrt{x^2 + y^2} \) is the length of the vector \( \mathbf{I} \) from the origin to the pixel \((x, y)\) and \( \theta = \tan^{-1}(y/x) \) is the angle between vector \( \mathbf{I} \) and \( x\)-axis.

In Pseudo Zernike polynomials, the real-valued radial polynomials \( R_{n,m}(l) \) are defined as [26]:

\[
R_{n,m}(l) = \sum_{s=0}^{n-\lceil m \rceil} (-1)^s \frac{(2n+1-s)!}{s!(n-|m|-s)!(n+|m|+1-s)!} l^{n-s} \tag{10}
\]

where \( n = 0, 1, 2, \ldots \) and \( m \) takes positive and negative integer values subject to \(|m| \leq n\).

In this paper, we use PZM as a local descriptor in the proposed face recognition system. This descriptor is applied on the transformed texture map to extract feature vectors. For this purpose, we first partition the transformed texture map to equal-sized square patches in a non-overlapping way. Assume that the size of the transformed texture map is \( N \times N \) and the size of each patch is \( W \times W \). In this case, the number of patches for the transformed texture map is \( (N/W)^2 \). We indicate all points in a patch with \( u \) and \( v \) indexes which are integers ranging from 1 to \( N/W \) and mathematically can be found for each point as

\[
u = \left\lfloor \frac{u}{W} \right\rfloor + 1 \quad 0 \leq x_{\text{trans}} < N \tag{11}
\]

\[
v = \left\lfloor \frac{v}{W} \right\rfloor + 1 \quad 0 \leq y_{\text{trans}} < N \tag{12}
\]

which \( x_{\text{trans}} \) and \( y_{\text{trans}} \) are coordinates of the transformed texture map. The symbol \( \lfloor \cdot \rfloor \) denotes the floor function. Figure 4 illustrates an example of the partitioning a transformed texture map into four patches.

Given a transformed texture map, \( F'(x_{\text{trans}}, y_{\text{trans}}) \), the \((u,v)\)th patch in the transformed texture map \( F'_{u,v}(x_{\text{trans}}, y_{\text{trans}}) \) is defined as

\[
F'_{u,v}(x_{\text{trans}}, y_{\text{trans}}) = F'(x_{\text{trans}}, y_{\text{trans}}) (W(u-1) + x_{\text{trans}}, W(v-1) + y_{\text{trans}}) \tag{13}
\]

where \( x_{\text{trans}} \) and \( y_{\text{trans}} \) are coordinates of the \((u,v)\)th patch.

The origin of the patch coordinates system is located at the bottom-left corner of each patch.

By using (13) and (8), the PZM equation for the \((u,v)\)th patch in the transformed texture map is derived as

\[
PZM_{u,v}^{n,m}(F'(x_{\text{trans}}, y_{\text{trans}})) = \frac{n+1}{\pi} \int \int V_{n,m}^{u,v}(x_{\text{trans}}, y_{\text{trans}}) \, dx_{\text{trans}} \, dy_{\text{trans}} \tag{14}
\]

where \( u \) and \( v \) are integers ranging from 1 to \( N/W \).

To compute the PZM for each patch, the texture of the patch is normalized into a unit circle. There are two possible approaches for this normalization. One is the normalization of the patch in the way that the unit circle is inside the patch. This way, the information of the pixels located outside the unit circle will be lost. The second approach, we use in this paper, is the normalization of the patch in the way that the entire patch is bounded inside the unit circle. This approach ensures that there is no pixel loss during the PZM computation. Figure 5 illustrates an example of the normalization of an arbitrary patch into the unit circle.

Let assume the size of a patch is \( W \times W \). The \((u,v)\)th patch of the transformed texture map is mapped into the unit circle as

\[
x_{\text{trans},i}^u = -\frac{\sqrt{2}}{2} + \frac{\sqrt{2}}{W-1} i \quad i = 0, 1, \ldots, W-1 \tag{15}
\]

\[
y_{\text{trans},j}^v = -\frac{\sqrt{2}}{2} + \frac{\sqrt{2}}{W-1} j \quad j = 0, 1, \ldots, W-1 \tag{16}
\]

where \( x_{\text{trans},i}^u \) and \( y_{\text{trans},j}^v \) are coordinates in the normalized \((u,v)\)th patch.

The Eq. (14) is the continuous form of the PZM. By using (15) and (16), we can derive a discrete form of PZM for a digital transformed texture map. Given the \((u,v)\)th patch in the digital transformed texture map \( F'(x_{\text{trans}}, y_{\text{trans}}) \), the discrete PZM with order \( n \) and repetition \( m \) is derived as
Two patches to the whole area as a weight \( \leq \) circle and compute the proportion of the overlapping area of the final distance function, we map both patches into a unit texture map. To decrease the corresponding patch textural area in the model transformed texture map will be a moment features of each patch. For this purpose, we define based on the textural area of each patch is used to weigh the extracted moments, an adaptively weighing technique texture in the boundary patches. To decrease this effect on the boundary patches in the query and model transformed texture maps in the unit circle, respectively. The symbol \( \cap \) denotes the overlapping operator. Figure 6 illustrates the computation of \( S^Q_{u,v} \cap S^M_{u,v} \) for two arbitrary patches in the query and model transformed texture maps. In this weighing technique, a smaller weight \( \eta_{u,v} \) is dedicated for the boundary patches, while the weight is \( \eta_{u,v} = 1 \) for non-boundary patches.

By using \( PDV_{u,v} \) and \( \eta_{u,v} \), we compute the distance between the query transformed texture map \( f \) and the model transformed texture map \( g \) as

\[
D(f, g) = \left\| \left\{ \eta_{u,v} \cdot PDV_{u,v} \right\} \right\|_1
\]

where the symbol \( \| \cdot \| \) denotes the mathematical multiplication operator.

For a given query, we compute the distance to all models in the gallery using (21) and consider the model with the minimum distance \( D \) as the correct return.

### 2.4 Dissimilarity Measurement

In this section, we calculate the distance of a given query transformed texture map and a model transformed texture map in the gallery using extracted PZMs. A Patch Distance Vector (PDV) is the distance vector between the \((u, v)\)th patch of the transformed texture maps in the query and the model as

\[
PDV_{u,v} = \left\{ \left| PZM_{u,v}^{\text{query}} \right| - \left| PZM_{u,v}^{\text{model}} \right| \right\}_f
\]

where \( f \) and \( g \) are the transformed texture maps of the query and the model, respectively.

In a boundary patch, the patch located on the face border, some pixels of the patch are set to zero based on the shape of the texture (see Fig. 6). This zero valued pixels will affect the computed Zernike Moments. Therefore, the computed distance between two patches in the query and model transformed texture map will be affected by the shape of the texture in the boundary patches. To decrease this effect on the extracted moments, an adaptively weighing technique based on the textural area of each patch is used to weigh the moment features of each patch. For this purpose, we define the weight of each patch based on the patch textural area in both the query transformed texture map and the corresponding patch textural area in the model transformed texture map. To decrease the effect of the boundary patches in the final distance function, we map both patches into a unit circle and compute the proportion of the overlapping area of two patches to the whole area as a weight \( 0 \leq \eta_{u,v} \leq 1 \):

\[
\eta_{u,v} = \frac{S^Q_{u,v} \cap S^M_{u,v}}{2}
\]

where \( \eta_{u,v} \) is the weight for the \((u, v)\)th patch, \( S^Q_{u,v} \) and \( S^M_{u,v} \) are the textural areas of the \((u, v)\)th patch of the transformed texture maps of the query and model in the unit circle, respectively. The superscripts \( Q \) and \( M \) stand for query and model, respectively. The symbol \( \cap \) denotes the overlapping operator. The experiments, we use the BU-3DFE database [21] which contains 3D face models under all different expression changes. For the experiments, we use the BU-3DFE database [21] which contains 3D face models under all different expression changes.
changes and Bosphorus database [22] which contains 2.5D face scans from different pose variations. The BU-3DFE database contains 100 subjects (56 females and 44 males) and each subject has seven expressions. With the exception of the neutral expression, each of the six expressions (anger, disgust, fear, happiness, sadness, and surprise) includes four levels of intensity. The Bosphorus database is tested in this paper to measure the performance of the proposed method under the pose changes. It contains over 5200 2.5D scans from 105 subjects (61 females and 44 males) in different poses. The performance of the proposed method is compared with that of three benchmark approaches: 1) the method proposed by Bronstein for expression-invariant face recognition (Canonical Image Representation) [10], 2) the method proposed by Mpiperis for expression-invariant face recognition (Geodesic Polar Representation) [12], and 3) the method proposed by Malassiotis and Strintzis [8] for pose-invariant face recognition. In all experiments, a preprocessing of face localization was applied.

3.1 Investigation and Determination of Parameters

As described in Sect. 2.3, the Pseudo Zernike polynomials have two parameters $m$ and $n$ involved in the proposed method. $n \geq 0$ is the order and $|m| \leq n$ is the repetition of the PZMs. In this section, we investigate and determine these two parameters accompanying with the size of patches $(W)$.

In the proposed method, because of $R_{n-m}(r) = R_{n,m}(r)$ we use all $m = 0, 1, \ldots, n$ as in (18). Therefore, we have all repetitions in the result feature vector. However, we use Pseudo Zernike polynomials of order $n_{\text{min}}$ up to $n_{\text{max}}$. In theory, the PZM with order zero represents the DC component of the image and does not have personal identity information. By setting $n = 0$ in (17), we have

\[ PZM_{0,0}^m (F(x_{\text{trans}}, y_{\text{trans}})) = \frac{2}{\pi W^2} \sum_{i=0}^{W-1} \sum_{j=0}^{W-1} V_{0,0}^m(x_{\text{trans},i}, y_{\text{trans},j}) \]

\[ F_{1,1}^m(x_{\text{trans},i}, y_{\text{trans},j}) = \frac{2}{\pi} \sum_{i=0}^{W-1} \sum_{j=0}^{W-1} V_{1,1}^m(x_{\text{trans},i}, y_{\text{trans},j}) \]

where $F_{1,1}^m(x_{\text{trans},i}, y_{\text{trans},j})$ is the mean value of pixels in the $(u, v)$th patch of the normalized transformed texture map. Hence, we have set $n_{\text{min}} = 1$.

To determine $n_{\text{max}}$ and $W$, an experimental investigation on recognition rate is conducted on a training dataset. For this purpose, we created a training dataset from the BU-3DFE database [21]. For each subject, we selected two faces: one is the neutral face and another is one of the six expressions with one of four expression levels selected randomly. In the training dataset, all neutral faces are selected as the gallery and others are used as the probe. Using the training dataset, an experimental investigation on recognition accuracy is conducted with different values of $W$ (10, 16, 20, 32, 40, 80, and 160) and $n_{\text{max}}$ (from 1 up to 10). The result is displayed in Fig. 7.

It can be observed that through reducing the patch size, system accuracy continuously increases and reaches the highest rate when $W=16$, then decreases when $W=10$. It is encouraging to see that the required $n_{\text{max}}$ (i.e. the value of $n_{\text{max}}$ when the curve starts to remain flat) continuously decreases when $W$ decreases. In the rest of the experiments we choose $W=16$ as the patch size, and $n_{\text{max}}=3$ as the maximum order of PZM.

3.2 Face Recognition under Facial Expression Changes

Experiments were conducted on BU-3DFE database [21] to evaluate the effects of different facial expressions (anger, disgust, fear, happiness, sadness, and surprise) on the proposed approach. Figure 8 illustrates an example of the facial expressions in the BU-3DFE database. To have more reliable comparison with the results of benchmarks reported in [12], the same experimental strategy used in [12] is used in our study. The performance is measured in term of the rank-1 recognition rate and equal error rate (ERR) [30]. For each person, a single-neutral model is used as representative in the gallery, while the rest images depicting expressions are used as probe. In total we have six probe sets for the recognition rate under six different face expression changes.

The rank-1 recognition rates and equal error rates (EERs) of the proposed algorithm for each type of expression changes and for the whole database are tabulated in Table 1. For comparison, the rank-1 recognition rates, EERs, CMC curves, and ROC curves for benchmarks are reported from [12]. As can be seen, the angry expression has the best accuracy (90%), while the disgust expression has the worst accuracy (78%). The overall accuracy for the proposed method (82.2%) is higher than the benchmark approaches (80.3% and 77.2% for Geodesic Polar Representation and Canonical Image Representation, respectively). Moreover, the equal error rate (EER) of the proposed method is 6.7% compared to 9.8% and 15.4% for Geodesic Polar Representation and Canonical Image Representation, respectively. Two different recognition rates on two different
Different types and levels of expression changes in the BU-3DFE database.

Table 1 Performance comparison under facial expression changes. The results marked by * are from [12].

| Expression Considered | Proposed Method | *Geodesic Polar Representation | *Canonical Image Representation |
|-----------------------|-----------------|-------------------------------|-------------------------------|
| Angriness             | 90              | N/A                           | N/A                           |
| Disgust               | 78              | N/A                           | N/A                           |
| Fear                  | 80              | N/A                           | N/A                           |
| Happiness             | 82              | N/A                           | N/A                           |
| Sadness               | 82              | N/A                           | N/A                           |
| Surprise              | 81              | N/A                           | N/A                           |
| Overall               | **82.2**        | 80.3                          | 77.2                          |
| EER                   | 6.7             | 9.8                           | 15.4                          |

databases have been reported in [12]. The first database is the BU-3DFE database which is prepared by State University of New York at Binghamton. This database is publicly available. The second database is a self-prepared 3D face database which is not publicly available for other researchers. The recognition rate of the Geodesic Polar Representation method is 80.3% and 90.4% on two databases, respectively. While acknowledging the finding of the second database, the results of our proposed algorithm i.e. 82.2%, due to the accessibility of the first one, is just compared with the former which is 80.3%. The CMC and ROC curves of the proposed method together with those of the two benchmark methods are given in Fig. 9 and Fig. 10. Note that the recognition rate of the proposed method is always higher than the benchmark methods.

3.3 Face Recognition under Pose Rotations

In this section, we evaluate the robustness of the proposed method under different face rotations. In this experiment, we use the Bosphorus database [22] which contains 2.5D face scans in different rotations. Figure 11 illustrates an arbitrary subject from the database in different pose rotations. The parameters of the algorithm (i.e. the minimum of the PZMs, the maximum of the PZMs, and the size of the patch) are those selected in Sect. 3.1 using the training data set.

The rank-1 recognition rates of the proposed algorithm for all rotation angles are tabulated in Table 2. For comparison, the rank-1 recognition rates of the method proposed by Masassiotis and Strintzis [8] are used as the benchmark. As can be seen, the proposed method has much higher accuracy compared to the benchmark. The proposed method has 87.6% recognition rate in +10° right rotation, while the benchmark has the recognition rate of 65.7%. In +20° right rotation, the recognition rate is 84.7% and 52.4% for the proposed method and the benchmark, respectively. In +30° right rotation, the recognition rate is 74.3% and 42.9% for
the proposed method and the benchmark, respectively. The overall recognition rate in the proposed method is much higher than the recognition rate in the benchmark (65.2% compared to 50%). It is obvious that if we set the parameters (i.e. the maximum of the PZMs and the size of the patch) for the Bosphorus database, the results in this section will be higher than those reported here.

4. Conclusion and Further Research

In this paper, a novel 3D face recognition method has been proposed called Geodesic Pseudo Zernike Moment Array (GPZMA). GPZMA is particularly designed to handle the variations in face surface due to the expression and pose in single-model databases. GPZMA uses the geodesic distance between face surface points to transform the texture map of the 3D model and to extract moments. The Pseudo Zernike Moments controlled by geodesic distance are adapted to be used in the proposed face recognition approach as local descriptor. The idea behind the work is that better results can be obtained if local texture information of 3D models are used instead of global information. The algorithm has been evaluated and compared with three state-of-the-art benchmarks. It is very encouraging to find that the proposed method performs consistently superior to the benchmarks under the expression and poses variations. The presented experimental results indicate an overall improvement of 1.9% and 5% for expression variations and 15.2% for pose variations compared to the benchmarks.

Because the main novelty of this paper is in the recognition phase of a 3D face recognition system, the positioning of the reference point (nose tip) has been done manually in the same strategy as in [10], [12]. Changing the reference point may change the geodesic distance of the face surface points. The effect of automatically positioning accuracy of the reference point on the overall performance of the complete system might be investigated as a future research project.
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