Virtual Human Motion Extension Based on Bayesian Network
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Abstract. Aiming at the problem of virtual human motion reuse, the concept of motion extension is proposed, which includes lengthways extension and transverse extension. The lengthways extension extends motion along the time, and generates more frames from existing motion. The transverse extension extends motion to other characters, and multiple characters motion is generated by single character motion. Each motion in the group is similar and different from each other. Motion extension provides unified solution to important issues such as motion prediction, motion repair, and group motion. We construct the Bayesian network of the virtual human motion, which studies and reduces the dimension of the virtual human motion, and propose a method of motion extension based on Bayesian network. Experiments show that our method can generate more realistic virtual human motion based on existing motion, and provide support for the application of virtual human in the fields of bio-engineering, medicine and military.

1. Introduction
In recent years, virtual human motion synthesis has been widely used in fields such as film, television and military. Because of the complexity of the human body structure and the variability of the motion, the human body motion is also constrained by its physiological characteristics and the external environment, resulting in virtual human motion synthesis is a very heavy and difficult work. With the development of motion capture technology, the data-driven method has achieved unprecedented development. Compared with physical simulation motion synthesis method, data-driven motion synthesis method is a new mode and a fundamental change in methodology and thinking mode. The data-driven method is a more direct method. It avoids the cumbersome operation of determining the angle of the virtual human joint during the synthesis movement, directly assigns the motion capture data to the virtual human geometry model, and drives the virtual human to complete the corresponding movement based on data. It has the advantages of simple implementation, high computing efficiency, and strong sense of reality. However, with the application of virtual people becoming more and more widespread and in-depth, new difficulties have emerged in data-driven methods, which are mainly reflected in three aspects: First, the movement capture data is highly specialized, and the given movement capture data is only suitable for generating corresponding movements., Even if there are only a few changes, the entire action needs to be re-captured; Second, the contradiction between the limitation of motion capture data and the diversity of application needs still exists, and the limited motion capture data cannot meet the increasing practical application needs. The third is that some special sports are difficult to capture, high risk or even not feasible. In order to solve these problems, this paper proposes the concept of motion extension, which can generate more abundant motion from limited motion data, and proposes motion extension methods, including vertical extension and horizontal extension.
2. Related Work
As the complexity of character skeleton and motion, motion data are often high dimensional. It is often required to reduce dimension of motion data before analysis and research on them. According to mapping relation between high dimensional data and low dimensional data, dimensionality reduction techniques can be classified to linear and nonlinear.
Linear dimension reduction methods have advantages in computational efficiency, including factor analysis[1], principal component analysis[2], probability principal component analysis[3][4], and independent component analysis[5].
Linear dimension reduction methods generally try to find a linear subspace and project the original high-dimensional data to this subspace to achieve dimensional reduction. Linear dimension reduction algorithm is relatively simple, so it has higher dimensional reduction efficiency. However, there are also many limitations, mainly because the manifold structure where the high-dimensional data is located is not considered. In recent years, nonlinear dimensional reduction methods have attracted people's attention, especially after the 2000 Science magazine published two consecutive papers on nonlinear dimensional reduction methods[6][7]. The study of nonlinear dimensional reduction methods has been highly valued by researchers. Documentation[6] proposed the isometric mapping method. First, the nearest neighbor set of each point is found, and then the Dijkstra algorithm is used[8]. Look for the shortest Geodetic path between the near neighbors and get the geodesic distance between the points sets instead of the Euclidean distance that can not represent the internal manifold structure, and then enter it into Multidimensional Scaling Analysis(MDS)[9]. In the processing, the low-dimensional coordinates embedded in the high-dimensional data space are found to achieve lower dimensions. Isomap's limitation is that due to the inaccuracy of estimating the geodesic distance, poor results may be obtained in unsampled space. Documentation[10] proposed a local linear embedding method(LLE). First, the nearest point of each point is found, and then a set of weights is calculated for each point, and the current point is represented by the weighted combination of nearest points. Finally, the low dimensional embedding of the data is found by means of eigenvector optimization to keep the weight of each point unchanged. The LLE algorithm retains the relationship between neighboring points when the dimension is reduced, so that the inherent geometric structure can be preserved. Not only can the nonlinear structure of high dimensional data be found effectively, but it also has invariable characteristics such as translation and rotation. The LLE algorithm is superior to Isomap on many issues, mainly because the LLE algorithm uses sparse matrix algorithm to achieve faster and more efficient optimization. The disadvantage of the LLE algorithm is that it has poor performance on non-uniform data regions, which is due to changes in data density that will cause changes in weights. Documentation[11] combined PCA and nuclear method, the Kernel Principal Component Analysis(KPCA) is proposed. The basic idea of KPCA is to map high-dimensional data to a feature space through nonlinear mapping, and then perform principal component analysis in the feature space. KPCA has the advantage of a kernel method, that is, establishing a mapping relationship between high-dimensional data and low-dimensional data through a kernel function without explicitly determining the mapping relationship. KPCA is a non-linear low-dimensional method. Gaussian Process Hidden Variable Model(GPLVM)[12][13]. It is another effective nonlinear dimension reduction method. Unlike PPCA, it does not estimate the specific values of the mapping parameters through Gaussian process regression to realize the dimensional reduction and density estimation of high-dimensional data. Instead, it starts from the Bayesian point of view. A priori, Marginalize the mapping parameters and realize dimension reduction by maximizing the posterior probability.
3. Definition of Motion Extension
In this paper, the concept of motion extension is proposed, which includes lengthways extension and transverse extension. Transverse extension extends motion to characters and generates multi-character group motion from single character motion. Each motion in group motion is similar and different from each other; Lengthways extension is an extension along the time, with new motion that generates more frames from existing motion, and the number of frames for new motion can be customized. Motion extension provides unified solution to important issues such as motion prediction, motion repair and group motion. Transverse extension can solve group motion problem, and lengthways motion
extension can solve motion prediction and motion repair problems. We give a strict definition of lengthways and transverse extension of motion:

Transverse extension: Given the motion \( Y_1: \{ y_1, y_2, \ldots, y_N \} \) and the integer \( L \), \( L \) motions \( Y_2: \{ y_1, y_2, \ldots, y_N \} \), \( y_{i+1} \) are generated, making the \( L \) motions and \( Y_1 \) similar to each other, while there are differences in detail. This process is called motion transverse extension.

Lengthways extension: Given the motion \( Y_1: \{ y_1, y_2, \ldots, y_N \} \) and the integer \( M \), \( M \) motion positions \( y_{N+1}, y_{N+2}, \ldots, y_{N+M} \) are generated, making \( Y_2: \{ y_1, y_2, \ldots, y_N, y_{N+1}, y_{N+2}, \ldots, y_{N+M} \} \) a coherent and unified motion. This process is called motion lengthways extension.

4. Bayesian Network for Virtual Human

Gaussian process dynamical models (GPDM) is a specific latent variable model, which implements dimensionality reduction for time sequence with Gaussian process regress and models the dynamics for time sequence in latent space. Given time sequence \( Y = [y_1, y_2, \ldots, y_N]' \) in observation space where \( y_i \) is D-dimensional column vector, \( i = 1, 2, \ldots, N \), and \( X = [x_1, x_2, \ldots, x_N]' \) is corresponding representation in low dimensional latent space of \( Y \) where \( x_j \) is q-dimensional column vector, \( j = 1, 2, \ldots, N \), GPDM comprises two mappings as shown in Figure 1. One is the observation mapping from latent space to observation space parameterized by \( B \); The other is the dynamics mapping in latent space parameterized by \( A \). From the viewpoint of Bayesian, marginalize out the parameters \( A \) and \( B \) by integrating to obtain the joint distribution of latent variable and observation variable as shown in Figure 1b.

![Figure 1. Bayesian network for virtual human.](image)

The observation mapping, based on scaled Gaussian process latent variable models (SGPLVM), completes dimensionality reduction for time sequence in high dimensional observation space. The dynamics mapping in latent space is based on 2-order Markov chain. The two mappings can be described as

\[
g: \quad x_t = \sum_j a_j \psi_j(x_{t-1}, x_{t-2}) + n_{x,t} \tag{1}\]

\[
h: \quad W y_t = \sum_j b_j \phi_j(x_t) + n_{y,t} \tag{2}\]

Where \( g \) is the dynamics mapping from last two latent states \( x_{t-1}, x_{t-2} \) to next latent state \( x_t \), parameterized by \( A = [a_1, a_2, \ldots]' \); \( h \) is the observation mapping from latent space to observation space, parameterized by \( B = [b_1, b_2, \ldots]' \). \( y_t \) is weighted by \( W = \text{diag}(\omega_1, \omega_2, \ldots, \omega_p) \) to make a difference among each dimensionality, \( \psi_j \) and \( \phi_j \) are nonlinear basic function, \( n_{x,t} \) and \( n_{y,t} \) are isotropic Gaussian noise. \( g \) and \( h \) are implemented with Gaussian process regress, which describes probabilistic distribution of function. From viewpoint of Bayesian, we do not estimate the precise value of parameter \( A \) and \( B \) like traditional fitting but lay emphasis on the uncertainty about them. Gaussian process is determined by mean function and kernel function (covariance function) similar to that
Gaussian stochastic variable is determined by mean and covariance. Training data has been pretreated minus mean, so mean function is set to zero. In order to implement Gaussian process, maximize the likelihood of training data by tuning parameters in kernel function.

Given the prior for hyper parameters \( p(\alpha, \beta) \propto \prod_i \alpha_i \prod_j \beta_j \), the joint probability of all variable is defined as

\[
p(X, Y, \alpha, \beta) = p(Y | X, \beta, W)p(X | \alpha)p(\alpha, \beta)
\]

### 5. Virtual Human Motion Lengthways Extension

The technique of generating more frame motion can automatically generate more frame new motion based on existing motion, which looks realistic and the number of frames can be controlled by user easily. In last section, we map the motion data from observation space to latent space based on GPDM:

\[
Y = [y_1, y_2, \cdots, y_N] \rightarrow X = [x_1, x_2, \cdots, x_N]^T
\]

The mean prediction, which predicts with probability mean, is used to predict latent states in latent space. At the time of \( t \), the latent state \( x_t \) is Gaussian

\[
x_t \sim N(\mu_x([x_{t-1}, x_{t-2}]), \sigma_x^2([x_{t-1}, x_{t-2}]))I
\]

According to mean prediction, given the latent states \( x_{t-1}, x_{t-2} \) at the time \( t-1 \) and \( t-2 \), the latent state at the time \( t \) can be predicted as

\[
x_t = X_{k_t} \cdot K^{-1}_x k^t_x([x_{t-1}, x_{t-2}])
\]

Similarly, the mean prediction is also used to predict \( y_t \).

\[
y_t = Y^T \cdot K^{-1}_y k^t_y(x_t)
\]

### 6. Virtual Human Motion Transverse Extension

Transverse motion extension extends motion along characters, and it generates multiple character group motion from single character motion automatically. Multiple character group motion is that many characters performance the same motion together, in which every character motion is similar to each other and there is difference among them. To implement transverse motion extension, train GPDM with single motion to obtain corresponding latent states which form a smooth latent trajectory, then, sample near it in latent space to obtain more latent trajectories with hybrid Monte Carlo (HMC). After optimize new latent trajectories, map them from latent space to observation space to generate new motions which form group motion together. Optimize latent trajectory \( X \) according to

\[
X = \text{Max}\{p(X | \alpha)\}
\]

The new latent trajectories sampled by HMC lie near the original latent trajectory of training data, and the motion poses are similar if their latent states are nearby, so the new motions reconstructed by new latent trajectories are similar to the training motion, but there is difference among them. This is suitable for multiple character group motion.

### 7. Results and Analysis

In this section, we design two experiments to prove the algorithm in this paper correct and effective. The training motions in experiments come from the Carnegie Mellon University motion capture database. In our experiments, training motion data is 50 dimensional, and the latent space is 3 dimensional, that is \( D = 50, q = 3 \).
7.1. Motion Lengthways Extension
In this experiment of motion lengthways extension, the training motion is the running motion which consists of 290 frames as shown in Figure 2(a). In order to compare, we take the first 145 frames as training data to extend, and compare the extension result with the last 145 frames. Train GPDM with the first 145 frames to obtain corresponding latent states, and extend the latent trajectory to 290 frames in latent space.

After extend latent trajectory in latent space, map the extension result to observation space to generate new motion as shown in Figure 2, in which (a) is the training motion, (b) is the new motion extended from the first 145 frames of training motion, (c) is the detail at the start of extension. Figure 2(a) and 2(b) are sampled each 20 frames, and Figure 2(c) is sampled each 5 frames. From Figure 2(c), the extended frames and training frames hang together very well. From Figure 2(b), the extended frames are all new poses not coming from the training motion. By comparison of Figure 2(b) and 2(a), we can see that the extended frames are similar to the corresponding training frames, so the extended motion obeys the motion rule well.

![Figure 2. Lengthways motion extension.](image)

7.2. Motion Transverse Extension
In this experiment of motion transverse extension, the training motion is the football motion which consists of 362 frames as shown in the top line of Figure 3. Train GPDM with it to obtain corresponding latent states, and extend the original latent trajectory to 5 new ones by hybrid Monte Carlo sampling in latent space.

After extend in latent space, map the extended latent trajectories back to observation space to generate new motions as shown in Figure 3, in which the extended motions are similar to the training motion, but there is difference among them. This is suitable for multiple character group motion.

![Figure 3. Transverse motion extension.](image)
8. Conclusions
The motion extension technique, proposed in this paper, can generate more frame motion and multiple character group motion based on existing single character motion. Motion extension does not repeat existing motion by rote but generate new motions following the motion rule of training data, which is depicted by probabilistic distribution of motion pose. The extended frames do not exist in training motion, and the new motion is similar to training motion but there is difference among them. Motion extension can extend the applicable field of existing motion.
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