Comparison of entropy measures in generalized maximum entropy estimation
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Abstract. This study aims at comparing the efficiency of different Entropy measures in generalized maximum entropy estimation of the unknown parameters in macroeconomic panel data models by investigating the impacts of foreign direct investment on economic growth of 10 ASEAN countries over the period of 16 years (2001-2016). The three entropy measures (Shannon, Tsallis and Renyi entropy) are used as ordinary least squares estimator and generalized maximum entropy estimator. The results show that Tsallis entropy is the most appropriate to describe the effect of FDI on real GDP in ASEAN countries as it provides the maximum Max Entropy value and the lowest mean square error (MSE). The results of FDI indicates its positive impact on real GDP with the coefficient equal to 0.194 meaning when the FDI increases by 1 percent then the real GDP will increase by 0.194%. FDI is considered as one of the main factors affecting inward real GDP as an increase in production of goods and services leads to a rise in GDP. This, in turn, makes the economy more attractive to the foreign investors.

1. Introduction
Limited data will bring about an underdetermined, or ill-posed problem for the observed data, or for regressions when small data set is applied [1]. [2] mentioned that we could obtained the significant parameter when we have a large sample size of data. [3] suggested that when the sample is limited, it is often difficult to obtain meaningful results. Therefore, the conventional estimations are difficult to reach the optimal solution. Due to the traditional estimation techniques, such as least squares and maximum likelihood, are difficult to find the optimal solution, the Generalized Maximum Entropy (GME) approach is introduced in the light of these problems.

Regarding data problem, this study is well aware that a large sample size is not always obtainable in any fields of economic research since the data collection systems of some countries, particularly the underdeveloped and developing, are poor and bring about the lack of reliable data. These facts can give rise to ill-posed problem when the amount of sample information is insufficient for model estimation; in other words, when the observed data is less than the parameter estimates [4] and [5].
In addition to the limitation of the data, the time series approach to modeling typically involves a set of strong normality assumptions. Therefore, it might not be true that error is assumed to be an i.i.d. normal distribution [6]. Moreover, [7] also confirmed that the time series data has conditionally non-normal distribution in various empirical studies and the normal distribution assumption can yield biased estimation for parameter estimates. Therefore, in the real data analysis, such data might be ill-behaved leading to either ill-posed or ill-conditioned problem; that is the correct distribution of the data is not easy to specify in the underlying economic and financial models [8].

To solve these problems, [9] suggested that it seems reasonable to estimate the unknown parameters using GME approach since it is the most appropriate choice available to the estimation of the model when we want to get away from any parametric assumptions and mitigate the limited data problems. [8] mentioned that the objective of this estimator is to excerpt the available information from the observed data and functional form. This approach then became one of the most effective estimators in econometrics and economic modelling. Previous works have provided evidences of the superiority of entropy estimation over conventional estimations by maximum likelihood (ML) and least squares (LS). [10] conducted a Monte Carlo experiment study of GME estimation under non-normal assumption. They investigated and compared GME performance with ML estimator. They observed that GME estimation has lower risk than ML in terms of Mean Square Error (MSE). It was found that, when the data was small, the MSE of parameter in the GME is smaller than the ones in ML estimator, indicating that GME tends to be more accurate. Moreover, the recent work of [11] also made comparison between GME approach and LS approach using the dataset on Portland cement and the GME estimator was found to have relatively higher performance as its MSE was lower than that of OLS.

As mentioned earlier, GME estimator can play a vital role in the econometric model estimation. It can be conducted as an alternative estimator to LS and ML. In this study, we consider panel data regression models with strict exogeneity as well as collinearity and endogeneity. To the best of our knowledge, the GME estimator for panel regression has already proposed in the works of [12], [13], and [14]. However, these studies considered only Shannon entropy [15] measure as the objective function in the GME approach. Thus, we contribute to the literature by suggesting two more entropy measures, Renyi entropy [16] and Tsallis entropy [17].

The primary task in using the GME approach as an estimator is to choose an appropriate entropy measure which reflects the uncertainty (state of knowledge) that we have about the occurrence of a collection of events. In the literature, empirical applications have so far been restricted to using Shannon’s entropy. But as will be shown later, different entropy measure may reflect different uncertainty structure, hence it is not reasonable to apply Shannon’s entropy to all datasets. In this study, we replace the Shannon entropy with either the Renyi or Tsallis as generalized entropy measure. By carefully selecting the entropy measure in the GME, we can estimate the Panel regression efficiently and can get a model flexible enough to reflect all possible patterns in the data.

The reminder of this article is organized as follows. In Section 2, we briefly summarize the Shannon, Renyi and Tsallis entropy measures for the Panel regression model. Then we derive the two GME estimation methods. In Section 3, sampling experiments is presented. Section 4 is on economic application of the proposed methods. We summarize our results in Section 5.

2. Methodology

2.1. Panel data regression models
Panel regression is one of the important tools for estimating the relationships between independent and dependent variables. The model is based on panel data, consisting of both cross-sectional and time series data. The appropriate estimation method for this model depends on the two error components. More formally, the most general formulation of a panel data regression model can be expressed by the following equation:
\[ y_{it} = X_{it}\beta + \alpha_i + u_{it}, \quad (2.1) \]

where \( i = 1, \ldots, N \) is the cross sectional unit, \( t = 1, \ldots, T \) is the time index, \( y_{it} \) is \( NT \times 1 \) outcome variable, \( X_{it} \) is \( NT \times K \) explanatory variables, \( \beta \) is \( K \times 1 \) coefficient parameters and \( u_{it} \) is a common stochastic error term. The assumption about this error term is that \( u_{it} \sim N(0, \sigma^2) \) and is usually not correlated with \( X_{it} \) and the individual specific effect error component \( \alpha_i \). In this study, \( \alpha_i \) varies across individual countries but is constant over time. That is, for any \( \alpha_i \), they are assumed to be fixed parameters to be estimated in the model expressed in equation (2.1). This is called the fixed effect panel data model which usually gives consistent estimates for parameters. The advantages of the fixed effect model are (a) It can allow unobserved individual effect to be correlated with explanatory variable \( X_{it} \) and (b) There is no need to specify the conditional density for unknown individual effect.

2.2. Entropy approach
In this study, maximum entropy estimator is introduced to estimate unknown parameters in equation (2.1). This estimation involves inferring the probability distribution that maximizes information entropy given a set of various constraints.

The entropy measures are briefly presented below.
Shannon entropy measure
\[ H_S(p) = -\sum_{k=1}^{K} p_k \log p_k, \quad (2.2) \]
Renyi entropy measure
\[ H_R(p) = \frac{1}{1-q} \ln \sum_{k=1}^{K} p_k^q, \quad (2.3) \]
Tsallis entropy measure
\[ H_T(p) = \frac{1}{1-q} \left( \sum_{k=1}^{K} p_k^q - 1 \right), \quad (2.4) \]

where \( p_k \) is a proper probability and \( \sum_{k=1}^{K} p_k = 1 \), \( q \) is a positive constant and depends on the particular units used. These two entropy measures are indexed by a single parameter \( q \), which we restrict to be strictly positive: \( q > 0 \). If \( q = 1 \), they become Shannon entropy. Thus, in this study, we simply set \( q = 2 \), we have
\[ H_R(p) = -\ln \sum_{k=1}^{K} p_k^2, \quad (2.5) \]
\[ H_T = -\sum_{k=1}^{K} p_k (p_k - 1). \quad (2.6) \]

We then generalize the maximum entropy to the inverse problem to the regression framework. Rather than search for the point estimates \( \beta \), we can view these unknown parameters as expectations of random variables with \( M \) support value for each estimated parameter value \( (k) \), \( Z = [z_{i1}, \ldots, z_{ik}] \) where \( z_{i1} = [z_{i11}, \ldots, z_{ikm}] \) for all \( k = 1, \ldots, K \). Note that \( z_{i1} \) and \( z_{ikm} \) denotes the lower bound and upper, respectively, of each support \( z_k \). Thus, we can express parameter \( \beta_k \) as
\[ \beta_k = \sum_{m} p_{km} z_{km}, \quad (2.7) \]
where \( p_{km} \) are the \( M \) dimensional estimated probability distribution defined on the set \( z_{km} \). Next, similar to the above expression, \( \epsilon_i \) is also constructed as the mean value of some random variable \( v \). Each \( \epsilon_i \) is assumed to be a random vector with finite and discrete random variable with \( M \) support value, \( v = [v_1, \ldots, v_M] \). Let \( w_i \) be an \( M \) dimensional proper probability weights defined on the set \( V_i \) such that

\[
\epsilon_i = \sum_m w_{im} v_m. \tag{2.8}
\]

Similar to parameter \( \beta \) and error \( \epsilon_i \), the fixed parameter is \( \alpha_i \), where \( \alpha_i \) and \( \beta_i \) are the \( M \) dimensional estimated probability distribution and support value, respectively. Note that the vector support \( z_{km} \), \( f_{im} \) and \( v_{im} \) are convex set that is symmetric around zero with \( 2 \leq M < \infty \).

In the panel data regression model, we can estimate the unknown parameters by rewriting the entropy function as

\[
H(p, g, w) = \left\{ H(p) + H(g) + H(w) \right\}, \tag{2.10}
\]

subject to the constraint \( y_{it} = X_{it} \beta + \alpha_i + u_{it} \). In the estimation, according to [12], we need to reparameterize \( \beta_i \), \( \alpha_i \), and \( u_{it} \) in the constraints as in the following

Using the reparameterized unknowns \( \beta_i \), \( \alpha_i \), and \( u_{it} \) we can rewrite equation (2.1) as

\[
y_{it} = \sum_k \sum_m p_{km} z_{im} X_{kit} + \sum_m f_{im} g_{im} + \sum_m w_{im} v_{im}, \tag{2.11}
\]

2.3. The generalized maximum Renyi entropy estimation

We can construct our Generalized Maximum Renyi Entropy estimator as

\[
H^R(p, g, w) = \arg \max_{p, g, w} \left\{ H^R(p) + H^R(g) + H^R(w) \right\} = -\sum_k \sum_m \ln p_{km}^2 - \sum_i \sum_m \ln g_{im}^2 - \sum_i \sum_m \sum_m \ln w_{im}^2, \tag{2.12}
\]

subject to

\[
y_{it} = \sum_k \sum_m p_{km} z_{im} X_{kit} + \sum_m f_{im} g_{im} + \sum_m w_{im} v_{im}, \tag{2.13}
\]

\[
\sum_m p_{km} = 1, \sum_m g_{im} = 1, \sum_m w_{im} = 1 \tag{2.14}
\]

Then, the Lagrangian function is

\[
L = H^R(p, f, g, w) + \lambda_1^t (y_{it} - \sum_k \sum_m p_{km} z_{im} X_{kit} - \sum_m f_{im} g_{im} - \sum_m w_{im} v_{im}) + \\
\lambda_2^t (1 - \sum_m p_{km}) + \lambda_3^t (1 - \sum_m g_{im}) + \lambda_4^t (1 - \sum_m w_{im}), \tag{2.15}
\]

where \( \lambda_i^t, i = 1, 2, 3, 4 \) are the vectors of Lagrangian multiplier. Taking the gradient of \( L \) to derive the first-order conditions, the solution of Generalized Maximum Renyi Entropy estimator is

\[
\hat{p}_{km} = -\frac{1}{2} \sum \hat{z}_{im} X_{it} \left/ \sum \left( -\frac{1}{2} \sum \hat{z}_{im} X_{it} \right) \right. \tag{2.16}
\]
\[ \hat{f}^R_{im} = -\frac{1}{2}\sum_m g_{im} \hat{\lambda}^R_{im} - \sum_{i} \left( -\frac{1}{2} \sum_m g_{im} \hat{\lambda}^R_{im} \right), \]
\[ \hat{w}^R_{im} = -\frac{1}{2}\sum_m v_{im} \hat{\lambda}^R_{im} - \sum_{i} \left( -\frac{1}{2} \sum_m v_{im} \hat{\lambda}^R_{im} \right). \]

### 2.4. The generalized maximum Tsallis entropy estimation

We can construct our Generalized Maximum Tsallis Entropy estimator as

\[ H^T(p,g,w) = \arg \max_{p,g,w} \left\{ H^T(p) + H^T(g) + H^T(w) \right\} \equiv -\sum_k p_{km} \log p_{km} - \sum_i g_{im} \log g_{im} - \sum_i \sum_t w_{im} \log w_{im}, \]

subject to

\[ y_{it} = \sum_k p_{km} z_{im} X_{kit} + \sum_m f_{im} g_{im} + \sum_m w_{im} v_{im}, \]
\[ \sum_k p_{km} = 1, \sum_i g_{im} = 1, \sum_m w_{im} = 1. \]

Then, the Lagrangian function is

\[ L = H^T(p,f,w) + \lambda^T_i \left( y_{it} - \sum_k p_{km} z_{im} X_{kit} - \sum_m f_{im} g_{im} - \sum_m w_{im} v_{im} \right) + \lambda^T_i \left( 1 - \sum_i p_{km} \right) + \lambda^T_i \left( 1 - \sum_i g_{im} \right) + \lambda^T_i \left( 1 - \sum_m w_{im} \right), \]

where \( \lambda^T_i, i = 1, 2, 3, 4 \) are the vectors of Lagrangian multiplier. Taking the gradient of \( L \) to derive the first-order conditions, the solution of Generalized Maximum Tsallis Entropy estimator is

\[ \hat{p}^T_{km} = \frac{-M}{M} + \frac{1}{2M} \sum_t \hat{\lambda}^T_{im} X_{ik} \sum_{m} \tilde{z}_{km} - \frac{1}{2} \sum_t \hat{\lambda}^T_{im} X_{ik} \tilde{z}_{km}, \]
\[ \hat{f}^T_{im} = -\frac{1}{2} \hat{\lambda}^T_{im} g_{im} + \frac{1}{2M} \hat{\lambda}^T_{im} \sum_m g_{im}, \]
\[ \hat{w}^T_{im} = -\frac{1}{2} \hat{\lambda}^T_{im} v_{im} + \frac{1}{2M} \hat{\lambda}^T_{im} \sum_m v_{im}. \]

### 2.5. The generalized maximum Shannon entropy estimation

We can construct our Generalized Maximum Shannon Entropy (GME) estimator as

\[ H^S(p,g,w) = \arg \max_{p,g,w} \left\{ H^S(p) + H^S(g) + H^S(w) \right\} \equiv \]

\[ -\sum_k p_{km} \log p_{km} - \sum_i g_{im} \log g_{im} - \sum_i \sum_t w_{im} \log w_{im}, \]

subject to

\[ y_{it} = \sum_k p_{km} z_{im} X_{kit} + \sum_m f_{im} g_{im} + \sum_m w_{im} v_{im}, \]
\[ \sum_k p_{km} = 1, \sum_i g_{im} = 1, \sum_m w_{im} = 1. \]

Then, the Lagrangian function is

\[ L = H^S(p,f,w) + \lambda^S_i \left( y_{it} - \sum_k p_{km} z_{im} X_{kit} - \sum_m f_{im} g_{im} - \sum_m w_{im} v_{im} \right) + \lambda^S_i \left( 1 - \sum_i p_{km} \right) + \lambda^S_i \left( 1 - \sum_i g_{im} \right) + \lambda^S_i \left( 1 - \sum_m w_{im} \right), \]

where \( \lambda^S_i, i = 1, 2, 3, 4 \) are the vectors of Lagrangian multiplier. Taking the gradient of \( L \) to derive the first-order conditions, this optimization yields

\[ \hat{p}^S_{km} = \exp(-z_{km} \sum_t \hat{\lambda}^S_{km} X_{kit}) / \sum_m \exp(-z_{km} \sum_t \hat{\lambda}^S_{km} X_{kit}), \]
In this section we present an application of our proposed method. We consider the following Panel regression model

$$\hat{y}^{s}_{m} = \exp(-g_{m}^{s} \hat{\alpha}_{1m}) / \sum_{m} \exp(-g_{m}^{s} \hat{\alpha}_{1m}) ,$$  \hfill (2.31)

$$\hat{w}^{s}_{1m} = \exp(-\hat{\alpha}_{1m} v_{1m}^{s}) / \sum_{m} \exp(-\hat{\alpha}_{1m} v_{1m}^{s}) ,$$  \hfill (2.32)

3. Simulation study

The simulation and experiment study is conducted for assessing the finite sample performance of the various GME estimators. Our dataset is simulated from

$$y_{it} = 1.5(X_{it}) + \alpha_{i} + u_{it} .$$  \hfill (3.1)

We aim to examine the accuracy of the estimator using the bias approach.

$$bias = \left| R^{-1} \sum_{r=1}^{R} (\hat{\phi}_{r} - \phi_{r}) \right| ,$$  \hfill (3.2)

where $\hat{\phi}_{r}$ and $\phi_{r}$ are the estimated parameter value and true parameter value at iteration $r^{th}$, respectively. In this experiment, the iteration $R = 100$ is used.

We consider the number of support as $M = 5$, as it was confirmed to be more robust and efficient, see [18] thus we have $p_{in} = [-z, -z/2,0,z/2,z]$, $f_{in} = [-g,-g/2,0,g/2,g]$ and $w_{im} = [-v,-v/2,0,v/2,v]$. In this experiment, the study firstly draws the error term $\alpha_{i}$ and $u_{i}$ independently from $N(0,1)$. The exogenous variable $X_{it}$ are generated as $X_{it} = 1 + W_{i} + U_{i}$, where $W_{i}$ and $U_{i}$ are generated independently from $N(0,1)$ and $Uniform(-1,1)$. The true value for coefficient parameters $\beta_{i} = 1.5$.

To make a fair comparison, the error terms are generated from various distributions namely $N(0,1)$, $t(0,1,df = 4)$, and $skt(0,1,df = 4,s = 1.5)$. Sample size $n = 20$ and $n = 40$ are used for each iteration. The results as shown in table 1 reveal that all types of GME estimator perform well as the bias of parameters are close to zero.

Table 1. Simulation results from Scenario.

| $\varepsilon \sim N(0,1)$ | parameter | GME (S) | GME (T) | GME (R) |
|--------------------------|-----------|---------|---------|---------|
| N-5 T-5                  | $\beta_{1}$| 0.4157  | 0.4157  | 0.4158  |
| N-5 T-10                 | $\beta_{1}$| 0.3348  | 0.2161  | 0.3511  |
| N-10 T-10                | $\beta_{1}$| 0.5362  | 0.0312  | 0.5360  |
| $\varepsilon \sim t(0,1,4)$ | parameter | GME (S) | GME (T) | GME (R) |
| N-5 T-5                  | $\beta_{1}$| 0.6058  | 0.7201  | 0.7022  |
| N-5 T-10                 | $\beta_{1}$| 0.5290  | 0.5262  | 0.5312  |
| N-10 T-10                | $\beta_{1}$| 0.8624  | 0.8402  | 0.8629  |
| $\varepsilon \sim st(0,1,4,1.5)$ | parameter | GME (S) | GME (T) | GME (R) |
| N-5 T-5                  | $\beta_{1}$| 0.4354  | 0.4989  | 0.7022  |
| N-5 T-10                 | $\beta_{1}$| 0.0211  | 0.0416  | 0.5312  |
| N-10 T-10                | $\beta_{1}$| 0.2764  | 0.0847  | 0.0929  |

4. Empirical illustration

4.1. Data analysis

In this section we present an application of our proposed method. We consider the following Panel regression model
\[
\ln RGD_{it} = \beta_0 + \beta_1 \ln FDI_{it} + \alpha_t + \epsilon_{it},
\]  
(4.1)

where

\[
\ln RGD_{it} \text{ is logarithm of real gross domestic product of country } i \text{ in year } t
\]

\[
\ln FDI_{it} \text{ is logarithm of foreign direct investment of country } i \text{ in year } t
\]

We study the effect of Foreign Direct Investment on Real Gross Domestic Product in ASEAN countries which generally have the limited data problem. We collect the annual data on 10 countries (i.e. Brunei, Cambodia, Laos, Indonesia, Malaysia, Myanmar, Philippines, Singapore, Thailand and Vietnam) over the period 2001–2016. The source of data is the World Bank database.

Moreover, the panel unit root test of [18] is conducted. The result confirms that \( \ln RGD_{it} \) and \( \ln FDI_{it} \) are significant at 1\% level. Therefore, these variables are stationary.

4.2. Empirical results

In this section, the comparison of GME entropy measures is mad to investigate the performance of the estimator in real data. We present the estimation using a GME estimator for panel data regression models proposed by [12] and compare with the result of other two entropy measures (Tsallis and Renyi entropy). Since the GME estimator allows us to include the prior information on parameters by modifying the number of support of the parameters to be estimated. Here, we vary the number of support to be \( M = 3, 5, 7 \). To achieve our comparison, the MSE is used and the lowest value means the best estimator. For the value of support vector, \( \varepsilon = [-3, 0, 3] \), \( g = [-1, 0, 1] \), and \( v = [-3\sigma, 0, 3\sigma] \) where \( \sigma \) is the variance obtained from ordinary least squares.

| Table 2. Results of maximum entropy estimation for panel data. |
|---------------------------------------------------------------|
| \( \epsilon \) | Shannon | Tsallis | Renyi |
| \( M = 3 \) | \( M = 5 \) | \( M = 7 \) | \( M = 3 \) | \( M = 5 \) | \( M = 7 \) | \( M = 3 \) | \( M = 5 \) | \( M = 7 \) |
| \( \beta_1 \) | \( 0.194 \) | \( 0.193 \) | \( 0.193 \) | \( 0.194 \) | \( 0.191 \) | \( 0.194 \) | \( 0.193 \) | \( 0.194 \) | \( 0.194 \) |
| \( \text{Max Entropy} \) | \( -172.82 \) | \( -253.69 \) | \( -306.26 \) | \( \mathbf{-172.68} \) | \(-253.40 \) | \(-305.81 \) | \(-172.81 \) | \(-253.68 \) | \(-306.25 \) |
| \( \text{MSE} \) | \( 0.03254 \) | \( 0.03254 \) | \( 0.03255 \) | \( \mathbf{0.03253} \) | \( 0.03258 \) | \( 0.03254 \) | \( 0.03255 \) | \( 0.03254 \) | \( 0.03253 \) |

*Note: \( \epsilon \) is standard error*

Table 2 shows the comparison of the efficiency of estimation using Shannon entropy, Tsallis entropy, and Renyi entropy with \( M = 3, 5, 7 \). The empirical results show Tsallis entropy in \( M = 3 \) to be the most appropriate model to describe the effect of FDI on real GDP in ASEAN countries as it provides the maximum Max Entropy value and the lowest mean square error (MSE).

In the economics perspective, the results show that FDI creates a significant impact on the real GDP. We find a positive relationship between real GDP and FDI in which the coefficient is equal to 0.194 meaning when the FDI increases by 1\%, the real GDP will increase by 0.194\% Typically, FDI is considered as one of the main factors affecting inward real GDP as an increase in production of goods and services leads to a rise in GDP This, in turn, makes the economy more attractive to the foreign investors.

5. Conclusions

In this study, we introduce generalized maximum Tsallis and Renyi entropy as an estimator for Panel regression model. We conduct an experiment simulation study to investigate the accuracy of our estimators and also test whether our robust estimator is resistant to multicollinearity or not. In this simulation study, the conventional Shannon entropy is also applied to compare its performance with the other two estimators. The results show that given Tsallis and Renyi as the entropy measures, the
bias of estimated parameters are not much different in terms of the sign and magnitude of the estimates. We show that each of these GME entropy measures can be used as an objective function of estimation procedure in much the same way as [19] used the Shannon entropy measure to formulate the GME estimation method. Then, we apply all estimators to study the effect of Foreign Direct Investment on Real Gross Domestic Product in ASEAN countries. We vary the number of support and examine the performance of each estimator using MSE value. We find that FDI creates a positive significant effect to the real GDP.

However, this application study is just a simple application and the one variable employed is not enough, the further study would also consider other macroeconomic variables in order to obtain a better insight about the contribution of various economic indicators to the GDP.
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