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ABSTRACT

Adherence to scientific community standards ensures objectivity, clarity, reproducibility, and helps prevent bias, fabrication, falsification, and plagiarism. To help scientific integrity officers and journal/publisher reviewers monitor if researchers stick with these standards, it is important to have a solid procedure to detect duplication as one of the most frequent types of manipulation in scientific papers. Images in scientific papers are used to support the experimental description and the discussion of the findings. Therefore, in this work we focus on detecting the duplications in images as one of the most important parts of a scientific paper. We propose a framework that combines image processing and deep learning methods to classify images in the articles as duplicated or unduplicated ones. We show that our method leads to a 90% accuracy rate of detecting duplicated images, a $\sim 13\%$ improvement in detection accuracy in comparison to other manipulation detection methods. We also show how effective the pre-processing steps are by comparing our method to other state-of-art manipulation detectors which lack these steps.

Index Terms— research integrity, duplication, deep learning

1. INTRODUCTION

Publication record is one the most important work quality measurements for research scientists. Results in publications can lead to new drugs, products, treatment options, etc. and can have a huge impact on society. Scientists build on the results of previous publications. Thus, it is very important to protect research publications from plagiarism or duplication. In this paper, we focus on the problem of identifying duplication in images in research publications.

Figures and plots are key sections within any research paper as they convey important information regarding approach or results. When we talk about misconduct in research writing or publishing, we often think of plagiarism or duplicate publications. Another common problem under the umbrella of misconduct is that of image manipulation or duplication. Inappropriate image duplications in scientific papers occur when duplicate figure panels or parts of panels are present multiple times within the same paper, while representing different experiments. These can be the result of honest error, or done deliberately.

Based on the research by Bik [1], a total of 20,621 research papers containing the search term “Western blot” from 40 different journals and 14 publishers were examined for inappropriate duplications of images. Of these, 8,138 (39.8%) were published by a single journal (PLoS One) in 2013 and 2014; the other 12,483 (60.5%) papers were published in 39 journals spanning the years 1995 to 2014. Overall, 782 (3.8%) of these papers were found to include at least one figure containing inappropriate duplications.

Manipulation in biomedical publications can affect the medical area negatively and has irreparable effects. Therefore, it is necessary to have a solid framework to detect manipulation within this specific research area. In this work, we focus on the problem of image duplication detection in the biomedical papers using the dataset provided by Bik [1]. Fig. 1 demonstrates an example of image duplication in a biomedical research paper. As we can see, the same figure is used to represent the results of two different experiments.

![Fig. 1. (a) and (b) are two figures extracted from the articles [2, 3] containing image duplications. Red bounding boxes in these figures show the copy-paste regions.](image-url)

Framework Overview. A pictorial flow of our image duplication detection framework is presented in Fig. 2. The proposed method utilizes three main steps.
1. Extracting the figures out of papers.
2. Region of Interest (ROI) generation.
3. Duplication detection using Siamese network.

In the first step, we use Digital Object Identifier (DOI) of the clean and duplicated papers along with figure numbers from provided [1] to extract the images and prepare the dataset. In the next step, we extract the regions of interest excluding
texts, graphs and charts. These two steps are necessary to prepare appropriate dataset for detection. After two steps of data pre-processing, we segment out the regions of interest, pair the images and feed the image pairs to Siamese network for duplication detection.

**Main contributions.** We propose a new approach to detect image duplication in scientific articles building upon the above three steps of image extraction, region of interest generation and copy-paste detection using Siamese network. Our method leads to $\sim 13\%$ of improvement in detection accuracy in comparison to other manipulation detection methods. We also show how effective the pre-processing steps are by comparing our method to other state-of-art manipulation detectors where the raw figures extracted out of papers are fed to them.

2. RELATED WORK

Research paper authors disrespect scientific integrity rules when they manipulate the real information with the purpose of deceiving the reader, concealing data features, or fabricating whole or parts of an image. There have been several proposals to understand the extent of the misconduct problem in science. Fanelli [4] collected data from surveys and meta-analysis to answer how many scientists falsify or fabricate their scientific results. To understand the correlation between journal impact factor and data duplication, Oksvold [5] selected 120 random articles from three different journals related to cancer, with different impact factors. With his analysis, he found that 25% of journal articles of impact factor less than five or greater than twenty contain data duplication.

Knowledge of computer science can help detection of research misconduct. Authors in [6] have built a pipeline to analyze potential inappropriate reuse of figures in the biological sciences literature. Their method is a combination of image patch classification into biological or non-biological ones and image copy-move detection. Bucci [7] introduce a software pipeline to detect some of the most diffuse misbehaviours. They discovered 6% of published papers in their dataset contain manipulated images.

Inspired by the success of deep neural networks in different visual recognition tasks in computer vision, deep learning-based approaches have been popular choices for image forgery detection. Therefore, we propose a method using deep neural networks on top of image pre-processing methods to detect image duplication.

3. METHODOLOGY

In this section, we present our framework for image duplication detection. We start with a formal description of the problem statement followed by the three main steps of our approach including figure extraction, region of interest generation and duplication detection.

3.1. Problem Statement

Consider we have a dataset of tuples from the image pre-processing step: $\mathcal{X} = \{(x_{i,j,k}, x_{i,j,k'}, y_{i,j,k,k'})\}$, where $x_{i,j,k}$ and $x_{i,j,k'}$ are $k_{th}$ and $k'_{th}$ segmented figures from $j_{th}$ ROI figure $R_{i,j}$. ROI figure $R_{i,j}$ is output of ROI generation step from $j_{th}$ raw image $F_{i,j}$ which is extracted out of $i_{th}$ scientific article DOI$_i$. $y_{i,j,k,k'} \in \{0,1\}$ is an indicator whether $x_{i,j,k}$ and $x_{i,j,k'}$ are copied or not. Given such a dataset, our main goal is to learn a model that would be able to classify a pair of test images to be either copied or not.

3.2. Figure Extraction

Research publications are presented in different formats, and the images are also formatted in different ways within the text, thus making it essential for available data to be organized for analysis. This process typically includes converting data from raw form into another format to allow for more convenient consumption and organization. In our work, this data wrangling step is part of the pre-processing strategy to prepare the appropriate dataset for detection of duplication or otherwise. In this step, we use DOI of clean and duplicated papers along with figure numbers from provided in the dataset to extract the images and prepare them. Fig. 2 shows this process. As we can see, extracted figures from papers contain extra miscellaneous noise that would interfere with the quality of the final training data. Existence of unwanted data in extracted
images necessitates the ROI generation process we explain in the following section.

3.3. ROI Generation

The main goal of this step of pre-processing is to remove unnecessary information such as labels in the extracted figures to have cleaner images for training process. It is needed to get rid of any miscellaneous noise that would interfere with the quality of the final training data, an example of this being text on the images. Also it is important to extract the sections of the images where duplication mostly happens. Based on our observation, duplication is more frequent in images of western blots while it rarely happens in charts, graphs and other type of figures in biomedical articles. Western blots are common in medical or biological publications and are used to study different proteins. It is known that western blots, the parts of the image that duplication occurs mostly, generally come in the form of rectangular blocks. Therefore, it becomes clear that if anything is not connected to these blocks or found in these blocks it is unnecessary noise. This part of the process is done by removing any part of the image that is not connected to the larger blocks and replaces it with the black mask of that region of the image.

After this step, the image would ideally have only the sections that have both the unduplicated and the duplicated sections while the rest is a black mask. Fig. 2 demonstrates the output of this step. As we can see, desired regions are retained while unwanted parts are removed. We use these masks as the inputs of state-of-art manipulation detectors. The results of their detection is discussed in experiment section 4.

Following the ROI generation step, we segment the western blots knowing that they are rectangular blocks in the output figures from previous step. This is done by finding the contours within the image. This process is made simple because of the fact that only the blocks with sections of interest remained while the rest is a black mask. Once the contours (the blocks of interest) are found, a new image is created using the array of pixels found within each contour. This step segments out the blocks out of the ROI figures which later can be paired and fed to a trained Siamese network to detect whether a given figure of an article has duplication or not.

3.4. Duplication Detection using Siamese Network

A Siamese network is a type of deep learning network that uses two or more identical sub networks that have the same architecture and share the same parameters and weights. The first application of Siamese neural networks was for testing the similarity between two signatures. Siamese networks are typically used in tasks that involve finding the relationship between two comparable things. Some common applications for Siamese networks include facial recognition, signature verification, or paraphrase identification. Siamese networks perform well in these tasks because of their shared weights. There are fewer parameters to learn during training and they can produce good results with a relatively small amount of training data.

To train the Siamese network, the data must be grouped into pairs of images that are either similar or dissimilar. We prepared both copy-paste pairs and different (unduplicated) pairs from segmented figures. After pairing the images, they are fed into a Siamese network to learn the similarity between images. The ability to learn from very little data made Siamese networks suitable for our task with a few number of images in the dataset. To compare two images, each image is passed through one of two identical sub networks that share weights. For each branch of Siamese network, we use 4 layers of convolution followed by RELU and maxpooling. The output feature vectors from each subnetwork \((a_{i,j,k} \text{ and } a_{i,j,k'})\) are combined through subtraction and the result is passed through a fully connected operation to get the final output \(a_{i,j,k,k'}\), where \(a_{i,j,k,k'}\) is the output of binary classification which determines whether or not \(x_{i,j,k}\) and \(x_{i,j,k'}\) are copied. We use cross-antropy as the loss function for classification task defined as follows:

\[
\mathcal{L}_{cls} = \frac{1}{N} \sum_i \|y_{i,j,k,k'} \log(a_{i,j,k,k'}) + (1 - y_{i,j,k,k'}) \log(1 - a_{i,j,k,k'})\|_1,
\]

where \(N\) is number of image pairs. Fig. 2 shows the details of our method for duplication detection.

4. EXPERIMENTS

In this section, we perform the experiments on the dataset we prepared to investigate the efficacy of the proposed method. We get our results using Segmented Figs while we utilize the Raw Figs and ROI Figs as the inputs for all other state-of-art methods. As shown in Fig. 2 Raw Figs and ROI Figs are output images of figure extraction and ROI generation steps. Segmented Figs are outputs of segmenting and pairing step. We discuss state-of-art methods for manipulation detection in section 4.

**Dataset.** We have access to a dataset manually labeled by Bik using bounding boxes. To prepare duplicated data for training dataset, we need to use the images with bounding boxes identifying duplicated regions in the figures. To separate the unduplicated and the duplicated regions, it is important to identify the part of the image that has the multi-colored bounding box. The image with the bounding box is duplicated and must be refined further meanwhile the ones without the bounding box are not duplicated and no longer need to be changed. To find the duplicated images, we look for any multi-color bounding boxes. If there is no multi-color bounding box the image is labeled as unduplicated while if the image has them, it is labeled as a copied one.

Within the duplicated image directory the next most important step is to remove the bounding box so that only the
duplicated section of the image remains. This is once again done by finding the contours of the image and looking for the inner section of the bounding box. And then the pixels within the contours of the image are used to create a new image that has only the duplicated sections. Fig. 3 shows the steps for preparing the training dataset.

4.1. State-of-art Methods

Manipulation detection is a classification problem where the methods focus on identifying whether or not an image or video is manipulated. Copy-paste (duplication) is one type of manipulation which many researchers target for detection. As copy-paste manipulation is abundant in scientific articles, we use two of prominent approaches for manipulation detection; both are pre-trained on CASIA [9] and COVER [10] datasets containing copy-paste images to classify tampered and clean papers.

MesoNet [11] is a CNN-based network using InceptionNet. The network has two inception modules and two convolution layers with max-pooling, followed by two fully-connected layers.

XceptionNet [12] uses a deep neural network trained on ImageNet. This architecture is constructed by modifying the inception modules where the depth-wise separable convolution is used. [13] transferred it to the manipulation detection task by replacing the final fully connected layer with two outputs. The other layers are initialized with the ImageNet weights.

4.2. Quantitative Comparisons

Table 1 shows the classification accuracy of different methods for detecting duplication in scientific articles. We utilize the output images of figure extraction and ROI generation steps as the input for two state-of-the-art approaches (MesoNet and XceptionNet). For our proposed method, we exploit the output images of segmentation and pairing step. Different steps of dataset preparation are shown in Fig. 2. As we can see from Table 1, XceptionNet and MesoNet have higher accuracy with ROI Figs as the input images in comparison to Raw Figs (shown in Fig. 2). This proves how image pre-processing is effective in the accuracy of duplication detection. To increase the accuracy, we segment out ROI Figs and pair them to feed into the Siamese network. This approach increases the accuracy dramatically. As it is shown in Table 1, our approach achieves 90.86% of detection accuracy.

The improvement in the accuracy is the result of segmenting the ROI and pairing them as the input for the Siamese network. By doing this, all of the ROI parts are checked to see if there is any similarity between them. Fig. 3 shows an example of input and output of the Siamese network. As we can see, the copied western blots are detected as similar ones and the binary outputs are 1 for them while others are 0.

5. CONCLUSION

In this work we propose a method for detecting the duplication of images within a scientific paper. Our framework emphasizes the importance of image pre-processing steps to prepare appropriate dataset prior to application of deep learning methods. We show that our method leads to ≈13% of improvement in accuracy of duplication detection in comparison to other manipulation detection methods.
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