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Abstract

Incomplete representations of physical processes often lead to structural errors in process-based (PB) hydrologic models. Machine learning (ML) algorithms can reduce streamflow modeling errors but do not enforce physical consistency. As a result, ML algorithms may be unreliable if used to provide future hydroclimate projections where climates and land use patterns are outside the range of training data. Here we test hybrid models built by integrating PB model outputs with an ML algorithm known as long short-term memory (LSTM) network on their ability to simulate streamflow in 531 catchments representing diverse conditions across the Conterminous United States. Model performance of hybrid models as measured by Nash–Sutcliffe efficiency (NSE) improved relative to standalone PB and LSTM models. More importantly, hybrid models provide highest improvement in catchments where PB models fail completely (i.e. NSE < 0). However, all models performed poorly in catchments with extended low flow periods, suggesting need for additional research.

1. Introduction

Accurate simulation of streamflow and its sensitivity to various climate and anthropogenic factors has been a subject of research for many decades. To reasonably simulate streamflow, process-based (PB) hydrologic models have been the preferred choice (Hipsey et al 2015, Fatichi et al 2016). These models encode our understanding of catchment hydrologic processes through mathematical equations developed from various observations and experiments (Black 1996, Singh and Frevert 2005). As long as the key processes are captured and properly parametrized, PB models may provide reasonable streamflow simulation even outside the range of historical observations used for model calibration and validation (Klemes 1986, Carpenter and Georgakakos 2006, Seifert et al 2012, Abbott and Refsgaard 2012). However, formulation of PB models represents only a subset of the real processes in hydrologic cycle, leading to numerous constraints (Wagener and Gupta 2005, Vaché and Mcdonnell 2006, Renard et al 2010, Clark et al 2015). In cases where model bias exists due to insufficient scientific understanding or process representation, alternative approaches that can help remedy and enhance the streamflow simulation are of interest.

The rapid increase of hydrologic observations along with advances in computation capacity have led to powerful tools such as machine learning (ML; see Lecun et al 2015, Shen 2018 for review) that can make accurate simulation based on data alone. These ML tools have been applied in several fields of hydrologic like model parameterization (e.g. Gentine et al 2018, Krapu et al 2019), downscaling of hydrologic data (Abbaszadeh et al 2019), data retrieval from
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remote sensing data (Karpatne et al. 2016, Ross et al. 2019, Cho et al. 2019), interpreting the hydrologic process (Jiang and Kumar 2019, Konapala and Mishra 2020), rainfall-runoff modeling (Kratzert et al. 2019, Xiang et al. 2020) with promising results. However, ML models often require longer training data sets to accurately capture the dynamics of complex processes in hydrologic cycle (e.g. Chen et al. 2018). Also, since these ML models are purely data-driven and have no process representation, they can lead to spurious and inaccurate predictions (e.g. Nayak et al. 2013, Lazer et al. 2014, Read et al. 2019), especially when predictions are outside of the range of data used for ML model training. This weakness strongly limits the applicability of ML algorithms in hydroclimate studies, in which both climate and land use patterns are projected to vary significantly and cannot be considered stationary.

PB and ML approaches are based on different philosophies but can complement each other with respect to their inherent strengths and limitations. The controlling hydrologic processes that preserve the mass and energy balance can be confidently captured by a PB model; while other secondary processes not incorporated in a PB model can be addressed by the data-driven ML algorithm (Shamseldin et al. 2007, Panda et al. 2010). Therefore, an appealing and effective strategy is to develop a hybrid combination of both approaches for enhanced hydrologic simulation. Following this general strategy, studies have integrated data-driven approaches such as the artificial neural networks (ANNs), support vector machines (SVMs) and genetic algorithms with hydrologic models (Chen and Adams 2006, Jain and Srinivasulu 2006, Corzo et al. 2009, Mekonnen et al. 2015, Humphrey et al. 2016, Young et al. 2017, Kumanlioglu and Fistikoglu 2019) and demonstrated better performance. Studies have also reported more accurate streamflow simulation by integrating PB outputs with ML methods such as the convolutional neural network and recurrent neural networks (RNN; Tian et al. 2018, Sun et al. 2019).

Even though these hybrid models have reported reasonable success in relatively smaller number of catchments, their applicability for a wide range of catchments with varying climate, land use and topographic conditions has not been reported. Testing their applicability over a wide variety of catchments would be beneficial for the following reasons. First, such large sample analysis provides better opportunities to improve hydrologic science (Ehret et al. 2014) by enabling better diagnosis of limitations, range of applicability and capabilities for extrapolation (Gupta et al. 2008, Martinez and Gupta 2011, Coron et al. 2012). Second, it enables rigorous statistical tests to quantify the robustness as well as the degrees of confidence of a proposed technique (Mathevet et al. 2006). Third, large samples would allow establishment of stronger relationships between model performance and catchment characteristics to provide insights into more detailed hydrologic behaviors (Sivapalan 2003, Götzinger and Bárdossy 2007, Oudin et al. 2010). To help better understand the strengths and limitations of hybrid models, efforts are needed to explore the performance of hybrid PB-ML models across different climate, land use and topographic conditions.

Among the ML approaches, long short-term memory (LSTM) network, which is a special type of RNN that can learn the long-term temporal dependencies between the variables (Hochreiter and Schmidhuber 1997), has been found more suitable for rainfall-runoff modeling (Kratzert et al. 2018). Kratzert et al. 2018 showed that a LSTM model can provide better daily streamflow modeling performance than the well-established Sacramento soil moisture accounting model (SAC; Burnash 1995) when coupled with the Snow-17 snow routine. Kratzert et al. 2019 further expanded the application of LSTM to more US watersheds to demonstrated LSTM's ability in simulating ungauged streamflow based on catchment characteristics. LSTM is also found to outperform other ML models such as SVM, ANN and RNN in terms of streamflow simulation across multiple time scales (Zhang et al. 2018, Kumar et al. 2019). In addition, Yang et al. 2019 demonstrated that a coupled LSTM-CalMa-Flood model can significantly enhance the performance of flood simulation. Given the success of LSTM in hydrologic applications, we further explore its applicability in a hybrid PB-ML modeling framework in this study. To build a hybrid PB-ML model, we use the SAC streamflow outputs from 531 US catchments in Catchment Attributes and Meteorological (CAMELS-US) dataset (Newman et al. 2014, Addor et al. 2017) as our large-sample hydrology dataset. We compare the performance of two different hybrid approaches and evaluate their performance against the standalone SAC and LSTM models. We then identify dominant catchment characteristics contributing to model performance and investigated functional relationship of dominant catchment attributes with the model performance using Random Forest algorithm’s dropout loss (Strobl et al. 2007, Grömping 2009) and accumulated local effect metrics (Apley et al., 2016) respectively.

2. Data and methodology

2.1. Data

Similar to Kratzert et al. 2018, we also select 531 CAMELS-US catchments which have no discrepancies in basin characteristics and have better model performance to train and compare different ML models. These CAMELS-US catchments have long-term streamflow observations, are minimally impacted by human activities, and cover a wide range of hydro-climatic conditions across the Conterminous US. For each catchment, we obtained 1980–2010 observed
daily precipitation, minimum and maximum daily temperature, solar radiation and vapor pressure as predictors for ML streamflow training and testing. These five meteorological predictors are spatially aggregated at each catchment from the 1 km resolution Daymet data set (Thornton et al. 2017). The streamflow observations are obtained from US Geological Survey National Water Information System. In addition to the observed streamflow time series, we also obtained simulated SAC streamflow from Newman et al. (2014) as the PB model output analyzed in this study. The SAC model was forced by the same catchment-averaged Daymet data for the period 1980–2010 and calibrated against 1980–1995 daily streamflow using the shuffled complex evolution global optimization routine. For further details on SAC model configuration and calibration, the readers are referred to Newman et al. (2014).

To understand the relationship between model performance and catchment features, we obtained characteristics related to: (1) climate, (2) topography and soil, (3) hydrology, (4) geology, and (5) vegetation for the same 531 catchments from Addor et al. (2017). These catchment characteristics were not used in the SAC model calibration, but provided as a complementary dataset to facilitate comprehensive multivariate catchment-scale assessments. The topographic characteristics (e.g. elevation and slope) were retrieved from Newman et al. (2014). Climatic indices (e.g. aridity and frequency of dry days) and hydrological signatures (e.g. mean annual discharge and basinflow index) were computed using observations provided by Newman et al. (2014). Additional soil (e.g. porosity and soil depth), vegetation (e.g. leaf area index and rooting depth), and geological (e.g. geologic class and subsurface porosity) characteristics were derived by Addor et al. (2017). The complete list of selected catchment characteristics, as well as details on the methods and data used to compute them, is provided in Supplementary Table S1. The catchments characteristics are summarized in Table S2. Further details on the CAMELS-US catchment characteristics are provided in Addor et al. (2017).

2.2. Long short-term memory network (LSTM)
A LSTM network is a special type of RNN that can store and regulate information over time and thus particularly suitable for simulating memory effects of meteorological inputs on streamflow (Shen 2018). This is important in streamflow simulation because some catchment processes such as snow accumulation, soil water storage and groundwater contribute significantly to streamflow at long time scales (Tague et al. 2008, Pellicciotti et al. 2010, Carey et al. 2013). The temporal memory effect is simulated by the combined use of cells and gates in LSTM (Hochreiter and Schmidhuber 1997), where the cells act as memory units and the gates control the information flow. Also, as opposed to the conventional RNN, LSTM does not have a problem with exploding and/or vanishing gradients, which allows it to efficiently map long-term dependencies between input and output sequences (Gers et al. 2000).

Given an input sequence with T time steps, \( x = [x[1],...,x[T]] \), where \( x[t] \) is a vector containing input features at any time step \( t \), the following equations describe the forward pass through the LSTM:

\[
\begin{align*}
    i[t] &= \sigma (W_i x[t] + U_i h[t-1] + b_i) \\
    f[t] &= \sigma (W_f x[t] + U_f h[t-1] + b_f) \\
    o[t] &= \sigma (W_o x[t] + U_o h[t-1] + b_o) \\
    g[t] &= \tanh (W_g x[t] + U_g h[t-1] + b_g) \\
    h[t] &= o[t] \circ \tanh (c[t]) \\
    c[t] &= f[t] \circ c[t-1] + i[t] \circ g[t]
\end{align*}
\]

where \( i[t], f[t] \) and \( o[t] \) are the input, forget, and output gates controlling the flow of memory, \( g[t] \) and \( h[t] \) are the cell update and recurrent inputs, \( c[t] \) represents the cell state, \( \{W_i, W_f, W_o, W_g\} \), \( \{U_i, U_f, U_o, U_g\} \) and \( \{b_i, b_f, b_o, b_g\} \) are the input, recurrent and biases weights, \( \sigma(\cdot) \) is the sigmoid function, \( \tanh(\cdot) \) is the hyperbolic tangent function, and \( \circ \) is element-wise multiplication. Based on the above formulation, the cell states \( \{c[t]\} \) characterize the memory of the system and can be modified by the forget gate \( f[t] \) to delete state memory, or by the input gate \( i[t] \) and cell update \( g[t] \) to add new information. In the latter case, the cell update is seen as the information that is added and the input gate controls which cells information is added. Finally, the output gate \( o[t] \) controls which information, stored in the cell states, is outputted. For a more detailed description, the readers are referred to Kratzert et al. (2018).

2.3. Construction of hybrid ML hydrologic models
In addition to the PB model output from Newman et al. (2014), we trained and tested three models to simulate daily streamflow. First, a stand-alone LSTM (Hybrid1) that simulates streamflow based on time series of the five Daymet variables (i.e. precipitation, maximum and minimum daily temperature, solar radiation and vapor pressure). Second, a hybrid LSTM (Hybrid2) that simulates
the PB model residual (i.e. simulated SAC streamflow minus observed streamflow) based on time series of the five Daymet variables. The estimated residual is then added to the PB model output to generate the corrected streamflow.

Since the SAC model is calibrated using daily data from 1980–1995, we use the same time period to train all three ML models to maximize the Nash–Sutcliffe efficiency (NSE; Nash and Sutcliffe 1970). NSE can be computed as:

\[
NSE = 1 - \frac{\sum_{t=1}^{T} (Q_{o,t} - Q_{e,t})^2}{\sum_{t=1}^{T} (Q_{o,t} - \bar{Q}_{o})^2}
\]  
(7)

where \(Q_{o,t}\) is mean of observed streamflow, \(Q_{e,t}\) is the modeled streamflow, and \(Q_{o,t}\) is the observed streamflow at time \(t\). NSE varies from \(-\infty\) to 1 with 1 representing the perfect match and negative values representing worse results than the mean value. We tested the model performance using 2000–2010 observed daily streamflow. For these three models (i.e. LSTM, Hybrid1 and Hybrid2) we used the same network architecture with 20 hidden states, 0.1 dropout rate, and 365 d as an input sequence with a single fully connected LSTM layer. The determination of the network hyperparameters have a significant influence on simulation results. We set the input sequence length of 365 d in order to capture the hydrological dynamics of a full annual cycle. We used a single layer network with relatively small hidden states plus dropout in order to avoid overfitting and enable the network to have a robust feature learning. We determined the specific values of hidden states and dropout through a number of test runs across different US catchments. The architecture used in this study proved to work well for these catchments and was therefore chosen to be applied here without further tuning.

### 2.4. Catchment features associated with model performance

To study the catchment features associated with the enhanced (or deteriorated) performance of the ML model with respect to the original PB model, we compute the change of NSE (e.g. \(\Delta NSE_{ML-PB} = NSE_{ML} - NSE_{PB}\)) during the validation period (2000–2010). We then perform a regression analysis of \(\Delta NSE\) using the catchment characteristics as predictors through the Random Forest algorithm (Breiman 2001). By using the Random Forest algorithm, we can rank the non-linear and non-parametric importance of each covariate to identify the dominant catchment characteristics associated with PB model performance using the dropout loss approach (Strobl et al 2007, Grömping 2009). Dropout loss is the decrease in random forest algorithm accuracy when a single covariate value is randomly shuffled. This procedure breaks the relationship between covariate and classification target, thus the decrease in accuracy score is indicative of how much the model depends on the tested predictor (i.e. higher dropout for more important variable). In general, an important covariate has a response function that displays interpretable features such as tipping points, well defined minima/maxima, or a slope (Murdoch, 2019). In contrast, variables with flat response functions (i.e. no change in NSE over the range of target variable) are relatively unimportant (Breiman 2001, Schwalm et al. 2017). Accumulated local effect (ALE; Apley 2016) plots based on the Random Forest algorithm can visualize this relationship between explanatory covariates and the probability of superior model performance. ALE gives the conditional effect of a covariate on the response variable and can get the isolated effect of each covariate even in the presence of correlation within covariates. Further details of dropout loss and ALE computations are provided in the supplementary information.

### 3. Results

#### 3.1. Model performance

Figure 1 describes various aspects of model performance as determined by NSE of the four tested models (PB, LSTM, Hybrid1 and Hybrid2). The spatial patterns of NSE across the four models are broadly similar. Weaker model performance is found across the Great Plains (in and around the states of South Dakota and Nebraska) and in the arid catchments in Texas and Arizona, where both LSTM and Hybrid1 models show comparatively higher NSE than PB and Hybrid2. On the other hand, all four models show stronger performance in the eastern and western US (figure 1(a)). The cumulative distribution functions (CDFs) of NSE values in figure 1(b) indicate that both hybrid models (Hybrid1 and Hybrid2) exhibit higher NSE values than the stand-alone PB and LSTM models, suggesting the overall enhanced performance through PB-ML hybrid modeling. Also, Hybrid1 is more correlated to LSTM (figure 1(c)), while Hybrid2 is more correlated to PB. The relatively higher correlation between LSTM and Hybrid1 (PB and Hybrid2) might be due to similar performance in the Great Plains and the arid catchments in Texas and Arizona.

We further explore the \(\Delta NSE\) of ML-assisted models (LSTM, Hybrid1 and Hybrid2) in figure 2. In figure 2(a), we classified all catchments by the original PB performance into four categories (\(NSE_{PB} \leq 0, 0 < NSE_{PB} < 0.5, 0.5 \leq NSE_{PB} < 0.75\) and \(NSE_{PB} > 0.75\)) and analyzed the spread of \(\Delta NSE_{LSTM-PB}, \Delta NSE_{Hybrid1-PB}, \Delta NSE_{Hybrid2-PB}\) through boxplots. Overall, the standalone LSTM performs better for catchments with poorer PB performance (\(NSE_{PB} \leq 0.5\)), but cannot outperform PB if the PB performance is already high (\(NSE_{PB} > 0.5\)). Both hybrid models can provide overall improvement but with different patterns. Hybrid1 that uses the PB simulated streamflow as the LSTM input behaves more similar to the standalone LSTM, while
Hybrid2 that uses the PB model residual as the LSTM input show more uniform but smaller enhancement across all catchments. It is worth mentioning that all ML-assisted models show highest improvement where the PB model has failed (i.e. catchments where $\text{NSE}_{\text{PB}} < 0$). However, as the PB model performance becomes better, even though there is a positive improvement in ML models, the magnitude of $\Delta\text{NSE}$ decreases. Among the ML models, Hybrid1 provides the highest median improvement over a wide variety of catchments across all four categories. Whereas, the standalone LSTM model has better performance than Hybrid2 when $\text{NSE}_{\text{PB}} \leq 0.5$, and vice versa.

The probability density functions (PDFs) of $\Delta\text{NSE}$ values are shown in figure 2(b), which indicate that the performance of Hybrid1 and Hybrid2 are overall higher than PB. It is interesting to see that there are fewer number of catchments with $\Delta\text{NSE} < 0$ in Hybrid2 (comparing to the higher number of catchments with $\Delta\text{NSE} < 0$ in LSTM and Hybrid1). This can also be observed in the spatial map in supplementary figure S1, which can be found online at [https://stacks.iop.org/ERL/15/104022/mmedia](https://stacks.iop.org/ERL/15/104022/mmedia), where Hybrid2 has a relatively smaller number of catchments with $\Delta\text{NSE} < 0$. This suggests the different effects of these two hybrid modeling approaches. While Hybrid1 may provide greater improvement, it may also lead to undesired deterioration in some catchments. Whereas, Hybrid2 can provide very consistent but weaker improvement. Based on the results, it seems that the most beneficial applications of PB-ML enhancement are for catchments with poorer PB.
performance \((\text{NSE}_{PB} \leq 0.5)\) through the Hybrid1 approach. In such cases, both standalone LSTM and Hybrid1 can largely improve the performance of streamflow simulation, suggesting the possibility of missing model processes captured by ML. Although both hybrid approaches can also improve streamflow simulation for catchments with better PB performance \((\text{NSE}_{PB} > 0.5)\), the improvement may be limited and could lead to undesired deterioration. These factors should be considered when evaluating the necessity to conduct streamflow modification through hybrid PB-ML modeling.

**3.2. Evaluation of catchment features associated with model performance**

Our next step is to understand what catchment features have the strongest influences on hybrid model performance. For this purpose, we assessed the changes in model performance of Hybrid1 with respect to the PB model \((\Delta \text{NSE}_{\text{Hybrid1-PB}})\) as well as to the standalone LSTM model \((\Delta \text{NSE}_{\text{Hybrid1-LSTM}})\). Investigating these two variables would shed light on where hybrid model might be advantage/disadvantage. We use dropout loss and conditional dependency to identify important catchment characteristics and further visualize their relationships with model performance. We also conducted similar analysis for Hybrid2 but found that the change of Hybrid2 performance do not correlate to catchment characteristics. Therefore, the results of Hybrid2 are not showed. Overall, Hybrid1 performs better than Hybrid2 in catchments with higher aridity, elevation and baseflow. Whereas, Hybrid2 performs better in catchments with higher precipitation, streamflow and high flow (supplementary figure S4).

Using dropout loss, in figure S2, we show that climate, soil and topography, and hydrologic characteristics have stronger effects on the change of model performance of Hybrid1 with respect to PB \((\Delta \text{NSE}_{\text{Hybrid1-PB}})\). In figure 3 we plot the accumulated local effect plots which visualize the contribution of the dominant catchment characteristics identified by dropout loss. As evident from figure S2, snow fraction has the highest dropout loss indicating that it is one most significant factor. Figure 3 highlights that with increasing snow fraction and elevation, the probability of better Hybrid1 performance increases. This suggests potential issues of PB model’s snow accumulation and ablation module (SNOW-17; Anderson 2006) for the applications on these CAMELS-US sites. In particular, we believe that the superior performance of Hybrid1 may be attributed to its ML component, which better captured the time lagged snow accumulation and melting process (Kratzert et al 2018).

We can also see that hybrid model improves the performance in regions of low precipitation and high aridity indicating their ability to capture the complex arid climate hydrology. Hybrid models have exhibited better performance in regions with high baseflow index. Factors that promote infiltration and recharge of subsurface storage will increase baseflow index, while factors associated with higher evapotranspiration will reduce baseflow index (Bloomfield et al 2009, Konapala and Mishra 2020). Therefore, in these catchments, the hybrid model was able to capture the slow groundwater drainage component which results in high baseflow index that might not be well represented in the PB model. It is interesting that ML models may distinguish these catchments based on data alone. This strength of LSTM was also reported by Kratzert et al (2019). It is also important to understand that the performance of hybrid model does decrease with low flow characteristics of duration and frequency. With the increase in low flow duration and frequency, there will be more irregular streamflow pulses which increases the complexity of streamflow series (Vogel and Fennessey 1994, Smakhtin 2001). Therefore, ML may not capture such complicated streamflow pattern. In addition, as the streamflow timing (i.e. half flow date) of the catchments shifts to end of water year the hybrid model performs better.

In figure 4, we show the functional relationship of top ten dominant catchment characteristics (figure S3) which have stronger effects on the change of model performance of Hybrid1 with respect to the standalone LSTM \((\Delta \text{NSE}_{\text{Hybrid1-LSTM}})\) through accumulated dependence plots. The results are quite different than figure 3, in which stronger effects are found for vegetation, climate, hydrology, and soil and topography features. As evident from figure S3, the 99th percentile root depth has the highest dropout loss, and figure 4 highlights that lower 99th percentile root depth would result in higher \(\Delta \text{NSE}_{\text{Hybrid1-LSTM}}\). Lower root depth indicates less infiltration and more water available for runoff and evaporation. Therefore, the hybrid model was able to capture this relationship better than the standalone LSTM model. Also, similar to figure 3, the hybrid model performs better than the LSTM model in arid, high elevation, low precipitation and snow dominant catchments. This suggests that the hybrid model may overcome the deficiencies in both PB and standalone LSTM models in case of these variables. However, unlike figure 3, we find that the hybrid model performs significantly better than the LSTM model in catchments with low magnitude of runoff ratio, streamflow and Q95. This suggests that the hybrid model may better represent the high streamflow generation mechanism that may not be well captured in either of the PB and standalone LSTM models. Finally, hybrid models perform better with respect to standalone LSTM models in catchments with less forest area fraction and vegetation.
Figure 3. The accumulated local plots which exhibit the functional relationship of the top six dominant catchment characteristics associated with changes in Hybrid1 to PB model performance ($\Delta$NSE$_{\text{Hybrid1-PB}}$). Variables are ordered by descending importance across the columns, each showing the averaged effect of a single dominant catchment characteristic on $\Delta$NSE$_{\text{Hybrid1-PB}}$ while holding the others constant.

Figure 4. Same as in figure 3, but for the top six dominant catchment characteristics associated with changes in Hybrid1 to LSTM model performance ($\Delta$NSE$_{\text{Hybrid1-LSTM}}$).

4. Discussion and conclusion

The superiority of LSTM over PB models in capturing hydrologic dynamics has been suggested in previous studies such as Kratzert et al (2018) and (Kratzert et al 2019). Our hybrid modeling approach that combines the output of a PB hydrological model with an LSTM network leads to further improvements of streamflow simulation. Specifically, the hybrid models significantly increased the median NSE relative to the standalone LSTM and PB models across diverse catchments in the US. On the important question of avoiding catastrophic failures (i.e. NSE < 0), the hybrid model performed similar to LSTM and significantly better than the PB model.

Our analysis using dropout loss and accumulated local effects indicated that the hybrid approach can overcome deficiencies in both PB and standalone ML models in capturing streamflow dynamics in snow-dominant, arid, and groundwater-dominant catchments. Specifically, the ML component in hybrid models is able to address the insufficient PB model process representation of snowmelt, streamflow generation in arid catchments, and groundwater contribution. Moreover, the PB component in the hybrid model may avoid the spurious simulation made by the standalone ML model by providing a first-order estimate based on the principles of water and energy balance at the catchment scale.

The spatial patterns of the hybrid model performance are in accordance with the ML model performance reported by Kratzert et al (2018). Even though the hybrid models provide significant improvements in NSE values, all models have deficiencies in the arid catchments in Great Plains, Texas and Arizona. Previous studies in those regions suggested that low PB model performance can be due to several reasons. First, these catchments have relatively sparse rain gauges leading to high forcing uncertainties. Second, since runoff only represents a small component within the overall water balance in arid catchments, small PB model errors may result in large relative differences (Newman et al 2017, Mizukami et al 2017). Finally, the PB models may miss some key processes.
related to surface–groundwater interactions, channel losses, and snowmelt (Hughes 2004, Rassam et al 2013, Kelleher et al 2015). Since the first two reasons deal with data availability and uncertainty, it is not surprising that the data-driven ML models can also be limited in these catchments. Overall, the NSE improvements by ML-assisted models (particularly Hybrid1) may be due to their abilities in capturing the key processes related to surface and ground water interactions which the PB model might have missed.

The hybrid models did have lower performance in the small fraction of catchments that had intermittent streamflow caused by frequent and extended low flow durations (figure 3). This may be due to a common challenge of both PB and ML models to capture the complex streamflow patterns. In catchments where neither the PB nor the standalone ML models produce satisfactory results, the hybrid model cannot ensure a better simulation.

These results confirm that hybrid models can combine the strengths of PB and ML models, with the PB models encoding scientific understanding of the hydrology system that is difficult to represent in the ML framework and the data-driven ML methods acting to add additional detail and remove biases created by incomplete or incorrect process description in the PB models. We envision this approach to be particularly valuable for the important class of applications involving projections of water availability in a changing climate condition, where standalone ML may have difficulty with out-of-sample prediction.

Although we found good success in coupling ML with a PB model, further advances in hybrid model algorithms can be expected. For instance, hybrid model training could use physics-based loss functions (Karatpatne et al 2016) that enforce water balance (Dingman 2015) or hydrological principles such as the Budyko hypothesis (Budyko 1974) to ensure that the model simulation is scientifically consistent with known streamflow generation mechanisms. Also, soil moisture and evapotranspiration observations, which have significant causal relationships with streamflow (Robinson et al 2008, Vereecken et al 2008, Penna et al 2011) but are difficult to use in PB models (Parajka et al 2006, Han et al 2012), could easily be introduced as additional input predictors. Our study used a common LSTM architecture across multiple catchments, but that could be extended to adopt different optimal architectures or hyper parameters for hydrologically distinct catchments. Alternative LSTM configurations could also be used, such as sequence-to-sequence modeling (Xiang et al 2020), which converts sequences of input forcings to sequences of output, or Bayesian LSTMs (Polson and Sokolov 2017), which characterizes the uncertainty of prediction.
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