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The Effect of Temperature on Flowback Data Analysis in Shale Gas Reservoirs: A Simulation-Based Study
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Abstract: During hydraulic fracturing, there is a temperature difference between the injected water and formation rock for shale gas wells. The objective of this study is to investigate how this temperature difference changes with time, and how it affects multiphase-flow modeling during the shut-in and flowback periods. We conducted numerical simulations to investigate the behaviors of fracture temperature in shale gas wells. The results show a significant increase in fracture temperature during the shut-in and flowback periods. Sensitivity analysis suggests that this temperature increase is strongly related to the thermal conductivity of formation rock, matrix permeability, and initial reservoir temperature. Simulation scenarios were further compared to investigate the effect of temperature on flowback data analysis. Without considering the thermal effect, flowback data analysis may yield an earlier fracture cleanup and overestimated fracture volume. In addition, this study suggests that the thermal effect may also have implications for optimizing flowback operations.
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1. Introduction

Hydraulic fracturing is the key technique for economically extracting hydrocarbon from shale reservoirs. During hydraulic fracturing, millions of gallons of water [1] are injected at room temperature into hot shale. As featured by Figure 1, the formation temperature can reach up to 190 °C in shale formations. Studies suggest that the temperature difference between fracturing water and formation rock can affect the failure behaviors of fractures during fracturing treatment [2–5]. Recently, it has been demonstrated that temperature analysis can qualitatively provide early insights into fracture characterization [6] and fracturing optimization [7–10]. Bottomhole temperature data were reported to be monitored by distributed sensors behind the wellbore (casing or tubing) during, and shortly after, the fracturing treatment [10,11]. The results show a significant difference between bottomhole temperature and reservoir temperature at the end of fracturing treatment. However, the bottomhole temperature data were measured by sensors at wellbore for a short period, and thus mainly represent the fluid temperature near wellbore. It remains unclear about how temperature is distributed in fractures and far-field reservoir, and how long it takes to warm up the fracturing fluids after the fracturing treatment of shale gas wells.
After the shut-in and flowback periods, shale gas wells go through a process of flowback to return the injected fracturing water before production. Recent studies suggested that the rate and pressure data recorded during flowback can provide a very early opportunity to characterize fracture network after the fracturing treatment [31–33]. Several analytical models have been developed to describe the production behaviors during the flowback period [15,34–38]. These studies have demonstrated that applying these models on field flowback data can estimate fracture length, fracture volume, and fracture conductivity. Flowback chemical analysis has also been applied on salinity data to characterize fracture networks [39–43]. In addition, studies have been conducted to investigate the mechanisms of fracture cleanup such as gas vaporizing water [30,44,45]. However, most of the previously-cited flowback studies assumed a constant fluid temperature which reaches the formation temperature as flowback starts, without considering the possible difference between them. Fluid properties such as gas viscosity and formation factor are among the key inputs in flowback analysis; however, fluid properties are also a strong function of temperature. Therefore, it is unclear whether the outputs from flowback analysis will be biased because of the assumption of constant fluid temperature.

In this paper, we present a simulation study to investigate the following questions regarding the temperature behaviors during the shut-in and flowback periods: (1) How long will it take for fluid temperatures to reach the formation temperature? (2) What are the key parameters controlling the changes in fracture temperature? (3) How does fracture-temperature change impact flowback analysis? To answer these questions, we first simulated the fracturing, shut-in and flowback processes using a thermal simulator to obtain the changes in fracture temperature with respect to time and
space. We then presented a sensitivity analysis of fracture properties (fracture width and length), reservoir properties (thermal conductivity, reservoir permeability, and initial reservoir temperature), and operational parameter (shut-in days) on the behaviors of fracture temperature. We also compared the results of simulation scenarios with and without considering the thermal effect to show how temperature impacts flowback data analysis. Implications of temperature on field operations are further discussed in the last sections.

2. Model Descriptions

This section describes the base model of reservoir, fracture, and wellbore for simulating the fracturing, shut-in, and flowback processes.

2.1. Reservoir and Fracture Models

In this study, a semi-analytical model (STARS thermal process simulation module, CMG software) was used to simulate the dynamics of temperature in reservoir and fracture during the processes of fracturing, shut-in, and flowback. As illustrated by Figure 2, a 3D gas–water thermal reservoir model was built to simulate the heat transfer and fluid flow during these processes. The section of reservoir volume between two fracturing stages was modeled by a single, planar, bi-wing hydraulic fracture in a vertical wellbore.

![Figure 2. Schematics illustrating the model for numerical simulation: (a) the section of reservoir volume between two fracturing stages was selected for this study (modified from \[24\]); (b) the grid system with dimensions; and (c) the section view of fracture surface wall (in pink).](image)

Table 1 lists the key reservoir and fracture parameters for the base model. The reservoir and fracture parameters were mainly adopted from previous studies on gas wells completed in the Eagle Ford Shale [46–48]. The total dimension of studied region was 400 m × 400 m × 100 m, corresponding to the grid number of 46 × 16 × 20 in X, Y, and Z directions, respectively. Grids near the fractures were refined in a logarithmic distribution to capture the flow at the interface between matrix and fracture. The porosity of the matrix was set to 0.1, and the permeability was set to 0.001 mD. The simulated fracture was located in the center of the simulation domain, perpendicular to the X direction, with a
total dimension of 350 m × 55 m × 0.01 m, porosity of 0.6, and permeability of 1000 mD. This study focused on dry-gas wells completed in shale with slickwater as fracturing fluid. As listed in Tables 2 and 3, we thus adopted the thermodynamic properties of shale rock, dry gas, and water in the simulation.

**Table 1.** Summary of inputs for simulating the injection, shut-in, and flowback periods (these reservoir parameters are mainly obtained from [47,48]).

| Parameters | Value | Parameters | Value |
|------------|-------|------------|-------|
| Grid Number | 46×16×20 | Fracture Height, m | 55 |
| Dimensions, m | 400×400×100 | Fracture Half-length, m | 175 |
| Matrix Porosity, % | 5 | Fracture Width, m | 0.01 |
| Fracture Porosity, % | 60 | Initial Water Saturation, 1 | 0.2 |
| Matrix Permeability, mD | 0.001 | Residual Water Saturation, 1 | 0.2 |
| Fracture Permeability, mD | 2000 | Pressure Gradient, kPa/m | 6.6 |

**Table 2.** Fluid viscosity changes with temperature (from [49–51]).

| Temperature (°C) | Water Viscosity (mPa·s) | Gas Viscosity (mPa·s) | Temperature (°C) | Water Viscosity (mPa·s) | Gas Viscosity (mPa·s) |
|-----------------|------------------------|-----------------------|-----------------|------------------------|-----------------------|
| 0               | 1.7865                 | 0.01024               | 80              | 0.3546                 | 0.01279               |
| 10              | 1.3061                 | 0.01058               | 90              | 0.3143                 | 0.01310               |
| 20              | 1.0020                 | 0.01090               | 100             | 0.2820                 | 0.01340               |
| 30              | 0.7975                 | 0.01123               | 110             | 0.2548                 | 0.01369               |
| 40              | 0.6527                 | 0.01155               | 120             | 0.2317                 | 0.01398               |
| 50              | 0.5467                 | 0.01186               | 130             | 0.2125                 | 0.01427               |
| 60              | 0.4665                 | 0.01218               | 140             | 0.1961                 | 0.01456               |
| 70              | 0.4045                 | 0.01249               | 150             | 0.1815                 | 0.01484               |

**Table 3.** Thermodynamic parameters of formation and fluids.

| Thermodynamic Parameters | Values | Reference |
|--------------------------|--------|-----------|
| Volumetric Heat Capacity, J/(m³·°C) | 1840,000 | [52] |
| Thermal Conductivity of Rock, J/(m·day·°C) | 148,608 | [52] |
| Thermal Conductivity of Water, J/(m·day·°C) | 51,840 | [53] |
| Thermal Conductivity of Gas, J/(m·day·°C) | 2592 | [54] |

### 2.2. Wellbore Model

CMG’s Semi-analytical Wellbore Model (SAM) was used to simulate the two-phase flow in wellbore. Figure 3 shows a schematic of the wellbore model including pipes, cement, and annular spaces. As listed in Table 4, we adopted the commonly-used wellbore parameters in oil industry for the simulation. The equations for the conservation of mass, momentum and heat balance were combined to solve the heat transfer between wellbore and reservoir [55] based on the following assumptions: (a) heat transfer in and around the wellbore takes place under pseudo steady-state conditions, whereas the heat transfer to the formation occurs under unsteady state conditions; (b) the diffusivity and conductivity of the formation are independent of depth and temperature; (c) the tubing hangs symmetrically inside the casing; and (d) the Beggs and Brill two-phase flow correlation [56] is applied to calculate bottomhole pressure.
Figure 3. Schematics illustrating the wellbore model (modified from [55]).

| Parameters                          | Value          | Parameters                          | Value          |
|-------------------------------------|----------------|-------------------------------------|----------------|
| Wellbore Depth, m                   | 975            | Radius of Inner Tubing, m           | 0.0635         |
| Wellbore Length, m                  | 1000           | Radius of Outer Tubing, m           | 0.08           |
| Casing Length, m                    | 1000           | Radius of Inner Casing, m           | 0.14           |
| Radius of Hole, m                   | 0.3            | Radius of Outer Casing, m           | 0.16           |
| Conductivity of Tubing Wall, J/(m·day·°C) | 3,738,387      | Conductivity of Casing Wall, J/(m·day·°C) | 3,738,387      |
| Conductivity of Cement, J/(m·day·°C) | 123,120         | Conductivity of Formation, J/(m·day·°C) | 148,608         |

2.3. Initialization

The simulation was initialized by injecting 2000 m³ of water into fractures within one day period [48]. The process of injection is followed by a shut-in period of 30 days. After the shut-in period, the temperature behaviors and well performance were simulated for up to 120 days of flowback.

3. Temperature Changes with Time and Space

This section shows the changes in temperature with time and space for the base model. First, it shows the changes in fracture temperature during the processes of fracturing, shut-in, and flowback. Second, it shows the distribution of temperature in the fracture and reservoir.

3.1. The Changes in Temperature with Time

Figure 4 shows the fracture temperature during the periods of fracturing, shut-in and flowback for the base model. The fracture temperature is represented by the average temperature of grid where wellbore centers. Overall, the changes in fracture temperature can be described by the trends of cool-down and warm-up as follows.

Cool-down. During the fracturing period, the fracture temperature decreases from the initial formation temperature of 80 °C to 46 °C. The temperature decrease is close to the field values (around 32 °C) measured by Distributed Temperature Sensing (DST). In addition, the change in fracture temperature is within the range (55–88 °C) reported by previous modeling studies [4,58–61].

Warm-up. After fracturing treatment, the results show an increasing fracture temperature. As shown in Figure 4, during shut-in periods, the fracture temperature increases from 46 to 73 °C. After fracturing treatment, the results show a significant increase in the early 10 days, and then a general flattening at the late shut-in period. One may expect that during warm-up the temperature increase mainly occurs over the early shut-in period.
Figure 4. Comparing the bottomhole and wellhead temperature during the fracturing, shut-in, and flowback periods. In the simulation, the bottomhole temperature is represented by the formation temperature at the grid of wellbore. Wellhead temperature is only simulated for the flowback period.

After opening the well for flowback, the results show a sudden increase in temperature, and then a gradual increase from 73 to 78 °C. After the shut-in period, the sudden increase in fracture temperature is expected to be caused by the changing mechanism of heat transfer from conduction to convection once flowback starts. By comparing the temperature increase during the shut-in and flowback periods, one may expect that wells with less shut-in days experience a more significant temperature increase in fracture temperature during flowback.

As shown in Figure 4, the wellhead temperature increases in the early 50 days, and then decreases with time during flowback. The increase in wellhead temperature is about 5 °C at early flowback. This increase in wellhead temperature is mainly a response of warm-up process in the reservoir and fracture. The later decreasing wellhead temperature can be attributed to the heat loss into the surroundings of wellbore. The difference between bottomhole and wellhead temperature is around 50 °C. This difference is expected to be caused by the heat loss in the vertical section of wellbore.

3.2. Temperature Distribution

Herein, we show the distribution of temperature in fracture and formation for the base case during the periods of fracturing, shut-in, and flowback.

3.2.1. Temperature Profiles along Fracture

Figure 5 shows the profiles of temperature along the fracture wall during the periods of fracturing, shut-in, and flowback. During the fracturing period, the results show a cool-down process, which is described by a decreasing fracture temperature. The maximum temperature drop is about 50 °C in the fractures. We also observe a cooling front of temperature change moving from wellbore towards the far-field fracture. After 10 min of water injection, this front is about 25 m away from wellbore. This cooling front inside the fracture moves to about 125 m after one day of water injection. During shut-in, the results show a warm-up process with an increasing fracture temperature. The difference in fracture temperature and initial reservoir temperature \( T_i \) is less than 10 °C at the end of shut-in. Fracture temperature is consistently increasing during flowback. The difference between fracture temperature and \( T_i \) is generally less than 2 °C at the end of flowback. Similar trends of temperature along fracture wall were reported by previous studies [58–61].
3.2.2. Temperature Profiles in Formation

Figure 6 shows the cross-section profiles of temperature in the formation perpendicular to fracture wall during the periods of fracturing, shut-in, and flowback. During the fracturing and shut-in periods, the change in formation temperature mainly occurs at the interface between formation and fracture wall. This temperature change is mainly constrained within 5 m away from fracture wall. The results suggest a limited region of formation rocks affected by the thermal effects during the fracturing and shut-in periods. During the fracturing period, in Figure 6, the results show a cooling front moving from fracture to far-field formation, suggesting an expanded region of formation rocks affected by the thermal effects. At the end of fracturing period, the difference between $T_i$ and formation temperature can be more than 40 °C near the fracture wall. This temperature difference is up to 20 °C at the end of shut-in ($t = 31$ days), and decreases to less than 5 °C after 120 days of flowback ($t = 150$ days).

3.3. Sensitivity Analysis

Multiple simulation cases were designed to evaluate the impact of various reservoir/fracture properties and operational parameters on fracture temperature during the fracturing, shut-in, and flowback periods. The fracture properties include fracture width ($w_f$) and fracture length ($L_f$), and reservoir properties include matrix permeability ($k_m$), thermal conductivity ($\alpha$) and $T_i$. Shut-in days is the operational parameter we investigated in this study.

3.3.1. Case 1: Impact of Fracture Width

In this subsection, we investigate the effect of $w_f$ on the behaviors of fracture temperature during the fracturing, shut-in, and flowback periods. We designed five different simulation cases with 1, 2, 3, 4, and 5 cm of $w_f$. 

![Figure 6. Cross-section profiles of temperature in the formation perpendicular to fracture wall during the periods of fracturing, shut-in, and flowback.](image-url)
Figure 6. Comparing the cross-section profiles of temperature in the formation perpendicular to the fracture wall during the fracturing (top), shut-in (middle), and flowback (bottom) periods (the dash-line describes the location of the cross-section profiles). The positive and negative values of \( x \) represent the relative distance away from wellbore at different sides of fracture. Each color represents the temperature profile at the different time.

Figure 7 plots fracture temperature versus time for cases with various \( w_f \). In general, the results show a lower temperature for the case with a larger \( w_f \) during the fracturing period. Increasing \( w_f \) increases the Reynolds number, which further accelerates the heat transfer of convection. In Figure 7, the results show a higher temperature for the cases with larger \( w_f \) during the periods of shut-in and flowback. This suggests that increasing \( w_f \) contributes to an accelerated warm-up process, which is represented by an earlier flattening temperature.

Figure 7. Fracture temperature versus time for simulation cases with different fracture width during the fracturing, shut-in, and flowback periods (\( w_f = 1, 2, 3, 4, \) and \( 5 \) cm).

3.3.2. Case 2: Impact of Fracture Length

In this subsection, we investigate the effect of \( L_f \) on the behaviors of fracture temperature during the fracturing, shut-in, and flowback periods. Five different simulation cases with 200, 250, 300, 350,
and 400 m of \( L_f \) were designed. The values align with the effective fracture length characterized by rate-transient analysis [62,63].

Figure 8 compares various plots of fracture temperature for cases with different \( L_f \). In general, \( L_f \) has a negligible effect on fracture-temperature change during the fracturing period. Simulation cases with a smaller \( L_f \) show a slower warm-up process during the shut-in period, but a higher fracture temperature at the end of shut-in period. This can be explained by the combined effect of fracture surface area (\( A_f \)) and water volume in fractures: Increasing \( L_f \) increases \( A_f \), which further contributes to a faster warm-up process. On the other hand, more injected water remains in fractures for the cases with longer fractures, which further contributes to a relatively lower fracture temperature at the end of shut-in period.

![Figure 8](image-url)  
**Figure 8.** Comparing fracture temperature with fracture length during the fracturing, shut-in, and flowback periods. Fracture length varies from 250 to 400 m.

3.3.3. Case 3: Impact of Thermal Conductivity

In this subsection, we investigate the effect of \( \alpha \) on the behaviors of temperature during the fracturing, shut-in, and flowback periods. Therefore, four different simulation cases with 88,992, 148,608, 257,472, and 350,784 J/(m·day·C) of \( \alpha \) were designed. These values align with the variations of \( \alpha \) for shales from different basins [64].

Figure 9 compares the profiles of fracture temperature for cases with various \( \alpha \) during the periods of fracturing, shut-in, and flowback. Figure 9 shows a higher fracture temperature for the cases with higher \( \alpha \). Mineralogy, porosity and fluid control are among the key factors impacting \( \alpha \) of sedimentary rocks [65]. One may further expect a faster warm-up process for gas wells completed in a clay-rich tight reservoir with formation water.

3.3.4. Case 4: Impact of Shut-in Days

In this subsection, we investigate the effect of shut-in days on the behaviors of temperature during the shut-in and flowback periods. Four different simulation cases with 0, 10, 20, 30 days of shut-in days were designed. These shut-in periods correspond to the field practices in different shale reservoirs [16,18,19].
Figure 9. Fracture temperature versus time for simulation cases with various thermal conductivity during the fracturing, shut-in, and flowback periods.

Figure 10 compares fracture temperature for cases with varying shut-in days. Interestingly, these cases show an identical fracture-temperature profile in the early 10 days after the fracturing period. Comparing the gas saturation in fractures (S_{avg}) with shut-in days suggests that the 10-day period corresponds to the period prior to gas breakthrough from matrix into fractures. The identical fracture-temperature profiles among these cases suggest heat conduction remains to be the key mechanism of heat transfer before gas breakthrough. In addition, one may conclude that gas flow from matrix into fracture plays a key role in the fracture-temperature change during the shut-in and flowback periods. After gas breakthrough, the results show a relatively slower warm-up process for cases with a longer shut-in period. After opening well for flowback, an increasing amount of gas is expected to flow from matrix into fractures, accelerating the warm-up process.

Figure 10. Comparing fracture temperature (top) and average gas saturation in fractures (bottom) with shut-in days (1–30 days) after fracturing treatment.
3.3.5. Case 5: Initial Reservoir Temperature

In this subsection, we investigate the effect of $T_i$ on the behaviors of temperature during the fracturing, shut-in, and flowback periods. Three different simulation cases with $T_i = 90, 120$ and $150 \, ^\circ C$ were designed. These values of $T_i$ are within the range of formation temperatures for shale reservoirs such as Utica, Bakken, Eagle Ford, and Haynesville (see Figure 1).

Figure 11 compares the fracture-temperature change with different $T_i$. After fracturing treatment, the results show very close values of fracture temperature (at about $40 \, ^\circ C$). The cases with a higher $T_i$ show a more significant difference between $T_i$ and fracture temperature after 30 days of shut-in. This difference is expected to be higher for the well with shorter shut-in days. The results further indicate the wells completed in a relatively hot shale formation may experience a significant change in fracture temperature during flowback, especially for the wells without extended shut-in.

![Figure 11. Comparing fracture temperature with initial reservoir temperature during the fracturing, shut-in, and flowback periods. Initial reservoir temperature varies from 40 to 120 \, ^\circ C.](image)

3.3.6. Case 6: Impact of Matrix Permeability

In this subsection, we investigate the effect of $k_m$ on the behaviors of temperature during the fracturing, shut-in, and flowback periods. Five different simulation cases with $0.001$–$10$ mD were designed.

Figure 12 compares the fracture-temperature change for cases with different $k_m$. During the fracturing period, we observe a more significant drop in fracture temperature for cases with a larger $k_m$. By contrast, these cases with a larger $k_m$ show a relatively faster warm-up process during the shut-in and flowback periods. As shown in Figure A1, increasing $k_m$ results in a more significant volume of water lost into matrix, further contributing to an expanded region of matrix cooled down by fracturing water. It then takes a longer time for fractures in these cases to be warmed up during the shut-in and flowback periods. After fracturing treatment, one may thus expect a faster warm-up process for the shale reservoirs with a lower $k_m$.

4. Temperature Impacts Flowback Data Analysis

This section investigates the thermal effect on multiphase-flow modeling during the shut-in and flowback periods. Simulation scenarios are compared to illustrate the effect of temperature on fracture cleanup and early well performance. The results of fracture-volume estimation are also compared to investigate the effect of temperature on flowback data analysis.
4.1. Flowback Well Performance

Three scenarios of simulation were designed to simulate the fracturing, shut-in, and flowback processes. In Scenario-1, the black-oil model (IMEX) was employed to simulate these processes without considering the thermal effect. In Scenario-2, STARS was employed where fracturing water was injected at the temperature of $T_i$. In Scenario-3, STARS was employed where fracturing water was injected at room temperature. To eliminate the Joule–Tompson effect, the flowing pressure was set at 3000 kPa for these scenarios during the flowback period.

In Figure 13, Scenario-1 shows a relatively lower water production volume and a higher gas production volume compared with Scenarios-2 and -3. The results suggest that not considering the thermal effect may yield an underestimated water production and an overestimated gas production for simulating the shut-in and flowback processes. In addition, Figure 13a,c shows similar water rate and cumulative water volume ($W_p$) between Scenarios-2 and -3, implying a negligible effect of temperature on water production. The similar water production volume between Scenarios-2 and -3 may be attributed to the negligible effect of temperature on water mobility.

As shown in Figure 13b,d, Scenario-2 shows a higher gas rate and cumulative gas volume than Scenario-3. The results indicate that not considering the temperature difference between fracturing water and formation rock ($\Delta T$) will yield an overestimated gas production. The average gas mobility in Scenario-3 is lower than that in Scenario-2 due to the lower temperature, further contributing to a relatively lower gas production volume. However, $\Delta T$ is expected to have negligible effect on gas production at the late period of flowback as the fracture temperature approaches $T_i$. This is supported by the relatively close gas rate after 100 h of flowback (Figure 13b).

4.2. Fracture Cleanup

In this subsection, we investigate the effect of temperature on fracture cleanup during the shut-in and flowback periods. The log-log plot of gas–water ratio (GWR) versus cumulative gas volume ($G_p$) is employed to diagnose fracture cleanup [32]. In addition, this subsection investigates the effect of $T_i$ on fracture cleanup by comparing the changes in $S_{avg}$ for simulation cases with various $T_i$. 

![Figure 12. Comparing fracture temperature during the fracturing, shut-in, and flowback periods with matrix permeability varying from 0.001 to 10 mD.](image-url)
Figure 13. Comparisons of: (a) water rate; (b) gas rate; (c) cumulative water volume; and (d) cumulative gas volume, for simulation scenarios with and without considering the thermal effect: Scenario-1 (IMEX), Scenario-2 (STARS with hot-water injection), and Scenario-3 (STARS with cold-water injection).

Figure 14a shows the diagnostic plot of GWR versus $G_p$ for Scenarios-2 and -3 (refer to Section 4.1). The results show a relatively higher GWR in Scenario-2 than that in Scenario-3, suggesting that without considering $\Delta T$ leads to an optimistic fracture cleanup. GWR is mainly a function of water saturation in fractures [66]. In Figure 14b, we compare the changes in $S_{avg}$ for Scenarios-2 and -3. The results show a relatively higher $S_{avg}$ in Scenario-2 than that in Scenario-3, supporting that it may yield an optimistic fracture cleanup if the shut-in and flowback processes were simulated without considering $\Delta T$.

Figure 14. Comparisons of: (a) gas–water ratio (GWR); and (b) average gas saturation in fractures, for simulation cases with and without considering the temperature difference between formation and fracturing fluid.

Figure 15 compares the water saturation in fractures for Scenarios-1 and -3 (refer to Section 4.1) at the end of shut-in, flowback, and long-term production. After 1000 days of production, Scenario-3 shows a relatively higher water saturation in fractures compared with Scenario-1. One may expect that not considering the thermal effects yields an overestimated recovery of fracturing water during long-term production.
Figure 15. Comparisons of water-saturation profiles in fracture at the end of shut-in (31 days), flowback (150 days) and long-term production (1000 days) for: (a) Scenario-3; and (b) Scenario-1 (refer to Section 4.1).

Figure 16 compares the profiles of $S_{avg}$ for simulation cases with various $T_i$. At a higher $T_i$, the results show a higher $S_{avg}$ during the shut-in and flowback periods. In addition, simulation cases with a higher $T_i$ show an earlier gas breakthrough during the shut-in period. The difference in $S_{avg}$ among these cases can be attributed to the effect of temperature on imbibition during the shut-in period. Experimental studies indicated that increasing temperature decreases the surface tension between water and gas [67–70]. The change in gas saturation during shut-in is mainly driven by capillary force, which is a function of surface tension further relating to temperature. As supported by the results in Section 3.3.5, increasing $T_i$ increases the difference between $T_i$ and fracture temperature (Figure 11). This temperature difference is recommended to be considered for future studies of imbibition during the shut-in period, especially for gas wells completed in shales with a relatively high $T_i$.

Figure 16. Comparisons of average gas saturation in fractures for simulation cases with different $T_i$.

During the flowback period, one drive mechanism of fracture cleanup is gas vaporizing water [71,72]. This mechanism is described by water in fractures evaporated by flowing gas, which becomes under-saturated with pressure depletion during flowback. However, the solubility of gas in water is a function of temperature. The fluid temperature in fractures is expected to be relatively low during early flowback for the shale gas wells without extended shut-in days. Among such shale gas wells, fracture cleanup driven by gas vaporizing water might thus be negligible due to the relatively low temperature.
4.3. On Fracture-Volume Estimation

In this subsection, we qualitatively investigate the effect of temperature on flowback data analysis. As described in Appendix B, we applied Alkouh et al.’s [15] method of flowback data analysis to estimate effective fracture volume for Scenarios-1, -2, and -3 (refer to Section 4.1).

Figure 17 shows the cartesian plot of rate-normalized pressure ($RNP$) versus material balance time ($MBT$) (refer to Equations (A1) and (A2) in Appendix B). Scenario-1 shows a larger slope ($m$) between $RNP$ and $MBT$ than Scenarios-2 and -3. In addition, the total compressibility in Scenario-1 is expected to be higher than that in Scenarios-2 and -3 due to the relatively higher $S_{avg}$ (refer to Equation (A4)). According to Equation (A3), the estimated fracture-volume in Scenario-1 is thus lower than that in Scenarios-2 and -3.

In Figure 17, the fitting results of Scenarios-2 and -3 show relatively close value of slope between $RNP$ and $MBT$. However, in Figure 16, Scenario-2 shows a higher $S_{avg}$ compared with Scenario-3. The estimated fracture volume in Scenario-2 is thus expected to be smaller than that in Scenarios-3. One may conclude that not considering $\Delta T$ may yield an overestimated fracture volume.

5. Implications

5.1. On Flowback Chemical Analysis

A relatively high salinity of returned water is commonly reported in shale gas wells [39,73–75]. In recent years, models have been developed to describe the salt transfer during the shut-in and flowback periods [40–42,76,77]. These models have been applied on field salinity data from Marcellus [41,42], Horn River [39,40,42], and Haynesville [42] shales to characterize fractures. However, most of these models assume a constant diffusion coefficient for the mass transfer of ions between formation rock (and/or connate water) and fracturing water, without considering the effect of temperature change during the shut-in and flowback periods. This study suggests that wells may go through a significant change in fracture temperature during the shut-in and flowback periods. The temperature change may significantly affect the outputs when applying these models on field data. This is supported by a recent experimental work which indicated the mass transfer of ions is sensitive to temperature [78]. It is thus recommended to consider this temperature change for modeling the flowback behaviors of salinity for future works.

5.2. On Phase Behaviors of Gas-Condensate Wells

Gas-condensate production has been reported from wells completed in Eagle Ford [79], Woodford [80], Duvernay [81], and Montney formations [82,83]. Flowback data from lean-gas wells
completed in the Woodford formation have shown condensate production after about 10 days of flowback \[80\]. Condensate banking can be a critical concern of formation damage for these gas wells if bottomhole pressure drops below the critical pressure during flowback. Managing pressure drawdown through optimizing choke size is the key to eliminate the early condensate banking.

As illustrated by Figure 18, gas-condensate wells may go through a process of pressure change, but also temperature change during the fracturing, shut-in, and flowback periods. This study indicated that the temperature change at the interface of matrix and fracture can be over 40 °C (see Figure 6). This temperature change can be even higher in deep shale reservoirs with a higher \( T_i \). Condensate banking may occur at the fracture-matrix interface due to this temperature change for gas-condensate reservoirs where the initial temperature and pressure are close to the phase envelope of reservoir fluids. As such, the pathway of temperature change is also recommended to be considered for the flowback choke-size management of gas-condensate wells.

![Figure 18. Schematics illustrating the effect of temperature on the phase-behavior of gas-condensate reservoirs: (a) Phase envelope of a gas-condensate reservoir reported by Fan et al. \[84\]. The solid-line in black represents the pathway of pressure depletion without considering the temperature effect. The dash-line illustrates the possible pathway of pressure and temperature change during the processes of fracturing (cooling down), shut-in and flowback (warming up). (b, c) The pressure and temperature profiles normal to the fracture wall during the cooling-down and warming-up processes. During the cooling-down process, wells may experience a two-phase region (light-blue region) near the interface between fracture and matrix.](image)

### 6. Limitations and Recommendation for Future Studies

This study simulated the fracturing treatment by assuming it as a process of water injection. Fracture growth, typically as a function of time \[85\], was not considered in this study. In addition, the period of one-day injection can be longer than that in field practice, which generally takes up to several hours for a single fracturing stage. However, the temperature change during the fracturing period obtained from this study is within the ranges reported by DST measurement and modeling studies \[4,58–61\]. We thus expect that treating the fracturing process as water injection will not significantly bias our key conclusions on the the fracture temperature during the shut-in and flowback periods. However, expressing fracture growth as a function of time is recommended for future studies to better characterize the temperature behaviors during the fracturing period.

In this study, a planar fracture was assumed to simulate the temperature behaviors in hydraulic fractures for shale gas wells. However, intensive natural fractures are commonly reported in shales \[86\]. Fracture networks in shale can be quite complex due to the reactivation of natural fractures by hydraulic fracturing. Also, studies suggest that most fracturing water remains in natural fractures after the fracturing treatment \[47,87\]. The results of temperature change may thus be influenced by the simplified fracture geometry for shale gas wells. The reactivated natural fractures can significantly
increase the fracture surface area, further accelerating the warm-up process. Future studies should extend the work by considering natural fractures in the models, and investigate the effect of fracture complexity on the temperature behaviors during the shut-in and flowback periods.

7. Conclusions

This work conducted simulations to investigate the behaviors of temperature during the fracturing, shut-in, and flowback periods of shale gas wells. The changes of temperature with space and time were characterized through numerical simulations. Sensitivity analysis was then conducted to investigate the effect of fracture and matrix parameters on the temperature change. In addition, this work investigated the effect of temperature change on flowback data analysis through a comparative analysis of various simulation scenarios. The main conclusions are summarized as follows:

- Formation is cooled down during the fracturing period. The cool-down region in formation expands with time. However, the change in formation temperature is constrained within the area near the matrix-fracture interface during the shut-in and flowback periods. Fractures are warmed up after the fracturing treatment. The warm-up process mainly occurs during the early shut-in period. Wells without any extended shut-in days can experience a significant increase in fracture temperature during the flowback period.

- Gas flow from matrix into fracture plays a key role in the fracture-temperature change during the shut-in and flowback periods. Sensitivity analysis indicates that fractures with a smaller width and larger length generally contribute to an accelerated warm-up process, whereas increasing matrix permeability contributes to a slower warm-up process. In addition, the change in fracture temperature is highly related to thermal conductivity of formation rock and initial reservoir temperature.

- Without considering the temperature change, flowback simulation may yield an overestimated gas production and underestimated water production. The change in fracture temperature also affects the gas saturation in fractures during shut-in, which further affects the process of fracture cleanup during flowback. Flowback data analysis without considering the temperature change may yield an overestimated fracture volume. In addition, it is recommended to consider the thermal effect for flowback chemical analysis and flowback drawdown management.
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\begin{itemize}
\item $A$ Fracture surface area
\item $B_w$ Water formation factor
\item $C_t$ Total compressibility of water, gas, and fracture
\item $V_{ef}$ Effective fracture volume
\item $T_i$ Initial formation temperature
\item $T_2$ Fracture temperature at the end of fracturing operation
\item $RNP$ Rate-normalized pressure
\item $MBT$ Material balance time
\item $P_{wf}$ Flowing pressure at bottomhole
\item $P_i$ Initial reservoir pressure
\item $q_w$ Water rate
\item $q_g$ Gas rate
\item $W_p$ Cumulative water volume
\item $G_p$ Cumulative gas volume
\item $a$ Thermal conductivity
\end{itemize}

Appendix A. Gas-Saturation Profiles for Varying $k_m$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{gas_saturation_profiles.png}
\caption{Comparison of gas-saturation profiles in the formation (dash-line) perpendicular to the fracture wall (red solid-line) for simulation cases with matrix permeability varying from 0.001 to 10 md}
\end{figure}

Appendix B. Alkouh et al. (2014)'s Method

According to Alkouh et al. [15], the rate-normalized pressure of water and material-balance time are defined by:

\begin{equation}
RNP = \frac{P_i - P_{wf}}{q_w}
\end{equation}
MBT = \frac{W_p}{q_w} \tag{A2}

where \(P_i\) is the initial reservoir pressure, kPa; and \(P_{wf}\) is the bottomhole pressure, kPa.

The relationship for estimating fracture volume is described by:

\[ V_{ef} = \frac{B_w}{C_t \cdot m} \tag{A3} \]

where \(m\) is the slope between RNP and MBT and \(C_t\) defines the total compressibility of gas, water, and fracture as:

\[ C_t = C_f + S_{avg} \cdot C_g + S_w \cdot C_w \tag{A4} \]

where \(C_f\), \(C_g\), and \(C_w\) represent for the compressibility of fracture, gas, and water, respectively; and \(S_{avg}\) is the average gas saturation in fractures.
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