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1 Introduction

The idea of controlling quantum physical systems dates back to the end of last century when laser technology was invented [1–7]. Since it lies at the heart of all quantum information theory and quantum technology [8–12], this field has been rapidly growing in recent years both theoretically and experimentally. Theoretically, several approaches to control quantum physical systems were developed including optimal control theory [13, 14], Lyapunov control approaches [15–17], learning control algorithms [18], and robust control methods [19]. The main objective in optimal quantum control is to design a control input that renders a closed-loop quantum system stable and optimizes an associated predefined cost function [4]. In other words, the objective is to find a controller that transforms the quantum system from an initial state to a predefined desired one [4]. To achieve the control objective, a cost function needs to be optimised which is conventionally taken to be the expected value of a predefined target operator [4]. Consequently, several numerical algorithms allowing the optimisation
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of quantum control systems were introduced such as the Krotov method \cite{20} and the rapid monotonically convergent iteration methods introduced first by Rabitz and his co-workers in a series of papers \cite{21–24}. These algorithms were first applied to manipulate the transition probability between the bound states of molecular systems \cite{21} and then extended to other target operators \cite{22}.

A Feedback control method for quantum physical systems using the best estimation of the dynamical variables from the measurement record was implemented in \cite{25}. In this scheme the best estimates of quantum system variables are used to fully control the system when the measurement noise is assumed to be Gaussian. With this assumption, the quantum mechanical cost function was shown to have the same linear and quadratic form as the one of classical systems \cite{25}. This rendered the application of the classical linear quadratic Gaussian control theory to quantum systems \cite{25, 26} possible. However, despite of the success of this method and its important applications, it is not general and is only applied for particular systems under particular assumptions. Furthermore, due to their primordial applications in quantum optics and quantum information theory, recent advances in quantum control have also been directed towards the control of spin systems \cite{27, 28}. In \cite{27}, the radio-frequency pulses were implemented in coherent spectroscopy in order to control the transfer between the states of multiple spin systems. Moreover, a method to control an ensemble of spin systems that are uniformly distributed was introduced and it was shown that the approach can be extended to Gaussian distributions \cite{28}.

However, almost all of the aforementioned methods considered a deterministic cost function to optimise the system and design a suitable control strategy. Thus, these methods do not take into consideration the effect of noises and uncertainties, that are inherent to real world quantum physical systems, in the design of the control strategy. Consequently, this paper presents a fundamentally different approach to current state of the art of quantum control, that provides a robust control method by considering the different sources of uncertainties affecting quantum physical systems operating under real noisy and uncertain conditions. The main novelty of our approach is that it defines the cost function of the quantum control problem as the distance between the probabilistic description of the joint distribution of the quantum system dynamics and external electric field, and a predefined desired joint distribution that characterises the desired outcome of the controlled quantum system. Within the proposed method, the time evolution of quantum systems are characterised by probability density functions (pdfs), hence yielding a complete characterisation of the system evolution under noisy and uncertain conditions. This overcomes many of the drawbacks of the existing quantum control methods and allows the consideration of the quantum system uncertain information in the design of the optimal control strategy. The use of the distance measure between pdfs to optimise optimal control laws is a well established method in classical control theory \cite{29–34}. This method will be extended here to control atomic scale systems.

To reemphasise, the advantages of the approach presented in this paper are as follows: Firstly, the designed optimal control law obtained from this method takes into consideration all sources of noises and uncertainties such as sensors noises and measurement uncertainties which may affect the evolution of real world quantum physical systems. Secondly, in contrast to existing methods in the field, a closed form solution for the optimal
control law is obtained for quantum systems described by arbitrary pdfs. This yields an analytic control form for quantum systems that are characterised by Gaussian pdfs and whose time evolutions are represented by a bilinear state space form obtained from the Liouville-von Neumann equation. Thirdly, in contrast to previously discussed methods in the literature \[21, 22\] that require a positive definite target operator to guarantee convergence of the objective function, our proposed method is not restricted by that requirement.

This paper is organised as follows: Section (2) briefly recalls the evolution of open quantum systems and develops the corresponding state space model. In Section (3), we introduce a general theory to fully control the quantum systems using a probabilistic approach and demonstrate its general solution. The developed approach will then be applied in Section (4) to systems described by Gaussian pdfs. Thereafter, the method is applied to a molecular system and spin systems in Section (5). Finally, some conclusions are provided in Section (6).

2 Evolution of open quantum systems

2.1 A brief review of Liouville-von Neumann equation

The time evolution of a quantum open system can be described by the following Liouville-von Neumann equation,

$$i\hbar \frac{d\rho(t)}{dt} = [H_0 + H_u(t), \rho(t)] + \mathcal{L}(\rho(t)), \quad \rho(0) = \rho_0,$$

where $\hbar$ is the reduced Planck's constant, $\rho(t)$ is the reduced density operator which is a positive semidefinite Hermitian operator whose trace, $\text{Tr}(\rho(t)) = 1$, $H_0$ is the free Hamiltonian, and $H_u(t) = -\mu u(t)$ describes the interaction between the system and the external electric field $u(t)$ through the operator $\mu$ related to the system [35–38]. The commutator in equation (1) describes the system Liouvillian super-operator for the reduced density operator $\rho(t)$ while $\mathcal{L}(\rho(t))$ represents the open system Liouvillian. In the Linblad approach, it is provided by,

$$\mathcal{L}(\rho(t)) = i\hbar \sum_s \left( L_s \rho(t) L_s^\dagger - \frac{1}{2} \{ L_s^\dagger L_s, \rho(t) \} \right),$$

where $L_s$ are the Linblad operators defined in terms of the dissipative transition rates $\Gamma_{k \to j}$ from the free Hamiltonian eigenstate $|k\rangle$ to the eigenstate $|j\rangle$ as,

$$L_s = L_{j,k} = \sqrt{\Gamma_{k \to j}} |j\rangle \langle k|.$$

In this equation, it is assumed that $k$ takes a finite number of values, i.e., $\{ |k\rangle, k = 0, \ldots, l - 1 \}$ with $l$ being the number of the eigenvectors of the free Hamiltonian [37,38]. From equation (1), it can be easily shown that the time evolution of the elements of the density operator is given by,

$$\frac{d\rho_{n,m}(t)}{dt} = (-i\omega_{n,m} - \gamma_{n,m})\rho_{n,m}(t) + \sum_{k=0}^{l-1} \Gamma_{k \to n} \rho_{k,k}(t)\delta_{n,m} + \frac{i}{\hbar} \sum_{k=0}^{l-1} (\mu_{n,k} \rho_{k,m}(t) - \rho_{n,k}(t) \mu_{k,m}),$$

where $\omega_{n,m}$ and $\gamma_{n,m}$ are the energy levels and decay rates of the system, $\mu_{n,k}$ are the Rabi frequencies, and $\rho_{n,m} = \langle n | \rho(t) | m \rangle$ is the population of the $n$th and $m$th levels.
where \( \{n,m\} = \{0,1,\ldots,l-1\} \), \( \delta_{n,m} \) is the Kronecker delta function, \( \mu_{k,n} := \langle k | \mu | n \rangle \) are the elements of the operator \( \mu \), \( \omega_{n,m} := \frac{E_n - E_m}{\hbar} \) are the Bohr frequencies, with \( E_n \) being the energy eigenvalue of the free Hamiltonian \( H_0 \) associated with the eigenvector \( |n\rangle \), and \( \gamma_{n,m} \) is the total dephasing rate defined by,

\[ \gamma_{n,m} := \frac{1}{2} \sum_{j=0}^{l-1} (\Gamma_{n \rightarrow j} + \Gamma_{m \rightarrow j}). \]  

(5)

The time evolution of a physical property, described by an Hermitian operator \( \hat{o} \), of the quantum open system whose evolution is described in equation (1) can be computed by using the following relation,

\[ \tilde{o}(t) = \text{Tr}(\rho(t)\hat{o}). \]  

(6)

2.2 Evolution of the vectorisation of the density operator

The density matrix \( \rho(t) \) described in equation (1) can be written as follows,

\[
\rho(t) = (\rho(t))^\dagger = \begin{pmatrix}
\rho_{0,0}(t) & \rho_{0,1}(t) & \cdots & \rho_{0,l-1}(t) \\
\rho_{1,0}(t) & \rho_{1,1}(t) & \cdots & \rho_{1,l-1}(t) \\
& & \ddots & \\
\rho_{l-1,0}(t) & \rho_{l-1,1}(t) & \cdots & \rho_{l-1,l-1}(t)
\end{pmatrix} \in \mathbb{C}^{l \times l},
\]  

(7)

By using the following vectorisation of \( \rho(t) \),

\[ \tilde{x}(t) = \text{vec}(\rho(t)) = \begin{bmatrix}
\rho_{0,0}(t) & \rho_{1,1}(t) & \cdots & \rho_{l-1,l-1}(t) \\
\rho_{0,1}(t) & \rho_{1,0}(t) & \cdots & \rho_{l-1,l-0}(t) \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{l-1,0}(t) & \rho_{l-1,1}(t) & \cdots & \rho_{l-1,l-1}(t)
\end{bmatrix}^T,
\]  

(8)

the differential equations (4) can be equivalently written as,

\[ \frac{d\tilde{x}(t)}{dt} = (\hat{A} + iu(t)\hat{N})\tilde{x}(t), \quad \tilde{x}(0) = \tilde{x}_0, \]  

(9)

where \( \hat{A} \in \mathbb{C}^{l^2 \times l^2} \), \( \hat{N} \in \mathbb{C}^{l^2 \times l^2} \) are some matrices whose elements can be found from equation (4), and \( \tilde{x}_0 \) is the vectorisation of the initial density operator [38]. In addition \( T \) in equation (8) stands for the transpose operation. An example of how the \( \hat{A} \) and \( \hat{N} \) matrices can be constructed for a 2-dimensional physical system is given in Appendix (A). The demonstration in the appendix can be generalised to \( l \)-dimensional physical system for \( l > 2 \).

By using the following shifting,

\[ x(t) \rightarrow \tilde{x}(t) - x_e, \]  

(10)

the differential equation (9) can be re-written as follows,

\[ \frac{dx(t)}{dt} = \hat{A}x(t) + \hat{B}(x(t))u(t), \quad x(0) = \tilde{x}_0 - x_e, \]  

(11)
where $x_e$ is an eigenvector of $\tilde{A}$ with $\tilde{A}x_e = 0$, and $\tilde{B}(x(t)) = i\tilde{N}(x(t) + x_e)$. This equation describes the dynamics of the system $x(t)$ depending on the input electric field $u(t)$ [38].

Discretising the state space equation (11), and using $x_t \equiv x(t)$ and $u_t \equiv u(t)$, the discrete time state space representation can be written as follows,

$$x_{t+1} = Ax_t + B(x_t)u_t,$$

(12)

where,

$$A = e^{\tilde{A}\Delta t},$$

$$B(x_t) = \left( \int_0^{\Delta t} e^{\tilde{A}\lambda} \tilde{B}(x_\lambda) d\lambda \right),$$

(13)

and where $\lambda = \Delta t - t$ with $\Delta t$ being the sampling period. Equivalently, we can re-write the relation (12) as,

$$x_t = Ax_{t-1} + B(x_{t-1})u_{t-1}.$$

(14)

As discussed in the introduction section and according to relevant literature in the field [25], various sources of uncertainties might affect the evolution of quantum systems including for example sampling, parameters, and functional uncertainties. Hence, a noise term that accounts for the various sources of uncertainty is added to the discretised equation (14) to give,

$$x_t = Ax_{t-1} + B(x_{t-1})u_{t-1} + \zeta_t,$$

(15)

where $\zeta_t$ is a multivariate Gaussian noise. According to the discretised state vector of the vectorised density operator defined in equation (15), the measurement equation can be defined as follows,

$$o_t = Dx_t + \sigma_t,$$

(16)

where $D = (\text{vec}(\tilde{o}^T))^T$, and $\sigma_t$ is a multivariate Gaussian noise which affects the observed values, $o_t$. This equation is called the output equation. Equations (15) and (16) are referred to as the bilinear state space model that characterise quantum systems.

3 Fully Probabilistic Control for Quantum Systems

In this section we will state the control objectives and provide the general solution of the probabilistic control problem for quantum systems described by arbitrary probabilistic dynamical models.

3.1 Objectives of the Fully Probabilistic Control for Quantum Systems

Due to the presence of the noise signal, $\zeta_t$ in equation (15), the system state at time $t$ can not be completely specified using the previous state and control input. It can only be completely determined from its probabilistic
description, $s(x_t|u_{t-1}, x_{t-1})$. Similarly, the measurement output can be only determined by a suitable pdf, $s(o_t|x_t)$. Following this probabilistic description, the control problem will be stated as follows: Find the pdf of the randomised controller $c(u_{t-1}|x_{t-1})$ that minimises the Kullback-Leibler divergence (KLD) between the joint pdf of the closed-loop description of the system dynamics, $f(Z(t, \mathcal{H}))$ and a predefined ideal one, ${}^I f(Z(t, \mathcal{H}))$,

$$
\mathcal{D}(f || {}^I f) = \int f(Z(t, \mathcal{H})) \ln \left( \frac{f(Z(t, \mathcal{H}))}{f^I(Z(t, \mathcal{H}))} \right) dZ(t, \mathcal{H}),
$$

(17)

where $Z(t, \mathcal{H}) = \{x_t, \ldots, x_H, o_t, \ldots, o_H, u_{t-1}, \ldots, u_H\}$ is the system closed-loop data sequence, and $\mathcal{H} \leq \infty$ is a given control horizon. The joint probability function of the closed-loop description of the system dynamics can be evaluated as follows,

$$
f(Z(t, \mathcal{H})) = \prod_{t=1}^{H} s(x_t|x_{t-1}, u_{t-1}) s(o_t|x_t) c(u_{t-1}|x_{t-1}).
$$

(18)

Similarly, the ideal joint pdf of the closed-loop data can be factorised as follows,

$$
{}^I f(Z(t, \mathcal{H})) = \prod_{t=1}^{H} s(x_t|x_{t-1}, u_{t-1}) {}^I s(o_t|x_t) {}^I c(u_{t-1}|x_{t-1}),
$$

(19)

where ${}^I s(o_t|x_t)$ represents the ideal distribution of the measurement $o_t$, and ${}^I c(u_{t-1}|x_{t-1})$ represents the ideal pdf of the controller. Also, note that in equation (19), the factor, $s(x_t|x_{t-1}, u_{t-1})$ describing the ideal distribution of the state vector of the vectorised density operator, is taken to be equal to the corresponding counterpart in equation (18). This indicates that the evolution of the density matrix will evolve according to the Liouville von-Neumann equation.

Following [29–31], the derivation of the optimal randomised controller that minimises the KLD given in equation (17) can be obtained recursively by defining the expected minimum cost-to-go function $-\ln(\gamma(x_{t-1}))$ governed by,

$$
-\ln(\gamma(x_{t-1})) = \min_{c(u_{t-1}|x_{t-1})} \sum_{\mathcal{H}=t}^{t+\infty} \int f(Z_t, \ldots, Z_H|x_{t-1}) \ln \left( \frac{s(o_t|x_t)c(u_{t-1}|x_{t-1})}{{}^I s(o_t|x_t) {}^I c(u_{t-1}|x_{t-1})} \right) d(Z_t, \ldots, Z_H),
$$

(20)

for arbitrary $\tau \in \{1, \ldots, \mathcal{H}\}$.

**Theorem 1** Using the definition of the cost-to-go function given in equation (20), the minimisation of Kullback-Leibler divergence (17) between the joint pdf (18) and the ideal one (19) can be performed recursively to give the following recurrence functional equation,

$$
-\ln(\gamma(x_{t-1})) = \min_{c(u_{t-1}|x_{t-1})} \int \left[ s(x_t|x_{t-1}, u_{t-1}) s(o_t|x_t)c(u_{t-1}|x_{t-1}) \left( \ln \left( \frac{s(o_t|x_t)c(u_{t-1}|x_{t-1})}{{}^I s(o_t|x_t) {}^I c(u_{t-1}|x_{t-1})} \right) - \ln(\gamma(x_t)) \right) \right] d(x_t, o_t, u_t),
$$

(21)

**Proof 1** The derivation of the above result can be obtained by evaluating the optimal cost-to-go function specified in equation (20).
3.2 General solution to the Fully Probabilistic Quantum Control Problem

The general solution of the control problem obtained from the minimisation of the cost-to-go function with respect to control distribution, \( c(u_{t-1}|x_{t-1}) \), can be obtained as shown in the following theorem.

**Theorem 2** The pdf of the optimal control law, \( c(u_{t-1}|x_{t-1}) \), that minimises the cost-to-go function (21) can be shown to be given by,

\[
\begin{align*}
  c(u_{t-1}|x_{t-1}) &= \frac{I c(u_{t-1}|x_{t-1}) \exp[-\beta(u_{t-1},x_{t-1})]}{\gamma(x_{t-1})}, \\
  \gamma(x_{t-1}) &= \int I c(u_{t-1}|x_{t-1}) \exp[-\beta(u_{t-1},x_{t-1})]du_{t-1}, \\
  \beta(u_{t-1},x_{t-1}) &= \int \frac{s(x_{t}|u_{t-1},x_{t-1})s(o_{t}|x_{t})}{I s(o_{t}|x_{t})} \gamma(x_{t}) dx_{t} do_{t}.
\end{align*}
\]

**Proof 2** This theorem can be easily proven by adapting the proof of Proposition 2 in [39].

**Remark 1** The solution of the control problem stated in theorem (2) is not restricted by the distributions characterising the evolution of the quantum system dynamics, their controllers, or their corresponding ideal distributions. It provide a general solution for any arbitrary pdfs. However, as will be seen in the following section, if all of the generative probabilistic models of the system dynamics, controller and ideal outcomes are Gaussian pdfs, an analytic form for the randomised controller can be obtained.

4 Solution of Quantum Control Problems with Gaussian pdfs

In this section, we apply the theory introduced in Section (3.2) for general quantum systems to quantum systems that can be described by Gaussian pdfs. By assuming that the noise \( \zeta_{t} \), appearing in equation (15), that is accounting for the different sources of uncertainties is Gaussian noise, the pdf of the system state, \( x_{t} \) can be characterised by a complex normal pdf,

\[
s(x_{t}|x_{t-1},u_{t-1}) \sim \mathcal{N}(\mu_{t},\Gamma',C'),
\]

where,

\[
\begin{align*}
  \mu_{t} &= E(x_{t}) = Ax_{t-1} + Bu_{t-1}, \\
  \Gamma' &= E((x_{t} - \mu_{t})(x_{t} - \mu_{t})^{\dagger}), \\
  C' &= E((x_{t} - \mu_{t})(x_{t} - \mu_{t})^{T}),
\end{align*}
\]

and where \( A \) and \( B \) are the state and control matrices respectively as stated in the previous sections, \( E(.) \) stands for the expected value, \( T \) is the transpose operator and \( \dagger \) is the conjugate transpose operator. The matrices \( \mu_{t}, \),
\( \Gamma' \) and \( C' \) are called respectively the mean, the covariance and the relation or pseudo-covariance matrices. For completeness, the form of the complex normal distribution is recalled in Appendix (B).

Similarly, by assuming that the noise term \( \sigma_t \) appearing in equation (16) is generated by a Gaussian distribution, the pdf of the measurement \( o_t \) can be characterised by a Gaussian pdf as follows,

\[
s(o_t \mid x_t) \sim \mathcal{N}(Dx_t, G),
\]

with mean equal to \( Dx_t \) and covariance matrix \( G \) defined as follows,

\[
G = E((o_t - Dx_t)(o_t - Dx_t)^T).
\]

It is worth stating that the variable \( o_t \) is real and for this reason, its pdf is assumed to be a real Gaussian distribution. The whole system, the quantum system state, measurement and the electric field, i.e., the controller \( u_t \), can be totally described by the following joint pdf,

\[
f(x_t, o_t, u_{t-1} \mid x_{t-1}) = c(u_{t-1} \mid x_{t-1})\mathcal{N}(Dx_t, G)\mathcal{N}(\mu_t, \Gamma', C'), (29)
\]

where \( c(u_{t-1} \mid x_{t-1}) \) is the distribution of the electric field as stated in the previous sections. The desired distributions of the system state, measurement, and controller are then assumed to be given by the following ideal joint pdf,

\[
I_f(x_t, o_t, u_{t-1} \mid x_{t-1}) = Is(x_t \mid x_{t-1}, u_{t-1})Is(o_t \mid x_t)^Tc(u_{t-1} \mid x_{t-1}), (30)
\]

where,

\[
Is(x_t \mid x_{t-1}, u_{t-1}) = s(x_t \mid x_{t-1}, u_{t-1}) \sim \mathcal{N}(\mu_t, \Gamma', C'), \quad (31)
\]

\[
Is(o_t \mid x_t) \sim \mathcal{N}(o_d, G_r), \quad (32)
\]

\[
Is(u_{t-1} \mid x_{t-1}) \sim \mathcal{N}(u_r, \Omega), \quad (33)
\]

and where \( o_d \) and \( G_r \) are respectively the mean and the covariance of the ideal pdf of the measurement, and \( u_r \) and \( \Omega \) stand for the mean and the covariance of the ideal pdf of the controller, respectively. Also, as can be seen from equation (31), the ideal distribution of the quantum system state is taken to be equal to the actual distribution of the state as can be characterised from the Liouville-von Neumann equation.

The control objective can then be stated as follows: Design a randomised controller, \( c(u_{t-1} \mid x_{t-1}) \) that will make the joint distribution of the quantum system as specified by equation (29) as close as possible to the desired joint distribution as specified by equation (30). The form of this distribution will be shortly shown, but we first provide the form of the performance index leading to the following theorem.

**Theorem 3** By substituting the ideal distribution of the measurements (32), the ideal distribution of the controller (33), the real distribution of measurement (27), and the real distribution of system dynamics (25) into (23), the performance index can be shown to be given by,

\[
- \ln(\gamma(x_{t-1})) = 0.5x_{t-1}^T M_{t-1} x_{t-1} + 0.5 P_{t-1} x_{t-1} + 0.5 \omega_{t-1}, \quad (34)
\]
Theorem 4

The distribution of the controller that minimises the recurrence equation (21) is given by,

\[ c_{t-1} \sim N(v_{t-1}, R_t), \]  

where,

\[ v_{t-1} = \left( \Omega^{-1} + B^T(D^T G_r^{-1} D + M_t)B \right)^{-1} \left( \Omega^{-1} u_r - B^T(D^T G_r^{-1} D + M_t)A x_{t-1} - 0.5B^T(P_t^T - 2D^T G_r^{-1} o_d) \right), \]

and,

\[ R_t = \left( \Omega^{-1} + B^T(D^T G_r^{-1} D + M_t)B \right)^{-1}. \]

Remark 2

For the performance index (34) to be real, the \( M_{t-1} \) matrix needs to be evaluated as the product of the transpose of a vectorised Hermitian operator with the vectorised Hermitian operator itself. To elaborate, consider a vectorised Hermitian operator, \( W_{t-1} \), then \( M_{t-1} = W_{t-1}^T W_{t-1} \). This means that the first term in equation (34) will be real. Similarly, \( P_{t-1} \) in equation (34) is a vectorised Hermitian operator.

Proof 3 

The proof of this theorem is given in appendix (C).
Proof 4 The proof is given in Appendix (D).

Remark 3 The derived probabilistic controller (38) for the assumed Gaussian probability distributions maintains the standard form of linear quadratic controllers. However, the probabilistic controller (38) is more exploratory due to its probabilistic nature. Ideally control inputs should be sampled from the obtained pdf of the randomised controller. This however results in slightly worse control quality, but randomisation makes the controller more explorative.

4.1 Implementation of the Gaussian controller

The step by step implementation procedure of the Gaussian controller provided in Theorem (4) is summarised as pseudo-code in the following algorithm.

Algorithm 1 Fully probabilistic control of quantum systems

1: Evaluate the operator $D$ associated with the target operator $\hat{o}$;
2: Compute the matrices $\tilde{A}$ and $\tilde{N}$ from equation (4), hence evaluate $A$ from equation (13);
3: Determine the predefined desired value $o_d$;
4: Specify the initial state $x_0$, the shifting state, $x_e$, and then calculate the initial value of the measurement state $o_0 \leftarrow Dx_0$;
5: Provide the covariance of the ideal distribution of the state vector, $G_r$ and the covariance of the controller, $\Omega$;
6: Initialise: $t \leftarrow 0$, $M_0 \leftarrow \text{rand}$, $P_0 \leftarrow \text{rand}$;
7: while $t \neq H$ do
8: Evaluate $B$ from equation (13);
9: Calculate the steady state solutions of $M_t$, and $P_t$ following the formulas provided in equations (35), and (36) respectively;
10: Use $M_t$, and $P_t$ to compute the optimal control input, $v_{t-1}$ following equation (39) given in Theorem (4);
11: Set: $u_{t-1} \leftarrow v_{t-1}$;
12: Using the obtained control input from the previous step, evaluate $x_t$ according to equation (15),

\[x_t \leftarrow Ax_{t-1} + B(x_{t-1})u_{t-1} + \zeta_t\]

13: Following equation (16), evaluate $o_t$ to find the measurement state at time instant $t$, $o_t \leftarrow Dx_t + \sigma_t$;
14: $t \leftarrow t + 1$;
15: end while

Algorithm (1) will be applied in the next section to control a set of quantum physical systems.
5 Results and discussions

The fully probabilistic control approach introduced in the previous sections will be applied in this section to control certain quantum physical systems and transform their outcome according to prespecified target operators. In particular, we will study a molecular system whose vibrations are described by the Morse potential and spin systems interacting with an external electric field.

5.1 Molecular system described by the Morse potential

In this section a molecular system whose vibrations are described by the Morse potential will be used to demonstrate the proposed Fully probabilistic quantum control method. We start by providing the general theory of Morse potential and then present the simulation result of controlling a 3-level Lithium hybrid molecule.

5.1.1 Morse Potential

The Morse potential model was introduced by P. Morse in 1929 in order to study the motions of the nuclei in diatomic molecules [40]. Since then, the Morse potential has been exploited in many different areas of physics, chemistry, and biology [41]. Particularly, it was used to describe the vibrations inside diatomic molecules and in the study of interactions of molecules with electromagnetic fields [42,43].

The one-dimensional Morse potential describing the vibrations of two oscillating atoms is given by,

$$V_M(r) = D_0(e^{-2\alpha(r-r_{eq})} - 2e^{-\alpha(r-r_{eq})}),$$  \hspace{1cm} (41)

where $r$ is the displacement of the two atoms from their equilibrium positions $r_{eq}$. $D_0$ represents the depth of the potential well at the equilibrium $r_{eq}$, while $\alpha$ is related to the width of the potential. The energy eigenvalues of the Morse potential are given as follows,

$$E_n = -\frac{\hbar^2\alpha^2}{2m_r}(\frac{\nu - 1}{2} - n)^2,$$  \hspace{1cm} (42)

where $\nu$ is a parameter related to the diatomic molecule, and $m_r$ is the reduced mass of the oscillating atoms. The particularity of the Morse potential compared to the harmonic potential is that it has a finite number of bound states, i.e., $n = 0, 1, \ldots, l - 1$, where $l - 1 = \lfloor \frac{\nu - 1}{2} \rfloor$, and where $[\nu]$ is the integer part of $\nu$. Here, the free Hamiltonian $H_0$ appearing in equation (1) has the following form,

$$H_0 = \sum_{n=0}^{l-1} E_n |n\rangle \langle n|,$$  \hspace{1cm} (43)

where $|n\rangle$ is the energy eigenstate associated with the energy eigenvalue $E_n$. The interaction between the molecule and the electric field is modelled as follows,

$$H_u(t) = -\mu u_t,$$  \hspace{1cm} (44)
where $\mu$ is the electric dipole given in the position representation $\{|r\rangle\}$ by $\mu(r) = \mu_0 r e^{-r/r^*}$ with $\mu_0$ and $r^*$ being parameters related to the molecule. The matrix elements of $\mu$ can be computed as follows,

$$\mu_{n,m} = \langle n | \mu | m \rangle = \int_{-\infty}^{\infty} \mu(r) \psi_n^*(r) \psi_m(r) dr, \quad (45)$$

where $\psi_n^*(r)$ is the eigenfunction associated with the energy eigenvalue $E_n$ and is given by,

$$\langle r | n \rangle = \psi_n^*(r) = N_n e^{-\frac{2}{\nu} y^2 L_n^2(y)}, \quad (46)$$

where we have used the change of variable $y = \nu e^{-\alpha(r-r_{eq})}$, and where $L_n^2(y)$ are the Laguerre polynomials, $2s = \nu - 2n - 1$, and $N_n$ is the normalization factor governed by,

$$N_n = \sqrt{\frac{\alpha(\nu - 2n - 1)\Gamma(n+1)}{\Gamma(\nu - n)}}, \quad (47)$$

where $\Gamma$ is the gamma function [40].

5.1.2 Lithium Hybrid Diatomic molecule, $^7$Li$^2$H

The proposed probabilistic quantum control method is applied here to control the outcome of an observable associated with the Lithium hybrid molecule, $^7$Li$^2$H whose vibrations are described by the Morse oscillator. In this experiment, we omit the effect of the environment in equation (1) and consider that the molecule only interacts with the electric field $u_t$. The Morse parameters associated with this molecule and that are used here can be found in [43]. Their values are given by $D_0 = 2.45090$ eV, $r_{eq} = 2.379$ Å, $m_r = 2.5986 \times 10^{-27}$ Kg, $\alpha = 13.956$ Å$^{-1}$, and $\nu \approx 6.1346$. Hence, according to these parameters, the quantum number $n$ takes three values $n = 0, 1, 2$ and the density operator $\rho$ associated with the system is an $l \times l$-matrix, where $l = 3$. The parameters related to the electric dipole can also be found in [43]. Their values are given by $\mu_0 \approx 5.8677$ Debye, and $r^* \approx 1.595$ Å.

As discussed in earlier sections, the quantum system state is described by the vector $\tilde{x}_t$ which is the vectorisation of the density matrix recalled in equation (8). At the initial time, we assume that the system is prepared in the ground state. This implies that,

$$\tilde{x}_0 = [1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0]. \quad (48)$$

By omitting the effect of the environment, the evolution of the density matrix elements provided in equation (4) can be simplified as,

$$\frac{d\rho_{n,m}(t)}{dt} = -i \omega_{n,m} \rho_{n,m}(t) + \frac{i}{\hbar} \sum_{k=0}^{l-1=2} (\mu_{n,k} \rho_{k,m}(t) - \rho_{n,k}(t) \mu_{k,m}), \quad (49)$$

where in this example, $\{n,m\} = \{0,1,2\}$, $\omega_{n,m} = \frac{E_n - E_m}{\hbar}$ such that $E_n$ are the Morse energy eigenvalues recalled in equation (42), and the matrix elements of the electric dipole, $\mu_{n,m}$ can be computed using equation...
where $\tilde{t}$ of the optimal control signal. Furthermore, the matrix $D$ example to be a Gaussian operator [22], defined as follows,

$$\hat{t} = \frac{1}{\hbar} \begin{pmatrix}
0 & 0 & 0 & -\mu_{0,1} & -\mu_{2,0} & \mu_{0,1} & \mu_{0,2} & 0 & 0 \\
0 & 0 & 0 & \mu_{1,0} & 0 & -\mu_{0,1} & 0 & -\mu_{2,1} & \mu_{1,2} \\
0 & 0 & 0 & 0 & \mu_{2,0} & 0 & -\mu_{0,2} & \mu_{2,1} & -\mu_{1,2} \\
-\mu_{0,1} & \mu_{0,1} & 0 & \mu_{0,0} - \mu_{1,1} & -\mu_{2,1} & 0 & 0 & 0 & \mu_{0,2} \\
-\mu_{0,2} & 0 & \mu_{0,2} & -\mu_{1,2} & \mu_{0,0} - \mu_{2,2} & 0 & 0 & 0 & \mu_{0,1} & 0 \\
\mu_{1,0} & -\mu_{1,0} & 0 & 0 & 0 & -\mu_{0,0} + \mu_{1,1} & \mu_{1,2} & -\mu_{2,0} & 0 \\
\mu_{2,0} & 0 & -\mu_{2,0} & 0 & 0 & \mu_{2,1} & -\mu_{0,0} + \mu_{2,2} & 0 & -\mu_{1,0} \\
0 & -\mu_{1,2} & \mu_{1,2} & 0 & \mu_{1,0} & -\mu_{0,2} & 0 & \mu_{1,1} - \mu_{2,2} & 0 \\
0 & \mu_{2,1} & -\mu_{2,1} & \mu_{2,0} & 0 & 0 & -\mu_{0,1} & 0 & -\mu_{1,1} + \mu_{2,2}
\end{pmatrix}$$

(51)

where $\hat{t}$ is a diagonal $9 \times 9$-matrix, and the shifting vector $x_e = \tilde{x}_0$. These parameters are then used in equation (13), with $\Delta t = 0.0167$ to obtain the system matrices, $A$, and $B$ that are required for the evaluation of the optimal control signal. Furthermore, the matrix $D$ given in equation (16), which is also required for the evaluation of the optimal control signal can be obtained by evaluating the target operator which is taken in this example to be a Gaussian operator [22], defined as follows,

$$\hat{t} = \frac{\gamma_0}{\sqrt{\pi}} e^{-\gamma_0^2 (r-r')^2},$$

(52)

with $\gamma_0 = 47.2590 \ \text{Å}^{-1}$, and $r' = 2.4871 \ \text{Å}$. The matrix representation of the target operator (52) can then be obtained as follows,

$$\hat{t} = \int_{-\infty}^{\infty} o(r) \psi_i^\nu(x) \psi_j^\nu(y) \text{d}r, \quad \text{where} \quad \{i,j\} = \{0,1,2\}. \quad (53)$$

Therefore, following the vectorisation method described in equation (8), the operator $D$ that appears in the measurement equation (16) will have the following form,

$$D = [o_{0,0} \ o_{0,1} \ o_{0,2} \ o_{1,0} \ o_{1,2} \ o_{2,0} \ o_{2,1} \ o_{1,0} \ o_{2,1}] \quad (54)$$

Following the computation of the $A$, $B$ and $D$ operators, and taking $G_r = 0.00000001$, and $\Omega = 0.28950$, the matrices $M_t$ and $P_t$ defined in equations (35) and (36), respectively are evaluated at each instant of time as discussed in Algorithm (1). The $M_t$ and $P_t$ matrices are then used to compute the electric field, i.e., the control signal, $u_{t-1}$ using (39). These steps are repeated until the measurement output, $o_t$ became as close as possible to the predefined desired value $o_d$, which is taken to be equal to 1 in this experiment, i.e., $o_d = 1$.

The result of this experiment is shown in Figure (1a). As can be clearly seen from this figure, the output, $o_t$ of the considered Morse potential associated with the Lithium hydride molecule $^7\text{Li}^2\text{H}$ increases quickly and
Figure 1: (1a): The blue curve represents time evolution of the measurement output, \( o_t \) of the considered Morse potential associated with the Lithium hydride molecule \( ^7\text{Li}^3\text{H} \) under the effect of the control signal, \( u_t \). The red curve is the desired value of the Gaussian operator, i.e., \( o_d = 1 \). (1b): The time evolution of the control signal, \( u_t \) responsible for transforming the system measured output, \( o_t \) to the predefined desired output, \( o_d = 1 \). In this figure atomic units were used.

reaches in a few time steps the predefined desired value, \( o_d = 1 \) under the effect of the derived electric field and then stabilises at that value. This shows that the specified control objective is achieved and demonstrates the effectiveness of our proposed method. Here, as can be seen from the figure, the control objective is achieved and kept for longer times steps. Figure (1b) shows the electric field that is obtained according to Algorithm (1) and that is responsible for achieving the control objective.

5.2 Spin systems

This section demonstrates the effectiveness of the proposed control method in controlling quantum systems with spin \( j \), and, more generally, any quantum system with three observables \( J_i \) \((i = 1, 2, 3)\) satisfying the angular momentum commutation relations \([J_1, J_2] = i\hbar\epsilon_{123}J_3\) (with \( \epsilon_{123} \) being the Levi-civita symbol).

A spin-\( j \) state can be described by,

\[
|\psi\rangle = \sum_{m=-j}^{j} c_m |j, m\rangle,
\]

(55)

where \( c_m \) are complex coefficients that satisfy \( \sum_{m=-j}^{j} |c_m|^2 = 1 \), and the basis \( \{ |j, m\rangle, m = -j, \ldots, j \} \) is formed by the common eigenstates of the operators \( J^2 = J_1^2 + J_2^2 + J_3^2 \) and \( J_3 \). Without loss of generality, we consider that the spin system interacts only with an external electric field \( u_t \). Additionally, the Hamiltonian of the system is taken to be given by,

\[
H = \hbar \omega H_0 + \theta H_u(t),
\]

(56)
where $\omega$ and $\theta$ are parameters related to the spin system, and $H_0$ and $H_u(t)$ are some Hermitian operators [28]. In the following, we take $\hbar \omega = \theta = 1$ for simplicity reasons. The objective now is to transfer the system initially prepared in a given state $|\psi\rangle_q$ to another state $|\psi\rangle_g$ using the interaction between the system and the external electric field, thus deriving an optimal control sequence that allows that transition. For a projector operator, the output $o_t$ at each time instant $t$ is nothing but the squared overlap between the state $|\psi(t)\rangle$ and the state $|\psi_g\rangle$. Thus, the control objective of transferring the system from the state $|\psi\rangle_q$ to the state $|\psi_g\rangle$ is equivalent to maximizing the squared overlap between the states $|\psi(t)\rangle$ and $|\psi_g\rangle$. This means that we should take $o_d = 1$.

Thereafter, we consider spin-1/2 system, i.e., $j = \frac{1}{2}$ and spin-1 system, i.e., $j = 1$.

5.2.1 spin-1/2 system

The proposed control method is applied in this section to a spin-1/2 system interacting with an external electric field, $u$, with the interaction being modelled as follows,

$$H = H_0 + H_u(t) = \frac{1}{2}\sigma_3 + \frac{1}{2} (\sigma_1 + \sigma_2)u_t,$$

(57)

where $\sigma_1$, $\sigma_2$ and $\sigma_3$ are the Pauli matrices given in the basis $\{|-\rangle \equiv |\frac{1}{2}, \frac{-1}{2}\rangle, |+\rangle \equiv |\frac{1}{2}, \frac{1}{2}\rangle\}$ as,

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

(58)

The control objective in this example is to find an optimal control sequence that can transform the system from the initial state $|-\rangle$ to the state $|+\rangle$ using the proposed probabilistic quantum control approach. Hence, the target operator is taken to be $D = [0, 1, 0, 0]$, which is nothing but $D = (\text{vect}(\Pi_+))^T$, where $\Pi_+ = |+\rangle \langle +|$. Furthermore, using the operators, $\hat{A}$ and $\hat{N}$ whose calculations along with their values are given in details in Appendix (E), the $A$, and $B$ matrices that are required for the evaluation of the optimal control signal are evaluated using equation (13), with $\Delta t = 0.0505$. Following the computation of the $A$, $B$ and $D$ operators, and taking $G_r = 0.00001$, and $\Omega = 1.0$, the matrices $M_t$ and $P_t$ defined in equations (35) and (36), respectively are evaluated at each instant of time as discussed in Algorithm (1). The $M_t$ and $P_t$ matrices are then used to compute the electric field, i.e., the control signal, $u_{t-1}$. These steps are repeated until the measurement output, $o_t$ became as close as possible to the predefined desired value $o_d$, which is evaluated to be equal to 1 in this experiment.

Figure (2a) shows the time evolution of the population of the $|+\rangle$ state, $\rho_{11}(t)$ for a spin-1/2 system initially prepared in the state $|-\rangle$ as a result of its interaction with the derived electric field as calculated from equation (39). Figure (2b) shows the time evolution of the optimal control signal. From Figure (2a), it can be clearly seen that the population $\rho_{11}$ have reached in a few time steps the predefined desired target value $o_d = 1$.
5.2.2 spin-1 system

To further demonstrate the efficacy of the proposed probabilistic quantum control method, it is applied here to control a spin-1 system initially prepared in the state $|\!\!-\!1\rangle$. For this spin-1 system, the Hamiltonian describing the interaction of the system is taken to be given by,

$$H = H_0 + H_u(t) = \begin{pmatrix} \frac{3}{2} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix} u(t). \quad (59)$$

Two sets of experiments were conducted. In the first experiment, the control objective is specified as to transfer the system to state $|0\rangle$. The target operator that corresponds to this objective is the projector $\Pi_0 = |0\rangle \langle 0|$ which in vectorised form is given as $D = (\text{vect}(\Pi_0)^T)^T$. Furthermore, using the operators, $\tilde{A}$ and $\tilde{N}$ whose calculations along with their values are given in details in Appendix (F), the $A$, and $B$ matrices that are required for the evaluation of the optimal control signal are evaluated using equation (13), with $\Delta t = 0.0067$. Following the computation of the $A$, $B$ and $D$ operators, and taking $G_r = 0.000000001$, and $\Omega = 1$, the matrices $M_t$ and $P_t$ defined in equations (35) and (36), respectively are evaluated at each instant of time as discussed in Algorithm (1). The $M_t$ and $P_t$ matrices are then used to compute the electric field, $u(t)$. These steps are repeated until the measurement output, $o_t$ became as close as possible to the predefined desired value $o_d$, which is evaluated to be equal to 1 in this experiment. Figure (3a) shows the time evolution of the population of the $|0\rangle$ state, $\rho_{11}(t)$ for the considered spin-1 system initially prepared in the state $|\!\!-\!1\rangle$ as a result of its interaction with the derived electric field as calculated from equation (39). The time evolution of the obtained optimal control signal that allowed the achievement of this control objective is given in Figure (3b). From these two
figures, it can be clearly seen that the designed probabilistic controller was able to achieve the control objective and transfer the spin-1 system state from the initial state, $|−1\rangle$, to the desired state, $|0\rangle$.

In the second experiment, the control objective is specified as to transfer the system from the state $|−1\rangle$ to the state $|1\rangle$. In this experiment, the $A$, and $B$ matrices are calculated by substituting the $\tilde{A}$ and $\tilde{N}$ as given in Appendix (F) in equation (13) and using $\Delta t = 0.0404$. By taking $G_r = 0.000000001$, and $\Omega = 0.11$, and following the procedure detailed in Algorithm (1) the optimal control signal is calculated at each time instant and used to control the spin-1 system. The time evolution of the population of the $|1\rangle$ state, $\rho_{22}(t)$ as a result of the obtained control signal is shown in Figure (3c), while the evolution of the optimal control is shown in Figure (3d). As can be seen from these figures the specified control objective is achieved and the obtained control input was able to transfer the spin-1 system state from state $|−1\rangle$ to state $|1\rangle$ and maintain it at that value.

This demonstrates the effectiveness of the proposed method.

6 Final comments

In this paper, we considered the control problem of quantum physical systems using a probabilistic approach. First, we constructed the state space model associated with quantum systems and showed that their complete characterisation can be only obtained by pdfs. Considering the minimisation of the distance between the actual joint pdf of the quantum system dynamics and an external electric field, and a predefined desired joint pdf, we provided the solution to the control problem for general quantum systems that are described by arbitrary pdfs. The distance between joint pdfs played the role of the cost function needed to be minimised and is measured by the Kullback-Leibler divergence. Furthermore, we provided the solution of the control problem for a particular class of quantum physical systems that are described by bilinear equations and Gaussian pdfs which depends on the parameters of the physical systems. There, it is shown that the obtained randomised controller is a feedback controller that can be calculated analytically.

Our approach is fully probabilistic and is different to the current state of the art of quantum control which is mainly based on using deterministic objective functions. Additionally, the proposed approach is more accurate since it takes into consideration the quantum systems noises and uncertainties in the derivation of the optimal control law.

To show the effectiveness of the proposed method we particularly applied it to control the outcome of particular target operators for a real molecule interacting with an external electric field and for spin systems. By analysing different experiments, we showed that our algorithm is efficient and in contrast to previous iterative methods the expected value of the target operator does not take a lot of time to converge to its desired value.

A possible extension of this work is to apply the algorithm to consider the effect of the environment and control the decoherence occurring when a quantum system interacts with a large environment, which is one of the main challenges of the development of quantum technologies.
Figure 3: (3a): The blue curve represents the time evolution of the population of the $|0\rangle$ state, $\rho_{11}(t)$ of the considered spin-1 system. The red curve is the desired value $\rho_{ld} = 1$. (3b): Time evolution of the control signal, $u_t$ responsible for achieving the control objective. (3c): The blue curve represents the time evolution of the population of the $|1\rangle$ state, $\rho_{22}(t)$ of the considered spin-1 system. The red curve is the desired value $\rho_{ld} = 1$. (3d): Time evolution of the control signal, $u_t$ responsible for achieving the control objective.

Acknowledgements:

This work was supported by the EPSRC grant EP/V048074/1.
Appendices

A Vectorisation of the density operator

In this section we provide the matrices $\tilde{A}$ and $\tilde{N}$ appearing in equation (9) for a two-dimensional system. The vectorisation (8) of the density operator $\rho(t) = \begin{pmatrix} \rho_{00}(t) & \rho_{01}(t) \\ \rho_{10}(t) & \rho_{11}(t) \end{pmatrix}$ is given now by,

$$\tilde{x}(t) = \tilde{x}_t = \begin{pmatrix} \rho_{00}(t) \\ \rho_{11}(t) \\ \rho_{01}(t) \\ \rho_{10}(t) \end{pmatrix}, \quad (A.1)$$

From equation (4), we can show that now the matrices $\tilde{A}$ and $\tilde{N}$ are given as follows

$$\tilde{A} = \begin{pmatrix} -\gamma_{0,0} & \Gamma_{1 \rightarrow 0} & 0 & 0 \\ \Gamma_{0 \rightarrow 1} & -\gamma_{1,1} & 0 & 0 \\ 0 & 0 & -i\omega_{0,1} - \gamma_{0,1} & 0 \\ 0 & 0 & 0 & -i\omega_{1,0} - \gamma_{1,0} \end{pmatrix}, \quad (A.2)$$

and

$$\tilde{N} = \frac{1}{\hbar} \begin{pmatrix} 0 & 0 & -\mu_{1,0} & \mu_{0,1} \\ 0 & 0 & \mu_{1,0} & -\mu_{0,1} \\ -\mu_{0,1} & \mu_{0,1} & \mu_{0,0} - \mu_{1,1} & 0 \\ \mu_{1,0} & -\mu_{1,0} & 0 & \mu_{1,1} - \mu_{0,0} \end{pmatrix}. \quad (A.3)$$

The results can be generalised to any $l$-dimensional physical system in a straightforward way.

B Complex normal distribution

The complex normal distribution for a complex random variable $x_t \in \mathbb{C}^n$ is given by,

$$\mathcal{N}_C(\mu_t, \Gamma', C') = \frac{1}{\pi^n \sqrt{\det(\Gamma') \det(\Gamma' - (C')^\dagger (\Gamma')^{-1} C')}} \exp \left[ \frac{1}{|\Gamma'|^2 - |C'|^2} \left( -0.5(x_t - \mu_t)^\dagger \Gamma'(x_t - \mu_t) + 0.5(x_t - \mu_t)^T \bar{C}'(\bar{x}_t - \bar{\mu}_t) - 0.5(x_t - \mu_t)^T \Gamma'(\bar{x}_t - \bar{\mu}_t) \right) \right], \quad (B.1)$$

where,

$$x_t^\dagger = \bar{x}^T,$$

$$\mu_t = E(x_t),$$

$$\Gamma' = E((x_t - \mu_t)(x_t - \mu_t)^\dagger),$$

$$C' = E((x_t - \mu_t)(x_t - \mu_t)^T). \quad (B.2)$$
Here $E(.)$ stands for the expected value, $x_t^T$ is the matrix transpose of $x_t$, and $x_t^{†}$ is the conjugate transpose of $x_t$. The matrices $\mu_t$, $\Gamma'$ and $C'$ are respectively the mean, the covariance and the relation or pseudo-covariance matrices.

### C Calculation of the performance index $\gamma(x_{t-1})$

The calculation of the From of the performance index function as given in Eq. (34) requires the evaluation of the coefficient $\beta(u_{t-1}, x_{t-1})$ defined in equation (24) and repeated here,

$$\beta(u_{t-1}, x_{t-1}) = \int s(x_t|u_{t-1}, x_{t-1})s(o_t|x_t)\ln\left(\frac{s(o_t|x_t)}{s(o_t|x_t)\gamma(x_t)}\right)dx_tdo_t. \quad (C.1)$$

Let us first calculate $\ln\left(\frac{s(o_t|x_t)}{s(o_t|x_t)\gamma(x_t)}\right)$. From equations (27), (32) and (34), we have,

$$\ln\left(\frac{s(o_t|x_t)}{s(o_t|x_t)\gamma(x_t)}\right) = -0.5(o_t - Dx_t)^T G^{-1}(o_t - Dx_t) + 0.5(o_t - o_d)^T G_r^{-1}(o_t - o_d) + 0.5x_t^T M_t x_t + 0.5P_tx_t + 0.5\omega_t + 0.5\ln\left(\frac{|G_r|}{|G|}\right), \quad (C.2)$$

where $|G|$ stands for the determinant of the matrix $G$. This implies that,

$$\ln\left(\frac{s(o_t|x_t)}{s(o_t|x_t)\gamma(x_t)}\right) = -0.5o_t^T G^{-1} o_t - 0.5x_t^T D^T G^{-1} D x_t + 0.5o_t^T G_r^{-1} o_t - 0.5x_t^T M_t x_t + 0.5P_tx_t + 0.5\omega_t + 0.5\ln\left(\frac{|G_r|}{|G|}\right). \quad (C.3)$$

By substituting it back and integrate over $o_t$, we find,

$$\beta(u_{t-1}, x_{t-1}) = \int s(x_t|u_{t-1}, x_{t-1})s(o_t|x_t)\left(-0.5o_t^T(G^{-1} - G_r^{-1}) o_t + 0.5x_t^T D^T G^{-1} D x_t + 0.5x_t^T M_t x_t + 0.5P_tx_t + 0.5\omega_t + 0.5\ln\left(\frac{|G_r|}{|G|}\right)\right)dx_tdo_t$$

$$= \int s(x_t|u_{t-1}, x_{t-1})\left(0.5x_t^T D^T G_r^{-1} D x_t - x_t^T D^T G_r^{-1} o_d + 0.5x_t^T M_t x_t + 0.5P_tx_t + 0.5\omega_t + 0.5\ln\left(\frac{|G_r|}{|G|}\right)\right)dx_t$$

$$= \int s(x_t|u_{t-1}, x_{t-1})\left(0.5x_t^T (D^T G_r^{-1} D + M_t) x_t + 0.5(P_t - 2o_t^T G_r^{-1} D) x_t + 0.5\omega_t + 0.5\ln\left(\frac{|G_r|}{|G|}\right)\right)dx_t$$

$$= \int s(x_t|u_{t-1}, x_{t-1})\left(0.5x_t^T (D^T G_r^{-1} D + M_t) x_t + 0.5(P_t - 2o_t^T G_r^{-1} D) x_t + 0.5\omega_t + 0.5\ln\left(\frac{|G_r|}{|G|}\right)\right)dx_t \quad (C.4)$$
Now, we integrate over $x_t$, we find,

$$
\beta(u_{t-1}, x_{t-1}) = 0.5 \mu_t^T (D^T G_r^{-1} D + M_t) \mu_t + 0.5(P_t - 2o^T_d G_r^{-1} D) \mu_t + 0.5 \omega_t + 0.5 o^T_d G_r^{-1} o_d + 0.5 \ln(\frac{|G_r|}{|G|})
- 0.5 \text{Tr}(G(G^{-1} - G_r^{-1})) - 0.5 \text{Tr}(\bar{C}^{-1}(D^T G_r^{-1} D + M_t)),
$$

(C.5)

where $C = \frac{C'}{|\Gamma|^2 - |C'|^2}$. By replacing $\mu_t = Ax_{t-1} + Bu_{t-1}$, we find,

$$
\beta(u_{t-1}, x_{t-1}) = 0.5(Ax_{t-1} + Bu_{t-1})^T (D^T G_r^{-1} D + M_t)(Ax_{t-1} + Bu_{t-1}) + 0.5(P_t - 2o^T_d G_r^{-1} D)(Ax_{t-1} + Bu_{t-1})
+ 0.5 \omega_t + 0.5 o^T_d G_r^{-1} o_d + 0.5 \ln(\frac{|G_r|}{|G|}) - 0.5 \text{Tr}(G(G^{-1} - G_r^{-1})) - 0.5 \text{Tr}(\bar{C}^{-1}(D^T G_r^{-1} D + M_t))
$$

$$
= 0.5 x^T_{t-1} A^T (D^T G_r^{-1} D + M_t)A_{x_{t-1}} + 0.5(P_t - 2o^T_d G_r^{-1} D)A_{x_{t-1}} + 0.5 u^T_{t-1} B^T (D^T G_r^{-1} D + M_t)B_{u_{t-1}}
+ u^T_{t-1} B^T ((D^T G_r^{-1} D + M_t)A_{x_{t-1}} + 0.5(P_t - 2o^T_d G_r^{-1} D)^T) + 0.5 \omega_t + 0.5 o^T_d G_r^{-1} o_d + 0.5 \ln(\frac{|G_r|}{|G|})
$$

$$
- 0.5 \text{Tr}(G(G^{-1} - G_r^{-1})) - 0.5 \text{Tr}(\bar{C}^{-1}(D^T G_r^{-1} D + M_t))
$$

(C.6)

By projecting the form of $\beta$ found in (C.6) and the ideal distribution of the controller provided in equation (33), in the definition of $\gamma(x_{t-1})$ given in equation (23), we find that,

$$
\gamma(x_{t-1}) = \int c(u_{t-1}|x_{t-1}) \exp[-\beta(u_{t-1}, x_{t-1})] du_{t-1},
$$

$$
= (2\pi)^{-1/2} |\Omega|^{-1/2} \int \exp\left[-0.5(u_{t-1} - u_r)^T \Omega^{-1}(u_{t-1} - u_r) - 0.5 x^T_{t-1} A^T (D^T G_r^{-1} D + M_t)A_{x_{t-1}} - 0.5(P_t - 2o^T_d G_r^{-1} D)
Ax_{t-1} - 0.5 u^T_{t-1} B^T (D^T G_r^{-1} D + M_t)B_{u_{t-1}} - u^T_{t-1} B^T ((D^T G_r^{-1} D + M_t)A_{x_{t-1}} + 0.5(P_t - 2o^T_d G_r^{-1} D)^T) - 0.5 \omega_t
- 0.5 o^T_d G_r^{-1} o_d - 0.5 \ln(\frac{|G_r|}{|G|}) + 0.5 \text{Tr}(G(G^{-1} - G_r^{-1})) + 0.5 \text{Tr}(\bar{C}^{-1}(D^T G_r^{-1} D + M_t))\right] du_{t-1}
$$

$$
= (2\pi)^{-1/2} |\Omega|^{-1/2} \int \exp\left(-0.5 x^T_{t-1} A^T (D^T G_r^{-1} D + M_t)A_{x_{t-1}} - 0.5(P_t - 2o^T_d G_r^{-1} D)A_{x_{t-1}} - 0.5 \omega_t - 0.5 o^T_d G_r^{-1} o_d
- 0.5 \ln(\frac{|G_r|}{|G|}) + 0.5 \text{Tr}(G(G^{-1} - G_r^{-1})) + 0.5 \text{Tr}(\bar{C}^{-1}(D^T G_r^{-1} D + M_t)) - 0.5 u^T_{t-1} \Omega^{-1} u_r\right]
$$

$$
\int \exp\left(-0.5 u^T_{t-1} (\Omega^{-1} + B^T (D^T G_r^{-1} D + M_t)B)_{u_{t-1}} + u^T_{t-1} (\Omega^{-1} u_r - B^T (D^T G_r^{-1} D + M_t)A_{x_{t-1}}
- 0.5 B^T (P_t - 2o^T_d G_r^{-1} D)^T)\right) du_{t-1}
$$

(C.7)
The integral in equation (C.7) is a particular case of the general multiple integral given in Theorem (10.5.1) in [44]. Hence, it follows that,
\[
\gamma(x_{t-1}) = \exp\left(-0.5x^T_{t-1}A^T(D^TG_{r-1}D + M_t)Ax_{t-1} - 0.5(P_t - 2o_d^T G_{r-1}D)Ax_{t-1} - 0.5\omega_t - 0.5o_d^T G_{r-1}o_d - 0.5\ln\left|\frac{G_r}{G}\right| + 0.5\text{Tr}(G(G^{-1} - G_r^{-1})) + 0.5\text{Tr}(C^{-1}(D^TG_{r-1}D + M_t)) - 0.5u^T T^{-1} u_r\right)
\[
\exp\left(0.5(\Omega^{-1}u_r - B^T(D^TG_{r-1}D + M_t)Ax_{t-1} - 0.5B^T(P_t - 2o_d^T G_{r-1}D)D)^T(\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B)^{-1}(\Omega^{-1}u_r - B^T(D^TG_{r-1}D + M_t)Ax_{t-1} - 0.5B^T(P_t - 2o_d^T G_{r-1}D)D))\right)\times |\Omega|^{-1/2}|\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B|^{-1/2}
\]
Finally,
\[
- \ln(\gamma(x_{t-1}))
= 0.5x^T_{t-1}\left(A^T(D^TG_{r-1}D + M_t)A - A^T(D^TG_{r-1}D + M_t)^TB(\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B)^{-1}B^T(D^TG_{r-1}D + M_t)A\right)x_{t-1}
+ 0.5\left((P_t - 2o_d^T G_{r-1}D)A + 2(\Omega^{-1}u_r - 0.5B^T(P_t - 2D^TG_{r-1}o_d))D^T(\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B)^{-1}B^T(D^TG_{r-1}D + M_t)A\right)x_{t-1}
+ 0.5\left(\omega_t + o_d^T G_{r-1}o_d + \ln\left|\frac{G_r}{G}\right| - \text{Tr}(G(G^{-1} - G_r^{-1})) - \text{Tr}(C^{-1}(D^TG_{r-1}D + M_t)) + u^T T^{-1} u_r\right)
- (\Omega^{-1}u_r - 0.5B^T(P_t - 2D^TG_{r-1}o_d))^T(\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B)^{-1}(\Omega^{-1}u_r - 0.5B^T(P_t - 2D^TG_{r-1}o_d))
- 2\ln(|\Omega|^{-1/2}|\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B|^{-1/2}).
\]
\[\text{(C.8)}\]

\section*{D Calculation of the control distribution function}

The form of the distribution of the optimal controller is provided in equation (22),
\[
c^*(u_{t-1}|x_{t-1}) = \frac{f_c(u_{t-1}|x_{t-1})\exp[-\beta(u_{t-1}, x_{t-1})]}{\gamma(x_{t-1})}.
\]
[D.1]

From equations (33), (C.6) and (C.9), we find
\[
c^*(u_{t-1}|x_{t-1}) = (2\pi)^{-1/2}|\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B|^{1/2} \exp\left[-0.5u^T_{t-1}\left(\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B\right)u_{t-1}
+ u^T_{t-1}\left(\Omega^{-1}u_r - B^T(D^TG_{r-1}D + M_t)Ax_{t-1} - 0.5B^T(P_t - 2o_d^T G_{r-1}D)D\right)^T - 0.5\left(\Omega^{-1}u_r - B^T(D^TG_{r-1}D + M_t)Ax_{t-1}
- 0.5B^T(P_t - 2D^TG_{r-1}o_d)\right)^T\left(\Omega^{-1} + B^T(D^TG_{r-1}D + M_t)B\right)^{-1}\left(\Omega^{-1}u_r - B^T(D^TG_{r-1}D + M_t)Ax_{t-1}
- 0.5B^T(P_t - 2D^TG_{r-1}o_d)\right)\right].
\]
[D.2]
After simplification we find that,
\[ c^*(u_{t-1}|x_{t-1}) \sim \mathcal{N}(v_{t-1}, R_t). \]  
(D.3)

where,
\[ v_{t-1} = \left( \Omega^{-1} + B^T(D^T G_r^{-1} D + M_t) B \right)^{-1} \left( \Omega^{-1} u_r - B^T(D^T G_r^{-1} D + M_t) Ax_{t-1} - 0.5B^T(P_t^T - 2D^T G_r^{-1} o_d) \right), \]  
(D.4)

and,
\[ R_t = \left( \Omega^{-1} + B^T(D^T G_r^{-1} D + M_t) B \right)^{-1}. \]  
(D.5)

E State space model for spin $\frac{1}{2}$

The evolution of a closed spin-1/2 system in interaction with an external electric field can be described by the following master equation,
\[ \frac{d\rho(t)}{dt} = -i[H, \rho(t)], \]  
(E.1)

where, as given in equation (57),
\[ H = \frac{1}{2}\sigma_3 + \frac{1}{2}(\sigma_1 + \sigma_2)u(t) \] such that \( u(t) \) is the electric field and \( \sigma_1, \sigma_2, \sigma_3 \) are the Pauli matrices whose values are given in equation (58), repeated here,
\[ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]  
(E.2)

Consequently, the Hamiltonian, \( H \) can be evaluated to give,
\[ H = \frac{1}{2} \begin{pmatrix} 1 & u(t)(1 - i) \\ u(t)(1 + i) & -1 \end{pmatrix}. \]  
(E.3)

Considering the form of the density operator,
\[ \rho(t) = \begin{pmatrix} \rho_{00}(t) & \rho_{01}(t) \\ \rho_{01}^*(t) & \rho_{11}(t) \end{pmatrix}, \]  
(E.4)

the Liouville von-Neumann equation (E.1) can be re-written as,
\[ \frac{d}{dt} \begin{pmatrix} \rho_{00}(t) & \rho_{01}(t) \\ \rho_{01}^*(t) & \rho_{11}(t) \end{pmatrix} = -i \frac{1}{2} \begin{pmatrix} u(t)((1 - i)\rho_{01}(t) - (1 + i)\rho_{01}(t)) & 2\rho_{01}(t) + u(t)(1 - i)(\rho_{11}(t) - \rho_{00}(t)) \\ -2\rho_{01}^*(t) + u(t)(1 + i)(\rho_{00}(t) - \rho_{11}(t)) & u(t)((1 + i)\rho_{01}(t) - (1 - i)\rho_{01}^*(t)) \end{pmatrix}. \]  
(E.5)
where the elements $\rho_{00}(t), \rho_{01}(t), \rho_{01}^*(t)$ and $\rho_{11}(t)$ are the elements of the density operator, $\rho(t)$. Vectorising the above equation as discussed in (8) yields,

$$
\frac{d}{dt} \begin{pmatrix}
\rho_{00}(t) \\
\rho_{11}(t) \\
\rho_{01}(t) \\
\rho_{01}^*(t)
\end{pmatrix}
= \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -i & 0 \\
0 & 0 & 0 & i
\end{pmatrix}
\begin{pmatrix}
\rho_{00}(t) \\
\rho_{11}(t) \\
\rho_{01}(t) \\
\rho_{01}^*(t)
\end{pmatrix}
\begin{pmatrix}
\rho_{00}(t) \\
\rho_{11}(t) \\
\rho_{01}(t) \\
\rho_{01}^*(t)
\end{pmatrix}
$$

(E.6)

$$
+ \frac{i}{2} \begin{pmatrix}
0 & 0 & (1+i) & -(1-i) \\
0 & 0 & -(1+i) & (1-i) \\
(1-i) & -(1-i) & 0 & 0 \\
-(1+i) & (1+i) & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\rho_{00}(t) \\
\rho_{11}(t) \\
\rho_{01}(t) \\
\rho_{01}^*(t)
\end{pmatrix}
\begin{pmatrix}
\rho_{00}(t) \\
\rho_{11}(t) \\
\rho_{01}(t) \\
\rho_{01}^*(t)
\end{pmatrix}
$$

(E.7)

which yields the state equation for the spin-1/2 system in the form given in equation (9), repeated here,

$$
\frac{dx(t)}{dt} = (\tilde{A} + i\tilde{N}u(t))x(t).
$$

(E.8)

F State space model for spin-1

The Hamiltonian describing the interaction between a spin-1 system and an electric field $u(t)$ is given by,

$$
H = H_0 + H_u(t) = \begin{pmatrix}
\frac{3}{2} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}
+ \begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 0
\end{pmatrix}
u(t) = \begin{pmatrix}
\frac{3}{2} & 0 & u(t) \\
0 & 1 & u(t) \\
u(t) & u(t) & 0
\end{pmatrix}
$$

(F.1)

Considering the form of the density operator,

$$
\rho = \begin{pmatrix}
\rho_{00}(t) & \rho_{01}(t) & \rho_{02}(t) \\
\rho_{01}^*(t) & \rho_{11}(t) & \rho_{12}(t) \\
\rho_{02}^*(t) & \rho_{12}^*(t) & \rho_{22}(t)
\end{pmatrix}
$$

(F.2)
the master equation \( \frac{d\rho(t)}{dt} = -i [H, \rho(t)] \) can be written as,

\[
\begin{pmatrix}
\rho_{00}(t) & \rho_{01}(t) & \rho_{02}(t) \\
\rho_{01}^*(t) & \rho_{11}(t) & \rho_{12}(t) \\
\rho_{02}(t) & \rho_{12}^*(t) & \rho_{22}(t)
\end{pmatrix} = 
\begin{pmatrix}
u(t)(\rho_{02}(t) - \rho_{02}(t)) & \frac{1}{2}\rho_{01}(t) + u(t)(\rho_{12}(t) - \rho_{02}(t)) & \frac{3}{2}\rho_{02}(t) + u(t)(\rho_{22}(t) - \rho_{00}(t) - \rho_{01}(t)) \\
-\frac{1}{2}\rho_{01}^*(t) + u(t)(\rho_{02}^*(t) - \rho_{12}(t)) & u(t)(\rho_{12}^*(t) - \rho_{12}(t)) & \rho_{12}(t) + u(t)(\rho_{22}(t) - \rho_{01}^*(t) - \rho_{11}(t)) \\
-\frac{3}{2}\rho_{02}^*(t) + u(t)(\rho_{00} + \rho_{01}^*(t) - \rho_{22}(t)) & -\rho_{12}^*(t) + u(t)(\rho_{01}(t) + \rho_{11}(t) - \rho_{22}(t)) & u(t)(\rho_{02}(t) + \rho_{12}(t) - \rho_{02}^*(t) - \rho_{12}^*(t))
\end{pmatrix}
\]

This implies that,
\[
\frac{dx(t)}{dt} = (\tilde{A} + i\tilde{N}u(t))x(t).
\]

Hence, the time evolution of the vectorised density operator can be written in the form given in (9) as follows,

\[
\frac{dx(t)}{dt} = (\tilde{A} + i\tilde{N}u(t))x(t).
\]

References

[1] P. Brumer and M. Shapiro, *Ann. Rev. Phys. Chem.*, 43, 257 (1992).

[2] H. Kawashima, M. M. Wefers and K. A. Nelson, *Ann. Rev. Phys. Chem.* 46, 627 (1995).

[3] A. M. Weiner, *Prog. Quant. Elecr.* 19, 161 (1995).

[4] R. Kosloff, S. A. Rice, P. Gaspard and S. Tersigni, and D. J. Tannor, *Chemical Physics.* 139, 201 (1989).

[5] J. Jortner, R. D. Levine and S. A. Rice, “Advances in Chemical Physics: Photoselective Chemistry. Part 2, Volume 47” Wiley-Blackwell, (1981).
[6] N. F. Scherer, A. J. Ruggiero, M. Du, and G. R. Fleming, *J. Chem. Phys.* **93**, 856 (1990).

[7] S. A. Rice, D. J. Tannor, and R. Kosloff, *J. Chem. SOC., Faraday Trans.* **82**, 2423 (1986).

[8] A. R. Ramos Ramos and O. Kühn, *Front. Phys.* **9**, 615168 (2021).

[9] F. Krausz and M. Ivanov, *Rev. Mod. Phys.* **81**, 163 (2009).

[10] Y. Silberberg, *Ann. Rev. Phys. Chem.* **60**, 277 (2009).

[11] L. G. S. Rego and L. F. Santos and V. S. Batista, *Ann. Rev. Phys. Chem.* **60**, 293 (2009).

[12] K. Ohmori, *Ann. Rev. Phys. Chem.* **60**, 487 (2009).

[13] J. Werschnik and E. K. U. Gross, *J. Phys. B: At. Mol. Opt. Phys.* **40**, R175 (2007).

[14] H. Rabitz and W. Zhu, *Acc. Chem. Res.* **33**, 572 (2000).

[15] M. Mirrahimi, P. Rouchon, and G. Turinici, *Automatica.* **41**, 1987 (2005).

[16] S. Kuang and S. Cong, *Automatica.* **44**, 98 (2008).

[17] S. C. Hou, M. A. Khan, X. X. Yi, Daoyi Dong, and Ian R. Petersen, *Phys. Rev. A.* **86**, 022321, (2012)

[18] D. Dong, “Learning Control of Quantum Systems”, *In: Baillieul J., Samad T. (eds) Encyclopedia of Systems and Control. Springer, London*, (2020).

[19] A. Koswara, V. Bhutoria, and R. Chakrabarti, *Phys. Rev. A.* **104**, 053118 (2021).

[20] J. Somlói, V. A. Kazakov and D. J. Tannor, *Chem. Phys.* **172**, 85 (1993).

[21] W. Zhu, J. Botina and H. Rabitz, *J. Chem. Phys.* **108**, 1953 (1998).

[22] W. Zhu and H. Rabitz, *J. Chem. Phys.* **109**, 385 (1998).

[23] A. P. Peirce, M. A. Dahleh and H. Rabitz, *Phys. Rev. A.* **37**, 4950 (1988).

[24] S. Shi and H. Rabitz, *Comput. Phys. Commun.* **63**, 71 (1991).

[25] A. C. Doherty and K. Jacobs, *Phys. Rev. A.* **60**, 2700 (1999).

[26] Chao Jiang and Gentaro Watanabe, *Phys. Rev. A.* **105**, 022613 (2022).

[27] Navin Khaneja, Roger Brockett, and Steffen J. Glaser, *Phys. Rev. A.* **63**, 032308 (2001).

[28] Chunlin Chen, Daoyi Dong, Ruixing Long, Ian R. Petersen, and Herschel A. Rabitz, *Phys. Rev. A.* **89**, 023402 (2014).
[29] M. Kárný *Automatica*. **32**, 1719 (1996).

[30] R. Herzallah and M. Kárný, *Neural Networks*. **24**, 1128 (2011).

[31] R. Herzallah, *Neural Networks*. **42**, 74 (2013).

[32] R. Herzallah, *Neural Networks*. **63**, 199 (2015).

[33] R. Herzallah, *Asian Journal of Control*. **20**, 2065 (2018).

[34] Y. Zhou and R. Herzallah, *AIMS Electronics and Electrical Engineering*. **4**, 216 (2020).

[35] J. von Neumann, “Mathematical Foundations of Quantum Mechanics”, *Princeton University Press*, (1996).

[36] J. I. Kim, M. C. Nemes, A. F. R. de Toledo Piza and H. E. Borges, *Phys. Rev. Lett*. **77**, 207 (1996).

[37] B. Schmidt and C. Hartmann, *Computer Physics Communications*. **228**, 229 (2018).

[38] Boris Schäfer-Bung, Carsten Hartmann, Burkhard Schmidt, and Christof Schütte, *J. Chem. Phys*. **135**, 014112 (2011).

[39] M. Kárný ad T. V. Guy *Automatica*. **55**, 259 (2006).

[40] P. M. Morse, *Phys. Rev* **34**, 57 (1929).

[41] S. Zdravkovic, A. Bugay and A. Parkhomenko, *Nonlinear Dynamics* **90**, 2841 (2017).

[42] L. Pauling and E. B. Wilson, “Introduction to Quantum Mechanics with Applications to Chemistry”, *Dover: New York*, (1985).

[43] K. P. Huber and G. Herzberg, “Molecular spectra and molecular structure IV. Constants of diatomic molecules”, *New York, Van Nostrand* (1979).

[44] F. A. raybill, “Matrices with Applications in Statistics”, *Duxbury Classic, Wadsworth, Belmont, CA* (2001).