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\textbf{ABSTRACT}

A major challenge in today’s power grid is to manage the increasing load from electric vehicle (EV) charging. Demand response (DR) solutions aim to exploit flexibility therein, i.e., the ability to shift EV charging in time and thus avoid excessive peaks or achieve better balancing. Whereas the majority of existing research works either focus on control strategies for a single EV charger, or use a multi-step approach (e.g., a first high level aggregate control decision step, followed by individual EV control decisions), we rather propose a single-step solution that jointly coordinates multiple charging points at once. In this paper, we further refine an initial proposal using reinforcement learning (RL), specifically addressing computational challenges that would limit its deployment in practice. More precisely, we design a new Markov decision process (MDP) formulation of the EV charging coordination process, exhibiting only linear space and time complexity (as opposed to the earlier quadratic space complexity). We thus improve upon earlier state-of-the-art, demonstrating 30% reduction of training time in our case study using real-world EV charging session data. Yet, we do not sacrifice the resulting performance in meeting the DR objectives: our new RL solutions still improve the performance of charging demand coordination by 40-50% compared to a business-as-usual policy (that charges EV fully upon arrival) and 20-30% compared to a heuristic policy (that uniformly spreads individual EV charging over time).

\textbf{1. Introduction}

Reliable operation of smart grids requires efficient load management, which can be achieved by demand response (DR) algorithms. A DR algorithm coordinates the demand-supply of energy to meet an objective, e.g., load balancing, maximizing profit, etc. Traditional DR is based on model predictive control (MPC) \cite{1, 2}, where an optimization problem is solved using a predefined model. However, deployment of such model-based DR algorithms is limited due to uncertainties associated with the assumed models and lack of scalability and generalizability \cite{3, 4}.

Model-free approaches circumvent the aforementioned challenges by formulating the problem using a Markov decision process (MDP) where the optimum policy is learned by interacting with the environment \cite{5, 6, 7, 8}. In recent years, data-driven reinforcement learning (RL) algorithms have been proposed based on an MDP for exploiting the user flexibility to coordinate the demand \cite{5, 9}. In reinforcement learning, a coordinating agent learns by iteratively interacting with the environment and taking control actions. The agent receives a reward/cost in each interaction and is thus trained to maximize/minimize the long term reward/cost.

The underlying MDP framework, which will be used in RL to find a (close to) optimal DR policy, is defined in terms of (i) a state representation, (ii) an action representation, and (iii) a reward/cost signal, i.e., a cost function. The specific DR objective (e.g., peak shaving \cite{10}, load balancing \cite{5, 11}, valley filling \cite{12}) is realized by appropriately designing the cost function, reflecting the utility of a certain action. Yet, designing a meaningful but manageable MDP is challenging in practice. First of all, the complexity of the state-action representation affects the space and computational complexity of the RL based control policy, thus potentially limiting its scalability (e.g., computational requirements that depend on the number of EVs we aim to control jointly). Furthermore, an incorrect or uninformative cost function can degrade or annihilate the performance of the RL based control policy (known as the credit-assignment problem \cite{8}). Thus, the MDP design can greatly impact the performance and optimization of an RL based control policy \cite{4}.

This paper defines and evaluates novel MDP formulations for EV fleet charging coordination, which can be used to implement state-of-the-art RL-based DR. The proposed formulations represent a joint EV coordination scenario, where we control multiple EV chargers jointly at once. This is more complicated than the common setting of controlling a single EV charging point \cite{6, 13, 14}. The proposed MDPs are defined using (i) state-action representations to facilitate scalability, and (ii) computationally linear cost functions to expedite learning. We will experimentally demonstrate the superiority of the newly engineered MDP in terms of training time and space requirements compared to the original MDP representation used in an initial proof-of-concept paper \cite{5}.

In summary, the main contributions of this paper on jointly coordinating EV charging demand to reduce the resulting peak load include: (i) the definition of novel state-action representations based on aggregate demand and compact aggregate flexibility characterization (Section 3), (ii) the definition of novel linear cost functions that provide information on a posteriori established optimal EV charging...
Reinforcement learning for EV charging demand coordination

Nomenclature

\begin{align*}
  & s \quad \text{State} & & x_{s,v} \quad \text{Aggregate flexibility in state } s \text{ (vector state)} \\
  & s' \quad \text{The next state from } s & & u_s \quad \text{Action taken in state } s \\
  & t \quad \text{Timeslot} & & u_{s,l} \quad \text{Locally scaled action taken in state } s \\
  & \Delta_{\text{depart}} \quad \text{Time left until departure} & & U_{s,l} \quad \text{Set of possible locally scaled actions from state } s \\
  & \Delta_{\text{charge}} \quad \text{Time needed for charging completion} & & u_{s,g} \quad \text{Globally scaled action taken in state } s \\
  & \Delta_{\text{flex}} \quad \text{Flexibility (time charging can be delayed)} & & U_{s,g} \quad \text{Set of possible globally scaled actions from state } s \\
  & \Delta_{\text{slot}} \quad \text{Duration of a decision slot} & & C_q \quad \text{Quadratic cost function} \\
  & e \quad \text{Episode} & & C_{L,a} \quad \text{Linear cost function based on the average of preceding} \\
  & S_{\text{max}} \quad \text{Maximum number of decision slots} & & \text{E episodes} \\
  & H_{\text{max}} \quad \text{Maximum connection time} & & C_{L,m} \quad \text{Linear cost function based on the median of preceding} \\
  & N_{\text{max}} \quad \text{Number of jointly coordinated charging stations} & & \text{E episodes} \\
  & N_s \quad \text{Number of connected EVs in state } s & & L^e \quad \text{Load in episode } e \text{ by policy } \pi \\
  & N_d \quad \text{Number of EVs with flexibility } \Delta_{\text{flex}} = d & & L_s^e \quad \text{Normalized load in episode } e \text{ by policy } \pi \\
  & x_s \quad \text{Representation of state } s & & B_a^b \quad \text{EV session data from episode } a \text{ to episode } b \\
  & x_{s,m} \quad \text{Aggregate demand in state } s \text{ (matrix state)} & & \mathcal{V}_e \quad \text{Set of EVs in the system at time } t \\
\end{align*}

coordination over the recent past (Section 3.3), and (iii) the quantitative analysis of the impact of the MDP formulation on the learning speed of the RL based control policy (Section 6). For (iii), we provide experimental results using real-world EV charging data and the fitted Q-iteration (FQI) algorithm [15] (with a neural network based function approximation, Section 4). Additionally, we compare our RL policies with both a business-as-usual policy (that charges EVs fully upon arrival), and a heuristic policy (that uniformly spreads individual EV charging over time). In particular, we define experiments (Section 5) to answer the following questions:

(Q1) What features (e.g., connection time, required energy, etc.) should be used to define state-action representations?

(Q2) What is the impact of the cost function definition on the learning speed and performance of the learned policy?

(Q3) What is the impact of our MDP formulation on (i) the performance of the RL policy, and (ii) the space and computation time complexity of learning such optimal RL policy?

(Q4) What is the impact of varying parameter settings during training on the performance of the RL policy?!

Conclusions and open issues for future work are presented in Section 7.

2. Related Work

In recent years, RL has attracted attention to facilitate data-driven DR to coordinate EV charging. Researchers have exploited RL for charging coordination of individual EVs to achieve objectives such as cost reduction, providing customized services, etc. For example, Chi et al. [13] achieve 10%-50% reduction in long term cost compared to business-as-usual using a RL control policy with a MDP framework where (i) the states are based on charging prices, price fluctuations, and timing variables, and (ii) the actions are based on daily energy consumption. Controlling the charging/discharging of an individual EV under price uncertainty for providing vehicle-to-grid (V2G) services is studied by Shi et al. [14]. Their MDP has (i) a state based on the hourly electricity price, state-of-charge, and time left till departure, and (ii) an action based on the decision of charging, delaying the charging, and discharging. Cost-saving by scheduling charging/discharging of a single EV for a user is studied by Wan et al. [6], where the MDP is based on (i) a state defined using electricity price and current state of charge of EV and, (ii) a binary action of either charging or discharging. As opposed to the previously stated cases [13, 14, 6], where the authors study controlled charging of a single EV, we study the joint coordination of a group of EVs. Additionally, the objective of our control policy is load flattening in contrast to the objective of cost-minimization.

For the collective charging of a group of EVs, previous studies have proposed stepwise approaches. Vandael et al. [16] propose a three-step DR algorithm for a group of EVs, based on which Claessens et al. [17] learn a collective charging plan for EVs using batch RL. Both their three-step DR approaches comprise an aggregation step, an optimization step, and a real-time control step. A heuristic algorithm is used in the control step to dispatch the energy corresponding to the charging actions determined in the optimization step. Batch RL is employed to generate these actions in the optimization step and trained using the aggregated constraints for each EV. A two-step time-of-day pricing demand response is proposed in [18], where an aggregator agent sells energy to clusters of EVs. Interactions in these aggregator agents is formulated as a two-step optimization problem,

---

1The parameters of interest are (i) the number of preceding days used in cost function, (ii) the time span of the training data, and (iii) the number of iterations in FQI algorithm. For details see Section 5.2 and Section 6.2.
where, (i) at the top level the aggregator maximizes its benefits, and, (ii) at the lower level the rational of EV driver is optimized. Contrary to these stepwise DR approaches based on separate aggregation and optimization steps, our DR jointly controls all EVs directly based on an efficient aggregated state representation.

The current paper more specifically addresses real-world implementation and scalability challenges of RL-based control, by defining and exploring state-of-the-art MDP formulations. In our previous work [5], we provided a proof-of-concept for RL-based DR for joint EV coordination (with MDP formulation that has quadratic cost function and state-action representation). In the current work we further focus on the MDP formulation (which we refine) and the learning speed of said RL-based DR. More specifically, in this paper, we, (i) define new compact state-action representations that scale linearly with system capacity and coordination horizon in contrast to exponential scaling in [5], (ii) propose computationally linear cost functions compared to the quadratic cost function in [5], and (iii) study the impact of our cost functions on RL based control policy optimization (by evaluating the computation time per iteration in FQI algorithm), in contrast, no such analysis is done in [5]. In the next section, we define the different components of the MDP.

3. Markov Decision Process (MDP)

Our main focus is flattening the load stemming from charging a group of EVs, i.e., we aim to minimize the peak-to-average ratio of the aggregate charging load of the group of EVs. This objective is achieved by minimizing the long term cost or T-step return in a Markov decision process (MDP). We use the MDP framework for model-free coordination for aggregated electric vehicle charging, by formulating the charging coordination as a discrete sequential decision making process. The learning objective is to find an optimum coordinated charging policy such that the long term expected cost is minimized.

We use RL to learn an optimum policy that achieves the said load flattening objective by jointly coordinating the charging demand of EVs connected to N_{max} charging stations. We assume that state transition probabilities are a priori unknown, thus, the policy is learned from interacting with the environment, by taking actions and observing the rewards/costs and next state. In the following subsections, we define two state representations, two action representations, and different cost functions that can be used to define the MDP formulation.

3.1. State Representations

An individual EV charging session is characterized by the (i) EV arrival time, (ii) EV departure time (Δ_{t}^{depart}), (iii) required energy, and (iv) charging power. We implicitly assume the same charging power for all EVs and compute the time needed to complete the charging (Δ_{t}^{charge}) by dividing the required energy with the charging power. A state representation is defined using the information from these features. At timesetp t, the number of EVs in the system is N_{s}, and the available information can be summarized as:

\[ Y_t = \{ (\Delta_t^{depart}, \Delta_t^{charge}), \ldots, (\Delta_t^{depart}, \Delta_t^{charge}) \} \]

The underlying idea of charging demand coordination is to exploit the available flexibility in the system. Thus, this flexibility can be used to define the state representation. The flexibility, i.e., how much charging can be delayed, offered by each EV is represented by \( \Delta_t^{flex} = \Delta_t^{depart} - \Delta_t^{charge} \).

We thus redefine the available information as:

\[ Y'_t = \{ (\Delta_t^{flex}), \ldots, (\Delta_t^{flex}) \} \]

The state representation is of the form \( s = (t, x_i) \), where \( t \) is the timeslot (i.e., \( t \in \{1, \ldots, S_{max}\} \)) and \( x_i \) provides the aggregate information of all EVs in the system. A binning algorithm inspired by [19] is used to aggregate the EVs connected to the charging stations while retaining the required information to facilitate learning.

We previously [5] defined a matrix state representation \( x_{s,m} \) using set \( Y_t \). We now propose a new compact and improved vector state representation \( x_{s,v} \) using set \( Y'_t \).

1) Matrix State Representation \( x_{s,m} \): The aggregate demand represented in a 2D grid, with one axis representing \( \Delta_t^{depart} \), and other \( \Delta_t^{charge} \). The element of \( x_{s,m} \) at position \( (i, j) \) counts the number of EVs in the corresponding \( (\Delta_t^{depart}, \Delta_t^{charge}) \) bin, i.e., for which \( i = \Delta_t^{depart} \) and \( j = \Delta_t^{charge} \).

2) Vector State Representation \( x_{s,v} \): The aggregate flexibility represented using a vector. The element of \( x_{s,v} \) at position \( i \) counts the number of EVs in the corresponding \( (\Delta_t^{flex}) \) bin, i.e., for which \( i = \Delta_t^{flex} \).

The maximum number of decision slots is \( S_{max} = H_{max}/\Delta_{t}^{slot} \) (\( H_{max} \) is the maximum connection time). For an exemplary scenario with \( N_{max} = 4 \) and \( S_{max} = 3 \), Figure 1a provides the matrix state representation \( x_{s,m} \) and Figure 1b provides the vector state representation \( x_{s,v} \).

At time \( t = 1 \), assume that we have \( N_{s} = 3 \) cars: \( c_1 = (\Delta_1^{depart}, \Delta_1^{charge}) = (3,2) \), \( c_2 = (\Delta_2^{depart}, \Delta_2^{charge}) = (2,1) \) and \( c_2 = (\Delta_2^{depart}, \Delta_2^{charge}) = (2,2) \) with no other arrivals during the control horizon. The resulting states are divided by \( N_{max} = 4 \) to maintain generalizability in our state representations. We have shown previously that the policy learned from the \( x_{s,m} \) representation can be generalized to a different number of charging stations if the state representation is normalized by system capacity \( N_{max} \). To maintain this generalizability in our new state representations, we perform the same normalization.

In the matrix state representation, EVs binned into cells on the main diagonal of \( x_{s,m} \) (i.e., \( i = j \)) have zero flexibility while the ones binned into cells on the upper diagonals of \( x_{s,m} \) are flexible charging requests. In a vector state representation EVs binned into the first cell of \( x_{s,v} \) (i.e., \( i = 0 \)) have zero flexibility while the ones binned into cells after the first cell of \( x_{s,v} \) are flexible charging requests. Negative \( \Delta_t^{flex} \), corresponding to the lower diagonals of \( x_{s,m} \), would...
indicate EVs for which the requested charging demand cannot be fulfilled ($\Delta^{charge} > \Delta^{depart}$).

The matrix state representation summarizes all the information available from the environment and results in a fully observable setting. The information about the flexibility ($\Delta^{flex} = \Delta^{depart} - \Delta^{charge}$) can also be identified from the matrix state representation. The vector state representation only summarizes the information about flexibility, and results in a partially observable setting. Yet it still is highly relevant for making charging decisions. We use the matrix and vector state representations to answer Q1 (What features should be used to define state-action representations?), where these representations are based on different features and provide different levels of detail, i.e., observability, to learn the control policy. Note that the vector state representation results in a smaller number of states in the state space of the problem compared to the matrix state representation.

3.2. Action Representations

The action our agent needs to decide on is which EVs to charge and which ones’ charging to delay in state $s = (t, x_s)$. We will make the decisions based on flexibility ($\Delta^{flex}$): EVs that offer similar flexibility will be charged/delayed together. Thus, actions are represented by a vector $u_s$ where the element at position $d$, given by $u^d_s$, provides the number of EVs to charge in flexibility bin $\Delta^{flex} = d$ ($d \in \{0, \ldots, S_{max} - 1\}$). The total number of EVs in flexibility bin $\Delta^{flex} = d$ is $N_d$. Thus, the element $u^d_s$ of the action vector will be a number in $\{0, \ldots, N_d\}$. For example, $N_d = 3$ means that 3 cars offer the same flexibility, and $u^d_s$ is the number of cars that will be charged, and thus lies in $\{0, 1, 2, 3\}$.

We scale the elements of action $u_s$ to be numbers in $[0,1]$, representing the fraction of cars that we will charge, i.e., we divide $u_s$ by $N_d$ or $N_{max}$. We previously [5] divided action $u_s$ by $N_d$ to estimate a locally scaled action $u_{s,l}$, which is difficult to interpret as $N_d$ depends on $d$ and changes after each interaction with the system. To improve interpretability, we now divide action $u_s$ by $N_{max}$ to estimate a globally scaled action $u_{s,g}$, and keeping the scaling factor fixed. We thus have the following two action representations:

1. **Locally Scaled Action Representation ($u_{s,l}$):** Each element of the action vector is divided by the total number of cars in its flexibility bin, i.e., $u^d_{s,l} = u^d_s/N_d$.

2. **Globally Scaled Action Representation ($u_{s,g}$):** Each element of the action vector is divided by the system capacity ($N_{max}$), i.e., $u^d_{s,g} = u^d_s/N_{max}$.

For the exemplary scenario stated before with $N_{max} = 4$ and $N_d = 3$, Figure 2 illustrates how $u_{s,l}$ and $u_{s,g}$ are constructed from both state representations ($x_{s,m}$ and $x_{s,g}$) and the counts $N_d$. We will ensure that EV charging demands are never violated, i.e., the EVs for which $\Delta^{flex} = 0$ will always be charged. Thus, there are 3 possible actions to take in this state. For the other two EVs the possible actions are: charge none, charge one or charge both. State representations are used to estimate an intermediate vector in which the value at position $d$ represents $N_d$, i.e., the total number of EVs with flexibility $d$. This intermediate vector can be used to define action space $U_{s,l}$ for locally scaled actions and action space $U_{s,g}$ for globally scaled actions.

3.3. Cost Function

Our objective is to flatten the aggregate EV charging load, while fulfilling the charging demand for each EV before its departure. This will be achieved through defining a cost function denoted as $C(s, u_s, s')$ quantifying the utility of a transition from state $s$ to $s'$ by taking action $u_s$. Each state $s$ is given by $(t, x_s)$, where $t$ is the timeslot and $x_s$ is the state (matrix or vector state representation). The cost function will clearly be related to charging load, i.e., power consumption. Power consumed from all EVs by taking action $u_s$ in state $x_s$ will be represented by $P(x_s, u_s)$:

$$P(x_s, u_s) = \sum_{d=0}^{S_{max}-1} N_d u^d_s$$

(3)

3.3.1. Quadratic Cost Function ($C_q$)

In our previous work [11], we defined a cost function based on the squared power consumption. This quadratic cost function is defined in Eq. (4) where the cost for taking action $u_s$ in state $s = (t, x_s)$ amounts to the squared charging power consumption.

$$C_q(s, u_s, s') = C_q\left( (t, x_s), u_s, (t+1, x_{s'}) \right)$$

$$\triangleq \left( P(x_s, u_s) \right)^2$$

(4)

Minimizing the long term cost based on this function translates to load-flattening across all EV charging stations.
 Reinforcement learning for EV charging demand coordination

\[ x_{s,m} = \begin{pmatrix} 0 & 0.25 & 0 \\ 0 & 0.25 & 0.25 \\ 0 & 0 & 0 \end{pmatrix} \]

Or

\[ x_{s,\ell} = \begin{pmatrix} 0 & 0.25 & 0.50 & 0 \end{pmatrix} \]

Figure 2: Action spaces for different state representations \((U_{s,l})\): Action space with locally scaled actions, \(U_{s,\ell}\): Action space with globally scaled actions). Derived from the matrix \((x_{s,m})\) or vector \((x_{s,\ell})\) state representations for a system with \(N_{\text{max}} = 4\) EV charging points.

(Yellow: \(\Delta t^{\text{flex}}=0\); Blue: \(\Delta t^{\text{flex}}=1\); Green: \(\Delta t^{\text{flex}}=2\))

3.3.2. Linear Cost Functions \((C_{lm}^E\text{ and } C_{lm}^F)\)

We define cost functions that utilize the information from optimum policies of the preceding days (where we have information for all EV sessions). This is based on the assumption that days with similar EV session characteristics (arrivals, departures and required energy) will have similar optimal solutions. The optimal solution, i.e., power consumption for each timeslot, for a prior day can be calculated using an all-knowing optimum policy (e.g., by formulating the problem as a quadratic optimization problem). The power consumed from all EVs under optimal policy coordination is represented by \(P^{\text{opt}}(t,e)\), where \(t\) is timeslot and \(e\) represents the corresponding episodic ‘day’. For the set of preceding \(E\) episodic ‘days’, the consumed powers from episode \(e - 1\) to \(e - E\) can be summarized in the set defined in Eq. (5), where \(e\) is the current episodic ‘day’.

\[
P^{\text{opt}}_{t,e,E} = \{ P^{\text{opt}}(t,e - 1), \ldots, P^{\text{opt}}(t,e - E) \} \tag{5}
\]

By utilizing the information about the optimal policy available in this set, we define two cost functions. These cost functions are based on the absolute difference between power consumed, i.e., \(P^s(x_s,u_s)\), and either the average (Eq. (6)) or the median (Eq. (7)) of set \(P^{\text{opt}}_{t,e,E}\).

\[
C_{lm}^E(s,u_s,s') = \left| P^s(x_s,u_s) - \text{avg}(P^{\text{opt}}_{t,e,E}) \right| \tag{6}
\]

\[
C_{lm}^F(s,u_s,s') = \left| P^s(x_s,u_s) - \text{median}(P^{\text{opt}}_{t,e,E}) \right| \tag{7}
\]

The second term of these cost functions is the average/median of power consumption by optimum policy coordination for the preceding \(E\) episodic ‘days’. Minimizing the long term cost calculated from these cost functions translates to reducing the deviation of the current charging policy \((\pi)\) from the optimum policies of preceding episodes. Hence, the current charging policy \((\pi)\) learns to mimic the behavior, and subsequently the objective, of these optimum policies. These cost functions will be effective for any coordination objective (e.g., cost-saving, peak-shaving, etc.), as the current charging policy approximates the optimum policies of preceding episodes, which can be trained for any objective. We consider the case of load-flattening to test these linear cost functions against the quadratic cost function to answer Q2 (Impact of the cost function definition on the learning speed and performance of the learned policy?).

3.4. State-Action Value Function

Solving the MDP means finding an optimum control policy \(\pi : S \rightarrow U\) that minimizes the expected \(T\)-step cost, which for a policy \(\pi\) at timestep \(t\) is given in Eq. (8). The control time horizon in our setting is given by \(T = S_{\text{max}}\). The policy can be identified by evaluating a state-action value function, i.e., the \(Q\)-function, and selecting the action that minimizes it at each timestep. This \(Q\)-function is provided in Eq. (9).

\[
J_T^\pi(s) = \mathbb{E} \left[ \sum_{t=1}^{T} C((t,x_t),u_t,(t+1,x_{t+1})) \right] \tag{8}
\]

\[
Q^\pi(s,u_s) = \mathbb{E} \left[ C(s,u_s,s') + J_T^\pi(s') \right]. \tag{9}
\]

The \(Q\)-function corresponding to the optimum policy represented by \(Q^*(s,u_s) = \min_{\pi} Q^\pi(s,u_s)\) can be calculated if the transition probabilities between states are known. However, these are unknown in our setting, hence we use a learning algorithm to approximate the optimum \(Q\)-function as \(\hat{Q}^*(s,u_s)\). In the next section, we provide details of the batch reinforcement learning algorithm used to learn \(\hat{Q}^*(s,u_s)\).

4. Batch Reinforcement Learning

We employ batch mode reinforcement learning to learn the \(Q\)-function, i.e., \(\hat{Q}^*(s,u_s)\). In batch reinforcement learning algorithms, optimization is performed on data collected in past experiences rather than online interactions from the environment. We use the historical EV data (arrivals, departures, and required energy) and a random policy to collect past experiences. Each experience is defined in terms of (i) an initial state \(s\), (ii) the action taken \(u_s\), (iii) the resulting state \(s'\) after taking the action, and (iv) the associated costs \(C(s,u_s,s')\). An experience set denoted by \(F\) contains tuples \((s,u_s,s',C(s,u_s,s'))\) and is generated based on the state representation, action representation, and cost function.
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| Experience Set | State Representation | Action Representation | Cost Function | RL Trained Policy | State Space Complexity |
|----------------|----------------------|-----------------------|---------------|------------------|-----------------------|
| $F_1$          | Matrix ($t, x_{st}$) | Locally Scaled ($u_{st}$) | Quadratic ($C_q$) | $RL_{w}$ | $O(S_{max}^2)$ |
| $F_2$          | Vector ($t, x_{st}$) | Locally Scaled ($u_{st}$) | Quadratic ($C_q$) | $RL_{w}$ | $O(S_{max}^2)$ |
| $F_3$          | Matrix ($t, x_{st}$) | Globally Scaled ($u_{st}$) | Quadratic ($C_q$) | $RL_{w}$ | $O(S_{max}^2)$ |
| $F_4$          | Vector ($t, x_{st}$) | Globally Scaled ($u_{st}$) | Quadratic ($C_q$) | $RL_{w}$ | $O(S_{max}^2)$ |

Table 1
Experience sets ($F$) generated for Experiment 1 (observability) to evaluate the effect of information provided by state-action representation on the performance of learned RL control policy.

| Experience Set | State Representation | Action Representation | Cost Function | RL Trained Policy | State Space Complexity |
|----------------|----------------------|-----------------------|---------------|------------------|-----------------------|
| $F_5$          | Vector ($t, x_{st}$) | Globally Scaled ($u_{st}$) | Quadratic ($C_q$) | $RL_{w}$ | $O(S_{max}^2)$ |
| $F_6$          | Vector ($t, x_{st}$) | Globally Scaled ($u_{st}$) | Linear (Average) ($C_{La}$) | $RL_{w}$ | $O(S_{max}^2)$ |
| $F_7$          | Vector ($t, x_{st}$) | Globally Scaled ($u_{st}$) | Linear (Median) ($C_{Lm}$) | $RL_{w}$ | $O(S_{max}^2)$ |

Table 2
Experience sets ($F$) generated for Experiment 2 (credit-assignment) to evaluate the effect of different cost functions on the performance of learned RL control policy.

**Fitted Q-iteration (FQI):** We use the Fitted Q-iteration [15] algorithm to learn $\hat{Q}(s, u)$ from $F$. A fully connected Artificial Neural network (ANN) is used as function approximation for $\hat{Q}(s, u)$.

**State-Action space:** The past experience set $F$ is generated by taking actions (randomly or deterministically) given a state $s$. The number of all possible actions given a state $s$ is given by Eq. (10), where the second term reflects the single “choice” we have for the cars without flexibility ($\Delta t^{flex} = 0$).

$$ [U_i] = \prod_{d=1}^{S_{max}-1} (N_d + 1). \quad (10) $$

5. Experiment Setup

In this section, we provide the details of the real-world data used in our experiments. We outline the experiments that were performed to answer our research questions. We also provide performance metrics used to evaluate the trained control policies.

5.1. Data and Model Specifications

We use a real-world dataset to train the RL based control policy. Our dataset is derived from real-world data collected by ElaadNL since 2011, from 2500+ public charging stations [20], from which we selected the data for 2015. We represent this data in an episodic format, such that each episodic ‘day’ starts at 7 am and ends 24 hours later (the day after at 7 am). Further, we assume an empty car park at end of each episode (all EVs leave the charging stations). Thus, irrespective of the starting state of the episode, we always reach the same terminal state characterized by an empty car park (all elements of the $x_{st}$, $x_{st}$ are zero). A terminal state stabilizes the learning process in FQI that adopts a neural network based function approximation [21]. The time granularity is set to $\Delta t^{slot} = 2$ h, which means $S_{max} = 12$ timeslots in each episodic ‘day’. We jointly coordinate $N_{max} = 10$ charging stations, i.e., at most 10 EVs can be connected simultaneously.

For training the RL agent we start by creating the experience sets $F$. This set contains the past experience for multiple episodes. For each episode, we start from the first state of a day characterized by $(t_1, x_1)$ and randomly choose an action from the set of possible actions in each state and observe the next state and the associated state transition cost until the terminal state is reached (i.e., $(t_f, x_f)$). This single sequence of states and actions is referred to as a trajectory. Each transition in this trajectory is saved in the experience set in the form of tuples $(s, u, s', C(s, u, s'))$. We randomly generate 5000 trajectories for each episode.

An artificial neural network (ANN) architecture is used to estimate the $Q$-function from the experience set $F$ using FQI. This network consists of an input layer and 2 hidden layers with ReLU activation functions. There are 128 and 64 neurons in the first and second hidden layers respectively. The output layer has a single neuron with a linear activation function. The input of the network is a vector that is created by combining the state and action. In case of matrix state representation we concatenate the matrix rows to obtain an input vector of length $145 ((S_{max})^2 + S_{max} + 1)$, and in the case of vector state representation, the length of the input vector is 25 ($S_{max} + 1$). We use Huber loss [22] instead of mean-squared-error for improving the stability in learning in our algorithm [23]. All experiments are run on a system with an Intel Xeon E5645 3.1 GHz processor and 16 GB RAM. We outline two experiments below that are used to answer our research questions.
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5.2. Experiments

We define two experiments utilizing the ElaadNL transactions data of 2015 to answer our research questions. A dataset of transactions from episode $a$ to $b$ is represented by $B^b_a$. A validation set thus contains a training dataset $B^b_a$ and a testing dataset $B^b_d$. We evaluate the performance of RL based control policies across all validation sets.

**Experiment 1 Observability:** We design an experiment to evaluate the impact of different state-action representations and answer Q3 (Impact of MDP formulation on the performance of the RL policy?) and a part of Q4 (What is the impact of varying parameter settings during training the RL agent?). Based on different state-action representations defined in Section 3.1 and Section 3.2, we generate 4 different experience sets. The details of these experience sets are summarized in Table 1. Each experience set is used to learn a control policy. For example, $RL_{\text{BAU}}$ is a trained control policy from experience set $F_1$ which has matrix state representation and locally scaled action representation.

The state-action representations affect the space complexity of an experience set ($F$), and the learning speed of the control policy. To compare different state-action representations (Table 1), we perform an increasing window validation where the size of training datasets are different (Figure 3a). The training datasets are generated from {30, 60, …, 270} episodes, and we test on the immediate next 30 episodes. For example, the first validation set has training data $B^{30}_1$ (data from {1, …, 30} episodes) or 1 Jan 2015 to 30 Jan 2015) and testing data $B^{60}_{31}$ (data from {31, …, 60} episodes).

**Experiment 2 Credit Assignment:** We define another experiment to investigate the impact of the cost definition on the training and performance of the learned optimum policy to answer Q4 (What is the impact of varying parameter settings during training on the performance of RL agent?). Credit is assigned to each transition (taking an action on a given state) based on the defined cost function in the MDP formulation. Based on the different cost functions defined in Section 3.3, we generate 3 different experience sets. summarized in Table 2. Each experience set is used to train a control policy, for example, $RL_{\text{BAU}}$ is a trained control policy from experience set $F_3$ which uses a quadratic cost function.

In the case of different cost functions, the space complexity of the experience set ($F$) is not affected. Linear cost functions are dependent on the optimal charging policies for the preceding $E \in \{1, 5, 10\}$ days (Eq. (6) and Eq. (7)). To train the policies on the same size of data, but with different preceding days, we evaluate the cost functions using a rolling window validation where the size of training sets is kept fixed (Figure 3b). Data from used for weekdays, which have similar EV session characteristics (shown previously in [24]). The training dataset has data from weekdays of 30 episodes, the testing dataset has weekdays of 30 episodes, and the rolling window comprises 30 episodes.

5.3. Performance Evaluation

**Policy Performance:** To evaluate the performance of the learned policy, we use a metric defined as normalized load, which is relative to the load achieved by the optimal policy (obtained from formulating the load flattening problem as a quadratic optimization problem). The quadratic load incurred in an episode $e$ by using policy $\pi$ is defined by Eq. (11). The normalized load for episode $e$ is calculated using Eq. (12). If the trained control policy $\pi$ reaches the optimal policy, then $\tilde{L}_{\pi} = 1$.

$$L^e_\pi = \sum_i \left( \sum_d N_d \cdot u^d_s \right)^2$$

(11) 

$$\tilde{L}_{\pi} = \frac{L^e_{\pi}}{L^e_{\text{opt}}}$$

(12) 

Furthermore, for performance comparison we include the normalized load for (i) BAU: a business-as-usual (BAU) policy characterized by continuously charging each EV upon arrival, and (ii) Heur: a discrete-action heuristic policy that assumes that individual EVs are charged uniformly over their entire connection time. However, the heuristic spreads the $c$ slots during which the EV needs to charge over the total number of available slots $d$. This amounts to distributing $d-c$ no-charge slots evenly over the total number of $d$ slots, thus splitting them into $d-c+1$ parts. Assuming for simplicity that $c \geq d/2$, this means we insert a no-charge slot every $d/(d-c+1)$ other slots.

**Policy Training Time:** Defined as the time it takes for RL agent to be trained. During FQI, we run 12 iterations to train the ANN for each selected training dataset. We record the time for these iterations for all the learned policies.
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6. Experimental Results

In this section, we provide the results from Experiment 1 and Experiment 2 to answer Q3-Q4. More specifically, we analyze the performance and training time of control policies trained on different state-action representations (Experiment 1) and different cost functions (Experiment 2).

6.1. Observability: State-Action Representation

We evaluate policies trained on different state-action representations by analyzing the results from Experiment 1 (Section 5.2). Figure 4 provides the normalized load ($\bar{L}_e$) comparison for control policies for different MDPs. Each box is constructed from 30 normalized loads ($\bar{L}_e$) calculated for each episode in the test set. We also perform a Wilcoxon signed-rank test on these normalized loads to quantify statistically significant difference among different control policies (significant for p-values $\leq 0.05$). Using RL based demand coordination provides 30%-50% improvement in performance compared to the BAU control policy, depending on the training set size and the underlying state-action representation in the MDP formulation.

Locally scaled actions are scaled with $N_d$, i.e., the number EVs in flexibility bin $\Delta t_{flex}=d$, in contrast to globally scaled actions which are scaled with $N_{max}$, i.e., maximum system capacity (Section 3.2). Locally scaled actions train a better performing control policy compared to globally scaled actions. The reason is that locally scaled actions explicitly calculate percentage of EVs in each flexibility bin, which helps in learning a superior policy, in contrast to globally scaled actions where this information is implicit. This performance gain increases with the increase in training data size. For a provided action representation, both matrix and vector state representations have similar performance. Furthermore, the performance of the control policies improves with an increase in the training data size, where we see that $RL_{vl}$ (vector state, locally scaled actions) and $RL_{ml}$ (matrix state, locally scaled actions) outperform the other policies.
Training time depends on the MDP formulation as each state-action representation has different space complexity. Utilizing vector state representation in MDP formulation leads to linear space complexity i.e., $O(S_{\text{max}})$, compared to the quadratic space complexity in matrix states representations, i.e., $O(S_{\text{max}}^2)$ (Table 1). This results in a reduction in training time of control policies trained using vector state representations compared to matrix state representations, as shown in Figure 5. Training time increases with the number of episodes in the training data. We note that local scaling of actions decreases the training time compared to global scaling, and the lowest training times are reported for $RL_{vl}$ (vector state, locally scaled actions). The training time for $RL_{vl}$ policy is 30% less than the training time for $RL_{mg}$.

Policies learned from vector state representations perform similar to the policies learned from matrix state representations. Thus, information about flexibility (vector state representation) is enough to train a good policy, which answers Q1 (What features should be used to define state-action representations?). Furthermore, training a control policy on a partially observable MDP (such as a MDP based on vector state representation and locally scaled actions) takes approximately 20%-30% less time compared to the fully observable MDP. This answers Q3 (effect of different MDP formulations on RL policy?), where we note that policies trained using MDPs based on vector states and locally scaled actions outperform other policies, are space-efficient, and are computationally less expensive. Furthermore, we notice that performance of RL policies increases with increase in the time span of training data, which answers a part of Q4 (impact of varying parameter settings?).

### 6.2. Impact of Cost Functions Definitions

The performance of a trained control policy depends on the cost function, where an effective cost function helps to achieve faster convergence by providing informative rewards. To study the effect of cost functions on performance and convergence, we analyze the results of Experiment 2 (Section 5.2). We use the FQI algorithm to train control policies using MDP formulations characterized by the different cost functions defined in Section 3.3. Figure 6a compares the average normalized load incurred in different control policies. Control policies are evaluated in the test set after each iteration, and the average normalized load is calculated for all episodes in all validation sets. Notethat linear cost functions ($C_{E,l,a}$ and $C_{E,l,m}$) are based on the optimum solutions (power consumption with optimum policy EV charging demand coordination) of preceding $E$ episodes, and we choose $E = 1$ for this comparison. Similar results are observed for other values of $E$. Furthermore, we also include the average normalized load incurred by a BAU control policy for comparison.

Policy based on quadratic cost function ($RL_q$) takes 8-10 iterations of FQI algorithm to converge, whereas, the policies trained on linear cost functions ($RL_a$ and $RL_m$) take 3-4 iterations to converge. FQI takes longer to converge with the quadratic cost function because the agent has to learn the expected T-step return. This information is indirectly included in the linear cost functions, where we include the optimum solutions (power consumption with optimum policy EV charging demand coordination) of preceding $E$ episodes, and we choose $E = 1$ for this comparison. Similar results are observed for other values of $E$. Furthermore, we also include the average normalized load incurred by a BAU control policy for comparison.

Figure 6b shows the normalized load for control policies trained with different cost functions.
trained for linear cost functions with $E \in \{1, 5, 10\}$ (average/median of optimum solutions is calculated for preceding $E$ episodes). We also include the p-values for the Wilcoxon signed-rank test to evaluate statistical difference (statistically significant difference for p-values $\leq 0.05$). We notice similar performance for average ($C_{l,m}^F$) and median ($C_{l,m}^C$) based linear cost functions. Policy trained with average/median of preceding 10 episodes has similar performance to a policy trained with information of a single preceding episode.

FQI converges faster with linear cost functions because they are easier to learn and are based on the optimum policies of preceding episodes. This helps in answering Q2 (Impact of the cost function definition on the learning speed and performance of the learned policy?), as we can conclude from Figure 6a that we should utilize the optimum policies of preceding days to define linear cost functions, which prove to be superior to the quadratic cost function. We also answer Q4 (impact of varying parameter settings?) in this section, where we note from Figure 6b that the optimum solution of the immediate preceding episode ($E = 1$) is as informative as the average of preceding 10 episodes.

7. Conclusions

In this paper, we explored different aspects of an MDP formulation used to train a reinforcement learning based charging demand coordination to jointly coordinate the charging demand of a group of EV charging stations. We defined (i) a new partially observable state representation, (ii) different action representations, and (iii) two new cost functions that assign costs based on a posteriori determined optimal charging actions for the preceding days. These state-action representations and cost functions are used to define different MDP formulations. A real-world EV charging dataset is used to evaluate the performance of RL based control policies trained using different MDP formulations. We compared our control policies with an optimum policy (an all-knowing policy), a business-as-usual (BAU) control policy (i.e., charging fully upon arrival) and a heuristic control policy (spreading out each individual EV’s required charging over the time it is connected). The conclusions from our study can be summarized as follows:

1. **State-Action Representation**: A partially observable vector state representation provides similar performance to a fully observable matrix state across all training set sizes (Section 6.1). Information about flexibility is sufficient to learn a control policy, as vector state representations are based on aggregate flexibility. Furthermore, we see that local scaling of actions (scaling by the number of EVs with the same flexibility, $N_d$) improves the performance of control policy compared to full scaling (scaling by the system capacity, $N_{\text{max}}$). We conclude that our vector state representation and locally scaled actions are the best choice for state-action representation among the considered alternatives.

2. **Cost Function**: The proposed linear cost functions expedite optimization compared to quadratic cost function by, (i) learning a control policy with 10% lower normalized load in a single iteration (Section 6.2), and (ii) achieving convergence within fewer iterations as compared to the quadratic cost function (Figure 6a). Furthermore, the number of preceding days utilized in linear cost functions does not affect the performance significantly, thus, the optimum solution from a single preceding day is sufficient (Figure 6).

3. **Space and Computational Complexity**: MDP formulations based on vector states and matrix states have linear and quadratic space complexity respectively, in terms of the total number of decision slots, i.e., $S_{\text{max}}$ (Section 5.2). Vector state representation and locally scaled actions assist in learning control policies 30% faster compared to all other alternatives (Figure 5).

An MDP formulation based on (i) a partially observable vector state representation, (ii) a locally scaled action representation, and (iii) a linear cost function, can provide 40%-50% improvement in load flattening compared to the BAU control policy and 20%-30% compared to a simple heuristic control policy for EV coordination (Figure 4 and Figure 6b).

In future work, we will (i) explore possible improvements in the function approximator used to approximate the $Q$-function in the FQI algorithm. The currently used Artificial Neural Network (ANN) can be improved by hyperparameter tuning or using a different neural network architecture. Further, (ii) we currently use a value iteration based learning approach to train the RL agent, where we learn the $Q$-function based on discrete state-action pairs. We would like to investigate policy iteration methods that learn the policy directly.
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