Abstract. We introduce the price of symmetrisation, a concept that aims to compare fundamental differences (gap and quotient) between values of a given graph invariant for digraphs and the values of the same invariant of the symmetric versions of these digraphs. Basically, given some invariant our goal is to characterise digraphs that maximise price of symmetrisation. In particular, we show that for some invariants, as diameter or domination number, the problem is easy.

The main contribution of this paper is about (partial) results on the price of symmetrisation of the average distance. It appears to be much more intricate than the simple cases mentioned above. First, we state a conjecture about digraphs that maximise this price of symmetrisation. Then, we prove that this conjecture is true for some particular class of digraphs (called bags) but it remains open for general digraphs. Moreover, we study several graph transformations in order to remove some configurations that do not appear in the conjectured extremal digraphs.
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1 Introduction

It is a common question in optimisation and computer science to wonder how an optimal solution would change should we ensure a constraint to hold (or conversely, if we relax a constraint). This can be interpreted by a difference or a ratio between two solutions of related problems. Conceptually, it can be viewed as the price to pay to add or remove a constraint. For example, approximation factors denote the price of polynomial worst case complexity for optimisation problems [13]. Let us also mention competition ratio [3] in online algorithms, price of anarchy [11] in game theory and price of connectivity [4] in graph theory.
We introduce here a concept that also associate an estimation of the price of adding a constraint, in the context of digraphs. More precisely, we define the *price of symmetrisation* for a digraph $G$ as the gap (or the quotient) between the value of a given graph invariant for a digraph $G$ and the value of the same invariant for the symmetric version of $G$, that is the graph obtained from $G$ by adding an arrow $(j, i)$ (if not already present) when an arrow $(i, j)$ exists in $G$. In other words, given an invariant $I$, the price of symmetrisation associated to $I$ expresses how would the values of $I$ evolve if we force digraphs to be symmetric. A natural motivation in studying prices of symmetrisation is that the symmetric version of a digraph $G$ is conceptually equivalent to the *undirected* one.

In particular, we are interested in extremal problems about prices of symmetrisation : what (family of) digraphs maximise the price of symmetrisation of a given invariant? On the contrary, literature usually consider that question the other way around, stated as an orientation problem : given an undirected graph $G$ and an invariant $I$, what is the minimum value of $I$ among all orientations of $G$. This question was first introduced by Chvátal and Thomassen [5] about radius and diameter. Later, many papers [6,8–10,12] followed, in this search of a directed graph "almost preserving the value of $I". Further results about orientations and this question in particular can be found in the book of Bang-Jensen and Gutin [2]. We are more concerned about finding, among all graphs, what is the directed graph that will make the value of $I$ differ the most from the undirected one.

After fixing some notations in Section 2, we give some (easy) solutions to the price of symmetrisation problem in the case of the diameter and the domination number in Section 3. The main part of this paper is Section 4, devoted to the study of digraphs that have the maximum price of symmetrisation for the average distance. Experiments with the conjecture-making system Digenes [1] has led to Conjecture 9 presented later. This conjecture describe, for a given order, which digraph is supposed to be extremal for the price of symmetrisation of the average distance. Despite many efforts, we were not able to prove this conjecture in full generality. However, we show in Section 4.1 that among some digraphs (called bags), this conjecture is true. Moreover, we give results about graph transformations in Sections 4.2 and 4.3 that show that extremal graphs cannot contain induced $C_2$ in many cases. We end this section by pointing out paths of research that, if successful, will allow to prove the conjecture in full generality.

## 2 Notations and definitions

We devote this section to basic definitions and notations used throughout the paper and assume the reader to be familiar with basic notions of graph theory. Otherwise, we refer to the book Bang-Jensen and Gutin [2] for more details about
directed graphs (digraphs). In this paper, we only consider digraphs. By abuse of terminology, we will often refer them as graphs.

Let $G = (V, A)$ a simple digraph with vertex set $V$ and arrow set $A$. We denote by $\mathcal{G}_n$ the space of all simple non isomorphic digraphs of order $n$. A (graph) invariant is a numerical value preserved by isomorphism, such as chromatic number, independence number, diameter and so on. We note $G \simeq H$ if graphs $G$ and $H$ are isomorphic.

We note $|x, y|_G$ the distance between two vertices $x$ and $y$ of a graph $G$. When the context is clear, we will simply note this distance $|x, y|$. Recall that the diameter $D(G)$ of a digraph $G$ is the length (in number of arrows) of the longest shortest path of $G$. Moreover, the transmission $\sigma(G)$ of $G$ is the sum of all lengths of all shortest paths of $G$. The average distance $\mu(G)$ of $G$ is the arithmetic mean of these lengths, i.e., $\mu(G) = \frac{\sigma(G)}{n(n-1)}$. For both these invariants, we assume underlying graphs $G$ to be strongly connected, i.e., there exists a path between any pair of vertices of $G$. We call an arrow of $G$ a bridge if its deletion breaks the strong connectivity of $G$.

On the other hand, we say that a vertex $i$ dominates a vertex $j$ if $(i, j) \in A$, and call a dominating set $D$ of $G$ a set of vertices such as every vertex $j$ of $V - D$ is dominated by a vertex of $D$. The domination number $\gamma(G)$ of a digraph $G$ is the minimum size of a dominating set of $G$.

Given a digraph $G = (V, A)$, we note $\hat{G}$ the symmetric version of $G$, that is, $\hat{G} = (V, A')$, with $(i, j) \in A'$ if and only if $(i, j) \in A$ or $(j, i) \in A$, for all $i, j \in V$.

A tournament is a digraph such as between every pair of vertices $i$ and $j$, there is either an arrow $(i, j)$ or an arrow $(j, i)$ (but not both). We note $\mathcal{T}_n, \mathcal{P}_n$ and $\mathcal{K}_n$ the directed cycle, directed path and complete digraph of order $n$, respectively. We note $\mathcal{S}_n$ the set of tournaments of order $n$.

3 Basics on price of symmetrisation

We define here the price of symmetrisation for a digraph $G$. More formally, we define two following types of prices of symmetrisation involving an invariant $\mathcal{I}$:

$$P^-_\mathcal{I}(G) = |\mathcal{I}(G) - \mathcal{I}(\hat{G})|,$$

and

$$P^_/\mathcal{I}(G) = \frac{\mathcal{I}(G)}{\mathcal{I}(\hat{G})}.$$
We are then interested in the following extremal problem.

**Problem 1.** Let \( I \) be a graph invariant, what are the digraphs \( G \) of order \( n \) maximising or minimising \( P^{-}_{I}(G) \) or \( P^{I}_{I}(G) \)?

We will often only consider maximisation problems since in both cases any symmetric graph has a minimum price of symmetrisation\(^1\). More particularly, if \( G \) is symmetric, then \( P^{-}_{I}(G) = 0 \) and \( P^{I}_{I}(G) = 1 \).

Note that our definition of the price of symmetrisation is close to a problem introduced by Chvátal and Thomassen [5] when \( I \) is either the radius or the diameter. Indeed, they show that every undirected bridgeless graph of radius \( r \) has an orientation of radius at most \( r^2 + r \). They also work on a similar problem with diameter. However, our approach is different since we fix the order \( n \) and let the value of \( I \) free. On the other hand, Chvátal and Thomassen work with a fixed value of invariant and let the order free.

As we could have guessed, some prices of symmetrisation are easy. More formally, let \( I \) an invariant and \( G^{\ast} \) of order \( n \) be a graph such that \( I(G^{\ast}) \geq I(G) \), and \( I(\hat{G}^{\ast}) \leq I(\hat{G}) \), for all digraphs \( G \) of order \( n \). Then,

\[
P^{-}_{I}(G^{\ast}) \geq P^{-}_{I}(G),
\]

and

\[
P^{I}_{I}(G^{\ast}) \geq P^{I}_{I}(G).
\]

While in general it is not the case, the two following examples illustrate easy price of symmetrisation problems for standard graph invariants, namely diameter and domination number.

**Problem 2.** What are the digraphs \( G \in G_{n} \) maximising \( P_{D}^{-}(G) \) and \( P_{D}^{I}(G) \)?

**Problem 3.** What are the digraphs \( G \in G_{n} \) maximising \( P_{\gamma}^{-}(G) \) and \( P_{\gamma}^{I}(G) \)?

In Problem 2, we of course assume the considered graphs to be strongly connected. For this problem, as well as for the rest of the document, we need to introduce the notion of **backward tournament**.

**Definition 4.** We define the backward tournament \( B_{n} \) as the digraph \( (V, A) \) of order \( n \geq 3 \) such as

\[
V = \{v_{1}, v_{2}, \ldots, v_{n}\},
\]

\[
A = B \cup C,
\]

\[
B = \{(v_{i}, v_{i+1}) \mid 1 \leq i \leq n - 1\},
\]

\[
C = \{(v_{i}, v_{j}) \mid 3 \leq i \leq n \land 1 \leq j \leq i - 2\}.
\]

\(^1\)We assume \( I(G) \geq 0 \) for any graph \( G \).
We note that this graph is always a strongly connected tournament, has an hamiltonian shortest path from \( v_1 \) to \( v_n \), and is unique at fixed order \( n \). Figure 1 illustrates \( B_6 \).
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**Figure 1:** The tournament \( B_6 \).

It well known that, for any graph \( G \) of order \( n \), we have \( 1 \leq D(G) \leq n - 1 \). Moreover, we notice that \( D(B_n) = n - 1 \) and \( D(\hat{B}_n) = 1 \), making the problem of price of symmetrisation involving \( D \) easy. Observe that other graphs have such values for the diameter. Indeed, adding arrows \((v_i, v_{i-1})\) in \( B_n \) does not alter the diameter. We note \( \mathcal{B}_n \) the set of all these graphs.

The following theorem states that, among others, backward tournaments of order \( n \) maximise price of symmetrisation involving diameter.

**Theorem 5.** Let \( G \in \mathcal{G}_n \) with \( n \geq 3 \). Then,

\[
\begin{align*}
P_D^{-}(G) &\leq n - 2, \quad (1) \\
P_D^{+}(G) &\leq n - 1. \quad (2)
\end{align*}
\]

Moreover, equalities hold if and only if \( G \in \mathcal{B}_n \).

**Proof.** This proof only considers \( P_D^{-}(G) \), since the proof involving quotient is quite similar.

Assume \( G \in \mathcal{B}_n \). It is obvious that \( G \) maximises the price of symmetrisation, and so that \( G \) reaches Inequality (1). Indeed, diameter in \( G \) is maximum with a value of \( n - 1 \), while it is minimum in \( \hat{G} \) with a value of 1.

Let us show now that if a graph \( G = (V, A) \) is such as \( D(G) = n - 1 \) and \( D(\hat{G}) = 1 \), then \( G \in \mathcal{B}_n \). Since \( D(G) = n - 1 \), then there is an elementary shortest path of length \( n - 1 \) in \( G \). Let us number this path vertices from \( v_1 \) to \( v_n \), so we have \( |v_1, v_n| = n - 1 \). Clearly, \((v_1, v_n) \notin A\) since otherwise \( |v_1, v_n| = 1 \).

In addition, as \( D(\hat{G}) = 1 \), there is at least one arrow \((v_i, v_j)\) or \((v_j, v_i)\) between each pair of vertices \( v_i \) et \( v_j \). However, there can be no arrow \((v_i, v_j)\) with \( j > i + 1 \).
since such an arrow would reduce the length of the path from $v_1$ to $v_n$. We can so conclude all of these arrows are of type $(v_i, v_j)$ with $j < i$, and so that $G \in \mathcal{R}_n$.

The following notations are useful for solving Problem 3. Let $S_n$ be an undirected star of order $n$, we note $IS_n$ an orientation of $S_n$ where every edge of $S_n$ is oriented from its outline to its centre. Moreover, we call this graph an in-star of order $n$. The graph on the left of Figure 2 illustrates an in-star of order 5.

We note $\mathcal{L}_k(G)$ the set of non isomorphic digraphs that can be obtained from a digraph $G$ by replacing at most $k$ arrows $(u,v)$ by either an arrow $(v,u)$ or by both arrows $(u,v)$ and $(v,u)$. Figure 2 illustrates $\mathcal{L}_1(IS_5)$.

**Figure 2**: Illustration of $\mathcal{L}_1(IS_5)$.

**Theorem 6.** Let $G$ a digraph of order $n \geq 3$, we have:

\[
P^-\gamma(G) \leq n - 2, \quad (3)
\]

\[
P^+\gamma(G) \leq n - 1. \quad (4)
\]

Moreover, equalities hold if and only if $G \in \mathcal{L}_1(IS_n)$.

**Proof.** Again we only deal with $P^-\gamma(G)$. Clearly, Inequality (3) is verified since graphs of $\mathcal{L}_1(IS_n)$ maximise price of symmetrisation involving domination number. Indeed, $\gamma$ is maximum for graphs in $\mathcal{L}_1(IS_n)$ : since at most one arrow of $IS_n$ has been replaced by either a reversed arrow or a $C_2$, we still need to pick all vertices of the star but its centre to build a (minimum) dominating set. In the symmetric version of these graphs, domination number is always minimum since it is enough to pick the star centre as dominating set.

Let us show now that if equality in Inequation (3) holds, then $G \in \mathcal{L}_1(IS_n)$. The only case when it happens is when $\gamma(G) = n - 1$ and $\gamma(\hat{G}) = 1$. As $\gamma(G) = n - 1$, no vertex can have an out-degree higher than 1. Indeed, if such a vertex existed, then it would dominate more than one vertex (and itself) and so $\gamma(G)$
would be lower than \( n - 1 \). Moreover, as \( \gamma(\hat{G}) = 1 \), there must be a vertex \( v \) in \( G \) such as for every vertex \( w \neq v \) in \( G \), there is an arrow \((v, w)\) or \((w, v)\) or both arrows \((v, w)\) and \((w, v)\). Combining this statement with the previous one, there can be only one such vertex. These conditions lead to the conclusion that \( G \in \mathcal{L}_1(IS_n) \).

\[ \square \]

4 Price of symmetrisation and average distance

As stated in the beginning of Section 3, in the general case of prices of symmetrisation, there is no graph \( G \) maximising \( I(G) \) while minimising \( I(\hat{G}) \) at the same time, for instance with average distance (or transmission). In this case, it is well known that while \( C_n \) maximises \( \mu \) and \( \sigma \) [7], the graph \( K_n \) minimises them.

The following section introduces the problem and describes progress made in order to prove Conjecture 9, stated later.

**Problem 7.** What are the \( G \in \mathcal{G}_n \) maximising \( P - \mu(G) \) or \( P/\mu(G) \)?

We consider here only \( P - \mu(G) \), and as for diameter assume considered graphs to be strongly connected. Moreover, since \( \mu \) and \( \sigma \) are the same invariant up to a \( \frac{1}{n(n-1)} \) factor, we will only consider \( \sigma \) to avoid some fractions in computations.

**Definition 8.** A bag is a tournament \( T \) of order \( \geq 3 \) in which you duplicated an arrow and replaced the copy by a path \( P \) of arbitrary length \( \geq 2 \). Figure 3 illustrates an example of bag.

Let \( T \in \mathcal{T}_k \) with \( 3 \leq k \leq n - 1 \) and \( a \in A(T) \), we note \( \mathcal{H}_n(T, k, a) \) the bag of order \( n \) obtained when duplicating the arrow \( a \) of \( T \) and replacing it by a path of length \( n - k + 1 \).

More particularly, if \( T \simeq B_k \), when using the same notations as Definition 4, we note \( \mathcal{H}_n(k) \) the bag of order \( n \) obtained when duplicating arrow \((v_k, v_1)\) and replacing it by a path of length \( n - k + 1 \). The graph illustrated in Figure 3 is \( \mathcal{H}_8(4) \).

The following conjecture intuitively means it is either a cycle or a bag maximising price of symmetrisation, where the tournament size is roughly 40% of the bag’s order. This conjecture was output by the system Digenes [1].

**Conjecture 9.** Let \( G \in \mathcal{G}_n \) strongly connected, for \( 2 \leq n \leq 10 \) we have

\[
P_{\sigma}(G) \leq P_{\sigma}(C_n),
\]
with equality if and only if $G \simeq C_n$. Moreover, for $n \geq 11$, we have

$$P^-_\sigma(G) \leq P^-_\sigma(H_n(k^*)),$$

where

$$k^* = \max(P^-_\sigma(H_n(\lfloor r \rfloor)), P^-_\sigma(H_n(\lceil r \rceil)))),$$

$$r = n(\sqrt{2} - 1) + 8 - \frac{11\sqrt{2}}{2},$$

with equality if and only if $G \simeq H_n(k^*)$.

Figure 3: An example of bag with tournament $T$ of order 4 and a path of length 5.

A natural idea in an attempt to prove this conjecture is to proceed by graph transformations, i.e., find a sequence of graph transformations that will eventually end up on $H_n(k^*)$, while always increasing price of symmetrisation.

The rest of this document is devoted to this transformations approach, and organised in the following way. Firstly, Section 4.1 states that among all bags, $H_n(k^*)$ has a maximum price of symmetrisation. In this section, we also deal with the case of cycles when $n \leq 10$. This way, we will be directly able to conclude that Conjecture 9 is true if some transformation sequence ends up on some bag while increasing price of symmetrisation. Section 4.2 proposes various graph transformations in order to remove induced $C_2$ from most of graphs $G$ while increasing $P^-_\sigma(G)$. Indeed, there is no such configuration in the assumed extremal graph. Finally, Section 4.3 proposes a simple transformation ending up either on a bag or on some other particular configuration while increasing price of symmetrisation.

The following notation will be used in these three sections and is useful to easily compute $\sigma$ in some graphs.

**Notation 10.** Let $G = (V, A) \in \mathcal{G}_n$ strongly connected, $X, Y \subseteq V$ disjoints non empty and $v \in V$, we note

$$\sigma_G(X) = \sum_{x, y \in X} |x, y|_G,$$

$$\sigma_G(X, v) = \sum_{x \in X} |x, v|_G,$$

$$\sigma_G(X, Y) = \sum_{x \in X, y \in Y} |x, y|_G,$$

$$\sigma_G(v, X) = \sum_{x \in X} |v, x|_G.$$
When the context is clear, we will often omit $G$ in the previous notation. Moreover, by abuse of terminology, if $H$ is a subgraph of $G$, we note $\sigma_G(H) = \sigma_G(V(H))$.

### 4.1 Dealing with bags

What we formally need to prove in order to state that, among bags of order $n$, $\mathcal{H}_n(k^*)$ has a maximum price of symmetrisation is the following theorem.

**Theorem 11.** Let $T \in \mathcal{T}_k$ with $k \geq 3$ and $n \geq 11$,

\[
\begin{align*}
P^-_\sigma(\mathcal{H}_n(T, k, a)) & \leq P^-_\sigma(\mathcal{H}_n(k)), \quad (5) \\
P^-_\sigma(\mathcal{H}_n(k)) & \leq P^-_\sigma(\mathcal{H}_n(k^*)), \quad (6)
\end{align*}
\]

for all $a \in A(T)$. Equality (6) holds if and only if $k = k^*$.

This way, as previously stated, if a sequence of transformations ends up on some bag $\mathcal{H}_n(T, k, a)$, we know it is not extremal since it has a lower price of symmetrisation than $\mathcal{H}_n(k)$, itself having a lower price of symmetrisation than $\mathcal{H}_n(k^*)$.

To prove Theorem 11, we need some additional preliminary results. Firstly, we need to prove the following lemma:

**Lemma 12.** Let $T \in \mathcal{T}_n$ strongly connected, we have

\[
\sigma(T) \leq \sum_{i=2}^{n} \left( i + \frac{1}{2} \right),
\]

with equality if and only if $T \simeq \mathcal{B}_n$.

This lemma states that among all tournaments, the backward tournament has a maximum price of symmetrisation (since all tournament symmetrisations have the same transmission). The next two lemmas help in the proof of this result.

**Lemma 13.** For $n \geq 4$, we have

\[
\sigma(\mathcal{B}_n) - \sigma(\mathcal{B}_{n-1}) = \sum_{i=1}^{n} i.
\]

**Proof.** Indeed, by construction of $\mathcal{B}_n$ from $\mathcal{B}_{n-1}$, we note that the distance matrix of $\mathcal{B}_{n-1}$ is a sub-matrix of the distance matrix of $\mathcal{B}_n$.
Moreover, there exists a unique arrow \((u, v)\) entering the added vertex \(v\) (for some \(u\)). For each other vertex \(t\), we have then \(|t, v|_{B_n} = |t, u|_{B_{n-1}} + 1\) and so

\[
\sum_{t \in B_n} |t, v| = \sum_{i=1}^{n-1} i.
\]

On the other hand, there are arrows directly linking \(v\) to every other vertex \(w\) of \(T\) but \(u\). We have then \(|v, w| = 1\) if \(w \neq u, v\) and \(|v, u| = 2\). We conclude then that \(\sum_{w \in B_n} |v, w| = n\).

By putting these three arguments together, we have the expected result. \(\square\)

The following lemma is the key of the proof of Lemma 12.

**Lemma 14.** Let \(T = (V, A) \in \mathcal{T}_n\) with \(n \geq 3\) strongly connected and \(T + v \in \mathcal{T}_{n+1}\) strongly connected a tournament built by adding a vertex \(v\) to \(T\). We have

\[
\sigma(T + v) - \sigma(T) \leq \left(\frac{n + 1}{2}\right),
\]

with equality if and only if

1. adding \(v\) does not shorten any shortest path in \(T\).
2. \(\exists v' \in V\) such as \(|v', v| = n - 1\).

**Proof.** By hypothesis, we built \(T + v\) by adding some arrows such as \(T + v\) is a tournament. Let us assume that adding these arrows do not shorten any shortest path in \(T\), i.e., that \(\sigma_{T+v}(V) = \sigma_T(V)\). We have then \(\sigma_{T+v}(V \cup \{v\}) = \sigma_T(V) + \sum_{i \in T} |i, v| + |v, i| \geq \sigma_T(V) + D\). Let us look at the quantity \(D\). We have \(D = n + D'\) for some \(D'\), since there are exactly \(n\) arrows of type \((v, i)\) or \((i, v)\) in \(T + v\). Moreover, \(D'\) is maximum when there exists a vertex \(v'\) such as \(|v', v| = n - 1\). In this case, all other vertices of \(T + v\) are on the shortest path from \(v'\) to \(v\). We have then

\[
\sum_{i \in T} |i, v| + |v, i| \leq n + \sum_{i=1}^{n-1} i
\]

\[
= \left(\frac{n + 1}{2}\right).
\]
We note that if there is no vertex $v'$ such as $|v', v| = n - 1$, the maximum value of $D'$ cannot be reached (and so, a fortiori neither $\binom{n+1}{2}$). On the other hand, if adding $v$ shortened some shortest paths of $T$, we have $\sigma_{T+n}(V) < \sigma_T(V)$ and so the maximum value of $\binom{n+1}{2}$ cannot be reached either. This proves the lemma. \[\square\]

We are now able to prove Lemma 12.

**Proof of Lemma 12.** Let $T \in \mathcal{T}_n$ with $n \geq 3$ strongly connected, let us show that $\sigma(T) \leq \sum_{i=2}^{n} \left( \frac{i+1}{2} \right)$, with equality if and only if $T \simeq B_n$. This way, Lemma 12 will be proved.

We proceed by induction on the order $n$ of considered tournaments. The basis holds since $C_3 = B_3$ is the only strongly connected tournament of order 3.

Suppose now that $n \geq 4$, we have

\[
\sigma(T + v) \leq \sigma(T) + \binom{n + 1}{2} \quad \text{by Lemma 14}
\]

\[
\leq \sum_{i=2}^{n-1} \left( \frac{i+1}{2} \right) + \binom{n + 1}{2} \quad \text{by induction}
\]

\[
= \sum_{i=2}^{n} \left( \frac{i+1}{2} \right).
\]

We note that equality holds in the second inequality if and only if $T \simeq B_n$, by induction. On the other hand, equality holds in the first inequality under Lemma 14 hypotheses. Putting these two arguments together, we build $T + v$ as $B_{n+1}$ from $B_n$. This proves the lemma. \[\square\]

With this result, we can now finally prove Theorem 11.

**Proof of Theorem 11, Inequation (5).** Let $n, k \in \mathbb{N}$ such as $3 \leq k \leq n$, we note that for all $T \in \mathcal{T}_k$, we have $\hat{T} \simeq \hat{K}_k$. To prove the lemma, it is then enough to show that for all $T \in \mathcal{T}_k$ and for all $a \in A(T)$, $\sigma(\mathcal{H}_n(k)) \leq \sigma(\mathcal{H}_n(T, k, a))$, with equality if and only if $\mathcal{H}_n(k) \simeq \mathcal{H}_n(T, k, a)$.

On the general bag $\mathcal{H}_n(T, k, a)$ illustrated on Figure 4(a), we then have three possible situations :

- $T$ is strongly connected and adding $P$ does not create any shortcut in $T$,
- $T$ is strongly connected and adding $P$ creates some shortcuts in $T$,
• $T$ is not strongly connected.

The graph $H_n(k)$ is illustrated and labelled the same way in Figure 4(b).
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(a) A general bag $H_n(T, k, a)$

(b) The bag $H_n(k)$

Figure 4: Illustration of the bag $H_n(T, k, a)$ we need to prove non optimal.

However, we can handle the three cases at the same time. To simplify notation, we will note $G = H_n(T, k, a)$ and $H = H_n(k)$. In every case, we can decompose the transmission computation in the following way:

$$\sigma(G) = \sigma_G(T) + \sigma_G(P) + \sigma_G(T, P) + \sigma_G(P, T),$$

where $P = P - v_1 - v_k$. We cannot simplify any of the terms more (for instance by substituting $\sigma_G(T)$ by $\sigma(T)$ since we have no information regarding shortest paths in $T$ or $P$ after adding $P$ to $T$. However, when labelling as $v_1, \ldots, v_k$ the vertices of $T$, we know the following statement is true:

$$\sigma(T) = \sum_{v_i, v_j \in T, i < j} |v_i, v_j|_G + |v_j, v_i|_G.$$

Again, we know pretty nothing about $|v_i, v_j|_G + |v_j, v_i|_G$. However, without loss of generality, since $T$ is a tournament, we can assume $(v_i, v_j) \in T$. Let us denote $C$ the cycle defined by $(v_i, v_j)$ and a shortest path from $v_j$ to $v_i$.

But then, on this cycle, we have that $|v_i, v_j| + |v_j, v_i| = 1 + |v_j, v_i| \leq n$. Indeed, in the worst case scenario, the shortest path from $v_j$ to $v_i$ crosses all vertices of the graph, and then, crosses $P$.

Moreover, equality holds in that case and if and only if $|v_1, v_k| = k - 1 = |v_1, v_i| + 1 + |v_j, v_k|$, that is, if there is a single shortest path from $v_1$ to $v_k$ of length
\[ k-1 \text{ and } (v_i, v_j) \text{ lie on this shortest path. On the other hand, if } |v_1, v_k| < k-1, \text{ then } T \not\cong B_n \text{ and this equality does not hold. Along with Lemma 12, this allows us to conclude that } \sigma_G(T) \leq \sigma_H(B_k) \text{ with equality if and only if } T \cong B_k. \]

We can use similar arguments to deal with \( \sigma(P) \) and \( \sigma_G(T, P) + \sigma_G(P, T) \), allowing us to finally conclude that \( \sigma(G) \leq \sigma(H) \) with equality if and only if \( T \cong B_k. \)

We now know that among all bags of order \( n \) made from a tournament of order \( k, P \sigma(H_n(k)) \) is maximum. All we need to do now is to find, for all \( n \), what value of \( k \) maximises \( P \sigma(H_n(k)). \)

To prove the other part of Theorem 11, we need the two following lemmas:

**Lemma 15 (Trivial).** Let \( n \in \mathbb{N} \), we have

\[
\sigma(C_n) = \frac{n^2(n-1)}{2}, \quad \sigma(\hat{C}_n) = \begin{cases} \frac{n^3}{4} & \text{if } n \text{ is even}, \\
\frac{n(n+1)(n-1)}{4} & \text{otherwise}. \end{cases}
\]

The next lemma precisely describes computations of \( \sigma(H_n(k)) \) and \( \sigma(\hat{H}_n(k)) \), useful to finally deal with Equation (6) of Theorem 11.

**Lemma 16.** Let \( n, k \in \mathbb{N} \) with \( 3 \leq k < n \), we have

\[
\sigma(H_n(k)) = \frac{1}{2}n^3 - \frac{1}{2}n^2 + \frac{1}{2}k(1-k)n + \frac{1}{6}(k-1)(k^2 + 4k + 6),
\]

\[
\sigma(\hat{H}_n(k)) = \begin{cases} \frac{1}{4}n^3 - \frac{1}{4}(k-2)n^2 - \frac{1}{4}(k-2)(k-6)n + \frac{1}{4}k(k-2)(k-4) & \text{if } n-k \text{ is even}, \\
\frac{1}{4}n^3 - \frac{1}{4}(k-2)n^2 - \frac{1}{4}(k^2 - 8k + 13)n + \frac{1}{4}(k-1)(k-2)(k-3) & \text{otherwise}. \end{cases}
\]

**Proof.** A first easy step in order to prove this lemma is first to compute \( \sigma \) for the tournament \( B_n \). We have

\[
\sigma(B_n) = \sum_{i=2}^{n} \binom{i+1}{2} \quad \text{by Lemma 12}
\]

\[
= \frac{1}{2} \sum_{i=1}^{n} i^2 + \frac{1}{2} \sum_{i=1}^{n} i - 1
\]

\[
= \frac{1}{6}(n-1)(n^2 + 4n + 6).
\]
We are now able to compute \( \sigma(\mathcal{H}_n(k)) \). When using the same notation \( P \) as in the previous proof for a path \( P \), we have

\[
\sigma(\mathcal{H}_n(k)) = \sigma(\hat{B}_k) + \sigma(P) + \sigma(P, \hat{B}_k) + \sigma(B_k, P)
\]

\[
= \sigma(\hat{B}_k) + \sum_{i \in P} \sum_{j \in P, i < j} (|i,j| + |j,i|) + \sum_{i \in P} \sum_{j \in B_k} n
\]

\[
= \sigma(\hat{B}_k) + \frac{n}{6}(k - 1)(k^2 + 4k + 6) + \frac{1}{2}(n - k)(n - k - 1)n + k(n - k)n
\]

\[
= \frac{1}{2}n^3 - \frac{1}{2}n^2 + \frac{1}{2}k(1 - k)n + \frac{1}{6}(k - 1)(k^2 + 4k + 6).
\]

The computation of \( \sigma(\hat{\mathcal{H}}_n(k)) \) is a little longer and requires to distinguish whether \( n - k \) is even or odd. However, in both cases, we can see that

\[
\sigma(\hat{\mathcal{H}}_n(k)) = \sigma(\hat{C}_{n-k+2}) + \sigma(\hat{K}_{k-2}) + 2\sigma(\hat{C}_{n-k+2}, \hat{K}_{k-2}).
\]

This situation is illustrated in Figure 5. In this figure, we can see that no shorter path between two vertices of in \( \hat{C}_{n-k+2} \) crosses a vertex not in \( \hat{C}_{n-k+2} \). The same property holds for \( \hat{K}_{k-2} \). Moreover, path going from \( \hat{K}_{k-2} \) to \( \hat{C}_{n-k+2} \) can be split in two parts, illustrated in bold.

![Figure 5: Computation of \( \sigma(\mathcal{H}_n(k)) \).](image)

\textbf{CASE 1 :} \( n - k \) IS EVEN.
Using Lemma 15, we have
\[
\sigma(\mathcal{H}_n(k)) = \sigma(\mathcal{C}_{n-k+2}) + \sigma(\mathcal{K}_{k-2}) + 2\sigma(\mathcal{C}_{n-k+2}, \mathcal{K}_{k-2})
\]
\[
= \frac{1}{4}(n-k+2)^3 + (k-2)(k-3) + 2(k-2)\sum_{i=1}^{\frac{n-k+2}{2}} i
\]
\[
= \frac{1}{4}(n-k+2)^3 + (k-2)(k-3)
\]
\[
+ \frac{1}{2}(k-2)(n-k+2)(n-k+4)
\]
\[
= \frac{1}{4}n^3 - \frac{1}{4}(k-2)n^2 - \frac{1}{4}(k-2)(k-6)n + \frac{1}{4}k(k-2)(k-4).
\]

**Case 2:** \( n - k \) is odd.

Again, using Lemma 15, we have
\[
\sigma(\mathcal{H}_n(k)) = \sigma(\mathcal{C}_{n-k+2}) + \sigma(\mathcal{K}_{k-2}) + 2\sigma(\mathcal{C}_{n-k+2}, \mathcal{K}_{k-2})
\]
\[
= \frac{1}{4}(n-k+1)(n-k+2)(n-k+3) + (k-2)(k-3)
\]
\[
+ 2(k-2) \left( 2 \sum_{i=1}^{\frac{n-k+1}{2}} i + \frac{n-k+3}{2} \right)
\]
\[
= \frac{1}{4}(n-k+1)(n-k+2)(n-k+3) + (k-2)(k-3)
\]
\[
+ \frac{1}{2}(k-2)n(k-1)(n-k+1)(n-k+3) + (k-2)(n-k+3)
\]
\[
= \frac{1}{4}n^3 - \frac{1}{4}(k-2)n^2 - \frac{1}{4}(k^2 - 8k + 13)n
\]
\[
+ \frac{1}{4}(k-1)(k-2)(k-3).
\]

\[\square\]

We are now finally able to prove Theorem 11.

**Proof of Theorem 11. Inequation (6).** Basically, for this result, we are simply wondering what value of \( k \) maximises \( \sigma(\mathcal{H}_n(k)) \) for all possible value of \( n \).

We note \( k^* \) the value of \( k \) such that \( P^-_\sigma(\mathcal{H}_n(k)) \) is maximum and we analyse this function to determine it. Suppose first that \( n - k \) is even. From Lemma 16 we have
\[
P^-_\sigma(\mathcal{H}_n(k)) = \frac{-k^3}{12} + \left( \frac{8-n}{4} \right) k^2 + \left( \frac{3n^2 - 18n - 20}{12} \right) k + \frac{n^3 - 4n^2 + 12n - 4}{4}.
\]
(7)

The derivative of \( P^-_\sigma(\mathcal{H}_n(k)) \) with respect to \( k \) is
\[
\partial_k P^-_\sigma(\mathcal{H}_n(k)) = \frac{-k^2}{4} + \left( \frac{8-n}{2} \right) k + \frac{3n^2 - 18n - 20}{12},
\]
(8)
and the roots of the derivative are

\[ 8 - n \pm \sqrt{2n^2 - 22n + \frac{344}{6}}. \]

Because \( n \geq 11 \) and as we are looking for a value of \( k^* \) in the range \([2, n - 1]\), there is only one root that should be considered (the other being negative). We note this positive root \( r_{even} \). Moreover, \( r_{even} \) is in the range \([2, n - 1]\) since

\[
r_{even} = 8 - n + \sqrt{2n^2 - 22n + \frac{344}{6}} < 8 - n + \sqrt{2n^2 - 22n + \frac{363}{6}} = 8 - n + \sqrt{2 \left(n - \frac{11}{2}\right)^2} = n(\sqrt{2} - 1) + 8 - \frac{11\sqrt{2}}{2} \approx 0.4142n + 0.2218.
\]

Furthermore, we will note \( r = n(\sqrt{2} - 1) + 8 - \frac{11\sqrt{2}}{2} \).

Moreover, \( r_{even} \) corresponds to a maximum of the cubic function (7) since the other root is smaller than \( r_{even} \) and the derivate at \( n^2/2 \) (a point bigger than \( r_{even} \)) is negative. Indeed, when \( k = \frac{n}{2} \), the derivative (8) becomes

\[
-3n^2 + 24n - 80
\]

\[
48
\]

Suppose now that \( n - k \) is odd, then,

\[
P_{\sigma}(\mathcal{H}_n(k)) = -\frac{k^3}{12} + \left(\frac{8 - n}{4}\right)k^2 + \left(\frac{3n^2 - 18n - 29}{12}\right)k + \frac{n^3 - 4n^2 + 13n + 2}{4},
\]

A similar analysis gives only one positive root \( r_{odd} \) corresponding to a maximum, that is

\[
r_{odd} = 8 - n + \sqrt{2n^2 - 22n + \frac{326}{6}}.
\]

Observe that \( r_{odd} < r_{even} < r \) and these three values are very closes (they differ only from a constant number of sixth within the square root). More precisely, if \( n = 9 \),

\[
r - r_{odd} = \sqrt{\frac{49}{2}} - \sqrt{\frac{55}{3}} \approx 0.668,
\]
and this difference decreases and converges to zero when \( n \) grows:

\[
\lim_{n \to \infty} n(\sqrt{2} - 1) + 8 - \frac{11\sqrt{2}}{2} - 8 + n - \sqrt{2n^2 - 22n + \frac{326}{6}}
\]

\[
= \lim_{n \to \infty} \sqrt{2n} - \frac{11\sqrt{2}}{2} - \sqrt{2n^2 - 22n + \frac{326}{6}}
\]

\[
= \lim_{n \to \infty} \frac{\sqrt{2}}{2} \left( 11 - \frac{163}{6n} \right) - \frac{11\sqrt{2}}{2}
\]

\[= 0\]

Observe that \( r_{odd} \) is irrational. Thus, \( \lfloor r_{odd} \rfloor = \lfloor r \rfloor - 1 \). It is also the case for \( r_{even} \) and \( r \). By convergence, we have either \( \lfloor r_{odd} \rfloor = \lfloor r \rfloor \) or \( \lfloor r_{odd} \rfloor = \lfloor r \rfloor - 1 \).

Suppose first that \( \lfloor r_{odd} \rfloor = \lfloor r \rfloor \). Then,

\[
\lfloor r_{odd} \rfloor = \lfloor r_{even} \rfloor = \lfloor r \rfloor \text{ and } \lceil r_{odd} \rceil = \lceil r_{even} \rceil = \lceil r \rceil,
\]

and the optimal value \( k^* \) is clearly

\[
k^* = \max(\overline{P}_{\sigma}(H_n(\lfloor r \rfloor)), \overline{P}_{\sigma}(H_n(\lfloor r \rfloor))),
\]

whatever the parity of \( n - k \) is.

Suppose now that \( \lfloor r_{odd} \rfloor \neq \lfloor r \rfloor \), i.e., \( \lfloor r_{odd} \rfloor = \lfloor r \rfloor \). Since \( r - r_{odd} \) converges to zero, we have that \( \lceil r_{odd} \rceil \) converges to \( r_{odd} \) when \( n \) grows, that is, converges to the maximum. In this case, \( k^* = \lceil r_{odd} \rceil = \lceil r \rceil \). One can argue that for small values of \( n \), this could possibly not hold. However, we checked it by computation up to \( r - r_{odd} < 10^{-6} \). \( \square \)

This concludes the proof of Theorem 11 stating that among all bags of order \( n \geq 11 \), \( H_n(k^*) \) has a maximum price of symmetrisation.

Conjecture 9 states that when \( n \leq 10 \), the cycle \( C_n \) has a maximum price of symmetrisation and when \( n \geq 11 \), the bag \( H_n(k^*) \) is extremal. We show now that when \( 4 \leq n \leq 10 \), \( \overline{P}_{\sigma}(C_n) > \overline{P}_{\sigma}(H_n(k^*)) \), and that the opposite happens when \( n \geq 11 \).

The polynomial \( \overline{P}(n) = \overline{P}_{\sigma}(C_n) - \overline{P}_{\sigma}(H_n(r)) \) can be written

\[
\left( \frac{5 - 4\sqrt{2}}{12} \right) n^3 + \left( \frac{11\sqrt{2} - 14}{2} \right) n^2 + \left( \frac{944 - 707\sqrt{2}}{24} \right) n + \frac{2453\sqrt{2} - 3408}{48}
\]

Since \( \overline{P}(n) \) has an odd degree, we know it has at least one real root. Moreover, using the Tschirnhaus transformation followed by Scipione del Ferro and Tartaglia
method, since the discriminant $\Delta > 0$, $P(n)$ has three distinct real non rational roots. More particularly, we have

\[
\begin{align*}
P(0) &> 0 \land P(1) < 0, \\
P(3) &< 0 \land P(4) > 0, \\
P(10) &> 0 \land P(11) < 0.
\end{align*}
\]

Since $P(n)$ is continuous, we know these three roots lie in these unit intervals, and we can immediately conclude that $P_\sigma(C_n) > P_\sigma(H_n(k^*))$ when $n \leq 10$ and $P_\sigma(C_n) < P_\sigma(H_n(k^*))$ when $n \geq 11$.

4.2 Removing induced $C_2$

As previously stated, this section is devoted to the task of designing transformations able to remove induced $C_2$ in graphs $G$ while increasing its price of symmetrisation. Indeed, such a configuration does not exist in the assumed extremal graph.

The following notation will be helpful to deal with most of this cases.

**Notation 17.** Let $G \in G_n$ strongly connected, an arrow $a$ of $G$ is said non critical if

1. $G - a$ is strongly connected,
2. $\sigma(G) - \sigma(\hat{G}) < \sigma(G - a) - \sigma(\hat{G} - a)$.

A first obvious transformation is then to remove all non critical arrows from a graph $G$. We will call such a graph *critical*. This leads directly to the next useful lemma.

**Lemma 18.** Let $G \in G_n$ strongly connected and critical. If $G$ has an induced $C_2$, then both arrows of this $C_2$ are bridges.

**Proof.** Indeed, if $G$ has an induced $C_2$ such as one of its arrows $a$ is not a bridge, then $\sigma(G - a) - \sigma(\hat{G} - a) > \sigma(G) - \sigma(\hat{G})$ since $\sigma(G - a) > \sigma(G)$ and $\sigma(\hat{G} - a) = \sigma(\hat{G})$. This means that removing $a$ increases price of symmetrisation, i.e., $a$ is non critical, a contradiction by definition of $G$. \qed

The next lemmas explains how, in most of the time, to define transformations removing $C_2$ bridges from graphs. This would allow us only to consider critical $C_2$-free graphs.
Remark 1. We note that if some strongly connected graph \( G \) as a \( C_2 \) bridge between two vertices \( x \) and \( y \), then this bridge partitions vertices of \( G \) in two sets \( X \) and \( Y \) such as, without loss of generality, \( x \in X \), \( y \in Y \) and no arrow links \( X \) and \( Y \) but \((x,y)\) and \((y,x)\). Moreover, both \( G[X] \) and \( G[Y] \) are strongly connected. We note such a graph \( G = (V,A,X,Y,x,y) \). This configuration is illustrated on Figure 6.

![Figure 6: A strongly connected graph \( G = (V,A,X,Y,x,y) \) partitioned by a double bridge \((x,y)\) and \((y,x)\).](image)

In the case of such graphs, it is easy to decompose transmission computation in function of transmissions of \( G[X] \) and \( G[Y] \), as it is in the following lemma.

**Lemma 19.** Let \( G = (V,A,X,Y,x,y) \in \mathcal{G}_n \) strongly connected such as \( |X| = n_1 \), \( |Y| = n_2 \). We have
\[
\sigma(G) = \sigma(X) + \sigma(Y) + n_1 \left( \sigma(Y,y) + \sigma(y,Y) \right) + n_2 \left( \sigma(X,x) + \sigma(x,X) \right) + 2n_1n_2.
\]

**Proof.** By separating computations of \( \sigma(G) \) in \( X \) et \( Y \), we have:
\[
\begin{align*}
\sigma(G) &= \sigma(X) + \sigma(Y) + \sigma(X,Y) + \sigma(Y,X) \\
&= \sigma(X) + \sigma(Y) + \sum_{v_1 \in X} \sum_{v_2 \in Y} \left( |v_1,x| + |x,y| + |y,v_2| \right) \\
&\quad + \sum_{v_2 \in Y} \sum_{v_1 \in X} \left( |v_2,y| + |y,x| + |x,v_1| \right) \\
&= \sigma(X) + \sigma(Y) + n_2 \sigma(X,x) + n_1 n_2 + n_1 \sigma(y,Y) \\
&\quad + n_1 \sigma(Y,y) + n_1 n_2 + n_2 \sigma(x,X) \\
&= \sigma(X) + \sigma(Y) + n_1 \left( \sigma(Y,y) + \sigma(y,Y) \right) \\
&\quad + n_2 \left( \sigma(X,x) + \sigma(x,X) \right) + 2n_1n_2.
\end{align*}
\]

The next two lemmas allows us to remove \( C_2 \) bridges in most of the cases, the remaining ones are dealt with later.
Lemma 20. Let \( G = (V, A, X, Y, x, y) \in \mathcal{G}_n \) strongly connected. Let \( H \in \mathcal{G}_n \) strongly connected such as \( H = G - (y, x) + (y', x') \) with \( x' \in X \) and \( y' \in Y \) such as \( \sigma(x', X) \) and \( \sigma(Y, y') \) are maximum. We have
\[
P_{\sigma}^{-}(H) \geq P_{\sigma}^{-}(G)
\]
with equality if and only if \( x = x' \) and \( y = y' \). By \( \sigma(x', X) \) maximum, we mean \( \forall x'' \in X, \sigma(x'', X) \leq \sigma(x', X) \). A similar interpretation holds for \( \sigma(Y, y') \).

Proof. By separating each computations of \( \sigma \), we have:
\[
\begin{align*}
\sigma(G) &= \sigma_G(X) + \sigma_G(Y) + n_1(\sigma_G(Y, y) + \sigma_G(y, Y)) + n_2(\sigma(G, X, x) + \sigma_G(x, X)) \\
&\quad + 2n_1n_2 \quad \text{by Lemma 19} \\
\sigma(\hat{G}) &= \sigma_{\hat{G}}(X) + \sigma_{\hat{G}}(Y) + 2\sigma_{\hat{G}}(X, Y) \\
\sigma(H) &= \sigma_G(X) + \sigma_G(Y) + \sigma_H(X, Y) + \sigma_H(Y, X) \\
&= \sigma_G(X) + \sigma_G(Y) + \sum_{v_1 \in X} \sum_{v_2 \in Y} (|v_1, x|_G + |x, y|_G + |y, v_2|_G) \\
&\quad + \sum_{v_1 \in Y} \sum_{v_2 \in X} (|v_2, y'|_G + |y', x'|_H + |x', v_1|_G) \\
&= \sigma_G(X) + \sigma_G(Y) + n_2\sigma_G(X, x) + n_1n_2 + n_1\sigma_G(y, Y) \\
&\quad + n_1\sigma_G(Y, y') + n_1n_2 + n_2\sigma_G(x', X) \\
&= \sigma_G(X) + \sigma_G(Y) + n_1(\sigma_G(Y, y') + \sigma_G(y, Y)) \\
&\quad + n_2(\sigma_G(X, x) + \sigma_G(x', X)) + 2n_1n_2. \\
\sigma(\hat{H}) &= \sigma_{\hat{G}}(X) + \sigma_{\hat{G}}(Y) + 2\sigma_{\hat{H}}(X, Y)
\end{align*}
\]
We have then:
\[
\begin{align*}
\sigma(H) - \sigma(\hat{H}) - \sigma(G) + \sigma(\hat{G}) &\geq 0 \\
\Leftrightarrow \sigma_G(X) + \sigma_G(Y) + n_1(\sigma_G(Y, y) + \sigma_G(y, Y)) + n_2(\sigma_G(X, x) + \sigma_G(x', X)) \\
&\quad + 2n_1n_2 - \sigma_G(X) - \sigma_G(Y) - n_1(\sigma_G(Y, y) + \sigma_G(y, Y)) \\
&\quad - n_2(\sigma_G(X, x) + \sigma_G(x, X)) - 2n_1n_2 - \sigma_{\hat{G}}(X) - \sigma_{\hat{G}}(Y) - 2\sigma_{\hat{H}}(X, Y) \\
&\quad + \sigma_{\hat{G}}(X) + \sigma_{\hat{G}}(Y) + 2\sigma_{\hat{G}}(X, Y) &\geq 0 \\
\Leftrightarrow n_2(\sigma_G(x', X) - \sigma_G(x, X)) + n_1(\sigma_G(Y, y') - \sigma_G(Y, y)) \\
&\quad + 2(\sigma_{\hat{G}}(X, Y) - \sigma_{\hat{H}}(X, Y)) &\geq 0
\end{align*}
\]
We note that \( \sigma_{\hat{G}}(X, Y) - \sigma_{\hat{H}}(X, Y) > 0 \) if and only if \( (y', x') \neq (y, x) \) since there are two more arrows in \( \hat{H} \) than in \( \hat{G} \). Moreover, equality holds if and only if \( (y', x') = (y, x) \).
On the other hand, as $x'$ is chosen such as $\sigma(x', X)$ is maximum, we have $\sigma(x', X) - \sigma(x, X) \geq 0$. The same argument is valid for $y'$, we hence have $\sigma(H) - \sigma(\hat{H}) \geq \sigma(G) + \sigma(\hat{G})$. Equality holds if and only if $(y', x') = (y, x)$.

The property is then verified, with equality if and only if $(y', x') = (y, x)$, that is if and only if $x$ et $y$ are such as $\sigma(x, X)$ and $\sigma(Y, y)$ are maximum.

The following lemma also shows a transformation removing $C_2$ bridges, while keeping $P^\sigma_{\sigma}(G)$ unchanged. It is still useful since combined with Lemma 20, it allows us to only consider one remaining case of very particular induced $C_2$. In this lemma, $G/(x, y)$ denotes the graph obtained when contracting the arrow $(x, y)$ in $G$.

**Lemma 21.** Let $G = (V, A, X, Y; x, y) \in \mathcal{G}_n$ strongly connected. Let $H \in \mathcal{G}_n$ strongly connected such as $H = G/(x, y) + (z, w) + (w, z)$, where $z$ is the vertex obtained when contracting $(x, y)$ in $G$ and $w$ is a new vertex. This situation is illustrated on Figure 7(a). We have then

$$P^\sigma_{\sigma}(G) = P^\sigma_{\sigma}(H).$$

![Figure 7: Illustration of the graph $H$ and distance matrix comparison.](image)

**Proof.** Assume the vertices of $X$ are labelled with integers from 1 to $n_1$ such as $x$ has the label $n_1$ and the vertices of $Y$ are labelled from $n_1 + 1$ to $n$ such that $y$ has the label $n_1 + 1$. In the distance matrix $M$ of $G$, $x$ and $y$ are then two consecutive rows / columns. Moreover, $M$ is partitioned into four submatrices denoting $\sigma(X)$, $\sigma(Y)$, $\sigma(X, Y)$ and $\sigma(Y, X)$, as illustrated in Figure 7(b).

When labelled the same way with $w$ assigned to the highest label, we notice the distance matrix $M'$ of $H$ exhibits a similar structure, illustrated in Figure 7(c).
The \((x, y)\) bridge of \(G\) has been contracted but none of the distances in \(X\) and \(Y\) have changed. Moreover, shortest paths from a vertex of \(X - x\) to a vertex of \(Y - y\) have all be shortened by 1. There are exactly \(n_1n_2 - n_1 - n_2 + 1\) such shortest paths. We can then write \(\sigma_H(X - x, Y - y)\) in the following way:

\[
\sigma_H(X - x, Y - y) = \sigma_G(X, Y) - (n_1n_2 - n_1 - n_2 + 1) \\
- \sum_{x' \in X - x} \left| x', y \right|_G + \sum_{y' \in Y - y} \left| x, y' \right|_G - 1 \\
= \sigma_G(X, Y) - n_1n_2 + n_1 + n_2 - 2 \\
- \sum_{x' \in X - x} \left( \left| x', x \right|_G + 1 \right) + \sum_{y' \in Y - y} \left( \left| y, y' \right|_G + 1 \right) \\
= \sigma_G(X, Y) - n_1n_2 - \sum_{x' \in X} \left| x', x \right|_G - \sum_{y' \in Y} \left| y, y' \right|_G \\
\text{since } \left| x, x \right|_G = \left| y, y \right|_G = 0 \\
= \sigma_G(X, Y) - \sigma_G(x, X) - \sigma_G(y, Y) - n_1n_2.
\]

We can use similar arguments for \(\sigma_H(Y - y, X - x)\) to conclude that

\[
\sigma_H(Y - y, X - x) = \sigma_G(Y, X) - \sigma_G(X, x) - \sigma_G(y, Y) - n_1n_2.
\]

The only remaining distances to consider in \(H\) are the distances from \(w\) to \(X\) and \(Y\) (and from \(X\) and \(Y\) to \(w\)), as well as the distances from \(z\) to \(w\) and \(w\) to \(z\). We can now write \(\sigma(H)\) in the following way:

\[
\sigma(H) = \sigma_G(X) + \sigma_G(Y) + \sigma_G(X, Y) + \sigma_G(Y, X) - \sigma_G(x, X) - \sigma_G(X, x) \\
- \sigma_G(y, Y) - \sigma_G(Y, y) - 2n_1n_2 + \sigma_H(X - x, w) + \sigma_H(w, X - x) \\
+ \sigma_H(Y - y, w) + \sigma_H(w, Y - y) + \left| w, z \right|_H + \left| z, w \right|_H \\
= \sigma(G) - \sigma_G(x, X) - \sigma_G(X, x) - \sigma_G(y, Y) - \sigma_G(Y, y) - 2n_1n_2 + 2 \\
+ \sum_{x' \in X - x} \left( \left| x', z \right|_H + \left| z, x' \right|_H + 2 \right) + \sum_{y' \in Y - y} \left( \left| y', z \right|_H + \left| z, y' \right|_H + 2 \right).
\]

We note that, in the above formula, we have \(\left| x', z \right|_H = \left| x', x \right|_G\). Similar argu-
ments hold for $|z, x'|, |y', z|$ and $|z, y'|$. We have then
\[
\sigma(H) = \sigma(G) - \sigma_G(x,X) - \sigma_G(X,x) - \sigma_G(y,Y) - \sigma_G(Y,y) \\
+ \sum_{x' \in X - x} (|x', x|_H + |x, x'|_H) + \sum_{y' \in Y - y} (|y', y|_H + |y, y'|_H) \\
- 2n_1n_2 + 2n_1 + 2n_2 - 2 \\
= \sigma(G) - \sigma_G(x,X) - \sigma_G(X,x) - \sigma_G(y,Y) - \sigma_G(Y,y) \\
+ \sigma_G(x,X) + \sigma_G(X,x) + \sigma_G(y,Y) + \sigma_G(Y,y) \\
- 2n_1n_2 + 2n_1 + 2n_2 - 2 \\
\text{since } |x, x|_G = |y, y|_G = 0 \\
= \sigma(G) - 2n_1n_2 + 2n_1 + 2n_2 - 2.
\]

We note that the above approach to decompose the computation of $\sigma(H)$ is also valid for $\sigma(H)$. We can then immediately conclude that $P - \sigma(G) = \sigma(G) - \sigma(\hat{G}) = P - \sigma(G)$.

We note that the transformation defined in Lemma 21 removes an induced $C_2$ while creating an other one. The only advantage of using this lemma is then to transform induced $C_2$ not dealt with previous lemmas into pending induced $C_2$, a simpler structure. On the other hand, this transformation keeps $P - \sigma(G)$ unchanged. However, if a graph $G$ could be transformed an arbitrary number of times using only Lemma 21, it would eventually be a tree of induced $C_2$. Such a graph is symmetric, and has then a null price of symmetrisation. Since Lemma 21 keeps $P - \sigma(G)$ unchanged, it means that $P - \sigma(G) = 0$, and then that $G$ is symmetric as well, and so, not extremal.

In order to completely deal with induced $C_2$, the only remaining case is a graph $G$ with an induced pending $C_2$ attached on some vertex $x$ such as both $\sigma(x,X)$ and $\sigma(X,x)$ are maximum.

### 4.3 Contraction - insertion algorithm

Regardless of the fact that they are still some induced $C_2$ we cannot deal with, we were still able to make transformation experiments on $C_2$-free graphs. On the other hand, when looking at bags structure, motivated by the supposed extremal graph of Conjecture 9, we notice they all have a possibly long induced path. When dealing with a $C_2$-free graph $G$, a first intuitive idea is then to lengthen the longest induced path of $G$.

In order to define such a graph transformation, we need to introduce the following notation:
Notation 22. Let $G \in \mathcal{G}_n$, $P$ the longest induced path of $G$ and $a \in G - P$. We note

1. $G/a$ the graph $G$ in which arrow $a$ has been contracted,
2. $G'_a$ the graph $G/a$ in which a vertex has been inserted on $P$.

We note that if $G$ is strongly connected, then so is $G'_a$ for all $a \in A$. The basic idea behind the graph transformation is then to find the best arrow to contract in $G$ in order to increase price of symmetrisation. More formally, we define this transformation of a graph $G$, noted $T_1(G)$ in the following way:

**Algorithm 1** Algorithm $T_1(G)$

1. Let $P$ the longest induced path of $G$.
2. Let $score(a) := \sigma(G'_a) - \sigma(\hat{G}'_a) - \sigma(G) + \sigma(\hat{G})$.
3. $a = \max_{a \in G - P} score(a)$
4. if $score(a) > 0$ then
5. $G := G'_a$

It is assumed the transformation fails when an arrow of positive score cannot be found. Guided random experiments\(^2\) appear to state that such an arrow only exists if $G$ is a bag, or $G$ is a graph with bunches. A bunch in a digraph is a set of induced path with same start and end points. Samples of experiments leading to graph with bunches are illustrated in Figure 8. Like Conjecture 9, Digenes [1] was used to automatically find such examples.

![Figure 8: Graph with bunches, i.e., non bag graphs where $T_1$ fails.](image)

Since $\mathcal{H}_n(k^*)$ is proved to be the optimal bag, we only have to find another transformation dealing with bunches, i.e., find a transformation removing this con-

\(^2\)The experiments simply consist of an heuristic graph search, truncated by previously stated lemmas. We also apply these lemmas each time the transformation is applied in order, among other things, to remove non critical arrows and most of induced $C_2$.\n
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figuration while increasing price of symmetrisation. However, as for $C_2$ bridge elimination, we are still unable to deal with bunches.

This result concludes our partial proofs on price of symmetrisation for average distance. As a brief sum up, the following points could be paths of research to prove Conjecture 9:

1. Find a transformation dealing with $C_2$ bridges that does not fit in Lemma 20.
2. Prove that the transformation $T_1$ described in Algorithm 1 always exists when the underlying graph is not a bag or a graph with bunches.
3. Prove that iterative uses of $T_1$ eventually end up on one of these two cases.
4. Find a transformation removing bunches from a graph while increasing price of symmetrisation.

5 Conclusion

We have defined the notion of price of symmetrisation, that constitutes a new class of graph invariants for digraphs expressing the gap (or the quotient) of values, for a given invariant, between a digraph and the same digraph that has been symmetrised. We have shown that some extremal questions about the price of symmetrisation are easy (for instance when it concerns the diameter of the domination number) while others are intricate. Indeed, the maximum price of symmetrisation for the average distance and the digraphs achieving it have been conjectured, and although partial results are given, the conjecture remains open for general graphs.

We believe that the notion of price of symmetrisation can lead to other interesting questions since it can be applied to various graph invariants. Moreover, it is a convenient way to express how invariants’ values change when one restrict digraphs to be symmetrised (or, conceptually, to be undirected).
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