Highly-scalable, physics-informed GANs for learning solutions of stochastic PDEs
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Abstract—Uncertainty quantification for forward and inverse problems is a central challenge across physical and biomedical disciplines. We address this challenge for the problem of modeling subsurface flow at the Hanford Site by combining stochastic computational models with observational data using physics-informed GAN models. The geographic extent, spatial heterogeneity, and multiple correlation length scales of the Hanford Site require training a computationally intensive GAN model to thousands of dimensions. We develop a hierarchical scheme for exploiting domain parallelism, map discriminators and generators to multiple GPUs, and employ efficient communication schemes to ensure training stability and convergence. We developed a highly optimized implementation of this scheme that scales to 27,500 NVIDIA Volta GPUs and 4584 nodes on the Summit supercomputer with a 93.1\% scaling efficiency, achieving peak and sustained half-precision rates of 1228 PF/s and 1207 PF/s.

Index Terms—Stochastic PDEs, GANs, Deep Learning

I. OVERVIEW

A. Parameter estimation and uncertainty quantification for subsurface flow models

Mathematical models of subsurface flow and transport are inherently uncertain because of the lack of data about the distribution of geological units, the distribution of hydrological properties (e.g., hydraulic conductivity) within each unit, and initial and boundary conditions. Here, we focus on parameterization and uncertainty quantification (UQ) in the subsurface flow model at the Department of Energy’s Hanford Site, one of the most contaminated sites in the western hemisphere. During the Hanford Site’s 60-plus years history, there have been more than 1000 individual sources of contaminants distributed over 200 square miles mostly along Columbia River\textsuperscript{[1]}. Accurate subsurface flow models with rigorous UQ are necessary for assessing risks of the contaminants reaching the Columbia river and numerous wells used by agriculture and as sources of drinking water, as well as for the design of efficient remediation strategies.

B. UQ with Stochastic Partial Differential Equations

Uncertain initial and boundary conditions and model parameters render the governing model equations stochastic. In this context, UQ becomes equivalent to solving stochastic PDEs (SPDEs). Forward solution of SPDEs requires that all model parameters as well as the initial/boundary conditions are prescribed either deterministically or stochastically, which is not possible unless experimental data are available to provide additional information for critical parameters, e.g., the field conductivity. The Hanford Site has about 1,000 to 10,000 wells equipped with sensors that can provide diverse sources of additional information. To this end, we can formulate—instead of a forward problem—a mixed problem, wherein we fuse observational data and mathematical models into one unified formulation. The solution of the mixed problem will then yield both the quantity of interest (e.g., pressure head) as well as the conductivity fields in the form of stochastic processes.

C. UQ with physics-informed GANs (PI-GANs)

Generative adversarial networks (GANs) can learn probability distributions from data, and hence they can be employed for modeling the stochasticity in physical systems. In order to encode the physics into GANs, we follow the physics-informed neural network approach\textsuperscript{[2], [3]}, which was subsequently implemented using GANs for 1D problems in\textsuperscript{[4]}. The authors of\textsuperscript{[4]} demonstrated that WGANs-GP, in particular, can represent stochastic processes accurately and can approximate solutions of SPDEs in high dimensions. Specifically, it was found that when doubling the number of stochastic dimensions (from 30 to 60), the computational cost is approximately doubled, suggesting that the overall computational cost increases with a low-polynomial growth.

This observation is illustrated in Figure\textsuperscript{[1]} The green line shows how stochastic dimension increases rapidly as the correlation distance of the behavior of interest shrinks. (Some modeling problems related to the Hanford Site have relative correlation distances on the order of one part per million.) A brute-force attempt to model the stochastic processes in a 2-D system without knowledge of the physics would require (at least) a quadratically-increasing number of sensors (the red
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A. State-of-the-art in SPDE solvers

Towards accomplishing this goal, our paper makes the follow-

ing contributions:

- Development and validation of physically-informed GAN architecture for modeling subsurface flow. First demonstration of framework to problem with unprecedented stochastic dimensionality (1,000).
- A novel domain decomposition algorithm for GANs involving one generator and hundreds of discriminators.
- Highly optimized generator and discriminator architecture implementation in TensorFlow of the proposed domain decomposition algorithm that obtains 59.3 TF/s and 38.6 TF/s on Volta GPUs
- Highly scalable architecture that obtains 93.1% scaling efficiency up to 4584 Summit nodes.
- Demonstrated 1207 PF/s sustained and 1228 PF/s peak half-precision (FP16) performance for distributed training of PI-GAN architecture on 27,500 Volta GPUs.

II. STATE OF THE ART

A. State-of-the-art in SPDE solvers

The full solution of a system of SPDEs is the joint prob-

ability density function (PDF) of the state variables. The

most common method for UQ is Monte Carlo simulation (MCS) [5], a straightforward and robust but computa-

tionally demanding sampling technique. Generalized Polynomial Chaos (PC) [6, 7] methods have emerged in the past two decades as an effective method for solving SPDEs in low to moderate dimensions. All PC methods share the same foundational principles: (i) approximating infinite-dimensional random parameter fields with finite-term expansions (where the number of terms in the finite-term expansion defines the dimensionality of the probability space); and (ii) adopting stochastic Galerkin method or choosing collocation points in the probability space to compute moments of the PDFs [8].

As a result, they all suffer from the so-called “curse of dimensionality”: their computational cost increases exponentially with the number of stochastic dimensions. The state-of-the-art PC methods, including enhancements like ANOVA, become less computationally efficient than MCS for approximately 100 random dimensions [9]–[11]. Based on available data, we estimate that the heterogeneity and multiscale dynamics of the Hanford Site requires at least 1,000 random dimensions for adequate representation, which is out of reach of the PC methods. In addition, the PC methods are most efficient for computing the leading moments of the joint PDFs, i.e., the mean describing the average behavior of the system, and the variance measuring the scale of uncertainty. While mean and variance are sufficient for describing uncertainty in some systems, many applications require full PDFs, especially those involving risk analysis or those monitoring rare but possibly catastrophic events. We hypothesize that PI-GANs have the potential to address both challenges; they can mitigate the curse of dimensionality and provide an accurate estimate of the entire PDF of the parameters and states rather than leading moments.

Here it must be noted that in comparison to PC methods, MCS does not suffer from the curse of dimensionality and thus can be employed for UQ in highly complex stochastic problems if large-scale computational resources are available. On the other hand, MCS cannot be used to assimilate measurements (which is one of the main objectives of this work) and must be coupled with other methods such Ensemble Kalman filter [12]. The comparative advantages and disadvantages of physics-informed learning and PDE-based methods for parameter estimation are discussed in the next section.

B. State-of-the-art in physics-informed Deep Learning

The specific data-driven approach to modeling multiscale physical systems depends crucially on the amount of data available as well as on the complexity of the system itself. For modeling the Hanford Site, we assume that we know the physics partially, but we have several scattered measurements that we can use to infer the missing functional terms and other parameters in the PDE and simultaneously recover the solution. This is the mixed case that we address in this paper, but in a significantly more complex scenario, that is, where the solution is a stochastic process due to stochastic extrinsic excitation or an uncertain material property, e.g. permeability.

![Fig. 1: Visualization of relationships between stochastic dimension, correlation length, and the rough sensor counts required for brute-force modeling of k/u fields vs. learning distributions using a PI-GAN. The three networks considered in this paper are indicated with blue circles.](image-url)
or diffusivity in a porous medium. Physics-informed learning can be realized by two different approaches: Using either Gaussian Process Regression (GPR) that employs informed priors based on the PDE that expresses the physical law [13], or based on deep neural networks (DNNs) that encode the PDE, which induces a very complex network sharing hyperparameters with the primary unified network that deals with labeled data [14].

Including the PDE directly into the DNN has several advantages, since the constrained PDE, which is part of the loss function, acts as a regularization term. For example, in [15] it was demonstrated that physics-informed neural networks (PINNs) learn the accurate conductivity field \( k \), while the Tikhonov regularization term of the standard maximum a posteriori (MAP) parameter estimation method causes nonphysical perturbations in \( k \). Moreover, the optimization problem is relatively easier to solve as it is constrained on the solution manifold. Compared to classical numerical solvers, there is no need of a structured mesh since all derivatives are computed using automatic differentiation while the PDE residual penalized in the loss function is evaluated at random points in the space-time domain. No classical discretizations are employed, so we avoid the numerical diffusion and dispersion errors that are harmful for propagation phenomena. However, we still have to deal with the optimization, generalization, and approximation errors as in all standard DNNs.

Most published work on physics-informed neural networks deals with deterministic systems, but there have been a few papers published on data-driven methods for SPDEs, e.g., [16]–[18], for forward problems. For the mixed and inverse problems, Zhang et al. [19] have recently proposed a DNN based method that learns the modal functions of the quantity of interest, which could also be the unknown system parameters. The effectiveness of PINNs is demonstrated in Fig. 11 of [19] where the k-sensors at four different locations have all the same value but, unlike a data-driven-only DNN, the PINN-based method is able to reproduce the correct variation of \( k \) everywhere in the domain. While robust, this method does suffer from the “curse of dimensionality” in that the number of PC expansion terms grows exponentially as the effective dimension increases, leading to prohibitive computational costs for modeling stochastic systems in high dimensions. Here, we follow the preliminary work of [10] to design a physics-informed GAN in order to approximate solutions of an elliptic stochastic PDE as we present below.

C. State-of-the-art in GANs

Generative Adversarial Networks (GANs) are generative models originally proposed by Goodfellow et al. [20]. The basis of a GAN is two neural networks playing an adversarial game. The generator tries to produce data from a probability distribution function in an attempt to trick the discriminator. The discriminator tries to assess if the data that it has been presented with is “fake” (i.e. from the generator) or “real” (i.e. from the training dataset). Over the course of the training, the discriminator teaches the generator how to produce realistic output. By the end of a successful training process, the generator should learn to generate the proper data distribution and the discriminator would be completely fooled in assessing whether the generator’s output is real or fake.

GANs are an active area of research with several variants adapted for different problems. Some of the more popular work is in the image synthesis such as DCGAN [21], and StyleGAN [22]. In Wasserstein GANs with clips on weights (weight-clipped WGANs) [23] and WGANs with gradient penalty (WGAN-GP) [24], the loss for the generator has a meaningful mathematical interpretation, namely the Wasserstein distance between generated distribution and real distribution. In [4], the authors illustrated that WGAN-GP is more suitable for learning stochastic processes compared with vanilla GANs, especially for cases with deterministic boundaries.

One property shared by all current GAN variants is brittleness when attempting to scale out training to a large number of computational nodes. Recent efforts have succeeded in pushing the feasible data-parallel batch size for GANs to 2048 [25], but that is still an order of magnitude below what would be needed to scale to the Summit system and its 27,600 GPUs. Our effort relies on the use of several forms of parallelism, limiting the reliance on data-parallelism and keeping global batch sizes well below 1000.

III. Innovations

A. Problem Setup

We consider two-dimensional depth-averaged steady-state saturated flow at the Hanford Site described by the combination of the Darcy Law and continuity equation,

\[
\nabla \cdot [k(x) \nabla u(x)] = f(x),
\]

where \( k(x) \) is the transmissivity or depth-averaged hydraulic conductivity, \( u(x) \) is the hydraulic head, and \( f(x) \) is the source term (i.e., infiltration from the vadose zone). Close to ten thousand measurements of \( k \) and/or \( u \) are available from pumping well experiments, direct observations of water level in the wells, and other geophysical measurements, including electrical resistivity data. The estimated \( k(x) \) and the steady-state boundary conditions for the Hanford Site were reported in [1], [26]. The same publications found significant uncertainty in the measured conductivity values and the estimated parameters. To quantify uncertainty, we treat \( k(x) \) in Eq. (1) as a random field and, following the common practice in geostatistics, we assume that \( k(x) \) has a lognormal distribution,

\[
k(x) = \exp \left[ \bar{Y}(x) + Y'(x) \right] = K_g(x) \exp \left[ Y'(x) \right],
\]

with a synthetic mean \( \bar{Y}(x) \), and \( Y'(x) \) given by a zero-mean Gaussian process with prescribed covariance kernel. For this study we employ the isotropic, stationary, covariance kernel

\[
\bar{Y}'(x) Y'(y) = \sigma^2 \exp \left( \frac{|x_1 - y_1|}{\lambda} + |x_2 - y_2|/\lambda \right).
\]

where \( \sigma \) and \( \lambda \) denote the standard deviation of \( \log(k) \) fluctuations and their correlation length, respectively.
The \( u \) measurements at the Hanford Site are constantly collected in a number of wells. The boundary conditions (river stages) have seasonal variations that we disregard in this study, and instead focus on a single season when the boundary conditions fluctuate around their mean values. This leads to the variations in of \( u \) measurements recorded in the wells. The objective of this work is to learn the joint distributions of \( k(x) \) and \( u(x) \) that (i) follow the \( k(x) \) model in Eqs. (2) and (3); (ii) match \( u \) measurements; and (iii) satisfy the physical law in Eq. (1).

| Dataset | \( \lambda \) | Stoc Dim | Levels | No. of subdomains | No. of \( f \) sensors | log(\( k \))–u sensors |
|---------|-------------|----------|--------|-------------------|------------------------|------------------------|
| 1       | 0.5         | 100      | 1      | 1                 | 50, 50                 |                        |
| 2       | 0.5         | 100      | 2      | [1, 99]           | 100, 100               |                        |
| 3       | 0.5         | 100      | 2      | [1, 19]           | 100, 100               |                        |
| 4       | 0.3         | 1000     | 2      | [1, 19]           | 2000, 100              |                        |
| 5       | 0.3         | 1000     | 2      | [1, 19]           | 2000, 100              |                        |
| 6       | 0.1467      | 10000    | 3      | [1, 19, 480]     | 2000, 100              |                        |

**TABLE I:** Datasets used in this study.

1) **Datasets:** To learn the joint density of \( k(x) \) and \( u(x) \), we generate ensembles of \( 1 \times 10^5 \) synthetic realizations of \( k(x) \), and for each realization we solve Eq. (1) for \( u(x) \) with \( f(x) = 0 \). The \( u(x) \) solutions are computed by discretizing the Hanford Site geometry into a regular grid of 503,937 cells and employing a cell-centered finite volume scheme together with the two-point flux approximation.

The \( k(x) \) realizations are generated by sampling the GP model (2) and (3). For all our experiments we set \( \sigma = 0.5 \). To learn the capacity of the proposed approach to learn different correlation structures of \( \log(k) \), we generate various ensembles with dimensionless correlation lengths \( \lambda = 0.5, 0.3, \) and 0.1467 (that is, the relative to the Hanford Site lengthscale of 60 km. The resulting datasets are listed in Table [I]. For each correlation length, the fluctuations \( \gamma' (x) \) are sampled using the corresponding Karhunen-Loève (KL) expansion truncated to retain 98\% to 99\% of the variance \( \sigma^2 \). For decreasing correlation length, the number of KL terms, or stochastic dimension, increases. The resulting number of stochastic dimensions are listed in Table [I]. We note that for Dataset # 6, the number of realizations is \( 1 \times 10^6 \).

To train the PI-GAN model at scale, we partition the training datasets into a hierarchy of spatial subdomains, as described in Section [II-B1]. At each level of the hierarchy, the FV cells of the discretization are partitioned into well-balanced subdomains using METIS [27]. For each subdomain, the locations of \( \log(k) \) and \( u \) sensors are chosen randomly from the subdomain FV cells; these locations are fixed for each dataset. On the other hand, \( f \) sensor locations are chosen randomly for each realization in each dataset. The number of levels, subdomains per level, \( \log(k) \) and \( u \) sensors, and \( f \) sensors for each dataset are listed in Table [I]. Figure [2] shows the \( \log(k) \) and \( u \) sensor locations for levels 1 and 2 of Datasets #3 to #6.

**B. Physics-Informed GANs**

1) **Baseline Architecture:** Figure [3] depicts the PI-GAN architecture used in this study. The generator neural network takes a random vector and spatial coordinates as inputs to represent \( \log(k) \) and \( u \). Using automatic differentiation, we can apply the differential operator to the generator neural network and get an induced neural network to represent \( f \) analytically. To learn the joint distribution of \( \log(k) \) and \( u \) with the constraint of the PDE, for a fixed input random vector, we generate the \( \log(k) \) and \( u \) values at positions of all sensors, as well as \( f \) values at random positions scattered in the domain (we call them free sensors), and concatenate these values and the corresponding spatial coordinates as one “fake” snapshot. We feed the ensemble of “fake” snapshots for various input random vectors and the ensemble of “real” snapshot into another deep neural network, namely the discriminator, and train the discriminator and generator in an adversarial fashion.

Note that the input size to the discriminator is linear in the total number of sensors of \( \log(k) \), \( u \) and \( f \). As the number of sensors becomes large, it could become difficult to train the discriminator. To tackle this we introduce the notion of domain
decomposition for PI-GANs. While we still have one generator for all the subdomains, we partition the whole domain into subdomains and assign one discriminator for each subdomain. Subsequently, each discriminator will only be in charge of all or part of the sensors within the assigned subdomain. Moreover, in order to learn the long range and short range correlation simultaneously, we arrange the subdomains in a hierarchical structure. For example, we can have one subdomain at level 1, 19 subdomains at level 2, and 480 subdomains at level 3 all partitioning the whole domain. Figure 2 illustrates a sample level 1 and level 2 partitioning scheme. As the level decreases, the area of each subdomain increases while the sensors become more sparse, so that the total number of sensors in each subdomain will be limited and balanced. The lower level subdomains and discriminators are in charge of the relatively long range correlation, while the higher level subdomains and discriminators are in charge of relatively short range correlation, providing higher resolution of the field. For each subdomain, we feed the generated and real snapshots at the corresponding sensors to the discriminator assigned to this subdomain. The loss of the generator is the weighted average for all the subdomains, we partition the whole domain into all or part of the sensors within the assigned subdomain. Moreover, in order to learn the long range and short range correlation simultaneously, we arrange the subdomains in a hierarchical structure. For example, we can have one subdomain at level 1, 19 subdomains at level 2, and 480 subdomains at level 3 all partitioning the whole domain. Figure 2 illustrates a sample level 1 and level 2 partitioning scheme. As the level decreases, the area of each subdomain increases while the sensors become more sparse, so that the total number of sensors in each subdomain will be limited and balanced. The lower level subdomains and discriminators are in charge of the relatively long range correlation, while the higher level subdomains and discriminators are in charge of relatively short range correlation, providing higher resolution of the field. For each subdomain, we feed the generated and real snapshots at the corresponding sensors to the discriminator assigned to this subdomain. The loss of the generator is the weighted average of negative critics from all the discriminators. To balance the levels, in practice for certain subdomain at a certain level we set the weight as 1 divided by the product of the number of levels and the number of subdomains in this level.

2) Diagnostics: The objective of this work is to learn the distribution of the parameter $k$ and $u$ at sensors, and predict the whole fields of $k$ and $u$ with the information from PDE (Eq. (1)). Since the distribution of $\log(k)$ is close to normal, we focus on validation of $\log(k)$ instead of $k$ directly. The predictions of $\log(k)$ and $u$ are given in terms of their mean (the most probable value) and standard deviation (the measure of uncertainty). Moreover, to validate the distributions of the learned random field $\log(k)$, we compare its (learned) correlation with those of the $\log(k)$ GP model, assumed here to be the ground truth. We also compare the matching between the pairwise covariance and $L_1$ distance between validation points in $\log(k)$ field, in order to give a more detailed illustration of the correlation of learned $\log(k)$ field. We will revisit these diagnostics for evaluating PI-GANs in Section V-A.

C. Single Node optimizations

We implement and train our PI-GAN networks in TensorFlow [28], [29], a framework with a CUDA backend capable of utilizing GPUs for the intense computations required during the training process. The core of both the generator and discriminator networks is a series of fully-connected layers in which both the number of layers and the width of the layers is parameterized. We focus on three configurations in our effort: $5 \times 128$ (i.e. 5 layers, each with 128 neurons), $11 \times 512$, and $21 \times 1024$ (These correspond to the blue circles in Figure 1). As is common for deeper neural networks, the design includes residual connections that skip intermediate layers to improve gradient propagation and trainability [30]. The generator network must generate both $\log(k(x))$ and $u(x)$, and we chose a design that uses a single set of weights (thus reducing the memory footprint) and produces separate $\log(k(x))$ and $u(x)$ outputs in the final layer, ensuring that TensorFlow’s automatic (numeric) differentiation transformation does not introduce unnecessary computation (i.e., we need $\nabla u(x)$ but not $\nabla \log(k(x))$).

An important difference between the two networks exists in how the inputs are provided. The generator network is designed with a narrow input that operates on a single sensor location (along with the random noise input), forcing each $\log(k(x))$ to be generated independently. The many sensors from a single realization are provided as separate samples in an effectively-larger batch, mitigating the inefficiency of the small batch sizes used for the generator (due to memory constraints). In contrast, the discriminator network is given all the sensor locations for its subdomain as a single input, allowing it to directly learn correlations between different sensor locations. This is intended to allow the discriminator to train more efficiently, which in turn drives the generator network to do a better job. Additionally, the differences between the generator and discriminator setups discourage “common-mode” failures that can occur with GANs where the discriminator simply mirrors the generator rather than learning properties of the target distribution.

TensorFlow includes support for mixed-precision training. We employ the standard methodology of computing activations and gradients in half precision (FP16) but accumulating gradients and updating model weights in single precision (FP32) [31]. The use of adaptive loss scaling [31] maximizes the effectiveness of the relatively small dynamic range of the half precision format.

A final design choice lies in the selection of the nonlinear activation functions that are inserted between the fully-connected layers in the network. The most common (and best optimized in frameworks and GPU libraries) function is ReLU [32], but its merely piecewise-differentiability is a concern for a network that incorporates differentiation in the forward pass as well as backpropagation. We instead chose the hyperbolic tangent (tanh) activation function for its differentiability and unbiasedness, despite an expected performance cost (see Section V-B).

D. Multi-node optimizations

1) Parallelism: The standard technique used for scaling out a deep learning workload is data-parallelism, where GPUs work with identical copies of the entire network and each computes gradients for a separate set (the local batch) of input samples. A summation is performed across all the GPUs to produce the gradients for the global batch, and each GPU then makes identical updates to their copies of the weights, ensuring the model stays consistent across the entire system. Software libraries such as Horovod [33] simplify the incorporation of data-parallelism with a few lines of additional code. Unfortunately, a purely data-parallel approach for our PI-GAN runs into three challenges at scale:
1) At least part of the gradient summation performed in each training step represents exposed communication (i.e. it cannot be overlapped with any computation). As the number of GPUs involved in the summation grows, the latency of this summation unavoidably increases, reducing the overall throughput.

2) The quality of a trained model can suffer if the global batch size becomes too large. Although some classification networks have been trained with batch sizes up to 64K [33], GANs have proven to be more sensitive, and the best known techniques have only been able to push to a global batch size of 2048 [19]. Even with a local batch size of 1, a purely data-parallel run on all of Summit would use a global batch size over 27,000.

3) Finally, the model for our PI-GAN simply doesn’t fit within a single GPUs device memory. Again, even with a local batch size of 1, our medium network (designed for a stochastic dimension of 1000) would require over 19 GB of memory (once all intermediate results for back-propagation are accounted for) while our larger network would require over 1.7 TB of memory (on each GPU).

We address all of these challenges by using a novel hybrid parallelism technique for our PI-GAN. We first divide the pool of available GPUs into two subgroups. The generator workers are responsible for training the generator model against the collection of discriminator models, while each discriminator worker contributes to the training of one of the discriminators. Our design permits an adjustable ratio of generator workers to discriminator workers, which is one of the hyperparameters that impacts the relative training rates. (Somewhat conveniently, a 50/50 split works well for our largest network). Both subgroups are then further divided by associating each worker with a single subdomain. If care is taken to balance the work per subdomain (as shown in Figure 2), these divisions are uniform, but uneven splits can be made if the subdomain sizes are imbalanced. The discriminator workers assigned to a given subdomain then use traditional data-parallelism to train the subdomain’s discriminator. At full Summit scale, this corresponds to a global batch size of ~350, well within the feasibility of data-parallel GAN training. In contrast, the generator workers assigned to a given subdomain do not operate independently. Instead, they use a form of model-parallelism, computing only the portion of the generator loss function associated with their assigned subdomain. The losses from each subdomain must be summed together, but a rearrangement of terms based on the linearity of the gradient computation allows this summation to be folded into the data-parallel summation for stochastic gradient descent (up to a constant multiplicative factor, which is easily compensated for):

$$\nabla \ell \approx \frac{1}{N} \sum_{i=1}^{N} \nabla \ell(x_i) = \frac{1}{N} \sum_{i=1}^{N} \sum_{d} \nabla \ell_d(x_i)$$

Horovod supports the ability to restrict its gradient reduction to an MPI subcommunicator. By carefully splitting the job into $D + 1$ sub-communicators (1 for the generator training and 1 for each discriminator subdomain), the training of each model continues to benefit from the simplicity and performance of the Horovod approach.

2) Model Exchange: The parallelism technique described above splits the training of different models across different GPUs, but the adversarial approach of a GAN requires that the generator train against recent discriminator models and vice-versa. These model exchanges must occur outside the subcommunicators created for Horovod, and are performed using the mpi4py Python bindings for MPI. We explored and implemented several different schedules for model exchange, which we describe next and evaluate in Section V.C.

![Fig. 4: Visualization of different training exchange schedules.](image)

The **sequential** schedule (Figure 4a) is equivalent to the dataflow of a purely data-parallel approach. The discriminator is trained for a specified number of steps, the updated discriminator is used to train the generator, and so on. As the figure suggests (and the results in Section V.C confirm), this schedule becomes inefficient once the GPUs are separated into generator vs. discriminator workers, as one group or the other will always sit idle. The **parallel** schedule (Figure 4b) addresses this by letting all workers train for a specified number of steps before exchanging models between them. However, it still exposes the latency of the model exchanges. If slightly stale versions of the adversarial models can be used without harming convergence (see Section V.C), the **overlap** schedule (Figure 4c) overlaps the model exchange with training, leaving any imbalance of work between the generator and discriminator workers as the remaining structural inefficiency. The most aggressive **freerun** schedule (Figure 4d) attempts to eliminate this as well, allowing each model to be trained continuously. Model updates are sent periodically and applied by the receiver on the next training step boundary.

IV. PERFORMANCE MEASUREMENT

Although our networks are of feed forward type and are mainly comprised of fully connected layers which translate into matrix-matrix multiplication, the use of TensorFlow’s automatic numeric differentiation to induce a network for $f(x)$ makes it difficult to compute the number of floating point operations required for a training step directly from
Instead, we traverse the TensorFlow operation graph after all transformations have been performed (i.e. both the explicit differentiation for the PDE and the automatic differentiation necessary to support backpropagation) and estimate the operations required for each node in the graph. Since the operation graphs differ from GPU to GPU (depending on the size of its assigned subdomain and whether it is training the discriminator or the generator), each GPU’s workload must be estimated independently. To validate these estimates, we used the API logging capability of the cuBLAS and cuDNN libraries to generate a log file listing every call made into either library, including all parameter values. These logs were then parsed to compute independent estimates of the FLOPs required for a training step of each generator and discriminator network, which were found to agree with the in-application estimate. In order to extract FLOP rates, we combine this information with time stamps printed by each group of networks for each iteration. Since for most training schedules our code is predominantly asynchronous, those time steps generally do not align across groups. We therefore interpolate the time series for each group individually and align them by resampling in 1 ms intervals, which corresponds to about 1/3 of the time for a discriminator iteration. We then compute the aggregate FLOPs by summing across all groups for each individual time interval and divide by the interval length to get the FLOP rate. We finally compute the median and the maximum across all time intervals and define this as our sustained and peak FLOP rates, respectively. For visualizing performance variations, we further compute the 68% confidence levels (i.e. \( \pm 1 \) standard deviation) for each concurrency and show those as asymmetric error bars in our scaling plots presented in Section V-C.

A. HPC System and Environment

1) Hardware configuration: All of our experiments were performed on the Summit, a leadership class supercomputer installed at the Oak Ridge National Laboratory (ORNL). Summit is currently the world’s fastest system according to the biannual TOP500 ranking [35]. The system is comprised of 4608 nodes, each equipped with two IBM Power 9 CPUs and 6 NVIDIA Volta GPUs (V100) with 16 GB HBM2 memory. Each Power 9 CPU is connected to 3 Volta GPUs using NVIDIA high-speed interconnect NVLink, capable of 300 GB/s bi-directional bandwidth. For inter-node communication, each node uses a pair of dual-rail EDR Infiniband cards capable of injecting 23 GB/s into a non-blocking fat-tree topology.

The Volta GPU architecture incorporates Tensor Cores that accelerate mixed-precision operations common to deep learning (and many other) workloads. Each of the 640 Tensor Cores can perform 64 floating-point Fused-Multiply-Add (FMA) operations per cycle, for a peak throughput of 125 TF/s per GPU (750 TF/s per Summit node). Input operands are provided in half precision (FP16), while outputs may be either half or single precision.

2) Software environment: Our experiments were performed using TensorFlow v1.12, compiled with CUDA 9.2.148, cuDNN 7.5.0, and cuBLAS 9.2.174. Internode model exchanges (see Figure 4) used IBM Spectrum MPI v10.2.0.10, while gradient reductions during training were performed with Horovod v0.15.2, compiled with NCCL v2.4.6.

V. RESULTS

A. Physics-informed GAN Results

Fig. 5: Error of mean and standard deviation for \( \log(k) \), \( u \) on validation points.

Fig. 6: Validation of GAN predictions. The columns represent the mean of \( \log k \) (left), \( u \) (middle) and \( f \) (right) fields. The top row shows the GAN prediction, the middle row the ground truth and the bottom row shows the difference between these two.

1) Correctness of solution for 1 domain: We train the PI-GANs with Dataset #3 level 1 to validate the correctness of solution for 1 domain that covers the entire Hanford Site.
Fig. 7: Comparison of covariance and $L_1$ distance of $\log(k)$ learned by PI-GAN. Blue points indicate covariance between PI-GAN generated data.

Figures 5, 6, and 7 show that the GAN makes realistic predictions of $\log(k)$ field and $u$ field. The errors for $u$ are larger at the boundaries as we have not incorporated the boundary conditions directly into our current PI-GAN implementation.

2) Correctness of solution for multiple sub-domains and high stochastic dimensionality: Next we present results for PI-GANs for 1, 20 and 100 subdomains, as well as SD = 100 and 1000. For the case of SD = 100, we train PI-GANs with Dataset #3 level 1 (1 domain), Dataset #3 level 1 and 2 (20 subdomains in all), Dataset #2 (100 subdomains in all). For the case of SD = 1000, we train PI-GANs with Dataset #4 level 1 (1 domain), and Dataset #4 level 1 and 2 (20 subdomains in all). Figure 8 shows errors for the quantities of interest for 100 and 1,000 stochastic dimensions (SD) for 1 and 20 domains; the results for 100 domains are similar. Figure 9 shows the pairwise covariance between 100 validation points scattered randomly across the Hanford Site. The red line, which is the best-fit to the PI-GANs generated $\log(k)$ field, is in agreement with the reference (black line) values computed from the exact covariance kernel. We can see clearly the inadequacy of the model using a single domain that with only 100 sensors (lower left in Figure 9) compared to the multidomain cases. The comprehensive diagnostic results shown here validate our choice of PI-GAN architecture.

3) Effect of training schedules and fp16 vs. fp32: In order to investigate the effect of training schemes presented in Figure 4 as well as the reduced arithmetic precision employed, we make explicit comparisons of the results for the case of Dataset #1 in Figures 10 and 11. The mixed-precision training is at least as good as the single-precision results in terms of both convergence rate and the accuracy of the resulting model. Comparisons between single- and mixed-precision for other datasets, schedules, and scales yielded no meaningful differences, and the corresponding plots have been omitted as a result.

The behavior of the different model exchange schedules is a little more varied. The parallel schedule’s convergence and quality is indistinguishable from that of the sequential schedule, allowing us to adopt the parallel schedule as the baseline for large scaling runs. The more aggressive overlap and freerun schedules show excellent model accuracy in Figure 11, but convergence appears to be slower. As with any hyperparameter, the choice of schedule needs to be re-examined at each scale to determine the best trade-off between step time and the total number of steps needed for convergence.

B. Single Node Performance

To examine the per-GPU performance before communication and scaling issues are taken into consideration, we performed tests using 2 GPUs on a single Summit node for just the top-level subdomain in the largest dataset. One GPU
Fig. 10: Correlation length of $\log(k)$ learned by PI-GAN with different training schedules and fp16 vs. fp32.

Fig. 11: Comparison of covariance and $L_1$ distance of $\log(k)$ learned by PI-GAN for various training schedules and fp16 vs. fp32. Blue points indicate covariance between PI-GAN generated data.

was therefore the (sole) generator worker and the other the discriminator worker. The parallel schedule was used with a large number of steps per exchange to minimize the timing impact of the model exchange. The results shown in Table II show the batch size, number of operations per step, and single-GPU throughput for each GPU separately. The final column is a weighted average that takes into account the ratio of generator workers to discriminator workers. The tanh activation function was used for all other experiments, but the potential performance improvement of switching to relu is shown here.

| Prec. | Act. Func | Batch FLOP/step (x10^{12}) | Perf. (TF/s) | Batch FLOP/step (x10^{12}) | Perf. (TF/s) | Effective Performance (TF/s) |
|-------|------------|-----------------------------|--------------|-----------------------------|--------------|-------------------------------|
| FP16  | tanh       | 6                           | 12.3         | 38.6                        | 52.7         | 49.0                          |
|       | relu       | 3                           | 7.15         | 10.1                        | 14.4         | 12.5                          |

TABLE II: Single-GPU performance of PI-GAN network. Results shown for both half precision (FP16) and single precision (FP32) training. The effective performance is a weighted average that takes into account the ratio of generator workers to discriminator workers. The tanh activation function was used for all other experiments, but the potential performance improvement of switching to relu is shown here.

In addition to examining the network as designed with the tanh activation function, we also measured the performance when using the simpler relu activation function to understand the potential performance improvement available if the differentiability concerns described in Section III-C can be resolved. With a potential benefit of over 16% from switch to relu, further study on its use is warranted. However, all of the other results shown use the tanh activation function.

C. Multi Node Scaling

In this section we explore the scalability of the largest of the three networks shown in Figure 1 which is the largest network the Summit system can support and is intended to
model the Hanford Site with a stochastic dimensionality of at least 10,000. We note that a careful (but expensive!) analysis might be able to show a smaller network is sufficient for 10,000 dimensions. However, such a result would increase the maximum dimensionality of configurations that can be modeled on Summit — the scalability of the large network remains relevant. Dataset #6 (in Table I) contains 500 subdomains, each of which has 2,200 sensors (100 k, 100 u, and 2000 f) sensors and 1,000,000 realizations for a total of 17.6 TB of training data. As each subdomain utilizes (at least) one GPU for discriminator training and one for generator training, the application must be run on at least 1000 GPUs in total (∼167 Summit nodes) and we test its performance scaling behavior up to 27,500 GPUs (nearly the entire Summit system).

The neural network configuration used for this enormous problem is 21×1024, and we use local batch sizes of 32 for discriminator training and 6 for generator training, both limited by the memory capacity of the Volta GPUs. Figure 12 shows the performance scaling behavior for each of the four schedules described in Section III-D2. The black dotted line represents ideal scaling for the freerun, overlap, and parallel schedules, while the red dotted line represents the (significantly lower) ideal scaling for the sequential schedule. At 27,500 GPUs (4584 Summit nodes), the sequential schedule achieves a peak performance of 604 PF/s and a sustained performance of 597 PF/s, for a parallel efficiency of 92.0%. The parallel schedule, which is able to use all GPUs concurrently, reaches a peak and sustained performances of 1134 PF/s and 1107 PF/s respectively. This represents a parallel efficiency of 91.6% and a 1.87× improvement over the sequential schedule. The overlap schedule improves to 1228 PF/s (peak) and 1136 PF/s (sustained), for a parallel efficiency of 93.7%. The freerun schedule further improves the sustained performance on 27,500 GPUs to 1207 PF/s with a peak performance of 1228 PF/s and a parallel efficiency of 93.1%.

The scaling plots in Figure 12 do show a few minor anomalies in the overall scaling trend. Our work distribution strategy has been designed to balance generator and discriminator training in the adversarial model, but quantization effects can skew this balance for some points on the scaling curve. For example, when run on a total of 10,500 GPUs, each subdomain is assigned 10 GPUS for generator training and 11 for discriminator training, causing an efficiency loss of a few percent.

We note that Dataset #6 has a correlation length that is short relative to the Hanford Site length-scale, which induces significant small-scale features in the realizations of the log(k) field. The performance scaling results for Dataset #6 indicate that the current PI-GAN implementation is fully capable of processing the amount of data required to solve the mixed SPDE problem in the regime of high dimensionality.

D. Discussion

Solving SPDEs in high dimensions and tackling the curse of dimensionality is a holy grail in computational science, and the proposed PI-GAN approach has a potential to contribute greatly towards this goal. Such foundational contribution will be the keystone in building a "digital twin" for the critical region of the Hanford Site and will become a paradigm for similar digital twins of complex multiscale problems that require continuous monitoring via data and simulations. However, here we only considered a subset of the total multiphysics problem that involves a coupled system of SPDEs. Future work should address the development of more sophisticated DNNs and GANs that best represent the multiscale and multiphysics nature of these physical twins with proper incorporation of boundary and interface conditions, external interactions (e.g., rain), biochemistry, etc.

Future work should also address current limitations of the GANs architecture proposed in this paper. Although we have introduced domain decomposition for discriminators, we only have one generator for the whole domain. In the future we will explore GANs structure with separate generator assigned to each subdomain, where the generators will be synchronized across subdomain boundaries via continuity constraints stemming from the physics.

VI. Conclusions

In this work, we have taken an important step towards bridging the distinct worlds of theory-driven modeling, and data-driven analysis. Motivated by the important problem of uncertainty quantification for characterizing subsurface flow at the Hanford Site, we have proposed a state-of-the-art GAN model that is informed by a stochastic PDE constraint. Our model is able to process data across multiple subdomains, and is effectively mapped to execute on multiple GPUs. We implement our application in the high-level TensorFlow framework, and obtain high performance levels (38.6-59.3TF/s) on Volta GPUs. Building upon a number of communication and load balancing strategies, we were successful in scaling the model out to 27,500GPUs, obtaining a peak and sustained performance of 1228PF/s and 1207PF/s respectively. To the best of our knowledge, this is the first exascale-ready implementation of a GAN architecture and the first successful attempt at solving mixed stochastic PDEs with 1,000 (or higher) dimensionality.
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