A unified framework for mechanics: Hamilton–Jacobi equation and applications
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Abstract

In this paper, we construct Hamilton–Jacobi equations for a large variety of mechanical systems (nonholonomic systems subjected to linear or affine constraints, dissipative systems subjected to external forces, time-dependent mechanical systems etc). We recover all these, in principle, different cases, using a unified framework based on skew-symmetric algebroids with a distinguished 1-cocycle. Several examples illustrate the theory.
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1. Introduction

A fundamental requirement for new developments in mechanics is to unravel the geometry that underlies different dynamical systems, in particular mechanical systems. There are several reasons why this geometrical understanding is fundamental. First, it is a key tool for reduction by symmetries and for the geometric characterization of the integrability and stability theories. Second, the effective use of numerical techniques is often based on the comprehension of the fundamental structures appearing in the dynamics of mechanical and control systems. In fact, the geometrical analysis of such systems reveals what they have in common and indicates the most suitable strategy to analyse their solutions. Finally, the geometrical approach has provided substantial contributions to neighbouring areas, such as molecular systems, classical field theories, control theory and engineering.
Recent efforts have led to a unified framework for geometric mechanics based on a new structure, namely a Lie algebroid (see section 2), which represents the phase space for Lagrangian mechanics and whose dual is the phase space for Hamiltonian mechanics. These ideas were introduced in a pioneering paper by Weinstein [42] (see also [27]) where the equations of motion were derived from a Lagrangian function given on a Lie algebroid. This was done using the linear Poisson structure on the dual of the Lie algebroid and the Legendre transformation associated with a regular Lagrangian. However, it is shown that these equations work for an arbitrary Lagrangian. The unifying feature of the Lie-algebroid formalism is particularly relevant for the class of Lagrangian systems invariant under the action of a Lie group of symmetries (see [24] for a survey on the subject; see also [8, 31, 38]).

As it turns out, the Lie-algebroid scheme is not general enough to include some interesting mechanical systems. On a Lie algebroid, the Jacobi identity for the bracket of sections implies the preservation of the associated linear Poisson bracket on its dual. However, many interesting examples are not covered by this strong assumption, for instance, nonholonomic mechanics (see [4, 5, 17, 22, 41] and references therein). Moreover, it would be interesting to find a general setting also encompassing some cases of dissipation of energy (for instance, explicit time-dependent systems, systems subjected to external forces or mechanical systems subjected to affine nonholonomic constraints). These reasons are our main motivation for introducing Hamiltonian mechanics on more general objects, namely skew-symmetric algebroids equipped with a nonzero 1-cocycle. These types of structures were considered in [21], under the name of Lagrange structures, in order to study some quantization problems for dynamical systems whose classical equations of motion do not necessarily follow from the action principle. Skew-symmetric algebroids will allow us to avoid the preservation of the Poisson bracket [3, 11, 13, 14, 23, 38] and the nonzero 1-cocycle will introduce a dissipative character to the dynamics (for the geometric description of time-dependent mechanics, in terms of Lie affgebroids or, equivalently, in terms of Lie algebroids with a nonzero 1-cocycle, see [12, 19, 20, 29, 30, 32]; see also [39]). Other approaches to the study of nonholonomic mechanical systems subjected to linear constraints, in the algebroid setting, have been also discussed in some recent papers (see [9, 10, 33, 34]). In these papers, the key tool is the notion of the prolongation of a Lie algebroid over a fibration.

Our main goal is to derive a Hamilton–Jacobi equation for the case of skew-symmetric algebroids with a 1-cocycle. As is well known, Hamilton–Jacobi theory for unconstrained systems is a useful tool for the exact integration of Hamilton’s equations, for instance using the technique of separation of variables (see [1] and references therein). In other cases, this theory allows us to simplify the integration of Hamilton’s equations or, at least, to find some particular solutions of the system. To summarize the idea for classical Hamilton’s equations, consider a configuration manifold $Q$ and a Hamiltonian $H : T^* Q \to \mathbb{R}$. Then the Hamilton–Jacobi equation can be written as

$$H \left( q, \frac{\partial W}{\partial q} \right) = \text{constant}$$

for some function $W : Q \to \mathbb{R}$. If we find such a function $W$, then the integration of Hamilton’s equations (for initial condition along $dW(Q)$) is reduced to knowing the integral curves of a vector field on $Q$, defined as $X_H^W = T \tau_{T^* Q} \circ X_H \circ dW \in \mathfrak{X}(Q)$, where $\tau_{T^* Q} : T^* Q \to Q$ is the canonical projection and $X_H$ is the Hamiltonian vector field associated with $H$. Hence, from the integration of a vector field on the configuration space it is possible to recover some of the solutions of the original Hamiltonian system (recently, a Lagrangian version of this procedure has been discussed in [6]).
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A similar idea is also present in Riemannian geometry when we look for a vector field $X \in \mathfrak{X}(Q)$ verifying $\nabla^G_X X = 0$ (a geodesic or auto-parallel vector field), where $\nabla^G$ is the Levi–Civita connection associated with a Riemannian metric $G$ on $Q$. Their integral curves are geodesics, that is, solutions of the geodesic second-order differential equations corresponding to $G$ with initial conditions on $\text{Im} X \subset TQ$. Observe that, in general, $X$ is not the gradient with respect to $G$ of a function $W \in C^\infty(Q)$, which would be the case if we applied the classical Hamilton–Jacobi theorem. Hence, to recover this situation it is necessary to generalize the classical Hamilton–Jacobi equations.

On the other hand, recently, some of the authors of this paper proposed a generalization of the Hamilton–Jacobi equation for skew-symmetric algebroids (see [23]). Roughly speaking, a skew-symmetric algebroid is a vector bundle $\tau_E : E \rightarrow Q$ equipped with a skew-symmetric bilinear bracket of sections and a vector bundle morphism, $\rho_E : E \rightarrow TQ$ (the anchor map), satisfying a Leibniz-type property, i.e. a Lie algebroid structure without the integrability property (for more details, see section 2). The existence of such a structure on $E$ is equivalent to the existence of a linear almost Poisson bracket on $C^\infty(E^*)$ ($\tau_{E^*} : E^* \rightarrow Q$ being the dual bundle to $\tau_E : E \rightarrow Q$) or the existence of an almost differential $d_E$ on $\tau_{\wedge E^*} : \wedge^k E^* \rightarrow Q$ which satisfies all the properties of a standard differential except that $(d_E)^2$ is not, in general, zero.

Skew-symmetric algebroids were used in [23] to describe the Hamilton–Jacobi equation of nonholonomic mechanical systems. In this case $E$ is determined by the linear constraints and the function $W \in C^\infty(Q)$ is replaced by a 1-cocycle on the dual bundle $E^*$ (i.e. a section $\alpha$ of $E^*$ such that $d_E\alpha = 0$). With these ideas, one derives a Hamilton–Jacobi equation for nonholonomic dynamics, illustrating the utility of this new theory for the integration of different nonholonomic problems. Hamilton–Jacobi theory for standard nonholonomic mechanical systems has also been discussed in recent papers (see [7, 18, 37]).

In this paper, we develop a Hamilton–Jacobi theory including, as particular cases, the Hamilton–Jacobi equation for skew-symmetric algebroids introduced in [23] and the case of auto-parallel vector fields in Riemannian geometry (example 4.3), as well as a large variety of new examples (time-dependent Hamiltonian systems, systems with external forces, nonholonomic mechanics with affine constraints, etc). With this objective in mind, we obtain the main result of our paper, theorem 3.1, the Hamilton–Jacobi equation for a Hamiltonian system on a skew-symmetric algebroid with a non-zero 1-cocycle. Moreover, our construction is preserved under the natural morphisms of the theory. This fact is proved in theorem 3.7. We remark that this new version of the Hamilton–Jacobi equation is much more general than the one developed in [23], since here, we do not require the 1-section solutions of the Hamilton–Jacobi equation to be cocycles. This fact is extensively used in example 4.11, where we find solutions for the problem of a rolling ball in a rotating plane with time-dependent angular velocity looking for functions $W \in C^\infty(Q)$ which do not satisfy $(d_E)^2W = 0$ (and thus, out of the cases studied in [23]). On the other hand, the proof of theorem 3.1 is simpler and completely independent of the one done in [23]. It is interesting to note that a Lagrangian version of the idea of dropping the extra hypothesis that the solution of the Hamilton–Jacobi equation has to be a 1-cocycle was used in [7] for a nonholonomic Lagrangian system on the standard Lie algebra.

The paper is structured as follows. In section 2, we discuss some aspects of the geometry of skew-symmetric algebroids in the presence of a 1-cocycle. Moreover, given a Hamiltonian section $h$ of the AV-bundle associated with the skew-symmetric algebroid and the nonzero 1-cocycle, we obtain Hamilton equations for $h$. In section 3, we formulate and prove the Hamilton–Jacobi theorem for a Hamiltonian system on a skew-symmetric algebroid with a nonzero 1-cocycle. In addition, we see that the Hamilton–Jacobi equation is preserved under
the natural morphisms of the theory. Finally, in the last section, some theoretical and practical examples will illustrate the power of these new techniques as for instance Hamilton–Jacobi equation for a particle on a vertical cylinder in a uniform gravitational field with friction, for a homogeneous rolling ball without sliding on a rotating table with time-dependent angular velocity or for the vertical rolling disc with external forces.

2. Skew-symmetric algebroids, 1-cocycles and Hamiltonian dynamics

2.1. Skew-symmetric algebroids and 1-cocycles

Let \( \tau_E : E \to Q \) be a vector bundle of rank \( n \) over the manifold \( Q \). We denote by \( \Gamma(E) \) the \( C^\infty(Q) \)-module of sections of \( E \). A \textit{skew-symmetric algebroid structure} on \( E \) is a pair \( (\llbracket \cdot, \cdot \rrbracket, \rho) \), where \( \llbracket \cdot, \cdot \rrbracket : \Gamma(E) \times \Gamma(E) \to \Gamma(E) \) is a \( \mathbb{R} \)-bilinear skew-symmetric bracket on \( \Gamma(E) \) and \( \rho : E \to TQ \) is a vector bundle map (the \textit{anchor map}) such that

\[
\llbracket \sigma, f \gamma \rrbracket = f \llbracket \sigma, \gamma \rrbracket + \rho(\sigma)(f) \gamma, \quad \sigma, \gamma \in \Gamma(E), \quad f \in C^\infty(Q).
\]

Note that \( \rho : E \to TQ \) induces a homomorphism of \( C^\infty(Q) \)-modules which we denote also by \( \rho : \Gamma(E) \to \mathfrak{X}(Q) \) (see [3, 13, 15, 16, 23, 38]).

If the bracket \( \llbracket \cdot, \cdot \rrbracket \) satisfies the Jacobi identity then \( (E, \llbracket \cdot, \cdot \rrbracket, \rho) \) is a \textit{Lie algebroid} (see, for instance, [28]). In such a case, we have that the anchor map is a morphism of Lie algebras, i.e.

\[
\rho(\llbracket \sigma, \gamma \rrbracket) = [\rho(\sigma), \rho(\gamma)], \quad \text{for } \sigma, \gamma \in \Gamma(E).
\]

For a skew-symmetric algebroid structure \( (\llbracket \cdot, \cdot \rrbracket, \rho) \) defined on the vector bundle \( \tau_E : E \to Q \), one may consider the \textit{almost differential} \( d^E : \Gamma(\wedge^* E^*) \to \Gamma(\wedge^{*+1} E^*) \) as a \( \mathbb{R} \)-linear map given by

\[
(d^E f)(\sigma) = \rho(\sigma)(f),
\]

\[
(d^E \alpha)(\sigma, \gamma) = \rho(\sigma)(\alpha(\gamma)) - \rho(\gamma)(\alpha(\sigma)) - \alpha(\llbracket \sigma, \gamma \rrbracket)
\]

(2.1)

and

\[
d^E(\beta_1 \wedge \beta_2) = d^E \beta_1 \wedge \beta_2 + (-1)^k \beta_1 \wedge d^E \beta_2,
\]

for \( f \in C^\infty(Q), \alpha \in \Gamma(E^*), \sigma, \gamma \in \Gamma(E), \beta_1 \in \Gamma(\wedge^k E^*) \) and \( \beta_2 \in \Gamma(\wedge^{k+1} E^*) \).

Note that \( d^E \) is defined in a similar way to the standard differential over a manifold. However, there are important differences between them. In what follows, we will discuss some facts related to these differences.

Firstly, unlike the case of the standard differential on a manifold, we have that the almost differential \( d^E \) of a skew-symmetric algebroid \( (E, \llbracket \cdot, \cdot \rrbracket, \rho) \) is not, in general, a cohomology operator, i.e. \( (d^E)^2 \neq 0 \). In fact, \( (d^E)^2 = 0 \) if and only if \( (\llbracket \cdot, \cdot \rrbracket, \rho) \) is a Lie algebroid structure.

For the particular case of a function \( g \in C^\infty(Q) \), we deduce from (2.1) that \( (d^E)^2 g = 0 \) if and only if \( X(g) = 0 \) for all \( X \in \mathfrak{X} \), where \( \mathfrak{X} \) is the finitely generated distribution given by

\[
\mathfrak{X} := \text{span}\{[\rho(\sigma), \rho(\gamma)] - \rho(\llbracket \sigma, \gamma \rrbracket) : \sigma, \gamma \in \Gamma(E)\} \subseteq \mathfrak{X}(Q).
\]

Here and in what follows, we will deal with generalized distributions whose rank is not, in general, constant (see [40]).

On the other hand, if \( Q \) is a connected manifold, in general, \( d^E g = 0 \) does not imply that the function \( g : Q \to \mathbb{R} \) is constant. In other words, if \( Q \) is a connected manifold, in general, the vector space

\[
H^0(d^E) = \{ f \in C^\infty(Q) \text{ such that } d^E f = 0 \},
\]
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is not isomorphic to $\mathbb{R}$. Note that, when $E$ is a Lie algebroid, $H^0(d^E)$ is the Lie algebroid cohomology 0-group of $E$. Even in this case, one cannot guarantee that $H^0(d^E)$ is isomorphic $\mathbb{R}$. However, if $Q$ is connected and $E$ is transitive, i.e. $\rho(E) = TQ$, then $H^0(d^E) \cong \mathbb{R}$.

In [23] the authors discuss the relation between a function $g \in C^\infty(Q)$ being constant and $d^E g = 0$. In order to remember these results we introduce the notion of bracket generating distribution (see [2, 26, 35]).

**Definition 2.1.** A distribution $\mathcal{D} \subset TQ$ is called bracket generating if $\{X_k, [X_k, X_i], [X_i, X_j], \ldots \in \mathfrak{X}(Q) : X_j(q), X_k(q) \in \mathcal{D}_q \forall q \in Q \}$ spans the space $\mathfrak{X}(Q)$.

The Lie brackets of vectors fields in $\mathcal{D}$ generate a flag $\mathcal{D} \subset \mathcal{D}^2 \subset \cdots \subset TQ$ with

$$\mathcal{D}^2 = \mathcal{D} + [\mathcal{D}, \mathcal{D}], \quad \mathcal{D}^{r+1} = \mathcal{D}^r + [\mathcal{D}, \mathcal{D}^r],$$

where

$$[\mathcal{D}, \mathcal{D}^q]_q = \{(X, Y)\in (\mathcal{D}) : X \in \Gamma(\mathcal{D}) \text{ and } Y \in \Gamma(\mathcal{D}^q)\},$$

for all $q \in Q$ (for more details, see [35]).

Here, we have two extreme cases: on the one hand, the distribution $\mathcal{D}$ may be involutive, then we have $\mathcal{D} = \mathcal{D}^2 = \mathcal{D}^r$, $\forall r \in \mathbb{N}_{>0}$. On the other hand, if $\mathcal{D}$ is bracket generating, then there exists $r \in \mathbb{N}_{>0}$ such that $\mathcal{D}^r = TQ$.

Now, consider a skew-symmetric algebroid $(E, \llbracket \cdot, \cdot \rrbracket, \rho)$ on a manifold $Q$ and the following finitely generated distribution $\mathcal{D}$ given by

$$\mathcal{D}_q = \rho(E_q), \quad \text{for all } q \in Q.$$

**Proposition 2.2** ([23]). If $(E, \llbracket \cdot, \cdot \rrbracket, \rho)$ is a skew-symmetric algebroid over a connected manifold $Q$, such that $\mathcal{D} = \rho(E) \subset TQ$ is bracket generating, then $H^0(d^E) \cong \mathbb{R}$.

**Proof.** Let $f : Q \to \mathbb{R}$ be a function on $Q$. We will prove that if $d^E f = 0$, then $df = 0$.

Since $d^E f = 0$, we deduce that

$$X_1 X_2(f) = X_1 (X_2(f)) - X_2 (X_1(f)) = 0$$

for all $X_1, X_2 \in \Gamma(\mathcal{D})$ (that is, $X_1(q), X_2(q) \in \mathcal{D}_q$, for all $q \in Q$). Using the fact that $\mathcal{D}$ is bracket generating, we conclude that $X(f) = 0$ for all $X \in \mathfrak{X}(Q)$.

However, in some examples, the distribution $\mathcal{D}$ is not bracket generating. In such a case, we may consider the smallest Lie subalgebra containing $\Gamma(\mathcal{D})$. This Lie algebra $\mathcal{L}(\mathcal{D})$ is composed of finite $C^\infty(Q)$-linear combinations of vector fields of the form

$$f^1 Y_1 + \ldots + f^k Y_k, \quad \text{with } k \in \mathbb{N}, \quad f^i \in C^\infty(Q) \text{ and } Y_i \in \Gamma(\mathcal{D}), \quad i = 1, \ldots, k.$$

$\mathcal{L}(\mathcal{D})$ induces a generalized foliation $\mathcal{F}(\mathcal{D})$ on $Q$.

The leaf of this foliation over a point $q \in Q$ is just the orbit $L = \{\phi_{t_i}^{X_i} \circ \cdots \circ \phi_{t_k}^{X_k}(q) \in Q : t_i \in \mathbb{R}, \quad X_i \in \Gamma(\mathcal{D}) \text{ with } i = 1, \ldots, k, \quad k \in \mathbb{N}_{>0}\}$,

where $\phi_{t_i}^{X_i}$ is the flow of the vector field $X_i$ at time $t_i$ (for a detailed proof of these results see [26]; see also [2, 35]).

**Theorem 2.3** ([23]). Let $(E, \llbracket \cdot, \cdot \rrbracket, \rho)$ be a skew-symmetric algebroid over a manifold $Q$.

Consider the leaf $L$ of $\mathcal{F}(\mathcal{D})$ as described above. Then

(i) A skew-symmetric algebroid structure $(\llbracket \cdot, \cdot \rrbracket_L, \rho_L)$ is induced on the vector bundle $\tau_L : E_L \to L$ with $E_L : = \bigcup_{q \in L} E_q$. Moreover, the distribution $\rho_L(E_L)$ on $L$ is bracket generating.
(ii) If \( f \in C^\infty(Q) \) is a function such that \( d^E f = 0 \), then its restriction to \( L \) is constant.

Next, we will see that any skew-symmetric algebroid structure \((\llbracket \cdot, \cdot \rrbracket, \rho)\) on the vector bundle \( \tau_E : E \to Q \) induces an almost Poisson linear bracket \( \{\cdot, \cdot\} : C^\infty(E^*) \times C^\infty(E^*) \to C^\infty(E^*) \) on the space of functions on \( E^* \), that is, \( \{\cdot, \cdot\} \) is a skew-symmetric \( \mathbb{R} \)-bilinear bracket which is a derivation in each argument with respect to the standard product of functions and with the extra property that the bracket of two linear functions is again a linear function. Indeed, this bracket is characterized by the following relations (see [3, 13, 15, 16, 23]):

\[
\begin{align*}
\llbracket \hat{\sigma}, \hat{\gamma} \rrbracket &= -\llbracket \sigma, \gamma \rrbracket, \\
\{ f \circ \tau_{E^*}, \hat{\sigma} \} &= \rho(\sigma)(f) \circ \tau_{E^*}, \\
\{ f \circ \tau_{E^*}, g \circ \tau_{E^*} \} &= 0,
\end{align*}
\]

for all \( \sigma, \gamma \in \Gamma(E) \) and \( f, g \in C^\infty(Q) \) and where \( \hat{\zeta} : E^* \to \mathbb{R} \) is the linear function associated with the section \( \zeta \in \Gamma(E) \).

Now, we will endow our skew-symmetric algebroid with an additional structure: a distinguished section \( \phi \in \Gamma(E^*) \) which allows us to consider some interesting examples.

Let \( \phi \) be a section of \( E^* \). Denote by \( \phi^\cdot : E(\phi) \) the vertical lift of the section \( \phi \in \Gamma(E^*) \), that is, the vector field defined by

\[
\phi^\cdot(\alpha) = (\phi(\tau_{E^*}(\alpha)))^\cdot, \quad \forall \alpha \in E^*,
\]

where \( ^\cdot _\alpha : E^*_\tau_{E^*}(\alpha) \to T_0(E^*_\tau_{E^*}(\alpha)) \) is the canonical isomorphism between the vector spaces \( E^*_\tau_{E^*}(\alpha) \) and \( T_0(E^*_\tau_{E^*}(\alpha)) \). Note that

\[
\phi^\cdot(\hat{\sigma}) = \phi(\sigma) \circ \tau_{E^*} = \hat{\sigma} \circ \phi \circ \tau_{E^*},
\]

for all \( \sigma \in \Gamma(E) \).

Using (2.1), (2.2) and (2.3), we obtain the following formula which describes the differential of \( \phi \) in terms of the linear bracket \( \{\cdot, \cdot\} \) on \( E^* \):

\[
d^E \phi(\gamma, \sigma) \circ \tau_{E^*} = -\{\phi^\cdot(\hat{\gamma}), \hat{\sigma}\} + \{\hat{\gamma}, \phi^\cdot(\hat{\sigma})\} - \phi^\cdot(\llbracket \hat{\gamma}, \hat{\sigma} \rrbracket) \\
= -\{\hat{\gamma}, \hat{\sigma} \circ \phi \circ \tau_{E^*}\} - \phi^\cdot(\llbracket \hat{\gamma}, \hat{\sigma} \rrbracket) + \{\hat{\gamma} \circ \phi \circ \tau_{E^*}, \hat{\sigma}\},
\]

for all \( \gamma, \sigma \in \Gamma(E) \). Thus, \( \phi \in \Gamma(E^*) \) is a 1-cocycle, i.e. \( d^E \phi = 0 \), if and only if

\[
\phi^\cdot(\gamma_1, \gamma_2) = \{\phi^\cdot(\gamma_1), \gamma_2\} + \{\gamma_1, \phi^\cdot(\gamma_2)\},
\]

for all \( \gamma_1, \gamma_2 \in C^\infty(E^*) \). Moreover, equation (2.5) is equivalent to the fact that the linear bivector \( \Pi_{E^*} \) on \( E^* \) associated with the bracket \( \{\cdot, \cdot\} \) is invariant with respect to the vector field \( \phi^\cdot \in E(\phi) \), i.e.

\[
\mathcal{L}_{\phi^\cdot} \Pi_{E^*} = 0.
\]

In fact, from (2.2), (2.5) and (2.6) one may conclude the following result:

**Proposition 2.4.** Let \( \tau_E : E \to Q \) be a vector bundle over \( Q \) and \( \phi \in \Gamma(E^*) \) a section of the dual bundle of \( E \). Then, the following statements are equivalent:

(i) \( E \) admits a skew-symmetric algebroid structure \((\llbracket \cdot, \cdot \rrbracket, \rho)\) such that \( d^E \phi = 0 \).

(ii) There is a linear bivector \( \Pi_{E^*} \) on \( E^* \) which is invariant with respect to the vertical lift \( \phi^\cdot \in E(\phi) \) of \( \phi \).
2.2. Hamiltonian dynamics

Let \((E, \| \cdot \|, \rho)\) be a skew-symmetric algebroid over \(Q\) of rank \(n\), and \(\phi \in \Gamma(E^*)\) be a nowhere vanishing 1-cocycle of \(E\). Denote by \(\hat{\phi} : E \to \mathbb{R}\) the corresponding linear function induced by \(\phi\) on \(E\). Then, one may consider the affine bundle

\[
\tau_A : A := \hat{\phi}^{-1}(1) \to Q
\]

of rank \(n - 1\) whose associated vector bundle is the kernel of \(\phi\), i.e. \(\tau_V : V := \hat{\phi}^{-1}(0) \to Q\). Moreover, \(V\) is a skew-symmetric algebroid over \(Q\) with structure \((\| \cdot \|_V, \rho_V)\) given by

\[
i V \circ [\sigma, \gamma]_V = [i V(\sigma), i V(\gamma)], \quad \rho_V(\sigma) = \rho(i V(\sigma))
\]

for all \(\sigma, \gamma \in \Gamma(V)\), where \(i_V : V \to E\) is the canonical inclusion. Note that, since \(d^E \phi = 0\), one deduces that \(\phi([i V(\sigma), i V(\gamma)]_V) = 0\). Thus, we have the corresponding linear almost Poisson 2-vector \(\Pi_V\) on \(V^*\).

On the other hand, the map \(\mu := i_{V}^* : E^* \to V^*\) defines an affine bundle of rank 1 modelled over the trivial vector bundle \(\text{pr}_1 : V^* \times \mathbb{R} \to V^*\) (an \(AV\)-bundle in the terminology of [12]). Using (2.2) and the fact that the canonical inclusion \(i_V : V \to E\) is a skew-symmetric algebroid monomorphism, we deduce that \(\mu : E^* \to V^*\) is an almost Poisson morphism. Thus, if \(\alpha_q \in E^*_q\), we have that the following diagram is commutative:

\[
\begin{array}{ccc}
T_{\alpha_q}^* E^* & \overset{\#_{\Pi_{E^*}(\alpha_q)}}{\longrightarrow} & T_{\alpha_q} E^* \\
\uparrow T_{\alpha_q} \mu & & \downarrow T_{\mu(\alpha_q)} \\
T_{\mu(\alpha_q)}^* V^* & \overset{\#_{\Pi_V(\mu(\alpha_q))}}{\longrightarrow} & T_{\mu(\alpha_q)} V^*
\end{array}
\]

Here, \(\#_{\Pi_{E^*}} : T^* E^* \to T E^*\) (respectively, \(\#_{\Pi_V} : T^* V^* \to T V^*\)) is the morphism of \(C^\infty(Q)\)-modules induced by the almost Poisson bivector \(\Pi_{E^*}\) (respectively, \(\Pi_V\)).

Using again (2.2), we also deduce that

\[
d^V f = \mu \circ d^E f \quad \text{and} \quad d^V(\mu \circ \alpha) = \wedge^2 \mu \circ d^E \alpha, \quad f \in C^\infty(Q), \quad \alpha \in \Gamma(E^*),
\]

where \(\wedge^2 \mu : \wedge^2 E^* \to \wedge^2 V^*\) is the extension of \(\mu\) to the corresponding vector bundles.

Note that the set of global sections \(\Gamma(\mu)\), of \(\mu\), is an affine space modelled over \(C^\infty(V^*)\).

In addition, if \(h \in \Gamma(\mu)\) then \(\mu(\alpha_q - h(\mu(\alpha_q))) = 0\), for \(q \in Q\) and \(\alpha_q \in E^*_q\). Thus, one may define a function \(F_h \in C^\infty(E^*)\) characterized by

\[
\alpha_q - h(\mu(\alpha_q)) = F_h(\alpha_q) \phi(q),
\]

for all \(q \in Q\) and for all \(\alpha_q \in E^*_q\). Moreover, we have

\[
(\phi^\nu(F_h))(\alpha_q) = \left(\frac{d}{d\nu|_{\nu=0}} F_h(\alpha_q + t \phi(q))\right) = 1.
\]

Therefore, it follows that \(\phi^\nu(F_h) = 1\). In fact, there is a one-to-one correspondence between \(\Gamma(\mu)\) and the set of functions \(F\) on \(E^*\) which satisfy the relation

\[
(\phi^\nu(F) = 1,
\]

(see [12]).

In what follows, we will associate with each section \(h \in \Gamma(\mu)\), a vector field on \(V^*\). From (2.5) and (2.8), we deduce that, for every section \(h\) of the bundle \(\mu : E^* \to V^*\) and \(G \in C^\infty(V^*)\), the function \([G \circ \mu, F_h]\) is \(\mu\)-projectable (note that \(\ker T_{\mu(\alpha)} \mu = (\phi^\nu(\alpha_q))\)). Thus, for each \(h \in \Gamma(\mu)\) we can consider a vector field \(R_h\) on \(V^*\) which is characterized by

\[
R_h(G) \circ \mu = [G \circ \mu, F_h], \quad G \in C^\infty(V^*).
\]
This vector field is called the Hamiltonian vector field associated with the section $h$. If $\mathcal{H}_{F_h} \in \mathcal{X}(E^*)$ is the Hamiltonian vector field associated with the function $F_h \in C^\infty(E^*)$ with respect to the linear almost Poisson bracket $\Pi_{E^*}$, i.e.

$$\mathcal{H}_{F_h} = -i_{\mathcal{H}_{F_h}} \Pi_{E^*},$$

then, from (2.9), we deduce that

$$R_h \circ \mu = T\mu \circ \mathcal{H}_{F_h}.$$

(2.10)

The integral curves of the vector field $R_h$ are the solutions of the Hamilton equations for $h$.

2.3. Local expressions

Let $E$ be a vector bundle on $Q$ of rank $n$, with a skew-symmetric algebroid structure $(\llbracket \cdot, \cdot \rrbracket, \rho)$.

Fixed a nowhere vanishing section $\phi$ of $E^*$ such that $d^I \phi = 0$. Then one may consider a local basis $\{e_0, e_a\}_{a=1,\ldots,n-1}$ of $\Gamma(E)$ adapted to the 1-section $\phi$ in the sense that $\phi(e_0) = 1$ and $\phi(e_a) = 0$. In terms of this basis we have the local structure functions, $C_{ab}^c, \rho_a^c, \rho_a^0 \in C^\infty(Q)$, of $E$ defined by

$$\llbracket e_a, e_b \rrbracket = C_{ab}^c e_c, \quad \llbracket e_0, e_b \rrbracket = \rho_a^c e_c \quad \text{and} \quad \rho(e_a) = \rho_a^0 \frac{\partial}{\partial q^a}, \quad \rho(e_0) = \rho_a^0 \frac{\partial}{\partial q^a}. $$

Note that the condition $d^I \phi = 0$ implies that $c_{ab}^0 = 0$, for all $a, b \in \{0, \ldots, n-1\}$.

Moreover, with respect to the induced local coordinates $(q^i, p_0, p_a)$ on $E^*$, the local expressions of the vector field $\phi^* \in \mathcal{X}(E^*)$ and the linear almost Poisson bivector $\Pi_{E^*}$ are

$$\phi^* = \frac{\partial}{\partial p_0},$$

$$\Pi_{E^*} = \rho_0^0 \frac{\partial}{\partial q^0} \wedge \frac{\partial}{\partial p_0} + \rho_a^0 \frac{\partial}{\partial q^a} \wedge \frac{\partial}{\partial p_0} - C_{ab}^c p_0 \frac{\partial}{\partial p_0} \wedge \frac{\partial}{\partial p_a} - \frac{1}{2} C_{ab}^c p_c \frac{\partial}{\partial p_a} \wedge \frac{\partial}{\partial p_c}. $$

If $(q^i, p_0, p_a)$ are the corresponding coordinates of $V^*$, the local expression of $\mu : E^* \to V^*$ is

$$\mu(q^i, p_0, p_a) = (q^i, p_0, p_a).$$

Let $h : V^* \to E^*$ be a section of $\mu$ whose local expression is

$$h(q^i, p_0, p_a) = (q^i, -H(q^i, p_0, p_a)), $$

where $H$ is a local function of $V^*$. Then the associated function $F_h : E^* \to \mathbb{R}$ is

$$F_h(q^i, p_0, p_a) = p_0 + H(q^i, p_0).$$

(2.11)

Moreover, the local expression of the Hamiltonian vector field associated with this section $h : V^* \to E^*$ is given by

$$R_h = \left( \rho_0^0 \frac{\partial}{\partial q^0} + \rho_a^0 \frac{\partial}{\partial p_a} \right) \frac{\partial}{\partial p_0} + \left( -\rho_a^0 \frac{\partial}{\partial q^a} - \frac{1}{2} C_{ab}^c p_0 \frac{\partial}{\partial p_a} + \frac{1}{2} C_{ab}^c p_c \frac{\partial}{\partial p_a} \right) \frac{\partial}{\partial p_c}. $$

Thus, the Hamilton equations are

$$\frac{dq^i}{dr} = \rho_0^0 \frac{\partial}{\partial q^i} + \rho_a^0 \frac{\partial}{\partial p_a} \frac{\partial H}{\partial q^i} + \frac{1}{2} C_{ab}^c p_0 \frac{\partial}{\partial p_a} \frac{\partial H}{\partial p_c},$$

$$\frac{dp_a}{dr} = -\rho_0^0 \frac{\partial}{\partial q^a} \frac{\partial H}{\partial q^i} - \frac{1}{2} C_{ab}^c p_0 \frac{\partial}{\partial p_a} \frac{\partial H}{\partial p_c}. $$

A Lagrangian version of these equations was considered in [19] (see also [39]).

It is important to note that the previous dynamics on $V^*$ has a dissipative character. In fact, in the case when the $AV$-bundle $\mu : E^* \to V^*$ is trivial, then the local function $H$ is global and it is the Hamiltonian function on $V^*$. In addition,

$$R_h(H) \circ \mu = \{H \circ \mu, F_h\} \neq 0.$$ 

The local expression of this dissipative term is

$$\{H \circ \mu, F_h\} = \rho_0^0 \frac{\partial}{\partial q^0} \frac{\partial H}{\partial q^i} + C_{ab}^c p_0 \frac{\partial}{\partial p_a} \frac{\partial H}{\partial p_c}. $$
2.4. Examples

Next, we will describe two interesting examples of skew-symmetric algebroids which will be useful for the mathematical description of the mechanical systems considered in this paper.

**Example 2.5.** Consider a Lie algebroid structure \((\mathbb{I}, \mathbb{I}, \rho)\) (or more generally a skew-symmetric algebroid structure) on a vector bundle \(\tau_E : \bar{E} \to Q\) of rank \(n-1\) and \(F : \bar{E} \to \bar{E}\) a homomorphism of vector bundles (over the identity of \(Q\)). Then, on the vector bundle \(\tau_{R \times \bar{E}} : R \times \bar{E} \to Q\), a skew-symmetric algebroid structure \((\bar{E} := R \times \bar{E}, \mathbb{I}, \mathbb{I}, R_{\bar{E} \times \bar{E}}, \rho_{\bar{E} \times \bar{E}})\) is induced given by

\[
\mathbb{I}(f, \sigma), (g, \gamma)_{\bar{E} \times \bar{E}} = (\rho(\sigma)(g) - \rho(\gamma)(f), \mathbb{I}\sigma, \gamma) + gF(\sigma) - fF(\gamma), \quad (\mathbb{I}, \mathbb{I}, \rho) = (\rho(\sigma), \mathbb{I}\sigma, \gamma),
\]

for all \((f, \sigma), (g, \gamma) \in \Gamma(\bar{E}) = C^\infty(Q) \times \Gamma(\bar{E}) \cong \Gamma(R \times \bar{E})\).

Note that the space \(\Gamma(\wedge^2(R \times \bar{E}^*))\) may be identified with \(\Gamma(\bar{E}^*) \oplus \Gamma(\wedge^2 \bar{E}^*)\). Under this identification, for \((f, \alpha) \in C^\infty(Q) \times \Gamma(\bar{E}^*) \cong \Gamma(R \times \bar{E}^*)\), we obtain that

\[
d^{\bar{E}^*} (f, \alpha) = (F^* \alpha - d^\bar{E} f, d^\bar{E} \alpha),
\]

where \(F^* \alpha\) is a section of \(\bar{E}^*\) defined by

\[
(F^* \alpha)(\sigma) = \alpha(F(\sigma)), \quad \forall \sigma \in \Gamma(\bar{E}).
\]

From (2.13), we have that \((1, 0) \in \Gamma(R \times \bar{E}^*)\) is a 1-cocycle, and its vertical lift is just the vector field \(\frac{\partial}{\partial p_0}\) on \(R \times \bar{E}^*\), with \(p_0\) the global coordinate on \(R\).

In this case, the linear almost Poisson bivector on \(R \times \bar{E}^*\) is given by

\[
\Pi_{R \times \bar{E}^*} = \Pi_{\bar{E}^*} + \frac{\partial}{\partial p_0} \wedge (F^*)^\vee,
\]

where \(\Pi_{\bar{E}^*}\) is the linear Poisson bivector on \(\bar{E}^*\) induced by the Lie algebroid structure on \(\bar{E}\) and \((F^*)^\vee\) is the vector field on \(\bar{E}^*\) defined by

\[
(F^*)^\vee : \bar{E}^* \to T \bar{E}^*, \quad (F^*)^\vee(\alpha) = F^*(\alpha)^\vee.
\]

Here, \(F^* : \bar{E}^* \to \bar{E}^*\) is the dual morphism of \(F : \bar{E} \to \bar{E}\).

On the other hand, the affine bundle associated with \((R \times \bar{E}, \mathbb{I}, \mathbb{I}, R_{\bar{E} \times \bar{E}}, \rho_{\bar{E} \times \bar{E}} : (1, 0))\) is just \(\tau_{\{1\} \times \bar{E}} : \{1\} \times \bar{E} \cong \bar{E} \to Q\) with associated vector bundle \(\tau_{\{0\} \times \bar{E}} : \{0\} \times \bar{E} \cong \bar{E} \to Q\).

Moreover, the associated \(\text{AV}-\)bundle \(\mu : R \times \bar{E}^* \to \bar{E}^*\) is just the trivial affine bundle over \(\bar{E}^*\) of rank 1. Therefore, there is a one-to-one correspondence between sections \(h : \bar{E}^* \to R \times \bar{E}^*\) of this affine bundle and functions \(H : \bar{E}^* \to \mathbb{R}\). Furthermore, the Hamiltonian vector field associated with \(h\) is just

\[
R_{h} = \mathcal{H}_{H}^{\Pi_{\bar{E}^*}^\vee} = (F^*)^\vee,
\]

where \(\mathcal{H}_{H}^{\Pi_{\bar{E}^*}^\vee} \in \mathfrak{X}^\vee(\bar{E}^*)\) is the Hamiltonian vector field associated with \(H\) with respect to the linear Poisson structure \(\Pi_{\bar{E}^*}\).

Note that, in this case, the dissipative term is given by

\[
R_{h}(H) = -(F^*)^\vee(H).
\]

Now, we will give some expressions in coordinates of the above objects. Let us consider local coordinates \((q^i)\) on the manifold \(Q\) and a local basis \(\{\tilde{e}_a\}_{a=1, \ldots, n-1}\) of \(\Gamma(\bar{E})\).
A local basis of sections of $E = \mathbb{R} \times \tilde{E}$ is \( \{ e_\alpha, e_\alpha \}_{\alpha=1,\ldots,n-1} \), where \( e_0 = (1,0) \) and \( e_a = (0, \tilde{e}_a) \). Locally, the homomorphism of vector bundles $F : E \to \tilde{E}$ is given by the functions $F^b_\alpha \in C^\infty(\tilde{Q})$, where $F(e_a) = F^b_\alpha e_b$. Then,

\[
\begin{align*}
\{ e_\alpha, e_\alpha \}_{\mathbb{R} \times \tilde{E}} &= -F^b_\alpha e_b, \\
\{ e_\alpha, e_\alpha \}_{\mathbb{R} \times \tilde{E}} &= C^c_{ab} e_c,
\end{align*}
\]

\[
\rho_E(e_0) = 0, \quad \rho_E(e_a) = \rho_a \frac{\partial}{\partial q^i}.
\]

The linear almost Poisson bivector on $E_* = \mathbb{R} \times \tilde{E}^*$ is now

\[
\Pi_{E_*} = \rho_a \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p^a} + F^a_b p_c \frac{\partial}{\partial p^b} \wedge \frac{\partial}{\partial p^c} - \frac{1}{2} C_{ab}^c p_c \frac{\partial}{\partial p^a} \wedge \frac{\partial}{\partial p^b}.
\]

Given a Hamiltonian function $H : E_* \to \mathbb{R}$ then the Hamilton equations of motion are

\[
\begin{align*}
\frac{d}{dt} q^i &= \rho_a \frac{\partial H}{\partial p^a}, \\
\frac{d}{dt} p_a &= -\rho_a \frac{\partial H}{\partial q^i} - C_{ab}^c p^a \frac{\partial}{\partial p^b} E^c.
\end{align*}
\]

**Example 2.6 (see [23]).** Let $(E, \llbracket \cdot, \cdot \rrbracket, \rho)$ be a Lie algebroid on a manifold $Q$. Suppose that we have a vector subbundle $D$ of $E$ and a projector, i.e. a vector bundle morphism $\mathcal{P} : E \to D$ (over the identity of $Q$) such that $\mathcal{P}_D = \text{id}$. Denote by $i_D : D \to E$ the natural inclusion from $D$ to $E$. Then, we may induce a skew-symmetric algebroid structure on $D$ as follows:

\[
\llbracket \sigma, \gamma \rrbracket_D = \mathcal{P}(\llbracket i_D \circ \sigma, i_D \circ \gamma \rrbracket), \quad \rho_D(\sigma) = \rho(i_D \circ \sigma),
\]

for all $\sigma, \gamma \in \Gamma(D)$. Note that, in general, $(\llbracket \cdot, \cdot \rrbracket_D, \rho_D)$ is not a Lie algebroid structure on $D$.

3. **Hamilton–Jacobi equation, skew-symmetric algebroids with a 1-cocycle and linear almost Poisson morphisms**

3.1. **Hamilton–Jacobi equation**

Let $\tau_E : E \to Q$ be a vector bundle, of rank $n$, on the manifold $Q$ with a skew-symmetric algebroid structure $(\llbracket \cdot, \cdot \rrbracket, \rho)$. Consider $\phi \in \Gamma(E^*)$ a 1-cocycle of $E$ which satisfies the following condition:

\[
\phi(q) \neq 0, \quad \text{for all } q \in Q.
\]

Then, as we have shown in section 2.2, the vector bundle $\tau_V : V := \tilde{\phi}^{-1}(0) \to Q$ of rank $n-1$ admits a skew-symmetric algebroid structure which we denote by $(\llbracket \cdot, \cdot \rrbracket_V, \rho_V)$.

Denote by $\tilde{\tau}_{E^*} : T^* E^* \to E$ the vector bundle morphism over $\tau_E^* : E^* \to Q$ such that, for all $\omega \in E^*_q$, $(\tilde{\tau}_{E^*})_{\omega_q} : T^*_q E^* \to E_q$ is the dual morphism of the vertical lift $\omega_q : T^*_q E^* \to T_{\omega_q} E_q$. Denote $\tilde{\tau}_{E^*}$ as a vector bundle projection of $T^* E^*$ as a vector bundle over $E$, that is,

\[
\beta_q(\tilde{\tau}_{E^*}(\theta_{\omega_q})) = \theta_{\omega_q}(\hat{\rho_q}(\omega_q)), \quad \text{for } \omega_q, \beta_q \in E^*_q \quad \text{and} \quad \theta_{\omega_q} \in T^*_{\omega_q} E^*.
\]

where $\omega_q : T^*_q E^* \to T_{\omega_q} E_q$ is the vertical lift.

Note that $\tilde{\tau}_{E^*}$ is a vector bundle morphism over $\tau_{E^*} : E^* \to Q$.

In other words, $\gamma^\beta$ is just characterized by

\[
\eta(\gamma^\beta(q)) = \omega(\eta(q)) \circ \beta, \quad \text{for all } \eta \in \Gamma(E^*) \quad \text{and} \quad \omega \in \Omega^1(E^*).
\]

(3.1)
We remark that
\[ \Upsilon^{\beta}(d\hat{\gamma}) = \gamma, \quad \Upsilon^{\beta}(d(f \circ \tau_{E^*})) = 0, \quad \text{and} \quad \Upsilon^{\beta}(F \omega) = (F \circ \beta)(\Upsilon^{\beta}(\omega)), \tag{3.2} \]
for \( \gamma \in \Gamma(E), f \in C^\infty(Q), F \in C^\infty(E^*) \) and \( \omega \in \Omega^1(E^*) \).

Now, we consider \( h \) a section of the corresponding AV-bundle \( \mu : E^* \to V^* \). Then \( (E, \| \cdot \|, \rho, \phi, h) \) is said to be an almost Hamiltonian system on \( E \).

In such a case, for each section \( \alpha \in \Gamma(V^*) \), we denote by \( \zeta^\alpha_h \) the section of \( E \) given by
\[ \zeta^\alpha_h = \Upsilon^{\alpha, \omega}(dF_h). \tag{3.3} \]

On the other hand, one may define a vector field \( R^\alpha_h \) on \( Q \) as follows:
\[ R^\alpha_h = T_{\tau_V} \circ R_h \circ \alpha, \tag{3.4} \]
where \( R_h \) is the Hamiltonian vector field associated with the section \( h \).

**Theorem 3.1.** Let \( (E, \| \cdot \|, \rho, \phi, h) \) be an almost Hamiltonian system on \( E \). If \( \alpha \in \Gamma(V^*) \) then the following statements are equivalent:

(i) If \( c : I \to Q \) is an integral curve of \( R^\alpha_h \in \mathfrak{X}(Q) \) then \( \alpha \circ c : I \to V^* \) is an integral curve of \( R_h \in \mathfrak{X}(V^*) \).

(ii) \( \alpha \in \Gamma(V^*) \) satisfies the Hamilton–Jacobi equation, i.e.
\[ \mu \circ (i_{\zeta^\alpha_h}^* d^E(h \circ \alpha)) = 0. \]

**Proof.** From (2.2), (2.4) and the fact
\[ \tau_{E^*} \circ h \circ \alpha = \text{id}, \tag{3.5} \]
we deduce that for all \( \gamma, \sigma \in \Gamma(E) \)
\[ d^E(h \circ \alpha)(\gamma, \sigma) = (\rho(\gamma)(\hat{\sigma} \circ h \circ \alpha) \circ \tau_{E^*} + [\hat{\gamma}, \hat{\sigma}] - \rho(\sigma)(\hat{\sigma} \circ h \circ \alpha) \circ \tau_{E^*} \circ h \circ \alpha \]
\[ = -\Pi_{E^*}(d\hat{\gamma}, (h \circ \alpha \circ \tau_{E^*})^*(d\hat{\sigma})) \circ h \circ \alpha \]
\[ + \Pi_{E^*}(d\hat{\gamma} - (h \circ \alpha \circ \tau_{E^*})^*(d\hat{\sigma}), d\hat{\sigma}) \circ h \circ \alpha. \tag{3.6} \]

Moreover, using (3.2), it follows that
\[ 0 = d^E(h \circ \alpha)(\Upsilon^{\alpha, \omega}(d(f \circ \tau_{E^*})), \Upsilon^{\alpha, \omega}(dF)) \tag{3.7} \]
and by (2.2), (3.5) we obtain also that
\[ 0 = -\Pi_{E^*}(d(f \circ \tau_{E^*})), (h \circ \alpha \circ \tau_{E^*})^*(dF)) \circ h \circ \alpha \]
\[ + \Pi_{E^*}(d(f \circ \tau_{E^*}) - (h \circ \alpha \circ \tau_{E^*})^*(d(f \circ \tau_{E^*})), dF) \circ h \circ \alpha \tag{3.8} \]
for all \( F \in C^\infty(E^*) \) and \( f \in C^\infty(Q) \).

Therefore, from (3.2), (3.5), (3.6), (3.7) and (3.8), we conclude that for all \( \omega_1, \omega_2 \in \Omega^1(E^*) \)
\[ d^E(h \circ \alpha)(\Upsilon^{\alpha, \omega_1}(\Upsilon^{\alpha, \omega_2}(\Upsilon^{\alpha, \omega_1}(\Upsilon^{\alpha, \omega_2}(\Upsilon^{\alpha, \omega_1}(\Upsilon^{\alpha, \omega_2})))) = -\Pi_{E^*}((h \circ \alpha \circ \tau_{E^*})^*(\omega_1) \circ h \circ \alpha \]
\[ + \Pi_{E^*}((h \circ \alpha \circ \tau_{E^*})^*(\omega_1 - (h \circ \alpha \circ \tau_{E^*})^*(\omega_1, \omega_2)) \circ h \circ \alpha. \tag{3.9} \]

Recall that \( i_V : V \to E \) is the natural inclusion. Then, if \( \sigma \in \Gamma(V) \), equation (3.9) for the particular case when \( \omega_1 = dF_h \) and \( \omega_2 = d(\hat{\sigma} \circ \mu) = d(i_V \circ \sigma) \) is equivalent to
\[ d^E(h \circ \sigma)(\zeta^\sigma_h, i_V \circ \sigma) = \mathcal{H}^E_{\mathcal{F}}(\hat{\sigma} \circ \alpha \circ \tau_{V^*} \circ \mu) \circ h \circ \alpha - \mathcal{H}^E_{\mathcal{F}}(\hat{\sigma} \circ \mu) \circ h \circ \alpha. \]

Note that \( (h \circ \alpha \circ \tau_{E^*})^*(dF_h) = 0 \) (see (2.7)).
Now, using (2.10) we conclude that
\[ dE(h \circ \alpha)(\zeta_{\alpha}^h, i_V \circ \sigma) = (T_\alpha \circ R_\alpha^{\mu})(\sigma) - R_\alpha(\sigma) \circ \alpha. \] (3.10)

We remark that statement (i) in the theorem is equivalent to
\[ T_\alpha \circ R_\alpha^{\mu} = R_\alpha \circ \alpha. \] (3.11)

So, if this relation holds then, from (3.10), we deduce that
\[ \mu \circ (i_{\alpha}^E dE(h \circ \alpha)) = 0. \]

Conversely, suppose that
\[ dE(h \circ \alpha)(\zeta_{\alpha}^h, i_V \circ \sigma) = 0, \quad \text{for all } \sigma \in \Gamma(V). \] (3.12)

In order to prove (3.11), it is sufficient to see that the following two relations are satisfied:

(a) \[ R_\alpha^{\mu}(\sigma \circ \alpha) = R_\mu(\sigma) \circ \alpha, \quad \text{for all } \sigma \in \Gamma(V), \]

(b) \[ R_\alpha^{\mu}(f) = R_\alpha(f \circ \tau_V) \circ \alpha, \quad \text{for all } f \in C^\infty(Q). \]

Statement (a) is a consequence of equation (3.4) and (b) follows from (3.10) and (3.12). \( \square \)

In what follows, we write the local expression of the Hamilton–Jacobi equation.

Consider local coordinates \((q^i)\) on \(Q\) and a local basis \(\{e_0, e_a\}_{a=1, \ldots, n-1}\) of \(\Gamma_1(E)\) adapted to the 1-cocycle \(\phi\) as in subsection 2.3.

Denote by \((q^i, p_0, p_a)\) (respectively, \((q^i, p_a)\)) the corresponding local coordinates on \(E^*\) (respectively, \(V^*\)). Then, the section \(\alpha : Q \rightarrow V^*\) and the Hamiltonian section \(h : V^* \rightarrow E^*\) are written in terms of these coordinates as
\[ \alpha(q^i) = (q^i, \alpha_a(q^i)), \quad h(q^i, p_a) = (q^i, -H(q^i, p_a), p_a). \]

On the other hand, a 1-form \(\omega \in \Omega^1(E^*)\) can be written in these coordinates as \(\omega = \omega^i dq^i + \omega^a dp_a + \omega^0 dp_0\) with \(\omega^i, \omega^a, \omega^0 \in C^\infty(E^*)\). Therefore, from (3.1) we obtain that the section \(\Upsilon^{h,\alpha}(\omega) \in \Gamma(E)\) is given by
\[ \Upsilon^{h,\alpha}(\omega) = (\omega^a \circ h \circ \alpha) e_a + (\omega^0 \circ h \circ \alpha) e_0. \]

Thus,
\[ \zeta_{\alpha}^h = \Upsilon^{h,\alpha}(dF_\alpha) = e_0 + \left( \frac{\partial H}{\partial p_a} \circ \alpha \right) e_a. \] (3.13)

Now, from (2.1) and (3.13), the Hamilton–Jacobi equation is given locally as follows:
\[ \left( \rho^i_0 + \rho^a_0 \frac{\partial H}{\partial p_a} \frac{\partial \alpha_a}{\partial q^i} + \left( \rho^a_0 \frac{\partial H}{\partial q^i} - C_{0a}^{ab} \frac{\partial H}{\partial p_b} \alpha_a \right) \alpha_a \right) = 0, \] (3.14)
for all \(a = 1, \ldots, n-1\).

To finish this subsection, we will show some consequences of theorem 3.1 which will be useful for the next examples.

**Corollary 3.2.** Let \((E, \llbracket \cdot, \cdot \rrbracket, \rho, \phi, h)\) be an almost Hamiltonian system on \(E\). If \(\beta \in \Gamma(E^*)\), then the following statements are equivalent:

(i) If \(c : I \rightarrow Q\) is an integral curve of \(R_\mu^{h,\beta} \in \mathcal{X}(Q)\) then \(\mu \circ \beta \circ c : I \rightarrow V^*\) is an integral curve of \(R_\mu \in \mathcal{X}(V^*)\).

(ii) \(\beta \in \Gamma(E^*)\) satisfies the Hamilton–Jacobi equation, i.e.
\[ \mu \circ i_{\alpha}^{h,\beta} dE^\beta + d^V (F_\mu \circ \beta) = 0. \]
Proof. Using (2.7), we deduce that the Hamilton–Jacobi equation for $\mu \circ \beta \in \Gamma(V^*)$ is

$$\mu \circ (i_{\xi^\mu} d^E(\beta - (F_h \circ \beta)\phi)) = 0.$$  \hfill (3.15)

Since $\phi$ is a 1-cocycle then

$$d^E(\beta - (F_h \circ \beta)\phi) = d^E \beta - d^E (F_h \circ \beta) \wedge \phi.$$  \hfill (3.16)

On the other hand, from (3.1), it follows that

$$\phi(\xi^\mu) = 1$$

and therefore, using (3.16), we obtain that (3.15) is equivalent to

$$\mu \circ i_{\xi^\mu} d^E \beta + \mu \circ d^E (F_h \circ \beta) - (i_{\xi^\mu} (d^E (F_h \circ \beta))) \mu \circ \phi = 0.$$  

Finally, the corollary is an immediate consequence of theorem 3.1 and the relations

$$\mu \circ d^E(F_h \circ \beta) = d^\mathcal{V}(F_h \circ \beta) \quad \text{and} \quad \mu \circ \phi = 0. \quad \square$$

Corollary 3.3. Let $(E, [\cdot, \cdot], \rho, \phi, h)$ be an almost Hamiltonian system on the vector bundle $\tau_E : E \to Q$ on the connected manifold $Q$. Suppose that the finitely generated distribution $V$ defined by $V_q := \rho_V(V_q)$ for all $q \in Q$ is a bracket generating distribution. If $\beta \in \Gamma(E^*)$ is a 1-cocycle of $E^*$, then the following statements are equivalent:

(i) If $c : I \to Q$ is an integral curve of $R_{h \circ \beta} \in \mathfrak{X}(Q)$ then $\mu \circ \beta \circ c : I \to V^*$ is an integral curve of $R_h \in \mathfrak{X}(V^*)$.

(ii) $\beta \in \Gamma(E^*)$ satisfies the Hamilton–Jacobi equation

$$F_h \circ \beta = \text{constant}.$$  

Remark 3.4. Hamilton–Jacobi equation in corollary 3.3 is a single algebraic equation. However, in theorem 3.1 and corollary 3.2, Hamilton–Jacobi equation is given by a system of partial differential equations (see (3.14)). Therefore, corollary 3.3 represents a substantial simplification of the Hamilton–Jacobi equation proposed in theorem 3.1 and corollary 3.2. This fact is due to the extra assumption that $V_q := \rho_V(V_q)$ is a bracket generating distribution. This is not such a restrictive hypothesis since, if $V$ is not bracket generating, we still can conclude that $F_h \circ \beta = \text{constant}$ on each leaf (see theorem 2.3). \hfill \square

3.2. Linear almost Poisson morphisms and Hamilton–Jacobi equation

As we pointed out in section 1, one important advantage of dealing with unconstrained Hamiltonian systems on Lie algebroids, or constrained systems on skew-symmetric algebroids, is that reduction by symmetries can be naturally handled by considering morphisms between Lie algebroids [42] (see also [8]), or respectively morphism between skew-symmetric algebroids [23]. In this section we deal with morphisms between almost Hamiltonian systems, in order to show that the Hamilton–Jacobi equation is preserved by such morphisms.

Suppose that $\tau_E : E \to Q$ and $\tau_{\tilde{E}} : \tilde{E} \to \tilde{Q}$ are vector bundles over $Q$ and $\tilde{Q}$, respectively. Consider a vector bundle morphism $(\Psi, \psi)$ between $E^*$ and $\tilde{E}^*$:

$$
\begin{array}{cccc}
E^* & \Psi & \rightarrow & \tilde{E}^* \\
\downarrow \tau_E & & \downarrow \tau_{\tilde{E}} \\
Q & \psi & \rightarrow & \tilde{Q}
\end{array}
$$
Denote by $\wedge^k \Psi : \wedge^k E^* \to \wedge^k \tilde{E}^*$ the corresponding vector bundle morphism on $\psi : Q \to \tilde{Q}$, induced by the pair $(\Psi, \psi)$, between the vector bundles $\wedge^k E^* \to Q$ and $\wedge^k \tilde{E}^* \to \tilde{Q}$. A section $\alpha \in \Gamma(\wedge^k E^*)$ is $(\Psi, \psi)$-related to a section $\tilde{\alpha} \in \Gamma(\wedge^k \tilde{E}^*)$ if
\[ \wedge^k \Psi \circ \alpha = \tilde{\alpha} \circ \psi. \]

**Definition 3.5.** Let $(E, \llbracket \cdot, \cdot \rrbracket_E, \rho, \phi, h)$ and $(\tilde{E}, \llbracket \cdot, \cdot \rrbracket_{\tilde{E}}, \tilde{\rho}, \tilde{\phi}, \tilde{h})$ be almost Hamiltonian systems on $E$ and $\tilde{E}$, respectively. Suppose that $(\Psi, \psi)$ is a vector bundle morphism between $E^*$ and $\tilde{E}^*$. Then, the pair $(\Psi, \psi)$ is said to be an almost Hamiltonian morphism if

(i) $(\Psi, \psi)$ is an almost Poisson morphism, that is,
\[ \{ \tilde{F}_1 \circ \Psi, \tilde{F}_2 \circ \Psi \}_{E^*} = \{ \tilde{F}_1, \tilde{F}_2 \}_{\tilde{E}^*} \circ \Psi, \quad \text{for } \tilde{F}_1, \tilde{F}_2 \in C^\infty(\tilde{E}^*) \]
where $\{ \cdot, \cdot \}_{E^*}$ (respectively, $\{ \cdot, \cdot \}_{\tilde{E}^*}$) is the linear almost Poisson bracket on $E^*$ (respectively, $\tilde{E}^*$);

(ii) $\phi$ and $\tilde{\phi}$ are $(\Psi, \psi)$-related and

(iii) $F_h \circ \Psi = F_h$.

Now, we prove the following result

**Proposition 3.6.** Let $(E, \llbracket \cdot, \cdot \rrbracket_E, \rho, \phi, h)$ and $(\tilde{E}, \llbracket \cdot, \cdot \rrbracket_{\tilde{E}}, \tilde{\rho}, \tilde{\phi}, \tilde{h})$ be almost Hamiltonian systems on $E$ and $\tilde{E}$, respectively, and $(\Psi, \psi)$ be an almost Hamiltonian morphism between $E^*$ and $\tilde{E}^*$. Then

(i) There exists a linear almost Poisson morphism $\tilde{\Psi} : V^* \to \tilde{V}^*$ (over $\psi$) such that the following diagram is commutative:
\[
\begin{array}{ccc}
E^* & \xrightarrow{\mu} & V^* \\
\downarrow{\psi} & & \downarrow{\tilde{\psi}} \\
\tilde{E}^* & \xrightarrow{\tilde{\mu}} & \tilde{V}^* \xrightarrow{\tau^\ast} \tilde{Q}
\end{array}
\]  
(3.17)

(ii) The vector fields $R_h \in \mathcal{X}(V^*)$ and $R_{\tilde{h}} \in \mathcal{X}(\tilde{V}^*)$ are $\tilde{\Psi}$-related, that is,
\[ R_{\tilde{h}} \circ \tilde{\Psi} = T \tilde{\Psi} \circ R_h. \]

(iii) If $\alpha \in \Gamma(V^*)$ and $\tilde{\alpha} \in \Gamma(\tilde{V}^*)$ are $(\tilde{\Psi}, \psi)$-related then the vector fields $R_h^\alpha \in \mathcal{X}(Q)$ and $R_{\tilde{h}}^\tilde{\alpha} \in \mathcal{X}(\tilde{Q})$ are $\psi$-related, that is,
\[ R_h^\alpha \circ \psi = T \psi \circ R_{\tilde{h}}^\tilde{\alpha}. \]

**Proof.**

(i) Using that $(\Psi, \psi)$ is a vector bundle morphism and the fact that $\Psi \circ \phi = \tilde{\phi} \circ \psi$, it follows that there exists a vector bundle morphism $\tilde{\Psi} : V^* \to \tilde{V}^*$ (over $\psi$) such that diagram (3.17) is commutative. Moreover, since $\Psi, \mu$ and $\tilde{\mu}$ are linear almost Poisson morphisms, we deduce that $\tilde{\Psi}$ also is a linear almost Poisson morphism.

(ii) The condition $F_h \circ \Psi = F_{\tilde{h}}$ implies that
\[ \mathcal{H}_{F_h}^\mu \circ \Psi = T \Psi \circ \mathcal{H}_{F_{\tilde{h}}}^{\tilde{\mu}} \]
(note that $\Psi$ is an almost Poisson morphism). Thus, from (i) and (2.12), we have that
\[ R_h \circ \tilde{\Psi} = T \tilde{\Psi} \circ R_{\tilde{h}}. \]

(iii) Using (i), (3.4) and the fact that $\tilde{\Psi} \circ \alpha = \tilde{\alpha} \circ \psi$, we conclude that the vector fields $R_h^\alpha$ and $R_{\tilde{h}}^\tilde{\alpha}$ are $\psi$-related. \(\square\)
From proposition 3.6, we deduce the following result:

**Theorem 3.7.** Let \((E, \llbracket \cdot, \cdot \rrbracket, \rho, \phi, h)\) and \((\bar{E}, \llbracket \cdot, \cdot \rrbracket, \bar{\rho}, \bar{\phi}, \bar{h})\) be almost Hamiltonian systems on \(E\) and \(\bar{E}\), respectively, and \((\Psi, \psi)\) be an almost Hamiltonian morphism between \(E^*\) and \(\bar{E}^*\). If \(\alpha \in \Gamma(V^*)\) satisfies the Hamilton–Jacobi equation for \(h\), \(\bar{\alpha} \in \Gamma(\bar{V}^*)\) is \((\Psi, \psi)\)-related to \(\alpha\) and \(\psi\) is a surjective map then \(\bar{\alpha}\) satisfies the Hamilton–Jacobi equation for \(\bar{h}\).

**Remark 3.8.** Let \((\Psi, \psi)\) be an almost Hamiltonian morphism between \(E^*\) and \(\bar{E}^*\) as in the previous theorem. Suppose that \(\bar{\alpha} \in \Gamma(\bar{E}^*)\) is a 1-cocycle of \(\bar{E}^*\) such that \(F_{\bar{h}} \circ \bar{\alpha} = \) constant. Then, if \(\alpha \in \Gamma(E^*)\) is a 1-cocycle of \(E^*\) which is \((\Psi, \psi)\)-related to \(\bar{\alpha}\), it is clear that \(F_h \circ \alpha = \) constant and, therefore, \(\alpha\) is a solution of the Hamilton–Jacobi equation for \(h\). \(\diamond\)

### 4. Examples

In this section we will apply our theory to two types of mechanical systems: unconstrained mechanical systems with a dissipative character (with linear external forces or time-dependent forces) and nonholonomic mechanical systems subjected to affine constraints. In the last part of the section we will discuss the case of a nonholonomic mechanical system with external linear forces.

#### 4.1. Unconstrained mechanical systems with a dissipative character

The dissipative character of a mechanical system can be described, in our context, by the presence of two different elements: an external linear force or/and a nonzero 1-cocycle.

**4.1.1. Mechanical systems on Lie algebroids with linear external forces (see example 2.5).** Let us consider a Lie algebroid structure (or more generally a skew-symmetric algebroid) \((\llbracket \cdot, \cdot \rrbracket, \rho)\) on a vector bundle \(\tau_{\bar{E}}: \bar{E} \rightarrow Q\) and a homomorphism of vector bundles \(F: \bar{E} \rightarrow \bar{E}\) (over the identity of \(Q\)). With these ingredients, it is induced on the vector bundle \(\tau_{\mathbb{R} \times \bar{E}}: \mathbb{R} \times \bar{E} \rightarrow Q\), a skew-symmetric algebroid structure \((E := \mathbb{R} \times \bar{E}, \llbracket \cdot, \cdot \rrbracket, \llbracket \cdot, \cdot \rrbracket_{\mathbb{R} \times \bar{E}}, \rho_{\mathbb{R} \times \bar{E}})\) such that \((1, 0) \in \Gamma(\mathbb{R} \times \bar{E}^*) \cong C^\infty(Q) \times \Gamma(\bar{E}^*)\) is a 1-cocycle.

Let \(H: \bar{E}^* \rightarrow \mathbb{R}\) be a differentiable function (Hamiltonian function) on \(\bar{E}^*\). Denote by \(h: \bar{E}^* \rightarrow \mathbb{R} \times \bar{E}^*\) the induced section of \(\mu = pr_2 : \mathbb{R} \times \bar{E}^* \rightarrow \bar{E}^*\) by \(H\), i.e.

\[ h(\beta_q) = (-H(\beta_q), \beta_q), \quad \text{for all } q \in Q \quad \text{and} \quad \beta_q \in \bar{E}^*_q. \]

The vector field \(R_h\) on \(\bar{E}^*\) is just \(H^\Pi_{\bar{E}^*} - (F^\nu)^\nu\) (see (2.14)). Moreover,

\[ R_h^\alpha = T\tau_{\bar{E}^*} \circ H^\Pi_{\bar{E}^*} \circ \alpha. \]

On the other hand, for each \(\alpha \in \Gamma(\bar{E}^*)\) one may consider the map \(\bar{T}^\alpha : \Omega^1(\bar{E}^*) \rightarrow \Gamma(\bar{E})\) given by (3.1). We denote by \(\xi_H^\alpha\) the section of \(\bar{E}\)

\[ \xi_H^\alpha = \bar{T}^\alpha(dH). \]

Then, under the identification \(\Gamma(\mathbb{R} \times \bar{E}) \cong C^\infty(Q) \times \Gamma(\bar{E}), \xi_H^\alpha \in \Gamma(\mathbb{R} \times \bar{E})\) is just \(1, \xi_H^\alpha\) \(\in C^\infty(Q) \times \Gamma(\bar{E})\). Thus, using corollary 3.2, we conclude the following result:

**Corollary 4.1.** Let \((E, \llbracket \cdot, \cdot \rrbracket, \rho)\) be a Lie algebroid (or more generally a skew-symmetric algebroid) with Hamiltonian function \(H: \bar{E}^* \rightarrow \mathbb{R}\), and \(F: \bar{E} \rightarrow \bar{E}\) be a vector bundle
homomorphism. If \( \alpha \in \Gamma(\tilde{E}^*) \), the following statements are equivalent:

(i) If \( c : I \to Q \) is an integral curve of \( T\tau_{\tilde{E}^*} \circ H \circ \alpha \in \mathfrak{X}(Q) \) then \( \alpha \circ c : I \to E^* \) is an integral curve of \( H \circ \alpha \in X(Q) \).

(ii) \( \alpha \in \Gamma(\tilde{E}^*) \) satisfies the Hamilton–Jacobi equation, i.e.

\[
i_{\tilde{\zeta}_{\alpha}^H} d\tilde{\zeta}_{\alpha}^H + d(H \circ \alpha) + F^*(\alpha) = 0.
\]

Remark 4.2.

(i) When \( \alpha \) is a 1-cocycle and \( F \equiv 0 \), we recover the result of [23]. Applications of this result to nonholonomic mechanical systems subjected to linear constraints were discussed there. Note that in this case the dissipative term is zero.

(ii) In the particular case when \( \tilde{E} \) is the standard Lie algebroid \( \tau_{TQ} : TQ \to Q \), then, using well-known results (see, for instance, [25]), we deduce that there exists a one-to-one correspondence between the vector bundle morphisms \( F : TQ \to T^*Q \) on \( TQ \) which are homogeneous of degree 1. A semi-basic 1-form \( \beta : TQ \to T^*Q \) on \( TQ \) is said to be homogeneous of degree 1 if \( \mathcal{L}_\Delta \beta = \beta \), where \( \Delta \) is the Liouville vector field on \( TQ \). Indeed, if

\[
F(q^i, \dot{q}^i) = (q^i, F^i_j(q) \dot{q}^j)
\]

then the corresponding 1-form \( \beta \) on \( TQ \) is given by

\[
\beta = (F^i_j(q) \dot{q}^j) dq^i.
\]

Using this result and corollary 4.1, we deduce theorem 3.4 in [18] for the particular case when the semi-basic 1-form \( \beta \) on \( TQ \) is homogeneous of degree 1. \( \Diamond \)

Now, we will see two examples showing applications of the above corollary.

Example 4.3 (Standard mechanical systems). Let \( \tilde{E} \) be the standard Lie algebroid \( \tau_{TQ} : TQ \to Q \). In this case the differential \( d\tilde{\zeta}_{\alpha}^H \) is the standard differential, \( d \), on \( Q \). Suppose that \( F \equiv 0 \) and that \( H : T^*Q \to \mathbb{R} \) is a Hamiltonian function. If \( \alpha \) is a 1-form on \( Q \) then \( \zeta_{\alpha}^H \) is the vector field on \( Q \) given by

\[
\zeta_{\alpha}^H(\beta) = \beta^i(H) \circ \alpha,
\]

for all \( \beta \in \Omega^1(Q) \) and the Hamilton–Jacobi equation is

\[
i_{\zeta_{\alpha}^H} d\alpha + d(H \circ \alpha) = 0. \tag{4.1}
\]

If \( Q \) is connected and \( S : Q \to \mathbb{R} \) is a function on \( Q \), using the 1-form \( \alpha = dS \), we obtain the standard Hamilton–Jacobi equation on \( Q \), i.e.

\[
H \circ dS = \text{constant}.
\]

On the other hand, let \( \mathcal{G} \) be a Riemannian metric on a \( n \)-dimensional manifold \( Q \), i.e. a positive-definite symmetric \((0, 2)\)-tensor on \( Q \). The metric \( \mathcal{G} \) induces the musical isomorphisms

\[
b_{\mathcal{G}} : \mathfrak{X}(Q) \longrightarrow \Omega^1(Q), \quad b_{\mathcal{G}}(X)(Y) = \mathcal{G}(X, Y),
\]

\[
z_{\mathcal{G}} : \Omega^1(Q) \longrightarrow \mathfrak{X}(Q), \quad z_{\mathcal{G}}(\alpha) = b_{\mathcal{G}}^{-1}(\alpha),
\]

where \( X, Y \in \mathfrak{X}(Q) \) and \( \alpha \in \Omega^1(Q) \).

Associated with the metric \( \mathcal{G} \) there is an affine connection \( \nabla_{\mathcal{G}} \), the Levi–Civita connection, determined by

\[
[X, Y] = \nabla_{\mathcal{G}}^X Y - \nabla_{\mathcal{G}}^Y X \quad \text{(symmetry)},
\]

\[
X(\mathcal{G}(Y, Z)) = \mathcal{G}(\nabla_{\mathcal{G}}^X Y, Z) + \mathcal{G}(Y, \nabla_{\mathcal{G}}^X Z) \quad \text{(metricity)},
\]

for every \( X, Y, Z \in \mathfrak{X}(Q) \).
Considering a vector field $X \in \mathfrak{X}(Q)$ and the associated 1-form $\alpha = \flat G(X)$, we will analyse the meaning of the Hamilton–Jacobi equation (4.1) for the Hamiltonian $H$:

$$H : T^* Q \to \mathbb{R}$$

defined by $H(\eta_q) = \frac{1}{2} G(\eta_q, \eta_q)$, where $G$ is the induced metric on $T^* Q$ and $\eta_q \in T^*_q Q$.

First, we observe that the vector field $\zeta^\mu_H$ is just $X$. Then, for $Y \in \mathfrak{X}(Q)$

$$d\alpha(X, Y) + Y(H \circ \alpha) = d(\flat G(X))(X, Y) + \frac{1}{2} Y(\flat G(X, X)) = \flat G(\nabla^2 G X, Y).$$

Therefore, the Hamilton–Jacobi equation (4.1) for the case of a Hamiltonian defined by a Riemannian metric is equivalent to the condition for auto-parallelism of vector fields, that is, vector fields $X \in \mathfrak{X}(Q)$ such that

$$\nabla^2 G X = 0.$$

Thus, if we have a vector field $X$ which satisfies the auto-parallelism condition, each integral curve $c : I \to \mathcal{Q}$ (which is a geodesic) induces a solution of the Hamilton equations of the mechanical system, which is just

$$\flat G(X) \circ c : I \to T^* \mathcal{Q}.$$

**Example 4.4 (Hamilton–Jacobi equation for a particle on a vertical cylinder in a uniform gravitational field with friction).** Consider a particle of mass $m$ constrained to move on a cylinder of radius $r$ in a uniform gravitational field of strength $g$ and assume also the existence of a frictional force acting on the system.

The Hamiltonian $H : T^* (\mathbb{R} \times S^1) \to \mathbb{R}$ is defined on the dual bundle to the standard Lie algebroid $\tau T(\mathbb{R} \times S^1) : T(\mathbb{R} \times S^1) \to \mathbb{R} \times S^1$ as follows:

$$H(x, \theta, p_x, p_\theta) = \frac{p_x^2}{2m} + \frac{p_\theta^2}{2mr^2} + mgx.$$

The frictional force is modelled in our setting by the homomorphism $F : T(\mathbb{R} \times S^1) \to T(\mathbb{R} \times S^1)$ defined as in (2.12). For this skew-symmetric algebroid we have that $\phi = (1, 0) \in \Gamma(\mathbb{R} \times T^* (\mathbb{R} \times S^1)) = C^\infty(\mathbb{R} \times S^1) \times \mathcal{V}_1^1(\mathbb{R} \times S^1)$ is a 1-cocycle and $V = \tilde{\phi}^{-1}(0) = T(\mathbb{R} \times S^1)$.

Let us consider a 1-form $\alpha$ on $\mathbb{R} \times S^1$. If locally $\alpha$ is given by

$$\alpha = \alpha_x \, dx + \alpha_\theta \, d\theta$$

with $\alpha_x, \alpha_\theta \in C^\infty(\mathbb{R} \times S^1)$, then the local expression of the vector field $\zeta^\mu_H$ on $\mathbb{R} \times S^1$ is

$$\zeta^\mu_H = \frac{\alpha_x}{m} \frac{\partial}{\partial x} + \frac{\alpha_\theta}{m} \frac{\partial}{\partial \theta}.$$
Moreover, the Hamilton–Jacobi equation for $\alpha \in \Omega^1(\mathbb{R} \times S^1)$ is
\[
i\varepsilon^\alpha \circ d\alpha + d(H \circ \alpha) + F^* \alpha = 0,
\]
where $d$ is the standard differential and $F^* \alpha$ is the pullback of $\alpha$ by $F$ (see example 2.5). In local coordinates this equation becomes
\[
\frac{\alpha_x}{m} \frac{\partial \alpha_x}{\partial x} + \frac{\alpha_\theta}{mr^2} \frac{\partial \alpha_x}{\partial \theta} + mg + K_1 \alpha_x = 0,
\]
\[
\frac{\alpha_\theta}{m} \frac{\partial \alpha_\theta}{\partial x} + \frac{\alpha_\theta}{mr^2} \frac{\partial \alpha_\theta}{\partial \theta} + K_2 \alpha_\theta = 0.
\]
In the particular case when $\alpha = dS$ with $S$ a function given by $S(x, \theta) = S^{(1)}(x) + S^{(2)}(\theta)$, we have that the corresponding Hamilton–Jacobi equation is
\[
K_1 \frac{dS^{(1)}}{dx} + mg + \frac{1}{m} \frac{dS^{(1)}}{dx} \frac{d^2 S^{(1)}}{dx^2} = 0,
\]
\[
K_2 \frac{dS^{(2)}}{d\theta} + \frac{1}{mr^2} \frac{dS^{(2)}}{d\theta} \frac{d^2 S^{(2)}}{d\theta^2} = 0.
\]
Solving the equation we obtain that
\[
S^{(2)}(\theta) = 0 \text{ or } S^{(2)}(\theta) = -\frac{K_2 mr^2}{2} \theta^2 + C_1
\]
\[
S^{(1)}(x) = \sqrt{\frac{2}{gm}} \left( -e^{-\frac{1}{2} \frac{K_1 x}{C_1}} + S^{(2)}(\theta) \right)
\]
if $K_1 \neq 0$ or
\[
S^{(1)}(x) = \pm \sqrt{\frac{2}{gm}} \left( \sqrt{-gm^2 x + C_2} \right)
\]
if $K_1 = 0$,
where $W$ is the Lambert $W$-function (the inverse function of $f(v) = ve^v$) and $C_1$ and $C_2$ are constants.

In figure 1, we compare a trajectory of the particle for the free problem and a trajectory for the problem with friction.
4.1.2. Unconstrained mechanical systems on Lie algebroids with a 1-cocycle. Let $(\|, \cdot, \rho)$ be a Lie algebroid structure (or more generally a skew-symmetric algebroid) on a vector bundle $\tau_E : E \to Q$ and $\phi \in \Gamma(E^*)$ be a nowhere vanishing 1-cocycle. Denote by $\mathcal{A}$ (respectively, $V$) the affine (respectively, vector) subbundle of $E$ given by $\mathcal{A} = \hat{\phi}^{-1}(1)$ (respectively, $V = \hat{\phi}^{-1}(0)$).

In addition, we endow the vector bundle with a bundle metric $\mathcal{G} : E \times Q \to \mathbb{R}$ on $E$. Denote by $\nu : E \to E^*$ the isomorphism of vector bundles induced by $\mathcal{G}$. Consider the section $\chi$ of $E$ defined as follows

$$\chi = \nu^{-1} \circ \phi.$$

We will suppose, without loss of generality, that $\mathcal{G}(\chi, \chi) = 1$. Thus, $\phi(\chi) = 1$ and $\chi$ is a section of the affine bundle $\tau_A : A \to Q$. On the other hand, $\mathcal{G}(\chi(q), v) = 0$, for all $v \in V_q$, therefore $E_q = (\chi(q)) \oplus V_q$, for all $q \in Q$.

Now, let us consider the Hamiltonian section $h : V^* \to E^*$ of the $\mathcal{A}V$-bundle $\mu : E^* \to V^*$ characterized by

$$h(\eta_q)(v_q) = \eta_q(v_q), \quad h(\eta_q)(\chi_q) = -H(\eta_q),$$

for all $q \in Q$, $\eta_q \in V_q^*$ and $v_q \in V_q$, where $H : V^* \to \mathbb{R}$ is the function

$$H(\eta_q) = \frac{1}{2} G^*_V(\eta_q, \eta_q) + \Psi(q),$$

with $G^*_V : V^* \times V^* \to \mathbb{R}$ the bundle metric induced by $\mathcal{G}$ on $V^*$ and $\Psi : Q \to \mathbb{R}$ a real $C^\infty$-function on $Q$. Then, the function $F_h : E^* \to \mathbb{R}$ associated with the section $h$ is just $F_h = H \circ \mu \circ \chi$.

Let $(q^i)$ be a system of local coordinates for $Q$ and consider an orthonormal local basis $\{e_0, e_a\}$ of $\Gamma(E)$ with $e_0 = \chi$. Denote by $(q^i, p_0, p_a)$ the local coordinates on $E^*$ with respect to the dual basis of $\{e_0, e_a\}$.

The local expression of the Hamiltonian section $h \in \Gamma(\mu)$ is the following:

$$h(q^i, p_a) = (q^i, -H = -\frac{1}{2}(p_a)^2 - \Psi(q), p_a).$$

The integral curves of the Hamiltonian vector field $R_h \in \chi(V^*)$ are the solutions of the Hamilton equations

$$\frac{dq^i}{dt} = \rho_0^i + \rho_a^i p_a$$

$$\frac{dp_a}{dt} = -\rho_0^a \frac{\partial \Psi}{\partial q^i} + (C_{ab} + C_{ab}^r) p_c$$

(see [20]). For this mechanical system the dissipative term has the local expression

$$\{H \circ \mu, F_h\} = \rho_0^i \frac{\partial \Psi}{\partial q^i} + C_{ab}^r p_c p_b.$$

Let $\alpha$ be a section of $V^*$. Consider the map $\Upsilon^\alpha : \Omega^1(V^*) \to \Gamma(V)$ defined as (3.1). Then, the section $\zeta^\alpha_h$ of $E$ is given by

$$\zeta^\alpha_h = i_V \circ \zeta^\alpha_h + \chi,$$

where $\zeta^\alpha_h$ is the section of $V$ defined by $\zeta^\alpha_h = \Upsilon^\alpha(dH)$.

Thus, using theorem 3.1 we deduce the following corollary:

**Corollary 4.5.** Let $\alpha$ be a section of $V^*$. Then, the following statements are equivalent:

(i) If $c : I \to Q$ is an integral curve of $R_h^c = T_{\tau_V} \circ R_h \circ \alpha \in \chi(Q)$, then $\alpha \circ c : I \to V^*$ is an integral curve of $R_h \in \chi(V^*)$. 
(ii) $\alpha \in \Gamma(V^*)$ satisfies the Hamilton–Jacobi equation

$$i_{\alpha^*} dV \alpha + \mu \circ i_X d\xi (h \circ \alpha) = 0.$$ 

**Remark 4.6.** If $\beta$ is a section of $E^*$, the Hamilton–Jacobi equation for $\mu \circ \beta$ is (see corollary 3.2)

$$i_{\beta^*} dV (\mu \circ \beta) + \mu \circ i_X d\xi (\beta) + dV (\mu \circ \beta + \partial \circ \beta) = 0.$$ 

If $\beta$ is 1-cocycle on $E$, from corollary 3.3, then the Hamilton–Jacobi equation is

$$dV (H \circ \mu \circ \beta + \partial \circ \beta) = 0.$$ 

(4.2)

Therefore, corollary 4.5 is a generalization of the main result in [30] (see theorem 3 in [30]).

In such a paper the authors obtain a Hamilton–Jacobi equation for mechanical systems on Lie affgebroids with this extra hypothesis on $\beta$.

If, additionally, $V$ is a transitive Lie algebroid (that is, $\rho (V_q) = T_q Q$, for all $q \in Q$) and $Q$ is connected, we have that the equation (4.2) may be rewritten as follows:

$$H \circ \mu \circ \beta + \partial \circ \beta = \text{constant}.$$ 

Example 4.7 (Time dependent classical systems). Let $\pi : Q \to \mathbb{R}$ be a fibration on a manifold $Q$ and $\eta$ the 1-form on $Q$ given by $\eta(t) = \pi^* (dt)$, where $t$ is the standard coordinate on $\mathbb{R}$. Consider the standard Lie algebroid on $TQ$. Then $\eta$ is a 1-cocycle for it and the affine bundle $A = \eta^{-1}(1) = \{ v \in T Q/\eta(v) = 1 \} \to Q$ may be identified with the 1-jet bundle $J^1 \pi$ of local sections of $\pi$. Note that the associated vector bundle $V = \eta^{-1}(0)$ is just the vertical bundle of $\pi$.

Now, we take $h : V^* \pi \to T^* Q$ a Hamiltonian section of $\mu : T^* Q \to V^* \pi$. If the local expression of $h$ is

$$h(t, q^i, p_i) = (t, q^i, -H(t, q^i, p_i), p_i),$$

then the associated Hamiltonian vector field $R_h$ on $V^* \pi$ is given by

$$R_h = \frac{\partial}{\partial t} + \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i}.$$ 

Thus, the Hamilton equations are just the time-dependent classical Hamilton equation for $h$

$$\frac{dq^i}{dt} = \frac{\partial H}{\partial p_i}, \quad \frac{dp_i}{dt} = -\frac{\partial H}{\partial q^i}.$$ 

Consider a section $\alpha$ of the vector bundle $V^* \pi \to Q$. Then, $\alpha^*_{\pi}$ is a vector field on $Q$ defined by

$$\beta(\alpha^*_{\pi}) = \beta^*(F_h) \circ h \circ \alpha, \quad \text{for } \beta \in \Omega^1(Q).$$

The Hamilton–Jacobi equation is

$$(i_{\alpha^*} h \circ \alpha))|_{V\pi} = 0.$$ 

In the case when $\alpha$ is a closed 1-form on $Q$ the Hamilton–Jacobi equation may be rewritten as

$$(d(F_h \circ \alpha))|_{V\pi} = dV^* (F_h \circ \alpha) = 0,$$

i.e. the function $F_h \circ \alpha$ is constant on the fibres of $\pi$.

Finally, we analyse the case when $\pi$ is trivial, that is, $Q = \mathbb{R} \times P$ with $P$ a connected manifold and $\pi$ is the projection on the first factor. Then, $V^* \pi = \mathbb{R} \times TP$ and the section $h$.
may be identified with a time-dependent Hamiltonian function $H : \mathbb{R} \times T^*P \to \mathbb{R}$. If $\alpha = dW$, with $W : Q \to \mathbb{R}$ a real function on $Q$, then

$$(F_h \circ \alpha)(t, q) = \frac{\partial W}{\partial t} + H(t, dW(q)),$$

with $(t, q) \in \mathbb{R} \times P$. Here $W : P \to \mathbb{R}$ is the real function defined by $W(p) = W(t, p)$. In this case the local expression of the Hamilton–Jacobi equation is

$$\frac{\partial W}{\partial t} + H \left( t, q, \frac{\partial W}{\partial q} \right) = \text{constant on } P,$$

i.e. the time-dependent classical Hamilton–Jacobi equation [1].

4.2. Nonholonomic mechanical systems with affine constraints

Let $(\mathcal{L}, \cdot, \rho)$ be a Lie algebroid structure on a vector bundle $\tau_E : E \to Q$.

A mechanical system subjected to affine nonholonomic constraints on $E$ consists of

(i) a vector subbundle $\tau_U : U \to Q$ of $E$,

(ii) a bundle metric $\mathcal{G} : E \times_Q E \to \mathbb{R}$ on $E$,

(iii) a function $\nabla : Q \to \mathbb{R}$ on $Q$,

(iv) and a section $X_0 \in \Gamma(E)$ such that $\mathcal{P}(X_0) = 0$, where $\mathcal{P} : E = U \oplus U^\perp \to U$ is the orthogonal projector defined by the metric $\mathcal{G}$.

Then, one may consider an affine bundle $\tau_\mathcal{U} : \mathcal{U} \to Q$,

$$q \in Q \mapsto U_q = \{X_0(q) + u_q/u_q \in U_q\},$$

which describes the affine nonholonomic constraints. The associated vector bundle with $\mathcal{U}$ is just $U$. Denote by $U^*$ the affine dual bundle associated with $\mathcal{U}$ whose fibre at $q \in Q$ consists of the affine functions over $U_q$. Moreover, $U^*$ has a distinguished section $\phi : Q \to U^*$ which is induced by the constant function $\phi_0 = 1$ on $U_q$.

On the other hand, if we denote by $\widetilde{\mathcal{U}} = (U^*)^*$ the bidual bundle of $\mathcal{U}$, then $\widetilde{\mathcal{U}}$ is a vector subbundle of $\mathbb{R} \times E \to Q$ with fibre at $q \in Q$:

$$\widetilde{U}_q = \{(\lambda, \lambda X_0(q) + u_q)/\lambda \in \mathbb{R} \text{ and } u_q \in U_q\}.$$

Thus, a section of $\widetilde{\mathcal{U}}$ may be identified with a pair $(f, f X_0 + \sigma)$, with $\sigma \in \Gamma(U)$ and $f \in C^\infty(Q)$. Under these identifications, the distinguished section $\phi$ is given by

$$\phi(f, f X_0 + \sigma) = f.$$

Moreover, in a natural way, the projector $\mathcal{P} : E = U \oplus U^\perp \to U$ defined by the metric $\mathcal{G}$ induces a new morphism $\widetilde{\mathcal{P}} : \mathbb{R} \times E \to \widetilde{\mathcal{U}}$ of vector bundles given by

$$\widetilde{\mathcal{P}}(\lambda, e_q) = (\lambda, \lambda X_0 + \mathcal{P}(e_q)),$$

for all $\lambda \in \mathbb{R}$ and $e_q \in E_q$.

In what follows, we will introduce a skew-symmetric algebroid structure on $\widetilde{\mathcal{U}}$ such that $\phi$ is a 1-cocycle. In order to do this, we consider the Lie algebroid structure $(\mathcal{L}_{\mathbb{R} \times E}, \rho_{\mathbb{R} \times E})$ on $\mathbb{R} \times E$ induced by the Lie algebroid structure on $E$ and the homomorphism $F \equiv 0$ on $E$ (see example 2.5). Now, we consider the bracket $\mathcal{L}_{\mathbb{R} \times E}$ on the space of sections of $\widetilde{\mathcal{U}}$ and the vector bundle morphism $\rho_{\widetilde{\mathcal{U}}} : \widetilde{\mathcal{U}} \to TQ$ given by

$$\mathcal{L}(f_1, f_1 X_0 + \sigma_1), (f_2, f_2 X_0 + \sigma_2) \mathcal{L}_{\mathbb{R} \times E} = \widetilde{\mathcal{P}}(\mathcal{L}(f_1, f_1 X_0 + \sigma_1), (f_2, f_2 X_0 + \sigma_2) \mathcal{L}_{\mathbb{R} \times E})$$

$$\rho_{\widetilde{\mathcal{U}}}(f, f X_0 + \sigma) = \rho_{\mathbb{R} \times E}(f, f X_0 + \sigma) = \rho(f X_0 + \sigma)$$
for \( \sigma, \sigma_1, \sigma_2 \in \Gamma(U) \) and \( f_1, f_2, f \in C^\infty(Q) \). Then, using that \( \mathcal{P} : \mathbb{R} \times E \to \widetilde{U} \) is a projector, we deduce that the pair \((\mathbb{H}, \cdot ||_\mathbb{H}, \rho_{\mathbb{H}})\) is a skew-symmetric algebroid structure on \( \widetilde{U} \) (see example 2.6). With respect to this structure, one may prove that

\[
d^{\tilde{U}}\phi = 0.
\]

Note that the corresponding skew-symmetric algebroid structure on \( \widetilde{\phi}^{-1}(0) \equiv U \) is just

\[
\lbrack \sigma_1, \sigma_2 \rbrack_U = \mathcal{P}(\lbrack \sigma_1, \sigma_2 \rbrack_{\mathbb{H}}), \quad \rho_U(\sigma) = \rho(\sigma), \quad \text{with } \sigma, \sigma \in \Gamma(U).
\]

Moreover, \( \mathcal{P} : E \to U \) and \( \tilde{\mathcal{P}} : \mathbb{R} \times E \to \widetilde{U} \) are skew-symmetric algebroid morphisms.

On the other hand, one may consider the Hamiltonian section \( h : U^* \to U^* \) defined by

\[
h(\eta_\tilde{q})(\lambda, \lambda X_\tilde{q}(q) + u_q) = \eta_\tilde{q}(u_q) - \lambda H(\eta_\tilde{q}), \quad \forall \eta_\tilde{q} \in U^*_\tilde{q} \quad \text{and} \quad (\lambda, \lambda X_\tilde{q}(q) + u_q) \in \tilde{U}_q,
\]

where \( H : U^* \to \mathbb{R} \) is the real function

\[
H(\eta_\tilde{q}) = \frac{1}{2} \tilde{G}_{U^*}(\eta_\tilde{q}, \eta_\tilde{q}) + \nabla(\tilde{q}).
\]

Here, \( \tilde{G}_{U^*} : U^* \times U^* \to \mathbb{R} \) is the fibre metric induced by \( G \) on \( U^* \). In this case, we have that \( F_h = (1, X_0) + H \circ \mu \), where \( (1, X_0) \) is the linear function on \( U^* \) induced by the section \( (1, X_0) \in \Gamma(\tilde{U}) \).

Let \((q')\) be a system of local coordinates for \( Q \) and consider an orthonormal local basis \( \{e_\alpha, e_a\} \) of \( \Gamma(E) \) adapted to the decomposition \( E = U \oplus U^\perp \). Then, \( \{(1, X_0), (0, e_a)\} \) is a local basis of sections of \( \tilde{U} \). Denote by \((q', p_0, p_a)\) (respectively, \((q', p_0)\)) the corresponding local coordinates on \( U^* \) (respectively, \( U^* \)) with respect to the dual basis of \( \{(1, X_0), (0, e_a)\} \) (respectively \( \{e_\alpha\} \)).

The local expression of the Hamiltonian section \( h \in \Gamma(\mu) \) is the following:

\[
h(q', p_a) = (q', -H = -\frac{1}{2}(p_a)^2 - \nabla(q), p_a).
\]

The integral curves of the Hamiltonian vector field \( R_h \in \mathcal{X}(U^*) \) are the solutions of the Hamilton equations

\[
\frac{dq'}{dr} = \phi'_0 + \phi'_a p_a,
\]

\[
\frac{dp_a}{dr} = -\phi'_0 \frac{\partial \nabla}{\partial q'} + (C'_0 + C'_a p_a) p_a,
\]

where \( \mathcal{P}(\lbrack X_0, e_a \rbrack) = \tilde{C}'_0 e_\alpha, \rho(X_0) = \phi'_0 \frac{\partial}{\partial q'} \) and \( \tilde{C}'_a \) are local structure functions of \( E \). A Lagrangian version of these equations was considered in [19].

Now, let \( \alpha \) be a section of \( U^* \). Consider the map \( \Upsilon^\alpha : \Omega^1(U^*) \to \Gamma(U) \) defined as in (3.1). Then, \( \zeta^\alpha_H \) is just

\[
\zeta^\alpha_H = (1, X_0 + \zeta_H^\alpha),
\]

where \( \zeta_H^\alpha \) is the section of \( U \) given by

\[
\zeta_H^\alpha = \Upsilon^\alpha(\text{d}H).
\]

Therefore, from theorem 3.1 applied to the skew-symmetric algebroid \( \tilde{U} \) and the 1-cocycle \( \phi \), we deduce the following corollary:

**Corollary 4.8.** For \( \alpha \in \Gamma(U^*) \), the following statements are equivalent:

(i) If \( c : I \to Q \) is an integral curve of \( R^\alpha_H = T\tau_U \circ R_h \circ \alpha \in \mathcal{X}(Q) \), then \( \alpha \circ c : I \to U^* \) is a solution of the Hamilton equations.

(ii) \( \alpha \in \Gamma(U^*) \) satisfies the Hamilton–Jacobi equation:

\[
i_{\zeta^\alpha_H} d^{\tilde{U}}\alpha + \mu \circ i_{(1, X_0)} d^{\tilde{U}}(h \circ \alpha) = 0.
\]
Remark 4.9. The section $\omega^q = \mu \circ i_{(1, X_0)} \delta U (h \circ \alpha)$ of $U^*$ can be written as
$$\omega^q (X) = \rho (X_0) (\alpha (X)) + \rho (X) (H \circ \alpha) - \alpha (\mathcal{P} [X_0, X])$$, for $X \in \Gamma (U)$.

From corollary 3.3 we conclude the following:

Corollary 4.10. Suppose that $Q$ is a connected manifold and that the finitely generated distribution $\mathcal{V}$ defined by $\mathcal{V}_q := \rho_U (U_q)$ for all $q \in Q$ is a bracket generating distribution. If $\beta$ is a section of $U^*$ such that $\mathcal{d}^\beta = 0$, then the following statements are equivalent:

(i) If $c : I \rightarrow Q$ is an integral curve of $\mathcal{R}^\mu_{\mu \beta} = T \tau_U \circ \mathcal{R}_h \circ \mu \circ \beta \in \mathcal{X} (Q)$, then $\mu \circ \beta \circ c : I \rightarrow V^*$ is a solution of the Hamilton equations.

(ii) $\beta \in \Gamma (U^*)$ satisfies the Hamilton–Jacobi equation:
$$H \circ \mu \circ \beta + \beta (1, X_0) = \text{constant}.$$

Example 4.11 (An homogeneous rolling ball without sliding on a rotating table with time-dependent angular velocity). We consider a homogeneous ball with radius $r > 0$, mass $m$ and inertia $mk^2$ about any axis. Suppose that the ball rolls without sliding on a horizontal table which rotates with a time-dependent angular velocity $\Omega (t)$ about a vertical axis through one of its points. Apart from the gravitational force, no other external forces are assumed.

Choose a Cartesian reference frame with origin at the centre of rotation of the table and $z$-axis along the rotation axis. If $(t, q^1, q^2, p_1, p_2, \pi_1, \pi_2, \pi_3)$ are the corresponding coordinates over $\mathbb{R} \times T \mathbb{R}^2 \times \mathbb{R}^3$, then $(q^1, q^2)$ denotes the position of the point of contact of the sphere with the table and $\pi_1, \pi_2$ and $\pi_3$ are the components of the angular velocity of the sphere.

Note that since the ball is rolling without sliding, then the system is subjected to the affine constraints
$$q^1 = \dot{r} \omega_2 = -\Omega (t) q^2, \qquad q^2 + r \omega_1 = \Omega (t) q^1.$$

The Hamiltonian section $h : (\mathbb{R} \times T \mathbb{R}^2 \times \mathbb{R}^3)^* \rightarrow \mathbb{R} \times (\mathbb{R} \times T \mathbb{R}^2 \times \mathbb{R}^3)^*$ of the system is given by
$$h (t, q^1, q^2, p_1, p_2, \pi_1, \pi_2, \pi_3) = (-H (t, q^1, q^2, p_1, p_2, \pi_1, \pi_2, \pi_3), t, q^1, q^2, p_1, p_2, \pi_1, \pi_2, \pi_3),$$
where $H : (\mathbb{R} \times T \mathbb{R}^2 \times \mathbb{R}^3)^* \rightarrow \mathbb{R}$ is the real function
$$H = \frac{1}{2} \left( \frac{1}{m} (p_1^2 + p_2^2) + \frac{1}{mk^2} (\pi_1^2 + \pi_2^2 + \pi_3^2) \right).$$

Moreover, the constraints may be rewritten as follows:
$$\psi_1 = \Omega (t) q^2 + \frac{1}{m} p_1 - \frac{r}{mk^2} \pi_2 = 0, \qquad \psi_2 = -\Omega (t) q^1 + \frac{1}{m} p_2 + \frac{r}{mk^2} \pi_1 = 0.$$

Then the Hamilton equations of this non-holonomic system are
$$\dot{q}^1 = \frac{1}{m} p_1, \qquad \dot{q}^2 = \frac{1}{m} p_2.$$
\[
\rho_1 = -\frac{mk^2}{k^2 + r^2} \left( \frac{d\Omega(t)}{dt} q^2 + \Omega(t) \frac{p_2}{m} \right),
\]
\[
\rho_2 = \frac{mk^2}{k^2 + r^2} \left( \frac{d\Omega(t)}{dt} q^1 + \Omega(t) \frac{p_1}{m} \right),
\]
\[
\pi_1 = \frac{rmk^2}{k^2 + r^2} \left( \frac{d\Omega(t)}{dt} q^1 + \Omega(t) \frac{p_1}{m} \right),
\]
\[
\pi_2 = \frac{rmk^2}{k^2 + r^2} \left( \frac{d\Omega(t)}{dt} q^2 + \Omega(t) \frac{p_2}{m} \right),
\]
\[
\rho_3 = 0
\]
and the constraints \(\psi_1 = \psi_2 = 0\) (for more details, see [19]; see also [39]).

Our goal is to encode all this information in a mechanical system subjected to affine nonholonomic constraints on a Lie algebroid. Consider the vector bundle \(\tau_E : E \to Q\), where \(E := T\mathbb{R}^3 \times \mathbb{R}^3\), \(Q = \mathbb{R}^3\) and \(\tau_E : E \to Q\) is defined by
\[
\tau_E(t, q^1, q^2, \dot{t}, \dot{q}^1, \dot{q}^2, \omega_1, \omega_2, \omega_3) = (t, q^1, q^2).
\]

We choose the following global basis of \(\Gamma(E)\):
\[
e_0 = \left(\frac{\partial}{\partial t} - \Omega(t) q^2 \frac{\partial}{\partial q^1} + \Omega(t) q^1 \frac{\partial}{\partial q^2}\right), \quad e_1 = \left(\frac{\partial}{\partial q^1}\right), \quad e_2 = \left(\frac{\partial}{\partial q^2}\right),
\]
\[
e_3 = (0, 1, 0, 0), \quad e_4 = (0, 0, 1, 0), \quad e_5 = (0, 0, 0, 1),
\]
On \(E\) we define the Lie algebroid structure by
\[
\llbracket e_0, e_1 \rrbracket = -\Omega(t)e_2, \quad \llbracket e_0, e_2 \rrbracket = \Omega(t)e_1, \quad \llbracket e_3, e_4 \rrbracket_E = e_5,
\]
\[
\llbracket e_4, e_5 \rrbracket_E = e_3, \quad \llbracket e_5, e_3 \rrbracket_E = e_4,
\]
\[
\rho_E(e_0) = \frac{\partial}{\partial t} - \Omega(t) q^2 \frac{\partial}{\partial q^1} + \Omega(t) q^1 \frac{\partial}{\partial q^2}, \quad \rho_E(e_1) = \frac{\partial}{\partial q^1}, \quad \rho_E(e_2) = \frac{\partial}{\partial q^2}.
\]
The rest of the local structure functions are zero.

The constraints induce a vector subbundle of \(E\):
\[
U := \text{span}\{e_3 - re_2, e_4 + re_1, e_5\}.
\]

Consider the bundle metric on \(E\):
\[
G = e_0^2 + (m(e_1)^2 + (e_2)^2) + mk^2((e_3)^2 + (e_4)^2 + (e_5)^2).
\]

In order to do the decomposition \(E = U \oplus U^\perp\), we take the following orthonormal basis of \(\Gamma(E)\) with respect to \(G\):
\[
e_0 = e_0, \quad \tilde{e}_1 = \frac{1}{k\sqrt{m(k^2 + r^2)}}(re_3 + k^2 e_2), \quad \tilde{e}_2 = \frac{1}{k\sqrt{m(k^2 + r^2)}}(re_4 - k^2 e_1),
\]
\[
\tilde{e}_3 = \frac{1}{\sqrt{m(k^2 + r^2)}}(e_3 - re_2), \quad \tilde{e}_4 = \frac{1}{\sqrt{m(k^2 + r^2)}}(e_4 + re_1), \quad \tilde{e}_5 = \frac{1}{k\sqrt{m}}e_5.
\]

Then, \(\{\tilde{e}_3, \tilde{e}_4, \tilde{e}_5\}\) (respectively, \(\{\tilde{e}_0, \tilde{e}_1, \tilde{e}_2\}\)) is an orthonormal basis of \(U\) (respectively, \(U^\perp\)).

Moreover, for this mechanical system, the distinguished section \(X_0\) of \(E\) is \(X_0 = \tilde{e}_0\). Note that \(\mathcal{P}(X_0) = 0\).

Denote by \((t, q^1, q^2, p_0, \tilde{p}_1, \tilde{p}_2, \tilde{p}_3, \tilde{\pi}_2, \tilde{\pi}_3)\) the coordinates on \(E^*\) with respect to the dual basis \(\{\tilde{e}^0, \tilde{e}^1, \tilde{e}^2, \tilde{e}^3, \tilde{e}^4, \tilde{e}^5\}\) of \(\{\tilde{e}_0, \tilde{e}_1, \tilde{e}_2, \tilde{e}_3, \tilde{e}_4, \tilde{e}_5\}\). With respect to these coordinates the function \(H : U^* \to \mathbb{R}\) is defined by
\[
H(\tilde{\pi}_1, \tilde{\pi}_2, \tilde{\pi}_3) = \frac{1}{2}(\tilde{\pi}_1^2 + \tilde{\pi}_2^2 + \tilde{\pi}_3^2)
\]
Let us consider the section $\alpha \in \Gamma(U^*)$ to be $\alpha = dU^* g$ for the real function on $\mathbb{R}^3$

$$g = g(t, q^1, q^2) = \varphi_1(t)q^1 + \varphi_2(t)q^2$$

where $\varphi_1, \varphi_2 \in C^\infty(\mathbb{R})$. Then,

$$\alpha = \frac{r}{\sqrt{m(k^2 + r^2)}} \left( -\frac{\partial g}{\partial q^3} \bar{e}^3 + \frac{\partial g}{\partial q^1} \bar{e}^1 \right) = \frac{r}{\sqrt{m(k^2 + r^2)}} (-\varphi_2(t)\bar{e}^3 + \varphi_1(t)\bar{e}^1)$$

and the section $\xi_\alpha^\mu \in \Gamma(U)$ is

$$\xi_\alpha^\mu = \frac{r}{\sqrt{m(k^2 + r^2)}} (-\varphi_2(t)\bar{e}_3 + \varphi_1(t)\bar{e}_4).$$

It is important to note that $\alpha \in \Gamma(U^*)$ is not a 1-cocycle of the skew-symmetric algebroid $\tau_{U^*}: U^* \to Q$. In fact,

$$dU^* \alpha = dU^* (dU^* g) = \frac{kr}{m(k^2 + r^2)^{3/2}} (\varphi_1(t)\bar{e}^3 + \varphi_2(t)\bar{e}^1) \wedge \bar{e}^5 \neq 0.$$

However,

$$i_{\xi_\alpha^\mu} dU^* \alpha = 0.$$

Thus, the Hamilton–Jacobi equation becomes

$$\dot{\varphi}_2(t) = \frac{\Omega(t)r^2}{k^2 + r^2} \varphi_1(t), \quad \dot{\varphi}_1(t) = -\frac{\Omega(t)r^2}{k^2 + r^2} \varphi_2(t).$$

(4.3)

Now, in order to apply corollary 4.8, we have to find an integral curve $c(s) = (t(s), q^1(s), q^2(s))$, for $s \in \mathbb{R}$ of the vector field $R^\mu_\alpha \in \mathfrak{X}(Q)$ given by

$$R^\mu_\alpha = \frac{\partial}{\partial t} + \left( \frac{r^2}{m(k^2 + r^2)} \varphi_1 - \Omega(t)q^1 \right) \frac{\partial}{\partial q^1} + \left( \frac{r^2}{m(k^2 + r^2)} \varphi_2 + \Omega(t)q^1 \right) \frac{\partial}{\partial q^2}. $$

Then, the curve $c$ has to verify $t(s) = s + c_0$, and taking $c_0 = 0$ we get

$$\dot{q}^1(t) = \frac{r^2}{m(k^2 + r^2)} \varphi_1(t) - \Omega(t)q^2(t),$$

$$\dot{q}^2(t) = \frac{r^2}{m(k^2 + r^2)} \varphi_2(t) + \Omega(t)q^1(t).$$

(4.4)

We conclude that $\alpha \circ c(t) = (t, q^1(t), q^2(t); -\frac{r}{\sqrt{m(k^2 + r^2)}} \varphi_2(t), \frac{r}{\sqrt{m(k^2 + r^2)}} \varphi_1(t), 0)$ is an integral curve of $R_\alpha$, where $\varphi_1(t)$ and $q^1(t)$ are real functions that satisfy (4.3) and (4.4).

As a particular case, we can take the angular velocity of the table to be $\Omega(t) = \Omega_0 = \text{cte} > 0$ and we get that the curve $\alpha \circ c(t) = (t, q^1(t), q^2(t); \alpha_3(c(t)), \alpha_4(c(t)), 0)$ is given by

$$\alpha_3(c(t)) = \frac{-r}{\sqrt{m(k^2 + r^2)}} \left( C_1 \sin \left( \frac{r^2 \Omega_0 t}{k^2 + r^2} \right) + C_2 \cos \left( \frac{r^2 \Omega_0 t}{k^2 + r^2} \right) \right),$$

$$\alpha_4(c(t)) = \frac{r}{\sqrt{m(k^2 + r^2)}} \left( C_1 \cos \left( \frac{r^2 \Omega_0 t}{k^2 + r^2} \right) - C_2 \sin \left( \frac{r^2 \Omega_0 t}{k^2 + r^2} \right) \right).$$
and \( q^1(t), q^2(t) \) solutions of system (4.4). The trajectories of the ball on the rotating table (trajectories in \((q^1(t), q^2(t))\)) are ellipses centred at the origin of the table, which depend on the initial conditions of the problem.

If \( \Omega(t) = \Omega_0 t \) then the curve \( \alpha \circ c(t) = (t, q^1(t), q^2(t); \alpha_3(c(t)), \alpha_4(c(t)), 0) \) is given by

\[
\alpha_3(c(t)) = -\frac{r}{\sqrt{m(k^2 + r^2)}} \left( C_1 \sin \left( \frac{r^2 \Omega_0 t^2}{2(k^2 + r^2)} \right) + C_2 \cos \left( \frac{r^2 \Omega_0 t^2}{2(k^2 + r^2)} \right) \right),
\]
\[
\alpha_4(c(t)) = \frac{r}{\sqrt{m(k^2 + r^2)}} \left( C_1 \cos \left( \frac{r^2 \Omega_0 t^2}{2(k^2 + r^2)} \right) - C_2 \sin \left( \frac{r^2 \Omega_0 t^2}{2(k^2 + r^2)} \right) \right),
\]

where \( C_1, C_2 \) are real constants. In this case, the solutions \((q^1(t), q^2(t))\) of (4.4) give trajectories on the table as in figure 2.

**Remark 4.12.** If we consider \( \beta \in \Gamma(\mathcal{U}^\prime) \) and try to solve the Hamilton–Jacobi equation asking \( \beta \) to be a 1-cocycle on \( \tilde{\mathcal{U}} \) (i.e. \( d\tilde{\mathcal{U}}\beta = 0 \)) the resultant differential equations have very complicated solutions (see corollary 3.2).

### 4.3. An example of a nonholonomic mechanical system with linear external forces: the vertical rolling disc with external forces

We will use the classical example of the vertical rolling disc to show how external forces can be encoded in the geometric structure of the constraint submanifold. Then, we are going to find the Hamilton–Jacobi equation and we obtain some particular solutions.

Consider a vertical disc that is allowed to roll on the \( xy \)-plane and to rotate about its vertical axis. Let \( x, y \) denote the position of contact of the disc with the \( xy \)-plane, \( \theta \) will denote the rotation angle of a chosen point \( P \) of the disc with respect to the vertical axis and finally \( \phi \) will represent the orientation angle of the disc as in figure 3.

Therefore, the configuration space for the rolling disc is \( Q = \mathbb{R}^2 \times S^1 \times S^1 \) with coordinates \((x, y, \theta, \phi)\). On the tangent bundle \( TQ \rightarrow Q \) we consider the Lie algebroid structure \([\cdot, \cdot]_{TQ}, \text{id}_{TQ}\), where \([\cdot, \cdot]_{TQ}\) is the usual Lie bracket of vector fields and the anchor map, in this case, is \( \text{id}_{TQ}\).

The Lagrangian for this system is

\[
L(x, y, \theta, \phi; \dot{x}, \dot{y}, \dot{\theta}, \dot{\phi}) = \frac{1}{2}(m(\dot{x}^2 + \dot{y}^2) + I\dot{\theta}^2 + J\dot{\phi}^2),
\]

where \( m \) is the mass of the disc, \( I \) its moment of inertia about the axis perpendicular to the plane containing the disc and \( J \) is the moment of inertia about an axis in the plane of the disc.
Figure 3. The vertical rolling disc.

This Lagrangian induces a fibre metric
\[ G = m(dx \otimes dx + dy \otimes dy) + I \, d\theta \otimes d\theta + J \, d\phi \otimes d\phi. \]

The nonholonomic constraints of rolling without slipping are
\[
\begin{align*}
\dot{x} &= (R \cos \phi)\dot{\theta}, \\
\dot{y} &= (R \sin \phi)\dot{\theta}
\end{align*}
\]
and they define the constraint subbundle \( \tau_D : D \to Q \) of \( TQ \).

In terms of the fibre metric \( G \), we find an adapted basis for the nonholonomic problem. More precisely, we look for an orthonormal basis of vector fields \( \{X_1, X_2, X_3, X_4\} \) of \( TQ \) such that \( D = \text{span}\{X_1, X_2\} \) and \( D^\perp = \text{span}\{X_3, X_4\} \). This basis is given by
\[
\begin{align*}
X_1 &= \frac{1}{\sqrt{R^2m + I}} \left( R \cos \phi \frac{\partial}{\partial x} + R \sin \phi \frac{\partial}{\partial y} + \frac{\partial}{\partial \theta} \right), \\
X_2 &= \frac{1}{\sqrt{J}} \frac{\partial}{\partial \phi}, \\
X_3 &= \frac{1}{\sqrt{m}} \left( \sin \phi \frac{\partial}{\partial x} - \cos \phi \frac{\partial}{\partial y} \right), \\
X_4 &= \sqrt{\frac{I}{m(R^2m + I)}} \left( \cos \phi \frac{\partial}{\partial x} + \sin \phi \frac{\partial}{\partial y} - \frac{Rm}{I} \frac{\partial}{\partial \theta} \right).
\end{align*}
\]

We endow the fibre bundle \( \tau_D : D \to Q \) with a skew-symmetric algebroid structure \( (\ll \cdot, \cdot \gg_D, \rho_D) \) defined by (see example 2.6)
\[
\ll X_1, X_2 \gg_D = P([X_1, X_2]_{TQ}) \quad \text{and} \quad \rho_D(X_1) = X_1, \quad \rho_D(X_2) = X_2,
\]
where \( P : TQ \to D \) is the orthogonal projector (with respect to the decomposition \( TQ = D \oplus D^\perp \)). Note that, \( \rho_D = \rho_{TQ} \circ i_D \) with \( i_D : D \hookrightarrow TQ \) the natural inclusion. Therefore, in terms of the basis \( \{X_1, X_2\} \), the (nonzero) local structure functions of the skew-symmetric algebroid on \( D \) are given by
\[
\begin{align*}
(\rho_D)_1^x &= \frac{R \cos \phi}{\sqrt{mR^2 + I}}, & (\rho_D)_1^y &= \frac{1}{\sqrt{mR^2 + I}}, \\
(\rho_D)_2^x &= \frac{R \sin \phi}{\sqrt{mR^2 + I}}, & (\rho_D)_2^y &= \frac{1}{\sqrt{J}}.
\end{align*}
\]
(4.5)

Since \( [X_1, X_2]_{TQ} \in \text{span}\{X_3\} \) we have that \( c_{12}^1 = c_{12}^2 = 0. \)
In coordinates \((v^1, v^2, v^3, v^4)\) induced by the orthonormal basis of sections \([X_1, X_2, X_3, X_4]\) the Lagrangian is

\[
L(x, y, \theta, \phi; v^1, v^2, v^3, v^4) = \frac{1}{2}((v^1)^2 + (v^2)^2 + (v^3)^2 + (v^4)^2),
\]

and the equations determining the constraints are \(v^3 = v^4 = 0\). Therefore, the restricted Lagrangian \(L_D : D \to \mathbb{R}\) becomes \(L_D(x, y, \theta, \phi; v^1, v^2) = \frac{1}{2}((v^1)^2 + (v^2)^2)\).

Consider now, the dual vector bundle \(\tau_D : D^* \to Q\) with coordinates \((x, y, \theta, \phi; p_1, p_2)\) induced by the dual basis \([X^1, X^2]\) of \([X_1, X_2]\). Then, the vector bundle \(\tau_{D^*} : D^* \to Q\) has a linear almost Poisson structure given by

\[
[x, p_1]_{D^*} = \frac{R \cos \phi}{\sqrt{1 + mR^2}} p_1, \quad [\theta, p_1]_{D^*} = \frac{1}{\sqrt{mR^2 + I}} p_1,
\]

\[
y, p_1]_{D^*} = \frac{R \sin \phi}{\sqrt{mR^2 + I}}, \quad [\phi, p_2]_{D^*} = \frac{1}{\sqrt{J}} p_2.
\]

and the other fundamental brackets are zero.

In these coordinates, the Hamiltonian function \(H : D^* \to \mathbb{R}\) can be written as

\[
H(x, y, \theta, \phi; p_1, p_2) = \frac{1}{2}((p_1)^2 + (p_2)^2).
\]

The study of the rolling disc with external forces is very interesting [36]. The system has two natural inputs, a torque that makes the disc spin and another one that makes the disc roll. First we are going to study the most general situation and then we will analyse particular cases. Suppose that a linear force is acting on the disc, then the pull back of this force in \(D^*\) is given by \(\tilde{F}(q, v) = (\tilde{F}_1(q) v^1 + \tilde{F}_2(q) v^2)X^1(q) + (\tilde{F}_1^2(q) v^1 + \tilde{F}_2^2(q) v^2)X^2(q)\), where \((q, v) = (x, y, \theta, \phi; v^1, v^2)\) and \(\tilde{F}_j \in C^\infty(Q)\).

Since the chosen basis is orthonormal, we have that the homomorphism \(F : D \to D^*\) is defined as

\[
F(X_1) = \tilde{F}_1 X_1 + \tilde{F}_2 X_2,
\]

\[
F(X_2) = \tilde{F}_1^2 X_1 + \tilde{F}_2^2 X_2
\]

and thus the skew-symmetric algebroid on \(\mathbb{R} \times D\) has (nonzero) local structure functions given by \(c_{01}^1 = -\tilde{F}_1^1, c_{01}^2 = -\tilde{F}_2^1, c_{02}^1 = -\tilde{F}_1^2, c_{02}^2 = -\tilde{F}_2^2\) and equation \((4.5)\).

Therefore, the corresponding Hamilton equations modified by the action of an external force are

\[
\dot{x} = \frac{R \cos \phi}{\sqrt{1 + mR^2}} p_1, \quad \dot{y} = \frac{R \sin \phi}{\sqrt{1 + mR^2}} p_1,
\]

\[
\dot{\theta} = \frac{1}{\sqrt{1 + mR^2}} p_1, \quad \dot{\phi} = \frac{1}{\sqrt{J}} p_2,
\]

\[
\dot{p}_1 = -\tilde{F}_1^1 p_1 - \tilde{F}_2^1 p_2, \quad \dot{p}_2 = -\tilde{F}_1^2 p_1 - \tilde{F}_2^2 p_2.
\]

In order to write the Hamilton–Jacobi equations, let us consider a section \(\alpha \in \Gamma(D^*)\).

Then, such equations are

\[
\alpha_1 X_1(\alpha_1) + \alpha_2 X_1(\alpha_2) + \alpha_2 X_2(\alpha_1) - \alpha_2 X_1(\alpha_2) + \alpha_1 \tilde{F}_1^1 + \alpha_2 \tilde{F}_1^2 = 0,
\]

\[
\alpha_1 X_2(\alpha_1) + \alpha_2 X_2(\alpha_2) - \alpha_1 X_2(\alpha_2) + \alpha_1 X_1(\alpha_1) + \alpha_1 \tilde{F}_2^1 + \alpha_2 \tilde{F}_2^2 = 0, \quad (4.6)
\]

where \(\alpha = \alpha_1 X^1 + \alpha_2 X^2\) and \(\alpha_1, \alpha_2 \in C^\infty(Q)\).
Particular case: a torque that makes the disc spin. Let us consider the external force
\( \tilde{F} = \lambda(\phi) \phi \, d\phi \), with \( \lambda \in C^\infty(\mathbb{R}) \). Writing this force in terms of the dual basis \( \{ X^1, X^2 \} \) we obtain
\[
\tilde{F}(q, v) = \frac{\lambda(\phi)}{J} v^2 X^2,
\]
where \( (q, v) = (x, y, \theta, \phi, v^1, v^2) \). Therefore, the homomorphism \( F : D \to D \) is
\[
F(X_1) = 0 \quad \text{and} \quad F(X_2) = \frac{\lambda(\phi)}{J} X_2
\]
and the skew-symmetric algebroid on \( \mathbb{R} \times D \) has (nonzero) local structure functions given by
\[
C_{20}^2 = -\frac{\lambda(\phi)}{J} \text{ and } (4.5).
\]
Consider a section \( \alpha \in \Gamma(D^*) \) such that \( \alpha = k X^1 + \alpha_2(\phi) X^2 \), with \( k = \text{constant} \).

Thus, Hamilton–Jacobi equation (4.6) is simply (note that, in this case, \( d^\alpha = 0 \)),
\[
\alpha_2'(\phi) = -\frac{\lambda(\phi)}{\sqrt{J}}.
\] (4.7)
Therefore, from (4.7), we deduce that
\[
\alpha_2(\phi) = -\frac{1}{\sqrt{J}} \int_0^\phi \lambda(s) \, ds + \kappa,
\]
where \( \kappa \) is an arbitrary constant.

By equation (3.4), we have
\[
R^\alpha_h = \frac{Rk}{\sqrt{I + mR^2}} \frac{\partial}{\partial x} + \frac{Rk}{\sqrt{I + mR^2}} \frac{\partial}{\partial y} + \frac{k}{\sqrt{I + mR^2}} \frac{\partial}{\partial \theta} + \frac{1}{J} \left( \int_0^\phi \lambda(s) \, ds - \kappa \right) \frac{\partial}{\partial \phi}.
\]
We conclude, by corollary 4.1, that
\[
\alpha \circ c(t) = (x(t), y(t), \theta(t), \phi(t); k, \frac{-K}{\sqrt{J}} \int_0^\phi \lambda(s) \, ds - \kappa)
\]
is an integral curve of \( R_h \in \mathcal{X}(D^*) \), if \( c(t) = (x(t), y(t), \theta(t), \phi(t)) \) is an integral curve of \( R^\alpha_h \).

As a particular case, we fix \( \lambda(\phi) = K \cos \phi \) with \( K = \text{cte} \neq 0 \). Hence by equation (4.7) we have that \( \alpha_2(\phi) = -\frac{K}{\sqrt{J}} \sin \phi + \kappa \) but, just for simplicity, we will choose \( \kappa = 0 \).

If \( c : I \to Q \), \( c(t) = (x(t), y(t), z(t), \theta(t), \phi(t)) \), is an integral curve of \( R^\alpha_h \) then \( \phi(t) = -\frac{K}{\sqrt{J}} \sin \phi \). That is,
\[
\phi(t) = 2 \arctan \left( e^{-\frac{K}{\sqrt{J}} t + \phi_0} \right)
\]
with \( \phi_0 \) an arbitrary constant. Therefore, the solution of the system, modified by an external force \( \tilde{F} = (K \cos \phi) \phi \, d\phi \) that makes the disc spin, is
\[
\alpha \circ c(t) = \left( x(t), y(t), \theta(t), \phi(t); k, -\frac{K}{\sqrt{J}} \sin \phi(t) \right),
\]
where \( x(t), y(t), \theta(t), \phi(t) \) are curves given by
\[
x(t) = \frac{Rk}{\sqrt{I + mR^2}} \left( t + \frac{J}{K} \ln \left( 1 + e^{-\frac{2K}{J} \sin \phi(t)} \right) \right) + x_0,
\]
\[
y(t) = \frac{Jk}{K \sqrt{I + mR^2}} \phi(t) + y_0,
\]
\[
\theta(t) = \frac{kt}{\sqrt{I + mR^2}} + \theta_0,
\]
\[
\phi(t) = 2 \arctan \left( e^{-\frac{K}{\sqrt{J}} t + \phi_0} \right)
\]
with \( x_0, y_0, \theta_0 \) and \( \phi_0 \) arbitrary constants.
We also have the dissipative term for this case given by
\[
\{ H \circ \mu, F_h \} = -\frac{K \cos \phi}{J} (p_2)^2.
\]

**Remark 4.13.** The function \( f \in C^\infty(Q) \) given by
\[
f(\phi) = \frac{1}{2J} \left( \int_0^\phi \lambda(s) ds \right)^2 = -\frac{K^2}{2J} \sin^2 \phi
\]
verifies that \( F^* \alpha = d^D f \). Thus, we obtain that the Hamilton–Jacobi equation can be written as
\[
H \circ \alpha - \frac{K^2}{2J} \sin^2 \phi = \text{constant},
\]
on \( Q \), since \( D \) is a bracket generating distribution.

### 5. Conclusions and future work

A Hamilton–Jacobi equation for a large variety of mechanical systems is derived. The type of systems considered includes mechanical systems with dissipative forces, nonholonomic system subjected to linear or affine constraints or, even, explicitly time-dependent mechanical systems. With this general purpose in mind, we find that the geometric structure of skew-symmetric algebroid has the appropriate inclusive nature, sufficient to model all these different types of mechanical systems. Adopting this point of view we prove a general version of the Hamilton–Jacobi equation for skew-symmetric algebroids with a distinguished 1-cocycle, specializing the results for the different mechanical systems under study. Several examples prove the utility and novelty of our results.

Of course, a lot of work must be done in a future research. For instance, in our paper a crucial assumption is made: all the constraints are linear or affine, even the dissipative forces considered are of a very special type (in such a way that they induce a linear bivector on the dual bundle). It would be interesting to discuss the more general case in a nonlinear setting, discovering the underlying geometric structures and deriving, if possible, a Hamilton–Jacobi equation. Moreover, in future papers, we will study more explicit examples of applications of our theoretical setting, analysing when the separation of variables technique works and relating it to topics like integrability. Also, our setting is ready for the introduction of control forces and therefore for the study of controlled mechanical systems and, as a consequence, to address problems such as kinematic reduction, kinematic controllability and Hamilton–Jacobi–Bellman equation in optimal control.
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