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Abstract

We give a Dirichlet form approach for the construction of distorted Brownian motion in a bounded domain \( \Omega \) of \( \mathbb{R}^d \), \( d \geq 1 \), with boundary \( \Gamma \), where the behavior at the boundary is sticky. The construction covers the case of a static boundary behavior as well as the case of a diffusion on the hypersurface \( \Gamma \) (for \( d \geq 2 \)). More precisely, we consider the state space \( \overline{\Omega} = \Omega \cup \Gamma \), the process is a diffusion process inside \( \Omega \), the occupation time of the process on the boundary \( \Gamma \) is positive and the process may diffuse on \( \Gamma \) as long as it sticks on the boundary. The problem is formulated in an \( L^2 \)-setting and the construction is formulated under weak assumptions on the coefficients and \( \Gamma \). In order to analyze the process we assume a \( C^2 \)-boundary and some weak differentiability conditions. In this case, we deduce that the process is also a solution to a given SDE for quasi every starting point in \( \overline{\Omega} \) with respect to the underlying Dirichlet form. Under the additional condition that \( \{ \varrho = 0 \} \) is of capacity zero, we prove ergodicity of the constructed process and consequently, we verify that the boundary behavior is indeed sticky. Moreover, we show (\( L^p \))-strong Feller properties which allow to characterize the constructed process even for every starting point in \( \overline{\Omega} \setminus \{ \varrho = 0 \} \).
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1 Introduction

We construct via Dirichlet form techniques diffusions on \( \overline{\Omega} \) for bounded domains \( \Omega \) of \( \mathbb{R}^d \), \( d \geq 1 \), with boundary \( \Gamma \) of Lebesgue measure zero, and identify them as weak solutions of

\[
\begin{align*}
\dot{X}_t = & \mathbbm{1}_\Omega(X_t) \left( dB_t + \frac{1}{2} \nabla \ln \alpha(X_t) dt \right) - \mathbbm{1}_\Gamma(X_t) \frac{\alpha(X_t)}{\beta(X_t)} n(X_t) dt \\
& + \delta \mathbbm{1}_\Gamma(X_t) \left( dB^\Gamma_t + \frac{1}{2} \nabla \Gamma \ln \beta(X_t) dt \right), \\
\dot{B}^\Gamma_t = & P(X_t) \circ dB_t, \\
X_0 = & x,
\end{align*}
\]

(1.1)
for \( x \in \overline{\Omega} \) under weak assumptions on the drifts given by \( \alpha \) and \( \beta \), where \( n(y) \) is the outward normal at \( y \in \Gamma \) and \( \delta \in \{0,1\} \). In the case \( \delta = 1 \) we additionally assume that \( d \geq 2 \).

A solution to (1.1) can be characterized as Brownian motion with drift inside \( \Omega \) and if the process reaches \( \Gamma \), Brownian motion with drift along \( \Gamma \) may take place, while a further drift term is directed back into the interior of \( \Omega \). In addition, the Brownian motion \( B^\Gamma = (B^\Gamma_t)_{t \geq 0} \) on \( \Gamma \) is the projection of the \( d \)-dimensional Brownian motion \( B = (B_t)_{t \geq 0} \) onto the Riemannian manifold \( \Gamma \) (in the sense of a Stratonovich SDE). In this situation, the boundary behavior is called sticky and is connected to so-called Wentzell boundary conditions. In contrast to reflecting (Neumann) boundary conditions which provide an immediate reflection, Wentzell boundary conditions yield sojourn on \( \Gamma \). The infinitesimal generator and semigroup associated to such kind of diffusions were first investigated in [Fel52] and in [Wen59] for more general domains. This kind of diffusion is also considered in [IW89] Chap. IV, Sect. 7 on the set \( \mathbb{R}_+^d := \{ x \in \mathbb{R}^d : x_d \geq 0 \} \), \( d \geq 2 \), with Lipschitz continuous drifts. However, in [IW89] the diffusion on the hyperplane \( \{ x \in \mathbb{R}^d : x_d = 0 \} \) is independent of the process inside the interior of \( \mathbb{R}_+^d \). In [Car09] the author uses a Dirichlet form approach in order to construct diffusions in a similar setting to ours with the essential difference that the boundary behavior is not sticky and also a drift does not occur. More precisely, the considered approach corresponds to ordinary reflecting boundary conditions (with the \( d \)-dimensional Lebesgue measure as reference measure) instead of a sticky boundary behavior. However, it is possible to switch between the setting considered in [Car09] and the present setting (for \( \delta = 1 \)) using random time changes. On the other hand, in [VV03] diffusion operators on \( \overline{\Omega} \) with sticky boundary behavior are considered, but without introducing a boundary operator on \( \Gamma \). This is in accordance with our setting for \( \delta = 0 \). Nevertheless, we also construct and analyze the underlying dynamics. Moreover, neither in [Car09] nor in [VV03] Feller properties of the associated semigroup are investigated.

In [Gra88] a sticky diffusion is constructed by probabilistic methods. The constructed process coincides with our setting in special cases, but the considered domain is determined by the zero set of a \( C^2(\mathbb{R}^d) \)-function and the drift is assumed to be Lipschitz continuous and bounded which is quite restrictive. The author uses the constructed diffusion to model a system of particles interacting at the boundary. This interacting particle system in turn is used to study the behavior of molecules in a chromatography tube. This application as well as the application given in [FGGV14] and [GV14] motivates our present considerations.

Relating to the construction of sticky reflection the authors in [VV03] remark the following: "If one wants to describe particles which may temporarily concentrate on the boundary, the reference measure should offer this possibility - meaning that the boundary should not be a null set". Accordingly, we consider the reference measure \( \rho (\lambda + \sigma) \) in order to assign mass to the boundary \( \Gamma \), where \( \lambda \) denotes the Lebesgue measure on \( \overline{\Omega} \) and \( \sigma \) the surface measure on \( \Gamma \). Additionally, we point out the connection of this approach to random time changes.

In [EP12] the authors analyze Brownian motion on \([0, \infty)\) which is sticky in 0. They show that strong solutions do not exist and that the sticky Brownian motion is the limit of time scaled reflected Brownian motions. This suggests that a strong solution in our framework also does not exist and hence, the solutions we construct in this paper are optimal in this sense.

In Section 2, notations are explained and some basic facts about manifolds and Brownian motion on manifolds are stated. In Section 3, we construct a diffusion process via a Dirichlet form approach on sets \( \overline{\Omega} \) with Lipschitz boundary and with very singular drift terms. For a \( C^2 \)-boundary and under additional assumptions on the density \( \rho \), this process is identified as solution of an associated martingale problem and finally, as solution of the SDE (1.1) for all starting points (except a set of capacity zero with respect to the underlying Dirichlet form) in Section 4. Moreover, we
prove an ergodic theorem in order to verify that the boundary is indeed sticky. In Section 5, strong Feller properties of the underlying resolvent are established and used in order to strengthen the preceding results such that the constructed process solves (1.1) for every starting point.

The main results are formulated in Theorem 4.9, Theorem 4.16 and Theorem 5.9.

2 Preliminaries

2.1 General notation

Throughout this paper, \( \Omega \subset \mathbb{R}^d, \ d \geq 1, \) denotes a nonempty bounded domain such that its boundary \( \Gamma := \partial \Omega \) is of Lebesgue measure zero. In the case \( \delta = 1 \) we assume that \( d \geq 2. \) The standard scalar product in \( \mathbb{R}^d \) is given by \( (\cdot, \cdot) \) and norms in \( \mathbb{R}^d \) by \(|\cdot|\) (in particular, for the modulus in \( \mathbb{R} \); eventually labeled by a lower index in order to distinguish norms). Similarly, \( \|\cdot\| \) denotes norms in function spaces. The metric on \( \mathbb{R}^d \) induced by the euclidean metric is denoted by \( d_{\text{euc}}. \)

For smooth functions, we denote by \( \nabla \) the gradient as well as the Jacobian in the case of vector valued functions. Let \( \nabla_i = \partial_i, \ i = 1, \ldots, d, \) be the partial derivatives with respect to cartesian coordinates. If we take partial derivatives and want to point out the underlying coordinates, we write for example \( \frac{\partial}{\partial y_i}. \) Moreover, \( \nabla^2 \) denotes the Hessian for functions mapping from subsets of \( \mathbb{R}^d \) to \( \mathbb{R} \) and \( \Delta = \text{Tr}(\nabla^2) \) the Laplacian. In the case of Sobolev functions we use the same notations in the weak sense.

2.2 Submanifolds in the euclidean space

We recall some facts about hypersurfaces of \( \mathbb{R}^d \) and Riemannian geometry:

**Definition 2.1.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain. The boundary \( \Gamma \) of \( \Omega \) is said to be **Lipschitz continuous** (respectively **\( C^k \)-smooth**) if it is locally the graph of a Lipschitz continuous (respectively \( C^k \)-) function, i.e., for every \( x \in \Gamma \) exists a neighborhood \( V \) of \( x \) in \( \mathbb{R}^d \) and new orthogonal coordinates \((y_1, \ldots, y_d)\) (given by an orthogonal map \( T \)) such that

(i) \( V \) is a hypercube in the new coordinates:

\[ V = \{(y_1, \ldots, y_d) : -a_i < y_i < a_i, \ 1 \leq i \leq d\}; \]

for some \( a_i > 0, \ 1 \leq i \leq d. \)

(ii) there exists a Lipschitz continuous (respectively \( C^k \)-) function \( \varphi, \) defined on

\[ V' = \{y' = (y_1, \ldots, y_{d-1}) : -a_i < y_i < a_i, \ 1 \leq i \leq d - 1\} \]

and such that

\[ |\varphi(y')| \leq \frac{a_d}{2} \text{ for every } y' \in V', \]

\[ \Omega \cap V = \{y = (y', y_d) \in V : y_d < \varphi(y')\}, \]

\[ \Gamma \cap V = \{y = (y', y_d) \in V : y_d = \varphi(y')\}. \]
So \( \Gamma \) is Lipschitz continuous (respectively \( C^k \)-smooth) if \( \Omega \) is locally below the graph of a Lipschitz continuous (respectively \( C^k \)-) function and the graph coincides with \( \Gamma \). In this case, we also simply say that \( \Gamma \) is Lipschitz (respectively \( C^k \)) or that \( \Omega \) has Lipschitz boundary (respectively \( C^k \)-boundary).

**Remark 2.2.** Definition 2.1 makes \( \Gamma \) a hypersurface of \( \mathbb{R}^d \) and \( \Gamma \) is in the coordinates \((y_1, \ldots, y_d)\) locally implicitly given by \( F(y_1, \ldots, y_d) = 0 \), where \( F(y_1, \ldots, y_d) := y_d - \varphi(y_1, \ldots, y_{d-1}) \) defined on \( V \). Occasionally, we may refer to \( y' = (y_1, \ldots, y_{d-1}) \) as local coordinates of \( \Gamma \). Note that in the case of a Lipschitz continuous boundary \( \Gamma \), \( \varphi \) is almost everywhere differentiable by Rademacher’s theorem. Hence, \( F \) is almost everywhere differentiable. One can also consider \( \overline{\Omega} \) as \( d \)-dimensional manifold with boundary.

**Remark 2.3.** The above definition makes \( \Gamma \) a Riemannian manifold with induced Riemannian metric locally given by \( G = (g_{ij})_{ij} \) where

\[
g_{ij}(y') = \begin{cases} 
\frac{\partial \varphi}{\partial y_i}(y') \frac{\partial \varphi}{\partial y_j}(y') & \text{if } i \neq j \\
1 + \left( \frac{\partial \varphi}{\partial y_i}(y') \right)^2 & \text{if } i = j
\end{cases}
\]

for \( 1 \leq i, j \leq d - 1 \). Denote by \( g \) the determinant and by \((g^{ij})_{ij}\) the inverse \( G^{-1} \) of \( G \). Note that the surface measure \( \sigma \) on \( \Gamma \) is given by the \((d - 1)\)-dimensional Hausdorff measure which can locally be written as

\[
d\sigma = \sqrt{g} \ dy_1 \cdots dy_{d-1} = \sqrt{g} \ dy'.
\]

**Definition 2.4.** Let \( \Omega \) be open and bounded with Lipschitz continuous boundary \( \Gamma \) and let \( F \) be as in Remark 2.2. Then we define for \( y = (y_1, \ldots, y_d) \) in \( V \)

\[
\tilde{n}(y) := \frac{\nabla F(y)}{|\nabla F(y)|} = \frac{(-\nabla \varphi(y'), 1)}{\sqrt{|\nabla \varphi(y')|^2 + 1}}
\]

supposed that \( \varphi \) is differentiable at \((y_1, \ldots, y_{d-1})\). Let \( x \in \Gamma \) and \( T \in \mathbb{R}^{d \times d} \) be the orthogonal coordinate transformation from Definition 2.1. Then define the (outward) normal vector at \( x \) by

\[
n(x) := T^{-1} \tilde{n}(Tx).
\]

**Remark 2.5.** Note that the definition of \( n \) also makes sense in a neighborhood of \( x \) and \( n \) is differentiable near \( x \) if \( \Gamma \) is \( C^2 \).

**Definition 2.6.** Let \( x \in \Gamma \) be such that \( n(x) \) exists in the sense of Definition 2.4. Define

\[
P(x) := E - n(x)n(x)^t \in \mathbb{R}^{d \times d},
\]

where \( E \) is the \( d \times d \) identity matrix. We call \( P(x) \) the orthogonal projection on the tangent space at \( x \). Note that \( P(x)z = z - (n(x), z) \ n(x) \) for \( z \in \mathbb{R}^d \).

**Definition 2.7.** Let \( f \in C^1(\overline{\Omega}) \) and \( x \in \Gamma \). Then we define (whenever \( \Gamma \) is sufficiently smooth at \( x \)) the gradient of \( f \) at \( x \) along \( \Gamma \) by

\[
\nabla_{\Gamma} f(x) := P(x) \nabla f(x)
\]

and if \( f \in C^2(\overline{\Omega}) \) the Laplace-Beltrami of \( f \) at \( x \) by

\[
\Delta_{\Gamma} f(x) := \text{Tr}(\nabla^2_{\Gamma} f(x)) = \text{div}_{\Gamma} \nabla f(x) = \text{Tr}(P(x) \nabla (P(x) \nabla f(x))).
\]
where $\text{div}_\Gamma \Phi := \text{Tr}(P \nabla \Phi)$ for $\Phi = (\Phi_1, \ldots, \Phi_d) \in C^1(\Gamma, \mathbb{R}^d)$ with $\nabla \Phi = J \Phi = (\nabla \Phi_1 | \ldots | \nabla \Phi_d)$. Analogously, we define higher derivatives of order $k \in \mathbb{N}$. In this way, let $C^k(\Gamma_0)$ be the space of continuously differentiable functions on $\Gamma_0$ obtained by restriction of $C^k(\overline{\Omega})$-functions, where $\Gamma_0$ is an open subset of $\Gamma$ in the subspace topology. As usual, set $C^\infty(\Gamma_0) := \cap_{k \in \mathbb{N}} C^k(\Gamma_0)$. Moreover, in the case that $n$ is differentiable at $x$ we define the mean curvature of $\Gamma$ at $x$ by

$$\kappa(x) := \text{div}_\Gamma n(x).$$

**Remark 2.8.**

(i) For $f \in C^k(\overline{\Omega})$, $k \in \mathbb{N}$, the above definitions are in accordance with the ordinary definition on Riemannian manifolds for $f|_\Gamma$ using the inclusion $T_x \Gamma \rightarrow \mathbb{R}^d$, where $T_x \Gamma$ denotes the tangent space at $x \in \Gamma$. Conversely, if a function $f$, defined only on the Riemannian manifold $\Gamma$, is in $C^k(\Gamma)$, $k \in \mathbb{N}$, in the sense of manifolds, it is possible to extend the definition of $f$ to a $C^k$-function on an open set in $\mathbb{R}^d$ which contains $\Gamma$ and then it is feasible to use the definitions given above. Thus, $C^k(\Gamma)$, $k \in \mathbb{N}$, contains exactly the functions on $\Gamma$ obtained by restricting functions from $C^k(\overline{\Omega})$ to $\Gamma$.

(ii) By the Riemannian metric $G$ mentioned in Remark 2.3, we have in local coordinates (using the Einstein summation convention) for the Riemannian gradient the representation $g^{ij} \frac{\partial f}{\partial x^i} \frac{\partial}{\partial y^j}$ and for the Laplace-Beltrami operator $\frac{1}{\sqrt{g}} \frac{\partial}{\partial y^i} (\sqrt{g} g^{ij} \frac{\partial f}{\partial y_j})$.

(iii) For smooth functions, we have the divergence theorem

$$\int_\Gamma (\Phi, \nabla_G g) \, d\sigma = - \int_\Gamma \text{div}_\Gamma \Phi \, g \, d\sigma,$$

where $\Phi$ is $\mathbb{R}^d$-valued (see e.g. [Tay11, Chap. 2, Proposition 2.2]).

**Lemma 2.9.** Assume that $\Gamma$ is $C^2$-smooth. Then

$$(P \nabla)^i P = - \kappa n.$$  

**Proof.** Fix $i \in \{1, \ldots, d\}$. It holds

$$((P \nabla)^i P)_i = \sum_{k,j} P_{jk} \nabla_j P_{ik}$$

$$= - \sum_{k,j} P_{jk} \nabla_j (n_i n_{ik})$$

$$= - \sum_{k,j} (1 - n_j n_{ik}) \nabla_j n_i + n_i \nabla_j n_k$$

$$= - \sum_{k,j} (1 - n_j n_{ik}) \nabla_j n_k - \sum_{k,j} (1 - n_j n_{ik}) \nabla_j n_i n_k$$

$$= - \text{Tr}(P \nabla n) n_i - (n, P \nabla n_i) = - \kappa n_i - (n, P \nabla n_i).$$

Using that $P$ is the orthogonal projection on $(\text{span}(n))^\perp$, we get that $(n, P \nabla n_i) = 0$ and therefore, the assertion holds true.

**Definition 2.10.** Let $\Gamma_0$ be an open subset of $\Gamma$ in the subspace topology. The Sobolev space $H^{1,k}(\Gamma_0)$, $k \geq 1$, is defined by $C^1(\Gamma_0)^{|\cdot|} H^{1,k}(\Gamma_0) \subset L^k(\Gamma_0; \sigma)$, i.e., the closure $C^1(\Gamma_0)$ with respect to the norm

$$\| \cdot \|_{H^{1,k}(\Gamma_0)} := \left( \| \cdot \|_{L^k(\Gamma_0; \sigma)}^k + \| \nabla \cdot \|_{L^k(\Gamma_0; \sigma)}^k \right)^{\frac{1}{k}}.$$
Remark 2.11. $H^{1,k}(\Gamma_0)$ can also be characterized as the space of functions which are in local coordinates in the corresponding Sobolev space. If $f \in H^{1,k}(\Gamma_0)$ and $(f_n)_{n \in \mathbb{N}}$ is an approximating sequence of smooth functions, Cauchy in $H^{1,k}(\Gamma_0)$, we call the $L^k(\Gamma_0, \sigma)$-limit of $(\nabla f_n)_{n \in \mathbb{N}}$ the weak gradient of $f$ and denote it by $\nabla f$. In the case $\Gamma_0 = \Gamma$, (2.1) transfers from $f_n$ to $f$ using a continuity argument provided that $\Phi \in L^{k'}(\Gamma; \sigma)$ for

$$\frac{1}{k} + \frac{1}{k'} = 1.$$ 

2.3 Brownian motion on manifolds

We shortly recall some facts about Brownian motion on $\Gamma$. For details about stochastic analysis on manifolds, we refer to [HT94], [Hsu02] and [IW89].

By definition, Brownian motion $(B_t)_{t \geq 0}$ on $\Gamma$ is a $\Gamma$-valued stochastic process that is generated by $\frac{1}{2} \Delta_{\Gamma}$, in analogy to Brownian motion on $\mathbb{R}^d$, in the sense that $(B_t)_{t \geq 0}$ solves the martingale problem for $(\frac{1}{2} \Delta_{\Gamma}, C^\infty(\Gamma))$. We recall the following:

**Lemma 2.12.** Let $\Gamma$ be a submanifold of $\mathbb{R}^d$ as in Definition 2.1. Then a solution of the Stratonovich SDE

$$dX_t = P(X_t) \circ dB_t, \quad X_0 \in \Gamma,$$

is a Brownian motion on $\Gamma$, where $(B_t)_{t \geq 0}$ is a Brownian motion in $\mathbb{R}^d$. 

**Proof.** See [Hsu02, Chap. 3, Sect. 2].

**Remark 2.13.** Note that the dimension of the driving Brownian motion $(B_t)_{t \geq 0}$ is strictly larger than the dimension of the submanifold $\Gamma$ and hence, according to [Hsu02] the driving Brownian motion contains some extra information beyond what is usually provided by a Brownian motion on $\Gamma$. Furthermore, a solution of the above SDE is naturally $\Gamma$-valued, since $P(x)z$ is tangential to $\Gamma$ at $x$ for every $x \in \Gamma$ and $z \in \mathbb{R}^d$. In our application, it is natural to construct a Brownian motion on $\Gamma$ by means of a $d$-dimensional Brownian motion, since a Brownian motion on $\mathbb{R}^d$ is involved anyway.

We also need the following result:

**Theorem 2.14** (Itô-Stratonovich transformation rule). Consider a diffusion in $\mathbb{R}^d$ driven by a $d$-dimensional Brownian motion $B = (B_t)_{t \geq 0}$ via the Stratonovich SDE

$$dX_t = S(X_t) \circ dB_t,$$

where $S : \mathbb{R}^d \mapsto \mathbb{R}^{d \times d}$ is $C^1$-smooth and symmetric. Then the Itô form reads

$$dX_t = S(X_t) dB_t + \frac{1}{2} ((S \nabla) S)(X_t) dt.$$
Define \( \varrho := 1_\Omega \alpha + 1_\Gamma \beta \)
as well as
\[
\mu := \varrho (\lambda + \sigma) = \alpha \lambda + \beta \sigma.
\]
Note that the condition \( \alpha \in L^1(\Omega; \lambda), \alpha > 0 \lambda\text{-a.e.}, \) and \( \beta \in L^1(\Gamma; \sigma), \beta > 0 \sigma\text{-a.e.} \) is equivalent to \( \varrho \in L^1(\Omega; \lambda + \sigma), \varrho > 0 (\lambda + \sigma)\text{-a.e.} \).

**Proposition 3.2.** Under Condition 3.1 we have that \( C^\infty(\Omega) \) is dense in \( L^2(\Omega; \mu) \).

**Proof.** Let \( f \in L^2(\Omega; \mu) \). By [Bau81, Corollary 7.5.5] we get that \( C(\Omega) \) is dense in \( L^2(\Omega; \mu) \), since \( \mu \) is a Baire measure and \( \Omega \) is compact. Hence there exists a sequence \( (g_i)_{i \in \mathbb{N}} \) in \( C(\Omega) \) converging to \( f \) with respect to \( \| \cdot \|_{L^2(\Omega; \mu)} \). Due to the Stone-Weierstraß theorem \( C^\infty(\Omega) \) is dense in \( C(\Omega) \) with respect to \( \| \cdot \|_{\text{sup}} \), where \( \| h \|_{\text{sup}} := \sup_{x \in \Omega} |h(x)| \) for \( h \in C(\Omega) \). Thus, for each \( i \in \mathbb{N} \) exists a sequence \( (f_i^j)_{j \in \mathbb{N}} \) in \( C^\infty(\Omega) \) converging to \( g_i \) with respect to \( \| \cdot \|_{\text{sup}} \).

Let \( \varepsilon > 0 \). Then, by the previous considerations, there exists some \( k \in \mathbb{N} \) such that \( \| f - g_k \|_{L^2(\Omega; \mu)} < \frac{\varepsilon}{2} \). Accordingly, there exists some \( l \in \mathbb{N} \) such that \( \| g_k - f^k_l \|_{\text{sup}} < \frac{\varepsilon}{2 \sqrt{\mu(\Omega)}} \).

Hence,
\[
\| f - f^k_l \|_{L^2(\Omega; \mu)}^2 \leq 2 \| f - g_k \|_{L^2(\Omega; \mu)}^2 + 2 \| g_k - f^k_l \|_{\text{sup}}^2 \mu(\Omega) \\
\leq \frac{\varepsilon^2}{2} + 2 \| g_k - f^k_l \|_{\text{sup}}^2 \mu(\Omega) \\
< \frac{\varepsilon^2}{2} + \frac{\varepsilon^2}{2 \mu(\Omega)} \mu(\Omega) < \varepsilon^2.
\]

Therefore, \( C^\infty(\Omega) \) is dense in \( L^2(\Omega; \mu) \). \( \square \)

Let the symmetric and positive definite bilinear form \( (\mathcal{E}, \mathcal{D}) \) be given by
\[
\mathcal{E}(f, g) := \frac{1}{2} \int_{\Omega} (\nabla f, \nabla g) \, d\lambda + \frac{\delta}{2} \int_{\Gamma} (\nabla_\Gamma f, \nabla_\Gamma g) \, d\sigma \quad \text{for } f, g \in \mathcal{D} := C^1(\Omega),
\]
where \((\cdot, \cdot)\) denotes the euclidean scalar product in \( \mathbb{R}^d \) and \( \delta \in \{0, 1\} \). In addition, let
\[
\mathcal{E}_\Omega(f, g) := \frac{1}{2} \int_{\Omega} (\nabla f, \nabla g) \, d\lambda \quad \text{for } f, g \in \mathcal{D}_\Omega := C^1(\Omega)
\]
as well as
\[
\mathcal{E}_\Gamma(f, g) := \frac{1}{2} \int_{\Gamma} (\nabla_\Gamma f, \nabla_\Gamma g) \, d\sigma \quad \text{for } f, g \in \mathcal{D}_\Gamma := C^1(\Gamma).
\]
Note that \( e(\mathcal{D}) = e(\mathcal{D}_\Omega) = \mathcal{D}_\Omega \), where \( e : C^1(\Omega) \to C^1(\Gamma) \) is defined by the restriction of functions to \( \Gamma \). In this terms, for \( f, g \in \mathcal{D} \) we get
\[
\mathcal{E}(f, g) = \mathcal{E}_\Omega(f, g) + \delta \mathcal{E}_\Gamma(f, g).
\]

In order to prove closability of \( (\mathcal{E}, \mathcal{D}) \), we need an additional assumption on the density \( \varrho \). Define
\[
R_\alpha(\Omega) := \{ x \in \Omega : \int_{\{y \in \Omega : |x-y|<\varepsilon\}} \alpha^{-1} d\lambda < \infty \text{ for some } \varepsilon > 0 \}
\]
and analogously \( R_\beta(\Gamma) \) with \( \Omega \) replaced by \( \Gamma \) and \( \lambda \) replaced by \( \sigma \).
Condition 3.3 (Hamza condition). $\alpha = 0 \lambda$-a.e. on $\Omega \setminus R_\alpha(\Omega)$ and additionally $\beta = 0 \sigma$-a.e. on $\Gamma \setminus R_\beta(\Gamma)$ if $\delta = 1$.

Lemma 3.4. Assume that Condition 3.1 and Condition 3.3 are fulfilled. Then the densely defined, symmetric bilinear forms $(\mathcal{E}_\Omega, \mathcal{D}_\Omega)$ and $(\mathcal{E}_\Gamma, \mathcal{D}_\Gamma)$ (if $\delta = 1$) are closable on $L^2(\Omega; \alpha \lambda)$ and on $L^2(\Gamma; \beta \sigma)$ respectively. Moreover, the closures $(\mathcal{E}_\Omega, D(\mathcal{E}_\Omega))$ and $(\mathcal{E}_\Gamma, D(\mathcal{E}_\Gamma))$ are conservative, strongly local, regular, symmetric Dirichlet forms.

Proof. The symmetric densely defined bilinear forms are closable and its closures are symmetric Dirichlet forms by [MR92, Chap. 2, Sect. 2, Example a)] (see in particular Remark 2.3 of the reference). The remaining properties follow exactly like in the following proofs for the closure of $(\mathcal{E}, \mathcal{D})$.

Proposition 3.5. Suppose that Condition 3.1 and Condition 3.3 are satisfied. Then $(\mathcal{E}, \mathcal{D})$ is closable on $L^2(\Omega; \mu)$. We denote its closure by $(\mathcal{E}, D(\mathcal{E}))$.

Proof. Let $(f_k)_{k \in \mathbb{N}}$ be a Cauchy sequence in $\mathcal{D} = C^1(\Omega)$ with respect to $\mathcal{E}$, i.e.,

$$\mathcal{E}(f_k - f_l, f_k - f_l) \to 0 \text{ as } k, l \to \infty.$$  

Moreover, assume that $(f_k)_{k \in \mathbb{N}}$ converges to $0$ in $L^2(\Omega; \mu)$. We have to show that $\mathcal{E}(f_k, f_k) \to 0$ as $k \to \infty$.

Since $(f_k)_{k \in \mathbb{N}}$ is a Cauchy sequence with respect to $\mathcal{E}$, it is also a Cauchy sequence with respect to $\mathcal{E}_\Omega$ (and $\mathcal{E}_\Gamma$ if $\delta = 1$). Moreover, the convergence of $(f_k)_{k \in \mathbb{N}}$ to $0$ in $L^2(\Omega; \alpha \lambda)$ and $L^2(\Gamma; \beta \sigma)$. Therefore, we get $\mathcal{E}_\Omega(f_k, f_k) \to 0$ (and $\mathcal{E}_\Gamma(f_k, f_k) \to 0$ if $\delta = 1$) as $k \to \infty$ by Lemma 3.4. Hence,

$$\mathcal{E}(f_k, f_k) = \mathcal{E}_\Omega(f_k, f_k) + \delta \mathcal{E}_\Gamma(f_k, f_k) \to 0 \text{ as } k \to \infty.$$  

$$\square$$

Proposition 3.6. Suppose that Condition 3.1 and Condition 3.3 are satisfied. Then $(\mathcal{E}, D(\mathcal{E}))$ is a symmetric, regular Dirichlet form.

Proof. The Markov property follows as in [MR92, Chap. 2, Sect. 2, Example c)] by [MR92, Chap. 1, Proposition 4.10] and the chain rule. Hence, $(\mathcal{E}, D(\mathcal{E}))$ is a symmetric Dirichlet Form. By the Stone-Weierstraß theorem, it holds that $C^\infty(\Omega)$ is dense in $C(\Omega)$ with respect to $\| \cdot \|_{sup}$. Furthermore, $\mathcal{D}$ is dense in $D(\mathcal{E})$ with respect to the $\mathcal{E}_1$-norm. Since $C^\infty(\Omega) \subset \mathcal{D} \subset D(\mathcal{E}) \cap C(\Omega)$, we obtain that $(\mathcal{E}, D(\mathcal{E}))$ is also regular.

$$\square$$

Proposition 3.7. Suppose that Condition 3.1 and Condition 3.3 are satisfied. Then the symmetric, regular Dirichlet form $(\mathcal{E}, D(\mathcal{E}))$ is strongly local and recurrent.

Proof. Using [FOT11 The. 3.1.1] and [FOT11 Exercise 3.1.1] it is sufficient to show the strong local property for elements in $\mathcal{D}$. Therefore, let $f, g \in \mathcal{D}$ such that $g$ is constant on some open neighborhood $U$ of $supp(f)$ (in the trace topology of $\Omega$). Then

$$\mathcal{E}(f, g) = \frac{1}{2} \int_{\Omega} (\nabla f, \nabla g) \alpha d\lambda + \frac{\delta}{2} \int_{\Gamma} (\nabla_{\Gamma} f, \nabla_{\Gamma} g) \beta d\sigma$$

$$= \frac{1}{2} \int_{\Omega \setminus supp(f)} (\nabla f, \nabla g) \alpha d\lambda + \frac{1}{2} \int_{\Omega \setminus supp(f)} (\nabla f, \nabla g) \alpha d\lambda$$
\[
+ \frac{\delta}{2} \int_{\Gamma \cap \text{supp}(f)} (\nabla_{\Gamma} f, \nabla_{\Gamma} g) \beta d\sigma + \frac{\delta}{2} \int_{\Gamma \setminus \text{supp}(f)} (\nabla_{\Gamma} f, \nabla_{\Gamma} g) \beta d\sigma
= 0,
\]

because each summand is zero, since the integrals are defined over sets where either \(f\) or \(g\) is constant. Hence, \((\mathcal{E}, D(\mathcal{E}))\) is strongly local. Clearly, \(1_{\overline{\Omega}} \in D \subset D(\mathcal{E})\) and \(\mathcal{E}(1_{\overline{\Omega}}, 1_{\overline{\Omega}}) = 0\). Therefore, \((\mathcal{E}, D(\mathcal{E}))\) is also recurrent.

By summarizing the preceding results, we get the following theorem:

**Theorem 3.8.** Assume Condition \([\mathcal{E}]\) and Condition \([\mathcal{E}]\). Then the symmetric and positive definite bilinear form \((\mathcal{E}, D)\) is densely defined and closable on \(L^2(\overline{\Omega}; \mu)\). Its closure \((\mathcal{E}, D(\mathcal{E}))\) is a recurrent, strongly local, regular, symmetric Dirichlet form on \(L^2(\overline{\Omega}; \mu)\).

By the theory of Dirichlet forms, we obtain immediately the following theorem. For details see e.g. [MR92, Chap. V, Theorem 1.11] or [FOT11, Theorem 7.2.2 and Exercise 4.5.1]. We remark that the definitions of capacities (and hence, of exceptional sets) used in the textbooks [FOT11] and [MR92] are introduced in different ways, but that the definitions coincide in our setting (see [MR92, Chap. III, Remark 2.9 and Exercise 2.10]). \((T_t)_{t > 0}\) denotes the sub-Markovian strongly continuous contraction semigroup on \(L^2(\overline{\Omega}; \mu)\).

**Theorem 3.9.** Suppose that Condition \([\mathcal{E}]\) and Condition \([\mathcal{E}]\) are satisfied. Then there exists a conservative diffusion process (i.e. a strong Markov process with continuous sample paths and infinite lifetime)

\[
M := (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\Theta_t)_{t \geq 0}, (P_x)_{x \in \Omega})
\]

with state space \(\overline{\Omega}\) which is properly associated with \((\mathcal{E}, D(\mathcal{E}))\), i.e., for all \((\mu\text{-versions of})\) \(f \in \mathcal{B}_b(\overline{\Omega}) \cap L^2(\overline{\Omega}; \mu)\) and all \(t > 0\) the function

\[
\overline{\Omega} \ni x \mapsto p_t f(x) := \mathbb{E}_x(f(X_t)) := \int_{\overline{\Omega}} f(X_t) dP_x \in \mathbb{R}
\]

is a quasi continuous version of \(T_t f\). \(M\) is up to \(\mu\)-equivalence unique. In particular, \(M\) is \(\mu\)-symmetric, i.e.,

\[
\int_{\overline{\Omega}} p_t f g d\mu = \int_{\overline{\Omega}} f p_t g d\mu \quad \text{for all } f, g \in \mathcal{B}_b(\overline{\Omega}) \quad \text{and all } t > 0,
\]

and has \(\mu\) as invariant measure, i.e.,

\[
\int_{\overline{\Omega}} p_t f d\mu = \int_{\overline{\Omega}} f d\mu \quad \text{for all } f \in \mathcal{B}_b(\overline{\Omega}) \quad \text{and all } t > 0.
\]

**Remark 3.10.** Note that \(M\) is canonical, i.e., \(\Omega = C(\mathbb{R}_+, \overline{\Omega})\) and \(X_t(\omega) = \omega(t), \omega \in \Omega\). For each \(t \geq 0\) we denote by \(\Theta_t : \Omega \rightarrow \Omega\) the shift operator defined by \(\Theta_t(\omega) = \omega(\cdot + t)\) for \(\omega \in \Omega\) such that \(X_s \circ \Theta_t = X_{s+t}\) for all \(s \geq 0\). We take into account to extend the setting to \(C(\mathbb{R}_+, \mathbb{R}^d)\) by neglecting paths leaving \(\overline{\Omega}\).
4 Analysis of the Markov process

4.1 Generators and boundary conditions

By Friedrichs representation theorem we have the existence of a unique self-adjoint generator \((L, D(L))\) corresponding to \((E, D(E))\).

**Proposition 4.1.** Suppose that Condition 3.1 and Condition 3.3 are satisfied. Then there exists a unique, positive, self-adjoint, linear operator \((L, D(L))\) on \(L^2(\Omega; \mu)\) such that

\[
D(L) \subset D(E) \quad \text{and} \quad E(f, g) = (-Lf, g)_{L^2(\Omega; \mu)} \quad \text{for all } f \in D(L), \ g \in D(E).
\]

**Condition 4.2.** \(\Gamma\) is \(C^2\)-smooth. Moreover, \(\alpha, \beta \in C(\overline{\Omega}), \ \alpha > 0 \ \text{\(\lambda\)-a.e. on } \Omega, \ \beta > 0 \ \text{\(\sigma\)-a.e. on } \Gamma\) such that \(\sqrt{\alpha} \in H^{1,2}(\Omega)\) and additionally \(\sqrt{\beta} \in H^{1,2}(\Gamma)\) if \(\delta = 1\).

**Remark 4.3.** Note that Condition 4.2 implies Condition 3.1 and Condition 3.3. In particular, Condition 4.2 holds if \(\alpha, \beta \in C^1(\overline{\Omega}), \ \alpha > 0 \ \text{\(\lambda\)-a.e. on } \Omega\) and \(\beta > 0 \ \text{\(\sigma\)-a.e. on } \Gamma\).

**Proposition 4.4.** Suppose that Condition 4.2 is satisfied and let \(f \in C^2(\overline{\Omega})\). Then

\[
Lf = \frac{1}{2} \left( 1_\Omega (\Delta f + (\nabla \ln \alpha, \nabla f)) - 1_\Gamma \frac{\alpha}{\beta} (n, \nabla f) + \delta \ 1_\Gamma (\Delta f + (\nabla \ln \beta, \nabla f)) \right).
\]

**Proof.** Let \(f \in C^2(\overline{\Omega})\) and \(g \in D = C^1(\overline{\Omega})\). Then we get by the divergence theorem on \(\Omega\) and (2.1):

\[
E(f, g) = \frac{1}{2} \int_\Omega (\nabla f, \nabla g) \ \alpha d\lambda + \frac{\delta}{2} \int_\Gamma (\nabla f, \nabla g) \ \beta d\sigma
\]

\[
= \frac{1}{2} \int_\Omega (\alpha \nabla f, \nabla g) \ \alpha d\lambda + \frac{\delta}{2} \int_\Gamma (\beta \nabla f, \nabla g) \ \beta d\sigma
\]

\[
= - \frac{1}{2} \int_\Omega g \ \text{div}(\alpha \nabla f) \ \alpha d\lambda + \frac{1}{2} \int_\Gamma g (\nabla f, n) \ \alpha d\sigma - \frac{\delta}{2} \int_\Gamma g \ \text{div}_\Gamma(\beta \nabla f) \ \beta d\sigma
\]

\[
= - \frac{1}{2} \int_\Omega g (\Delta f + (\nabla \alpha, \nabla f)) \ \alpha d\lambda + \frac{1}{2} \int_\Gamma g \alpha \beta (\nabla f, n) \ \beta d\sigma - \frac{\delta}{2} \int_\Gamma g (\beta \Delta f + (\nabla \beta, \nabla f)) \ \beta d\sigma
\]

Note that \(\nabla \ln \alpha = \frac{\alpha}{\beta} \delta \) on \(\{\alpha > 0\}\) and \(\nabla \ln \beta = \frac{\beta}{\beta} \delta \) on \(\{\beta > 0\}\). In other words, \(\nabla \alpha = \nabla \ln \alpha \ \alpha\) and \(\nabla \beta = \nabla \ln \beta \ \beta\). Hence, we get

\[
E(f, g) = (-Lf, g)_{L^2(\overline{\Omega}; \mu)}
\]

for \(f \in C^2(\overline{\Omega})\) and \(g \in D\). By density of \(D\) in \(D(E)\) with respect to the \(E_1\)-norm, the claim follows.

We can define the operator \(L_\Omega\) and the boundary operator \(L_\Gamma\) by

\[
L_\Omega f := \frac{1}{2} (\Delta f + (\nabla \ln \alpha, \nabla f)) \quad \text{and} \quad L_\Gamma f := \frac{1}{2} (\delta \ \Delta f + \delta (\nabla \ln \beta, \nabla f) - \frac{\alpha}{\beta} (n, \nabla f))
\]
for \( f \in C^2(\overline{\Omega}) \). Then the generator \( L \) has the representation \( Lf = \mathbb{1}_\Omega \, L_\Omega f + \mathbb{1}_\Gamma \, L_\Gamma f \). The associated Cauchy problem for \( g \in C^2(\overline{\Omega}) \) has the form

\[
\begin{align*}
\frac{\partial}{\partial t} u_t &= \frac{1}{2} \left( \Delta u_t + (\nabla \ln \alpha, \nabla u_t) \right), & \text{on } \overline{\Omega}, t > 0, \\
\Delta u_t + (\nabla \ln \alpha, \nabla u_t) - \delta \Delta u_t - \delta (\nabla \ln \beta, \nabla u_t) + \frac{\alpha}{\beta} (n, \nabla u_t) &= 0, & \text{on } \Gamma, t > 0, \\
u_0 &= g & \text{on } \Omega.
\end{align*}
\]

(4.1)

The condition in (4.1) is called Wentzell boundary condition. Note that if we multiply (4.1) by \( \beta \) and then set \( \beta \) to zero, the equation reduces to the Neumann boundary condition.

For \( h \in C^1(\overline{\Omega}) \), we have by definition and calculation \((\nabla_\Gamma h, \nabla_\Gamma f) = (P \nabla h, \nabla f)\) and \( \Delta_\Gamma f = \text{Tr}(P \nabla^2 f) - (n, \nabla f) \text{Tr}(P \nabla n) = \text{Tr}(P \nabla^2 f) - (\kappa n, \nabla f) \). Hence, we get with

\[
A := \mathbb{1}_\Omega E + \delta \, \mathbb{1}_\Gamma P
\]

(4.2)
as well as

\[
b := \frac{1}{2} \left( \mathbb{1}_\Omega \nabla \ln \alpha + \mathbb{1}_\Gamma (\delta \, P \nabla \ln \beta - \left( \frac{\alpha}{\beta} + \kappa \right) n) \right)
\]

(4.3)

the representation

\[
Lf = \frac{1}{2} \text{Tr}(A \nabla^2 f) + (b, \nabla f).
\]

(4.4)

Note that \( AA^t = A^2 = A \).

### 4.2 Solution to the martingale problem and SDE

**Theorem 4.5.** The diffusion process \( \mathbf{M} \) from Theorem 3.9 is up to \( \mu \)-equivalence the unique diffusion process having \( \mu \) as symmetrizing measure and solving the martingale problem for \((L, D(L))\), i.e., for all \( g \in D(L) \)

\[
\tilde{g}(X_t) - \tilde{g}(X_0) - \int_0^t (Lg)(X_s)ds, \ t \geq 0,
\]

is an \( \mathcal{F}_t \)-martingale under \( P_x \) for quasi all \( x \in \overline{\Omega} \). Here \( \tilde{g} \) denotes a quasi-continuous version of \( g \) (for the definition of quasi-continuity see e.g. [MR92, Chap. IV, Proposition 3.3]).

**Proof.** See e.g. [AR95, Theorem 3.4 (i)].

By the explicit calculation of \( L \) given in Proposition 4.4 and the notation in (4.4), we obtain the following corollary:

**Corollary 4.6.** Assume that Condition 4.2 is fulfilled. Let \( g \in C^2(\overline{\Omega}) \) and let \( \mathbf{M} \) be the diffusion process from Theorem 3.9. Then

\[
g(X_t) - g(X_0) - \int_0^t \frac{1}{2} \text{Tr}(A(X_s) \nabla^2 g(X_s)) + (b(X_s), \nabla g(X_s))ds, \ t \geq 0,
\]

is an \( \mathcal{F}_t \)-martingale under \( P_x \) for quasi every \( x \in \overline{\Omega} \), where \( A \) and \( b \) are defined as in (4.2) and (4.3).
Lemma 4.7 (weak solutions and martingale problems). Fix the probability measure \( P = \mathbf{P}_x, x \in \overline{\Omega} \), on \( C(\mathbb{R}_+, \mathbb{R}^d) \) (see also Remark 3.10). Let \( A, b \) be given on \( \overline{\Omega} \) by (4.2) and (4.3) respectively. If

\[
 f(X_t) - f(X_0) - \int_0^t \frac{1}{2} \text{Tr}(A(X_s)\nabla^2 f(X_s)) + (b(X_s), \nabla f(X_s)) \, ds
\]

is an \( \mathcal{F}_t \)-martingale under \( P \) for every \( f \in C_c^\infty(\mathbb{R}^d) \), the equation

\[
 dX_t = A(X_t)dB_t + b(X_t)dt
\]

has a weak solution with distribution \( P \), where \((B_t)_{t \geq 0}\) is a \( d \)-dimensional standard Brownian motion.

**Proof.** See e.g. [Kal97, Theorem 18.7]. Note that \( A \) and \( b \) (defined as in (4.2) and (4.3)) fulfill the required conditions, since they are progressive. Furthermore, the property \( AA' = A \) is used. \( \square \)

**Remark 4.8.** The solution to the SDE given in Lemma 4.7 results from \( M \) by extending the underlying filtration \((\mathcal{F}_t)_{t \geq 0}\) if necessary (see proof of [Kal97, Theorem 18.7] and the references therein). For convenience, we use for the process equipped with the enlarged filtration again the notation

\[
 M = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\Theta_t)_{t \geq 0}, (\mathbf{P}_x)_{x \in \overline{\Omega}})
\]

taking into account that the associated Dirichlet form is still given by \((\mathcal{E}, D(\mathcal{E}))\).

**Theorem 4.9.** \( M \) is a solution to the SDE

\[
 dX_t = 1_\Omega(X_t) \left(dB_t + \frac{1}{2} \nabla \ln \alpha(X_t)dt \right) - 1_\Gamma(X_t) \left(\frac{\alpha}{\beta}(X_t) n(X_t)dt \right) + \delta 1_\Gamma(X_t) \left(dB_t^\Gamma + \frac{1}{2} \nabla \ln \beta(X_t)dt \right),
\]

\[
 dB_t^\Gamma = P(X_t) \circ dB_t,
\]

\[
 X_0 = x,
\]

for quasi every starting point \( x \in \overline{\Omega} \), where \((B_t)_{t \geq 0}\) is a \( d \)-dimensional standard Brownian motion, i.e.,

\[
 X_t = x + \int_0^t 1_\Omega(X_s) dB_s + \int_0^t 1_\Omega(X_s) \frac{1}{2} \nabla \ln \alpha(X_s) ds
\]

\[
 + \delta \int_0^t 1_\Gamma(X_s) P(X_s) dB_s - \delta \int_0^t 1_\Gamma(X_s) \frac{1}{2} \kappa(X_s) n(X_s) ds
\]

\[
 + \delta \int_0^t 1_\Gamma(X_s) \frac{1}{2} \nabla \ln \beta(X_s) ds - \int_0^t \frac{1}{2} \frac{\alpha}{\beta}(X_s) 1_\Gamma(X_s) n(X_s) ds
\]

almost surely under \( \mathbf{P}_x \) for quasi every \( x \in \overline{\Omega} \).

**Remark 4.10.** A Fukushima decomposition of \( M \) (see [FOT11, Chap. 5]) yields the same result as in Theorem 4.9. We would like to mention that the argument used here in order to get a solution to the SDE (4.1) does not work for reflecting (Neumann) boundary conditions, since in this case the reflection is not given by a drift term. However, a Fukushima decomposition is still valid (see e.g. [Tru03]), because in this case it is also possible to assign an additive functional to the surface measure \( \sigma \). The advantage in our situation is that we are able to express the boundary behavior in terms of the generator.
Remark 4.11. We define the boundary local time \((l_t)_{t \geq 0}\) of \((X_t)_{t \geq 0}\) as the additive functional corresponding to the measure \(\sigma\) on \(\Gamma\) (in the sense of Revuz correspondence). Then, \((l_t)_{t \geq 0}\) is given by

\[
l_t = \int_0^t \frac{1}{\beta(X_s)} 1_\Gamma(X_s) n(X_s) ds
\]

and in view of (4.5) \((X_t)_{t \geq 0}\) has the representation

\[
X_t = x + \int_0^t 1_\Omega(X_s) dB_s + \int_0^t 1_\Omega(X_s) \frac{1}{2} \nabla \ln \alpha(X_s) ds
\]

\[
+ \delta \int_0^t 1_\Gamma(X_s) P(X_s) dB_s - \delta \int_0^t 1_\Gamma(X_s) \frac{1}{2} \kappa(X_s) n(X_s) ds
\]

\[
+ \delta \int_0^t 1_\Gamma(X_s) \frac{1}{2} \nabla \ln \beta(X_s) ds - \int_0^t \frac{1}{2} \alpha(X_s) dl_s
\]

almost surely under \(P_x\) for quasi every \(x \in \Omega\).

Consider the Dirichlet form given by the closure of

\[
\frac{1}{2} \int_\Omega (\nabla f, \nabla g) \alpha d\lambda + \frac{\delta}{2} \int_\Gamma (\nabla_\Gamma f, \nabla_\Gamma g) \beta d\sigma \quad \text{for } f, g \in \mathcal{D} := C^1(\overline{\Omega}),
\]

(4.6)

on \(L^2(\Omega; \alpha \lambda)\), \(\delta \in \{0, 1\}\). For \(\delta = 0\) this construction yields reflecting distorted Brownian motion on \(\overline{\Omega}\) and for \(\delta = 1\) the setting corresponds to a generalization of the one considered in [Car09]. More precisely, the associated process is a solution to

\[
X_t = x + B_t + \int_0^t \frac{1}{2} \nabla \ln \alpha(X_s) ds
\]

\[
+ \delta \int_0^t \beta(X_s) P(X_s) dB_{L_s} - \delta \int_0^t \beta(X_s) \frac{1}{2} \kappa(X_s) n(X_s) dL_s
\]

\[
+ \delta \int_0^t \frac{1}{2} \nabla \ln \beta(X_s) dL_s - \int_0^t \frac{1}{2} \alpha(X_s) n(X_s) dL_s,
\]

(4.7)

where \((L_t)_{t \geq 0}\) is the local time of the diffusion associated to the closure of (4.6) on \(L^2(\Omega; \alpha \lambda)\) (in the sense of the additive functional associated to \(\sigma\)). Using the connection of random time changes and Dirichlet forms presented in [CF11, Chapter 5] and [FOT11, Chapter 6], it follows that the change of the reference measure from \(\alpha \lambda\) to \(\alpha \lambda + \beta \sigma\) corresponds to a random time change of the associated process via the inverse \(\tau(t)\) of the additive functional given by

\[
A_t := t + \beta(X_t) L_t, \quad t \geq 0.
\]

In other words, the sticky reflecting diffusion (4.5) results from a diffusion with ordinary reflection at \(\Gamma\) by introducing a new time scale such that time slows down if (and only if) the process is located on the boundary of \(\Omega\). Note that it is reasonable that the new time scale \(\tau(t)\) converts a solution of (4.7) into a solution of (4.5). This connection has already been observed in the case of sticky reflected distorted Brownian motion on \([0, \infty)^n, n \in \mathbb{N}\), in [GV14].
4.3 Ergodicity and occupation time

Throughout this section we assume that Condition 3.1 and Condition 3.3 are fulfilled and denote by \( M \) the process constructed in Theorem 3.9. Given the process \( M \), we can define via its transition semigroup \((p_t)_{t\geq 0}\) a Dirichlet form and by construction of \( M \) this form is \((\mathcal{E}, D(\mathcal{E}))\) again. Recall that the sub-Markovian strongly continuous contraction semigroup of \((\mathcal{E}, D(\mathcal{E}))\) is denoted by \((T_t)_{t\geq 0}\). We use the results provided in [FOT11, Chap. 4.7] in order to prove an ergodic theorem for \( M \). To do this, we restrict to invariant subsets of \( \Omega \) and show the part of the form \((\mathcal{E}, D(\mathcal{E}))\) on the invariant set is irreducible recurrent. This allows to determine the occupation time of the process on \( \Gamma \) and, as a consequence, to show that the boundary behavior is indeed sticky. The main result of this section is Theorem 4.16. In order to avoid confusion, we label the capacity of a set by the underlying Dirichlet form. For the sake of convenience, we state all proofs for the case \( \delta = 1 \), which can easily be modified to hold for \( \delta = 0 \).

First, we define the notion of parts of Dirichlet forms:

**Definition 4.12 (part of a Dirichlet form).** Let \((\mathcal{G}, D(\mathcal{G}))\) be an arbitrary regular Dirichlet form on some locally compact, separable metric space \( X \), \( m \) a positive Radon measure on \( X \) with full topological support and \( G \) an open subset of \( X \). Then we define by \( \mathcal{G}^G(f,g) := \mathcal{G}(f,g) \) for \( f, g \in D(G^G) := \{ f \in D(G) | f = 0 \ \text{\( G \)-q.e. on } X \setminus G \} \) the part of the form \((\mathcal{G}, D(\mathcal{G}))\) on \( G \), where \( \tilde{f} \) denotes an \( \mathcal{G} \)-quasi-continuous version of \( f \). Indeed, this defines a regular Dirichlet form on \( L^2(G;m) \) (see [FOT11, Theorem 4.4.3]).

Throughout this section, suppose that Condition 4.13 is fulfilled and denote by
\[
\mathcal{M} := (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t\geq 0}, (X_t)_{t\geq 0}, (\Theta_t)_{t\geq 0}, (P_x)_{x \in \Omega})
\]
the process constructed in Section 4.2. Furthermore, for an open subset \( G \) of \( \overline{\Omega} \)
\[
\mathcal{M}^G := (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t\geq 0}, (X^0_t)_{t\geq 0}, (\Theta_t)_{t\geq 0}, (P_x)_{x \in \overline{\Omega}_\Delta})
\]
is called the part of the process \( \mathcal{M} \) on \( G \), where \( X^0_t(\omega) \) results from \( X_t(\omega) \) by killing the path upon leaving \( G \) for \( \omega \in \Omega \). By [FOT11, Theorem 4.4.2] the process \( \mathcal{M}^G \) is associated to \( (\mathcal{E}^G, D(\mathcal{E}^G)) \).

Let \( \mathcal{C} \) be the set of all connected components of \( \overline{\Omega}_1 := \overline{\Omega} \setminus \{ \varrho = 0 \} = \{ \varrho > 0 \} \) and for \( G \in \mathcal{C} \) let \( G_\Gamma := G \cap \Gamma \).

**Condition 4.13.** \( \text{cap}_\mathcal{E}(\{ \varrho = 0 \}) = 0 \) and \( \alpha, \beta \in C(\overline{\Omega}) \).

**Lemma 4.14.** Assume that Condition 4.13 is fulfilled. Then

(i) \( \text{cap}_{\mathcal{E}_\Omega}(\{ \varrho = 0 \}) = 0 \) and \( \text{cap}_{\mathcal{E}_\Gamma}(\{ \varrho = 0 \} \cap \Gamma) = 0 \).

(ii) Each \( G \in \mathcal{C} \) is open in \( \overline{\Omega} \) and quasi closed with respect to \( \mathcal{E} \). In particular, \( G \) is \( T_t \)-invariant.

(iii) The assertion in (ii) holds accordingly for \( G \) and \( G_\Gamma \) with respect to \( \mathcal{E}_\Omega \) and \( \mathcal{E}_\Gamma \) respectively.

**Proof.** (i) Note that \( D(\mathcal{E}) \) is a subset of \( D(\mathcal{E}_\Omega) \) and \( D(\mathcal{E}_\Gamma) \) by restriction and \( \mathcal{E}_{\Omega,1}, \mathcal{E}_{\Gamma,1} \leq \mathcal{E}_1 \) on this set. Let \( \varepsilon > 0 \). Then there exists an open set \( U \) in \( \Omega \) which contains \( \{ \varrho = 0 \} \) such that \( \text{cap}_\mathcal{E}(U) < \varepsilon \). By definition of the capacity, we get also \( \text{cap}_{\mathcal{E}_\Omega}(U) < \varepsilon \) and \( \text{cap}_{\mathcal{E}_\Gamma}(U \cap \Gamma) < \varepsilon \). Hence, the assertion holds true.
(ii) Let $G \in \mathcal{C}$. $G$ is open by definition. Let $\varepsilon > 0$. We show that $\overline{\Omega \setminus G}$ is quasi open. Since $\text{cap}_\varepsilon(\{\rho = 0\}) = 0$, there exists an open subset $U$ of $\overline{\Omega}$ which contains $\{\rho = 0\}$ such that $\text{cap}_\varepsilon(U) < \varepsilon$. The set $\tilde{U} := \bigcup_{G \in \mathcal{C} \setminus \{G\}} \hat{G} \cup U$ is open and contains $\overline{\Omega \setminus G}$. Moreover,

$$\text{cap}_\varepsilon(\overline{\Omega \setminus (\mathcal{C})}) \leq \text{cap}_\varepsilon(U) < \varepsilon.$$ 

Hence, $G$ is quasi closed. 

(iii) Note that $G$ and $G_T$ are open in $\overline{\Omega}$ and $\Gamma$ respectively. The remaining part of the statement follows by (i) with the same arguments as in (ii). 

\[ \Box \]

Remark 4.15. Let $G \in \mathcal{C}$.

(i) Due to [FOT11], Lemma 4.6.3, the preceding lemma implies that there exists a properly exceptional set $N$ such that $G \setminus N$ is $\mathcal{M}$-invariant in the sense that

$$P_x(X_t \in (G \setminus N) \Delta \text{ for all } t \geq 0) = 1 \text{ for all } x \in G \setminus N.$$ 

(ii) It is possible that $G_T = G \cap \Gamma$ is not connected in $\Gamma \setminus \{\rho = 0\}$. Therefore, we denote by $C_G$ the set containing all connected components of $G_T$. In particular, $\bigcup_{G \in \mathcal{C}} C_G$ is the set of all connected components of $\Gamma \setminus \{\rho = 0\}$.

(iii) Define $F_k := \{x \in G \mid d_{euc}(x, \{\rho = 0\}) > \frac{1}{k}\}$. This yields a sequence of open subsets of $G$ increasing to $G$. For $\alpha, \beta \in C(\overline{\Omega})$, it follows that $\gamma_k := \text{ess inf}_{x \in F_k} \rho > 0, k = 1, 2, \ldots$ (with respect to the measure $\lambda$). Similarly, we define $F_k$ for sets in $C_G$. More precisely, for $A_G \in C_G$ let $F_k := \{x \in A_G \mid d_{euc}(x, \{\rho = 0\} \cap \Gamma) > \frac{1}{k}\}$ and define $\gamma_k$ with respect to $\sigma$.

(iv) By a similar argument as in (iii), $L^p$-norms on $K$ with respect to the measures $\mu$ and $\lambda$ (or $\sigma$) respectively are equivalent for some compact set $K$ properly contained in some $G$ (or $A_G$).

Theorem 4.16. Suppose that Condition 4.4.3 is fulfilled. Then for all $G \in \mathcal{C}$ and $f \in L^1(G; \mu)$ holds

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t f(X_s)ds = \frac{\int_G fd\mu}{\mu(G)}$$

almost surely under $P_x$ for quasi all $x \in G$.

Proof. Fix $G \in \mathcal{C}$. Due to [FOT11], Theorem 4.7.3(iii)], the definition of $M^G$ and Remark 4.15 (i) it is sufficient to show that $(\mathcal{E}^G, D(\mathcal{E}^G))$ is irreducible recurrent. In order to deduce recurrence of $(\mathcal{E}, D(\mathcal{E}))$, by [FOT11], Theorem 1.6.3 it is enough to observe that $1_{\overline{\Omega}} \in D(\mathcal{E})$ and $\mathcal{E}(1_{\overline{\Omega}}, 1_{\overline{\Omega}}) = 0$. Hence, $1_G = 1_G 1_{\overline{\Omega}} \in D(\mathcal{E}^G)$ by $T_t$-invariance of $G$ and $\mathcal{E}^G(1_G, 1_G) = 0$, since

$$0 = \mathcal{E}(1_{\overline{\Omega}}, 1_{\overline{\Omega}}) = \mathcal{E}(1_G, 1_G) + \mathcal{E}(1_G, 1_G).$$

This implies recurrence of $(\mathcal{E}^G, D(\mathcal{E}^G))$ by [FOT11], Theorem 1.6.3. Taking into account that the considered form is recurrent, irreducibility is equivalent to the condition that every $f \in D(\mathcal{E}^G)$ with $\mathcal{E}^G(f, f) = 0$ is $\mu$-a.e. constant (on $G$) by [CF11] Theorem 2.1.11. Let $A_G \in C_G$ and denote by $(\mathcal{E}_T^{A_G}, D(\mathcal{E}_T^{A_G}))$ the part of the form $(\mathcal{E}_T, D(\mathcal{E}_T))$ on $A_G$. Moreover, denote by $(\mathcal{E}_T^\Omega, D(\mathcal{E}_T^\Omega))$ the part of the form $(\mathcal{E}_\Omega, D(\mathcal{E}_\Omega))$ on $G$. $(\mathcal{E}_T^{A_G}, D(\mathcal{E}_T^{A_G}))$ is the closure of $(\mathcal{E}_T, C^1(G))$ by [FOT11], Theorem 4.4.3 and thus, it is irreducible. Indeed, the closure of the pre-Dirichlet form

$$\int_{A_G} (\nabla_T f, \nabla_T g) d\sigma, \ f, g \in C^1(A_G)$$
on $L^2(A_G; \sigma)$ yields reflecting Brownian motion which is irreducible (see e.g. [CF11, p.128]). Hence, the closure of the form defined for functions in $C^1(A_G)$ on $L^2(A_G; \sigma)$ is also irreducible in view of [CF11, Theorem 2.1.11]. Hence, it follows by [FOT11, Corollary 4.6.4] and Remark 4.15 (iii) that $(\mathcal{E}_T^{AG}, D(\mathcal{E}_T^{AG}))$ is irreducible. Similarly, it holds that $(\mathcal{E}_\Omega^G, D(\mathcal{E}_\Omega^G))$ is irreducible.

Let $f \in D(\mathcal{E}_T^G)$ and choose a sequence $(f_k)_{k \in \mathbb{N}}$ in $C^1(G)$ such that $f_k \to f$ with respect to $\sqrt{\mathcal{E}_T^G}$. Then the restriction to $\Gamma$ is by definition $\mathcal{E}_T$-Cauchy and converges to the restriction of $f$ in $L^2(\Gamma; \beta \sigma)$. Therefore, the convergence holds also in $D(\mathcal{E}_T)$. An analogous statement holds in $D(\mathcal{E}_\Omega)$. Thus,

$$\mathcal{E}_T^G(f, f) = \mathcal{E}(f, f) = \lim_{k \to \infty} \mathcal{E}(f_k, f_k) = \lim_{k \to \infty} (\mathcal{E}_\Omega(f_k, f_k) + \mathcal{E}_T(f_k, f_k)) = \mathcal{E}_\Omega(f, f) + \mathcal{E}_T(f, f)$$

by definition. By invariance it holds

$$\mathcal{E}_T^G(f, f) = \mathcal{E}_\Omega^G(\mathbb{1}_G f, \mathbb{1}_G f) + \sum_{A_G \in \mathcal{C}_G} \mathcal{E}_T^{AG}(\mathbb{1}_{A_G} f, \mathbb{1}_{A_G} f).$$

Therefore, $\mathcal{E}_T^G(f, f) = 0$ implies that each summand on the right hand side vanishes and hence, $f = c_G \alpha \lambda$-a.e. on $G \cap \Omega$ for some constant $c_G$ and $f = c_{AG} \beta \sigma$-a.e. on $A_G$ for some constant $c_{AG}$ by [CF11, Theorem 2.1.11] and irreducibility. Thus, we can conclude

$$f = c_G \mathbb{1}_{G \cap \Omega} + \sum_{A_G \in \mathcal{C}_G} c_{A_G} \mathbb{1}_{A_G}.$$

It rests to show that $c_G = c_{A_G}$ for all $A_G \in \mathcal{C}_G$. Fix a point $z \in A_G$. Then there exists a neighborhood $U$ of $z$ in $\overline{\Omega}$ such that $\overline{U} \subset G$ and $U \cap \Gamma \subset A_G$. Choose a $C^\infty$-cutoff function $\eta$ defined on $\overline{\Omega}$ which is constantly one near $z$ and has support properly contained in $U$. Then it is easy to see that $\eta f \in D(\mathcal{E}_T^G)$ and $(\eta f_k)_{k \in \mathbb{N}}$ is an approximation for $\eta f$ whenever $(f_k)_{k \in \mathbb{N}}$ is a sequence of $C^1(G)$-functions which approximates $f$ in $D(\mathcal{E}_T^G)$. In particular, this implies convergence in $L^2(U \cap \Gamma; \sigma)$ and even in $L^2(\partial(U \cap \Omega); \sigma)$. Since $\eta_{CG}$ is the unique continuous extension of $f|_{U \cap \Omega}$ to $U$, it is clear that $\eta f \in H^{1,2}(U \cap \Omega) \cap C(U \cap \Omega)$ and $\text{Tr}(\eta f) = \eta_{CG}$, where $\text{Tr}: H^{1,2}(U \cap \Omega) \to L^2(U \cap \Gamma; \sigma)$ is the (restricted) trace operator. Thus,

$$\eta_{CG} = \text{Tr}(\eta f) = L^2(U \cap \Gamma; \sigma) - \lim_{k \to \infty} \text{Tr}(\eta f_k) = L^2(U \cap \Gamma; \sigma) - \lim_{k \to \infty} (\eta f_k)|_{U \cap \Gamma} = \eta_{CG}.$$

Hence, $\eta_{ACG} = \eta_{CG}$ $\sigma$-a.e. on $U \cap \Gamma$ and therefore, $c_{A_G} = c_G$. \hfill $\Box$

**Corollary 4.17.** Suppose that Condition $[4.13]$ is fulfilled. Fix a component $G$ of $\overline{\Omega}_1$ which intersects $\Gamma$. Then

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{1}_\Gamma(X_s) ds = \frac{\mu(G \cap \Gamma)}{\mu(\Omega)} \quad (4.8)$$

almost surely under $P_x$ for quasi all $x \in G$.

**Proof.** Under the above assumptions, we have $\mathbb{1}_\Gamma(X_s) = \mathbb{1}_{\Gamma \cap G}(X_s)$ for all $s \geq 0$ $P_x$-a.s. for quasi every $x \in G$. Hence, the assertion follows by Theorem 4.16 with $f = 1_{G \cap \Gamma} \in L^1(G; \mu)$. \hfill $\Box$

**Remark 4.18.** Note that the right hand side of (4.8) is strictly positive if $\mu(G \cap \Gamma) > 0$ and there exists always some $G \in \mathcal{C}$ such that $\mu(G \cap \Gamma) > 0$, since $\mu(\Gamma) > 0$. This implies that the process sojourns arbitrarily long on $\Gamma$. 
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For the following theorem we need the notion of a strongly regular Dirichlet form (see also [Stu94] and [Stu95]):

**Definition 4.19 (strong regularity).** A regular Dirichlet form $(\mathcal{G}, \mathcal{D}(\mathcal{G}))$ on $L^2(X; m)$, where $X$ is a connected, locally compact, separable Hausdorff space and $m$ is a positive Radon measure with full support, is called strongly regular, if the topology induced by the intrinsic metric

$$d(x, y) := \sup\{f(x) - f(y)\mid f \in \mathcal{D}(\mathcal{G}) \cap C(X) \text{ with } \nu(f) \leq m\}, \ x, y \in X,$$

coincides with the original topology on $X$. Here $\nu(f) \leq m$ means that the so-called energy measure of $f$ is absolutely continuous with respect to $m$ and its Radon-Nikodym derivative $\frac{\text{d}\nu(f)}{\text{d}m}$ is almost everywhere less or equal than one.

**Lemma 4.20.** Let $\emptyset \neq U$ be an open subset of $\bar{\Omega}\setminus\{\varrho = 0\}$ such that $\bar{\Omega} \subset \bar{\Omega}\setminus\{\varrho = 0\}$. Then the restriction maps $i_1 : f \mapsto f|_{U \cap \Omega}$ and $i_2 : f \mapsto f|_{U \cap \Gamma}$ (under the condition that $U \cap \Gamma \neq \emptyset$) are continuous maps from $\mathcal{D}(\mathcal{E})$ to $H^{1,2}(U \cap \Omega)$ and $H^{1,2}(U \cap \Gamma)$ respectively. In particular, there exists a constant $C_1 = C_1(\varrho) < \infty$ such that $\|f\|_{H^{1,2}(U \cap \Omega)}, \|f\|_{H^{1,2}(U \cap \Gamma)} \leq C_1 \sqrt{\mathcal{E}_1}(f, f)$ for $f \in \mathcal{D}(\mathcal{E})$.

**Proof.** By continuity of $\alpha$ and $\beta$, there exist constants $0 < \varrho^- < \varrho^+ < \infty$ such that $\varrho^- \leq \varrho \leq \varrho^+$ on $\bar{\Omega}$. Let $f \in \mathcal{D}$. Then

$$\int_{U \cap \Omega} (f^2 + |\nabla f|^2) \, d\lambda \leq \frac{1}{\varrho^-} \int_{U \cap \Omega} (f^2 + |\nabla f|^2) \, d\lambda \leq \frac{1}{\varrho^-} \int_{U} (f^2 + |\nabla f|^2) \, d\lambda \leq \frac{1}{\varrho^-} \mathcal{E}_1(f, f) < \infty.$$

Similarly, we obtain

$$\int_{U \cap \Gamma} (f^2 + |\nabla f|^2) \, d\sigma \leq \frac{1}{\varrho^-} \mathcal{E}_1(f, f) < \infty.$$  

Hence, $i_1 : \mathcal{D} \to H^{1,2}(U \cap \Omega)$ and $i_2 : \mathcal{D} \to H^{1,2}(U \cap \Gamma)$ are well-defined and continuous. Therefore, the maps admit a continuous extension to $\mathcal{D}(\mathcal{E})$. Let $f \in \mathcal{D}(\mathcal{E})$. Then the image of $f$ is simply the restriction of $f$ to the respective set (see also Remark 4.15 (iv)) and therefore, the restriction is an element of the corresponding Sobolev space. The last statement holds with $C_1 := \frac{1}{\varrho^-}$. \[\square\]

**Lemma 4.21.** Let $f \in \mathcal{D}(\mathcal{E}) \cap C(\bar{\Omega})$ and choose a sequence $(f_k)_{k \in \mathbb{N}}$ in $\mathcal{D}$ whiche converges to $f$ with respect to $\mathcal{E}_1$. Then

$$\nu(f_k) = |\nabla f_k|^2 \alpha \lambda + |\nabla \Gamma f_k|^2 \beta \sigma$$

and $|\nabla \Gamma f_k|^2 = |\nabla f_k|^2 - |nn^t \nabla f_k|^2$ for each $k \in \mathbb{N}$. Moreover, $(\nabla f_k)_{k \in \mathbb{N}}$ has the limit $\nabla f$ in $L^2(\Omega; \alpha \lambda)$ and similarly, $(\nabla \Gamma f_k)_{k \in \mathbb{N}}$ has the limit $\nabla \Gamma f \in L^2(\Gamma; \beta \sigma)$. In particular the convergence holds in $L^2_{\text{loc}}(\Omega\setminus\{\varrho = 0\}; \lambda)$ and $L^2_{\text{loc}}(\Gamma\setminus\{\varrho = 0\}; \sigma)$. The energy measure of $f$ is given by

$$\nu(f) = |\nabla f|^2 \alpha \lambda + |\nabla \Gamma f|^2 \beta \sigma.$$

**Proof.** Let $f \in \mathcal{D}$. Define $\nu := |\nabla f|^2 \alpha \lambda + |\nabla \Gamma f|^2 \beta \sigma$. We have to show that

$$2 \mathcal{E}(fg, f) - \mathcal{E}(f^2, g) = \int_\Gamma g \, d\nu$$
for all \( g \in D(\mathcal{E}) \cap C(\overline{\Omega}) \). Then the result follows by uniqueness of \( \nu(f) \). Since also \( D \) is dense in \( C(\overline{\Omega}) \) with respect to \( \| \cdot \|_{\text{sup}} \), it is enough to restrict to functions \( g \in D \). In this case,

\[
2 \mathcal{E}(fg, f) - \mathcal{E}(f^2, g)
\]

\[
= \int_{\Omega} (\nabla (fg), \nabla f) \sigma d\lambda + \int_{\Gamma} (\nabla (fg), \nabla f) \beta d\sigma - \frac{1}{2} \int_{\Omega} (\nabla f^2, \nabla g) \sigma d\lambda - \frac{1}{2} \int_{\Gamma} (\nabla f^2, \nabla g) \beta d\sigma
\]

\[
= \int_{\Omega} (\nabla (fg), \nabla f) \sigma d\lambda + \int_{\Gamma} (\nabla (fg), \nabla f) \beta d\sigma - \int_{\Omega} (\nabla f, f \nabla g) \sigma d\lambda - \int_{\Gamma} (\nabla f, f \nabla g) \beta d\sigma
\]

\[
= \int_{\Omega} g(\nabla f, f \nabla f) \sigma d\lambda + \int_{\Gamma} g(\nabla f, f \nabla f) \beta d\sigma
\]

\[
= \int_{\Omega} g \, dv.
\]

Note that \( |\nabla f|^2 = |(E - nn^t)\nabla f|^2 = |\nabla f|^2 - |nn^t \nabla f|^2 \). Replacing \( f \) by \( f_k \) yields the first statement. By \cite{FOT11} p.124 it holds

\[
\left| \left( \int_{\Omega} g dv(f_k) \right)^{\frac{1}{2}} - \left( \int_{\Omega} g dv(f) \right)^{\frac{1}{2}} \right| \leq \left( \int_{\Omega} g dv(f_k) \right)^{\frac{1}{2}} \leq 2\|f\|_{\text{sup}} \mathcal{E}(f - f_k, f - f_k).
\]

Hence,

\[
\int_{\Omega} g \, dv(f) = \lim_{k \to \infty} \int_{\Omega} g \, dv(f_k)
\]

\[
= \lim_{k \to \infty} \left( \int_{\Omega} g \, |\nabla f_k|^2 \sigma d\lambda + \int_{\Gamma} g \, |\nabla f_k|^2 \beta d\sigma \right).
\]

Define \( G_j := \overline{\Omega} \setminus B_j(\{\rho = 0\}) \) for \( j \in \mathbb{N} \). Then each \( G_j \) fulfills the assumptions of Lemma 4.20 and \( G_j \uparrow \overline{\Omega} \setminus \{\rho = 0\} \) as \( j \to \infty \). This yields a weak gradient \( \nabla f \) and \( \nabla f \) on each set \( G_j \) and \( G_j \cap \Gamma \) respectively. Therfore, we can define \( \nabla f \) and \( \nabla f \) globally outside \( \{\rho = 0\} \) and

\[
\int_{\Omega} |\nabla f|^2 \sigma d\lambda \leq \liminf_{j \to \infty} \int_{\Omega} 1_{G_j} |\nabla f|^2 \sigma d\lambda \leq \mathcal{E}(f, f),
\]

since the last inequality holds for fixed \( j \in \mathbb{N} \). The statement holds similarly for \( \nabla f \). Applying this to \( f - f_k \) finishes the proof.

\[\square\]

**Proposition 4.22.** \( (\mathcal{E}, D(\mathcal{E})) \) is strongly regular.

**Proof.** We show that the intrinsic metric \( d \) is equivalent to the euclidean metric \( d_{\text{euc}} \). First, let \( f_i(x) := x_i, x \in \overline{\Omega}, \) for \( i = 1, \ldots, d \). Then \( f_i \in D \) with \( \frac{df_i}{d\mu} \leq 1 \) a.e. and for \( x, y \in \overline{\Omega} \) holds (by eventually replacing \( f_i \) by \( -f_i \))

\[
d(x, y) \geq \max_{i=1,\ldots,d} \left( f_i(x) - f_i(y) \right) = \max_{i=1,\ldots,d} |x_i - y_i| \geq \tilde{C}_1 \, d_{\text{euc}}(x, y)
\]

for some constant \( \tilde{C}_1 = \tilde{C}_1(d) < \infty \). Moreover, by Lemma 4.21

\[
d(x, y) \leq \sup \{ f(x) - f(y) \} \, f \in D(\mathcal{E}) \cap C(\overline{\Omega}) \text{ with } \nu(f) \leq \mu
\]

\[
\leq \sup \{ f(x) - f(y) \} \, f \in H^{1,\infty}(\Omega) \cap C(\overline{\Omega}) \text{ with } |\nabla f| \leq 1 \text{ a.e.}\}
\]
and the last expression is locally bounded by $d_{	ext{euc}}$. Indeed, by the proof of [Alt06, Satz 8.5] every $f \in H^{1,\infty}(\Omega)$ has a unique continuous version in $C^{0,1}(\Omega)$ and there is some constant $\tilde{C}_2 = \tilde{C}_2(\Omega) < \infty$ such that

$$f(x) - f(y) \leq \tilde{C}_2 \| \nabla f \|_{L^{\infty}(\Omega)} d_{\text{euc}}(x, y).$$

Example 4.23. Assume additionally to Condition 3.1 and Condition 3.3 that $\alpha, \beta \in C(\overline{\Omega})$ and the following property:

$$\mu(B_r(\{ \varrho = 0 \})) \leq C r^2 \text{ as } r \to 0. \tag{4.9}$$

Then, as a consequence of strong regularity, $\text{cap}_c(\{ \varrho = 0 \}) = 0$ by [Stu95, Theorem 3] and therefore, Theorem 4.16 applies.

5 $L^p$-strong Feller properties

The diffusion process constructed in Section 4.2 has the drawback that the main result given in Theorem 4.9 only holds for quasi every starting point $x \in \overline{\Omega}$ and it is not explicitly known how this set of admissible starting points looks like. In the following, we prove regularity properties of the associated $L^p$-resolvent and conclude that the results of Theorem 4.9 even hold for every starting point $x \in \overline{\Omega}_1 := \overline{\Omega} \setminus \{ \varrho = 0 \}$ under Condition 4.2 and Condition 4.13. More precisely, we show the sufficient conditions given in [BGS13] Condition 1.3] by generalizing a regularity result from [Nit11] for $\delta = 0$ and from [War13] for $\delta = 1$. Then, we apply [BGS13] Theorem 1.4. This allows to proceed again as in Section 4.2, but now without a set of starting points we have to exclude. Note that $\overline{\Omega}_1$ is not closed in $\mathbb{R}^d$ if $\{ \varrho = 0 \} \neq \emptyset$. We use this notation in order to be consistent with [BGS13].

We denote by $(T_t)_{t \geq 0}$ the strongly continuous contraction semigroup, by $(G_\lambda)_{\lambda > 0}$ the strongly continuous contraction resolvent and by $(L, D(L))$ the generator corresponding to $(\mathcal{E}, D(\mathcal{E}))$. By the Beurling-Deny theorem there exists an associated strongly continuous contraction semigroup $(T_t^\gamma)_{t > 0}$ on $L^r(\Omega; \mu)$ with generator $(L_r, D(L_r))$ and resolvent $(G_\lambda^\gamma)_{\lambda > 0}$ for every $1 \leq r < \infty$, see [LS96, Proposition 1.8] and [LS96, Remark 1.3]. If $r > 1$ then $(T_t^\gamma)_{t > 0}$ is the restriction of an analytic semigroup by [LS96, Remark 1.2]. In this context associated means that for $f \in L^1(\Omega; \mu) \cap L^\infty(\Omega; \mu)$, it holds that $T_t f = T_t^\gamma f$ for every $t > 0$. With this notation we also have $T_t = T_t^2$ for $t \geq 0$, $G_\lambda = G_\lambda^2$ for $\lambda > 0$ and $L_2 = L$.

Assume that Condition 4.2 is fulfilled. In order to prove the required regularity result we assume additionally the following property:

**Condition 5.1.** There exists $p \geq 2$ with $p > \frac{d}{2}$ such that

$$\frac{|\nabla \alpha|}{\alpha} \in L^p_{\text{loc}}(\Omega \cap \{ \varrho > 0 \}; \alpha \lambda) \text{ and additionally } \frac{|\nabla \beta|}{\beta} \in L^p_{\text{loc}}(\Gamma \cap \{ \varrho > 0 \}; \beta \sigma) \text{ if } \delta = 1$$

or equivalently

$$1_\Omega \frac{|\nabla \alpha|}{\alpha} + \delta \ 1_\Gamma \frac{|\nabla \beta|}{\beta} \in L^p_{\text{loc}}(\Omega \cap \{ \varrho > 0 \}; \mu).$$

In the following, we assume Condition 4.2, Condition 5.1 and again that
(i) $\text{cap}_E(\{\varrho = 0\}) = 0$ (i.e., Condition [4.13]),
which is e.g. fulfilled under the condition (4.9) given in Example [4.23] and we prove that
(ii) there exists $p > 1$ such that $D(L_p) \hookrightarrow C(\overline{\Omega})$ and the embedding is locally continuous, i.e.,
for $x \in \partial \Omega$ there exists a $\overline{\Omega}$-neighborhood $U$ and a constant $C = C(U) < \infty$ such that
\[
\sup_{y \in U} |\tilde{u}| \leq C\|u\|_{D(L_p)} \quad \text{for all } u \in D(L_p),
\]
where $\tilde{u}$ denotes the continuous version of $u$ (on $\overline{\Omega}$),
(iii) for each point $x \in \partial \Omega$ exists a sequence of function $(u_n)_{n \in \mathbb{N}}$ in $D(L_p)$ such that for every
$y \neq x, y \in \partial \Omega$, exists a $u_n$ with $u_n(y) = 0$ and $u_n(x) = 1$.
We say that a sequence $(u_n)_{n \in \mathbb{N}}$ as in (iii) is point separating in $x$.

Then, as a consequence of [BGS13, Theorem 1.4], there exists a diffusion process
\[
M := (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\Theta_t)_{t \geq 0}, (P_x)_{x \in \Omega})
\]
with state space $\overline{\Omega}$ which leaves $\overline{\Omega}$ $\mathbb{P}_c$-a.s., $x \in \partial \Omega$, invariant. The Dirichlet form associated
to $M$ is given by $(\mathcal{E}, D(\mathcal{E}))$ and the transition semigroup $(p_t)_{t \geq 0}$ of $M$ is $L^p$-strong Feller, i.e.,
$p_t(L^p(\overline{\Omega}; \mu)) \subset C(\overline{\Omega})$. Moreover, it solves the $(L_p, D(L_p))$ martingale problem for every point
\[
x \in \partial \Omega.
\]

**Lemma 5.2.** For $p$ as in Condition [5.1] and $f \in C^2(\overline{\Omega})$ holds
\[
L_p f = L f = L f
\]
and in this case $Lf$ is explicitly given by (4.4).

**Proof.** The statement for $p = 2$ has been proven in Proposition [4.4]. Then, the general statement
follows by the assumptions on $\alpha$ and $\beta$ similar to Lemma 2.3 in [BG14], since $u$ and $Lu$ are elements
of $L^p(\overline{\Omega}; \mu)$ for $u \in C^2(\overline{\Omega})$. \(\square\)

In a similar way as in the case of Neumann boundary conditions (see [BGL4, Section 4]) we get the following:

**Theorem 5.3.** Assume that Condition [5.2] is fulfilled. Let $U$ be an open subset of $\overline{\Omega}$ in the subspace topology. The following holds:

(i) $C^1_c(U) \hookrightarrow D \hookrightarrow D(\mathcal{E})$.

(ii) Assume additionally that $\overline{\Omega} \subset \overline{\Omega}_1 = \overline{\Omega}\{\varrho = 0\}$. The restriction maps $i_\Omega$ and $i_\Gamma$ (supposed
that $U \cap \Gamma \neq \emptyset$ and $\delta = 1$), which restrict functions from $\overline{\Omega}$ to $U \cap \Omega$ and $U \cap \Gamma$ respectively,
are continuous mappings from $D(\mathcal{E})$ to $H^{1,2}(U \cap \Omega)$ and $H^{1,2}(U \cap \Gamma)$ respectively. Moreover,
it holds
\[
\mathcal{E}(u, v) = \frac{1}{2} \int_{U \cap \Omega} |\nabla u, \nabla v| \, d\lambda + \frac{\delta}{2} \int_{U \cap \Gamma} |\nabla_\Gamma u, \nabla_\Gamma v| \, \beta d\sigma
\]
and there exists a constant $C_2 = C_2(\alpha, \beta, d, G) < \infty$ such that
\[
\|u\|^2_{H^{1,2}(U \cap \Omega)} + \delta \|u\|^2_{H^{1,2}(U \cap \Gamma)} \leq C_2 \mathcal{E}(u, u)
\]
for $u \in D(\mathcal{E})$ and $v \in C^1_c(U)$.  
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(iii) Let $2 \leq p < \infty$, $\gamma > 0$. Let $x \in \overline{\Omega}$ and let $U := B_R(x) = \{y \in \overline{\Omega} | d_{\text{ee}}(x, y) < R\}$ be an open ball around $x$ in $\overline{\Omega}$ with radius $R > 0$ such that $\overline{U} \subset \overline{\Omega}_1$. For all $f \in L^p(\overline{\Omega}; \mu)$, we have $G^p_\gamma f \in H^{1,2}(U \cap \Omega)$ and $G^p_\gamma f \in H^{1,2}(U \cap \Gamma)$ for $\delta = 1$, whenever $U \cap \Gamma$ is non-empty. Moreover, with $u := G^p_\gamma f$ it holds

$$
\gamma \int_U uv \, d\mu + \frac{1}{2} \int_{U \cap \Omega} (\nabla u, \nabla v) \, ad\lambda + \frac{\delta}{2} \int_{U \cap \Gamma} (\nabla \Gamma u, \nabla \Gamma v) \, \beta d\sigma = \int_U fv \, d\mu \quad (5.3)
$$

for all $v \in C^1_\delta(U)$. Additionally, for $R_0 > R$ such that $\overline{U}_0 \subset \overline{\Omega} \setminus \{0 = 0\}$, where $U_0 := B_{R_0}(x)$, we have the norm inequalities

$$
\|u\|_{H^{1,2}(\Omega)}^2 + \delta \|u\|_{H^{1,2}(\Gamma)}^2 \leq C_3(\|f\|_{L^p(U_0; \lambda + \sigma)} + \|u\|_{L^p(U_0; \lambda + \sigma)})^2 \quad (5.4)
$$

and

$$
\|u\|_{H^{1,2}(\Omega)}^2 + \delta \|u\|_{H^{1,2}(\Gamma)}^2 \leq C_4 \|f\|_{L^p(\overline{\Omega}; \mu)}^2 \quad (5.5)
$$

with constants $C_3 = C_3(\alpha, \beta, R, R_0, d, p) < \infty$ and $C_4 = 2 C_3 < \infty$.

**Proof.** (i) is clear. The first part of (ii) and inequality (5.2) hold by Lemma 4.20 (the result for $\delta = 0$ holds similarly).

$$
\mathcal{E}(u, v) = \frac{1}{2} \int_{U \cap \Omega} (\nabla u, \nabla v) \, ad\lambda + \frac{\delta}{2} \int_{U \cap \Gamma} (\nabla \Gamma u, \nabla \Gamma v) \, \beta d\sigma
$$

is evident for $u \in \mathcal{D}$ and $v \in C^1(\Omega) \subset \mathcal{D} = C^1(\overline{\Omega})$. Fix $v \in C^1(\Omega)$. Then $\mathcal{E}(\cdot, v)$ is a continuous linear functional on $D(\mathcal{E})$ with respect to the $\mathcal{E}^1_{\frac{1}{2}}$-norm. Moreover,

$$
F(u) := \frac{1}{2} \int_{U \cap \Omega} (\nabla u, \nabla v) \, ad\lambda + \frac{\delta}{2} \int_{U \cap \Gamma} (\nabla \Gamma u, \nabla \Gamma v) \, \beta d\sigma
$$

is continuous on $D(\mathcal{E})$ (or rather on the space obtained by restricting functions to $U$) with respect to the norm given by $\|u\|_{H^{1,2}(\Omega)} + \delta \|u\|_{H^{1,2}(\Gamma)}$, since $\alpha$ and $\beta$ are bounded from above and from below away from zero on $U$ (by continuity). Thus, it is also continuous with respect to the $\mathcal{E}^1_{\frac{1}{2}}$-norm in view of (5.2) and therefore, $F$ has to coincide with $\mathcal{E}(\cdot, v)$ by uniqueness, since the equality holds on the dense subset $\mathcal{D}$. Therefore, (5.1) is established.

Next, we prove (iii). Let $R$ and $R_0$ be as stated. First, we show (5.4) for $p = 2$. Choose a cutoff function $\eta$ which is constantly one in $B_{R'}(x)$ for some $R_0 > R' > R$ and has compact support in $B_{R_0}(x)$. For $f \in L^2(\overline{\Omega}; \mu)$ we have $u := G^p_\gamma f \in D(\mathcal{E})$ and it is easy to see that also $\eta u \in D(\mathcal{E})$, since $\eta u_n$ converges to $\eta u$ as $n \to \infty$ if $(u_n)_{n \in \mathbb{N}}$ approximates $u$ in $D(\mathcal{E})$. As in (ii) it can be shown that for fixed $v \in D(\mathcal{E})$ holds

$$
\mathcal{E}(v, \eta u) = \frac{1}{2} \int_{U_0 \cap \Omega} (\nabla v, \nabla (\eta u)) \, ad\lambda + \frac{\delta}{2} \int_{U_0 \cap \Gamma} (\nabla \Gamma v, \nabla \Gamma (\eta u)) \, \beta d\sigma.
$$

Note that $\eta^2$ is again a cutoff function with the properties we supposed for $\eta$. We have by calculation

$$
\mathcal{E}_\gamma(\eta u, \eta u) = \gamma \int_{U_0}(\eta u)^2 \, d\mu + \frac{1}{2} \int_{U_0 \cap \Omega} (\nabla (\eta u), \nabla (\eta u)) \, ad\lambda + \frac{\delta}{2} \int_{U_0 \cap \Gamma} (\nabla \Gamma (\eta u), \nabla \Gamma (\eta u)) \, \beta d\sigma
$$

Note that $\eta^2$ is again a cutoff function with the properties we supposed for $\eta$. We have by calculation.
We get with the inequality $ab \leq \frac{a^2}{2} + \frac{b^2}{2}$ for $\varepsilon > 0$, $a, b \geq 0$:

$$\left| \int_{U_0 \cap \Omega} \eta u(\nabla u, \nabla \eta) \, d\lambda \right| \leq K_1 \int_{U_0 \cap \Omega} |\eta \nabla u| |\nabla \eta| |u| \, d\lambda$$

$$\leq K_2 \int_{U_0 \cap \Omega} |\eta \nabla u| |u| \, d\lambda$$

$$\leq K_2 \left( \int_{U_0 \cap \Omega} |\nabla (\eta u)| |u| \, d\lambda + \int_{U_0 \cap \Omega} |\nabla \eta||u| \, d\lambda \right)$$

$$\leq K_3 \left( \|\nabla (\eta u)\|_{L^2(U_0 \cap \Omega)} \|u\|_{L^2(U_0 \cap \Omega)} + \|\eta u\|_{L^2(U_0 \cap \Omega)} \right)$$

$$\leq \frac{\varepsilon}{2} \|\eta u\|^2_{H^{1,2}(U_0 \cap \Omega)} + \left( \frac{K_3^2}{2\varepsilon} + K_3 \right) \|\eta u\|^2_{L^2(U_0 \cap \Omega)}$$

for suitable constants $K_1 \leq K_2 \leq K_3 < \infty$. Similarly, we get (by eventually increasing $K_3$) that

$$\left| \int_{U_0 \cap \Omega} u(\nabla \eta, \nabla (\eta u)) \, d\lambda \right| \leq \frac{\varepsilon}{2} \|\eta u\|^2_{H^{1,2}(U_0 \cap \Omega)} + \left( \frac{K_3^2}{2\varepsilon} + K_3 \right) \|\eta u\|^2_{L^2(U_0 \cap \Omega)}.$$  

For the two corresponding terms in (5.6) on $U_0 \cap \Gamma$, the similar statement follows by the same arguments. Moreover, we have

$$\left| \int_{U_0} f \eta^2 u \, d\mu \right| \leq \|f\|_{L^2(U_0; \mu)} \|\eta u\|_{L^2(U_0; \mu)}$$

$$\leq \frac{1}{2} \left( \|f\|^2_{L^2(U_0; \mu)} + \|\eta u\|^2_{L^2(U_0; \mu)} \right)$$

$$\leq K_4 \left( \|f\|^2_{L^2(U_0; \lambda + \sigma)} + \|\eta u\|^2_{L^2(U_0; \lambda + \sigma)} \right)$$

for a constant $K_4 < \infty$. Together with (5.3) and (5.6) follows that there exists a constant $K_5 < \infty$ such that

$$\|\eta u\|^2_{H^{1,2}(U_0 \cap \Omega)} + \|\eta u\|^2_{H^{1,2}(U_0 \cap \Gamma)}$$

$$\leq K_5 \left( \|f\|^2_{L^2(U_0; \lambda + \sigma)} + (1 + \frac{1}{\varepsilon}) \|u\|^2_{L^2(U_0; \lambda + \sigma)} + \varepsilon \left( \|\eta u\|^2_{H^{1,2}(U_0 \cap \Omega)} + \|\eta u\|^2_{H^{1,2}(U_0 \cap \Gamma)} \right) \right)$$

Choosing $\varepsilon = \frac{1}{2K_5}$ yields a constant $K_6 < \infty$ such that

$$\|u\|^2_{H^{1,2}(U \cap \Omega)} + \|u\|^2_{H^{1,2}(U \cap \Gamma)} \leq K_6 \left( \|f\|^2_{L^2(U_0; \lambda + \sigma)} + \|u\|^2_{L^2(U_0; \lambda + \sigma)} \right).$$

For arbitrary $p \geq 2$ note that for $W := L^1(\Omega; \mu) \cap L^\infty(\Omega; \mu) \subset L^2(\Omega; \mu) \cap L^p(\Omega; \mu)$, $W$ is dense in $L^p(\Omega; \mu)$ and $G_\gamma f = G_\gamma^2 f$ for $f \in W$. For $f \in W$ inequality (5.4) applies, since the $L^2$-norm
on $U_0$ can be estimated by the $L^p$-norm. Then (5.4) holds also for each $f \in L^p(\overline{\Omega}; \mu)$ by a density argument and continuity of $G^p_\gamma$. (5.5) is a direct consequence of (5.4) and the fact that $G^p_\gamma$ is a contraction.

It rests to prove (5.3). For $f \in W$ and $v \in C^1_c(U)$ holds $\mathcal{E}_\gamma(G^2_\gamma f, v) = (f, v)_{L^2(\overline{\Omega}; \mu)}$, i.e.,

$$\gamma \int_U G^2_\gamma f v \, d\mu + \frac{1}{2} \int_{U \cap \Omega} (\nabla G^2_\gamma f, \nabla v) \, \alpha d\lambda + \frac{\delta}{2} \int_{U \cap \Gamma} (\nabla \Gamma G^2_\gamma f, \nabla \Gamma v) \, \beta d\sigma = \int_U f v \, d\mu$$

by (ii). Fix $v \in C^1_c(U)$ and let $f \in L^p(\overline{\Omega}; \mu)$. Then we can approximate $f$ in $L^p(\overline{\Omega}; \mu)$ by functions from $W$ due to density. Using (5.3) and continuity of the considered functionals, this proves (5.3).

\[ \square \]

**Corollary 5.4.** Assume that Condition 4.2 is fulfilled. Let $2 \leq p < \infty$, $\gamma > 0$. Furthermore, let $x \in \overline{\Omega}$ and $U := B_R(x) = \{ y \in \overline{\Omega} \mid d_{\text{euc}}(x, y) < R \}$ be an open ball around $x$ in $\overline{\Omega}$ with radius $R > 0$ such that $\overline{U} \subset \overline{\Omega}_1$. For $u := G^p_\gamma f$ holds

$$\gamma \int_U u v \, d\mu + \frac{1}{2} \int_{U \cap \Omega} (\nabla u, \nabla v) \, \alpha d\lambda + \frac{\delta}{2} \int_{U \cap \Gamma} (\nabla \Gamma u, \nabla \Gamma v) \, \beta d\sigma = \int_U f v \, d\mu \quad (5.7)$$

for all $v \in K$, where $K$ is defined as the closure of $C^1_c(U)$ with respect to the norm given by

$$\| \cdot \|_K := \| \cdot \|_{H^{1,2}(U \cap \Omega)} + \delta \| \cdot \|_{H^{1,2}(U \cap \Gamma)}.$$

**Proof.** We fix $f \in L^p(\overline{\Omega}; \mu)$ and $u := G^p_\gamma f$. Then, (5.7) yields continuous linear functionals on $K$ and therefore, the assertion holds by density and (5.3). \[ \square \]

**Remark 5.5.** We want to deduce from (5.7) that $G^p_\gamma f$ is continuous on $\overline{\Omega}_1$ for $p > \frac{d}{2}$. Note that for interior points $x \in \overline{\Omega} \setminus \{ \varrho = 0 \}$ it is possible to choose $R$ small enough such that $B_R(x) \cap \Gamma = \emptyset$. In this case, (5.7) reduces to

$$\gamma \int_U u v \, \alpha d\lambda + \frac{1}{2} \int_U (\nabla u, \nabla v) \, \alpha d\lambda = \int_U f v \, \alpha d\mu \quad (5.8)$$

for all $v \in H^1_0(U)$ with $f \in L^p(G; \lambda)$, $p > \frac{d}{2}$, i.e., this is the weak formulation of an elliptic PDE on $G$ with Dirichlet boundary conditions. Then it is well-known by the theory of DeGiorgi-Nash-Moser that $u$ is Hölder continuous near $x$ (see e.g. [GT01], [Sta63] or [HL97]). Thus, $x \in \Gamma \setminus \{ \varrho = 0 \}$ is the case of main interest.

By Corollary 5.4 $u := G^p_\gamma f$ solves the equation (5.7). Therefore, the following theorem holds by an easy generalization of [Nit11] for $\delta = 0$ and [War13, Theorem 3.2] for $\delta = 1$:

**Theorem 5.6.** Assume that Condition 4.2 is fulfilled. Let $p > \frac{d}{2}$, $p \geq 2$, $\gamma > 0$ and $f \in L^p(\overline{\Omega}; \mu)$. Then $u := G^p_\gamma f \in C(\overline{\Omega}_1)$ and for every $x \in \overline{\Omega}_1$ exists a neighborhood $U$ with $\overline{U} \subset \overline{\Omega}_1$ and a constant $C_4 = C_4(U, \alpha, \beta, d, p, \gamma) < \infty$ such that

$$\sup_{y \in U} |\tilde{u}(y)| \leq C_4 \| f \|_{L^p(\overline{\Omega}; \mu)},$$

where $\tilde{u}$ denotes the continuous version of $u$ on $\overline{\Omega}_1$. 
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Remark 5.7. The regularity results in [Nit11] and [War13] (see also [War12]) correspond to the special case of constant functions \( \alpha \) and \( \beta \). Nevertheless, the proofs generalize to our setting, since the densities \( \alpha \) and \( \beta \) are assumed to be continuous and therefore, they are locally on \( \Omega \) bounded from below away from zero.

Lemma 5.8. For each point \( x \in \Omega \) exists a sequence \( (u_n)_{n \in \mathbb{N}} \) in \( C^{\infty}(\Omega) \subset D(L_p), \ p > 1 \), that is point separating in \( x \).

Proof. Fix \( x \in \Omega \) and \( n \in \mathbb{N} \). Then it is clear that we can find a function \( u_n \) in \( C^{\infty}(\mathbb{R}^d) \) such that \( u_n(x) = 1 \) and \( \text{supp}(u_n) \subset B_\frac{1}{n}(x) \). Define \( u := \lim_{n \to \infty} u_n \).

Theorem 5.9. Assume that Condition 4.2 and Condition 4.13 are fulfilled. Then there exists a conservative diffusion process

\[
\mathbf{M} = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\Theta_t)_{t \geq 0}, (P_x)_{x \in \Omega})
\]

with state space \( \Omega \) such that

\[
X_t = x + \int_0^t 1_\Omega(X_s)dB_s + \int_0^t 1_\Omega \frac{1}{2} \nabla \ln \alpha(X_s)ds
\]

\[
+ \delta \int_0^t 1_{\Gamma}(X_s)P(X_s)dB_s - \delta \int_0^t 1_{\Gamma}(X_s) \frac{1}{2} \kappa(X_s)n(X_s)ds
\]

\[
+ \delta \int_0^t 1_{\Gamma}(X_s) \frac{1}{2} \nabla \ln \beta(X_s)ds - \int_0^t \frac{1}{2} \alpha(X_s)n(X_s)ds
\]

almost surely under \( P_x \) for every \( x \in \Omega \). Moreover, its Dirichlet form is given by \( (\mathcal{E}, D(\mathcal{E})) \) on \( L^2(\Omega; \mu) \) and the transition semigroup \( (p_t)_{t > 0} \) of \( \mathbf{M} \) is \( L^p \)-strong Feller, i.e., \( p_t(\mathcal{L}^p(\Omega; \mu)) \subset C(\Omega) \). In particular, \( (p_t)_{t > 0} \) is strong Feller, i.e., \( p_t(B_0(\Omega)) \subset C(\Omega) \). Furthermore, \( \mathbf{M} \) has a sticky boundary behavior, i.e.,

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t 1_{\Gamma}(X_s)ds > 0
\]

\( P_x \)-a.s. for every \( x \in \Omega \) such that \( x \) is in a component of \( \Omega \) intersecting \( \Gamma \).

Proof. First, we have to check the assumptions of [BGS13, Theorem 1.4], namely that \( D(L_p) \hookrightarrow C(\Omega) \), that the embedding is locally continuous and the point separating property. It holds

\( D(L_p) = G^p_1L^p(\Omega; \mu) \) and hence, we have \( D(L_p) \hookrightarrow C(\Omega) \) and moreover, for \( u = G^p_1f \in D(L_p) \) it holds locally

\[
\sup_{y \in U} |\bar{u}(y)| \leq C_4 \|f\|_{L^p(\Omega; \mu)}
\]

\[
= C_4(1 - L_p)u\|_{L^p(\Omega; \mu)} \leq C_4(\|u\|_{L^p(\Omega; \mu)} + \|L_pu\|_{L^p(\Omega; \mu)}) = C_4\|u\|_{D(L_p)}.
\]

The existence of a point separating sequence for each point \( x \in \Omega \) follows by Lemma 5.8. This assures the existence of a process \( \mathbf{M} \) with state space \( \Omega \) as stated at the beginning of this section such that \( \Omega \) is invariant for all starting points in \( \Omega \) and its transition semigroup is \( L^p \)-strong Feller. In particular, the process is a solution of the given SDE for every starting point \( x \in \Omega \). This follows by the fact that \( \mathbf{M} \) solves the \((L_p, D(L_p))\) martingale problem and \( L_p \) is given as in Proposition 4.3 for functions in \( C^2(\Omega) \) (see also Remark 5.2). Since \( B_0(\Omega) \subset L^p(\Omega; \mu) \), it follows
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that the process is also strong Feller in the sense that the transition semigroup maps $\mathcal{B}_b(\Omega)$ into $C(\Omega_1)$. By admitting only starting points in $\Omega_1$ and invariance, we obtain a process $\mathbf{M}$ as stated. $\mathcal{L}^p(\Omega_1; \mu) = \mathcal{L}^p(\Omega; \mu) \subset C(\Omega_1)$ and therefore, the semigroup is $(\mathcal{L}^p)$-strong Feller. The associated Dirichlet form is given by $(\mathcal{E}, D(\mathcal{E}))$ on $L^2(\Omega_1; \mu)$ by Definition 4.12 and the following remark on parts of processes. In particular, the absolute continuity condition given in [FOT11, (4.2.9)] is fulfilled and therefore, the ergodicity result holds accordingly for every starting point $x \in \Omega_1$, since the required properties directly transfer from the $L^2(\Omega; \mu)$ to the $L^2(\Omega_1; \mu)$ setting.

**Remark 5.10.** In principle, it is also possible to define the Dirichlet form $(\mathcal{E}, D(\mathcal{E}))$ on $L^2(\Omega_1; \mu)$ in the first place. Then, proving elliptic regularity of the associated resolvent yields a strong Feller process associated to $(\mathcal{E}, D(\mathcal{E}))$ without removing a set of capacity zero. In this case, $\{\varrho = 0\}$ is part of the boundary of the state space which requires to use Dirichlet boundary conditions on $\{\varrho = 0\}$. Thus, the assumption that $\{\varrho = 0\}$ is of capacity zero is in this case replaced by conservativeness. Admittedly, this procedure also allows the construction of a non-conservative solution which corresponds to the case of non-zero capacity.
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