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Figure 1. Visualization comparison of the produced error maps by each method on the StereoCityscapes dataset, including both monocular methods (i.e., RESCAN [19], JORDER-E [41], RCDNet [32] and MPRNet [43]) and stereo methods (i.e., iPASSR [34], NAFSSR [4], EPRRNet [46] and our StereoIRR). The error map is obtained by calculating the difference between the derained image of each method and the ground-truth image [47]. For the error maps, the whiter the better, e.g., the rain image has the darkest error map, while the ground-truth image has the whitest error map. Clearly, our StereoIRR is capable of preserving the structure and recovering the details more accurately, which can also be concluded from the produced smaller error.

Abstract

Stereo images, containing left and right view images with disparity, are utilized in solving low-vision tasks recently, e.g., rain removal and super-resolution. Stereo image restoration methods usually obtain better performance than monocular methods by learning the disparity between dual views either implicitly or explicitly. However, existing stereo rain removal methods still cannot make full use of the complementary information between two views, and we find it is because: 1) the rain streaks have more complex distributions in directions and densities, which severely damage the complementary information and pose greater challenges; 2) the disparity estimation is not accurate enough due to the imperfect fusion mechanism for the features between two views. To overcome such limitations, we propose a new Stereo Image Rain Removal method (StereoIRR) via sufficient interaction between two views, which incorporates: 1) a new Dual-view Mutual Attention (DMA) mechanism which generates mutual attention maps by taking left and right views as key information for each other to facilitate cross-view feature fusion; 2) a long-range and cross-view interaction, which is constructed with basic blocks and dual-view mutual attention, can alleviate the adverse effect of rain on complementary information to help the features of stereo images to get long-range and cross-view interaction and fusion. Notably, StereoIRR outperforms other related monocular and stereo image rain removal methods on several datasets. Our codes and datasets will be released.

1. Introduction

With the development of hardware equipment, stereo image data is no longer scarce and promote the development of stereo restoration research quickly. Stereo image restoration methods [4, 26, 34, 46, 48] mainly focus on using the
complementary information between the left and right view images to recover accurate structure and texture information from the degraded images, which benefits the visual perception and subsequent high-level understanding tasks. For example, Zhang et al. [45] presented a paired rain removal network named PRRNet, which exploits both stereo images and semantic information and fuses them with a parallel network. To the best of our knowledge, this is the first attempt to use deep learning to remove rain streaks from stereo images. After that, Shi et al. [29] focused on detecting and removing raindrops from stereo images, and proposed a row-wise dilated attention module to enlarge the attention’s receptive field for effective information propagation between different views.

Despite some stereo image restoration methods [29, 34, 45, 46] stated that stereo methods are promising for the rain removal task, their performances are still inferior to some monocular rain removal methods [32, 43]. It is obviously indicated in Figure 1 that these stereo methods even bring larger errors than those monocular methods, meaning they are not capable of preserving the structure and recovering the details more accurately. We hypothesize that such performance gap roots in two main challenges of stereo rain removal task: 1) unlike stereo super-resolution methods [4, 6, 16, 34, 40], which can use accurate dual-view image information, stereo rain removal methods [45, 46] face greater difficulty, since complex rain streaks with a high diversity of rain directions and types will greatly damage the image details of both left and right view; 2) the horizontal disparity under dual-constraints and the complexity of the rain streak itself will bring great difficulty to the information interaction and feature fusion, and unreliable disparity estimation results in the loss of detail and structure of de-rained images. Overall, the complex distribution of rain streaks will bring great challenges to disparity estimation and feature fusion for stereo image rain removal task, and even cause the performance worse than the monocular image rain removal methods [32, 41, 43].

To verify our hypotheses, we investigate the stereo image rain removal task and found the following characteristics: 1) the horizontal disparity of left and right view images under epipolar constraint is inversely proportional to the scene depth, i.e., the closer the position is to the lens, the larger the disparity will be; 2) usually, we can obtain the structural information of the scene based on the complementary relationship between the left and right views, but the rain streaks will obviously destroy this structural information. Figure 2 shows our investigations clearly, from which we can derive the following conclusions. Firstly, since the disparity between left and right views is related to the scene depth and is not fixed, model must have the ability to extract features with different scales in order to perform better disparity estimation; secondly, rain streaks have obvious influence on the complementary information expression, so model need have a long-range process to alleviate the effects of rain streaks; thirdly, an efficient mechanism needs to be designed to take advantage of the complementary information from both views, in order to perform better cross-view fusion. We are then motivated to design a new stereo image rain removal method based on the above investigations. A Long-range and Cross-view Interaction (LCI) process is presented to help the features of stereo images to get long-range and cross-view interaction fusion. Specifically, LCI uses a U-net [28] architecture as the backbone, which is constructed with BasicBlocks and Dual-view Mutual Attention (DMA). BasicBlocks extract features from two view images using different scales and shortcuts, while DMA calculates dual-view mutual attention maps and conducts cross-view fusion by having left and right views as key matrix for each other. This setting enables our method to preserve the structure and recover the details more accurately, as can be seen in Figure 1.

Overall, the contributions are summarized as follows:

1. **StereoIRR: A New and Effective Stereo Image Rain Removal Method.** We propose a novel stereo image rain removal strategy based on a novel dual-view mutual attention mechanism. Specifically, a long-range and cross-view interaction process is constructed with BasicBlocks and dual-view mutual attention, which can alleviate the adverse effect of rain on complementary information to help the features of stereo images to get long-range and cross-view interaction and fusion.

2. **Dual-view Mutual Attention Mechanism.** We propose a dual-view mutual attention mechanism that utilizes feature refinement from both channel and spatial perspectives to learn the disparity map of stereo view implicitly. Unlike single-view self attention, our dual-
view mutual attention can generate mutual attention maps by having left and right views as the key matrix for each other to facilitate cross-view feature fusion.

3. SOTA Performance on Rain Removal. StereoIRR outperforms other related monocular and stereo image rain removal methods. StereoIRR achieves more than 3 dB PSNR improvement over stereo method EPRRNet [46] on the RainKITTI2012 and RainKITTI2015 datasets, and is also superior to the SOTA monocular method MPRNet [43] with 1.5 dB PSNR improvement on three widely-used image datasets.

2. Related Work

2.1. Monocular Image Deraining

Traditional model/prior-based monocular image deraining (MID) methods [21, 23] fail to accurately separate the rain layer and background layer, which has been gradually surpassed by the deep learning-based methods [7, 19, 20, 27, 32, 35–39, 41–43] in recent years. The main reasons for the performance improvement are twofold: 1) deep neural networks have powerful feature extraction and mapping capabilities; 2) a large amount of training data provide sufficient information for network training. To be specific, MID methods mainly consider removing the rain streak component $R$ and recovering the clean background image $B$ from a rain image $X$, which is formulated as $X = R + B$.

End-to-end deep MID methods use different deep neural networks as backbones, such as convolutional neural network [13, 28, 30], recurrent neural network [12] and adversarial generative network [9], to extract the hierarchical features and deep information of the rain images, and get a direct mapping from rain image to clear image. Different basic blocks or modules are designed for deep feature extraction, such as residual or dense block [18, 19, 45], hybrid block [38], channel attention module [17], spatial attentive module [33], self-attention [42] and transformer [22, 35], etc. To train a better deep model, prior knowledge and side information related to the rain or background layer is also utilized, such as rain mask [41], rain density [44], rain speed [24], rain kernel [32], semantic segmentation [20, 39], scene depth [14], transmission map [18], and so on.

2.2. Stereo Image Deraining and Restoration

Unlike the MID methods that use a single image as input, Stereo image deraining (SID) methods aim to process both left and right views with disparity. In theory, stereo images can provide more detail and structural information than monocular images. However, the main difficulty lies in appropriately fusing the features of left and right view images with disparity and ensuring consistency in stereo images. So far, only rare prior works were done, i.e., [29, 45, 46]. Shi et al. [29] proposed a novel row-wise dilated attention module to enlarge attention’s receptive field for effective information propagation between the two stereo images. Zhang et al. [45] present a stereo image restoration method PRRNet and its enhanced version EPRRNet [46] to exploit both stereo images and semantic information. EPRRNet contains a semantic-aware deraining module that solves both tasks of semantic segmentation and deraining of scenes, a semantic-fusion network that fuses semantic information and derived information, and a view-fusion network that fuses multi-view information, respectively. Note that existing methods [29, 45, 46] use an implicit way to learn the disparity map of stereo view.

In addition to the rain removal task, stereo images also benefit other tasks, e.g., image super-resolution [6, 16, 40], image dehazing [25, 26] and image deblurring [40, 48]. Jeon et al. [16] adopted the translation copy stacking method to realize the fusion of complementary information between left and right views under different disparities, but this artificially set disparity is not flexible and accurate. Some stereo super-resolution methods [6, 40] are based on disparity estimation subtask, i.e., firstly calculate the disparity of each spatial position in the left and right views, and then perform pixel-level registration of the left and right view image under the guidance of the disparity map. However, taking the disparity estimation as a subtask brings additional processing difficulty and computational cost. Some other stereo super-resolution methods [4, 34] mine the prior constraints of symmetry between stereo images and implicitly learn the disparity using the attention mechanism. Based on the strong fitting ability of neural networks and the rationality of modules, these methods get better results.

3. Proposed Method

The architecture of our StereoIRR is shown in Figure 3. In addition to the prepositional feature extraction and post-positional residual prediction processes, Long-range and Cross-view Interaction (LCI) is the most critical process of StereoIRR. LCI is constructed with BasicBlocks and Dual-view Mutual Attention (DMA), and can help the features of stereo images to get long-range and cross-view interaction and fusion. We will introduce each process below.

3.1. Network Pipeline

Feature Extraction. Using shallow convolutional layers to quickly map images with RGB channels to a wider channels space can help subsequent modules learn better image features, which has been proved in previous works [3, 4, 22]. In StereoIRR, given a pair of stereo input $(X_l, X_r) \in \mathbb{R}^{H \times W \times C}$, we use a $3 \times 3$ convolutional layer $H_F(\cdot)$ to extract shallow features $F_{l,r}^0 \in \mathbb{R}^{2H \times 2W \times C}$ as

$$F_{l,r}^0 = H_F(X_l, X_r),$$ (1)
where $X_l$ and $X_r$ denote the left and right view rain images. $F_{l,r}^0$ is the concatenate features of left-view features $F_l^0$ and right-view features $F_r^0$. $H_{in}$, $W_{in}$, and $C_{in}$ are the height, width, and channel number of the input image. $C$ is the basic feature channel number. In StereoIRR, $H_{in}=W_{in}=320$, $C_{in}=3$, and we set $C=30$. After obtaining the shallow features $F_{l,r}^0$ of both views, we feed them into the next process for long-range and cross-view interaction.

**Long-range and Cross-view Interaction (LCI).** Unlike the existing monocultural image restoration methods [4,34], which use pixel-invariant network structures, our StereoIRR uses a U-net [28] structure with shortcuts as the backbone. We performed five up-down sampling operations in LCI for a long-range and cross-view interaction between stereo-view features. Specifically, the deep features of left and right views are extracted by BasicBlocks with shared parameters, and are then fused based on DMA. The details of BasicBlocks and DMA will be introduced later. The brief process of LCI can be described as follows:

$$F_{l,r}^d = H_L(F_{l,r}^0),$$

where $F_{l,r}^0$ are the shallow features extracted by prepositive feature extraction. $H_L(\cdot)$ denotes the process of LCI. $F_{l,r}^d$ is the deep feature after long-range and cross-view interaction.

**Residual Prediction.** Resembling the feature extraction process, we also use a shallow convolutional layer to remap deep features to RGB channels. We predict the rain streak residuals and add them to the original stereo inputs to get more accurate stereo rain removal results:

$$\hat{Y}_l, \hat{Y}_r = H_R(F_{l,r}^d),$$

where $H_R(\cdot)$ denotes the process of residual prediction. $\hat{Y}_l$ and $\hat{Y}_r$ are the left-view and right-view rain removal images, respectively.

Figure 3. The pipeline of our StereoIRR consists of three processes: feature extraction, long-range and cross-view interaction (LCI), and residual prediction. LCI is constructed with BasicBlocks and dual-view mutual attention (DMA), which can help the features of stereo images to get long-range and cross-view interaction and fusion.

Figure 4. **BasicBlocks** consists of two parts: Depth-wise Channel Attention Module (DCAM) and Feed-Forward Network (FFN).

### 3.2. BasicBlocks

The BasicBlocks is introduced by NAFNet [3], and its structure is illustrated in Figure 4. There are two parts in BasicBlocks, i.e., Depth-wise Channel Attention Module (DCAM) and Feed-Forward Network (FFN). DCAM mainly consists of point-wise and depth-wise convolution layers with channel attention (CA) [13]. FFN has two point-wise convolution layers and a nonlinear layer (GELU) [11] added in the middle. The LayerNorm (LN) [1] layer is added before both DCAM and FFN, and the nonlinear layer (GELU) is added in the middle. The residual connection is employed for both modules using two learnable weight parameters. This long-range and inter-view feature extracted process by cascaded BasicBlocks can be formulated as

$$F_{l,r}^i = \alpha \cdot \text{DCAM} \left( \text{LN} \left( F_{l,r}^{i-1} \right) \right) + F_{l,r}^{i-1},$$

$$F_{l,r}^i = \beta \cdot \text{FFN} \left( \text{LN} \left( F_{l,r}^i \right) \right) + F_{l,r}^i,$$

where $F_{l,r}^{i-1}$ and $F_{l,r}^i$ are the stereo-view feature extracted from the prepositive and current BasicBlocks, respectively. $\alpha$ and $\beta$ are two trainable channel-wise scales and initialized with zeros for stabilizing training. We split the current stereo-view feature $F_{l,r}^i$ into $F_{l,r}^i$ and $F_{l,r}^i$ and send them into DMA for cross-view feature fusion.

### 3.3. Dual-view Mutual Attention (DMA)

Some previous image restoration works [6,40] take disparity estimation as a subtask and use the estimated dis-
parity to guide the feature fusion of left and right views. However, the unreliable disparity will have a negative impact on the restoration task, and disparity estimation will also bring additional computational costs. In order to avoid the above disadvantages, we design a DMA mechanism that uses dual-view features to learn disparity implicitly and fuses the stereo features extracted from the BasicBlocks.

**Single-view self-attention.** The self-attention mechanism has been widely used in previous works [31, 42], and its original process can be described as follows:

$$\text{Attention}(Q, K, V) = \text{softmax}(QK^T/\sqrt{d_k}) V,$$  \hspace{1cm} (5)

where Q, K and V are the projected matrices query, key, and value, respectively. $d_k$ is the dimension of queries and keys. Eqn. (5) computes the dot products of the query with all keys, divide each by $\sqrt{d_k}$, and employs the softmax function to obtain the weights on the value.

**Dual-view mutual attention.** Different from monocular restoration methods [22,42], which use single-view features to generate self-attention maps, our StereoIRR can generate cross-view attention maps based on left and right-view images via a designed dual-view mutual attention mechanism. The proposed DMA is illustrated in Figure 5. Due to the epipolar constraint [34], there is only horizontal disparity between the left and right views. We take advantage of the features of the stereo images by having left and right views as key (K) matrix for each other.

$$\text{Attention}_{l-r}(Q_l, K_r, V_1) = \text{softmax}(Q_l K_r^T/\sqrt{d_k}) V_1,$$  \hspace{1cm} (6)

where the subscript (l or r) of Q, K and V indicates which view they are projected from. Eqn. (6) computes the dot products of the left-view query with right-view key, divide each by $\sqrt{d_k}$, and applies a softmax function to obtain the weights on the left-view value. Based on the calculated dual-view mutual attention $\text{Attention}_{l-r}$, we can get the cross-view fusion features $F_{l\rightarrow r}$ as follows:

$$F_{l\rightarrow r}^i = \gamma_1 W_p^i \text{Attention}_{l-r}(Q_l, K_r, V_1) + F_l^i,$$

$$Q_l = W_d^Q W_p^Q F_l^i, K_r = W_d^K W_p^K F_r^i, V_1 = W_d^V W_p^V F_l^i,$$  \hspace{1cm} (7)

where $\gamma_1$ is a trainable channel-wise scale parameter and initialized with zeros for stabilizing training, $W_p$ is the 1x1 point-wise convolution. We offer feature refinement from both channel and spatial perspectives, i.e., $W_p^{(1)}$ is the 1x1 point-wise convolution for channel enhancement, and $W_d^{(i)}$ is the 3x3 depth-wise convolution for spatial enhancement. $F_l^i$ is left-view features extracted by the front BasicBlocks.

With analogous argument, we can obtain the cross-view fusion features $F_{r\rightarrow l}$ of the right view based on the dual-view mutual attention $\text{Attention}_{r-l}$ as follows:

$$\text{Attention}_{r-l}(Q_r, K_l, V_r) = \text{softmax}(Q_r K_l^T/\sqrt{d_k}) V_r,$$

$$F_{r\rightarrow l}^i = \gamma_2 W_p^i \text{Attention}_{r-l}(Q_r, K_l, V_r) + F_r^i,$$

$$Q_r = W_d^Q W_p^Q F_r^i, K_l = W_d^K W_p^K F_l^i, V_r = W_d^V W_p^V F_r^i,$$  \hspace{1cm} (8)

where $\gamma_2$ is a trainable channel-wise scale parameter and initialized with zeros for stabilizing training, $W_p^r$ is the 1x1 point-wise convolution, and $F_r^i$ denotes the right-view features extracted by the front BasicBlocks. After obtaining cross-view features $F_{l\rightarrow r}^i$ and $F_{r\rightarrow l}^i$, we concatenate them to $F_{l,r}^i$ and feed them into the next BasicBlocks.

### 3.4. Loss Function

We use two common loss functions to train our proposed StereoIRR model, i.e., perceptual loss and SSIM loss. The perceptual loss is defined as:

$$\mathcal{L}_{per} = \frac{1}{2} \sum_{i=1,2} \left\| F_i \left( \hat{Y}_i, \hat{Y}_r \right) - F_i (Y_i, Y_r) \right\|_2,$$  \hspace{1cm} (9)

where $Y_i$ and $Y_r$ are the ground-truth and derained left-view images, $\hat{Y}_i$ and $\hat{Y}_r$ are the ground-truth and derained right-view images, and $\mathcal{F} (\cdot)$ is a non-linear CNN transformation. In our method, we use layer ReLU2·2 and ReLU2·3 of the VGG-16 model [30] pretrained on ImageNet as $\mathcal{F}_1 (\cdot)$ and $\mathcal{F}_2 (\cdot)$. The SSIM loss is defined as follows:

$$\mathcal{L}_{ssim} = -\text{SSIM} \left( \left( \hat{Y}_i, \hat{Y}_r \right), (Y_i, Y_r) \right),$$  \hspace{1cm} (10)

where SSIM (·) calculates the similarity between images.
### 4. Experiments

#### 4.1. Experimental Settings

**Implementation details.** The network is trained with PyTorch platform in the Python environment. All of the experiments including ablation studies are conducted on one NVIDIA GeForce GTX 3090 GPU with 24GB memory. Adam is used as the optimizer with $\beta_1 = 0.9$ and $\beta_2 = 0.9$ with weight decay 0 by default. The learning rate is set to 5e-4 and decreased every 50 epochs with the MultiStepLR strategy. The batch size is 3, and each image will be randomly cropped to $320 \times 320$ pixels. We train 200 epochs to make the network convergence.

**Compared methods.** Five classic monocular rain removal models are chosen for comparison, i.e., DetailNet [7], RESCAN [19], JORDER-E [41], RCDNet [32] and MPRNet [43]. Besides, three representative stereo restoration methods, i.e., iPASSR [34], NAFSSR [4] and EPRRNet [46] are also included for comparison.

**Evaluation metrics.** Two classical Full-Reference Image Quality Assessments, i.e., PSNR [15] and SSIM [2], are used. Note that we calculate the metrics on the Y channel with MatLab codes like the previous works [32, 41].

**Datasets.** We use two popular synthetic stereo datasets, i.e., RainKITTI2012 and RainKITTI2015 datasets for evaluation. These two datasets are created using Photoshop based on the public KITTI dataset [8]. The training set and testing set of StereoCityscapes contain 2975 and 1525 image pairs. The training set and testing set of StereoCityscapes contain 2975 and 1525 image pairs.

#### 4.2. Ablation Study

We run all the ablation studies on a single GTX 3090 GPU with 24GB memory. We use variable control to test the performance on RainKITTI2012 dataset under each setting, and the results are described in Table 1. Baseline represents the

| Models | #Patch | #Encoder | #Middle | #Decoder | #Width | #Loss | DMA | Scale | Total (PSNR/SSIM) |
|--------|--------|----------|---------|----------|--------|-------|-----|-------|-------------------|
| Baseline | 256 | [3, 3, 3, 3] | 1 | [3, 3, 3, 3] | 24 | Per.+SSIM | ✓ ✓ | ✓ ✓ | 38.939/0.9843 |
| v1 | - | [4, 3, 3] | - | [3, 3, 4] | - | - | - | - | 38.346/0.9835 |
| v2 | [3, 3, 3, 3] | [3, 3, 3, 3] | - | - | - | - | - | - | 39.105/0.9844 |
| v3 | 326 | - | - | [3, 3, 3, 3] | - | - | - | - | 39.309/0.9850 |
| v4 | 320 | [3, 3, 3, 3] | - | - | - | - | - | - | 39.401/0.9854 |
| v5 | - | - | - | - | - | - | - | - | 37.986/0.9817 |
| v6 | - | - | - | - | - | - | - | - | 39.041/0.9845 |
| v7 | 320 | [3, 3, 3, 3] | - | [3, 3, 3, 3] | 30 | - | ✓ | ✓ | 39.907/0.9864 |
| v8 | - | - | - | - | 30 | MSE | - | - | 38.153/0.9823 |
| v9 | 320 | [3, 3, 3, 3] | - | [3, 3, 3, 3] | 30 | - | - | - | 39.342/0.9844 |
| v10 | 320 | [3, 3, 3, 3] | - | [3, 3, 3, 3] | 30 | - | - | - | 39.251/0.9845 |

### Table 2. Evaluation (PSNR/SSIM) on RainKITTI2012 and RainKITTI2015 datasets. Bold and underline denotes the best and the second.

| Methods | Venue | RainKITTI2012 | RainKITTI2015 |
|---------|-------|--------------|--------------|
|         | Left view | Right view | Total | Left view | Right view | Total |
| DetailNet [7] | 31.11/0.943 | 31.22/0.941 | 31.16/0.942 | 31.19/0.942 | 31.35/0.941 | 31.27/0.942 |
| RESCAN [19] | 34.48/0.970 | 34.14/0.969 | 34.31/0.970 | 34.43/0.968 | 34.19/0.968 | 34.31/0.968 |
| JORDER-E [41] | 36.02/0.975 | 36.05/0.975 | 36.04/0.975 | 36.12/0.973 | 36.21/0.973 | 36.16/0.973 |
| RCDNet [32] | 36.38/0.976 | 36.45/0.976 | 36.42/0.976 | 36.50/0.975 | 36.59/0.975 | 36.55/0.975 |
| MPRNet [43] | 38.23/0.982 | 38.30/0.982 | 38.26/0.982 | 38.29/0.981 | 38.36/0.981 | 38.32/0.981 |

| Methods | Venue | StereoCityscapes |
|---------|-------|----------------|
|         | Left view | Right view | Total |
| DetailNet [7] | 27.79/0.910 | 27.43/0.909 | 27.61/0.910 |
| RESCAN [19] | 23.38/0.907 | 23.17/0.907 | 23.27/0.907 |
| JORDER-E [41] | 30.80/0.964 | 30.58/0.962 | 30.92/0.963 |
| RCDNet [32] | 31.27/0.966 | 30.81/0.963 | 31.08/0.966 |
| MPRNet [43] | 39.03/0.992 | 37.82/0.990 | 38.42/0.991 |
| iPASSR [34] | 29.23/0.964 | 28.50/0.961 | 28.87/0.963 |
| NAFSSR [4] | 36.34/0.988 | 35.62/0.987 | 35.98/0.988 |
| EPRRNet [46] | 20.45/0.832 | 20.53/0.831 | 20.49/0.832 |
| StereoIRR (ours) | 40.20/0.997 | 39.16/0.996 | 39.68/0.996 |
baseline model, from \(v1\) to \(v11\) are different models that change a single or several key factors, and - indicates that the key factor setting is as the same as the Baseline.

**Encoder-Decoder.** StereoIRR uses a U-net architecture (Encoder-Middle-Decoder), where \(v1\) and \(v2\) are the shallower and deeper U-net architectures respectively. As can be seen, a deeper U-net architecture with long-range feature extraction can help the network learn more accurate disparity maps and thus achieve better performance.

**Patch size.** For the same Encoder-Decoder setting, increasing the patch size (\(v3\)) greatly improves the performance. Because a larger patch size can save more feature information, which is conducive to subsequent up-sampling operations. Considering GPU memory limitation, we set Encoder-Decoder and patch size to \([3, 3, 3, 3, 3]\) and 320, which obtains the second-best performance (\(v4\)).

**Channel width.** \(v5\) and \(v6\) are two kinds of channel width settings, and a larger channel width results in better performance than \(v1\). We set the channel width to 30 based on \(v4\) and obtain the best result (\(v7\)).

**Middle layer.** We increased the numbers of middle layer in \(v8\) and found that it gives a small boost compared with Baseline. Due to the GPU memory limitations, we don’t increase the numbers of middle layer in our StereoIRR.

**Loss function.** Using MSE loss alone (\(v9\)) results in a larger performance degradation compared to hybrid losses (\(v7\)). Because perceptual loss can bring in more image details, while SSIM loss can ensure structural consistency.

**Dual-view mutual attention.** We tested a variant without DMA (\(v10\)) and found it obtains poor performance. This proves that a lack of cross-view feature fusion can not reasonably extract the complementary information between dual views, which is not conducive to rain removal.

**Multi-scale.** StereoIRR uses a U-net architecture with up/down-sampling. \(v11\) shows a variant without up/down-sampling. The result shows that multiple scales can help the network to better mitigate the influence of rain streaks on complementary information in the long-range process.
Remarks. Based on the ablation study, we decided on the network structure and training parameters of StereoIRR and applied them in the experimental comparison.

4.3. Quantitative results

We evaluate the performance of all the methods on three datasets, i.e., RainKITTI2012, RainKITTI2015, and StereoCityscapes. For a fair comparison, all the stereo data are entered as a single input for the monocular methods and as a pair input for the stereo methods. Table 2 and Table 3 show the numerical results of left view, right view and total. We see that our StereoIRR obtains better performance on all evaluated datasets. MPRNet [43] and NAFSSR [4] obtain the best results in monocular and stereo compared methods, respectively. However, for MPRNet, it cannot use the complementary information between stereo views to recover image details, and for NAFSSR, its cross-view interaction mechanism is not as effective as our proposed DMA. In addition, the complex rain streak and rain fog in StereoCityscapes data made rain removal more difficult and resulted in greater performance differences among all the methods. Overall, the best PSNR/SSIM demonstrates that our StereoIRR is capable of restoring the details and recovering the structural information of stereo images.

4.4. Visual analysis results

For better comparison, we visualize the derained images with PSNR/SSIM matrices and corresponding error maps of each method on the RainKITTI2012 and RainKITTI2015 datasets in Figure 6. Note that the process of computing the error maps can be referred to [47]. We see that our StereoIRR is capable of recovering more consistent structures and accurate textures than other competitors. Based on the error maps, StereoIRR is the lightest one, indicating that our model can recover more details. Figure 7 shows the visual comparison of the StereoCityscapes dataset. According to the displayed PSNR and SSIM, the proposed StereoIRR obtains maximum values, which suggests that the derained images of our model are of higher quality. Similar results can also be found in the error maps. The errors produced by our method are obviously smaller than others.

5. Conclusion and Future Work

We have discussed the issue of discovering complementary information and estimating the disparity between stereo images by a new perspective of dual-view mutual attention. Technically, we proposed a new stereo image rain removal method named StereoIRR, which effectively addresses the stereo rain removal task with complex distri-
butions via a long-range and cross-view interaction process, to alleviate the adverse effect of rain on complementary information and enable the stereo image features to get long-range and cross-view fusion. We present a new dual-view mutual attention mechanism that can generate mutual attention maps by facilitating cross-view feature fusion by taking left and right views as key information for each other. StereoIRR achieves superior performance to both monocular and stereo image rain removal methods on several widely-used datasets. In the future, we will extend the stereo image deraining task to joint high-level task.
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