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Abstract

Machine learning models are vulnerable to adversarial examples: small changes to images can cause computer vision models to make mistakes such as identifying a school bus as an ostrich. However, it is still an open question whether humans are prone to similar mistakes. Here, we address this question by leveraging recent techniques that transfer adversarial examples from computer vision models with known parameters and architecture to other models with unknown parameters and architecture, and by matching the initial processing of the human visual system. We find that adversarial examples that strongly transfer across computer vision models influence the classifications made by time-limited human observers.

1 Introduction

Machine learning models are easily fooled by adversarial examples: inputs optimized by an adversary to produce an incorrect model classification [3, 39]. In computer vision, an adversarial example is usually an image formed by making small perturbations to an example image. Many algorithms for constructing adversarial examples [13, 24, 27, 33, 39] rely on access to both the architecture and the parameters of the model to perform gradient-based optimization on the input. Without similar access to the brain, these methods do not seem applicable to constructing adversarial examples for humans.

One interesting phenomenon is that adversarial examples often transfer from one model to another, making it possible to attack models that an attacker has no access to [26, 39]. This naturally raises the question of whether humans are susceptible to these adversarial examples. Clearly, humans are prone to many cognitive biases and optical illusions [17], but these generally do not resemble small perturbations of natural images, nor are they currently generated by optimization of a ML loss function. Thus the current understanding is that this class of transferable adversarial examples has no effect on human visual perception, yet no thorough empirical investigation has yet been performed.

A rigorous investigation of the above question creates an opportunity both for machine learning to gain knowledge from neuroscience, and for neuroscience to gain knowledge from machine learning. Neuroscience has often provided existence proofs for machine learning—before we had working object recognition algorithms, we hypothesized it should be possible to build them because the human brain can recognize objects. See Hassabis et al. [15] for a review of the influence of neuroscience on artificial intelligence. If we knew conclusively that the human brain could resist a certain class of adversarial examples, this would provide an existence proof for a similar mechanism in machine learning security. If we knew conclusively that the brain can be fooled by adversarial examples, then machine learning security research should perhaps shift its focus from designing models that
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are robust to adversarial examples \[5, 13, 19, 27, 32, 39, 40, 42\] to designing systems that are secure despite including non-robust machine learning components. Likewise, if adversarial examples developed for computer vision affect the brain, this phenomenon discovered in the context of machine learning could lead to a better understanding of brain function.

In this work, we construct adversarial examples that transfer from computer vision models to the human visual system. In order to successfully construct these examples and observe their effect, we leverage three key ideas from machine learning, neuroscience, and psychophysics. First, we use the recent \textit{black box} adversarial example construction techniques that create adversarial examples for a target model without access to the model’s architecture or parameters. Second, we adapt machine learning models to mimic the initial visual processing of humans, making it more likely that adversarial examples will transfer from the model to a human observer. Third, we evaluate classification decisions of human observers in a time-limited setting, so that even subtle effects on human perception are detectable. By making image presentation sufficiently brief, humans are unable to achieve perfect accuracy even on clean images, and small changes in performance lead to more measurable changes in accuracy. Additionally, a brief image presentation limits the time in which the brain can utilize recurrent and top-down processing pathways \[34\], and is believed to make the processing in the brain more closely resemble that in a feedforward artificial neural network.

We find that adversarial examples that transfer across computer vision models do successfully influence the perception of human observers, thus uncovering a new class of illusions that are shared between computer vision models and the human brain.

2 Background and Related Work

2.1 Adversarial Examples

Goodfellow et al. \[12\] define adversarial examples as “inputs to machine learning models that an attacker has intentionally designed to cause the model to make a mistake.” In the context of visual object recognition, adversarial examples are images usually formed by applying a small perturbation to a naturally occurring image in a way that breaks the predictions made by a machine learning classifier. See Figure 1 for a canonical example where adding a small perturbation to an image of a panda causes it to be misclassified as a gibbon. This perturbation is small enough to be imperceptible (i.e., it cannot be saved in a standard png file that uses 8 bits because the perturbation is smaller than \(1/255\) of the pixel dynamic range). This perturbation relies on carefully chosen structure based on the parameters of the neural network—but when magnified to be perceptible, human observers cannot recognize any meaningful structure. Note that adversarial examples also exist in other domains like malware detection \[14\], but we focus here on image classification tasks.

Two aspects of the definition of adversarial examples are particularly important for this work:

1. Adversarial examples are designed to cause a \textit{mistake}. They are not (as is commonly misunderstood) defined to differ from human judgment. If adversarial examples were defined by deviation from human output, it would by definition be impossible to make adversarial examples for humans. On some tasks, like predicting whether input numbers are prime, there is a clear objectively correct answer, and we would like the model to get the correct answer, not the answer provided by humans (time-limited humans are probably not very good at guessing whether numbers are prime). It is challenging to define what constitutes a mistake for visual object recognition. After adding a perturbation to an image it likely no longer corresponds to a photograph of a real physical scene. Furthermore, it is philosophically difficult to define the real object class for an image that is not a picture of a real object. In this work, we assume that an adversarial image is misclassified if the output label differs from the human-provided label of the clean image that was used as the starting point for the adversarial image. We make small adversarial perturbations and we assume that these small perturbations are insufficient to change the true class.

2. Adversarial examples are not (as is commonly misunderstood) defined to be imperceptible. If this were the case, it would be impossible by definition to make adversarial examples for humans, because changing the human’s classification would constitute a change in what the human perceives (e.g., see Figure 1b,c).
Figure 1: **Adversarial examples optimized on more models / viewpoints sometimes appear more meaningful to humans.** This observation is a clue that machine-to-human transfer may be possible. (a) A canonical example of an adversarial image reproduced from [13]. This adversarial attack has moderate but limited ability to fool the model after geometric transformations or to fool models other than the model used to generate the image. (b) An adversarial attack causing a cat image to be labeled as a computer while being robust to geometric transformations, adopted from [1]. Unlike the attack in a, the image contains features that seem semantically computer-like to humans. (c) An adversarial patch that causes images to be labeled as a toaster, optimized to cause misclassification from multiple viewpoints, reproduced from [4]. Similar to b, the patch contains features that appear toaster-like to a human.

2.1.1 Clues that Transfer to Humans is Possible

Some observations give clues that transfer to humans may be possible. Adversarial examples are known to transfer across machine learning models, which suggest that these adversarial perturbations may carry information about target adversarial classes. Adversarial examples that fool one model often fool another model with a different architecture [39], another model that was trained on a different training set [39], or even trained with a different algorithm [30] (e.g., adversarial examples designed to fool a convolution neural network may also fool a decision tree). The transfer effect makes it possible to perform black box attacks, where adversarial examples fool models that an attacker does not have access to [31, 39]. Kurakin et al. [24] found that adversarial examples transfer from the digital to the physical world, despite many transformations such as lighting and camera effects that modify their appearance when they are photographed in the physical world. Liu et al. [26] showed that the transferability of an adversarial example can be greatly improved by optimizing it to fool many machine learning models rather than one model: an adversarial example that fools five models used in the optimization process is more likely to fool an arbitrary sixth model.

Moreover, recent studies on stronger adversarial examples that transfer across multiple settings have sometimes produced adversarial examples that appear more meaningful to human observers. For instance, a cat adversarially perturbed to resemble a computer [2] while transferring across geometric transformations develops features that appear computer-like (Figure 1b), and the ‘adversarial toaster’ from Brown et al. [4] possesses features that seem toaster-like (Figure 1c). This development of human-meaningful features is consistent with the adversarial example carrying true feature information and thus coming closer to fooling humans, if we accounted for the notable differences between humans visual processing and computer vision models (see section 2.2.2).

2.2 Biological and Artificial Vision

2.2.1 Similarities

Recent research has found similarities in representation and behavior between deep convolutional neural networks (CNNs) and the primate visual system [6]. This further motivates the possibility that adversarial examples may transfer from computer vision models to humans. Activity in deeper CNN layers has been observed to be predictive of activity recorded in the visual pathway of primates [6, 43]. Reisenhuber and Poggio [36] developed a model of object recognition in cortex that closely resembles many aspects of modern CNNs. Kummerer et al. [21, 22] showed that CNNs are predictive of human gaze fixation. Style transfer [10] demonstrated that intermediate layers of a CNN capture notions of artistic style which are meaningful to humans. Freeman et al. [9] used representations in a CNN-like model to develop psychophysical metamers, which are indistinguishable to humans when viewed...
briefly and with carefully controlled fixation. Psychophysics experiments have compared the pattern of
errors made by humans, to that made by neural network classifiers [11, 35].

2.2.2 Notable Differences

Differences between machine and human vision occur early in the visual system. Images are typically
presented to CNNs as a static rectangular pixel grid with constant spatial resolution. The primate eye
on the other hand has an eccentricity dependent spatial resolution. Resolution is high in the fovea, or
central $\sim 5^\circ$ of the visual field, but falls off linearly with increasing eccentricity [41]. A perturbation
which requires high acuity in the periphery of an image, as might occur as part of an adversarial
example, would be undetectable by the eye, and thus would have no impact on human perception.
Further differences include the sensitivity of the eye to temporal as well as spatial features, as well
as non-uniform color sensitivity [25]. Modeling the early visual system continues to be an area of
active study [28, 29]. As we describe in section 3.1.2 we mitigate some of these differences by using
a biologically-inspired image input layer.

Beyond early visual processing, there are more major computational differences between CNNs
and the human brain. All the CNNs we consider are fully feedforward architectures, while the
visual cortex has many times more feedback than feedforward connections, as well as extensive
recurrent dynamics [29]. Possibly due to these differences in architecture, humans have been found
experimentally to make classification mistakes that are qualitatively different than those made by
deep networks [8]. Additionally, the brain does not treat a scene as a single static image, but actively
explores it with saccades [18]. As is common in psychophysics experiments [20], we mitigate these
differences in processing by limiting both the way in which the image is presented, and the time
which the subject has to process it, as described in section 3.2.

3 Methods

Section 3.1 details our machine learning vision pipeline. Section 3.2 describes our psychophysics
experiment to evaluate the impact of adversarial images on human subjects.

3.1 The Machine Learning Vision Pipeline

3.1.1 Dataset

In our experiment, we used images from ImageNet [7]. ImageNet contains 1,000 highly specific
classes that typical people may not be able to identify, such as “Chesapeake Bay retriever”. Thus, we
combined some of these fine classes to form six coarse classes we were confident would be familiar
to our experiment subjects ( {dog, cat, broccoli, cabbage, spider, snake} ). We then grouped these six
classes into the following groups: (i) **Pets** group (dog and cat images); (ii) **Hazard** group (spider and
snake images); (iii) **Vegetables** group (broccoli and cabbage images).

3.1.2 Ensemble of Models

We constructed an ensemble of $k$ CNN models trained on ImageNet ($k = 10$). Each model is an
instance of one of these architectures: Inception V3, Inception V4, Inception ResNet V2, ResNet
V2 50, ResNet V2 101, and ResNet V2 152 [16, 37, 38]. To better match the initial processing
of human visual system, we prepend each model with a retinal layer, which pre-processes the input to
incorporate some of the transformations performed by the human eye. In that layer, we perform an
eccentricity dependent blurring of the image to approximate the input which is received by the visual
cortex of human subjects through their retinal lattice. The details of this retinal layer are described in
Appendix B. We use eccentricity-dependent spatial resolution measurements (based on the macaque visual system) [41], along with the known geometry of the viewer and the screen, to determine
the degree of spatial blurring at each image location. This limits the CNN to information which is
also available to the human visual system. The layer is fully differentiable, allowing gradients to
backpropagate through the network when running adversarial attacks. Further details of the models
and their classification performance are provided in Appendix E.
3.1.3 Generating Adversarial Images

For a given image group, we wish to generate targeted adversarial examples that strongly transfer across models. This means that for a class pair \((A, B)\) (e.g., \(A\): cats and \(B\): dogs), we generate adversarial perturbations such that models will classify perturbed images from \(A\) as \(B\); similarly, we perturbed images from \(B\) to be classified as \(A\). A different perturbation is constructed for each image; however, the \(\ell_\infty\) norm of all perturbations are constrained to be equal to a fixed \(\epsilon\).

Formally: given a classifier \(k\), which assigns probability \(P(y | X)\) to each coarse class \(y\) given an input image \(X\), a specified target class \(y_{\text{target}}\) and a maximum perturbation \(\epsilon\), we want to find the image \(X_{adv}\) that minimizes \(-\log(P(y_{\text{target}} | X_{adv}))\) with the constraint that \(\|X_{adv} - X\|_\infty = \epsilon\). See Appendix C for details on computing the coarse class probabilities \(P(y | X)\). With the classifier’s parameters, we can perform iterated gradient descent on \(X\) in order to generate our \(X_{adv}\) (see Appendix D). This iterative approach is commonly employed to generate adversarial images [24].

3.2 Human Psychophysics Experiment

38 subjects with normal or corrected vision participated in the experiment. Subjects gave informed consent to participate, and were awarded a reasonable compensation for their time and effort.

3.2.1 Experimental Setup

Subjects sat on a fixed chair 61 cm away from a high refresh-rate computer screen (ViewSonic XG2530) in a room with dimmed light (Figure 2c). Subjects were asked to classify images that appeared on the screen to one of two classes (two alternative forced choice) by pressing buttons on a response time box (LOBES v5/6:USTC) using two fingers on their right hand. The assignment of classes to buttons was randomized for each experiment session. Each trial started with a fixation cross displayed in the middle of the screen for 500 – 1000 ms, instructing subjects to direct their gaze to the fixation cross (Figure 2d). After the fixation period, an image of size 15.24 cm x 15.24 cm (14.2° visual angle) was presented briefly at the center of the screen for a period of 63 ms (71 ms for some sessions). The image was followed by a sequence of ten high contrast binary random masks, each displayed for 20 ms (see example in Figure 2d). Subjects were asked to classify the object in the image (e.g., cat vs. dog) by pressing one of two buttons starting at the image presentation time and lasting until 2200 ms (or 2500 ms for some sessions) after the mask was turned off. The waiting period to start the next trial was of the same duration whether subjects responded quickly or slowly.

The study was granted an Institutional Review Board (IRB) exemption by an external, independent, ethics board (Quorum review ID 33016).
Realized exposure durations were ±4ms from the times reported above, as measured by a photodiode and oscilloscope in a separate test experiment. Each subject’s response time was recorded by the response time box relative to the image presentation time (monitored by a photodiode). In the case where a subject pressed more than one button in a trial, only the class corresponding to their first choice was considered. Each subject completed between 140 and 950 trials.

3.2.2 Experiment Conditions

Each experimental session included only one of the image groups (Pets, Vegetables or Hazard). For each group, images were presented in one of four conditions as follows:

- **image**: images from the ImageNet training set (rescaled to the [40, 255 − 40] range to avoid clipping when adversarial perturbations are added; see Figure 2a left).
- **adv**: we added adversarial perturbation $\delta_{adv}$ to image, crafted to cause machine learning models to misclassify adv as the opposite class in the group (e.g., if image was originally a cat, we perturbed the image to be classified as a dog). We used a perturbation size large enough to be noticeable by humans on the computer screen but small with respect to the image intensity scale ($\epsilon = 32$; see Figure 2a middle). In other words, we chose $\epsilon$ to be large (to improve the chances of adversarial examples transfer to time-limited human) but kept it small enough that the perturbations are class-preserving (as judged by a no-limit human).
- **flip**: similar to adv, but the adversarial perturbation ($\delta_{adv}$) is flipped vertically before being added to image. This is a control condition, chosen to have nearly identical perturbation statistics to the adv condition (see Figure 2a right). We include this condition because if adversarial perturbations reduce the accuracy of human observers, this could just be because the perturbations degrade the image quality.
- **false**: in this condition, subjects are forced to make a mistake. To show that adversarial perturbations actually control the chosen class, we include this condition where neither of the two options available to the subject is correct, so their accuracy is always zero. We test whether adversarial perturbations can influence which of the two wrong choices they make. We show a random image from an ImageNet class other than the two classes in the group, and adversarially perturb it toward one of the two classes in the group. The subject must then choose from these two classes. For example, we might show an airplane adversarially perturbed toward the dog class, while a subject is in a session classifying images as cats or dogs. We used a slightly larger perturbation in this condition ($\epsilon = 40$; see Figure 2b).

The conditions (image, adv, flip) are ensured to have balanced number of trials within a session by either uniformly sampling the condition type in some of the sessions or randomly shuffling a sequence with identical trial counts for each condition in other sessions. The number of trials for each class in the group was also constrained to be equal. Similarly for the false condition the number of trials adversarially perturbed towards class 1 and class 2 were balanced for each session.

To reduce subjects using strategies based on overall color or brightness distinctions between classes, we pre-filtered the dataset to remove images that showed an obvious effect of this nature. Notably, in the pets group we excluded images that included large green lawns or fields, since in almost all cases these were photographs of dogs. See Appendix F for images used in the experiment for each coarse class. For example images for each condition, see Figures Supp.2 through Supp.5.

4 Results

4.1 Adversarial Examples Transfer to Computer Vision Models

We first assess the transfer of our constructed images to two test models that were not included in the ensemble used to generate adversarial examples. These test models are an adversarially trained Inception V3 model and a ResNet V2 50 model. Both models perform well (> 75% accuracy) on clean images. Attacks in the adv and false conditions succeeded against the test models between 57% and 89% of the time, depending on image class and experimental condition. The flip condition changed the test model predictions on fewer than 1.5% of images in all conditions, validating its use as a control. See Tables Supp.3 through Supp.6 for accuracy and attack success measurements on both train and test models for all experimental conditions.
Figure 3: Adversarial images transfer to humans. (a) By adding adversarial perturbations to an image, we are able to bias which of two incorrect choices subjects make. Plot shows probability of choosing the adversarially targeted class when the true image class is not one of the choices that subjects can report (false condition), estimated by averaging the responses of all subjects (two-tailed t-test relative to chance level 0.5). (b) Adversarial images cause more mistakes than either clean images or images with the adversarial perturbation flipped vertically before being applied. Plot shows probability of choosing the true image class, when this class is one of the choices that subjects can report, averaged across all subjects. Accuracy is significantly less than 1 even for clean images due to the brief image presentation time. (error bars ± SE; *: \( p < 0.05 \); **: \( p < 0.01 \); ***: \( p < 0.001 \) ) (c) A spider image that time-limited humans frequently perceived as a snake (top parentheses: number of subjects tested on this image). right: accuracy on this adversarial image when presented briefly compared to when presented for long time (long presentation is based on a post-experiment email survey of 13 participants).

4.2 Adversarial Examples Transfer to Humans

We now show that adversarial examples transfer to time-limited humans. One could imagine that adversarial examples merely degrade image quality or discard information, thus increasing error rate. To rule out this possibility, we begin by showing that for a fixed error rate (in a setting where the human is forced to make a mistake), adversarial perturbations influence the human choice among two incorrect classes. Then, we demonstrate that adversarial examples increase the error rate.

4.2.1 Influencing the Choice between two Incorrect Classes

As described in Section 3.2.2, we used the false condition to test whether adversarial perturbations can influence which of two incorrect classes a subject chooses (see example images in Figure Supp.2).

We measured our effectiveness at changing the perception of subjects using the rate at which subjects reported the adversarially targeted class. If the adversarial perturbation were completely ineffective we would expect the choice of targeted class to be uncorrelated with the subject’s reported class. The average rate at which the subject chooses the target class metric would be 0.5 as each false image can be perturbed to class 1 or class 2 in the group with equal probability. Figure 3a shows the probability of choosing the target class averaged across all subjects for all the three experiment groups. In all cases, the probability was significantly above the chance level of 0.5. This demonstrates that the adversarial perturbations generated using CNNs biased human perception towards the targeted class. This effect was stronger for the the hazard, then pets, then vegetables group. This difference in probability among the class groups was significant (\( p < 0.05 \); Pearson Chi-2 GLM test).

We also observed a significant difference in the mean response time between the class groups (\( p < 0.001 \); one-way ANOVA test; see Figure 4a). Interestingly, the response time pattern across image groups (Figure 4b) was inversely correlated to the perceptual bias pattern (Figure 3a) (Pearson correlation = \(-1\), \( p < 0.01 \); two-tailed Pearson correlation test). In other words, subjects made quicker decisions for the hazard group, then pets group, and then vegetables group. This is consistent with subjects being more confident in their decision when the adversarial perturbation was more
Figure 4: Adversarial images effect human response time. (a) Average response time to false images. (b) Average response time for adv, image, and flip conditions (error bars ± SE; * reflects $p < 0.05$; two sample two-tailed t-test). In all three stimulus groups, there was a trend towards slower response times in the adv condition than in either control group. (c) Probability of choosing the adversarially targeted class in the false condition, estimated by averaging the responses of all subjects (two-tailed t-test relative to chance level 0.5; error bars ± SE; *: $p < 0.05$; **: $p < 0.01$; ***: $p < 0.001$). The probability of choosing the targeted label is computed by binning trials within percentile reaction time ranges (0-33 percentile, 33-67 percentile, and 67-100 percentile). The bias relative to chance level of 0.5 is significant when people reported their decision quickly (when they may have been more confident), but not significant when they reported their decision more slowly. As discussed in Section 4.2.2, differing effect directions in (b) and (c) may be explained by adversarial perturbations decreasing decision confidence in the adv condition, and increasing decision confidence in the false condition.

This inverse correlation between attack success and response time was observed within group, as well as between groups (Figure 4).

### 4.2.2 Adversarial Examples Increase Human Error Rate

We demonstrated that we are able to bias human perception to a target class when the true class of the image is not one of the options that subjects can choose. Now we show that adversarial perturbations can be used to cause the subject to choose an incorrect class even though the correct class is an available response. As described in Section 3.2.2, we presented image, flip, and adv.

Most subjects had lower accuracy in adv than image (Table Supp.1). This is also reflected on the average significantly lower accuracy across all subjects for the adv than image (Figure 3b).

The above result may simply imply that the signal to noise ratio in the adversarial images is lower than that of clean images. While this issue is partially addressed with the false experiment results in Section 4.2.1, we additionally tested accuracy on flip images. This control case uses perturbations with identical statistics to adv up to a flip of the vertical axis. However, this control breaks the pixel-to-pixel correspondence between the adversarial perturbation and the image. The majority of subjects had lower accuracy in the adv condition than in the flip condition (Table Supp.1). When averaging across all trials, this effect was very significant for the pets and vegetables group.
Figure 5: Examples of the types of manipulations performed by the adversarial attack. See Figures Supp.3 through Supp.5 for additional examples of adversarial images. Also see Figure Supp.2 for adversarial examples from the false condition.

Figure 5: Examples of the types of manipulations performed by the adversarial attack. See Figures Supp.3 through Supp.5 for additional examples of adversarial images. Also see Figure Supp.2 for adversarial examples from the false condition.

(p < 0.001), and less significant for the hazard group (p = 0.05) (Figure 3b). These results suggest that the direction of the adversarial image perturbation, in combination with a specific image, is perceptually relevant to features that the human visual system uses to classify objects. These findings thus give evidence that strong black box adversarial attacks can transfer from CNNs to humans, and show remarkable similarities between failure cases of CNNs and human vision.

In all cases, the average response time was longer for the adv condition relative to the other conditions (Figure 4b), though this result was only statistically significant for two comparisons. If this trend remains predictive, it would seem to contradict the case when we presented false images (Figure 4a). One interpretation is that in the false case, the transfer of adversarial features to humans was accompanied by more confidence, whereas here the transfer was accompanied by less confidence, possibly due to competing adversarial and true class features in the adv condition.

5 Discussion

Our results invite several questions that we discuss briefly.

5.1 Have we actually fooled human observers or did we change the true class?

One might naturally wonder whether we have fooled the human observer or whether we have replaced the input image with an image that actually belongs to a different class. In our work, the perturbations we made were small enough that they generally do not change the output class for a human who has no time limit (the reader may verify this by observing Figures 2a, b, 3c, and Supp.2 through Supp.5). We can thus be confident that we did not change the true class of the image, and that we really did fool the time-limited human. Future work aimed at fooling humans with no time-limit will need to tackle the difficult problem of obtaining a better ground truth signal than visual labeling by humans.
5.2 How do the adversarial examples work?

We did not design controlled experiments to prove that the adversarial examples work in any specific way, but we informally observed a few apparent patterns illustrated in Figure 5: disrupting object edges, especially by mid-frequency modulations perpendicular to the edge; enhancing edges both by increasing contrast and creating texture boundaries; modifying texture; and taking advantage of dark regions in the image, where the perceptual magnitude of small $\epsilon$ perturbations can be larger.

5.3 What are the implications for machine learning security and society?

The fact that our transfer-based adversarial examples fool time-limited humans but not no-limit humans suggests that the lateral and top-down connections used by the no-limit human are relevant to human robustness to adversarial examples. This suggests that machine learning security research should explore the significance of these top-down or lateral connections further. One possible explanation for our observation is that no-limit humans are fundamentally more robust to adversarial example and achieve this robustness via top-down or lateral connections. If this is the case, it could point the way to the development of more robust machine learning models. Another possible explanation is that no-limit humans remain highly vulnerable to adversarial examples but adversarial examples do not transfer from feed-forward networks to no-limit humans because of these architectural differences.

Our results suggest that there is a risk that imagery could be manipulated to cause human observers to have unusual reactions; for example, perhaps a photo of a politician could be manipulated in a way that causes it to be perceived as unusually untrustworthy or unusually trustworthy in order to affect the outcome of an election.

5.4 Future Directions

In this study, we designed a procedure that according to our hypothesis would transfer adversarial examples to humans. An interesting set of questions relates to how sensitive that transfer is to different elements of our experimental design. For example: How does transfer depend on $\epsilon$? Was model ensembling crucial to transfer? Can the retinal preprocessing layer be removed? We suspect that retinal preprocessing and ensembling are both important for transfer to humans, but that $\epsilon$ could be made smaller. See Figure Supp.1 for a preliminary exploration of these questions.

6 Conclusion

In this work, we showed that adversarial examples based on perceptible but class-preserving perturbations that fool multiple machine learning models also fool time-limited humans. Our findings demonstrate striking similarities between convolutional neural networks and the human visual system. We expect this observation to lead to advances in both neuroscience and machine learning research.
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Supplemental material

A Supplementary Figures and Tables

Figure Supp.1: **Intuition on factors contributing to the transfer to humans.** To give some intuition on the factors contributing to transfer, we examine a cat image from ImageNet ((a) left) that is already perceptually close to the target adversarial dog class, making the impact of subtle adversarial effects more obvious even on long observation ((a) right). Note that this image was not used in the experiment, and that typical images in the experiment did not fool unconstrained humans. (b) shows adversarial images with different perturbation sizes ranging from $\epsilon = 8$ to $\epsilon = 40$. Even smaller perturbation $\epsilon = 8$ make the adversarial image perceptually more similar to a dog image, which suggests that transfer to humans may be robust to small $\epsilon$. (c) Investigation of the importance of matching initial visual processing. The adversarial image on the left is similar to a dog, while removing the retina layer leads to an image which is less similar to a dog. This suggests that matching initial processing is an important factor in transferring adversarial examples to humans. (d) Investigation of the importance of the number of models in the ensemble. We generated adversarial images with $\epsilon = 32$ using an ensemble of size 1–10 models. One can see that adversarial perturbations become markedly less similar to a dog class as the number of models in the ensemble is reduced. This supports the importance of ensembling to the transfer of adversarial examples to humans.

Table Supp.1: **Adversarial examples transfer to humans.** Number of subjects that reported the correct class of images in the adv condition with lower mean accuracy compared to their mean accuracy in the image and flip conditions.

| Group        | adv < image | adv < flip | total |
|--------------|-------------|------------|-------|
| pets         | 29          | 22         | 35    |
| hazard       | 19          | 16         | 24    |
| vegetables   | 21          | 23         | 32    |
Table Supp.2: **Accuracy of models on ImageNet validation set.** * models trained on ImageNet with retina layer pre-pended and with train data augmented with rescaled images in the range of [40, 255 − 40]; ** model trained with adversarial examples augmented data. First ten models are models used in the adversarial training ensemble. Last two models are models used to test the transferability of adversarial examples.

| Model             | Top-1 accuracy |
|-------------------|----------------|
| Resnet V2 101     | 0.77           |
| Resnet V2 101*    | 0.7205         |
| Inception V4      | 0.802          |
| Inception V4*     | 0.7518         |
| Inception Resnet V2 | 0.804       |
| Inception Resnet V2* | 0.7662  |
| Inception V3      | 0.78           |
| Inception V3*     | 0.7448         |
| Resnet V2 152     | 0.778          |
| Resnet V2 50*     | 0.708          |
| Resnet V2 50 (test) | 0.756       |
| Inception V3** (test) | 0.776    |

Table Supp.3: **Accuracy of ensemble used to generate adversarial examples on images at different conditions.** * models trained on ImageNet with retina layer appended and with train data augmented with rescaled images in the range of [40, 255 − 40]; Numbers triplet reflects accuracy on images from pets, hazard, and vegetables groups, respectively.

| Train Model | adv (%) | flip (%) |
|-------------|---------|----------|
| Resnet V2 101 | 0.0, 0.0, 0.0 | 95, 92, 91 |
| Resnet V2 101* | 0.0, 0.0, 0.0 | 87, 87, 77 |
| Inception V4 | 0.0, 0.0, 0.0 | 96, 95, 86 |
| Inception V4* | 0.0, 0.0, 0.0 | 87, 87, 73 |
| Inception Resnet V2 | 0.0, 0.0, 0.0 | 97, 95, 95 |
| Inception Resnet V2* | 0.0, 0.0, 0.0 | 87, 83, 73 |
| Inception V3 | 0.0, 0.0, 0.0 | 97, 94, 89 |
| Inception V3* | 0.0, 0.0, 0.0 | 83, 86, 74 |
| Resnet V2 152 | 0.0, 0.0, 0.0 | 96, 95, 91 |
| Resnet V2 50* | 0.0, 0.0, 0.0 | 82, 85, 81 |

Table Supp.4: **Accuracy of test models on images at different conditions.** ** model trained on both clean and adversarial images. Numbers triplet is accuracy on pets, hazard, and vegetables groups, respectively.

| Model   | adv (%) | flip (%) |
|---------|---------|----------|
| Resnet V2 50 | 8.7, 9.4, 13 | 93, 91, 85 |
| Inception V3** | 6.0, 6.9, 17 | 95, 92, 94 |
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Table Supp.5: **Attack success on model ensemble.** Same convention as Table Supp.3

| Model                  | adv (%) | flip (%) |
|------------------------|---------|----------|
| Resnet V2 101          | 100, 100, 100 | 2, 0, 0  |
| Resnet V2 101*         | 100, 100, 100 | 3, 0, 0  |
| Inception V4           | 100, 100, 100 | 1, 0, 1  |
| Inception V4*          | 100, 100, 100 | 4, 1, 0  |
| Inception Resnet V2    | 100, 100, 100 | 1, 0, 1  |
| Inception Resnet V2*   | 100, 100, 100 | 5, 2, 0  |
| Inception V3           | 100, 100, 100 | 1, 0, 0  |
| Inception V3*          | 100, 100, 100 | 5, 1, 1  |
| Resnet V2 152          | 100, 100, 100 | 1, 0, 0  |
| Resnet V2 50*          | 100, 100, 100 | 3, 1, 0  |

Table Supp.6: **Attack success on test models.** ** model trained on both clean and adversarial images. Numbers triplet is error on pets, hazard, and vegetables groups, respectively.

| Model                  | adv (%) | flip (%) |
|------------------------|---------|----------|
| Resnet V2 50           | 87, 85, 57 | 1.3, 0.0, 0.0  |
| Inception V3**         | 89, 87, 74 | 1.5, 0.5, 0.0  |

B Details of retinal blurring layer

B.1 Computing the primate eccentricity map

Let $d_{\text{viewer}}$ be the distance (in meters) of the viewer from the display and $d_{\text{hw}}$ be the height and width of a square image (in meters). For every spatial position (in meters) $c = (x, y) \in \mathbb{R}^2$ in the image we compute the retinal eccentricity (in radians) as follows:

$$\theta(c) = \tan^{-1}\left(\frac{|c|_2}{d_{\text{viewer}}}\right)$$  \hspace{1cm} (1)

and turn this into a target resolution in units of radians

$$r_{\text{rad}}(c) = \min(\alpha \theta(c), \beta).$$ \hspace{1cm} (2)

We then turn this target resolution into a target spatial resolution in the plane of the screen,

$$r_m(c) = r_{\text{rad}}(c) \left(1 + \tan^2(\theta(c))\right),$$ \hspace{1cm} (3)

$$r_{\text{pixel}}(c) = r_m(c) \cdot \text{[pixels per meter]},$$ \hspace{1cm} (4)

This spatial resolution for two point discrimination is then converted into a corresponding low-pass cutoff frequency, in units of cycles per pixel,

$$f(c) = \frac{\pi}{r_{\text{pixel}}},$$ \hspace{1cm} (5)

where the numerator is $\pi$ rather than $2\pi$ since the two point discrimination distance $r_{\text{pixel}}$ is half the wavelength.

Finally, this target low-pass spatial frequency $f(c)$ for each pixel is used to linearly interpolate each pixel value from the corresponding pixel in a set of low pass filtered images, as described in the following algorithm (all operations on matrices are assumed to be performed elementwise), We additionally cropped $X_{\text{retinal}}$ to 90% width before use, to remove artifacts from the image edge.

Note that because the per-pixel blurring is performed using linear interpolation into images that were low-pass filtered in Fourier space, this transformation is both fast to compute and fully differentiable.

C Calculating probability of coarse class

To calculate the probability a model assigns to a coarse class, we summed probabilities assigned to the individual classes within the coarse class. Let $S_{\text{target}}$ be the set of all individual labels.
Algorithm 1 Applying retinal blur to an image

1: $X_{img} \leftarrow$ input image
2: $F \leftarrow$ image containing corresponding target lowpass frequency for each pixel, computed from $f(c)$
3: $\tilde{X} \leftarrow$ FFT($X_{img}$)
4: $G \leftarrow$ norm of spatial frequency at each position in $Y$
5: CUTOFF_FREQS $\leftarrow$ list of frequencies to use as cutoffs for low-pass filtering
6: for $f'$ in CUTOFF_FREQS do
7: $\tilde{Y}_f \leftarrow \tilde{X} \circ \exp\left(-\frac{G}{f'}\right)$
8: $Y_f \leftarrow$ InverseFFT($\tilde{Y}_f$)
9: end for
10: $w(c) \leftarrow$ linear interpolation coefficients for $F(c)$ into CUTOFF_FREQS $\forall c$
11: $X_{retinal}(c) \leftarrow \sum_{f'} w_f'(c) Y_f'(c) \quad \forall c$

in the target coarse class. Let $S_{other}$ be all other individual labels not in the target coarse class. $|S_{target}| + |S_{other}| = 1000$, since there are 1000 labels in ImageNet. Let $Y$ be the coarse class variable and $y_{\text{target}}$ be our target coarse class. We can compute the probability a model $k$ assigns to a coarse class given image $X$ as

$$P_k(Y = y_{\text{target}} | X) = \sum_{i \in S_{target}} P_k(Y = y_i | X) = \sigma \left( \frac{\sum_{i \in S_{target}} \hat{F}_k(i|X) - \sum_{i \in S_{other}} \hat{F}_k(i|X)}{\sum_{i \in S_{target}} \hat{F}_k(i|X)} \right)$$

where $\hat{F}_k(i|X)$ is the unnormalized probability assigned to fine class $i$ (in practice $=$ exp(logits) of class $i$). The coarse logit of the model with respect to the target class $y_{\text{target}}$ is then $F_k(Y = y_{\text{target}} | X) = \log \frac{\sum_{i \in S_{target}} \hat{F}_k(i|X)}{\sum_{i \in S_{other}} \hat{F}_k(i|X)}$

D Adversarial images generation.

In the pipeline, an image is drawn from the source coarse class and perturbed to be classified as an image from the target coarse class. The attack method we use, the iterative targeted attack [24], is performed as

$$\hat{X}^n_{adv} = X^n_{adv} - \alpha \cdot \text{sign} \left( \nabla_X J(X^n_{adv} | y_{\text{target}}) \right)$$
$$X^n_{adv} = \text{clip} \left( \hat{X}^n_{adv}, [X - \epsilon, X + \epsilon] \right)$$

where $J$ is the cost function as described below, $y_{\text{target}}$ is the label of the target class, $\alpha$ is the step size, $X^n_{adv} = X$ is the original clean image, and $X^n_{adv} = X^n_{adv}$ is the final adversarial image. We set $\alpha = 2$, and $\epsilon$ is given per-condition in Section 3.2.2. After optimization, any perturbation whose $\ell_{\infty}$-norm was less than $\epsilon$ was scaled to have $\ell_{\infty}$-norm of $\epsilon$, for consistency across all perturbations.

Our goal was to create adversarial examples that transferred across many ML models before assessing their transferability to humans. To accomplish this, we created an ensemble from the geometric mean of several image classifiers, and performed the iterative attack on the ensemble loss [26]

$$J(X | y_{\text{target}}) = -\log [P_{ens}(y_{\text{target}} | X)]$$
$$P_{ens}(y | X) \propto \exp \left( \mathbb{E}_k \log P_k(y | X) \right)$$

where $P_k(y | X)$ is the coarse class probabilities from model $k$, and $P_{ens}(y | X)$ is the probability from the ensemble. In practice, $J(X | y_{\text{target}})$ is equivalent to standard cross entropy loss based on coarse logits averaged across models in the ensemble (see Appendix [4] for the coarse logit definition).

To encourage a high transfer rate, we retained only adversarial examples that were successful against all 10 models for the adv condition and at least 7/10 models for the false condition (see Section [5.2.2] for condition definitions).
E  Convolutional Neural Network Models

Some of the models in our ensemble are from a publicly available pretrained checkpoint[3] and others are our own instances of the architectures, specifically trained for this experiment on ImageNet with the retinal layer prepended. To encourage invariance to image intensity scaling, we augmented each training batch with another batch with the same images but rescaled in the range of $[40, 255 - 40]$, instead of $[0, 255]$. Supplementary Table Supp.2 identifies all ten models used in the ensemble, and shows their top-1 accuracies, along with two holdout models that we used for evaluation.

Image removed due to file size constraints. See http://goo.gl/SJ8jpq for full Supplemental Material with all images.

Figure Supp.2: Adversarial Examples for false condition (a) pets group. (b) hazard group. (c) vegetables group.

Image removed due to file size constraints. See http://goo.gl/SJ8jpq for full Supplemental Material with all images.

Figure Supp.3: Adversarial Examples pets group

Image removed due to file size constraints. See http://goo.gl/SJ8jpq for full Supplemental Material with all images.

Figure Supp.4: Adversarial Examples hazard group

Image removed due to file size constraints. See http://goo.gl/SJ8jpq for full Supplemental Material with all images.

Figure Supp.5: Adversarial Examples vegetables group

F  Image List from Imagenet

The specific imagenet images used from each class in the experiments in this paper are as follows:

dog:

'n02106382_564.JPEG', 'n02110958_598.JPEG', 'n02101556_13462.JPEG',
'n02113624_7358.JPEG', 'n02113799_2538.JPEG', 'n02091635_11576.JPEG',
'n02106382_2781.JPEG', 'n02112706_105.JPEG', 'n02095570_10951.JPEG',
'n02093859_5274.JPEG', 'n02109525_10825.JPEG', 'n02096294_1400.JPEG',
'n02086646_241.JPEG', 'n02098286_5642.JPEG', 'n02106382_9015.JPEG',
'n02090379_9754.JPEG', 'n02102318_10390.JPEG', 'n02086646_4202.JPEG',
'n02086910_5053.JPEG', 'n02113978_3051.JPEG', 'n02093859_3809.JPEG',
'n02105251_2485.JPEG', 'n02109525_35418.JPEG', 'n02108915_7834.JPEG',
'n02113624_430.JPEG', 'n02102318_10390.JPEG', 'n02086646_4202.JPEG',
'n0209379_8849.JPEG', 'n02113978_3051.JPEG', 'n02093859_3809.JPEG',
'n02102480_4466.JPEG', 'n02109525_35418.JPEG', 'n02108915_7834.JPEG',
'n02099712_867.JPEG', 'n02094258_1958.JPEG', 'n02109047_25075.JPEG',
'n02113624_4304.JPEG', 'n02097474_10985.JPEG', 'n02091032_3832.JPEG',
'n02085820_859.JPEG', 'n02110806_582.JPEG', 'n02085782_8327.JPEG',
'n02094258_5318.JPEG', 'n02087046_5721.JPEG', 'n02095570_746.JPEG',
'n02099601_3771.JPEG', 'n02102480_41.JPEG', 'n02086910_1048.JPEG',

[3]https://github.com/tensorflow/models/tree/master/research/slim
Broccoli:

'n07714990_8640.JPEG', 'n07714990_5643.JPEG', 'n07714990_7777.JPEG',
'n07714990_500.JPEG', 'n07714990_7950.JPEG', 'n07714990_2445.JPEG',
'n07714990_1294.JPEG', 'n07714990_7336.JPEG', 'n07714990_14743.JPEG',
'n07714990_1423.JPEG', 'n07714990_2185.JPEG', 'n07714990_6566.JPEG',
'n07714990_567.JPEG', 'n07714990_1532.JPEG', 'n07714990_5212.JPEG',
'n07714990_8971.JPEG', 'n07714990_6116.JPEG', 'n07714990_5462.JPEG',
'n07714990_7644.JPEG', 'n07714990_8596.JPEG', 'n07714990_1138.JPEG',
'n07714990_15078.JPEG', 'n07714990_1602.JPEG', 'n07714990_2460.JPEG',
'n07714990_159.JPEG', 'n07714990_9445.JPEG', 'n07714990_471.JPEG',
'n07714990_14952.JPEG', 'n07714990_14952.JPEG', 'n07714990_7048.JPEG',
'n07714990_12524.JPEG', 'n07714990_7950.JPEG', 'n07714990_2445.JPEG',
'n07714990_888.JPEG', 'n07714990_3398.JPEG', 'n07714990_4576.JPEG',
'n07714990_8554.JPEG', 'n07714990_1957.JPEG', 'n07714990_4201.JPEG',
'n07714990_3130.JPEG', 'n07714990_4115.JPEG', 'n07714990_524.JPEG',
'n07714990_6504.JPEG', 'n07714990_3125.JPEG', 'n07714990_5838.JPEG',
'n07714990_1779.JPEG', 'n07714990_6393.JPEG', 'n07714990_1409.JPEG',
'n07714990_4962.JPEG', 'n07714990_7282.JPEG', 'n07714990_7314.JPEG',
'n07714990_11933.JPEG', 'n07714990_1202.JPEG', 'n07714990_3626.JPEG',
'n07714990_11933.JPEG', 'n07714990_1202.JPEG', 'n07714990_3635.JPEG',

Cabbage:

'n07714571_14784.JPEG', 'n07714571_4795.JPEG', 'n07714571_11969.JPEG',
'n07714571_1394.JPEG', 'n07714571_4155.JPEG', 'n07714571_3624.JPEG',
'n07714571_13753.JPEG', 'n07714571_7351.JPEG', 'n07714571_10316.JPEG',
'n07714571_7235.JPEG', 'n07714571_17716.JPEG', 'n07714571_1639.JPEG',
'n07714571_5107.JPEG', 'n07714571_4109.JPEG', 'n07714571_11878.JPEG',
'n07714571_15910.JPEG', 'n07714571_14401.JPEG', 'n07714571_2741.JPEG',
'n07714571_8576.JPEG', 'n07714571_1624.JPEG', 'n07714571_13479.JPEG',
'n07714571_2715.JPEG', 'n07714571_3676.JPEG', 'n07714571_12371.JPEG',
'n07714571_4829.JPEG', 'n07714571_3922.JPEG', 'n07714571_10377.JPEG',
'n07714571_8040.JPEG', 'n07714571_8147.JPEG', 'n07714571_10377.JPEG',
'n07714571_8040.JPEG', 'n07714571_5730.JPEG', 'n07714571_16460.JPEG',
'n07714571_8198.JPEG', 'n07714571_1095.JPEG', 'n07714571_3922.JPEG',
'n07714571_7745.JPEG', 'n07714571_6301.JPEG',

22