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Feature selection is a very popular topic in the field of data mining and machine learning. In 2016, the feature selection using forest optimization algorithm (FSFOA) was proposed, which had a better classification performance and dimensionality reduction ability. However, there are some shortcomings in FSFOA. In this article, Feature Selection using Improved Forest Optimization Algorithm (FSIFOA) is proposed, which aims at solving the problems of FSFOA during the stages of random initialization, forming the candidate population and updating the best tree. The proposed FSIFOA is compared with some other methods including FSFOA, NSM, PSO and other algorithms. The experimental results show that FSIFOA can improve the classification accuracy of classifiers in medium and large dimension datasets. Also, the dimensionality reduction of the FSIFOA is compared with other comparable methods.
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1. Introduction

Feature selection is one of the popular fields in the machine learning and data mining [5]. The feature selection is an approach of selecting the most effective features from a set of features to reduce the dimension of feature space [35], [25]. Feature selection removes redundant and unrelated features during the process of data pre-processing, which can reduce the effect of dimensional disaster problem and enhance the learning performance by simplifying the task [39], [33]. In the classification, feature selection can improve the accuracy of classification, generate more efficient classifiers, and better understand the information about key features [22]. Many studies have shown that feature selection is effective [18]. Therefore, feature selection is vital in machine learning processing, which can retain useful features for following learning tasks while ignoring irrelevant and unimportant features [36].

Ghaemi et al. proposed Forest Optimization Algorithm [10] (FOA) in 2014, Ghaemi et al. proposed Feature Selection using Forest Optimization Algorithm [11] (FSFOA) in 2016. FSFOA have better performance comparing to feature selection based on hybrid genetic algorithm [14] (HGAFS), particle swarm optimization [32] (PSO), and support vector machine [21] (SVM-FuzCoc). FSFOA can improve the accuracy of feature learning, effectively remove redundant features, and also has global search capabilities. However, there are some shortcomings in FSFOA. First, the initial features of FSFOA use a random generating strategy. The random initialization strategy may fall into local optimum in the non-convex function and cannot achieve the global optimum. Second, the candidate population produced in population limiting stage will lead to the problem of category imbalance. This will affect the global seeding outcome. Third, the experiment shows that there will be trees with the same fitness but different features in the best tree update stage. FSFOA will eliminate these trees, however there are some eliminated trees with smaller dimensions or higher precision. With considering the issues above, this paper proposes a new feature selection using improved Forest Optimization Algorithm (FSIFOA). This algorithm improves the performance of FSFOA from three aspects: forest initialization, candidate population generation and the best tree updating. Finally, FSIFOA uses the same data and parameters as FSFOA to test the small, medium and large dimensional data respectively.

2. Literature Review for Feature Selection

In the field of Machine Learning and Pattern Recognition, the quality of feature selection is directly related to the capability of the classifier, therefore the method of feature selection is vital. Feature selection is divided into four parts: the search mechanism of feature subsets, the evaluation mechanism of feature subsets, the stopping criterion and the verification method [20]. The current researches focus on search mechanisms and evaluation mechanisms. According to the different feature subset evaluation mechanisms, feature selection methods can be divided into three methods: Filter, Wrapper, and Embedding [39]. The filter method first selects the features of the data and then trains the learner [36]. The feature selection process is irrelevant to the learners. Researchers use different machine learning algorithms for wrapper feature selection, such as decision tree algorithm [13], genetic algorithm [3], and support vector machine [12]. The embedding feature selection integrates the feature selection process with the learner training process under the same optimization process. L1 regularization is a typical method of embedding features. Tikhonov et al. proposed a ridge regression algorithm [27], which applies L2 norm regularization to the mean squared error (MSE) loss function. Tibshirani et al. proposed the LASSO (Least Absolute Shrinkage and Selection Operator) algorithm [26], also use MSE as loss function. The difference be-tween these two methods is LASSO uses the L1 norm regularization instead of the L2 norm regularization. The final features selected are non-ze-
ro weight obtained by the L1 regularization solution. The L1 regularization completes the learner training and the feature selection in the meantime.

Evolutionary algorithms implement random search by simulating the evolution of natural organisms. The evolutionary algorithms have high-robustness and self-adaptability. This algorithm can effectively process complex problems which traditional optimization algorithms are difficult to solve. It is also used to solve global optimal solution problems [29]. Therefore, many researchers have adopted evolutionary algorithms for feature selection [33]. Genetic algorithm (GA) is a kind of evolutionary algorithm. Yang et al. proposed using genetic algorithm [34]. Dong et al. proposed a feature algorithm combining particle information with genetic algorithm [6], which uses an improved feature granularity genetic algorithm. Dorigo proposed Ant Colony Optimization (ACO), which is a heuristic algorithm for solving combinatorial optimization problems [7, 8]. Kabir et al. proposed a hybrid ant colony optimization algorithm [15], which combines the advantages of filter feature selection and wrapper feature selection. Wan et al. proposed an improved binary-coded ant colony algorithm for feature selection [30], which uses genetic algorithms to initialize the initial information of the pheromone of the ant colony algorithm. Kenned et al. proposed particle swarm optimization [9], [16] (PSO), which uses individual information sharing to make the whole group’s motion in the problem-solving space from the disorder to the orderly evolution process. Xue et al. proposed a feature selection algorithm based on particle swarm optimization in classification problems [32]. This algorithm proposes 3 new individual best and global optimal update mechanisms and 3 new initialization strategies. Zhang et al. proposed a bare-bone particle swarm optimization algorithm [36], which designed an enhanced memory strategy to update the local leader of the particle, avoiding the degradation of excellent genes in the particle. Tran et al. summarized the application of particle swarm optimization in feature selection [28]. Population extremal optimization (PEO) algorithm is also a kind of evolutionary algorithm. Zeng et al. have proposed a robust proportional-integral (PI) controller and a novel short-term traffic flow forecasting model based on PEO [19], [38]. The new proposed controller and model have good performance in practical applications.

In recent years, evolutionary algorithms have produced a new branch. Ghaemi et al. proposed a Forest Optimization Algorithm (FOA) based on the growth process of trees in the forest. The forest optimization algorithm is a bionic intelligent optimization algorithm that simulates the process of seeding in forests to search for optimal solutions to solve nonlinear continuous optimization problems [23].

In the other hand, several novel nature inspired optimization algorithms for feature selection are proposed, for example: Cuckoo search algorithm [31], grey wolf optimizer, ant lion optimization [17], crow search and cuttlefish algorithm. These new methods provide new ideas for the development of feature selection.

### 3. Feature Selection based on Forest Optimization Algorithm

In 2016, Ghaemi et al. proposed FSFOA [10], which uses forest optimization algorithms for feature selection. FSFOA is divided into five parts: Initialize Trees, Local Seeding, Population Limiting, Global Seeding, and Update the Best Tree.

#### A. Initialize Trees

Randomly generate some trees to initialize a forest, each tree consists of feature value, age and fitness value. The feature value is a randomly generated one-dimensional vector of “0” or “1”. The length of the feature vector is the number of features in the data set. If the number of features is n, the feature value of the tree is a vector consisting of n “0” or “1” digits. “1” represents that the corresponding feature is selected. And “0” represents that the corresponding feature is deleted. The age of each tree is set to 0 during the initialization phase. Fitness evaluate the performance selected feature in the learning process. The fitness functions used by FSFOA are KNN [1], SVM [4], and C4.5 [24].

#### B. Local Seeding

In the nature when seeding procedure of the trees begins, some seeds fall just around the parent tree and then they turn into young trees. The natural environment such as sunlight, water and soil in the new trees produced by the nearby planting is similar but slightly different as the mother tree. There will be competi-
tion between new trees and old trees, and trees suitable for the environment will survive. FSFOA simulates the phenomenon of near planting of trees in nature, calling this process Local Seeding.

In the local seeding stage, trees with an age of 0 in the forest are involved in local seeding and the remaining trees are not involved. A tree with a tree age of 0 is copied according to a parameter called Local Seeding Changes (LSC) value to generate a plurality of trees with the same feature value. Assuming an LSC value of 2, each tree in the forest with age 0 will generate two trees with the same feature values. Each newly generated tree feature value is randomly selected to be inverted, it means that: if the value is “0”, it becomes “1”, and vice versa. Finally, the Age value of all trees in the forest is increased by 1, the new tree Age value is set to 0, add the new tree to the forest afterwards, as shown in Figure 1.

**Figure 1**
Local seeding figure when LSC value equals to 3

![Local seeding figure when LSC value equals to 3](image)

Because the new tree produced by local seeding is planted nearby, the feature value of the new tree and the old tree will be similar but slightly different, they will compete with each other. The local seeding process is used for local searching.

**C. Population Limiting**

In nature, trees do not increase indefinitely, but in the local seeding stage, trees will continue to grow. In order to control the number of trees, FSFOA refers to the process of controlling the number of trees as the “Population Limiting”. There are two steps to limit the scale: the first one eliminates the trees with an age greater than the “life time” parameter, and put the trees into the candidate population. This way simulates the normal death of trees in nature. After the first step, if the size of the forest is larger than the “area limit” parameter, the fitness of all the trees will be sorted in descending order, and the trees with the smallest fitness will be eliminated, and the scale of the forest will be controlled within the “area limit” value. Put the eliminated trees into the candidate population. This approach simulates the law of survival in the natural.

**D. Global Seeding**

In nature, seeds may be planted in a far distance because some external factor interfering. This phenomenon is called Global Seeding. FSFOA provides a global search method by simulating the process of global seeding, in order to avoid falling into local optimum. FSFOA randomly selects a proportion of trees in the candidate population for global seeding based on the “transfer rate” parameter. Each tree used for global seeding is randomly selected according to the value of Global Seeding Changes (GSC), as shown in Figure 2. Global Seeding avoid the disadvantage that local seeding may fall into local optimum and provides the possibility of searching for the global optimum.

**Figure 2**
Global seeding figure when GSC values equals to 2 and 3

![Global seeding figure when GSC values equals to 2 and 3](image)

**E. Update the best tree**

In the stage of updating The Best Tree, select the tree with the most fitness in the forest, set the age value of these trees to 0, and put it back into the forest.

**4. Feature Selection Based on Improved Forest Optimization Algorithm**

**A. Problem with the FSFOA**

FSFOA has shortcomings in three aspects:

First: In the initialization stage, it generates the trees are completely randomized, this strategy can easily
Pearson Correlation Coefficient is a linear correlation coefficient. The Pearson correlation coefficient is a statistic used to reflect the degree of linear correlation between two variables. The larger the absolute value of the correlation coefficient, the stronger the correlation. The Pearson correlation coefficient is equal to the covariance of the two vectors divided by the respective standard deviations, as shown in equation (1).

\[
\rho_{xy} = \frac{\text{Cov}(X, Y)}{\sigma_x \sigma_y} = \frac{E[(X - E(X))(Y - E(Y))]}{\sqrt{E[(X - E(X))^2]} \sqrt{E[(Y - E(Y))^2]}} \tag{1}
\]

In equation (1), \(\text{Cov}(X, Y)\) represents the covariance of vector \(X\) and vector \(Y\), \(\sigma_x\) represents the standard deviation of vector \(X\), \(\sigma_y\) represents the standard deviation of vector \(Y\), \(E\) represents the expectation, and \(\rho_{xy}\) represents the vector \(X\) and vector \(Y\) of Pearson correlation coefficient.

The Pearson correlation coefficient ranges from -1 to 1, and a correlation coefficient of 0 indicates that the two vectors are not linearly related. If the correlation coefficient is greater than 0, the two vectors are positively correlated. If the correlation coefficient is less than 0, the two vectors are negatively correlated. The Pearson correlation coefficient feature selection method is one of filter feature selection.

\[
\hat{\beta}_{lasso} = \arg\min_\beta \left\{ \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} \beta_j x_{ij})^2 + \lambda \sum_{j=1}^{p} |\beta_j| \right\} \tag{2}
\]

Tibshiran have introduced a shrinkage method to penalized least squares: L1 regularization. This method is used to shrink the coefficient toward zero. The equation of L1 regularization is showed in Equation (2). The least absolute shrinkage and selection operator method solving the following problems.

The tuning parameter is selected by cross validation, when it decreases from a large value to zero the lasso shrinkage factor increases from zero to one. The lasso can be well performed when few predictors have large coefficient while others have relative smaller coefficient. Compare to Ridge regression, the lasso introduces an absolute value for penalty form, hence it can easily reduce to zero when is small. Therefore, the model will have performed an auto-variable selection. But the Ridge regression cannot easily reach to zero. The issue with lasso is the total number of variables that the lasso variable selection procedures...
is bound by the total number of samples in data set. Additionally, the lasso fails to perform grouped selection, it tends to select one variable from a group and ignore others. If there are more parameters than observations, the Lasso tend to select same number of parameters with observations.

Second: improvement of the candidate population. According to the two strategies of population limiting, the candidate population are divided into good trees and bad trees. And randomly select trees from good trees and bad trees are for global seeding according to the value of “transfer rate”. However, due to different population Limiting strategies, good trees and bad trees will create “category imbalances” issues, that is, the number of good trees will be much larger than the amount of bad trees, vice versa. Therefore, selecting trees with the least fitness in the forest to make up the difference between the good trees and the bad trees while the number of the good trees is greater than the number of the bad trees, vice versa.

Third: Improvements in best tree updates and selections. In FSFOA, when the maximum fitness of the new tree generated by global seeding is the same as the maximum fitness in the forest, the new tree is eliminated. In the new update method, if the maximum fitness of the new tree is equal to the maximum fitness in the forest, the new tree age is set to 0 and added to the forest. The reason is that when the new tree and the old tree have the same fitness, there is a new tree with a smaller dimension, so adding a new tree to the forest may reduce the dimension. If the fitness is the same but the dimension of the new tree is greater than or equal to the old tree. Such a new tree is also added to the forest, because such a new tree then produces a tree with better performance through seeding, thereby increasing the possibility of obtaining a global optimal solution. Finally, in the optimal tree selection phase, select the tree that the most fit. If there are multiple trees with the most fitness, select the tree with the least number of features.

5. Experiment

The experiment uses the same data set and parameters as FSFOA. The experiment obtained 11 data sets from the UCI machine learning library [2]. The experimental program was written in python3, using the scikit-learn toolkit to write L1 embedded feature selection, Pearson correlation coefficient filtering feature selection, and other machine learning algorithms. All experiments were conducted on a MacBook Pro 3.5 GHz Intel Core i7 processor.

A. Data

The experimental data contains a total of 11 data sets, namely: “Wine”, “Ionosphere”, “Vehicle”, “Glass”, “Segmentation”, “Hepatitis”, “SRBCT”, “Heart-statlog”, “Cleveland”, “Sonar” and “Dermatology”. FSFOA divides the experimental data set into “small dimension”, “medium dimension” and “big dimension” data sets according to the feature numbers. The corresponding number of features is: [0,19], [20,49], [50, ∞] [10]. According to the above division, the data set contains 7 small-dimensional data sets, 2 medium-dimensional data sets, and 2 large-dimensional data sets. The relevant description of the experimental data set is shown in Table 1.

| Method name   | Description                                      | Validation method |
|---------------|--------------------------------------------------|-------------------|
| SVM-FuzCoc    | A novel SVM-based FS                              | 70-30%            |
| NSM           | Neighbor soft margin                              | 10-fold           |
| FS-NEIR       | Neighborhood effective information ratio based FS | 10-fold           |
| HGAFS         | Hybrid genetic algorithm for FS                   | 2-fold            |
| PSO           | Particle swarm optimization for feature selection | 10-fold           |
| SFS, SBS, SFFS| Greedy hill climbing methods                      | 70-30%            |
| UFSACO        | Unsupervised FS algorithm based on ACO           | 70-30%            |

B. Parameters of the Experiment

We compare the results of FSIFOA, FSFOA, NSM, SVM-FuzCoc, HGAFS, FS-NEIR, UFSACO and PSO.
Table 2 shows the Summary of methods for our comparisons. The parameters of the new algorithm are consistent with the parameters of FSFOA. FSFOA has five parameters: the age limit of the tree (life time), the scale limit of the forest (area limit), the ratio of the global seeding (Transfer Rate), and the number of local seeding changes (LSC) and number of global seeding changes (GSC). The FOA algorithm indicates that the parameters “life time”, “area limit” and “transfer rate” are independent of the number of data sets [11]. FSFOA sets these three parameters to a fixed value, with “life time” of 15, “area limit” of 50, and “transfer rate” of 5% [32]. The FOA algorithm indicates that the number of parameters LSC and GSC are related to the number of features [11]. FSFOA sets the Local Seeding Changes and Global Seeding Changes values for the 11 data sets, as shown in TABLE 3.

In order to prevent over-fitting problems, experimental data is usually divided into training sets, validation sets, and test sets. Validation sets are used to reduce over-fitting problems. Considering the small amount of data in this experiment, if the validation set is increased, fewer training sets will result in under-fitting. Therefore, the experiment did not use the validation

| Dataset   | Features | Instance | Class | Data Dimension         |
|-----------|----------|----------|-------|------------------------|
| SRBCT     | 2308     | 63       | 4     | Large Dimension        |
| Sonar     | 60       | 208      | 2     | Large Dimension        |
| Dermatology | 34      | 366      | 6     | Medium Dimension       |
| Ionosphere| 34       | 351      | 2     | Medium Dimension       |
| Segmentation | 19     | 2310     | 7     | Small Dimension        |
| Hepatitis | 19       | 155      | 2     | Small Dimension        |
| Vehicle   | 18       | 846      | 4     | Small Dimension        |
| Heart-statlog | 13   | 270      | 2     | Small Dimension        |
| Cleveland | 13       | 303      | 5     | Small Dimension        |
| Wine      | 13       | 178      | 3     | Small Dimension        |
| Glass     | 9        | 214      | 7     | Small Dimension        |

Table 3
Parameters of experimental dataset

| Dataset   | Features | Local Seeding Changes | Global Seeding Changes |
|-----------|----------|-----------------------|------------------------|
| SRBCT     | 2308     | 460                   | 700                    |
| Sonar     | 60       | 12                    | 30                     |
| Dermatology | 34     | 7                     | 15                     |
| Ionosphere| 34       | 7                     | 15                     |
| Segmentation | 19    | 4                     | 9                      |
| Hepatitis | 19       | 4                     | 10                     |
| Vehicle   | 18       | 4                     | 9                      |
| Heart-statlog | 13   | 3                     | 6                      |
| Cleveland | 13       | 3                     | 6                      |
| Wine      | 13       | 3                     | 6                      |
| Glass     | 9        | 2                     | 4                      |
set, but used a 10-fold cross-validation method, a 2-fold cross-validation method, 70% for the training and 30% for the testing dataset will be implemented. 10-fold cross-validation method refers to dividing the data set into 10 folds, 9 of which are used as training set and 1 used for test, and repeat 10 times to test each fold, the final outcome will be the average of 10 results.

The performance of the evaluation algorithm uses two functions: Classification Accuracy (CA) and Dimension Reduction (DR), CA and DR as shown in Eq. (2) and (3).

\[
CA = \frac{N_{\text{CC}}}{N_{\text{AC}}}.
\]

\[
DR = 1 - \frac{N_{\text{SF}}}{N_{\text{AF}}}.
\]

N_CC is the number of correctly classified data in the test data, and N_AC is the total number of test data.

The value range of CA and DR is [0,1]. CA is the accuracy of the classification algorithm. The larger the CA value is, the better the classification performance. DR is the feature dimension selection ability of the feature selection algorithm. The larger the DR value, the smaller the algorithm dimension.

The fitness function uses KNN, C4.5, and SVM, and the parameters are shown in Table 4.

| Table 4 | Fitness functions and parameters |
|---------|-------------------------------|
| Fitness functions | Parameters |
| KNN | K=1, k=3, k=5 |
| C4.5 | J48 |
| SVM | The core function is rbf |

C. Data Analysis

The experimental results of FSIFOA and other algorithms in different data sets, different fitness functions and different verification methods have been shown in the following 10 tables. In the data sets “Sonar”, “Dermatology”, “Ionosphere”, “Segmentation”, and “Vehicle”, the test accuracy and dimensional reduction ability of the FSIFOA algorithm are improved under the same test conditions comparing to FSFOA. In the “SRBCT” dataset, the FSIFOA algorithm and FSFOA have the same test accuracy, and the FSIFOA algorithm has better performance in reducing dimensions of the features. In the “Heart-statlog” and “Wine” datasets, the FSIFOA algorithm has improved test accuracy and the dimension reduction capability under some conditions. In the “Cleveland” and “Glass” data sets, the test accuracy is improved, and the dimensional reduction ability is weakened under limited conditions.

In Table 5 to Table 14, FSIFOA is compared to other algorithms such as SFS, SBS, SFFS, NSM, SVM-FuzCoc, HGAFS, FS-NEIR, UFSACO and PSO. The results show that FSIFOA performs well in dimension
### Table 7
Comparison between algorithms of FSIFOA and other algorithms on Vehicle

| Algorithm | CA (%) | DR (%) | Classifier | Validation Method |
|-----------|--------|--------|------------|-------------------|
| FSFOA     | 73.04% | 31.57% | J48        | 10-fold           |
| FSIFOA    | 77.74% | 44.44% | J48        | 10-fold           |
| FS-NEIR   | 70.98% | 50%    | J48        | 10-fold           |
| FSFOA     | 73.98% | 50%    | 5-NN       | 70%-30%           |
| FSIFOA    | 76.77% | 55.56% | 5-NN       | 70%-30%           |
| PSO       | 85.30% | 69.40% | 5-NN       | 70%-30%           |
| FSFOA     | 62.41% | 47.22% | svm        | 2-fold            |
| FSIFOA    | 69.03% | 66.67% | svm        | 2-fold            |
| HGAFS     | 76.36% | 38.89% | svm        | 2-fold            |

### Table 8
Comparison between algorithms of FSIFOA and other algorithms on Ionosphere

| Algorithm | CA (%) | DR (%) | Classifier | Validation Method |
|-----------|--------|--------|------------|-------------------|
| FSFOA     | 93.16% | 68.57% | J48        | 10-fold           |
| FSIFOA    | 96.62% | 61.76% | J48        | 10-fold           |
| FS-NEIR   | 92.59% | 82.35% | J48        | 10-fold           |
| FSFOA     | 92.30% | 61.76% | 3-NN       | 10-fold           |
| FSIFOA    | 93.83% | 76.47% | 3-NN       | 10-fold           |
| NSM       | 92.00% | 88.23% | 3-NN       | 10-fold           |
| FSFOA     | 89.43% | 54.28% | 5-NN       | 10-fold           |
| FSIFOA    | 93.23% | 79.41% | 5-NN       | 10-fold           |
| PSO       | 87.27% | 90.41% | 5-NN       | 10-fold           |
| FSFOA     | 94.28% | 57.14% | svm        | 2-fold            |
| FSIFOA    | 95.16% | 58.82% | svm        | 2-fold            |
| FSFOA     | 89.52% | 54.28% | 1-NN       | 70%-30%           |
| FSIFOA    | 95.16% | 61.76% | 1-NN       | 70%-30%           |
| SVM-FuzCoc| 89.46% | 88.23% | 1-NN       | 70%-30%           |
| FSFOA     | 95.12% | 47.05% | J48        | 70%-30%           |
| FSIFOA    | 99.06% | 67.65% | J48        | 70%-30%           |
| UFSACO    | 88.61% | 11.17% | J48        | 70%-30%           |

### Table 9
Comparison between algorithms of FSIFOA and other algorithms on Segmentation

| Algorithm | CA (%) | DR (%) | Classifier | Validation Method |
|-----------|--------|--------|------------|-------------------|
| FSFOA     | 96.20% | 30%    | 3-NN       | 10-fold           |
| FSIFOA    | 96.88% | 52.63% | 3-NN       | 10-fold           |
| NSM       | 95%    | 63.15% | 3-NN       | 10-fold           |

### Table 10
Comparison between algorithms of FSIFOA and other algorithms on Dermatology

| Algorithm | CA (%) | DR (%) | Classifier | Validation Method |
|-----------|--------|--------|------------|-------------------|
| FSFOA     | 96.99% | 21.42% | J48        | 10-fold           |
| FSIFOA    | 97.81% | 73.53% | J48        | 10-fold           |
| FS-NEIR   | 68.53% | 22.22% | J48        | 10-fold           |
| FSIFOA    | 92.27% | 45.71% | 1-NN       | 70%-30%           |
| FSIFOA    | 99.07% | 58.82% | 1-NN       | 70%-30%           |
| NSM       | 91.78% | 58.23% | 1-NN       | 70%-30%           |
| SBS       | 93.70% | 62.35% | 1-NN       | 70%-30%           |
| FSIFOA    | 90.09% | 44.11% | J48        | 70%-30%           |
| FSIFOA    | 95.28% | 26.47% | J48        | 70%-30%           |

### Table 11
Comparison between algorithms of FSIFOA and other algorithms on Heart-statlog

| Algorithm | CA (%) | DR (%) | Classifier | Validation Method |
|-----------|--------|--------|------------|-------------------|
| FSFOA     | 85.15% | 48.07% | J48        | 10-fold           |
| FSIFOA    | 84.07% | 61.54% | J48        | 10-fold           |
| FS-NEIR   | 75.97% | 91.66% | J48        | 10-fold           |
| FSFOA     | 85.18% | 35.71% | 3-NN       | 10-fold           |
| FSIFOA    | 83.33% | 53.85% | 3-NN       | 10-fold           |
| NSM       | 84%    | 69.23% | 3-NN       | 10-fold           |
| FSFOA     | 84.07% | 50%    | svm        | 2-fold            |
| FSIFOA    | 84.81% | 76.92% | svm        | 2-fold            |
| HGAFS     | 82.59% | 76.92% | svm        | 2-fold            |
Table 12
Comparison between algorithms of FSIFOA and other algorithms on Cleveland

| Algorithm    | CA (%) | DR (%) | Classifier | Validation Method |
|--------------|--------|--------|------------|-------------------|
| FSFOA        | 55.55% | 71.42% | 1-NN       | 70%-30%           |
| FSIFOA       | 62.22% | 61.54% | 1-NN       | 70%-30%           |
| SVM-FuzCoc   | 61.01% | 46.10% | 1-NN       | 70%-30%           |

Table 13
Comparison between algorithms of FSIFOA and other algorithms on Wine

| Algorithm    | CA (%) | DR (%) | Classifier | Validation Method |
|--------------|--------|--------|------------|-------------------|
| FSFOA        | 96.06% | 21.42% | J48        | 10-fold           |
| FSIFOA       | 97.25% | 53.85% | J48        | 10-fold           |
| FS-NEIR      | 95.04% | 61.53% | J48        | 10-fold           |
| FSFOA        | 98.87% | 42.58% | 3-NN       | 10-fold           |
| FSIFOA       | 95.61% | 61.54% | 3-NN       | 10-fold           |
| NSM          | 98%    | 53.84% | 3-NN       | 10-fold           |
| FSFOA        | 98.07% | 50%    | 1-NN       | 70%-30%           |
| FSIFOA       | 95.61% | 61.54% | 1-NN       | 70%-30%           |
| SVM-FuzCoc   | 97.12% | 53.84% | 1-NN       | 70%-30%           |
| SFS          | 97.69% | 35.38% | 1-NN       | 70%-30%           |
| SBS          | 94.77% | 46.15% | 1-NN       | 70%-30%           |
| SFFS         | 96.56% | 36.92% | 1-NN       | 70%-30%           |
| FSFOA        | 96.73% | 61.54% | J48        | 70%-30%           |
| FSIFOA       | 95.08% | 61.53% | J48        | 70%-30%           |
| NFSM         | 98%    | 53.84% | 3-NN       | 10-fold           |
| FSFOA        | 98.07% | 50%    | 1-NN       | 70%-30%           |
| FSIFOA       | 95.61% | 61.54% | 3-NN       | 10-fold           |
| SFFS         | 97.69% | 35.38% | 1-NN       | 70%-30%           |
| SBS          | 94.77% | 46.15% | 1-NN       | 70%-30%           |
| SBS          | 94.77% | 46.15% | 1-NN       | 70%-30%           |
| SFFS         | 96.56% | 36.92% | 1-NN       | 70%-30%           |
| FSFOA        | 96.73% | 61.54% | J48        | 70%-30%           |
| FSIFOA       | 95.08% | 61.53% | J48        | 70%-30%           |
| NSM          | 98%    | 53.84% | 3-NN       | 10-fold           |
| FSFOA        | 98.07% | 50%    | 1-NN       | 70%-30%           |
| FSIFOA       | 95.61% | 61.54% | 3-NN       | 10-fold           |
| SVM-FuzCoc   | 97.12% | 53.84% | 1-NN       | 70%-30%           |
| SFS          | 97.69% | 35.38% | 1-NN       | 70%-30%           |
| SBS          | 94.77% | 46.15% | 1-NN       | 70%-30%           |
| SBS          | 94.77% | 46.15% | 1-NN       | 70%-30%           |
| SFFS         | 96.56% | 36.92% | 1-NN       | 70%-30%           |
| FSFOA        | 96.73% | 61.54% | J48        | 70%-30%           |
| FSIFOA       | 95.08% | 61.53% | J48        | 70%-30%           |

Table 14
Comparison between algorithms of FSIFOA and other algorithms on Glass

| Algorithm    | CA (%) | DR (%) | Classifier | Validation Method |
|--------------|--------|--------|------------|-------------------|
| FSFOA        | 75.70% | 50%    | J48        | 10-fold           |
| FSIFOA       | 78.13% | 33.33% | J48        | 10-fold           |
| FS-NEIR      | 93.95% | 70.58% | J48        | 10-fold           |
| FSFOA        | 71.88% | 40%    | 1-NN       | 70%-30%           |
| FSIFOA       | 75.38% | 55.56% | 1-NN       | 70%-30%           |
| SFFS         | 71.77% | 37.77% | 1-NN       | 70%-30%           |
| FSFOA        | 68.22% | 60%    | svm        | 2-fold            |
| FSIFOA       | 68.69% | 33.33% | svm        | 2-fold            |
| HGAFS        | 65.51% | 44.44% | svm        | 2-fold            |

reduction and classification accuracy. For example: in Sonar data set, the classification accuracy of FSIFOA algorithm is higher than that of SVM-FuzCoc algorithm and FS-NEIR algorithm. The dimension reduction value of FSIFOA algorithm is higher than that of SVM-FuzCoc algorithm and HGAFS algorithm.

In the Ionosphere data set, the classification accuracy of FSIFOA algorithm is bigger than that of FS-NEIR algorithm, NSM algorithm, PSO algorithm, SVM-FuzCoc algorithm and UFSACO algorithm. The dimension reduction value of FSIFOA algorithm is higher than that of FS-NEIR algorithm, SBS algorithm and UFSACO algorithm.

In Wine data set, the classification accuracy of FSIFOA is higher than FS-NEIR algorithm, SBS algorithm and UFSACO algorithm. The dimension reduction of FSIFOA algorithm is higher than NSM algorithm, SVM-FuzCoc algorithm, SFS algorithm, SBS algorithm, SFFS algorithm and UFSACO algorithm, and only lower than FS-NEIR algorithm.

In conclusion, the FSIFOA performs better than all the other algorithms in predicting accuracy in the SRBCT, Ionosphere, Segmentation, Dermatology, and Cleveland data sets.

But in the other data sets, such as Vehicle, Heart-statlog, Wine, and Glass, the FSIFOA algorithm showed better predictive accuracy than only some other algorithms.

D. Analysis of Experiment Results
First, in the “SRBCT” dataset, the FSIFOA algorithm and FSFOA have the same test accuracy because the number of features in the “SRBCT” data set is 2308 but the data is only 63, and the number of features is much larger than the number of data. Such a data set is easy to fall into overfitting issue. The “SRBCT” dataset uses 70% for the training and 30% for the testing dataset. A total of 19 test data, 94.73% of the test accuracy, 18 of the 19 data are classified correctly, and only one classification error. The test accuracy of 94.73% reached the limit of the classification accuracy rate. If the accuracy rate is increased, the classification accuracy rate will reach 100%.
Second, in the “Heart-statlog” and “Wine” data sets, the classification accuracy rate has decreased in some situation. In the “Cleveland” and “Glass” data sets, the dimensional reduction ability has declined in some cases. The main reason is that the four datasets (“Heart-statlog”, “Wine”, “Cleveland”, and “Glass”) have the smallest feature dimensions compared to other datasets, with 13 features and 9 features, respectively. It indicates FSIFOA has limited classification performance and dimensional reduction ability on data sets with too small dimensions.

Third, in the data sets “Sonar”, “Dermatology”, “Ionosphere”, “Segmentation”, and “Vehicle”, the FSIFOA algorithm has improved classification performance and dimensional reduction ability. The FSIFOA algorithm has good performance in the data set of medium and large dimensions.

Fourth, the disadvantage of this algorithm is the random initialization of the algorithm initialization process. Now the algorithm complexity is increased by using Pearson correlation coefficient and L2 regularization. The algorithm divides the candidate forest into high quality trees and low quality trees, which further increases the cost of the algorithm. Furthermore, although the FSIFOA performs better than FSFOA in large and middle dimension datasets, it does not perform better than FSFOA in low dimension dataset. The dimensionality reduction capability of FSIFOA algorithm is also not significantly better than other algorithms.

6. Conclusion

The FSIFOA algorithm proposes three improvements: firstly, the Pearson correlation coefficient and L1 regularization are used instead of the random initialization problem in the initialization stage. Secondly, the good trees and the bad trees are separated, and the quantity gap between them will be filled to solve the problem of category imbalance. Thirdly, in the update stage, trees with the same precision but different dimensions are added to the forest. The data sets with small, medium and large dimensions are tested through experiments.

The new algorithm is compared with FSFOA, NSM, PSO and other algorithms. The results show that the FSIFOA is better than FSFOA in medium and large dimension datasets. The FSIFOA also has advantages over other algorithms in 6 datasets out of 10 datasets.
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