On the critical end point in a two-flavor linear sigma model coupled to quarks
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Abstract We use the linear sigma model coupled to quarks to explore the location of the phase transition lines in the QCD phase diagram from the point of view of chiral symmetry restoration at high temperature and baryon chemical potential. We compute analytically the effective potential in the high- and low-temperature approximations up to sixth order, including the contribution of the ring diagrams to account for the plasma screening properties. We determine the model parameters, namely, the couplings and mass-parameter, from conditions valid at the first order phase transition at vanishing temperature and, using the Hagedorn limiting temperature concept applied to finite baryon density, for a critical baryochemical potential of order of the nucleon mass. We show that when using the set of parameters thus determined, the second order phase transition line (our proxy for the crossover transition) that starts at finite temperature and zero baryon chemical potential converges to the line of first order phase transitions that starts at zero temperature and finite baryon chemical potential to determine the critical end point to lie in the region $5.02 < \mu_B^{cep} / T_c < 5.18$, $0.14 < T^{cep} / T_c < 0.23$, where $T_c$ is the critical transition temperature at zero baryon chemical potential.
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1 Introduction

One of the emerging challenges in the study of strongly interacting matter subject to extreme conditions is to determine the existence and location of a critical end point (CEP) in the temperature ($T$) vs. baryon chemical potential ($\mu_B$) phase diagram. Research in this area is at the forefront of modern science and is relevant for several areas in physics, since it combines ideas not only from nuclear and particle physics but also from statistical physics applied to relativistic systems. Recall that at low $T$ and $\mu_B$, chiral symmetry is spontaneously broken. However, at large $T$ or $\mu_B$, where the QCD interaction weakens due to asymptotic freedom and the quark condensate is largely reduced, chiral symmetry is restored. Lattice QCD (LQCD) calculations show that for 2+1 (2) light flavors, the transition along the $T$ axis is a rapid crossover at a pseudocritical temperature $T_c \simeq 150 – 156$ MeV [1–9], ($T_c \simeq 160 – 184$ MeV) [10]. On the other hand, a large number of effective models have shown that a first order phase transition happens for small $T$ and large $\mu_B$ [11–19]. Therefore, when a line of first order phase transitions that starts at $T = 0$ at a finite $\mu_B$ turns into a crossover, when $\mu_B = 0$ at a finite $T$, the line must end and a CEP should exist.

Effective models are useful proxies to help identify the main characteristics of the QCD phase diagram. While no single model can be used to describe the whole extent of the phase diagram, these can be used to explore different regions with varying degrees of sophistication and inclusion of effective degrees of freedom. For instance, in Ref. [20] a Polyakov-quark-meson model with quantum fluctuations, is employed to map the deconfinement and chiral symmetry restoration transitions. An important finding of that work is that the crossover region for one and the other transition coincide within a band representing the width of the susceptibility peak and that the width of such band shrinks as $\mu_B$ increases up to the region where a CEP at low temperature values is found. Although other effective models find non-coincident CEPs for the deconfinement and chiral symmetry transitions [21], given that at least one class of models do find coincident transition lines, it should be possible to explore the phase diagram emphasizing independently either the deconfinement or the chiral aspects of the transition.
LQCD calculations cannot be easily extended to finite \( \mu_B \) due to the severe sign problem [22]. However, a Taylor expansion technique, valid for small \( \mu_B \), can be used to estimate the curvature of the pseudocritical transition line. From this approach, it has been shown that this line has a negative and small curvature [23–29]. Another useful LQCD technique is the analytic continuation from imaginary to real \( \mu_B \) to extrapolate thermodynamical observables [30–37]. Using Taylor expansions it has been shown that the disfavored region for the CEP location corresponds to \( \mu_B^{\text{CEP}} / T^{\text{CEP}} \lesssim 1.8 \) for \( T^{\text{CEP}} \approx 135 \text{ MeV} \) [38].

Much effort has been devoted to pin down the CEP position, both from the theoretical and the experimental fronts. On the theory side, a large number of techniques has been employed, including the sum rules method, Schwinger-Dyson equations, holography, functional renormalization and effective models [39–66]. A wide spread for the CEP location has been obtained (for a recent summary of theoretically computed CEP positions see Ref. [52]). On the experimental side, STAR has conducted the Beam Energy Scan (BES)-I [57–60] analyzing heavy-ion collisions in the energy range 62.4 GeV > \( \sqrt{s_{NN}} > 7.7 \text{ GeV} \). Future experiments [61–63] will soon start providing data with higher statistics and lower collision energies for a wide range of colliding systems to explore deeper into the phase diagram.

The study of chiral symmetry restoration is a subject pertaining to the realm of full-fledged QCD. However, given the LQCD limitations at finite \( \mu_B \), effective models that incorporate chiral symmetry and its spontaneous breaking have proven to be quite useful. Among these, the linear sigma model with quarks (LSMq) has been used in Refs. [52, 64–66] to provide qualitative insight to explore both the location and nature of the transition lines as well as the CEP position. In these works it has been hinted that quantitative accuracy can be achieved when the model parameters (the couplings and the mass parameter) are determined not from vacuum conditions but instead from conditions describing the energy scales involved during the chiral symmetry restoration transition at finite \( T \) and \( \mu_B \). In this work we report on the prediction for the CEP location using the LSMq when the model parameters are determined from a first order phase transition at \( T = 0 \) and a critical value for the baryon chemical potential \( \mu_B^c \). Based on the Hagedorn limiting temperature concept applied to the case of finite chemical potential [67, 68], we consider that the transition along the \( T = 0 \) axis happens for \( \mu_B^c \approx 940 \text{ MeV} \), where \( m_N \approx 940 \text{ MeV} \) is the nucleon mass, and take this as the hadronic energy scale beyond where the thermodynamical description based on a resonance gas in thermal equilibrium does not hold anymore. The work is organized as follows: In Sec. 2 we introduce the LSMq. We compute the low and high-temperature approximations for the effective potential and the corresponding meson self-energies that are needed to describe the plasma screening properties. In Sec. 3 we determine the model parameters from the conditions that describe a crossover transition at finite \( T \) and \( \mu_B = 0 \) and a first order phase transition at finite \( \mu_B \) and \( T = 0 \). We finally conclude in Sec. 4. We leave for the appendices the details of the calculation leading to the expressions for the effective potential and the meson self-energies, as well as the solution to the equations that fix the model parameters and those to determine the vacuum stability.

2 The linear sigma model with quarks

The Lagrangian for the linear sigma model when the two lightest quarks are included is given by

\[
\mathcal{L} = \frac{1}{2} (\partial_\mu \sigma)^2 + \frac{1}{2} (\partial_\mu \pi)^2 + \frac{a^2}{2} (\sigma^2 + \pi^2) - \frac{\lambda}{4} (\sigma^2 + \pi^2)^2 + i \bar{\psi} \gamma^\mu \partial_\mu \psi - g \bar{\psi} (\sigma + i \gamma_5 \tau \cdot \pi) \psi.
\]

(1)

After spontaneous symmetry breaking, the Lagrangian for the LSMq is given by

\[
\mathcal{L}' = \bar{\psi} (i \gamma^\mu \partial_\mu - M_q) \psi - g \bar{\psi} (\sigma + i \gamma_5 \tau \cdot \pi) \psi - \frac{1}{2} M_\sigma^q \sigma^2 - \frac{1}{4} M_\pi^q (\pi^2 - (\partial_\mu \sigma)^2 - (\partial_\mu \pi)^2) - \lambda (\sigma^2 + \pi^2) + \frac{1}{4} \lambda (\sigma^4 + 2 \sigma^2 \pi^2 + \pi^4) + \frac{a^2}{2} \sigma^2 - \frac{\lambda}{4} \sigma^4 + \frac{m_\sigma^2}{2} \sigma^2 + \frac{m_\pi^2}{2} \pi^2 + M_v (\sigma + \nu),
\]

(2)

where \( \psi \) is an \( SU(2) \) isospin doublet of light quark flavors \( (u, d), \pi = (\pi_1, \pi_2, \pi_3) \) is an isospin pion triplet and \( \sigma \) is an isospin singlet. The \( \sigma \)-field has been shifted according to \( \sigma \rightarrow \sigma + \nu \), where \( \nu \) becomes the order parameter of the theory. As a consequence of the symmetry breaking the quarks, sigma and the three pions acquire dynamical masses

\[
M_q = g v, \\
M_\sigma^q = 3 \lambda v^2 - a^2, \\
M_\pi^q = \lambda v^2 - a^2,
\]

(3)

respectively. Also, in order to consider a non-vanishing pion mass, we add to the Lagrangian an explicit symmetry breaking term and thus

\[
\mathcal{L}' \rightarrow \mathcal{L}'' = \mathcal{L}' + \frac{m_\pi^2}{2} \nu (\sigma + \nu),
\]

(4)

where the vacuum pion mass is \( m_\pi \approx 139 \text{ MeV} \). As a consequence of the explicit symmetry breaking, the effective potential at tree-level has a minimum at a value of \( \nu \) given by

\[
\nu_0 = \sqrt{\frac{a^2 + m_\pi^2}{\lambda}}.
\]

(5)
The coupling constants $\lambda$ and $g$, as well as the mass parameter $a$ are to be determined from physical conditions valid at the phase transition, whereas the minimum of the effective potential represents the order parameter that evolves when the system approaches chiral symmetry restoration at finite $T$ and/or $\mu_B$ and vanishes in the symmetric phase.

We emphasize that, although the strangeness degrees of freedom play an important role for the description of chiral symmetry restoration [69], it is also true that models based on chiral symmetry increase their predictive power when the quark masses are small. Here we trade the inclusion of strangeness degrees of freedom in favour of a chiral symmetric model, broken only by a small pion mass.

Our strategy consists on computing the loop corrections to the tree-level potential. The first correction is the one-loop contribution. This contains vacuum and matter pieces. The vacuum piece is $\nu$-dependent and when added to the three-level potential it shifts $\nu_0$ and thus changing the vacuum masses. In order to avoid such change and to maintain the tree-level mass values, we add counterterms $\delta a^2$ and $\delta \lambda$ requiring that $\nu_0$ and the vacuum sigma mass do not change. This treatment is equivalent to the so called cancellation of tadpole contributions. The one-loop matter corrections contain $T$ as well as $\mu_B$ contributions. The chemical potential dependence comes from the quark sector whose chemical potential $\mu_q$ is related to $\mu_B$ by $\mu_B = 3 \mu_q$. The one-loop matter contributions correspond to the mean field approximation for the system’s energy. However, it is well known that for theories containing bosons whose mass can vanish at finite temperature and density, such as is the case during a phase transition, it is important to include corrections that account for the plasma screening effects [70]. Plasma screening can be incorporated into the treatment by including the resummation of the ring diagrams [71, 72]. Screening is provided by the boson self-energy $\Pi_b$ which we approximate by its one-loop expression.

The effective potential up to the ring diagrams contribution as well as the boson self-energy can be analytically computed in the low and the high-temperature expansions. In the former, one considers that the largest energy scale is provided by $\mu_q$, such that $M/\mu_q$, $T/\mu_q \ll 1$, where $M$ is any of the particle masses. In the latter, it is only necessary to consider that $M/T \ll 1$, regardless of the relation between $T$ and $\mu_q$. The explicit expression for the effective potential in the low-$T$ expansion is given by

$$V_{\text{eff}}^{LT}(\nu) = -\frac{(a^2 + m_b^2 + \delta a^2)}{2} \nu^2 + \frac{(\lambda + \delta \lambda)}{4} \nu^4$$

$$- 3 \left\{ \frac{(M_b^2 + \Pi_b^{LT})^2}{64 \pi^2} \right\} \left[ \ln \left( \frac{4 \pi a^2}{M_b^2 + \Pi_b^{LT}} \right) + \frac{1}{2} - \gamma \right]$$

$$+ T \left( \frac{T}{2 \pi} \right)^{3/2} \ln \left( \frac{M_b^2 + \Pi_b^{LT} + \lambda \delta \lambda}{M_b^2 + \Pi_b^{LT}} \right)$$

$$+ \left\{ \frac{(M_b^2 + \Pi_b^{LT})^2}{64 \pi^2} \right\} \left[ \ln \left( \frac{4 \pi a^2}{M_b^2 + \Pi_b^{LT}} \right) + \frac{1}{2} - \gamma \right]$$

$$+ T \left( \frac{T}{2 \pi} \right)^{3/2} \ln \left( \frac{M_b^2 + \Pi_b^{LT} + \lambda \delta \lambda}{M_b^2 + \Pi_b^{LT}} \right)$$

$$+ N_c N_f \left\{ \frac{M_b^2}{16 \pi^2} \right\} \left[ \ln \left( \frac{4 \pi a^2}{\mu_q + \sqrt{\mu_q^2 - M_b^2}} \right)^2 \right]$$

$$- \frac{\mu_q \sqrt{\mu_q^2 - M_b^2}}{24 \pi^2} (2 \mu_q^2 - 5 M_b^2)$$

$$- \frac{T^2 \mu_q}{6} \sqrt{\mu_q^2 - M_b^2} \frac{7 \pi^2 \gamma}{360} (2 \mu_q^2 - 3 M_b^2)$$

$$+ \frac{31 \pi^4 \mu_q M_b^4 T^6}{1008 (\mu_q^2 - M_b^2)^{3/2}} \right\} , \quad (6)$$

where for the fermion matter contribution to the one-loop effective potential, we have included terms up to $\mathcal{O}(T)^6$ using the expansion technique described in Ref. [73]. Also, we have adopted the MS regularization scheme using $aT^{-1/2}$ as the renormalization scale. In the high-$T$ expansion it is given
shows the phase transition lines thus obtained.

In order to fix the model parameters \( \lambda, g, a \), we require that for \( T = 0 \) and \( \mu_q = \mu_q^0 / 3 \), the phase transition is first order. This implies that the effective potential shows two degenerate minima, one at a finite value of \( v \), say \( v_0 \), and the other at \( v = 0 \). Notice that when the transition starts, the system is in a mixed phase. This means in particular that a fraction of the pions have a mass corresponding to the minimum at \( v_0 \) and the rest have a vanishing mass. We thus consider that the effective pion mass is the average between these two phases and that this mass could be computed as if the mass corresponds to an intermediate value of \( v \), say \( v' \), between \( v = v_0 \) and \( v = 0 \). We chose \( v' \) to correspond to the maximum of the barrier between the degenerate minima. This is equivalent to applying the so called lever rule [74]. Using this construction, we obtain two more conditions to determine \( v_0 \) and \( v'_0 \) that together with the conditions for the minima at \( v = v_0 \) and \( v = 0 \) to be degenerate, form a system of four equations for our five unknowns, namely, \( \lambda, g, a, v_0 \) and \( v'_0 \). In order to solve the system we look for solutions fixing one of the parameters and choose \( \lambda \) for this purpose. We thus find a family of solutions when varying \( \lambda \). It turns out that the solutions exists only for a narrow window of \( \lambda \) values.

With the found set of parameters we now proceed to explore the phase diagram. Starting from \( T = 0 \) and using the low-temperature approximation for the effective potential, Eq. (6), we increase \( T \) and find the values of \( \mu_q \) for which the effective potential shows two degenerate minima, one at \( v = 0 \) and a second one at a finite value of \( v \). We continue with this procedure until when, for a certain pair of values \((\mu_q^{\text{CEP} L T}, T^{\text{CEP} L T})\), the effective potential stops producing first order phase transition.

Next, we use the very same set of parameters to explore the phase diagram using the high-temperature approximation for the effective potential, Eq. (7). Starting from \( \mu_q = 0 \), we find the temperature for which the effective potential shows a phase transition. Interestingly enough, this transition is second order and happens at a critical temperature \( T_c \sim 180 \text{ MeV} \) that changes little when varying the value of \( \lambda \), that in turn determines the values of the rest of the parameters. Notice that this critical temperature also corresponds to the maximum of the chiral susceptibility and as such it serves to identify the temperature that characterises the crossover transition temperature.

We continue with this procedure, varying the value of \( T \) and finding the values of \( \mu_q \), for which the effective potential still shows second order phase transitions until when, for a certain pair of values \((\mu_q^{\text{CEP} H T}, T^{\text{CEP} H T})\), the effective potential stops showing this kind of transitions. The CEP position is found to lie in the region \( \mu_q^{\text{CEP} H T} < \mu_q^{\text{CEP} L T} < \mu_q^{\text{CEP} H T} < T^{\text{CEP} H T} \).

Figure 1 shows the phase transition lines thus obtained for a fixed \( \mu_q^0 = 300 \text{ MeV} \) and \( \lambda = 0.65, 0.75, 0.85 \). Notice that the CEP appears in the region computed in the low-T expansion. Figure 2 shows the phase transition lines obtained when varying the value of \( \mu_q^0 \) between 300 and 320 MeV, for a fixed value of \( \lambda \). Notice that changing \( \lambda \) and \( \mu_q^0 \) produces a change in \( T_c \) which nevertheless keeps being around \( T_c \sim 180 \text{ MeV} \). We have checked that when using \( \mu_q^0 \approx 1 \text{ GeV} \) \( (\mu_q^0 \approx 333 \text{ MeV}) \), \( T_c \gtrsim 190 \text{ MeV} \), which is above the LQCD computed range 170 MeV < \( T_c \) < 186 MeV [10]. We use this as a criterion to select \( \mu_q^0 \approx m_N \).
shows the phase diagram in terms of the scaled expressions for the effective potential for \( \lambda = 0.65, 0.75, 0.85 \) that in turn correspond to \( g = 1.40, 1.45, 1.50 \) and \( a = 68.85, 82.05, 92.72 \) MeV, respectively. The CEP is located within the full circles on each curve obtained using the low temperature expansion.

Figure 3 shows the phase diagram in terms of the scaled variables \( \mu_B/T_c \) and \( T/T_c \), compared to the LQCD crossover transition region obtained from the Taylor series expansion method in Ref. [29]. For the figure we used \( \mu_q^* = 300 \) MeV and varied the value of \( \lambda \). We have checked that when using \( \mu_q^* = 310, 320 \) MeV, the transition lines do not change appreciably. Notice that the theoretical transition curves lie within the LQCD calculated region for low \( \mu_B \) and that the CEP is located for rather low \( T \) and high \( \mu_B \).

4 Conclusions

In conclusion, we have used the LSMq to explore the QCD phase diagram from the point of view of the chiral symmetry restoration transition when increasing \( T \) and \( \mu_B \). For this purpose, we have used both a high- and low-temperature analytical expansion of the effective potential up to sixth order including the contribution of the ring diagrams which encode the plasma screening properties. Based on the Hagedorn limiting temperature concept extended to finite chemical potential, and fixing \( \mu_B \approx m_N \), we have shown that the CEP position can be pinned down to lie in the region \( 5.02 < \mu_B^{crossover}/T_c < 5.18, \ 0.14 < T^{crossover}/T_c < 0.23 \), where \( T_c \) is the critical transition temperature at \( \mu_B = 0 \).

Notice that the region where the CEP was found corresponds to low-\( T \), high-\( \mu_B \) values where the experimental exploration becomes more challenging. These temperatures are also below those for the onset of color superconductivity and one could think that effects that are important to describe the latter should also be included in our formalism. Nevertheless, notice that color superconductivity is a phenomenon driven by density rather than by temperature in quark matter and pertains to the region where \( \mu_B > m_N \), which lies outside the region of applicability of our approach. Nevertheless, it could be interesting to try including the contribution of other condensates appropriate for the description of color superconductivity. Also interesting is to further test the validity of the current approach, exploring the consequences for systems with an isospin imbalance. Work in this last direction is currently being pursued and will be reported elsewhere.
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Appendix A: Low temperature approximation

Here, we show the explicit computation of the effective potential at low temperature (Eq. (6)). We call $V_{LT}^b$ the boson piece and $V_{LT}^f$ the fermion piece. First we compute the boson piece. Let us start from the one-loop contribution

$$V_b = T \sum_n \int \frac{d^3k}{(2\pi)^3} \ln D(\omega_n, \mathbf{k})^{1/2},$$

where

$$D(\omega_n, \mathbf{k}) = \frac{1}{\omega_n^2 + k^2 + m_b^2},$$

is the Matsubara boson propagator with $m_b^2$ being the square of the boson mass and $\omega_n = 2n\pi T$ the Matsubara frequencies for boson fields. Calculating the sums over Matsubara frequencies, we obtain

$$V_b = \frac{1}{2\pi} \int_0^\infty dk k^2 \left( \frac{\sqrt{k^2 + m_b^2}}{k} \right) + T \ln(1 - e^{-\sqrt{k^2 + m_b^2}/T})$$

$$= V_{vac} + V_{matt}^{b}.$$

where we have separated the vacuum (vac) and matter (matt) contribution. First we calculate the vacuum contribution,

$$V_{vac}^b = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} \sqrt{k^2 + m_b^2},$$

In order to carry out the calculation, we employ dimensional regularization. Using the well known expression

$$\int \frac{d^Dk}{(2\pi)^D} \frac{1}{(k^2 - m_b^2)^n} = \frac{(-1)^n \Gamma(n^2 - \epsilon)}{(4\pi)^2 - \epsilon} \frac{\Gamma(n - 2 + \epsilon)}{\Gamma(n)},$$

with $D = d - 2\epsilon$, this contribution can be written as

$$V_{vac}^b = \frac{\mu^3 d - 2\epsilon}{2} \int \frac{d^Dk}{(2\pi)^D} \sqrt{k^2 + m_b^2}.$$

In Eq. (A.6), we have explicitly $d = 3$ and $n = -1/2$. Hence we have

$$V_{vac}^b = -\frac{m^4}{32\pi^2} \Gamma(\epsilon - 2) \left( \frac{\mu^2}{m_b^2} \right)^\epsilon.$$

Taking the limit $\epsilon \to 0$, we finally obtain

$$V_{vac}^b = -\frac{m^4}{64\pi^2} \left[ \ln \left( \frac{4\mu^2}{m_b^2} \right) - \gamma_E + \frac{3}{2} + \frac{1}{2} \right].$$

We use the Minimal Subtraction scheme (MS). After fixing the renormalization scale to $\mu = a^{-1/2}$, the final expression for the vacuum contribution is given by

$$V_{vac}^b = -\frac{m^4}{64\pi^2} \left[ \ln \left( \frac{4\mu^2}{m_b^2} \right) - \gamma_E + \frac{1}{2} \right].$$

Now, we calculate the matter contribution

$$V_{matt}^b = \frac{T}{2\pi^2} \int_0^\infty dk \ln(1 - e^{-\sqrt{k^2 + m_b^2}/T}),$$

where the temperature is low (LT) we can expand the logarithm in a Taylor series of the form

$$\ln(1 - e^{-\sqrt{k^2 + m_b^2}/T}) = -\sum_{n=1}^{\infty} e^{-n\sqrt{k^2 + m_b^2}/T}.$$

using Eq. (A.11) into Eq. (A.10), we obtain

$$V_{matt}^b = -\frac{1}{2\pi} \int_0^\infty dk \sum_{n=1}^{\infty} \frac{T e^{-n\sqrt{k^2 + m_b^2}/T}}{n}.$$

We can make the change of variable $\omega = \sqrt{k^2 + m_b^2}$ to get

$$V_{matt}^b = -\frac{1}{2\pi^2} \int_0^\infty d\omega \sum_{n=1}^{\infty} \frac{2 e^{-n\omega/T}}{n}$$

$$= -\frac{1}{2\pi^2} \sum_{n=1}^{\infty} \left( \frac{T m_b}{m_b n} \right)^2 \left( \frac{T}{m_b n} \right)^{1/2} K_2 \left( \frac{m_b n}{T} \right).$$

where $K_2$ is a Modified Bessel function of the second kind. Now, using the asymptotic expansion

$$\lim_{z \to \infty} K_2(z) = \sqrt{\frac{\pi}{2z}} e^{-z},$$

we obtain

$$V_{matt}^b = -\frac{\sqrt{\pi}}{2\pi^2} \sum_{n=1}^{\infty} \left( \frac{T m_b}{m_b n} \right)^2 \left( \frac{T}{m_b n} \right)^{1/2} e^{-m_b n/T}.$$

Using that

$$\sum_{n=1}^{\infty} \frac{1}{n^{3/2}} e^{-m_b n/T} = Li_{3/2}(e^{-m_b T}),$$

(A.16)
where $Li$ is the polylogarithm function, we get
\begin{equation}
V_{\text{L matt}}^b = -T \left( \frac{m_f T}{2 \pi} \right)^{3/2} \ln \left( \frac{4 \pi^2 a^2}{m_b^2} \right) - \frac{1}{2}, \quad \text{(A.17)}
\end{equation}

Finally, we obtain for the boson case
\begin{equation}
V_{\text{L T}}^b = -\frac{m_f^4}{64 \pi^2} \left[ \ln \left( \frac{4 \pi^2 a^2}{m_b^2} \right) - \gamma_e + \frac{1}{2} \right], \quad \text{(A.18)}
\end{equation}

Now, we proceed to calculate the fermion case. The general expression for the one-loop correction at finite temperature for a fermion with mass $m_f$ is given by
\begin{equation}
V^f = -T \sum_k \int \frac{d^3k}{(2\pi)^3} \text{Tr} [S(\partial_\mu - i\mu_q, k)^{-1}], \quad \text{(A.19)}
\end{equation}

where
\begin{equation}
S(\partial_\mu, k) = \frac{1}{\mu_0 \partial_\mu + \vec{k} + m_f}, \quad \text{(A.20)}
\end{equation}

is the Matsubara fermion propagator, $\partial_\mu = (2n + 1)\pi T$ are the Matsubara frequencies for fermion fields and $\mu_q$ is quark chemical potential. We calculate the sum over the Matsubara frequencies to obtain
\begin{equation}
V^f = -2 \int \frac{d^3k}{(2\pi)^3} \left( \sqrt{k^2 + m_f^2} \right)
+ T \ln(1 + e^{-\sqrt{(k^2 + m_f^2 - \mu_q)/T}})
+ T \ln(1 + e^{-\sqrt{(k^2 + m_f^2 + \mu_q)/T}})
\equiv V^f_\text{vac} + V^f_\text{matt} + V^f_\text{matt II}, \quad \text{(A.21)}
\end{equation}

where we have separated the vacuum (vac) and the matter (matt I and matt II) parts. First we calculate the vacuum part. We notice that the fermion case differs from the boson case by an overall factor $-4$. Therefore if we multiply Eq. (A.9) by $-4$, we get the vacuum one-loop contribution from one fermion field
\begin{equation}
V^f_\text{vac} = \frac{m_f^4}{16 \pi^2} \left[ \ln \left( \frac{4 \pi^2 a^2}{m_f^2} \right) - \gamma_e + \frac{1}{2} \right]. \quad \text{(A.22)}
\end{equation}

Now we calculate the matter contribution, which we separate into two parts
\begin{equation}
V^f_\text{matt} = -2 \int \frac{d^3k}{(2\pi)^3} T \ln(1 + e^{-\sqrt{(k^2 + m_f^2 - \mu_q)/T}}), \quad \text{(A.23)}
\end{equation}

and
\begin{equation}
V^f_\text{matt II} = -2 \int \frac{d^3k}{(2\pi)^3} T \ln(1 + e^{-\sqrt{(k^2 + m_f^2 + \mu_q)/T}}). \quad \text{(A.24)}
\end{equation}

We have to analyse two cases. For the case at low temperature (LT), the first case is when $\sqrt{k^2 + m_f^2} > \mu_q$. In this case $V^f_\text{matt II} \rightarrow 0$ and $V^f_\text{matt I} \rightarrow 0$. The second case is when $\sqrt{k^2 + m_f^2} < \mu_q$. In this case $V^f_\text{matt II} \rightarrow 0$, and
\begin{equation}
V^f_\text{matt I} = 2 \int \frac{d^3k}{(2\pi)^3} \left( \sqrt{k^2 + m_f^2} - \mu_q \right) \theta(\mu_q - \sqrt{k^2 + m_f^2}), \quad \text{(A.25)}
\end{equation}

where $\theta(x)$ is the Heaviside step function. We can make the change of variable $\omega = \sqrt{k^2 + m_f^2}$ to obtain
\begin{equation}
V^f_\text{matt I} = \frac{1}{\pi} \int \frac{d\omega}{m_f} \sqrt{\alpha^2 - m_f^2}
= \frac{1}{24 \pi^2} \left[ \mu_l (5 m_f^2 - 2 \mu_q^2) \sqrt{\mu_f^2 - m_f^2}
+ 3 m_f^4 \ln \left( \frac{m_f}{\mu_f + \sqrt{\mu_f^2 - m_f^2}} \right) \right]. \quad \text{(A.26)}
\end{equation}

Finally, we obtain for the fermion case
\begin{equation}
V^f_\text{L T} = \frac{m_f^4}{16 \pi^2} \left[ \ln \left( \frac{4 \pi^2 a^2}{(\mu_q + \sqrt{\mu_q^2 - m_f^2})^2} \right)
+ \gamma_e + \frac{1}{2} \right] - \frac{m_f^4}{24 \pi^2} \left( \mu_f^2 - m_f^2 \right) \mu_q^2 - 4 m_f^2 \mu_q^2 \mu_f^2 \right] \quad \equiv V^f_0. \quad \text{(A.27)}
\end{equation}

To calculate the next order at low temperature, we make a Taylor expansion around $T = 0$ [73]
\begin{equation}
V^f_\text{L T} = V^f_0(\mu_q + x T) \bigg|_{T=0}
\begin{align*}
&+ \frac{\pi^2 T^2}{6} \frac{\partial^2}{\partial (x T)^2} V^f_0(\mu_q + x T) \bigg|_{T=0}
&+ \frac{\pi^4 T^4}{360} \frac{\partial^4}{\partial (x T)^4} V^f_0(\mu_q + x T) \bigg|_{T=0}
&+ \frac{3 \pi^6 x^6}{15120} \frac{\partial^4}{\partial (x T)^4} V^f_0(\mu_q + x T) \bigg|_{T=0} + \cdots, \quad \text{(A.28)}
\end{align*}
\end{equation}

Thus, we get
\begin{equation}
V^f_\text{L T} = \frac{m_f^4}{16 \pi^2} \left[ \ln \left( \frac{4 \pi^2 a^2}{(\mu_q + \sqrt{\mu_q^2 - m_f^2})^2} \right)
- \gamma_e + \frac{1}{2} \right] - \frac{\mu_f^2 - m_f^2}{24 \pi^2} \left( 2 \mu_f^2 - 5 m_f^2 \right)
- \frac{T^2 \mu_f^2 \sqrt{\mu_q^2 - m_f^2}}{6} \left( 7 \pi^2 T^4 \mu_f (2 \mu_f^2 - 3 m_f^2) \right) \left( \mu_f^2 - m_f^2 \right)^{3/2}
+ \frac{3 \pi^6 \mu_f^2 m_f^2 T^6}{1008 (\mu_f^2 - m_f^2)^{7/2}}. \quad \text{(A.29)}
\end{equation}
Appendix B: High temperature approximation

Here, we show the explicit computation for the effective potential at high temperature, Eq. (7). It has two pieces, bosonic and fermionic contributions. The effective potential is computed beyond the mean field approximation, up to order ring diagrams, within the imaginary time formalism. The computation is performed in the same fashion as Appendix A. We begin with the boson piece, the one loop contribution is

\[ V^b = T \sum_n \int \frac{d^3 k}{(2\pi)^3} \ln D(\omega_n, k)^{1/2}, \tag{B.30} \]

where \( D(\omega_n, k) \) is the boson propagator and \( \omega_n \) the boson Matsubara frequencies. After the sum over \( n \) is performed, we get

\[
V^b = \frac{1}{2\pi^2} \int_0^\infty dk k^2 \left( \frac{\sqrt{k^2 + m_b^2}}{2} - T \ln(1 - e^{-\sqrt{k^2 + m_b^2}/T}) \right) \\
\equiv V^b_{\text{vac}} + V^b_{\text{matt}}, \tag{B.31}
\]

where the one-loop contribution is written as the sum of two terms, the vacuum and matter pieces. The vacuum piece was computed in Appendix A with the result

\[
V^b_{\text{vac}} = -\frac{m_b^4}{64\pi^2} \left[ \ln \left( \frac{4\pi a^2}{m_b^2} \right) - \gamma_e + \frac{1}{2} \right], \tag{B.32}
\]

The matter contribution is now computed in the high temperature approximation, which means that \( T \) is the hard scale. Also, we consider \( m_b/T \ll 1 \). Then the matter contribution is

\[
V^b_{\text{matt}} = \frac{T}{2\pi^2} \int_0^\infty dk \ln(1 - e^{-\sqrt{k^2 + m_b^2}/T}), \tag{B.33}
\]

and after expand Eq. (B.33) in terms of powers of \( m_b/T \), the first five terms of the series are given by

\[
V^b_{\text{matt}} = -\frac{m_b^4}{64\pi^2} \ln \left( \frac{m_b^2}{4\pi T^2} \right) - \frac{\pi^2 T^4}{90} \\
+ \frac{m_b^2 T^2}{24} - \frac{m_b^4 T}{12\pi} \frac{\zeta(3)m_b^6}{96\pi^4 T^2}. \tag{B.34}
\]

Therefore, the boson one-loop contribution becomes

\[
V^b_{\text{HT}} = -\frac{m_b^4}{64\pi^2} \left[ \ln \left( \frac{a^2}{4\pi T^2} \right) - \gamma_e + \frac{1}{2} \right] - \frac{\pi^2 T^4}{90} \\
+ \frac{m_b^2 T^2}{24} - \frac{m_b^4 T}{12\pi} \frac{\zeta(3)m_b^6}{96\pi^4 T^2}. \tag{B.35}
\]

In order to go beyond the mean field approximation, we consider the plasma screening effects. These can be accounted for by means of the ring diagrams. Since we are working in the high temperature approximation, we notice that the lowest Matsubara frequency is the most dominant term. Therefore we do not need to compute the other modes and it becomes

\[
V^\text{Ring} = \frac{T}{2} \int \frac{d^3 k}{(2\pi)^3} \ln(1 + \Pi^\text{HT}_b(k)) \\
= \frac{T}{4\pi^2} \int dk k^2 \left\{ \ln(k^2 + m_b^2 + \Pi^\text{HT}_b) - \ln(k^2 + m_b^2) \right\}. \tag{B.36}
\]

From Eq. (B.36), we see that both integrands are almost the same except that one is modified by the self-energy and the other one is not. Thus, after integration, we obtain that the ring diagrams contribution is

\[
V^\text{Ring} = \frac{T}{12\pi}(m_b^3 - (m_b^2 + \Pi^\text{HT}_b)^{3/2}). \tag{B.37}
\]

On the other hand, in the same way that we compute the one-loop boson piece, we now calculate the fermion one. Then, we begin with

\[
V^f = -T \sum_n \int \frac{d^3 k}{(2\pi)^3} \text{Tr}[\ln S(\omega_n - i\mu_q, k)^{-1}], \tag{B.38}
\]

where \( S(\omega_n, k) \) is the fermion propagator, \( \omega_n \) the fermion Matsubara frequencies and \( \mu_q \) the quark chemical potential. When we perform the sum over \( n \), we get

\[
V^f = -\int \frac{d^3 k}{(2\pi)^3} \left( \frac{\sqrt{k^2 + m_f^2} + T \ln(1 + e^{-\sqrt{k^2 + m_f^2}/T})}{2} \\
+ T \ln(1 + e^{-\sqrt{k^2 + m_f^2 + \mu_q}/T}) \right) \\
\equiv V^f_{\text{vac}} + V^f_{\text{matt}} + V^f_{\text{mattII}}. \tag{B.39}
\]

In Eq. (B.39), we have one piece from the vacuum contribution, it was computed in Appendix A and the result is

\[
V^f_{\text{vac}} = \frac{m_f^4}{16\pi^2} \left[ \ln \left( \frac{4\pi a^2}{m_f^2} \right) - \gamma_e + \frac{1}{2} \right], \tag{B.40}
\]

and two matter pieces, one for the particle and other one for the antiparticle. In the high temperature approximation, where \( m_f/T \ll 1 \), we proceed in a fashion entirely analogous to the boson case and obtain

\[
V^f_{\text{matt}} = \frac{1}{16\pi^2} \left\{ m_f^2 \left[ \ln \left( \frac{m_f^2}{4\pi T^2} \right) \\
- \psi(0) \left( \frac{1}{2} + i\mu_q \right) - \psi(0) \left( \frac{1}{2} - i\mu_q \right) \right] \\
- 8m_f^2 T^2 \left[ \text{Li}_2(-e^{\mu_q/T}) + \text{Li}_2(-e^{-\mu_q/T}) \right] \\
+ 32T^4 \left[ \text{Li}_4(-e^{\mu_q/T}) + \text{Li}_4(-e^{-\mu_q/T}) \right] \\
+ \frac{m_f^6}{6T^2} \left[ \psi(2) \left( \frac{3}{2} + i\mu_q \right) + \psi(2) \left( \frac{3}{2} - i\mu_q \right) \right] \right\}. \tag{B.41}
\]
Therefore, the fermion one-loop contribution is

\[ V_{\text{HT}}^\text{f} = \frac{1}{16\pi^2} \left( m_f^4 \left[ \ln \left( \frac{\alpha^2}{4\pi T^2} \right) - \gamma_E + \frac{1}{2} \right] - \psi^{(0)} \left( \frac{1}{2} + \frac{i\mu_f}{2\pi T} \right) - \psi^{(0)} \left( \frac{1}{2} - \frac{i\mu_f}{2\pi T} \right) - 8m_f^2 T^2 \left[ \text{Li}_2\left( e^{\mu_f/T} \right) - \text{Li}_2\left( e^{-\mu_f/T} \right) \right] + 32T^4 \left[ \text{Li}_4\left( e^{\mu_f/T} \right) - \text{Li}_4\left( e^{-\mu_f/T} \right) \right] + \frac{m_f^6}{6T^2} \left[ \psi^{(2)} \left( \frac{3}{2} + \frac{i\mu_f}{2\pi T} \right) + \psi^{(2)} \left( \frac{3}{2} - \frac{i\mu_f}{2\pi T} \right) \right] \right). \] (B.42)

With the Eqs. (B.35), (B.37) and (B.42) at hand, we can write the effective potential up to the ring diagrams contribution in the high temperature approximation.

Appendix C: Fixing the set of parameters

Following the idea in Sec. 3, the set of equations, to determine the free parameters in the model, is

\[ V_{\text{eff}}^{\text{f}} |_{v=0,T=0,\mu_q=\mu^3_B/3} = V_{\text{eff}}^{\text{f}} |_{v=\tilde{v}_0,T=0,\mu_q=\mu^4_B/3} = 0 \]

Note the last of Eqs. (C.43) comes from the level rule, where

\[ m_{\pi} |_{v=\tilde{v}_0} = \frac{1}{2} m_{\pi} |_{v=0}. \]

Also, we use \( \lambda \) as an input. Hence, we have four equations for four unknowns (a, g, \( \tilde{v}_0 \), \( v_0 \)) from where we get the solution. It is remarkable that this solution exists only for a narrow window of \( \lambda \) values.

Appendix D: Vacuum stability conditions

The vacuum stability conditions are introduced to ensure that \( v_0 \) and the sigma-mass maintain their tree level values, even after including the vacuum pieces stemming from the one-loop corrections. These conditions are

\[ \frac{1}{2} \left. \frac{dV_{\text{vac}}}{dv} \right|_{v=v_0} = 0, \]

\[ \frac{1}{2} \left. \frac{d^2V_{\text{vac}}}{dv^2} \right|_{v=v_0} = 2a^2 + 3m_{\pi}^2, \] (D.44)

where \( V_{\text{vac}} \) is the one-loop vacuum piece of the effective potential. The solution for the counterterms \( \delta a^2 \) and \( \delta \lambda \) is given by

\[ \delta a^2 = \frac{m_{\pi}^2}{2} - \frac{1}{16\pi^2} \left[ 3\lambda^2 \left( 6a^2 + 4m_{\pi}^2 \right) - 8g^4 \left( a^2 + m_{\pi}^2 \right) \right] - 3a^2 \lambda^2 \left[ \ln \left( \frac{m_{\pi}^2}{a^2} \right) + \ln \left( \frac{3m_{\pi}^2}{a^2} \right) \right], \] (D.45)

\[ \delta \lambda = \frac{\lambda}{2} \left( \frac{m_{\pi}^2}{a^2 + m_{\pi}^2} \right) - \frac{1}{16\pi^2} \left[ -16g^4 + 24\lambda^2 - 8g^4 \ln \left( \frac{g^2 (a^2 + m_{\pi}^2)}{a^2 \lambda} \right) + 3\lambda^2 \ln \left( \frac{m_{\pi}^2}{a^2} \right) + 3\ln \left( \frac{2a^2 + 3m_{\pi}^2}{a^2} \right) \right]. \] (D.46)
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