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Abstract: We show that the rotationally symmetric free boundary minimal catenoid in the unit ball in $\mathbb{R}^3$ has Morse index equal to 4.
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1 - The Morse index of the critical catenoid. Let $B := B^3$ be the closed unit ball in 3-dimensional Euclidean space. Let $\Sigma$ be a compact surface smoothly embedded in $B$ with smooth boundary in $\partial B$. We say that $\Sigma$ is free boundary minimal whenever it is a critical point of the area functional amongst all such embedded surfaces in $B$. It is well known that this implies that $\Sigma$ has vanishing mean curvature, that $\Sigma$ meets $\partial B$ orthogonally along $\partial \Sigma$, and that no interior point of $\Sigma$ meets $\partial B$. Free boundary minimal surfaces have been studied since the classical work of Gergonne, and have received renewed attention with the recent work [5] and [6] of Fraser & Schoen.

Infinitesimal perturbations of $\Sigma$ are given by normal vector fields. If we suppose that $\Sigma$ is orientable, then we choose a unit normal vector field $N : \Sigma \rightarrow S^2$ which is compatible with the orientation. Using this vector field, we now identify infinitesimal perturbations of $\Sigma$ with smooth functions over this surface by identifying the field $fN$ with the function $f$. Then, given $f$, the second order variation of area for an infinitesimal perturbation in the direction of $f$ is given by (c.f. [7])

$$ S(f, f) := \int_{\Sigma} \|\nabla f\|^2 - \text{Tr}(A)^2 f^2 \, dA - \int_{\partial \Sigma} f^2 \, dl, $$

where $\nabla$ denotes the gradient operator of $\Sigma$, $A$ its shape operator, $dA$ its area element and $dl$ the length element of $\partial \Sigma$. It is of interest to study the spectrum of this symmetric bilinear form, where a function $f : \Sigma \rightarrow \mathbb{R}$ is defined to be an eigenfunction of $S$ with eigenvalue $\lambda$ whenever

$$ S(f, g) = \lambda \langle f, g \rangle $$

for any other function $g$, where $\langle \cdot, \cdot \rangle$ here denotes the $L^2$ inner product of $\Sigma$. However, it is straightforward to show (c.f. [2], Section 5) that this spectrum coincides with the spectrum of the operator

$$ Jf := -\Delta f - \text{Tr}(A^2) f, $$

restricted to the space of functions $f$ which satisfy the Robin boundary condition

$$ f = \partial_{\nu} f, \quad (1) $$

where here $\Delta$ denotes the laplacian operator of $\Sigma$ and $\nu$ denotes the outward pointing unit conormal vector field over $\partial \Sigma$. The infinitesimal perturbations of $\Sigma$ given by functions which satisfy (1) have a straightforward geometric interpretation: they are precisely those perturbations which preserve up to first order the property of $\Sigma$ meeting $\partial B$ orthogonally.

In this note, we will be interested in the case where $\Sigma$ is the critical catenoid, which we denote by $\Sigma_c$. Recall that this is the surface of revolution about the $x$-axis of the function

$$ \frac{1}{R} \cosh(Rx), $$

over the interval

$$ [-L/R, L/R], $$

where

$$ R := L \cdot \cosh(L), $$
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and \( L \) is the unique positive solution of

\[
L = \coth(L).
\]

Of particular interest are the Morse index and nullity of \( \Sigma_c \), which are defined respectively to be the number of strictly negative eigenvalues of \( S \) - counted with multiplicity - and the dimension of its null space. In [7], we showed that the nullity of \( \Sigma_c \) is equal to 2. In the present note, we show

**Theorem 1.1**

The Morse index of \( \Sigma_c \) is equal to 4.

Although the study of embedded, free boundary minimal catenoids in \( B^3 \) would seem to be analogous to the study of embedded minimal tori in the 3-sphere \( S^3 \), it is actually much harder. Indeed, whereas long-standing conjectures concerning tori in \( S^3 \) have recently been resolved, the corresponding problems in the free boundary case remain completely open. For example, in [1], Brendle solves the Lawson conjecture by showing that the so called Clifford tori are, in fact, the only embedded minimal tori in \( S^3 \). However, his argument breaks down completely in the free boundary case, and no substitute has yet been found. Likewise, in [3], Coda & Neves solve the Wilmore conjecture, proving in the process that the Clifford tori minimise area amongst all embedded minimal submanifolds of \( S^3 \) that are not topologically spheres. However, their argument makes use of the fact that the Wilmore energy of an embedded surface in \( S^3 \) is bounded below by its area, making it unclear how it should adapt to the free boundary case, where no such relationship holds.

Of particular relevance to the present note is the result [9] of Urbano, which Coda & Neves showed to be of considerable use in their proof of the Wilmore conjecture. Recall that if \( S^3 \) is identified with the unit sphere in 4-dimensional Euclidean space, that is

\[
S^3 = \{ x_1^2 + x_2^2 + x_3^2 + x_4^2 = 1 \} ,
\]

then the Clifford tori are the images under the action of the rotation group of the surface

\[
C := \{ x_1^2 + x_2^2 = x_3^2 + x_4^2 = \frac{1}{2} \} .
\]

It is a straightforward exercise to show that the Morse index of a Clifford torus is equal to 5. Urbano proves, conversely, that this property characterises Clifford tori amongst embedded minimal surfaces in \( S^3 \). Indeed, if \( \Sigma \) is an embedded minimal surface in \( S^3 \) of Morse index less than or equal to 5, then it is either an equatorial sphere or a Clifford torus.

One would conjecture a similar result for embedded, free boundary minimal annuli in \( B^3 \). However, it seems unlikely that Urbano’s argument would apply as, like the work of Coda & Neves, his proof makes non-trivial use of the Wilmore energy which, as we have already indicated, is unrelated to the area in the free boundary case. In fact, we are not aware that anyone has even determined the Morse index of the critical catenoid, hence the current note.

Upon completion of this paper, we were made aware of similar results [4] by Baptiste Devyver and [8] by Hung Tran obtained simultaneously with our own using completely different techniques.
2 - Proof of Theorem 1.1. This is a more or less straightforward application of the technique of separation of variables. We study the spectrum of $J$ over the space of functions satisfying the Robin boundary condition (1). In particular, by elliptic regularity, all eigenfunctions are smooth up to the boundary. Consider now the parametrisation $\Phi : S^1 \times [-L, L] \rightarrow \Sigma_c$ given by

$$\Phi(\theta, x) = \frac{1}{R}(x, \cosh(x)\cos(\theta), \cosh(x)\sin(\theta)).$$

It is a straightforward exercise (c.f. [7]) to show that in these coordinates, a function $f : S^1 \times [-L, L] \rightarrow \mathbb{R}$ is an eigenfunction of $J$ with eigenvalue $-\lambda$ whenever

$$\frac{1}{\cosh^2(x)}(f_{xx} + f_{\theta\theta}) + \frac{2}{\cosh^4(x)}f = \lambda f,$$  \hspace{1cm} (2)

and $f$ satisfies the Robin boundary condition (1) whenever

$$f(L) = Lf'(L), \text{ and } f(-L) = -Lf'(-L).$$  \hspace{1cm} (3)

We aim to determine for which positive values of $\lambda$ this problem has a non-trivial solution. To this end, we introduce the ansatz,

$$f(\theta, x) = \sum_{m \in \mathbb{Z}} e^{im\theta} f_m(x).$$

The function $f$ then solves (2) and (3) whenever, for every integer, $m$,

$$f''_m = \left(m^2 + \lambda \cosh^2(x) - \frac{2}{\cosh^2(x)}\right)f_m,$$  \hspace{1cm} (4)

and

$$f_m(L) = Lf'_m(L), \text{ and } f_m(-L) = -Lf'_m(-L).$$  \hspace{1cm} (5)

Significantly, if $f_m(x)$ solves this problem, then so too does $f_m(-x)$, so that, given any solution $f_m$ its even and odd components are also solutions.

**Lemma 2.1**

If $m^2 + \lambda > 3$, then there are no non-trivial solutions to (4) and (5).

**Proof:** Let $f$ solve the differential equation (4), and suppose that $f$ is either even or odd. We will show that $f$ cannot satisfy the Robin boundary conditions (5). Indeed, consider the function

$$\gamma := \frac{f'}{f}. $$
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This function satisfies the Ricatti equation

\[ \gamma' + \gamma^2 = \left( m^2 + \lambda \cosh^2(x) - \frac{2}{\cosh^2(x)} \right) > 1. \]  
(6)

There are now two cases to consider. If \( f \) is even, then \( \gamma(0) = 0 \). By (6), \( \gamma \) can only become singular by becoming large and negative. However, this relation also implies that

\[ \gamma(x) > \tanh(x). \]

In particular, \( \gamma \) is never singular, and \( \gamma(L) > \tanh(L) = L^{-1} \), so that \( f \) does not satisfy the Robin boundary condition in this case.

If \( f \) is odd, then, without loss of generality,

\[ \lim_{x \to 0} \left( \gamma(x) - \frac{1}{x} \right) = 0. \]

As before, it follows by (6) that \( \gamma \) is non-singular for all \( x > 0 \), and that

\[ \gamma(x) > \coth(x). \]

In particular, \( \gamma(L) > \coth(L) = L > L^{-1} \), and so \( f \) does not satisfy the Robin boundary condition in this case either. This completes the proof. □

It follows by Lemma 2.1 that eigenfunctions of \( J \) only have finitely many non-trivial Fourier modes, and eigenfunctions with negative eigenvalues only have non-trivial Fourier modes of orders 0 or \( \pm 1 \).

The low order Fourier modes are now studied in terms of the geometry of \( \Sigma \). Consider first the 0’th order mode, and define

\[ f(x) := 1 - x \tanh(x), \text{ and} \]
\[ g(x) := \tanh(x). \]

These functions are even and odd respectively, and both solve (4) with \( m = 0 \) and \( \lambda = 0 \). Geometrically, \( f \) and \( g \) are respectively the infinitesimal perturbations of \( \Sigma_c \) given by dilatations centred on the origin, and translations along the \( x \)-axis. We now define a family of functions parametrised by \([a: b] \in \mathbb{RP}^1 \) by

\[ \gamma_{[a:b]}(x) := \frac{af'(x) + bg'(x)}{af(x) + bg(x)}. \]

The graphs of these functions define a smooth foliation \( \mathcal{F} \) of the rectangle \([-L, L] \times \mathbb{R} \) whose leaves are parametrised by \( \mathbb{RP}^1 \) (c.f. Figure 2.1). In particular, this foliation integrates the vector field

\[ X(x, y) := \left( 1, -\frac{2}{\cosh^2(x)} - y^2 \right). \]
Consider now the function $\gamma_{[1:0]}$. This corresponds to the even solution $f$ of (4) and satisfies
\[
\gamma_{[1:0]}(x) = 0, \quad \text{and} \\
\gamma_{[1:0]}(x) \to -\infty \quad \text{as} \quad x \to L.
\]

For $\lambda > 0$, let $\gamma_{[1:0],\lambda}$ be the solution of the Ricatti equation
\[
\gamma'(x) + \gamma(x)^2 = \lambda \cosh^2(x) - \frac{2}{\cosh^2(x)},
\]
with initial condition $\gamma(0) = 0$. Since the graph of this function is an integral curve of the vector field
\[
X_\lambda(x, y) := \left(1, \lambda \cosh^2(x) - \frac{2}{\cosh^2(x)} - y^2\right),
\]
it only ever crosses the foliation $\mathcal{F}$ in the upward direction. Thus, since it can only become singular by becoming large and negative, it follows that $\gamma_{[1:0],\lambda}$ is finite and smooth over the interval $[0, L]$ for all $\lambda > 0$. In particular, if we define the function $\phi : [0, \infty[ \to \mathbb{R}$, by
\[
\phi(\lambda) = \gamma_{[1:0],\lambda}(L),
\]
then $\phi$ is a strictly increasing, smooth function such that
\[
\phi(\lambda) \to -\infty \quad \text{as} \quad \lambda \to 0.
\]
However, by the proof of Lemma 2.1,
\[
\phi(3) > \frac{1}{L},
\]
and it follows by the intermediate value theorem that there exists a unique, positive value of \(\lambda\) such that

\[
\phi(\lambda) = \gamma_{[1:0],\lambda}(L) = \frac{1}{L}.
\]

This \(\lambda\) is an eigenvalue of \(J\) whose eigenfunction is even and lies in the 0’th Fourier mode.

Consider now the function, \(\gamma_{[0:1]}\). This corresponds to the odd solution \(g\) of (4) and satisfies

\[
\lim_{x \to 0} \left( \gamma_{[0:1]}(x) - \frac{1}{x} \right) = 0, \quad \text{and} \quad \gamma_{[0:1]}(L) = L - \frac{1}{L}.
\]

We define the functions \(\gamma_{[0:1],\lambda}\) and \(\phi\) as before, and we see that \(\phi\) is now a strictly increasing, smooth function over \([0, \infty]\) such that

\[
\phi(0) = L - \frac{1}{L} < \frac{1}{L}.
\]

Since \(\phi(3) > L^{-1}\), it follows again by the intermediate value theorem that there exists a unique, positive value of \(\lambda\) such that

\[
\phi(\lambda) = \gamma_{[0:1],\lambda}(L) = \frac{1}{L}.
\]

This \(\lambda\) is an eigenvalue of \(J\) whose eigenfunction is odd and lies in the 0’th Fourier mode.

The Fourier modes of order \(\pm 1\) are treated in a similar manner. Indeed, define

\[
f(x) := \frac{1}{\cosh(x)}, \quad \text{and} \quad g(x) := \sinh(x) + \frac{x}{\cosh(x)}.
\]

These functions are even and odd respectively, and both solve (4) with \(m = 1\) and \(\lambda = 0\). Geometrically, \(f\) and \(g\) are respectively the infinitesimal perturbations given by translations in directions orthogonal to the \(x\)-axis, and rotations about axes orthogonal to the \(x\)-axis.

Proceeding as before, for all \([a : b] \in \mathbb{RP}^1\), we define the function \(\gamma_{[a:b]}\). In this case, \(\gamma_{[1:0]}(L) = -L^{-1} < L^{-1}\), and thus yields a unique negative eigenvalue with two eigenfunctions that are even and lie in the Fourier modes of order \(-1\) and 1. However, \(\gamma_{[0:1]}(L) = L^{-1}\), so that the perturbations of this solution yield no new negative eigenvalues.

In summary, we have shown that \(J\) has 2 negative eigenvalues in the 0’th Fourier mode, and 1 negative eigenvalue in each of the Fourier modes of order \(-1\) and 1. This proves Theorem 1.1.
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