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ABSTRACT

MIMO Z Channel is investigated in this paper. We focus on how to tackle the interference when different users try to send their codewords to their corresponding receivers while only one user will cause interference to the other. We assume there are two transmitters and two receivers each with two antennas. We propose a strategy to remove the interference while allowing different users transmit at the same time. Our strategy is low-complexity while the performance is good. Mathematical analysis is provided and simulations are given based on our system.
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1. INTRODUCTION

An (N,M)-MIMO wireless system can be generally defined as a MIMO system in which N signals are transmitted by N antennas at the same time using the same bandwidth and, thanks to effective processing at the receiver side based on the M received signals by M different antennas, is able to distinguish the different transmitted signals. The processing at the receiver is essentially efficient co-channel interference cancellation on the basis of the collected multiple information. This permits improving system performance whether the interest is to increase the single link data rate or increase the number of users in the whole system [1–16].

Z interference channel is a network consisting 2 senders and 2 receivers. There exists a one-to-one correspondence between senders and receivers. Each sender only wants to communicate with its corresponding receiver, and each receiver only cares about the information form its corresponding sender. However, a channel with strong signals may interfere other channels with weak signals while the channel with weak signals will not cause interference to the channel with strong signals. So Z interference channel has two principal links and one interference links. This scenario often occurs, when several sender-receiver pairs share a common media. The study of this kind of channel was studied in many literatures [17, 20–29]. However, this channel has not been solved in general case even in the general Gaussian case.

In this paper, we focus on MIMO Z channels. Since each user transmits at the same time, how to deal with the co-channel interference is an interesting question. When channel knowledge is known at the transmitter, schemes to cancel the co-channel interference are proposed in [18, 19, 30–34]. In this paper, we propose and analyze a scheme when channel knowledge is not known at the transmitter, a scenario which is more practical. The article is organized as follows. In the next...
section the system model is introduced. Detailed interference cancellation procedures are provided and performance analysis is given. Then simulation results are presented. Concluding remarks are given in the final section.

2. **INTERFERENCE CANCELLATION AND PERFORMANCE ANALYSIS**

Assume there are 2 transmitters each with 2 transmit antennas and 2 receivers each equipped with 2 receive antennas. Each transmitter sends codewords to different receivers. But only one user will cause interference to the other. So this is a MIMO Z channel. Let $c_{t,n}(j)$ denote the transmitted symbol from the $n$-th antenna of user $j$ at transmission interval $t$ and $r_{t,m}$ be the received word at the receive antenna $m$ at the first receiver. Let $\alpha_{i,k}(j)$ denote the channel elements from antenna $i$ to antenna $k$ for user $j$. Let $\eta_{i,j}$ denote the noise at the receiver. In order to reduce the number of required receive antennas, we propose a scheme to cancel the interference with less number of receive antennas.

Consider two users each transmitting Alamouti code, i.e. Orthogonal Space-Time Block Code (OSTBC)

\[
\begin{pmatrix}
a_1 & a_2 \\
-a_2^* & a_1^*
\end{pmatrix}
\]

to receivers each equipped with 2 receive antennas.

We first consider receiver 2. The received signal at the first receive antenna can be written in the following format:

\[
\begin{pmatrix}
r_{1,1} \\
r_{2,1}
\end{pmatrix} = \begin{pmatrix}
s_1(1) & s_2(1) \\
-s_2(1)^* & s_1(1)^*
\end{pmatrix} \begin{pmatrix}
\alpha_{1,1}(1) \\
\alpha_{2,1}(1)
\end{pmatrix} + \begin{pmatrix}
\eta_{1,1} \\
\eta_{2,1}
\end{pmatrix} + \begin{pmatrix}
\alpha_{1,1}(2) \\
\alpha_{2,1}(2)
\end{pmatrix} \begin{pmatrix}
s_1(2) & s_2(2) \\
-s_2(2)^* & s_1(2)^*
\end{pmatrix} \begin{pmatrix}
s_1(2) \\
s_2(2)
\end{pmatrix},
\]

(1)

At the second receive antenna, we have
At the receiver 1, there is no interference, the received signal at the first antenna is
\[
\begin{pmatrix}
    r_{1,1} \\
    r_{2,1}
\end{pmatrix}
= \begin{pmatrix}
    s_1(1) & s_2(1) \\
    -s_2(1)^* & s_1(1)^*
\end{pmatrix}
\begin{pmatrix}
    \alpha_{1,1}(1) \\
    \alpha_{2,1}(1)
\end{pmatrix}
+ \begin{pmatrix}
    \eta_{1,1} \\
    \eta_{2,1}
\end{pmatrix}
\]  
(3)

At the second receive antenna, we have
\[
\begin{pmatrix}
    r_{1,2} \\
    r_{2,2}
\end{pmatrix}
= \begin{pmatrix}
    s_1(1) & s_2(1) \\
    -s_2(1)^* & s_1(1)^*
\end{pmatrix}
\begin{pmatrix}
    \alpha_{1,2}(1) \\
    \alpha_{2,2}(1)
\end{pmatrix}
+ \begin{pmatrix}
    \eta_{1,2} \\
    \eta_{2,2}
\end{pmatrix}
\]  
(4)

The idea behind interference cancellation arises from separate decodability of each symbol; at each receive antenna we perform the decoding algorithm as if there is only one user. This user will be the one the effect of whom we want to cancel out. Then, we simply subtract the soft-decoded value of each symbol in one of the decoding algorithms from the rest and as a result remove the effect of that user. This procedure is presented in the following. At the first antenna of receiver 2, we have
\[
\begin{pmatrix}
    r_{1,1} \\
    r_{2,1}
\end{pmatrix}
= \begin{pmatrix}
    \alpha_{1,1}(1) & \alpha_{2,1}(1) \\
    -\alpha_{1,1}(1)^* & -\alpha_{2,1}(1)^*
\end{pmatrix}
\begin{pmatrix}
    s_1(1) \\
    s_2(1)
\end{pmatrix}
+ \begin{pmatrix}
    \eta_{1,1} \\
    \eta_{2,1}
\end{pmatrix}
\]  
(5)

At the second antenna of receiver 2, we have
\[
\begin{pmatrix}
    r_{1,2} \\
    r_{2,2}
\end{pmatrix}
= \begin{pmatrix}
    \alpha_{1,2}(1) & \alpha_{2,2}(1) \\
    -\alpha_{1,2}(1)^* & -\alpha_{2,2}(1)^*
\end{pmatrix}
\begin{pmatrix}
    s_1(1) \\
    s_2(1)
\end{pmatrix}
+ \begin{pmatrix}
    \eta_{1,2} \\
    \eta_{2,2}
\end{pmatrix}
\]  
(6)

At the first antenna of receiver 1, we have
\[
\begin{pmatrix}
    r_{1,1} \\
    r_{2,1}
\end{pmatrix}
= \begin{pmatrix}
    \alpha_{1,1}(1) & \alpha_{2,1}(1) \\
    -\alpha_{1,1}(1)^* & -\alpha_{2,1}(1)^*
\end{pmatrix}
\begin{pmatrix}
    s_1(1) \\
    s_2(1)
\end{pmatrix}
+ \begin{pmatrix}
    \eta_{1,1} \\
    \eta_{2,1}
\end{pmatrix}
\]  
(7)

At the second antenna of receiver 1, we have
\[
\begin{pmatrix}
    r_{1,2} \\
    r_{2,2}
\end{pmatrix}
= \begin{pmatrix}
    \alpha_{1,2}(1) & \alpha_{2,2}(1) \\
    -\alpha_{1,2}(1)^* & -\alpha_{2,2}(1)^*
\end{pmatrix}
\begin{pmatrix}
    s_1(1) \\
    s_2(1)
\end{pmatrix}
+ \begin{pmatrix}
    \eta_{1,2} \\
    \eta_{2,2}
\end{pmatrix}
\]  
(8)

In order to cancel the signals \(s_{11}\) and \(s_{12}\) from User 1 at receiver 2, we first multiply both sides of Equation (25) with
\[
\begin{pmatrix}
    \alpha_{1,1}(1) & \alpha_{2,1}(1) \\
    \alpha_{2,1}(1)^* & -\alpha_{1,1}(1)^*
\end{pmatrix}^\dagger
\]
and multiply both sides of Equation (26) with
\[
\begin{pmatrix}
\alpha_{1,1}(1) & \alpha_{2,2}(1) \\
\alpha_{2,2}(1)^* & -\alpha_{1,1}(1)^*
\end{pmatrix}^\dagger
\]

Then we have Equations (13) and (14) in the next page, where \(\eta_{-1,1}, \eta_{-2,1}, \eta_{-1,2}, \eta_{-2,2}\) are given by

\[
\begin{pmatrix}
\eta'_{1,1} \\
\eta'_{2,1}
\end{pmatrix} = \begin{pmatrix}
\alpha_{1,1}(1) & \alpha_{2,1}(1) \\
\alpha_{2,1}(1)^* & -\alpha_{1,1}(1)^*
\end{pmatrix} \begin{pmatrix}
\eta_{1,1} \\
\eta_{2,1}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\eta'_{1,2} \\
\eta'_{2,2}
\end{pmatrix} = \begin{pmatrix}
\alpha_{1,2}(1) & \alpha_{2,2}(1) \\
\alpha_{2,2}(1)^* & -\alpha_{1,2}(1)^*
\end{pmatrix} \begin{pmatrix}
\eta_{1,2} \\
\eta_{2,2}
\end{pmatrix}
\]

In order to eliminate the effect of user 1, we need to divide both sides of Equation (13) by

\[
\frac{1}{(|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2)}
\]

and divide both sides of Equation (14) by

\[
\frac{1}{(|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2)}
\]

\[
\begin{pmatrix}
\alpha_{1,1}(1) & \alpha_{2,1}(1) \\
\alpha_{2,1}(1)^* & -\alpha_{1,1}(1)^*
\end{pmatrix} \begin{pmatrix}
r_{1,1} \\
r_{2,1}
\end{pmatrix} = (|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2) \begin{pmatrix}
s_1 \\
s_2
\end{pmatrix} + (|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2) \begin{pmatrix}
\eta'_{1,1} \\
\eta'_{2,1}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\alpha_{1,2}(1) & \alpha_{2,2}(1) \\
\alpha_{2,2}(1)^* & -\alpha_{1,2}(1)^*
\end{pmatrix} \begin{pmatrix}
r_{1,2} \\
r_{2,2}
\end{pmatrix} = (|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2) \begin{pmatrix}
s_1 \\
s_2
\end{pmatrix} + (|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2) \begin{pmatrix}
\eta'_{1,2} \\
\eta'_{2,2}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\alpha_{1,1}(1) & \alpha_{2,1}(1) \\
\alpha_{2,1}(1)^* & -\alpha_{1,1}(1)^*
\end{pmatrix} \begin{pmatrix}
r_{1,1} \\
r_{2,1}
\end{pmatrix} = (|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2) \begin{pmatrix}
s_1 \\
s_2
\end{pmatrix} + (|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2) \begin{pmatrix}
\eta_{1,1} \\
\eta_{2,1}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\alpha_{1,2}(1) & \alpha_{2,2}(1) \\
\alpha_{2,2}(1)^* & -\alpha_{1,2}(1)^*
\end{pmatrix} \begin{pmatrix}
r_{1,2} \\
r_{2,2}
\end{pmatrix} = (|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2) \begin{pmatrix}
s_1 \\
s_2
\end{pmatrix} + (|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2) \begin{pmatrix}
\eta_{1,2} \\
\eta_{2,2}
\end{pmatrix}
\]

Equations (13) and (14) become Equations (15) and (16). Then we can subtract both sides of.
Equation (15) from Equation (16). The resulting terms are shown by

$$
\hat{y} = \hat{H} \begin{pmatrix} s_1(2) \\ s_2(2) \end{pmatrix} + \begin{pmatrix} \eta_{1,2} \\ \eta_{2,2} \end{pmatrix}
$$

(11)

where $\hat{y}$ and $\hat{H}$ are given by Equations (17) and (18). $\eta_{1,2}, \eta_{2,2}$ are given by

$$
\begin{pmatrix} \eta_{1,2} \\ \eta_{2,2} \end{pmatrix} = \begin{pmatrix} \frac{1}{(|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2)} \eta_{1,2}' \\ \frac{1}{(|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2)} \eta_{2,1}' \end{pmatrix}
$$

(12)

The distribution of $\eta_{1,2}, \eta_{2,2}$ are Gaussian white noise. In Equation (13), $\hat{H}$ can be written as the following structure:

$$
\hat{H} = \begin{pmatrix} a & b \\ b^* & -a^* \end{pmatrix}
$$

(21)

where $a$ and $b$ are given by Equations (19) and (20). In order to decode the $s_i^2$, we can multiply both sides of the Equation (11) with

$$
\begin{pmatrix} a \\ b^* \end{pmatrix}^\dagger \hat{y} = (|a|^2 + |b|^2) \begin{pmatrix} s_1(2) \\ s_2(2) \end{pmatrix} + \begin{pmatrix} a \\ b^* \end{pmatrix}^\dagger \begin{pmatrix} \eta_{1,2}' \\ \eta_{2,2}' \end{pmatrix}
$$

(22)
In order to keep the Gaussian white noise, we need

\[
\hat{y} = \frac{1}{|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2} \begin{pmatrix} \alpha_{1,2}^*(1) & \alpha_{2,2}(1) \\ \alpha_{2,2}^*(1) & -\alpha_{1,2}(1) \end{pmatrix} \begin{pmatrix} r_{1,2} \\ r_{2,2}' \end{pmatrix} \\
- \frac{1}{|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2} \begin{pmatrix} \alpha_{1,1}^*(1) & \alpha_{2,1}(1) \\ \alpha_{2,1}^*(1) & -\alpha_{1,1}(1) \end{pmatrix} \begin{pmatrix} r_{1,1} \\ r_{2,1}' \end{pmatrix}
\]

(17)

\[
\hat{H} = \left[ \frac{1}{|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2} \begin{pmatrix} \alpha_{1,2}^*(1) & \alpha_{2,2}(1) \\ \alpha_{2,2}^*(1) & -\alpha_{1,2}(1) \end{pmatrix} \begin{pmatrix} \alpha_{1,2}(2) \\ \alpha_{2,2}'(2) \end{pmatrix} \\
- \frac{1}{|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2} \begin{pmatrix} \alpha_{1,1}^*(1) & \alpha_{2,1}(1) \\ \alpha_{2,1}^*(1) & -\alpha_{1,1}(1) \end{pmatrix} \begin{pmatrix} \alpha_{1,1}(2) \\ \alpha_{2,1}'(2) \end{pmatrix} \right]
\]

(18)

\[
a = \frac{1}{|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2} \left( \alpha_{1,2}^*(1) \alpha_{1,2}(2) + \alpha_{2,2}(1) \alpha_{2,2}^*(2) \right) \\
- \frac{1}{|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2} \left( \alpha_{1,1}^*(1) \alpha_{1,1}(2) + \alpha_{2,1}(1) \alpha_{2,1}^*(2) \right)
\]

(19)

\[
b = \frac{1}{|\alpha_{1,2}(1)|^2 + |\alpha_{2,2}(1)|^2} \left( \alpha_{1,2}^*(1) \alpha_{2,2}(2) - \alpha_{2,2}(1) \alpha_{1,2}^*(2) \right) \\
- \frac{1}{|\alpha_{1,1}(1)|^2 + |\alpha_{2,1}(1)|^2} \left( \alpha_{1,1}^*(1) \alpha_{2,1}(2) - \alpha_{2,1}(1) \alpha_{1,1}^*(2) \right)
\]

(20)

In order to keep the Gaussian white noise, we need

\[
\frac{1}{\sqrt{|a|^2 + |b|^2}} \begin{pmatrix} a \\ b^* \end{pmatrix} \dagger \tilde{y} = \sqrt{|a|^2 + |b|^2} s_1(2) \\
+ \frac{1}{\sqrt{|a|^2 + |b|^2}} \begin{pmatrix} a \\ b^* \end{pmatrix} \dagger \begin{pmatrix} \eta_{1,2}' \\ \eta_{2,2}' \end{pmatrix}
\]

(23)

Maximum likelihood decoding can be used to decode \( s_1^2 \)

\[
\tilde{s}_1^2 = \arg \min_{s_1^2} \left| \frac{1}{\sqrt{|a|^2 + |b|^2}} \begin{pmatrix} a \\ b^* \end{pmatrix} \dagger \tilde{y} - \sqrt{|a|^2 + |b|^2} s_1(2) \right|_F^2
\]

(24)

So the decoding is symbol-by-symbol. We know at the first antenna of receiver 1, we have

\[
\begin{pmatrix} r_{1,1} \\ r_{2,1}' \end{pmatrix} = \begin{pmatrix} \alpha_{1,1}(1) & \alpha_{2,1}(1) \\ \alpha_{2,1}(1)^* & -\alpha_{1,1}(1)^* \end{pmatrix} \begin{pmatrix} s_1(1) \\ s_2(1) \end{pmatrix} + \begin{pmatrix} \eta_{1,1} \\ \eta_{2,1}' \end{pmatrix}
\]

(25)

At the second antenna of receiver 1, we have
By multiplying (25) with
\[
\begin{pmatrix}
\alpha_{1,1}(1) & \alpha_{2,1}(1) \\
\alpha_{2,1}(1)^* & -\alpha_{1,1}(1)^*
\end{pmatrix}^\dagger
\]
and multiplying (26) with
\[
\begin{pmatrix}
\alpha_{1,2}(1) & \alpha_{2,2}(1) \\
\alpha_{2,2}(1)^* & -\alpha_{1,2}(1)^*
\end{pmatrix}^\dagger
\]
we can decode signals from user 1 to receiver 1. Now we analyze the diversity. From Equation (22), we know that the diversity is determined by factor \(\sqrt{|a|^2 + |b|^2}\). Diversity is defined as
\[
d = -\lim_{\rho\to\infty} \frac{\log P_e}{\log \rho}
\]
where \(\rho\) denotes the SNR and \(P_e\) represents the probability of error. It is known that the error probability can be written as
\[
P(s_1(2) \to \text{error}|a, b)
\]
\[
= Q\left(\sqrt{\frac{\rho|a|^2 + |b|^2e^2}{4}}\right)
\]
\[
\leq \exp\left(-\rho|a|^2 + |b|^2e^2\right)
\]
\[
= \exp\left(-\frac{\rho|a|^2 + |b|^2e^2}{4}\right)
\]
where \(e\) is the error. We need to analyze \(a\) and \(b\). Conditioned on \(\alpha_{1,2}(1), \alpha_{2,2}(1), \alpha_{1,1}(1), \alpha_{2,1}(1)\), then \(a\) and \(b\) are both Gaussian random variables. It is easy to verify that
\[
E[a \cdot b|\alpha_{1,2}(1), \alpha_{2,2}(1), \alpha_{1,1}(1), \alpha_{2,1}(1)] = 0
\]
So \(a\) and \(b\) are independent Gaussian random variables. We have
\[
P(s_1(2) \to \text{error})
\]
\[
= E[\exp\left(-\frac{\rho|a|^2 + |b|^2e^2}{4}\right)]
\]
\[
= \frac{1}{\prod_{j=1}^2 [1 + \frac{\rho e^2}{4}]} \left|\begin{smallmatrix}
\alpha_{1,2}(1), \alpha_{2,2}(1), \alpha_{1,1}(1), \alpha_{2,1}(1)
\end{smallmatrix}\right|
\]
\[
= \frac{1}{\prod_{j=1}^2 [1 + \frac{\rho e^2}{4}]} \left|\begin{smallmatrix}
\alpha_{1,2}(1), \alpha_{2,2}(1), \alpha_{1,1}(1), \alpha_{2,1}(1)
\end{smallmatrix}\right|
\]
(32)
When \( \rho \) is large, Equation (32) becomes

\[
P(s_1(2) \rightarrow error) \leq \rho^{-2} \left( \frac{e^2}{4} \right)^{-2} \tag{33}
\]

By Equation (29), the diversity is 2. Now we analyze the diversity for \( s_2(2) \). We know that the diversity is determined by factor \( \sqrt{|a|^2 + |b|^2} \). The error probability can be written as

\[
P(s_2(2) \rightarrow error|a, b) = Q \left( \frac{\rho \sqrt{|a|^2 + |b|^2} e^2}{4} \right)
\]

\[
\leq \exp \left( - \frac{\rho (|a|^2 + |b|^2) e^2}{4} \right)
\]

\[
= \exp \left( - \frac{\rho (|a|^2 + |b|^2) e^2}{4} \right) \tag{34}
\]

where \( e \) is the error. We need to analyze \( a \) and \( b \). Conditioned on \( \alpha_{1,2}(2), \alpha_{2,2}(2), \alpha_{1,1}(2), \alpha_{2,1}(2) \), then \( a \) and \( b \) are both Gaussian random variables. It is easy to verify that

\[
E[a \cdot b|\alpha_{1,2}(2), \alpha_{2,2}(2), \alpha_{1,1}(2), \alpha_{2,1}(2)] = 0 \tag{35}
\]

So \( a \) and \( b \) are independent Gaussian random variables. We have

\[
P(s_2(2) \rightarrow error)
\]

\[
= E[E[P(s_2(2) \rightarrow error|a, b)]
\]

\[
\alpha_{1,2}(2), \alpha_{2,2}(2), \alpha_{1,1}(2), \alpha_{2,1}(2) \]

\[
\leq E[E[\exp \left( - \frac{\rho (|a|^2 + |b|^2) e^2}{4} \right)]
\]

\[
\alpha_{1,2}(2), \alpha_{2,2}(2), \alpha_{1,1}(2), \alpha_{2,1}(2) \]

\[
= E\left[ \frac{1}{\prod_{j=1}^{2} [1 + \frac{\rho e^2}{4}]} \right]
\]

\[
\alpha_{1,2}(2), \alpha_{2,2}(2), \alpha_{1,1}(2), \alpha_{2,1}(2) \]

\[
= \frac{1}{\prod_{j=1}^{2} [1 + \frac{\rho e^2}{4}]} \tag{36}
\]

When \( \rho \) is large, Equation (36) becomes

\[
P(s_2(2) \rightarrow error) \leq \rho^{-2} \left( \frac{e^2}{4} \right)^{-2} \tag{37}
\]
By Equation (29), the diversity for $S_2^2$ is 2. Similarly, for receiver 1, we have

$$P(s_2(1) \rightarrow \text{error}) = E[E[P(s_2(1) \rightarrow \text{error}|a, b)]\]
$$
$$= E[E[\exp \left(-\frac{\rho(|a|^2 + |b|^2)e^2}{4}\right)|\alpha_{1,2}(1), \alpha_{2,2}(1), \alpha_{1,1}(1), \alpha_{2,1}(1)]]
$$
$$= E\left[\frac{1}{\prod_{j=1}^{2}[1 + \frac{\rho e^2}{4}]}\right]\]
$$
$$= \frac{1}{\prod_{j=1}^{2}[1 + \frac{\rho e^2}{4}]}
$$

(38)

When $\rho$ is large, Equation (36) becomes

$$P(s_2(1) \rightarrow \text{error}) \leq \rho^{-2} \left(\frac{e^2}{4}\right)^{-2}
$$

(39)

By Equation (29), the diversity for $s_2(1)$ is 2.

In summary, for receiver 2, the interference cancellation based on Alamouti codes can achieve cancel the interference successfully and the decoding complexity is symbol-by-symbol which is the lowest and the diversity is 2. For receiver 1, the interference cancellation based on Alamouti codes can achieve cancel the interference successfully and the decoding complexity is symbol-by-symbol which is the lowest and the diversity is 2.

3. Simulations

In order to evaluate the proposed scheme, we use a system with two users with two antennas and two receivers each with two receive antennas. This is a typical MIMO Z channel. The two users are sending signals to the receivers simultaneously. We assume alamouti codes are transmitted. So there will be co-channel interference. If the proposed interference cancellation is used, the performance is provided in Figures 2 while QPSK is used in Figure 2. In figure 2, we compare the interference cancellation scheme with a TDMA scheme with beamforming scheme. That is, during each time slot, one user transmits while the other keeps silent. In order to make the rate the same for the two schemes, in Figure 2, 16-QAM is used. It is obvious that the proposed scheme has better performance which confirms the effectiveness of the interference cancellation scheme.

4. Conclusions

In this paper, we discuss the MIMO Z channel. We first give detailed description on MIMO Z channel. Later we show that how to tackle interference in such a system is important. Aiming to remove the interference, a strategy for MIMO Z channel is proposed and analyzed. We assume there are two transmitters and two receivers each with two antennas. The complexity of the strategy is low while the performance is good. Simulations confirm the theoretical analysis.
We therefore focus on the first term. Using the rule (10.17) for matrix differentiation [29], we

![Graph](image)

Figure 2: QPSK constellation with interference cancellation
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