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Abstract. Low-rank matrix completion addresses the problem of completing a matrix from a certain set of generic specified entries. Over the complex numbers a matrix with a given entry pattern can be uniquely completed to a specific rank, called the generic completion rank. Completions over the reals may generically have multiple completion ranks, called typical ranks. We demonstrate techniques for proving that many sets of specified entries have only one typical rank, and show other families with two typical ranks, specifically focusing on entry sets represented by circulant graphs. This generalizes the results of Bernstein, Blekherman, and Sinn. In particular, we provide a complete characterization of the set of unspecified entries of an \(n \times n\) matrix such that \(n - 1\) is a typical rank and fully determine the typical ranks for entry set \(G(n, 1)\) for \(n < 9\). Moreover, we study the asymptotic behaviour of typical ranks and present results regarding unique matrix completions.

1. Introduction

The problem of recovering a low-rank matrix from a subset of the entries with specified values, also known as low-rank matrix completion, is ubiquitous in diverse areas and many applications like collaborative filtering (e.g., the famous “Netflix problem”) [GNOT92], computer vision [CS04, TK04], control [MP97], machine learning [AFSU07], and signal processing [WW12].

We can view the low-rank matrix completion problem for a matrix \(A\) as the optimization problem of finding the lowest rank matrix \(X\) which coincides with \(A\) in all specified (known, sampled) entries. This is a non-convex optimization problem and well-known to be NP-hard in general. However, there exist several heuristic methods that solve this problem approximately or exactly by considering convex relaxations of the original problem. One of the most popular approaches in this manner is proposed by Fazel in [Faz02] who suggests approximating the rank condition by using the nuclear norm (sum of its singular values) and to formulate the resulting problem as a semidefinite program that can be solved efficiently. Even more is true: under a certain genericity assumption on an \(n \times n\) matrix \(A\) of rank \(r\) then, with high probability, one can use the aforementioned approach to uniquely recover the matrix \(A\) from only \(\Theta(n^{1.25}r \log n)\) entries chosen uniformly at random [CR09, CT10].

In many applications, the matrices under consideration meet these assumptions, but in case they are not valid one has to rely on different approaches. Moreover, solving the relaxed optimization problem is computational very expensive if the problem size becomes large.

Building on ideas from rigidity theory Király, Theran, and Tomioka [KTT15] developed in 2015 a new approach using tools from algebraic geometry, graph theory, and matroid theory. This novel direction entails several new works in recent years [BBS20, DIBL19, Tsai20].

Inspired by the results in [BBS20], we study here the exact low-rank matrix completion problem. In more detail, we are concerned with the following task: Given a partially filled
matrix $A$ with fixed positions of specified and unspecified entries, we want to find the unspecified entries of $A$ such that the completed matrix has the lowest possible rank, called the completion rank of $A$. We typically focus on generic input data for $A$, that is, small perturbations of the entries of $A$ do not change its completion rank. It is shown in [KTT15] that, outside of a lower dimensional set, all partially filled matrices can be completed to the same minimal rank over the complex numbers. This rank is denoted by the generic completion rank of the given pattern. However, when restricting the entries of the matrix and its completion to real numbers, this no longer holds true. Depending on the choice of the specified entries, the partially filled matrix $A$ may be completable to different ranks. To address this phenomenon, these ranks are referred to as typical ranks when the set of matrices minimally completable to these ranks forms a full-dimensional subset of the vector space of the specified entry values (i.e., the space of partial fillings). This is in analogy to the study of generic and typical ranks of tensors [BT15, KKKR17, BBO18, Lan19].

Contributions. In this article we are particularly interested in studying typical ranks of a given pattern of specified and unspecified entries. Our leading goal is to gain a deeper understanding of the sets of specified and unspecified entries respectively exhibiting multiple typical ranks.

In this light, our first main contribution is a complete characterization of the set of unspecified entries of an $n \times n$ matrix such that $n - 1$ is a typical rank, see Theorem 3.16. The given entry pattern of an $n \times m$ matrix translates nicely into the notion of a bipartite graph with parts of size $n$ and $m$, see Example 2.8. In order to approach our goal we lay our focus on the study of matrices with unspecified set given by certain bipartite circulant graphs, denoted $G(n,k)$, see Definition 2.7. These graphs have shown to be particularly challenging to complete over the real numbers to particular ranks. The smallest graph with multiple typical ranks is $G(4,1)$, and in [BBS20] it was posited that other graphs in the family might be examples with larger numbers of typical ranks. Our second major contribution is the full determination of the typical ranks for unspecified entry set $G(n,1)$ for $n < 9$, see Proposition 3.9, Proposition 3.12, and Corollary 3.14. In the course of these results we successfully answer several questions raised in [BBS20]. Moreover, we present results that bound the growth of the typical ranks of $G(n,1)$ (Proposition 4.1) and of $G(n,k)$ (Proposition 4.3) as $n$ grows. Further outcomes on deciding the typical ranks of explicit graphs are given in Propositions 4.5 and 4.7. In sum these results shed light onto the situation of multiple typical ranks and our search for examples of when they occur. However, we are still far away from completely grasping this phenomenon. One major question that remains is whether a set of entries with three or more typical ranks is possible.

Our remaining results concern generically unique completability of a matrix, see, e.g., Lemma 3.1. Furthermore we pose several open problems and questions for the important future study of typical ranks.

The paper is structured as follows. In Section 2 we provide the necessary background in algebraic geometry and for matrix completions. Section 3 studies generically unique completability of a matrix, presents our results on the typical ranks corresponding to the unspecified set of entries being $G(n,n-1)$, and states our main theorem. In Section 4 we study the generically real completion of $G(n,n-1)$. We identify a certain subset of $G(n,n-k)$ that
yields to further outcomes for bipartite circulant graphs. We conclude with a brief discussion in Section 5.
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2. Preliminaries

Let $K$ be a field, and $T$ a finite indexing set. Fix a $|T|$-dimensional affine space with coordinates $\{x_i\}_{i \in T}$, denoted $K^T$. Let $V$ be an irreducible affine algebraic variety in $K^T$. For $S \subseteq T$, the map $\pi_S: K^T \to K^S$ will denote the projection map onto the coordinates indexed by $S$. Throughout we will use the notation $[n] := \{1, \ldots, n\}$.

Definition 2.1. For $p \in K^S$, a completion of $p$ to $V$ is an element of $\pi_S^{-1}(p) \cap V$. The set $S$ is completable to $V$ if every point $p \in K^S$ has a completion, and generically completable to $V$ if a generic point $p \in K^S$ has a completion. $S$ is generically uniquely completable to $V$ if a generic point $p \in K^S$ has a unique completion, i.e., a generic fiber of $\pi_S|_V$ consists of one reduced point.

The ring of polynomials with coefficients in $K$ and indeterminants indexed by $T$ will be denoted $K[T]$. Let $\mathbb{I}(V) \subseteq K[T]$ be the ideal of polynomials that vanish on $V$. Let $\sigma: K^T \to \pi_S^{-1}(p) \cap V \cap K[V]$ be the quotient map. Then $S$ is generically completable to $V$ if and only if the set $\{\sigma(x_i) \mid i \in S\}$ is algebraically independent in $K[V]$. By a dimension count it follows that if $S$ is generically completable to $V$, then $|S| \leq \dim V$. The set of completions for a generic $p \in K^S$ has dimension $\dim V - |S|$.

If $S$ is generically uniquely completable to $V$ then $\{\sigma(x_i) \mid i \in S\}$ is a basis for the algebraic matroid of $K[V]$. The converse is not true since $\sigma(S)$ being a basis for $K[V]$ only implies that $\pi_S|_V$ is generically finite-to-one.

Proposition 2.2. If $S$ is generically uniquely completable to $V$ then each coordinate of the completion of $p \in K^S$ to $V$ can be expressed as a rational function of the coordinates of $p$.

Proof. If $S$ is generically uniquely completable to $V$ then the projection map $\pi_S|_V: V \to K^S$ is injective, and its image is Zariski open in $K^S$. Therefore $\pi_S|_V$ is a birational equivalence, so there is a rational map $K^S \to V$. \qed

We are particularly interested in the case that $K^T = \mathbb{C}^{[n] \times [m]}$, the space of $n \times m$ matrices with complex entries, and $V$ is the set of $n \times m$ matrices with rank at most $r$ for some chosen nonnegative integer $r$. When $S \subseteq [n] \times [m]$ is completable to $V$, we say $S$ is completable to rank $r$. We call a point $A \in \mathbb{C}^S$ a partially filled matrix, or a partial filling of $S$. The set $S$ is referred to as the specified entries of the matrix because a choice of point $A \in \mathbb{C}^S$ specifies the values of these entries. The remaining entries $U = T \setminus S$ are the unspecified entries.

Definition 2.3. The generic completion rank of $S \subseteq [n] \times [m]$ is the lowest rank to which $S$ is generically completable. Similarly the generic completion corank of $S$, is $\min\{n, m\}$ minus the generic completion rank.
It is known that in general the lowest rank to which $S$ is generically completable over the real numbers may be higher than the generic completion rank. In other words, there may be generic points in $\mathbb{R}^S$ for which the only completions to the generic completion rank are not real. In fact, it may be that there are multiple Zariski dense sub sets of $\mathbb{R}^S$ with different minimum ranks to which $S$ can be completed.

**Definition 2.4.** The *typical ranks* of $S \subseteq [n] \times [m]$ are all integers $r$ for which there is a Zariski dense subset of $\mathbb{R}^S$ such that $r$ is the lowest rank to which $S$ can be completed over $\mathbb{R}$. In the same way we define the *typical coranks* of $S$ by $\min\{n, m\} - \text{typical ranks}$. 

Note that both the generic completion rank and the typical ranks depend not just on a set $S$ of pairs of integers, but also on the matrix size $T = [n] \times [m]$.

The following result was observed in [BBO18, Theorem 1.1] in context of ranks in projective geometry and in [BBS20, Proposition 2.8] from the matrix completion point of view.

**Theorem 2.5.** The typical ranks of $S \subseteq [n] \times [m]$ are consecutive integers, and the smallest is equal to the generic completion rank of $S$. 

**Example 2.6.** Let $S \subseteq [4] \times [4]$ be the set of the 12 off-diagonal entries. The generic completion rank of $S$ is 2 and generally there are 4 completions over the complex numbers. The typical ranks of $S$ are 2 and 3. Bernstein, Blekherman, and Sinn [BBS20, Example 3.1] give an example of a partially filled matrix $A \in \mathbb{R}^S$ for which all 4 completions to rank 2 are not real, and for which this also holds in an open ball around $A$.

We may interpret the entry set of an $n \times m$ matrix as the complete bipartite graph $K_{n,m} = [n] \times [m]$. A subset of the entries is a bipartite graph $G$ on the disjoint union $[n] \cup [m]$. Hence, we also identify the entry set of a matrix with its corresponding graph. The graph representation is convenient because generic completion and typical ranks are invariant under row and column permutations and transposition of the matrix. Therefore each case can be represented by an unlabeled bipartite graph. 

In what follows, we consider specific bipartite circulant graphs. Bipartite circulant graphs are bipartite graphs whose biadjacency matrix is a circulant graph, see [Mey12]. We focus on the following subset of those graphs.

**Definition 2.7.** Let $G$ be a bipartite graph on the disjoint union $[n] \cup [n]$, then denote by $G(n, k)$ the graph, where the edges of $G$ are $(i, i), (i, i + 1), \ldots, (i, i + k - 1)$ for each $i \in [n]$, with second index taken modulo $n$.

Note, that this definition differs from the one given in [BBS20, Section 5.3] for $G(n, k)$, but only by a cyclic column (or row) permutation. It is the same unlabeled bipartite graph. Our $G(n, k)$ is the complement of their $G(n, n-k)$.

**Example 2.8.** For a set of specified entries $G$ it is often easier to describe the set of unspecified entries, which is its *bipartite complement* $G^c = K_{m,n} \setminus G$. Note that $G(n, k)^c = G(n, n-k)$ up to a permutation of the vertex labels. Consider the unspecified entry set $G(n, 1)$. Its edges are the diagonal entries, $(i, i)$ for $i \in [n]$. The following are three types of diagrams representing this set: a bipartite graph; named specified entries and question mark unspecified entries in a matrix; and black and white dots representing specified and unspecified entries respectively.
The above bipartite graph represents any partially filled square matrix with one unspecified entry in each row and different columns, hence, up to interchanging rows, it is a matrix with all entries filled except for its diagonal ones. In what follows, we represent the entries of matrices by black and white dots corresponding to specified and unspecified ones, respectively. In future diagrams we sometimes omit the black dots, hence the specified entries.

Figure 3 gives another example with \( n = 7 \) and \( k = 3 \).

3. Unique typical ranks by unique completability

In this section we study when a set of unspecified entries admits a generically unique completion to certain minor conditions. This tool is used to bound the number of typical ranks, particularly in the case of a unique typical rank. We answer questions about \( G(n, 1)^c \) for both specific and general \( n \), leading to a characterization of partially filled square matrices with typical rank \( n - 1 \).

First we discuss the case when fixing \( S \), thus its partially filling \( A \), and adding a specific number of fully specified rows and columns to \( A \).

Lemma 3.1. Let \( U \subseteq [n] \times [m] \) and define \( S = ([n] \times [m]) \setminus U \) and \( S' = ([n+k] \times [m+k]) \setminus U \). Then the generic completion corank and typical coranks of \( S \) and \( S' \) are equal. Additionally, \( S \) is generically uniquely completable to corank \( r \) if and only if \( S' \) is.

Proof. Let \( A \) and \( A' \) be generic partial fillings of \( S \) and \( S' \) respectively that agree on \( S \) (either over the complex or real numbers). Then \( A' \) can be assigned the following block structure

\[
A' = \begin{bmatrix} A & B \\ C & D \end{bmatrix}.
\]

Using the Schur complement, \( A'/D = A - BD^{-1}C \), we know

\[
\text{rank}(A') = \text{rank}(D) + \text{rank}(A'/D).
\]

\( D \) is fully specified and generic, thus it has rank \( k \). Since \( BD^{-1}C \) is totally specified and generic, \( A'/D \) is also a generic partial filling of \( S \). Therefore the minimum ranks of completions of \( A \) and \( A'/D \) are equal. The completion of \( A \) to corank \( r \) is unique if and only if the completion of \( A'/D \) is unique.

Lemma 3.1 tells us that for a fixed set of unspecified entries, \( U \), the generic completion corank and the set of typical coranks of \( ([n] \times [n+k]) \setminus U \) do not depend on \( n \). In particular for square matrices, these coranks depend only on \( U \).

Definition 3.2. For a finite set of unspecified entries \( U \subseteq \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \), we will denote the generic completion corank and the set of typical coranks of \( ([n] \times [n]) \setminus U \) by \( \text{gcc}(U^c) \) and \( \text{tc}(U^c) \) respectively. Clearly, \( U^c \) coincides with the set of specified entries.
A dimension count shows that
\[ \text{gcc}(U^c) \leq \sqrt{|U|}. \]
By Theorem 2.5 it follows, that the typical coranks are also at most \( \sqrt{|U|} \). Similarly for a non-square matrix of size \((n + k) \times n\), the generic completion corank or a typical corank \( r \) of \( U^c \) satisfies the bound
\[ r(r + k) \leq |U|. \]

**Example 3.3.** A simple case where equality is met for \((n + k) \times n\) matrices is when \( U \) is a complete bipartite graph, \( K_{r+k,r} = [r+k] \times [r] \). Here \( U^c \) is generically uniquely completable to rank \( r \). However, the \( r \) unspecified entries need not be in the same columns for each of the \( r+k \) rows. The left side of Figure I shows the case where \( U = K_{4,4} \) in a \( 6 \times 6 \) matrix. \( \Box \)

The previous example can be seen as a consequence of the following.

**Proposition 3.4** (Corollary 4.2 of [BBS20]). If \( A \) is a generic complex or real matrix of rank \( r \), then the partially filled matrix \( B \) obtained by adding a partially filled column (or row) to \( A \) with at most \( r \) generically filled entries has a complex or real (resp.) completion to generic rank \( r \). If the number of filled entries is exactly \( r \), then the completion is unique.

In Corollary 4.2 [BBS20] the authors do not address the uniqueness of the completion. However, this fact follows easily by basic arguments from linear algebra, see also the example below.

**Example 3.5.** For \((n + k) \times n\) matrices with \( r \leq n \) let the unspecified set \( U \) be a bipartite graph with \( r+k \) vertices of degree \( r \) in the first bipartition, and the others of degree 0. Then \( U^c \) is generically uniquely completable to corank \( r \). \( \Box \)

For convenience of the reader we include a short proof of Example 3.5.

**Proof.** For \( S = [n + k] \times [n] \setminus U \), let \( A \in \mathbb{C}^S \) be a generic partially filled matrix. There are \( n-r \) rows of \( A \) with all entries specified. These rows span a generic dimension \( n-r \) subspace \( \Lambda \subseteq \mathbb{C}^n \). The remaining \( k+r \) rows have \( r \) unspecified entries arranged among \( r \) distinct columns. That is, each other row has \( n-r \) specified entries. By genericity, using linear algebra there is a unique completion of the row to \( \Lambda \). \( \Box \)

Now we state another, less obvious, example for square matrices whose entry set is generically uniquely completable.

**Corollary 3.6.** For \( k \leq n \), the set
\[ \{(i, j) \in [n] \times [n] \mid n - k + 1 < i + j \leq n + k + 1\} \]
of specified entries is generically uniquely completable to rank \( k \).

**Proof.** Define
\[ S_{n,k} = \{(i, j) \in [n] \times [n] \mid n - k + 1 < i + j \leq n + k + 1\}. \]
Fix the value of \( k \) and proceed by induction on \( n \). For \( n = k \), there are no unspecified entries so \( S \) is generically rank \( k \). For \( n > k \) let \( A \in \mathbb{C}^{S_{n,k}} \) be a partially filled matrix, and let \( B \) be the submatrix of the last \( n-1 \) rows and last \( n-1 \) columns. The set of specified entries of \( B \) are \( S_{n-1,k} \) after reversing the order of the rows and columns. By the induction hypothesis, \( B \) has a unique completion to rank \( k \). The last \( n-1 \) entries of the first column of \( A \) have \( k \) specified entries so they can be completed to be in the column span of the completion of
Figure 1. Black and white dots represent specified and unspecified entries respectively in a $6 \times 6$ matrix. Each case starts with a generic rank 2 matrix and a partially filled row or column is added one at a time with exactly 2 specified entries. Both sets of 16 unspecified entries are generically uniquely completable to corank $4 = \sqrt{16}$.

$B$. With those entries filled, the first row of $A$ has $k$ specified entries, and can be completed to be the row span of the partial filling of $A$. See the right side of Figure 1 for the case of $n = 6$ and $k = 2$.

Both Example 3.5 and Corollary 3.6 can be seen partially as consequences of Corollary 4.5 of [BBS20] as well. For this, recall the notion of a $k$-core from graph theory.

Definition 3.7. The $k$-core of a graph $G$ is the maximal connected subgraph of $G$ in which all vertices have degree at least $k$. Equivalently, it is one of the connected components of the subgraph of $G$ formed by repeatedly deleting all vertices of degree less than $k$.

In Example 3.5, the set of specified entries has empty $(n - r + 1)$-core, so the maximum typical rank is less than $n - r + 1$, meaning it has a real completion to corank $r$. In Corollary 3.6 the $(n - k + 1)$-core is empty. However, in each case we also show that the completion is unique.

The following is a corollary of Example 3.5.

Corollary 3.8. $S \subseteq [n + k] \times [n]$ has 0 as a typical corank if and only if the entries of $S$ include an $n \times n$ submatrix.

Proof. Let $A \in \mathbb{R}^S$ be a generic real partially filled matrix that includes a completely specified $n \times n$ submatrix. This submatrix has full rank, so any completion of $A$ has rank $n$. The other direction follows from Proposition 3.4.

The next result shows an explicit bipartite graph exhibiting two typical coranks.

Proposition 3.9. $\text{tc}(G(4, 1)^c) = \{1, 2\}$.

Proof. Example 3.1 of [BBS20] proves that for $4 \times 4$ matrices the typical coranks of $U^c$ are 1 and 2. This and Lemma 3.1 imply the statement for general square matrices.

By algebraic arguments we can deduce that an entry set $S$ is generically real completable to a complex variety $V$, if this is true for a subvariety of $V$.

Proposition 3.10. If $V$ is a complex variety with a subvariety $W$ cut out by real polynomials such that $S$ is generically uniquely completable to $W$, then $S$ is generically completable to $V$ over the reals.

Proof. Over $\mathbb{C}$, the Zariski closure of $\mathbb{R}^S$ is $\mathbb{C}^S$, so there is a generic point $p \in \mathbb{C}^S$ that is real. The vanishing ideal of $\pi_S^{-1}(p) \cap W$ is $(S - p) + \mathbb{I}(W)$ which has real generators. For a point
$q \in \pi_S^{-1}(p) \cap W$, the complex conjugate of $q$ is also in \( \pi_S^{-1}(p) \cap W \), but $q$ is unique so it must be real. Therefore $S$ is generically completable to $W$ over the reals. Any real completion of $S$ to $W$ is also a completion to $V$. \( \square \)

Note that in particular, every variety defined by the vanishing of minors is cut out by real polynomials, including matrix rank varieties.

For an $n \times m$ matrix $A$ and sets $P \subseteq [n]$ and $Q \subseteq [m]$, let $A^Q$ denote the submatrix of $A$ with column set $Q$, and $A_P$ the submatrix of $A$ with row set $P$. The submatrix $A^Q_P$ has column set $Q$ and row set $P$.

**Lemma 3.11.** Suppose that $S \subseteq [n] \times [m]$ is generically uniquely completable to rank $r$. Let $A \in \mathbb{C}^S$ be a generic partial filling of $S$, and $A'$ its unique completion to rank $r$. Then $A'$ is a generic rank-$r$ matrix. In particular, $A'^r$ is a generic $n \times r$ matrix.

**Proof.** By Proposition 2.2, the map from the variety of rank-$r$ matrices to $\mathbb{C}^S$ is a birational equivalence, thus the preimage of $A$ is a generic point on the variety. \( \square \)

We now turn our attention towards typical coranks of $G(n, 1)^c$. In [BBS20, Proposition 5.7] it is proved that $\text{gcc}(G(n, 1)^c) = \lfloor \sqrt{n} \rfloor$, which is the bound given by the dimension count. This is therefore the maximum typical corank. In Question 5.8 of the original version the authors ask whether 1 is always the minimum typical corank of $G(n, 1)^c$, which is true for $n \leq 4$. The subsequent proposition gives a negative answer for $n \geq 5$.

**Proposition 3.12.** $\text{tc}(G(5, 1)^c) = \{2\}$.

**Proof.** Let $V$ be the variety of $5 \times 5$ matrices with rank 3, and let $W$ be the subvariety of $V$ of matrices in which the first 3 columns are linearly dependent.

With $S = G(5, 1)^c$, let $A \in \mathbb{C}^S$ be a generic partially filled $5 \times 5$ matrix.

The submatrix $A^{\{1,2,3\}}$ has unspecified entries $(1, 1), (2, 2), (3, 3)$ so by Proposition 3.4 it has a unique completion to rank 2. Let $A'$ be the partially filled matrix obtained by this completion of $A^{\{1,2,3\}}$. Since $A'^{\{1,2,3\}}$ is a generic rank 2 matrix, the second and third columns form a generic $5 \times 2$ matrix. By Proposition 3.4, $A'^{\{2,3,4,5\}}$ can be uniquely completed to rank 3. The result is the unique completion of $A$ to $W$.

By Proposition 3.10, $G(5, 1)^c$ is generically real completable to corank 2. By a dimension count, $G(5, 1)^c$ cannot generically be completed to corank greater than 2. \( \square \)

**Remark 3.13.** The principle we want to emphasize in the proof of Proposition 3.12 is that a generic real partially filled matrix for $G(5, 1)^c$ has an infinite number (dimension 1) of complex completions to corank 2, but it is difficult to show that any of them are real. By constraining the problem by adding the extra dependence condition on the first three columns, the problem becomes easier. There is a unique complex completion that is clearly real.

Proposition 3.12 implies that 1 is never a typical corank of $U^c = G(n, 1)^c$ for $n \geq 5$ since adding additional diagonal entries to $U$ makes it strictly easier to complete to corank 2 over the reals. In fact we can now say the following.

**Corollary 3.14.** $\text{tc}(G(n, 1)^c) = \{2\}$ for $5 \leq n < 9$.

**Proof.** This follows directly from the above considerations and because the generic completion corank is 2 in these cases. \( \square \)
The generic completion corank of $G(9,1)^c$ goes up to 3. We do not know the full set of typical coranks for $n \geq 9$. Therefore it would be interesting to address the following question.

**Question 3.15.** Is 2 a typical corank of $G(9,1)^c$?

Experimental evidence suggests that the number of generic completions of $G(9,1)^c$ to corank 3 is probably 44 (compared to 4 generic completions of $G(4,1)^c$ to corank 2). The above question is equivalent to whether there are generic real partial fillings such that all completions are non-real.

For square matrices, we fully characterize the sets $U$ with $1 \in \text{tc}(U^c)$.

**Theorem 3.16.** Let $U$ be a set of unspecified entries. Then 1 is a typical corank of $U^c$ if and only if $U$ is in one of the following cases:

1. $|U| \geq 1$ and all entries are in the union of a single column and a single row.
2. $U = G(3,1)$.
3. $U = G(4,1)$.

**Proof.** If $U$ is in case (1) then for $n \times n$ matrices, there is an $(n-1) \times (n-1)$ fully specified submatrix. So $U^c$ cannot be completed to corank greater than 1. Since there is an unspecified entry, $U^c$ can always be completed to corank 1 over the reals. Therefore $\text{tc}(U^c) = \{1\}$.

If $U$ is in case (2), $U^c$ cannot generically be completed to corank 2 by a dimension count, so $\text{tc}(U^c) = \{1\}$.

If $U$ is in case (3), then $\text{tc}(U^c) = \{1,2\}$ by Proposition 3.9.

To prove that 1 is not a typical corank of $U^c$ in all other cases, we proceed according to $|U|$. If $|U|$ is 1, 2 or 3, then $U$ is in either case (1) or (2). For $|U| = 4$, consider the possibilities for how many unspecified entries share a single row or column. If there are three or more entries in one row or one column, then $U$ is in case (1). If each entry is in a unique row and column then $|U|$ is in case (3). Therefore we can assume that there is a row or column with exactly 2 entries. Without loss of generality, take these entries to be $(1,1)$ and $(2,1)$. If the remaining two entries are in the same row, $U$ is again in case (1), so assume they are $(a,b), (c,d)$ with $b,d \neq 1$ and $a \neq c$.

Let $A \in \mathbb{R}^{U^c}$ be an $n \times n$ generic partial filling. The submatrix $A^{(1)}^c$ has 2 unspecified entries, $(a,b)$ and $(c,d)$ in different rows, so by Proposition 3.4, it is real completable to rank $n-2$. Fixing these two entries to get $A'$, the $n \times (n-1)$ submatrix $A'^{(n-1)}^c$ has 2 unspecified entries $(1,1)$ and $(2,1)$, and the rows excluding the first two are generically independent. By Proposition 3.4, it can also be completed over the reals to rank $n-2$. By genericity, columns 1 and $n$ both are linearly dependent on the others, so the whole filled matrix has corank 2.

Next consider the case of $|U| \geq 5$. If all entries of $U$ are in distinct rows and columns, Proposition 3.12 shows that 1 is not a typical corank. Otherwise without loss of generality there is a row or column with at least 2 entries of $U$, and without loss of generality we can take them to be $(1,1)$ and $(2,1)$. Then either $U$ is in case (1) or there are two entries of $U$ not in column 1 and in different rows. In this case, as shown above, $U^c$ is generically real completable to corank 2.

Note that $U = G(4,1)$ is the only case where 1 is a typical corank but not the generic completion corank. It is the only set of unspecified entries $U$ with $\text{gcc}(U^c) \leq 2$ that has more than one typical corank. From the study above, we pose the following important questions for future research.
**Question 3.17.** Given $U$ with $gcc(U^c) = 3$, when is 2 a typical corank?

**Question 3.18.** Can we characterize the sets $U$ such that $2 \in tc(U^c)$?

### 4. Typical rank asymptotics

In this section we dive deeper into the study of real completions of circulant graphs. We specifically analyze generic real completability of $G(n, 1)^c$ and a certain subset of $G(n, k)^c$, which in turn yields answers for the general case $G(n, k)^c$ as well. This study leads to bounds on the growing rate of the generic ranks of $G(n, 1)$ and $G(n, k)$ for increasing $n$, and hence, also for its typical ranks.

We start by considering $G(n, 1)^c$.

**Proposition 4.1.** For each $r \geq 0$, $G(n, 1)^c$ is generically real completable to corank $r$ for all $n \geq (4^r - 1)/3$.

**Proof.** Let $c_r = (4^r - 1)/3$. For $n \geq c_r$, $G(c_r, 1) \subseteq G(n, 1)$. If $G(c_r, 1)^c$ is generically real completable to corank $r$, then $G(n, 1)^c$ is generically real completable to corank $r$. So it suffices to prove the case of $n = c_r$. Proceed by induction on $r$. For $r = 1$, a $1 \times 1$ matrix with unspecified entry set, $G(c_1, 1)^c$ is real completable to corank 1 by filling with a 0.

For $r \geq 1$, $c_{r+1}$ satisfies the recurrence relation $c_{r+1} = 4c_r + 1$. Let $A$ be a generic partially filled $c_{r+1} \times c_{r+1}$ matrix with unspecified entries $G(c_{r+1}, 1)$. It follows from Example 3.5 that the submatrix of the last $2c_r + 1$ rows, $A_{\{2c_r+1,...,4c_r+1\}}$ is uniquely completable to rank $2c_r$. Let $A'$ be the partial filling of $A$ with these entries filled. Since the filling of $A_{\{2c_r+1,...,4c_r+1\}}$ is unique, it is a generic rank $2c_r$ matrix, and its first $2c_r$ rows are generic. So $A'_{\{1,...,4c_r\}}$ is a generic partial filling of a $4c_r \times 4c_r + 1$ matrix. By Lemma 3.1, $A'_{\{1,...,4c_r\}}$ is real completable to rank $4c_r - r$ if and only if the Schur complement $B = A'_{\{1,...,4c_r\}}/A'_{\{2c_r+1,...,4c_r+1\}}$ is real completable to rank $2c_r - r$.

The submatrix $B_{\{c_r+1,...,2c_r+1\}}$ is uniquely completable to rank $c_r$ by Proposition 3.4, and the first $c_r$ columns are generic. Let $B'$ be the partial completion of $B$ with these entries filled. Again by Lemma 3.1, $B'_{\{1,...,2c_r\}}$ is real completable to rank $2c_r - r$ if and only if the Schur complement $C = B'_{\{1,...,2c_r\}}/B'_{\{c_r+1,...,2c_r\}}$ is real completable to rank $c_r - r$. Submatrix $C$ has unspecified entry set $G(c_r, 1)$, so it is real completable to rank $c_r - r$ by induction hypothesis.

Therefore $A$ is generically real completable to rank $4c_r - r$, which is corank $r + 1$. See Figure 2 for an illustration of the proof process. □

Proposition 4.1 recovers Proposition 3.12 for the case $r = 2$, by showing that $G(5, 1)^c$ is generically real completable to corank 2. The bound $c_2 = 5$ is tight since $G(4, 1)^c$ is not generically real completable to corank 2. For $r = 3$, we get that $G(n, 1)^c$ is generically real completable to corank 3 for $n \geq 21$, but this could be far from tight. The smallest $n$ for which $gcc(G(n, 1)^c) = 3$ is 9. The growth of $c_r$ is $O(4^r)$, while the growth of the smallest $n$ for which $gcc(G(n, 1)^c) = r$ is $O(r^2)$.

For $r > 1$, the completion process in the proof gives a unique completion of $G(c_r, 1)^c$ to a variety cut out by minors that is strictly contained in the variety of rank $r$ matrices. The generic fiber in the rank variety has positive dimension, for example in the $r = 3$ case the dimension is 12.
The submatrix of the last $2c_r + 1$ rows can be uniquely completed to rank $2c_r$. Removing the last row and applying Schur complement, the problem can be reduced to completing the top-left $2c_r \times (2c_r + 1)$ submatrix. The last $c_r + 1$ columns can be uniquely completed to rank $c_r$. Removing the last column and applying Schur complement, the problem can be reduced to completing the top-left $c_r \times c_r$ submatrix. This submatrix, $G(c_r, 1)^c$, is completable to corank $r$ so the entire matrix is completable to corank $r + 1$.

We generalize Proposition 4.1 to the case of $G(n, k)^c$ for $k \geq 1$. In order to do so, for $0 < k \leq n + 1$ define

$$G'(n, k) = \{ (i, j) \in [n] \times [n] \mid i \leq j < i + k \}.$$ 

Note that $G'(n, k) \subseteq G(n, k)$. Figure 3 shows the case $n = 7$ and $k = 3$.

The number of unspecified entries in $G'(n, k)$ is $nk - k(k - 1)/2$ and this holds even for $n = k - 1$. In the particular case of $n = k - 1$ we have the following lemma.

**Lemma 4.2.** For any $k \geq 1$, $G'(k - 1, k)^c$ has $\lfloor k/2 \rfloor$ as its only typical corank.

**Proof.** The statement follows from the fact that the unspecified entries include a $\lceil k/2 \rceil \times \lceil k/2 \rceil$ block, and the specified entries include a $\lfloor k/2 \rfloor \times \lfloor k/2 \rfloor$ block. \qed
Proposition 4.3. For $k \geq 1$ and $m \geq 0$, $G'(n,k)^c$ is generically real completable to corank $\lceil k/2 \rceil + mk$ for all $n \geq ((4k-3)4^m - k)/3$.

Proof. We follow the proof strategy of Proposition 4.1. Let $c_m = ((4k-3)4^m - k)/3$. As above, it suffices to prove the case of $n = c_m$. Proceed by induction on $m$. For $m = 0$, $c_0 = k - 1$. As shown above, $G'(k-1,k)$ can be generically real completed to rank $\lceil k/2 \rceil$.

By a row and column permutation, $G'(4c_m + k,k)$ can be expressed as

$$S = G(4c_m + k, k) \setminus \{(i,j) \mid i > c_m \text{ and } j \leq c_m\},$$

(see Figure 5).

The induction hypothesis is that $G'(c_m, k)$ is generically real completable to corank $r = \lceil k/2 \rceil + mk$. Let $A$ be a generic partially filled $c_{m+1} \times c_{m+1}$ matrix with unspecified entries $S$. It follows from Proposition 3.3 that the submatrix of the last $2c_m + k$ rows is uniquely completable to rank $2c_m$. Let $A'$ be the partial filling of $A$ with these entries filled. Removing the last $k$ rows, $A'_{\{1, \ldots, 4c_m\}}$ is a generic partial filling of an $4c_m \times (4c_m + k)$ matrix. By Lemma 3.1, $A'_{\{1, \ldots, 4c_m\}}$ is real completable to rank $4c_m - r$ if and only if $B = A'_{\{c_m+1, \ldots, 4c_m\}}/A'_{\{2c_m+1, \ldots, 4c_m+k\}}$ is real completable to rank $2c_m - r$.

The submatrix $B'_{\{c_m+1, \ldots, 2c_m+k\}}$ is uniquely completable to rank $c_m$ by Proposition 3.4 and let $B'$ be the partial completion of $B$ with these entries filled. Again by Lemma 3.1, $B'_{\{1, \ldots, 2c_m\}}$ is real completable to rank $2c_m - r$ if and only if the Schur complement $C = B'_{\{1, \ldots, 2c_m\}}/B'_{\{c_m+1, \ldots, 2c_m\}}$ is real completable to rank $c_m - r$. Submatrix $C$ has unspecified entry set $G'(c_m,k)$, so it is real completable to rank $c_m - r$.

Therefore $A$ is generically real completable to rank $4c_m - r$, which is corank $r + k$. See Figure 5 for an illustration of the proof process. \qed

Corollary 4.4. For any $r \geq 0$ and $k \geq 1$, $G'(n,k)^c$ and $G(n,k)^c$ are generically real completable to corank $r$ for $n$ sufficiently large.

In the search for examples with many typical coranks, [BBS20] suggests that perhaps for some fixed $k$, $G(n,k)$ might have the same minimum typical corank for all $n \gg 0$, even as the generic completion coranks grow. However, the above corollary shows that this is not the case. Still, the lower bound we get for the minimum typical rank grows slower in $n$ than the generic completion corank, so it does not rule out increasingly many typical coranks.

For the specific case of $n = 6$ and $k = 2$ we get the following typical corank.
Figure 6. The left matrix has typical coranks \{1, 2\}. The right matrix has typical ranks \{2, 3\}. These typical coranks and ranks respectively remain constant for the generalizations to any size matrices. Black and white dots represent specified and unspecified entries respectively.

**Proposition 4.5.** \(\text{tc}((G(6, 2))^c) = \text{tc}((G'(6, 2))^c) = \{3\} \).

*Proof.* By Proposition 4.3, \(G'(6, 2)^c\) is generically real completable to corank 3, and then so is \(G(6, 2)^c\). Since \(|G'(6, 2)| = 11 < 4^2\), \(G'(6, 2)^c\) cannot be generically completed to corank 4. Similarly for \(G(6, 2)^c\). \(\square\)

More generally, \(G(n, 2)^c\) does not have typical corank 2 for any \(n \geq 6\). This gives a negative answer to Question 5.5 of [BBS20], which asks if 2 is a typical corank of \(G(8, 2)^c\). It is easy to check that \(\text{tc}(G(4, 2)^c) = \{2\}\). In between, \(G(5, 2)^c\) has generic completion corank 3, but whether it can be generically completed to corank 3 over the reals remains open.

**Question 4.6.** What is \(\text{tc}(G(5, 2)^c)\)?

A first step towards answering this question may be to take a different point of view. This problem translates nicely to the subsequent question rooted in Schubert calculus: Given 5 planes in \(\mathbb{P}^2\) in general position, is there a plane that intersects all of them? If the answer to that question would be affirmative, then it is possible to complete \(G(5, 2)^c\) generically to rank 2 over the reals, i.e., \(\text{tc}(G(5, 2)^c) = \{3\}\).

Following the result that \(\text{tc}(G(4, 1)^c) = \{1, 2\}\), a question is whether there are examples with typical coranks \(\{n, n+1\}\) for any \(n \geq 1\), or typical ranks \(\{n, n+1\}\) for any \(n \geq 2\). The answer to both is yes. The first answer follows immediately from Lemma 3.1. By keeping the unspecified entries as \(G(4, 1)\) and growing the size of the matrix, the typical coranks remain \(\{1, 2\}\).

A family of examples answering the second question is also easy to construct. For \(n \geq 1\), let the unspecified entries of an \((n + 3) \times (n + 3)\) matrix be

\[
U = \{(3, \ldots, n + 3) \times \{3, \ldots, n + 3\} \setminus \{3, 4\} \times \{3, 4\}\} \cup G(4, 1).
\]

If a generic partial filling has the top left \(4 \times 4\) submatrix real completable to rank 2, then the remaining rows can be uniquely completed to be in the row span, and similarly for the remaining columns. On the other hand, if the \(4 \times 4\) submatrix can only be real completed to rank 3, then the matrix cannot be completed to rank 2, so the 3 is also a typical rank. See Figure 6 for an example of each with \(7 \times 7\) matrices.

We prove however that \(G'(5, 2)^c\) exhibits both 2 and 3 as typical coranks.

**Proposition 4.7.** \(\text{tc}(G'(5, 2)^c) = \{2, 3\}\).
Proof. Let $A$ be the generic partial filled $5 \times 5$ matrix with unspecified entries $G'(5, 2)$. To complete $A$ to rank 2, all $3 \times 3$ minors must vanish. Since $A_{\{1,2,3\}}^{\{3,4,5\}}$ has only one unspecified entry, the minor condition uniquely specifies entry $(3, 3)$. Let $A'$ be the partial filling with $(3, 3)$ specified. The $4 \times 4$ submatrix $B = A'_{\{1,3,4,5\}}^{\{1,2,3,5\}}$ has four unspecified entries along the diagonal. Because the choice of entry $(3, 3)$ depends on values that do not appear in $B$, $B$ is generic. By Example 3.1 of [BBS20], $B$ has typical ranks 2 and 3.

Suppose that $B$ is completed to rank 2. Then the remaining two unspecified entries of $A'_{\{1,2,3,5\}}^{\{1,2,3,5\}}$ can be chosen so that is has rank 2, and similarly for $A'_{\{1,3,4,5\}}^{\{1,2,3,5\}}$. Since $\det A'_{\{1,2,3\}}^{\{3,4,5\}}$ vanishes, the resulting completion has rank 2. If instead $B$ is completed to rank 3, $A$ can only be completed to rank 3. □

Using the same argument, Proposition 4.7 can be generalized to show that for $H = G(n + 3, n) \setminus E$, where $E$ is an appropriately chosen set of $n − 1$ entries, $tc(H^c) = \{n, n + 1\}$ for all $n \geq 3$. This gives another family of examples with increasing pairs of typical coranks.

5. Discussion

Every example so far of an entry set with more than one typical corank has the property that for a generic real partial filling, the number of complex completions to some typical corank $r$ is finite, or at least one of the entries has only a finite number of values in the set of completions. We have very few examples to draw a pattern from, but it still raises the question of whether this always holds.

Question 5.1. Is there an unspecified entry set $U \subseteq [n] \times [n]$ with the property that for a generic real partial filling, every entry in $U$ has an infinite number of possible complex values in the set of completions to corank $r$, but there are no real completions?

If the answer is no, then three or more typical coranks is impossible.
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