The numerical scheme splitting along the coordinates (NSS-method) in models of hydrocarbon migration based on Darcy flow concept and the mass conservation law
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Abstract One of the most sophisticated and significant stages of basin modelling is hydrocarbon (HC) migration. In order to scrutinize this issue, it is expedient to utilize already available numerical reservoir simulation tools. Such tools are typically based on the Darcy flow model and are used to identify the structural features of the formation and estimate the production profile. Likewise, the migration of HCs can also be modelled allowing to clarify the possible location of HC deposits with higher accuracy. Despite all the advantages of this approach, there are some significant drawbacks, including the long computational time required to simulate the hydrodynamic process of HC migration. This issue cannot always be resolved by increasing computational power due to its technological scarcity. Thus, the authors suggest using a method of the numerical scheme splitting along the coordinates (further called NSS-method), allowing to significantly reduce the computational time when modelling HC migration. Explicit and implicit numerical models are created and scrutinized for the purpose of this research. The validity of these models is verified by their comparison with the available analytical solutions and by analyzing the stability of numerical schemes. As a result, the influence of NSS-method on the calculation accuracy was insignificant, allowing to decrease the computational time and number of time steps approximately by three orders of magnitude and 300 times, respectively.
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1 Introduction

Geophysics and reservoir characterization are widely used in the extraction of HCs, allowing to identify the possible location of oil reservoirs and to clarify the structural features of a trap. However, a more in-depth analysis requires scrutinizing the geological processes in sedimentary basins. This can be achieved using basin modelling, consisting of an integrated framework of different phenomena, such as rock deposition and compaction, multiphase flow during HC migration and accumulation, as well as heat flow and phase composition analyses (Al-Hajeri et al 2009 [1]). One of the crucial and most sophisticated processes in basin modelling is petroleum migration, which is responsible for the HC accumulation inside the reservoir (Allan 1989 [2]; Catalan et al 1992 [10]; Thomas and Clouse 1995 [29]; Hantschel et al 2000 [17]; Schowalter 1979 [25]; Karlsen and Skeie 2006 [20]).

According to Hantschel and Kauerauf (2009 [16]), the concepts of primary, secondary and tertiary migration are not subdivided in the basin modelling. Thus, the process of migration can be generalized and defined as the flow of HCs in the free pore space. Such phenomenon is caused by buoyancy force and capillary attraction. The buoyancy force leads to the gravity segregation allowing upward movement of HCs along a ‘carrier bed’ from the source area to the trap. The existence of capillary imbibition leads to transport resistance and...
also results in the formation of the transition zone (Aziz and Settari 1979 [4]; Jackson et al 2005 [18]). The migration intensity depends upon the formation inclination, which is insignificant and typically varies in the range of several degrees (Chapman 2000 [11]; Siddiqui and Lake 1992 [27]; Bedrikovetsky et al 2001 [6]). Therefore, the typical migration time is comparable with geological timescales (England et al 1987 [14]).

Several factors complicate numerical simulation of HC migration, including its uncertain nature and extensive computing effort required. Different approaches exist to troubleshoot these issues, among them are map-based flowpath technique, invasion percolation and hybrid methods (Hantschel and Kauerauf 2009 [15]). These approaches have been developed as numerical algorithms using Darcy flow models are often too complex to be computed under acceptable times. Even considering small geological deposits, computational time appears too high and, thus, unreasonable. Notably, map-based flowpath technique and invasion percolation method are based on the crude flow approximations leading to a significantly higher error compared to the Darcy flow models (Luo 2011 [23]; Carruthers 2003 [9]).

Clearly, the conventional laws of multiphase fluid dynamics might be applied in order to investigate the phenomenon of HC migration (Aziz and Settari 1979 [4]; Chen et al 2006 [12]; Lake 2007 [22]). This can be accomplished using the well-developed instruments of numerical reservoir simulation. According to the above discussion, it is essential to investigate and develop methods allowing to reduce the required computational time when simulating the process of HC migration with the usage of the most accurate Darcy flow models. Therefore, the authors propose implementing NSS-method to accomplish this goal with an insignificant impact on the accuracy of the final results.

A brief description of the following sections is listed below. Section 2 presents the physico-mathematical model which consists of two conventional integral equations, corresponding initial and boundary conditions, and their numerical representations. Besides, geometric characteristics, fluid properties and a description of NSS-method are provided. Section 3 lists the obtained results, Sect. 4 discusses the main findings of this study, while Sect. 5 summarizes the main conclusions based on these findings.

2 Description of the calculation model and properties of fluids

2.1 Physico-mathematical model

The primary research objective of the paper aims to optimize the conventional algorithms for numerical simulation of hydrodynamic aspects of oil migration (Hantschel and Kauerauf 2009 [15]). The utilized physical model is represented by two-phase (water and oil) transport in porous media. Main assumptions neglect water, oil and reservoir compressibility, oversee tectonic deformations, and include the homogeneous reservoir rock and constant fluids viscosity. For the above phenomena, the physico-mathematical model corresponds to the following system of Equations (Aziz and Settari 1979 [4]; Bear 2013 [5]; Dullien 2012 [13]; Jamal et al 2006 [19]; Lake 2007 [22])

\[ \int \frac{\partial \phi S_j v_j}{\partial t} dV + \oint \phi S_j v_j d\Omega = 0, \]

\[ \phi S_j v_j = -\frac{k_j}{\mu_j} \nabla (P_j - \rho_j g x), \]

\[ S_w + S_o = 1, \]

\[ P_c = P_o - P_w, \]

\[ P_w(x, 0) = P_w^{ini}, S_w(x, 0) = S_w^{ini}, \]

\[ \phi S_j v_j = 0 \text{ on } \Gamma, \]

where \( j = w \) (water), \( o \) (oil), \( \phi \) – porosity, \( \rho \) – density, \( S \) – saturation, \( v \) – velocity, \( k \) – relative permeability, \( \mu \) – dynamic viscosity, \( P \) – reservoir pressure, \( t \) – time, \( V \) – volume, \( \Omega \) – surface, \( P_c \) – the pressure difference is given by the capillary pressure.

Considering the above formulas, (1) describes the conservation of mass law, while (2) represents empirical Darcy’s equation. Additional algebraic relations (3) and (4) are the initial and boundary conditions, respectively. Despite the impervious boundary is used, an oil influx is modelled by fixing the saturation value in the defined region. Such peculiar approach allows avoiding the contradiction between the amount of oil leaking and intensity of capillary to gravity driven imbibition.

For numerical simulation, it is convenient to convert the presented mathematical model (1–4) to the single Eq. (11), containing only one variable \( S_w \). An analogous mathematical formalism was firstly introduced by Rapoport et al (1953 [25]). Several following mathematical transformations are required to implement such an approach

\[ \phi S_w v_w \frac{\mu_w}{k_w} - \phi S_o v_o \frac{\mu_o}{k_o} = k \nabla (P_c + (\rho_w - \rho_o) g x), \]
\[ \phi S_w v_w + \phi S_o v_o = 0. \]  \tag{8}

Equation (7) is obtained by the combination of relations (2), whereas Eq. (5) represents the effect of only capillary and gravity forces. According to Eq. (6), the only interpenetrating flow of phases is possible.

Expression (9) is derived from the above relations and denotes the velocity of water. Substituting Eq. (9) into Eq. (1) yields the target expression (11).

\[ \phi S_w v_w = \psi k \nabla (P_c + (\rho_w - \rho_o) g x), \]  \tag{9}

where function \( \psi \) specifies the relative mobility of phases to each other and is shown below:

\[ \psi = \frac{k_w \mu_w}{k_o \mu_o} + \frac{k_w}{k_o}. \]  \tag{10}

This research also aims to compare implicit and explicit numerical solution schemes. For this purpose, both schemes were implemented. Thus, Eqs. (12) and (13) express the implicit and explicit finite difference equations (2), whereas Eq. (8) represents the effect of only capillary and gravity forces. According to Eq. (8), the maximum allowable time step is obtained obeying the relation (3), and increases as the system approaches the equilibrium state and vice versa. The value of TSM is equalized for both explicit and implicit schemes for the equilibrium of the implicit and explicit schemes. The geometrical characteristics of the one-dimensional and two-dimensional models are shown in Table 4. At the initial moment of time, the water saturation is the same for the whole thickness of all one-dimensional models and equal to 0.5. Hence, the volume of oil and water in the reservoir is equal.

The number of cells is reduced to one of the one-dimensional cases to analyze the stability of numerical solutions and oscillations of the explicit scheme. Consequently, the number of grid blocks is decreased ten times for a better representation of the obtained results (Fig. 3). Thus, the height of the column is modified from 10 meters to 1 meter.

\[ \frac{\alpha}{\Delta t} \nabla_{S,1}S_{d} + \sum_{\Delta t} \beta \nabla_{S,1}S + \gamma \Delta_{S}S + \sum_{n} \delta = 0, \]  \tag{12}

\[ \alpha \frac{\Delta t}{\Delta t} \nabla_{S,1}S + \sum_{\Delta t} \beta \nabla_{S,1}S + \sum_{n} \delta = 0, \]  \tag{13}

The averaging operator in the cases of \( \Phi \) and \( \nabla \) denotes the upstream weighting (Lake 2007 [22]), in other cases the arithmetic mean is calculated. In both circumstances, averaging is conducted within grid blocks having a common current surface element \( \Delta \Omega \). The utilized approach of obtaining finite difference equations is widespread and described, for instance, by Aziz and Settari (1979 [1]).

The primary purpose of one-dimensional calculations is to validate and scrutinize the applied research methodology. Two-dimensional calculations are used to investigate the effectiveness and applicability of NSS-method, and analyze the convergence to numerical equilibrium of the implicit and explicit schemes. The geometrical characteristics of the one-dimensional and two-dimensional models are shown in Table 4. All constant fluid and rock parameters are listed in Table 1. The capillary pressure and two-phase relative permeability curves, as the linear functions of water saturation, are provided in Figs. 1a and 1b, respectively.

The primary purpose of one-dimensional calculations is to validate and scrutinize the applied research methodology. Two-dimensional calculations are used to investigate the effectiveness and applicability of NSS-method, and analyze the convergence to numerical equilibrium of the implicit and explicit schemes. The geometrical characteristics of the one-dimensional and two-dimensional models are shown in Table 1. All constant fluid and rock parameters are listed in Table 1. The capillary pressure and two-phase relative permeability curves, as the linear functions of water saturation, are provided in Figs. 1a and 1b, respectively.

The maximum allowable time step is obtained multiplying the maximum allowable time step by TSM, which is artificially introduced to the numerical scheme. The maximum allowable time step is obtained obeying the relation (3), and increases as the system approaches the equilibrium state and vice versa. The value of TSM is equalized for both explicit and implicit schemes for the calculations depicted in Fig. 4.

Two-dimensional calculations are illustrated in Figs. 5 and 6 and correspond to the cross-sectional grid system. Such calculations describe the process of oil migration in the rectangular reservoir which is inclined to the horizontal surface.
2.3 Justification of numerical scheme splitting (NSS-method)

Natural geological reservoirs typically possess some common geometrical characteristics. Along the sedimentary bedding, the reservoir size is several orders of magnitude greater than in the vertical direction. The influence of gravity is substantially stronger in the case of vertical flow due to the low inclination of the beds towards the horizon. Consequently, it is assumed that the characteristic time required to achieve capillary-gravity equilibrium in the vertical plane is significantly lower than along the sedimentary deposition.

This approach allows solving finite-difference equations considerably reducing the computational time. Notably, the NSS-method represents a trivial modification of the conventional finite-difference method typically applied when modelling transport in porous media. Such modification is implemented as follows: for a time step which is multiple to a certain integer nu-
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Fig. 3 Capillary to gravity driven imbibition in one-dimensional case at $7 \cdot 10^4$ sec.: (a) vertical water saturation profile at different times; (b) oscillations of the explicit scheme depending on TSM magnitude.
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Fig. 4 Time step magnitude of the explicit and implicit schemes depending on: (a) migration time; (b) number of time steps.

The vertical flow is assumed to be negligible. Thus, the vertical permeability equals to zero in corresponding time step. The aforementioned integer number is further called ‘the degree of splitting’.

To prove the appropriate convergence of the described approach, the root-mean-square deviation of saturation is researched, showing the difference between the conventional calculation and the implemented NSS-method.

$$\sigma = \sqrt{\frac{1}{N} \sum_{\text{cell}} \left( \frac{2\tilde{S}_o - S_o}{S_o + \tilde{S}_o} \right)^2}, \quad (17)$$

where $N$ – number of cells, $\tilde{S}_o$ – result of conventional simulation.
Table 1 Petrophysical properties

| Parameter         | Value             |
|-------------------|-------------------|
| Porosity          | 0.2               |
| Permeability (X)  | $10^{-12}$ m$^2$  |
| Permeability (Y)  | $10^{-13}$ m$^2$  |
| Density (oil)     | 800 kg/m$^3$      |
| Density (water)   | 1000 kg/m$^3$     |
| Viscosity (oil)   | $10^{-5}$ Pa·s    |
| Viscosity (water) | $5 \cdot 10^{-5}$ Pa·s |

Table 2 Geometry

One-dimensional

| Parameter            | Value     |
|----------------------|-----------|
| Depth (Y)            | 10 m      |
| Number of grid cells | 40        |
| Block dimensions     | (X, Y, Z) | 0.5, 0.25, 1 m |

Two-dimensional

| Parameter            | Value     |
|----------------------|-----------|
| Lenth (X)            | $10^4$ m  |
| Depth (Y)            | 10 m      |
| Inclination          | 0.1 deg   |
| Number of grid cells | 1881      |
| Block dimensions     | (X, Y, Z) | 100, 0.5, 1 m |

2.4 Numerical schemes and NSS-method validation

The investigated NSS-method, and implemented implicit and explicit schemes are validated by comparing the results of numerical simulations with available analytical solutions. Both cases of gravity segregation and capillary imbibition have independent analytical solutions which can be found in Mayer (2001 [24]) and Kashchiev et al (2003 [21]), respectively (Fig. 2). Bedrikovetsky and Maron (1986 [8]), and Bedrikovetsky (2013 [7]) deeply researched the analytical solutions in this branch of fluid dynamics.

Figures 3 and 4 depict the stability of the numerical schemes. The dependence of one-dimensional solutions on the magnitude of TSM is analyzed to select the appropriate TSM value, which in this particular case equals to 0.01 (Fig. 3). This allows achieving the appropriate calculation accuracy, despite having the numerical oscillations of the explicit scheme (Fig. 4). The effect of the proposed NSS-method on the results of two-dimensional calculations is provided in Fig. 7. The efficiency of such approach in reducing the computational time is verified in Fig. 8.
3 Results

The presented results are obtained using the numerical simulation methods described above by implementing explicit or implicit numerical schemes. Furthermore, two-dimensional calculations are conducted using NSS-method. Likewise, for the physico-mathematical model presented, there are two analytical, transient, one-dimensional solutions. These two solutions are scrutinized and compared with the proposed numerical solutions (Fig. 7).

Considering the analytical solution comprising gravitational segregation, the capillary force is neglected, therefore, $P_c = 0$. For the sake of comparison, the relative phase permeability curves are chosen to be the same as in the implemented numerical two-dimensional solutions (Fig. 1b). Additionally, the porosity and permeability values are 0.25 and 10 (md), respectively.

Regarding the analytical solution containing capillary imbibition, the capillary pressure function has a complex dependence on saturation which is described by $P_c = -0.4 \ln S_w$ (MPa). Relative phase permeability curves can be found using the following formulas: $k_{rw} = 0.2 S_w^4$ and $k_{ro} = 0.25 (1 - S_w)^4$. The porosity and permeability values are equal to 0.3 and 20 (md), respectively. All the above parameters and mathematical relations are taken from Kashchiev et al (2003 [21]).

One-dimensional calculations demonstrate the stability of the proposed numerical schemes (Fig. 3). The results of the explicit and implicit schemes coincide when a TSM is set at 0.01 and 0.449, respectively. Figure 3a represents the saturation profiles obtained by the implicit and explicit schemes at different moments in time. Figure 3b depicts the results obtained from the same model as in Fig. 3a, but using only an explicit scheme at time $7 \cdot 10^4$ sec., and the different values of TSM.

The calculations presented in Fig. 4 are performed with a reduced number of grid blocks in order to accelerate the convergence to the equilibrium state. A significantly smaller number of grid blocks allows observing the numerical oscillations using an explicit scheme without averaging the results. Figures 4a and 4b demonstrate the change of the time step magnitude during the calculation.

Considering two-dimensional cases, no-flow boundary conditions are used. To simulate the migration of oil, the following two methods are utilized. The first one...
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The results of all two-dimensional calculations with the usage of NSS-method and without it are being compared. Figure 7 represents the dependence of the root-mean-square deviation on the degree of splitting. This dependence is presented for both finite-difference schemes and both cases (with oil source and without it). The relationship between the number of time steps and the degree of splitting is presented in Fig. 7b for two values of TSM 0.01 and 0.5, and for both numerical schemes.

Additional calculations are carried out to verify the efficiency of NSS-method. Figures 8a and 9 show the dependence of the calculation time on the degree of splitting. Figure 8a represents the case where the oil source is considered, while in Fig. 9, the oil source is neglected. Besides, the results with a different value of TSM are presented. The calculation times for the case accounting for the oil source and without it, with no NSS-method usage are equal to 3 · 10^2 (sec) and 5 · 10^2 (sec), respectively. Notably, the calculation time is comparable for the explicit and implicit schemes with TSM value 0.01 and 0.5, respectively.

4 Discussion

The obtained results, which have been listed in the previous sections, are discussed below. Since various models are compared and analyzed, the simplest fluid characteristics are chosen for convenience (Fig. 1). The relative phase permeability functions are symmetric and have a linear dependence on saturation. However, the function \( \psi \) is nonlinear and non-symmetric because of the difference in water and oil viscosity (Fig. 1b). Additionally, residual water and oil saturation are absent (Fig. 1b), whereas the capillary pressure function has a linear form (Fig. 1b).

Numerical diffusion becomes vivid comparing the analytical and numerical solutions (Fig. 2). The results of both explicit and implicit solutions coincide before the curve slope changes rapidly at water saturation values around 0.75. The discrepancy between the results in the region of a sharp curve inflexion is a consequence of the numerical diffusion and can be minimized by reducing the size of the calculated grid blocks. Hence, these deviations between the numerical and analytical models are accepted to be appropriate.

Consequently, the results of one-dimensional calculations are illustrated. Figure 3 shows that the implicit scheme is more stable in comparison with the explicit scheme. Notably, the explicit scheme undergoes numerical oscillations as TSM increments, the magnitude of

---

**Fig. 7** (a) Root-mean-square deviation of the results obtained using NSS-method from conventional ones (explicit and implicit schemes). (b) Time steps quantity depending on the degree of splitting. Number of time steps with no splitting: 22 · 10^5 with 0.5 time step multiplier and 740 · 10^5 with 0.01 time step multiplier.
the oscillations increases accordingly, making the explicit scheme stable only for a small value of the time step. In our case, the numerical oscillations disappear when the value of TSM is in the range of 0.01 or less.

The critical peculiarity distinguishing the explicit and implicit schemes for one-dimensional cases is shown in Fig. 4. The full numerical capillary gravity equilibrium in the one-dimensional reservoir can be achieved for an implicit scheme, where a time step growth is restricted only by the computational precision. Regarding the explicit scheme, the time step magnitude does not increase sufficiently while oscillating, which means that the full numerical equilibrium is not reached. One of the main aims of this research is to evaluate the possibility of the full numerical equilibrium in a two-dimensional case, utilizing the implicit scheme. The answer to this question is presented at the end of this section.

It is also essential to prove the applicability of NSS-method. Its efficiency is exemplified using two-dimensional calculations. The influence of this method on the accuracy of the calculations is shown in Fig. 7a. The dependence of the root-mean-square deviation on the degree of splitting is hyperbolic. After a certain degree of splitting, the deflection curve becomes practically parallel to the horizontal axis. The closest convergence is observed in the absence of the oil source when the explicit scheme is implemented. The value of the root-mean-square deviation is insignificant and is assumed to be acceptable for both implicit and explicit cases, either with the oil source or without it.

Figure 7b shows how NSS-method reduces the number of time steps. If the conventional method is implemented, the number of time steps for TSM equal to 0.01 reaches $740 \cdot 10^5$. As the suggested algorithm is utilized with the degree of splitting equal to 10, the number of time steps $2 \cdot 10^5$ decreases approximately by 300 times and clearly shows the method efficiency. A similar effect is observed for a TSM of 0.5.

Figure 8 shows the efficiency of NSS-method in reducing the calculation time. For instance, in the absence of the oil source and using the implicit scheme with TSM equal to 0.5, the calculation time with no splitting is equal to $17 \cdot 10^5$ sec., while with NSS-method and the splitting degree of 10, the calculation time decreases by three orders of magnitude, reaching 20 sec.

Unlike in implicit 1D case (see Fig. 4), when considering both implicit and explicit 2D cases, the time step does not increase significantly during the numerical simulations, but rather oscillates in the close proximity to the average value. Such phenomenon occurs as the both numerical 2D schemes do not equilibrate.

Considering the two-dimensional case (Figs. 5 and 6), when modelling the process of migration, the full numerical equilibrium does not occur for both schemes in contrast to a one-dimensional case, where it can be reached using the implicit scheme. Thus, as it was mentioned above, the computational time remains considerably high, as the absence of numerical equilibrium does not allow increasing the time step.

![Fig. 8 Computational time depending on the degree of splitting for different TSM (explicit and implicit schemes): (a) case with an oil source; (b) case with uneven initial oil distribution.](image-url)
It is worth noting that full numerical equilibrium can be achieved in the case when the capillary gravity segregation between the fluids inside the reservoir is completed. However, such steady condition is described by the stationary Eq. (11) (with no time-dependent first term), which has a trivial analytical solution.

5 Conclusion

The concluding section summarizes the results of the study and lists the main conclusions and findings of this paper. The main aim of this research was to ensure the applicability and operational efficiency of the developed NSS-method. Comparison of various numerical models describing migration of HCs was undertaken. Besides, the influence of the NSS-method on the numerical results was considered.

The comparison of different numerical schemes and models leads to the following conclusions:

1. In the case of one-dimensional calculations, when modelling a capillary gravity segregation, the implicit scheme reaches the full numerical equilibrium, while the explicit scheme does not equilibrate.
2. In the two-dimensional case, when modelling a migration process, the full numerical equilibrium is not achieved for both explicit and implicit schemes under consideration.
3. The explicit and implicit schemes can be used for migration modelling. However, application of the explicit scheme is limited due to its instability and only possible when certain criteria are picked up for particular conditions. Thus, the implicit scheme remains more preferable, since it is not sensitive to computational parameters.
4. The efficiency of NSS-method is proven for all considered two-dimensional cases in the presence or absence of oil source for both numerical schemes. The investigated method might reduce the estimated computational time up to three orders of magnitude with practically no effect on the accuracy of the final results.
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