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ABSTRACT
Streaming 360° video demands high bandwidth and low latency, and poses significant challenges to Internet Service Providers (ISPs) and Mobile Network Operators (MNOs). The identification of 360° video traffic can therefore benefit fixed and mobile carriers to optimize their network and provide better Quality of Experience (QoE) to the user. However, end-to-end encryption of network traffic has obstructed identifying those 360° videos from regular videos. As a solution this paper presents 360NorVic, a near-realtime and offline Machine Learning (ML) classification engine to distinguish 360° videos from regular videos when streamed from mobile devices. We collect packet and flow level data for over 800 video traces from YouTube & Facebook accounting for 200 unique videos under varying streaming conditions. Our results show that for near-realtime and offline classification at packet level, average accuracy exceeds 95%, and that for flow level, 360NorVic achieves more than 92% average accuracy. Finally, we pilot our solution in the commercial network of a large MNO showing the feasibility and effectiveness of 360NorVic in production settings.
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1 INTRODUCTION
Mobile video streaming has been dominating the data traffic growth over the years accounting for over 75% of global data traffic in 2020 [22]. Recent advancements in networking and multimedia technologies have paved the way for pervasive accessibility of immersive video streaming, a.k.a. 360° videos. Online streaming of immersive content is increasingly getting popular, and is now widely available on popular video streaming platforms such as YouTube (YT) and Facebook (FB) [9, 10].

Unlike conventional videos, 360° videos offer a truly omnidirectional view that gives users the freedom to interact with the video content. However, streaming 360° videos over mobile networks poses significant challenges. First, 360° videos demand up to 80x more bandwidth to achieve the same user-perceived quality level of a conventional video [16]. Second, only a slight delay (just above 25ms) between the perception of an action and image display will make the user suffer cyber- or motion-sickness [24]. Hence, wide adaptation of 360° video asserts a significant strain on the network.

To this end, identification of 360° video traffic generated from mobile devices significantly benefits ISPs and MNOs in network capacity planning and traffic optimizations, such as to maintain traffic shaping (prioritizing and balancing), traffic policing effectively [14]. Furthermore, aggregated results such as, frequency and geographical usage of 360° videos, can provide information to facilitate new caching, compression, transcoding strategies as well as dynamic radio resource allocation in the case of cellular networks. Hence, having required and sufficient resources and new streaming strategies will guarantee a smooth streaming (i.e., low re-buffering and quality changes) of high quality 360° videos while increasing the end user Quality of Experience (QoE).

Traditional, deep packet inspection (DPI) is becoming ineffective due to wider adoption of end-to-end encryption. In fact, the majority of video traffic of today, if not all, are encrypted as they leverage HTTPS/TCP or QUIC/UDP protocols. In light of this, there have been significant efforts in encrypted traffic classification [14, 22, 23, 26, 31]. In particular, recent work shows that accurate identification of video flows is possible, despite the content being transferred is encrypted [23]. Nevertheless, none of these classification methods supports extraction or identification of 360° video traffic out of normal video traffic.

In this paper, we propose 360NorVic: 360 & Normal Video Classification engine that takes encrypted packet or flow level data generated by mobile devices as inputs. To the best of our knowledge, this is the first study that demonstrates the feasibility of classifying 360° videos from conventional encrypted video traffic.

We develop a robust classification engine based on XGBoost relying on the accessible features from the encrypted data such as throughput, packet size or packet number. We make accurate identification of 360° video traffic both in near real-time and offline. We train and evaluate 360NorVic with video traffic data that we
capture while streaming videos on smartphones from YT and FB, the two most popular 360° video service providers, who leverage GQUIC/UDP and HTTPS/TCP protocols respectively. Depending on the vantage point of interception, the information available in network traffic data vary significantly. For example, intercepted traffic at the local router or at the user device consists with packet level data whereas, at the ISP or MNO level, flow-level data is prominent. We collected over 800 video traces from over 200 unique video streams under varying conditions. We achieve 95% and 92% offline classification accuracy at packet level and flow level respectively. Moreover, near real-time classification exceeds 95% accuracy after 25 seconds of data. Artifacts of this work (i.e., dataset and tools) are available at https://github.com/manojMadarasingha/360norvic.git

Finally, to demonstrate the capability of 360NorVic and how it can interact with real-world middle-boxes operating in a mobile network environment, we also ran a controlled campaign to pilot our technology in an operational MNO. For this, we capture flow-level statistics for a set of controlled video traffic traces at the MNO level. The pilot results are in line with the ones obtained in the experimental testbed showing the feasibility and effectiveness of 360NorVic in production settings.

2 RELATED WORK
Classification of video flows out of encrypted traffic has been well-studied including video flow classification [21, 22], identifying exact video [15, 23], and QoE of video being transferred [12, 14, 17, 18]. In [22], a flow characteristics were leveraged to identify YT flows, instead of Machine Learning (ML) based classifiers. Gu et al. [15] suggest that using encrypted traffic, videos can be re-identified uniquely, observing bit-rate trends. A study by Li et al. [23] fingerprints videos using frame level data passively extracted by sniffing a WiFi network training a Recurrent Neural Network (RNN) and Multi Layer Perception (MLP) network gaining 97% of accuracy.

In recent studies, efficient mechanisms to deliver 360° videos such as viewport (VP) adaptive streaming [19, 27, 34], VP prediction and encoding [32] have been proposed. Diversely, LIME [25] live streams 360° videos using both crowd-source and lab (controlled) setups on platforms YT and FB, showing that existing networks cannot provide the desired 360° video QoE in live streaming. A similar study done by Yi et al. [35] focused on 360° 4K live streaming, and shows that streaming 360° video in 480p to 4K resolution can impose 13s to 42s delay. Afzal et al. [11] explore 2285 YouTube 360° videos comparing the video characteristics such as duration, resolution and bitrate with normal videos showing that even if the bitrate of 360° video is greater than normal video, bitrate variability is comparably low, which can benefit the network provisioning. Despite the plethora of work in video flow classification and efficient 360° video delivery, a little has been done on classification of 360° video traffic in real networks, further motivating our work to extract 360° video flows out of encrypted video traffic.

3 BACKGROUND AND CHALLENGES
360° videos differ in many aspects (e.g. encoding & decoding, bandwidth requirement) from normal videos. However, our experimental analysis based on HTTP Archive Format (HAR) data (i.e., collected by streaming videos for YT/FB & 360°/Normal) shows that there is no difference in protocols used for 360° and normal video streaming and in user-interactiveness with 360° videos. This analysis shows that both platforms still stream the entire panoramic video frame despite the benefits of VP adaptive streaming [19, 27, 34].

Figure 1a shows the bytes downloaded (dl) at packet level for videos streamed under different bandwidth conditions: No-control (NC: without controlling bandwidth), 8, 4 and 2 Mbps. Values are max normalized, taking the maximum bytes dl value in NC condition. In all conditions, 360° videos streamed more data than normal videos. In all other conditions except 2Mbps, 360° videos buffer data until the end of the video, whereas normal videos finished downloading before the end of the video. Figure 1b and 1c show the data dl and uploaded (ul) distributions for all the traces aggregated to 10s bin. In addition to the higher data transmission by 360° videos, there are differences in streaming between two content platforms, due to the differences in ABR algorithms, mobile apps etc. (i.e., compared to 360° videos, YT streams normal videos at a steady pace, but FB streams more data for normal videos at the beginning.)

Despite the noticeable differences in traffic patterns between 360° and normal videos, it is still challenging to classify them due to two main reasons. First, under different bandwidth conditions both types of videos can show similar streaming patterns (i.e., at beginning of the video, lower bandwidth values), which makes it difficult for real-time classification. Second, from Figure 1b and 1c, despite the clear difference between 25th and 75th percentile ranges of 360° and normal videos, considering the entire range, there are significant overlaps. One reason is that, at the beginning, players buffer more data irrespective of the video type. Similarly, towards the end, data dl & ul gradually decrease making buffered data volume of both video types closer to each other [29]. Therefore, leveraging features such as entire bytes/packet downlink/uplink would give sub-optimal results.

4 METHODOLOGY
Now we present 360NorVic, an online and offline 360° video classification platform taking the encrypted network traffic generated by mobile devices as the input. Figure 2 shows overall work flow of 360NorVic, including the locations where its input data can be collected ((1), (2), (3)).

4.1 Dataset
Video selection. We selected 200 unique videos under four main categories, YT/FB and 360°/Normal (50 for each category, playback time 2-4 min). We selected the videos according to their popularity in video distribution channels in YT [1, 8] and FB pages [2-5], whilst matching the genre\(^1\) of videos among four categories. We focused on on-demand videos due to its popularity compared to live streaming, especially in the case of 360° video live streaming due to the requirement of specialised cameras to record 360° videos. Data collection. We collect over 600 encrypted packet traces\(^2\) (DS-pkt) at the local router ((1)/PC in our experiment setup, cf. Fig. 2), while streaming the selected videos with the latest versions of YT/FB apps. We also vary the streaming context conditions, as follows: (i) Time

\(^1\)Selected genres include but not limited to sports, documentary Horror, animals, cartoon, driving, movie trailer, roller coaster, scenery etc.

\(^2\)over 200 traces (see Section 7) at MNO causing over 800 traces in total.
of the day: morning, afternoon and night/evening, (ii) Bandwidth: Not Controlled (NC-sufficient bandwidth for streaming), and (iii) Backbone network: 802.11n with wired broadband, and 4G/LTE. Due to the Adaptive Bit-Rate (ABR) streaming and NC bandwidth scenario, resolution of the videos can vary between 480p–1080p.

Using DS-pkt, we synthesize DS-flw, which includes traffic flows emulating data collection at vantage point (3). DS-flw is compatible with the data formats deployed by ISPs in their systems. YT videos are primarily streamed with QUIC protocol while FB leverages UDP protocol. However, due to many other non-video flows (e.g., audio streams, advertisements etc.), all three types of packets (i.e., including TCP) are observed in collected traces.

4.2 Data Pre-processing

Packet level (DS-pkt). We first filter packets related to the user device using the MAC address. We consider bins resulting from a 5s sliding window (by 1s steps) for calculating the features we list in Table 1 taking insights from literature [23][31][12]. We take these bin level features for our near real-time classification. For the offline prediction model, we calculate the statistical features, mean, std, min, max, (25th, 50th and 75th) percentile for each of these features over the bins covering the first t seconds.

Flow level (DS-flw). We filter flows for individual users based on the MAC address. A flow is defined using 5 parameters: source/destination IP/port and the protocol. To mitigate the impact of non-video flows such as background traffic, analytics, advertisements etc., we sample the flows related to YT and FB observing the domain specific keywords, i.e. YT: googlevideo, yt, youtube; FB: fb, fbcdn, facebook [14, 22]. We extract the features in Table 2 for ul & dl for the entire video flow. Then, mean, sum, min, max, of each features are calculated taking first n number of flows, sorted by bytes dl value in descending order. When n = 1, we consider only the mean value. The reason behind varying the number of flows is to see its impact on classification accuracy. Taking all the flows can add more noise. Nevertheless, leaving some flows out of processing can drop important video streaming information.

Table 2: Features extracted at flow level

| Entire video trace (ul/dl) | Within bursts (ul/dl) |
|---------------------------|----------------------|
| Throughput (mean)         | Burst size (max), Burst rate (max) |
| Frame gap (mean)          | Burst time (max)     |
| Frame size (mean)         | Burst num of packets |
| Packet Re-transmission    | Burst Gap(mean), duration (mean) |

4.3 Classification

We develop two ML models for offline and near real-time classification. Note that, we assume classification of video data (even if the content is encrypted) is relatively straightforward [23, 26, 30, 31]. We validate this via private communication with an operational MNO, confirming they deploy in production middle-boxes for media traffic classification from encrypted traffic [6, 7], which is further elaborated in Section 7. We train both the models for three traffic types. YT & FB separately and BOTH (more generalized version combining YT and FB data together) taking XGBoost as our main classifier due to the fast performance and high accuracy [13]. Important code implementations are available with the artifacts

Offline classification model. Each video trace is represented by one feature vector taking summary statistics of each bin for DS-pkt or flow for DS-flw. For each dataset, DS-pkt and for DS-flw, we create three XGBoost classifiers for three traffic types, resulting in 6 offline classifiers in total. We select most important features as is seen by the ML models during the initial training with all the
features. To see the minimum data amount for a reliable prediction, we train and test models for varying data collection intervals (i.e., taking bins from 20s to 120s) for DS-pkt, and for varying number of flows sorted in descending order of bytes dl for DS-flw. There were 20 random train/test (70%/30%) splits for every analysis.

Figure 3: Near real-time prediction model. XGBoost model takes DS-pkt bins as the input and output 1/0 (360°/Normal) prediction which is the input for Mode operation

Near real-time classification model. Figure 3 shows 360NorVic near real-time classification model which takes DS-pkt bins individually and output video type (360°/Normal) every 5s with an increasing accuracy until 120s of packet data. First, for each bin, XGBoost model predicts whether the bin is from a 360° (+1) or normal (=0) video stream. Classification accuracy for these bins separately was comparably lower than 360NorVic offline results. Therefore, to improve the accuracy, we apply Mode (majority voting) operation on the output of XGBoost model taking them as groups of binary values (see Figure 3). Every $n^{th}$ Mode operation at $t = (n+1)\times 5$ takes the first $5n$ bin outputs from the XGBoost model. We increment group size by 5 bins because it provides traffic data of 10s which can reflect dynamics of video streaming properly [12]. Finally, the model (XGBoost+Mode) predicts the video class at every 5s.

5 RESULTS

5.1 Offline classification

Packet level (DS-pkt). Table 3 shows the accuracy and F1 score for varying data collection intervals (from 20s to 120s). Results show that when we capture packets at least for the first 30s of the video, 360NorVic achieves accuracy above 93% (with F1 score ≥ 91%) in classifying 360° videos, regardless the app combination (YT, FB or BOTH). Further increase in interval to 60s slightly increases the accuracy for YT and FB, but drops for BOTH. A further increase to 90s shows that the performance drops for YT, but remains constant for FB. The accuracy further drops at 120s in both cases (YT, FB) because the bins near the end (especially for 2 min videos accounting for 40% of dataset) of the videos do not contain much data, as those have been already buffered (cf. Figure 1b & 1c). Thus, for offline classification, capturing the first 90s data is enough for reasonable accuracy, which saves a large storage capacity at large scale.

Flow level (DS-flw). We present similar results for DS-flw in Table 4, capturing the accuracy and F1 score distribution according to the number of flows we consider for classification. For YT, FB and BOTH, taking first 6, 4, and 2 flows gives the best accuracy level respectively. We see similar performance with less flows, which can be highly beneficial for large network operators. In fact, taking more flows slightly reduces the performance because it can add more noise to the dataset. Differences in inherent streaming properties of YT and FB may have caused low performance in the combined case BOTH. In contrast to DS-pkt, flow level accuracy drops by 1-3% in all three cases. We conjecture this is because flows represent entire streaming sessions, which aggregate the granular features (bin-wise) we considered at packet level.

| Duration (s) | Acc | F1 | Acc | F1 | Acc | F1 |
|-------------|-----|----|-----|----|-----|----|
| 20s         | 85.9| 81.9| 93.7| 92.7| 89.8| 87.2|
| 30s         | 93.7| 92.2| 94.7| 93.5| 95.2| 94.1|
| 60s         | 96.7| 95.6| 95.1| 94.0| 94.6| 93.6|
| 90s         | 95.9| 94.7| 95.1| 94.0| 94.0| 92.4|
| 120s        | 96.2| 95.2| 94.2| 93.0| 94.0| 92.4|

5.2 Near real-time classification

We perform near-real-time classification for DS-pkt, as it predicts at every 5s interval until accuracy reaches a satisfactory level as shown in Figure 4. In addition, it does not require retraining or to maintain multiple models for different lengths of test data.

![Figure 4: Near real-time model performance](image)

Figure 4 shows performance of our near real-time classification model. The model performance gradually increases until 30s, achieving (>95%) accuracy and stabilizes after 50s. Note that, we observe a similar variation in F1 score for all three traffic types. Comparing with the results in Table 3 at 20s, real-time model gives 4.4% (8.7%), 1.7% (2.8%) and 2.9% (5.6%) improvement in accuracy (F1 score) for YT, FB and BOTH respectively. Figure 4b depicts that real-time model achieves better accuracy compared to offline.

Overall, both offline and near real-time classification models are able to identify 360° video flows with accuracy above 95% with just 30s – 50s of data packet stream, which enables ISPs and MNOs to deploy traffic shaping and policing solutions in near real-time. Flow level classification is more applicable for offline tasks such as network capacity planning and demand prediction, as the flow features can only be calculated after streaming the entire video.
6 ANALYSIS

6.1 Critical features

We observe that features related to the packet sizes are the most critical ones for DS-pkt scenario, while features related to burstiness and frame size become prominent in DS-flw scenario. Figure 5a and 5b, shows the most important 5 feature value distributions for 'BOTH' traffic type. The values between quartile 1 and quartile 3 always has a clear separation between 360° and regular video. However, still there is a significant overlap comparing the entire range. Moreover, compared to FB, YT feature values are more identical to video type further confirming the higher classification accuracy for YT in Table 3 (cf. Figure 1b and 1c). We see that features such as throughput dl are less significant, but fall within first 10 features, because they are highly susceptible to deviated traffic behaviour due to the video content and network availability. Therefore, content independent uplink features contribute more towards classification.

6.2 Comparison with heuristic approach

We compare 360NorVic to a heuristic approach considering the five most important features\(^6\) in Figure 5c and 5d. The heuristic uses a threshold per feature, and it distinguishes between 360° and normal format using a majority rule on the per-feature classification. 360NorVic accuracy is always higher than the one of the heuristic approach, i.e., the average accuracy difference is of 8.7(±3.5)% and 5.7(±1.0)% for DS-pkt and DS-flw respectively. We also observe additional features provide noticeable benefits to 360NorVic while the performance of the heuristic are not clearly improved.

6.3 Effect of video content & its popularity

We collect individual classification accuracy for each video, streamed at the same conditions, from DS-pkt. Figure 6 shows the average accuracy for a video, as the same video is tested several times within 20 different train/test splits. In category, majority is classified with 100% accuracy (dotted line for 100% accuracy margin). Overall, out of 50 videos in each category, only 3 YT-360°, 5 YT-Normal, 4 FB-360° and 6 FB-Normal videos show less than 80% accuracy. This shows that 360NorVic classification performance is content independent, supporting the generalization of our solution.

In ML classifiers, we avoided traces of the same video appearing in train and test datasets (Section 5). However, in general, it can be assumed that most popular videos have already been seen by the ISP or MNO [20, 33]. We take 70% of traces of each video as training data and remaining for testing. From the experimental results with DS-pkt, we could observe that accuracy of each platform was increased by 0.9-1.6%, which can give huge impact in large scale networks.

\(^6\)Fi : FN denotes combined first \(N\) number of features
Figure 7b reports the accuracy of 360NorVic, Naive Bayes (NB), k-nearest neighbors (KNN), Multi-layer Perceptron (MLP) [23] and Random Forest (RF) algorithms. Overall, both NB and KNN poorly performs in all cases, except for YT in packet level (DS-pkt). RF provides only slightly lower performance than 360NorVic while the MLP does not improve performance when compared to 360NorVic, while being more complex. These results highlight that 360NorVic provides the best performance when compared to traditional ML algorithms, while using complex models (i.e., CNN, MLP) would not provide any benefits but rather hurt classification performance when there is not enough data available for training.

7 MOBILE NETWORK OPERATOR PILOT

We run a pilot in the commercial network of a large MNO to show the feasibility and effectiveness of 360NorVic in production settings. We first describe how 360NorVic builds on the measurement infrastructure of the MNO to perform 360 video classification. Then, we present the methodology and results of the pilot, and discuss deployment considerations for large scale 360NorVic usage by the MNO. Note that for the pilot we only have access to the logs generated by a phone we controlled and no access to any information related to other customers of the MNO.

360NorVic in the MNO infrastructure. As depicted in Figure 2 (c), 360NorVic leverages flow level logs collected at the transparent proxy the MNO deploys. The proxy aims to optimize the entire mobile traffic, and log performance metrics about users’ transactions. A transaction is an entry in the monitoring logs generated by the middlebox, and corresponds to an individual flow handling encrypted or non-encrypted traffic generated by an app of a mobile phone connected to the MNO. Note that flow-level statistics are computed on the entire flow duration. From all flows, 360NorVic identifies the ones related to video sessions by using some of the information reported by the middlebox, (e.g., video flow tag indicating whether the flow carries video traffic, amount of bytes transferred within the flow), and computes the required feature vectors. As statistics over flows are already computed by the middlebox, the flow selection process does not generate significant overhead, and can be performed in near real time. Note that these flow data can be slightly different from DS-fw, due to the differences in processing mechanisms used by the middle box and Wireshark tool used to generate DS-fw. Finally, 360NorVic classification step is divided in two phases, namely Training and Inference. In the former, we train and validate the model on a set of flows generated via controlled experiments, while in the latter we apply the trained model (i.e., model inference) to all flows of the MNO customers in the wild. Note that only the inference step has to be performed near real time, and this operation is indeed performed in the order of few hundreds of milliseconds.

MNO-pilot overview and results The pilot consists in one instance of the Training phase. Following the methodology in Sec. 4, we play 100 normal video traces and 100 360° video traces from each platform, YT & FB, with a Xiaomi Redmi 4A smartphone connected to the 4G network of the MNO. We randomly select videos from [1–5, 8]. We name this controlled dataset as DS-mno and we analyze it offline. 360NorVic achieves an average accuracy of 92.0% (±5.1%) and average F1 score of 92.6% (±4.6%) for YT. Similarly, for FB, the accuracy is 94.4% (±3.5%) and F1 score is 93.4% (±4.5%).

Figure 8a and 8b reports 360NorVic accuracy as a function of the number of flows used for classification. Note that flows are sorted in decreasing order of bytes downloaded as detailed in Figure 8c and 8d. For FB, we observe that the usage of even a single flow for classification results in high accuracy. Indeed, a single flow carries the large majority of the video content (cf. Figure 8d) and it is sufficient to discriminate between 360 and regular videos. Conversely, for YT we need at minimum four flows to achieve high accuracy. Indeed, video content is spread across multiple flows, as shown in Figure 8c, where the first four flows above 1 MB carry the majority of the content. Finally, the most important features used by the model for classification in the pilot are similar to the ones highlighted in Section 6.1, especially the downlink throughput, reported for YT and FB in Figure 8e and 8f. Similar to the previous analysis, first six and three flows present distinguishable values of the considered feature for YT and FB respectively.

On the one hand, these results show the effectiveness and feasibility of 360NorVic using data collected in a commercial network. On the other hand, they are in line with what is observed in the rest of the paper in the experimental testbed.

8 CONCLUSION AND FUTURE WORK

This paper presents 360NorVic, a ML-based YT & FB 360° video traffic classification engine to identify 360° video traffic, taking both packet and flow level data as the input to provide near-realtime and offline predictions. For the packet level data, we achieve (>95%) accuracy for both near-realtime and offline classification, whereas for aggregated flows, 360NorVic overall provides (>92%) accuracy. Further, we analyse effect of video content and its popularity on classification and compare 360NorVic with other ML and DNN models. Finally, we demonstrate the practical feasibility of 360NorVic by conducting a pilot in a MNO for Facebook and YouTube 360° video classification, which exceeds 92% accuracy. In future work, we aim to conduct classification on viewport-aware streaming to see its impact on 360NorVic performance. Also, we plan to extend our pilot study to a large-scale data gathering in the wild to demonstrate benefits to MNOs such as to explore usage of 360° videos.
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