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ABSTRACT

Context. Current models of galaxy evolution are constrained by the analysis of catalogs containing the flux and size of galaxies extracted from multiband deep fields. However, these catalogs contain inevitable observational and extraction-related biases that can be highly correlated. In practice, taking all of these effects simultaneously into account is difficult, and therefore the derived models are inevitably biased as well.

Aims. To address this issue, we use robust likelihood-free methods to infer luminosity function parameters, which is made possible by the massive compression of multiband images using artificial neural networks. This technique makes the use of catalogs unnecessary when observed and simulated multiband deep fields are compared and model parameters are constrained. Because of the efficient data compression, the method is not affected by the required binning of the observables inherent to the use of catalogs.

Methods. A forward-modeling approach generates galaxies of multiple types depending on luminosity function parameters rendered on photometric multiband deep fields that include instrumental and observational characteristics. The simulated and the observed images present the same selection effects and can therefore be properly compared. We trained a fully convolutional neural network to extract the most model-parameter-sensitive summary statistics out of these realistic simulations, shrinking the dimensionality of the summary space to the number of parameters in the model. Finally, using the trained network to compress both observed and simulated deep fields, the model parameter values were constrained through population Monte Carlo likelihood-free inference.

Results. Using synthetic photometric multiband deep fields similar to previously reported CFHTLS and WIRDS D1/D2 deep fields and massively compressing them through the convolutional neural network, we demonstrate the robustness, accuracy, and consistency of this new catalog-free inference method. We are able to constrain the parameters of luminosity functions of different types of galaxies, and our results are fully compatible with the classic catalog-extraction approaches.
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1. Introduction

Traditionally, the study of galaxy evolution is based on the analysis of large sets of photometric surveys with long exposure times and a wide range of bands. These data are used with the goal of answering specific questions about galaxy evolution, such as the star-formation histories, the accretion histories, the morphological transformations, and the merging rates for galaxies of various types and masses, and the role of environment in these various characteristics.

In a classic approach, photometric catalogs of galaxies are extracted from the images and the catalogs are used to model the joint evolution of their luminosities, colors, and sizes with redshift. However, catalogs are subject to a variety of incompleteness effects. Rigorous studies based on flux-limited samples can be performed, but they are not optimal: in flux-limited catalogs, the very faint galaxies near the background noise are ignored by construction, which induces a Malmquist bias if this effect is not dealt with properly (Malmquist 1922, 1925). Moreover, some galaxies can overlap, and confusion is often a limiting effect at low luminosities (Condon 1974), mainly at large wavelengths. Poor segmentation, morphological biases, or even the lack of a detection of galaxies can be a consequence of cosmological dimming, which decreases the surface brightness of an object by a factor \((1 + z)^{-4}\), where \(z\) is the redshift (Tolman 1934; Calvi et al. 2014). Another statistical selection effect is the Eddington bias (Eddington 1915): at a given apparent flux, the number of fainter galaxies with a flux overestimation is larger than the number of brighter galaxies with a flux underestimation. The stellar contamination of deep surveys (Pearson et al. 2014) is another limitation of faint galaxy catalogs because some stars can be misidentified as galaxies and contaminate the results. Finally, redshift affects the luminosities and colors of objects, and K-correction must be applied (Hogg et al. 2002, 2003) to correct for these effects.

Moreover, these various selection effects are correlated in subtle ways that are very difficult to express analytically, and some may be spatially variable within a survey (Bernardi et al. 2017, Appendix B). As a result, the classic approach of extracting catalogs is a complex inverse problem of trying to correct for the effects of correlated biases of these catalogs (Marzke 1998; Taghizadeh-Popp et al. 2015). If this is not successful, the models derived from these catalogs tend to be biased in a nontrivial way.

In order to avoid solving the hard inverse problem of model inference from catalogs, forward modeling coupled with approx-
imate Bayesian computation (ABC) can be used. This technique has been used in many fields and for various applications, for example, in cosmology (Akeret et al. 2015; Kačprzak et al. 2018), in modeling the initial mass function (Ciesewski-Kehe et al. 2019), to study type Ia supernovae (Weyant et al. 2013), and in modeling galaxy evolution (Carassou et al. 2017; Tortorelli et al. 2020). In the specific case of galaxy evolution, the forward-modeling approach simulates realistic deep multiband images and compares them to observed data in order to constrain the model parameters.

Placing constraints on the parameters of galaxy population models is difficult when catalogs are extracted from the deep surveys that contain a huge number of galaxies with various fluxes, shapes, and sizes. Several source-extraction packages are available, for example, SExtractor (Bertin & Arnouts 1996–2010). In a recent paper, Carassou et al. (2017) have developed a method for binning extracted catalogs in fluxes and sizes in order to infer the parameters of the luminosity functions used in their model. They successfully measured the evolution parameters of one and two galaxy-type luminosity functions. However, the binning of the apparent magnitude distributions had to be limited to ten intervals per band (of eight bands), which nevertheless meant that the study took place in a very sparsely populated $10^8$ dimension space. Moreover, catalogs are affected by a number of extraction biases: the model point spread function (PSF), the type of magnitude used to perform the extraction (isophotal, aperture, or model), the determination of the sky background, the segmentation process, and the confusion of sources. Consequently, the analytical form for the likelihood is unknown for the parameters of the luminosity functions of the various populations of galaxies, and the information from such deep surveys could be lost by compressing it into catalogs.

To circumvent all of these problems simultaneously, we describe here a novel method for massive data compression using neural networks in order to enable a direct comparison of observation to model in the multidimensional images. This completely bypasses the biases induced by source extraction. We use the algorithm called information maximizing neural network (IMNN) (Charnock et al. 2018), which fits a neural network that is only sensitive to the effects of the model parameters in the simulations that are obtained from our forward model. We implement this method for the first time in deep and large multiband images of galaxies: the 1 deg$^2$ Canada-France-Hawaii Telescope Legacy Survey (CFHTLS) D1 deep field observed in the optical, using the MegaPrime instrument in the $u′$, $g′$, $r′$, $i′$, $z′$ filters, and in the near-infrared (IR) using the WIRCam instrument in the $J, H, K_s$ filters. We used the final releases of the TERAPIX processed data for each survey, T0007 for CFHTLS (Hudelot et al. 2012) and T0002 for WIRDS (Bielby et al. 2012), the WIRDS images are rebinned to match the 0.186 arcsec/pixel of the optical images. A red, green, blue (RGB) image of part of the D1 deep field in the optical is shown in Fig. 1. It highlights the complexity of the data that are available for studying the various populations of galaxies. A huge wealth of information is distributed such that it is impossible to construct a likelihood that describes the probability of obtaining such a field.

The paper is structured as follows: Sect. 2 introduces the forward model we used to create simulated multiband deep fields and discusses its features. These are the luminosity function parameterization, the spectral energy distributions (SED) of a bulge+disk decomposition, internal dust extinction, stars, reddening, etc. In Sect. 3 and Sect. 4 we present the compression of deep fields using IMNN and discuss its characteristics. These are Fisher information, summary statistics, Gaussian and non-Gaussian likelihoods, and quasi-maximum likelihood estimators. This includes the description of the neural network architecture and the loss function we used to fit the network. Sect. 5 presents a toy application with only two parameters ($\phi^*$ and $M^*$) of the luminosity functions of one spiral population. Sect. 6 demonstrates a more realistic application to constrain the density parameter $\phi^*$ of both elliptical and spiral galaxies in parts of the observed CFHTLS and WIRDS D1 deep field in eight photometric bands. It also validates the methods on virtual data. As a key comparison, we use in Sect. 6 the recent results of López-Sanjuan et al. (2017). In this paper, a cold dark matter (ΛCDM) cosmology is adopted with $\Omega_\Lambda = 0.7, \Omega_M = 0.3$, and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$.

2. Forward model

In this section, we describe in detail the forward model that we used to produce mock images. These images were then used (Sect. 3, 4) to train the IMNN and also to perform the Bayesian inference in the two applications of Sects. 5 and 6.

2.1. Basis of the model

We created mock photometric catalogs of galaxies with a code based on the Stuff program (Bertin 2010) rewritten from C to Python by F. Livet. It now accounts for (i) distinct extinction in the bulge and disk components, and (ii) suppression of sample variance, which allows generating images with variations in the luminosity function parameters by only adding or suppressing galaxies depending on the sign of the change in the luminosity function at each absolute magnitude. This therefore results in common galaxies at the same coordinates and with identical bulge and disk parameters (see Sect. 5.2). The aim of this code is to produce realistic photometric multiwavelength catalogs of properties of galaxies from various populations. Each galaxy of these mock catalogs is decomposed as a sum of a bulge and a disk with the following properties: its apparent magnitudes in the $g′$ band used as reference (defining its Hubble type), the characteristic sizes of its bulge and disk, its disk inclination, which is used to determine its internal extinction, and its redshift. The code uses a set of galaxy types defined by a specific luminosity function, an intrinsic bulge-to-total luminosity ratio $B/T$, the SED of the bulge and disk, the bulge and disk scale lengths satisfying (with some dispersion) the observed scaling laws, and extinction laws. The galaxies of each type are then generated with Poisson draws in small redshift bins of $5h^{-1}$ Mpc where $h = H_0/100$ is the reduced Hubble constant from $z = 0.001$ to $z = 20$.

2.2. Luminosity functions per galaxy type

Each of the galaxy populations we modeled is described by its luminosity function, that is, the number of galaxies per unit comoving volume of the Universe and per magnitude interval, as a function of absolute magnitude, $M$. This probability distribu-
Fig. 1. 3 × 6 arcmin$^2$ of the 1 deg$^2$ CFHTLS D1 deep field in RGB (using the i’ , r’ , g’ filters). This shows the diversity of sizes, shapes, and colors that we can use to perform a deep statistical study of the various galaxy populations. This image reveals the complexity of the object distribution and the huge wealth of information that is available in such a field. This complexity presents a barrier in the methods we used to constrain the parameters of the luminosity functions for each population of galaxies.

troduction, $\phi$ dependent (Lilly et al. 1995), thus two other parameters are characteristic absolute magnitude. The luminosity function is redshift $M$ of faint galaxies increases with magnitude), and $M_{\text{ff}}$ with three parameters: $\phi$, $M^*$, and $\phi^*$, defined as $M^* = M_0 + M_{\text{evol}} \log(1 + z)$, where $z$ is the redshift at which the luminosity function is measured. It has been shown that the luminosity function may evolve differently for different populations of galaxies (Zucca et al. 2006), which means that these five parameters may be different for each galaxy population. In Sects. 2 and 3, we focus on constraining $M^*$ and $\phi^*$ for spirals and $\phi_0$ for spirals and ellipticals.

2.3. Spectral energy distributions (SED)

The SEDs we used to model the diversity of galaxies were sampled from the template library (Coleman et al. 1980): “E” and “Irr”. These two SEDs were assigned to the bulge and disk of a galaxy for a given morphological type in variable proportions (using $B/T$), which led to a wide range of colors for the individual galaxies: an example is shown in Fig. 2. In the current implementation, we keep the SEDs and the $B/T$ ratios fixed with redshift for all galaxy types. However, the evolution of the SEDs of individual galaxies is allowed through the evolution of the type-dependent luminosity functions and the different extinction effects (see Sect. 2.6).

2.4. Bulge component

The de Vaucouleurs profile (de Vaucouleurs 1953) describes how the surface brightness $I_B$ (in cd.m$^{-2}$) of a bulge or elliptical varies as a function of the apparent distance $R$ (in kpc) from the center,

$$I_B(R) = I_e \exp \left[-7.669 \left( \frac{R}{R_e} \right)^{1/4} - 1 \right],$$

where $R_e$ is the half-light radius or effective radius (i.e., the isophote containing half of the total luminosity of the bulge), and $I_e$ (in cd.m$^{-2}$) is the surface brightness at $R_e$. The same profile can be written in terms of magnitude as

$$\mu_B(R) = M_B + 8.3268 \left( \frac{R}{R_e} \right)^{1/4} + 5 \log(R_e) + 16.6337,$$

where $\mu_B(R)$ is the bulge surface brightness (in mag.kpc$^{-2}$) at radius $R$, and $M_B$ is the bulge absolute magnitude. It has been shown that the average effective radius follows an empirical relation with the absolute magnitude of the bulge (Binggeli et al. 1984).

$$\langle R_e \rangle = R_0 10^{-p(M_B-M_0)},$$

where $R_0 = 1.58 h^{-1}$ kpc, $M_0 = -20.5$, and

$$p = \begin{cases} 
0.3, & \text{if } M_B < M_0 \\
0.1, & \text{otherwise}
\end{cases}$$


We allowed the effective bulge radius to evolve with redshift by a \((1 + z)^{r_b}\) factor, where \(r_b\) is a constant [Trujillo et al. 2000, Williams et al. 2010]. Furthermore, it has been shown that the intrinsic flattening, \(q\), of the bulge follows a normal distribution with mean \(\mu = 0.65\) and standard deviation \(\sigma = 0.18\) (Sandage et al. 1970). Finally, the absolute magnitude of the bulge \(M_B\) is related to the total absolute magnitude of the galaxy \(M\) through the relation
\[
M_B = M - 2.5 \log(B/T),
\]
where \(B/T\) is the bulge-to-total light ratio, which is assumed not to evolve for galaxies of a given type.

2.5. Disk component

The exponential profile describes how the surface brightness \(I_D\) (in cd.m\(^{-2}\)) of a disk varies as a function of the apparent distance \(R\) (in kpc) from the center,
\[
I_D(R) = I_0 \exp\left(-\frac{R}{h_D}\right),
\]
where \(h_D\) (in kpc) is the disk scale length, and \(I_0\) (in cd.m\(^{-2}\)) is the surface brightness in the center. As for the bulge, the same profile can be written in terms of magnitude as
\[
\mu_D(R) = M_D + 1.8222 \frac{R}{h_D} + 5 \log(h_D) + 0.8710,
\]
where \(\mu_D(R)\) is the disk surface brightness (in mag.kpc\(^{-2}\)) at radius \(R\), and \(M_D = M - 2.5 \log(1 - B/T)\) is the disk absolute magnitude. A log-normal relation linking the disk scale length to its absolute magnitude can be fit [de Jong & Lacey 2000],
\[
h_D = h_0 \exp[0.921\beta M_B + N(0,\sigma)],
\]
where \(h_0 = 3.85h^{-1}\)kpc, \(\beta = -0.214\), and \(N(0,\sigma)\) is a random number following a normal distribution with zero-centered mean and standard deviation \(\sigma = 0.36\). We allowed the disk scale-length to evolve with redshift by a \((1 + z)^{r_b}\) factor, where \(r_b\) is a constant [Trujillo et al. 2000, Williams et al. 2010].

2.6. Internal extinction

The internal extinction by dust was applied separately for the bulge and disk using the interstellar extinction curve [Fitzpatrick & Massa 2007] of the Milky Way in the wavelength range from the ultraviolet (UV) to the near-IR,
\[
\text{SED}(\lambda) = \text{SED}_0(\lambda) \exp[-\kappa(i,\omega,\lambda)\tau(\lambda)],
\]
where \(\text{SED}(\lambda)\) is the extincted SED of the bulge and disk, \(\text{SED}_0(\lambda)\) is the face-on non-extincted SED of the bulge and disk, \(\tau(\lambda)\) is the extinction curve, and \(\kappa(i,\omega,\lambda)\) is a coefficient depending on the wavelength \(\lambda\), the inclination \(i\), and the total central opacity \(\omega\) of the disk.

In order to determine the value of \(\kappa(i,\omega,\lambda)\), we used the attenuation-inclination relations of [Popescu et al. 2011] to compute the differences of extinct and non-extinct magnitudes for the bulge and the disk. Then, we interpolated these relations to obtain the values of \(\kappa(i,\omega,\lambda)\) for a random inclination \(i\) between 0 and \(\pi/2\) rad. To determine the total central opacity \(\omega\) of the galaxy, we used the values obtained from a Markov chain Monte Carlo (MCMC) analysis [Chevallard et al. 2013] of the SDSS Data Release 7 and of [Abazajian et al. 2009],
\[
\omega = \begin{cases} 
1.90^{+0.23}_{-0.10} & \text{for bulgeless galaxies} \\
1.68^{+0.19}_{-0.10} & \text{for galaxies with bulges}.
\end{cases}
\]
In our applications in Sects. 5 and 6, we only use \(\omega = 1.68^{+0.19}_{-0.10}\) because we consider elliptical and/or spiral populations of galaxies, and we model both populations with a bulge \((B/T = 1)\) for the elliptical and \((B/T = 0.2)\) for the spiral galaxies). Finally, in each redshift bin, we extincted the magnitude of the bulge and of the disk for the effect of the intergalactic medium on a source [Madau et al. 1996].
In order to obtain realistic deep fields, we added stars using the Besançon model (Robin et al. 2003) web service, which includes their recent improvements (Robin et al. 2012, 2014; Bienaymé et al. 2015; Amôres et al. 2017). This model was run at the coordinates of the CFHTLS D1 and D2 deep fields in the eight photometric bands. When a smaller image than the 1 deg$^2$ deep field was used, a Poisson random draw was performed to select only the relative number of stars in the subarea. Fig. 3 shows the total differential counts for the D1+D2 deep fields and our forward model including stars in all bands, and Fig. 4 the decomposition into stars and both types of galaxies in the $i'$ band alone. The similarity of the model and the observations is clear in the total density of objects. The stars represent only a few percent of the objects below the completeness limit of $g \approx 26.5$ mag.

2.8. Milky Way reddening

In order to correct the apparent magnitudes of the galaxies for the effect of dust in the Milky Way at the specific location of the CFHTLS D1 deep field, we corrected each observed magnitude with the parameterization of Fitzpatrick & Massa (1990) in the UV and spline fitting in the optical and IR with the $R_V$ factor of 3.1 and an average $E(B-V)$ of 0.02 using the Python extinction package.

2.9. Image generation

The catalogs of galaxy magnitudes and sizes generated following the procedure described above were converted into images using SkyMaker (Bertin 2009). SkyMaker renders the modeled galaxies on a high-resolution pixel grid and convolves them with an auto-computed realistic PSF (Bertin 2011). The PSF is not completely suitable for very bright stars or galaxies that are above the saturation level, which explains why the simulations do not show diffraction patterns. In addition, for each simulation, we used the weight maps provided by Hudelot et al. (2012) and Bielby et al. (2012) to realistically model the dead pixels and the differences between the charge-coupled device (CCD) detectors. The model was then subsampled at the final image resolution and centered at some specified coordinates. SkyMaker finally adds the sky background, saturation, photon (Poisson) noise and read-out (Gaussian) noise. The various parameters we used for each passband are shown in Table 3 (the long exposure times of the CFHTLS deep fields are reflected in the high effective gains with a 1-second exposure time).

2.10. Data conditioning

Fluxes from galaxies and/or stars may have a wide dynamic range that reaches the saturation level in the observed and simulated deep-field images. This can be problematic when a neural network is fit on these fluxes because it will have more effect on very high input values than it does on the bulk. Therefore we applied the following inverse hyperbolic sine transform to each pixel of the images:

$$g(x) = \sinh^{-1}(x) = \log \left( x + \sqrt{x^2 + 1} \right).$$

This function reduces the dynamic range of the fluxes and allows successful fitting of the neural network with the observed and simulated deep-field images, see Sect. 5.

3. Compression of deep fields

In this section, $D$ is a set of $n$ independent observations or simulations (in the form of multiband deep-field images where all pixels have been assembled into a single long vector), $d_i$.
By maximizing the likelihood function with respect to the parameters, that is, finding the parameters $\theta$ at which the score is zero, we have a quasi-maximum likelihood estimator for any unknown observation or simulation $d$,

$$\tilde{\theta} = \theta + F^{-1}(D, \theta)S(d, \theta),$$

where here, $S(d, \theta) = (\nabla_{\theta}t)^T C^{-1}(d - \mu)$. 

### 3.4. General case: Unknown likelihood

For a problem such as inferring model parameters from deep galactic fields, the likelihood is not Gaussian, and worse, is not known. Developing the idea of score compression (Alsing & Wandelt 2018) and the MOPED algorithm (Heavens et al. 2000) in parallel, the proposed method (Charnock et al. 2018) used here considers a neural network, $f : D \rightarrow T$, which compresses the data set, $D = (d_1, \ldots, d_n)$, to a set of summary statistics, $T = (t_1, \ldots, t_n)$, where each $t_i$ is a vector of $p$ components, under the constraint of maximizing the Fisher information. Each piece of data, $d_i$, can be very large (e.g., in our application, each simulation is a large multiband deep-field image with $1024 \times 1024$ pixels) but can be compressed, in practice without any loss, down to a vector of $p$ components, the number of model parameters ($p = 2$ in the applications of Sects. 5 and 6).

Because each piece of data, $d_i$, is described in our model by the parameters $\theta$, the corresponding summary statistic, $t_i$, is also dependent on $\theta$. The neural network $f$ can be seen as a function that transforms the original unknown likelihood function $L(d|\theta)$ of the data into an asymptotically Gaussian likelihood function $L(t_i|\theta)$ of the summary statistics, $t_i \in \{1, \ldots, n\}$,

$$-2 \log L(t_i|\theta) = (t_i - \mu_i)^T C^{-1}_{f} (t_i - \mu_i) + \log(2\pi \det C_f),$$

where, with the same formalism as the Sect. 3.3, $f(d_i) = t_i$, $L(t_i|\theta)$ is the likelihood function for a single summary statistic $t_i$ obtained from the data $d_i$ via the transformation $f$ given parameters $\theta$, $\mu_i$ is the mean vector of the summary statistics and $C_f$ is the covariance matrix of the summary statistics. Consequently, the Fisher information matrix, ignoring covariance dependence on the parameters, is

$$F = \nabla_{\theta}t_i^T C_f^{-1} \nabla_{\theta}t_i.$$ 

As shown in Alsing & Wandelt (2018), and following the MOPED algorithm (Heavens et al. 2000), a compression scheme can be designed to be optimal in terms of lossless data compression for data where the likelihood function is known. To do so, we note that the information inequality states that the variance of some observable statistic, $t_i(\theta)$, of parameters $\theta$, is bounded by

$$\mathbb{E} [t_i(\theta')^T t_i(\theta') | \theta' = \theta] \mathbb{E} [t_i(\theta') | \theta' = \theta] \geq \nabla_{\theta} \mathbb{E} [t_i(\theta')^T t_i(\theta') | \theta' = \theta] F^{-1} \nabla_{\theta} \mathbb{E} [t_i(\theta') | \theta' = \theta].$$

By equating the summary statistic with the score, $t_i(\theta) = S(d_i, \theta)$, we note that the left-hand side of Eq. 23 is equivalent to the Fisher information defined in Eq. 16. Because the gradient with respect to the parameters commutes with the expectation value,

$$\nabla_{\theta} \mathbb{E} [t_i(\theta') | \theta' = \theta] = \mathbb{E} \nabla_{\theta} \mathbb{E} [t_i(\theta') | \theta' = \theta] = -F(D, \theta).$$

### 3.3. Gaussian likelihood function

If we assume that the data set $D$ for parameters $\theta$ satisfies a Gaussian likelihood function, $\forall i \in \{1, \ldots, n\}$,

$$-2 \log L(d_i|\theta) = (d_i - \mu)^T C^{-1}(d_i - \mu) + \log(2\pi \det C),$$

where $L(d_i|\theta)$ is the likelihood function describing the probability of a single data observation, $d_i$, given parameters $\theta$, $\mu = \mu(\theta) = \frac{1}{n} \sum_{k=1}^{n} d_k$ is the mean vector over all the data depending on $\theta$ and $C = \frac{1}{n} \sum_{k=1}^{n} (d_k - \mu)(d_k - \mu)^T$ is the covariance matrix of the data. Assuming the covariance to be independent of the parameters $\theta$ (see Sect. 3.2 for a full explanation) and replacing the Gaussian likelihood of Eq. 17 in Eq. 16 for the data set, $D$, yields the Fisher information matrix,

$$F(D, \theta) = \nabla_{\theta} \mu^T C^{-1} \nabla_{\theta} \mu.$$ 
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Substituting this back into Eq. (22) shows that using the score function as a summary statistic saturates the information inequality [Lehmann & Casella (1998)] and therefore constitutes an optimal, lossless compression. This transformation yields the equality (Lehmann & Casella 1998) and therefore constitutes a function as a summary statistic saturates the information.

4. Training the inception network

4.1. Inception network

Galaxies can be of different sizes and shapes, hence salient parts in the image can have extremely large variation in size. Because of this huge variation in the distribution in scale of the information, choosing the correct kernel size for the convolution operation is delicate but critical. Moreover, very deep networks (several layers with many neurons) are prone to overfitting, and naively stacking large convolution operations is computationally expensive. A way to circumvent these problems was developed by Szegedy et al. (2015) using a so-called inception block: a parallel mixture of convolutions and pooling layers (see an example in Fig. 5 with a series of five consecutive inception blocks). Inception blocks allow studying the input data at different scales in parallel and to extract features of different sizes from the same input. A succession of inception blocks can be used to create a full network architecture, which is called an inception network. The network architecture we used in the applications of Sects. 5 and 6 is shown in Fig. 5.

Because distant galaxies are generally spread over only a few pixels in size, we used kernels with pixel size 1 × 1, 3 × 3 (equivalent to) and 5 × 5 (equivalent to) in each of the layer.

As part of the inception architecture, 1 × 1 convolutions were performed before each 3 × 3 or 5 × 5 kernel sized convolutions to reduce the depth, hence the number of kernels, of each block. Each convolution had eight channels (i.e., depths), which kept the total number of parameters relatively low (12 800 parameters in our applications) compared to traditional inception networks (with millions of parameters). At the end of each inception block, we concatenated (in depth) each output of the convolutions and then applied an average pooling using the mean over 4 × 4 patches of the output to decrease the resolution of the image by 4. This process was applied several times until the output was of the expected dimension, that is, the number of parameters of the model. Table 3 gives a complete description of each component of the inception network. Specifically, the full 1024 × 1024 × 8 input data used in the applications described in Sects. 5 and 6 were massively compressed by the network down to the number of parameters in the corresponding luminosity.

The indicated 3 × 3 kernels in Fig. 5 correspond to 1 × 3 and 3 × 1 kernels performed in parallel and then concatenated (this reduces the number weights, but is strictly equivalent, see Szegedy et al. (2015), and similarly for the 5 × 5 kernels.

4.2. Loss function

Normally, the loss function is a measure of the fit of the neural network to the data. However, with the IMNN, the loss function is a measure of the amount of information that is extracted from the data. We used IMNN to maximize the Fisher information of the output summaries obtained from the network. As a consequence, during the training, we measured the determinant of the Fisher matrix, which we wished to maximize. However, because the Fisher information is invariant under linear scaling of the summaries, the magnitude of the summaries needs to be controlled, which can be done by constraining the covariance matrix (see below). We therefore defined two loss functions,

\[ \Lambda_F = -\log |\text{det} F| \]  

(25)

\[ \Lambda_C = 0.5 \left( |C_f - I|^2_F + |C^{-1}_f - I|^2_F \right) \]

(26)

where \(|\cdot|_F\) is the Frobenius norm. The first loss function \(\Lambda_F\) measures the Fisher information, and the second loss function \(\Lambda_C\) measures the difference of the covariance from the identity matrix. We tried to find a network parameter configuration such that both loss functions are minimal. Minimizing \(\Lambda_F\) maximizes the information, while minimizing \(\Lambda_C\) provides a covariance of the summaries that is close to the identity matrix. Keeping the covariance relatively close to identity fixes the scale of the summary statistics while providing a covariance that is mostly independent of the parameters, which justifies dropping the covariance term in Eqs. (13) and (21). Several techniques (Hwang et al. 1979) exist to achieve the minimization process of such a multi-objective problem (e.g., linear scalarization and \(\epsilon\)-constraint). We used a continuously penalized optimization in which we combined the loss functions \(\Lambda_F\) and \(\Lambda_C\) as follows:

\[ \Lambda = \Lambda_F + r_{\Lambda_c} \Lambda_C, \]

(27)

where

\[ r_{\Lambda_c} = -\frac{\lambda \Lambda_C}{\Lambda_C + \exp(-\alpha \Lambda_C)} \]

(28)

is a sigmoid function with user-defined parameters \(\lambda\) and \(\alpha\). As a result, when the covariance is far from identity, the \(r_{\Lambda_c}\) function is large and the optimization concentrates on bringing the covariance and its inverse back to identity.

4.3. Training of the network

Following the description of the IMNN code (Charnock et al. 2018) to train the network when exact gradients of the simulator are not available, we need a vector of fiducial parameter values, \(\theta_{fid}\), and a vector of deviation values about the fiducial, \(\Delta\theta\). From these values, we generate a training set of images consisting of a first collection of \(n\) images generated with values at the fiducial parameters \(\theta_{fid}\), a second collection of \(m\) images generated...
Fig. 5. Fully convolutional inception network to perform the compression, see Table for a full description. Each inception block is composed of parallelized convolutions that simultaneously process the same input at different scales to extract different features, then concatenates the full output. After each inception block, the input is compressed with a 4 × 4 pooling layer to decrease the resolution by a factor 4, then we indicate the current size. Finally, the output layer allows a compression down to the number of parameters of the model and is the summary statistics vector of Sect. 4.4.

At each iteration of the training phase, the training set of images was passed through the network before the back-propagation was run, that is, before the gradient of the loss function was calculated. We used the chain rule to calculate the effect of each network parameter on the value of the loss function such that they could be updated, thereby minimizing the loss. Consequently, as the training advanced, the network summarized the data while retaining increasingly more information about the model parameters. Furthermore, the network became increasingly insensitive to parameter-independent noise, providing a function that calculated extremely robust summary statistics. We used another independent set of different images that the network did not train on in order to validate the performance: the validation set.

To update the network parameters at each iteration, we used the Adam optimizer (Kingma & Ba 2014) and/or the stochastic gradient descent method. In this training process, we did not know the expected Fisher information of the images. We therefore recommend to continue the training until the loss reaches a plateau (or starts to decrease) when evaluated on the validation set, indicating that the network has compressed the data with the maximum information available. At this point, the summaries are Gaussianly distributed in regions close to the fiducial choice of parameter values, even if the likelihood of the actual data is non-Gaussian (Charnock et al. 2018).

4.4. Choice of fiducial values: Iterative method

If the values of the inferred parameters are far (and/or completely unknown) from the fiducial choice of training parameters, then there is a risk that the summaries are not Gaussianly distributed in the regions close to the inferred values. This can lead to very wide or flat posterior distributions when the Bayesian likelihood-free inference techniques of Appendix A are applied. To fix this problem, the following iterative method can be applied to choose a good set of fiducial training values:

$\theta_{fid} + \Delta \theta = (\theta_{fid,1}, \ldots, \theta_{fid,\alpha} + \Delta \theta_{\alpha}, \ldots, \theta_{fid,p})$

with values $\theta_{fid} + \Delta \theta[\alpha]$ for each $\alpha \in \{1, \ldots, p\}$ and a third collection of $m$ images generated with values $\theta_{fid} - \Delta \theta[\alpha]$, for each $\alpha \in \{1, \ldots, p\}$. As illustrated in Fig. 6 we passed the training set of images through the network to obtain the summary statistics, and we computed the quantities of interest: the covariance matrix from the fiducial set of images, the numerical derivative of the mean of the summary statistics vector for each parameter from the perturbed parameter sets, and with these, the determinant of the Fisher information matrix. For the simulations for the numerical derivatives, each parameter was varied independently, keeping the other variable parameters fixed at their fiducial values. Furthermore, for the second and third collections of images, the initial seeds were fixed to be the same for each individual image, such that the galaxies were generated at the same location in the image and with identical flux and shape. This ensured that the only changes from one image of the second collection to the corresponding image of the third collection were galaxies that appeared or disappeared according to the luminosity function. The suppression of this variance allowed us to make fewer simulations (i.e., $m < n$) for the derivatives than for the fiducial simulations used to calculate the covariance matrix.

As illustrated in Fig. 6, we passed the training set of images through the network to obtain the summary statistics, and we computed the quantities of interest: the covariance matrix from the fiducial set of images, the numerical derivative of the mean of the summary statistics vector for each parameter from the perturbed parameter sets, and with these, the determinant of the Fisher information matrix. For the simulations for the numerical derivatives, each parameter was varied independently, keeping the other variable parameters fixed at their fiducial values. Furthermore, for the second and third collections of images, the initial seeds were fixed to be the same for each individual image, such that the galaxies were generated at the same location in the image and with identical flux and shape. This ensured that the only changes from one image of the second collection to the corresponding image of the third collection were galaxies that appeared or disappeared according to the luminosity function. The suppression of this variance allowed us to make fewer simulations (i.e., $m < n$) for the derivatives than for the fiducial simulations used to calculate the covariance matrix.
1. Train the IMNN with any guess (or random choice) for the fiducial values.
2. Compute the quasi-maximum likelihood estimate of the data for which the parameter values are to be inferred, using Eq. (24).
3. Use this estimate as the new fiducial values and train a new IMNN with these values.

This iterative process was applied until the quasi-maximum likelihood estimate was relatively constant between iterations. It generally took very few iterations for convergence. By iterating toward the quasi-maximum likelihood, more information about the model parameters can potentially be extracted. In our applications of Sects. 5 and 6, we did not need to apply this iterative method because our choice of fiducial values for the training of the network was relatively similar (or identical) to the inferred parameter values.

5. Application to $M^*$ and $\phi^*$ for spirals alone

This section is only meant to explain the method for nonrealistic deep-field simulations with only one spiral population and does not allow a comparison with the CFHTLS data. However, the full description of the forward model of Sect. 2 applies and stars are included as well. The goal here is to prove that the network is able to retrieve the strong correlation between the two parameters $M^*$ and $\phi^*$ of a spiral population.

5.1. Description

We used simulated deep fields with only one spiral population of galaxies with two free parameters of the luminosity function, $M^*$ and $\phi^*$, while the slope was fixed to $\alpha = -1.3$ and there was no redshift evolution in the luminosity function, $M^*_{\text{red}} = 0$ and $\phi^*_{\text{red}} = 0$ (but the bulge or disk redshift evolutions of Sects. 2.4 and 2.5 still applied). We used a $B/T = 0.2$, with the “E” SED for the bulge and the “Irr” SED for the disk, see Fig. 2. As explained in Sect. 4.3, we chose the following fiducial parameter values and their offsets for the numerical derivatives to fit the network:

$$
\begin{align*}
\theta_{\text{fid},1} &= M^* & = -20 \\
\Delta \theta_1 &= \Delta M^* & = 0.5 \\
\theta_{\text{fid},2} &= \log_{10} (\phi^*) & = -2.01 \\
\Delta \theta_2 &= \Delta \log_{10} (\phi^*) & = 0.2,
\end{align*}
$$

(29)

where $\phi^*$ is given for $H_0 = 100 \text{ km s}^{-1}\text{Mpc}^{-1}$. Table 6 gives an overview of the values that were used to generate the simulations according to the description of the forward model of Sect. 2.

Fig. 7 shows the five theoretical luminosity functions we used when making the images to train the network. Fig. 8 shows the effect on the RGB image (using the $i'$, $r'$, $g'$ filters) of a simulation when only one of the two parameters $M^*$ or $\phi^*$ was changed. The density of spirals is boosted for the $\Delta \log_{10} (\phi^*)$ increase in $\log_{10} (\phi^*)$ and for the $\Delta M^*$ decrease in $M^*$. Consequently, we expect a strong correlation between these two parameters.

5.2. Training the network

To fit the network parameters (i.e., weights and biases), we followed the prescription described in Sect. 4.3 and generated $n = 200$ simulations (in the eight photometric bands $u'$, $g'$, $r'$, $i'$, $z'$, $J$, $H$, $K_s$) with parameters at fiducial values. For the images used for the numerical derivatives, we generated $m = 50$ simulations (in each of the eight bands) for each parameter, that is, $M^*$ and $\log_{10} (\phi^*)$, at values $\theta_{\text{fid},1} + \Delta \theta_1$, $\alpha = 1, 2$, and another $m = 50$ simulations per parameter at values $\theta_{\text{fid},2} + \Delta \theta_2$, $\alpha = 1, 2$, see Eq. (29). This yielded a total of $200 \times 2 \times 2 \times 50 = 400$ images (in the eight bands) for the training set, and we used the same number for the validation set. Each simulation was a 1024 × 1024 pixel deep-field image in the eight photometric bands. The optimizer techniques and the corresponding learning rates used during the training are listed in Table 5. We used this training scheme to quickly find a transformation that forces the covariance matrix of the summaries to be approximately the identity matrix, and then explore the more complex landscape of the parameter-dependent
parameters are highly correlated. Decreasing the value of $\phi_1$ decreases the number of galaxies. This shows that these two parameters are highly correlated.

The architecture of the network is that of Fig. 5 which yields a total of 12,170 network parameters to be fitted. Because of the number and size of the images, with this configuration, one epoch of training (i.e., when the whole training and validation sets are passed through the network and the network parameters are updated) took about 40 seconds to run (on a NVIDIA QUADRO RTX 8000 45GB GPU).

We trained the network for almost 14000 epochs ($\approx 6$ days). Fig. 9 shows the evolution of the determinant of the Fisher information matrix (top) and the determinants of the covariance and inverse covariance matrices (bottom). The determinant of the Fisher information matrix increased during the training, and the determinant of the covariance matrix and its inverse became constant after a few hundred epochs. This shows that the covariance has very little parameter dependence, and the sensitivity in the network instead is due to the derivative of the mean of the summaries with respect to the parameters. The determinant of the covariance matrix (and its inverse) are not precisely the identity matrix, but the fact that it is constant shows that the parameter dependence is weak, which is the only requirement for the IMNN.

The determinant of the Fisher information begins to

**Fig. 7.** Theoretical luminosity functions of the spiral population with the perturbed values of the parameters used to train the network. The parameters used for each curve are listed in Eq. (29). The explicit features in the data, generated from these functions, provide the differences that the IMNN will become sensitive to when training, therefore mapping the effect of $\log_{10}(\phi^*)$ and $M^*$ to informative summaries.

**Fig. 8.** Color images ($g'$, $r'$, $i'$ filters) showing the effect of the perturbed values from fiducial for each parameter, as listed in Eq. (29). For each subplot we only added or removed the offset for one parameter listed in Eq. (29) and kept the other at its fiducial value. Decreasing the value of $M^*$ (top right) increases the number of galaxies. Decreasing the value of $\log_{10}(\phi^*)$ decreases the number of galaxies. This shows that these two parameters are highly correlated.

**Fig. 9.** Top: Evolution of the determinant of the Fisher information matrix during almost 14000 epochs. The blue curve represents the information extracted from the training set, and the orange curve the information from the validation set. The determinant of the Fisher information is maximized on the training set and is comparable to the determinant of the Fisher information calculated with the validation set. This confirms that the two sets are representative samples. The training is stopped when the Fisher information of the validation set becomes relatively constant.

**Bottom:** Evolution of the determinants of the covariance matrix (solid line) and of the inverse of the covariance matrix (dashed line) for the training set (blue) and for the validation set (orange). The values quickly become constant, which shows that the network suppresses the parameter dependence of the covariance. Because the correlation between the parameters is strong, the covariance matrix cannot exactly diagonalize to the identity matrix, but the fact that it is constant shows that the parameter dependence is weak, which is the only requirement for the IMNN.
Fig. 10. Results of the ABC procedure.
Bottom left: Values of the parameters for the 5000 prior simulations (orange) and for the 50 simulations with minimum distance (blue) to the virtual data. The dotted red lines are the parameter values at which the virtual data were generated. We retrieve the strong correlation between the two parameters.
Top left and bottom right: 1D marginal distributions of the parameter values.

plateau (in the training and validation data), and we decided that this is sufficient to stop the training and accept this as the amount of information we are willing to extract from the data given the training time.

5.3. ABC posteriors
After the network was trained, we ran an ABC procedure to test its reliability, see Appendix A.1 for more details. Here, we replaced what is referred to as ‘observed data’ in Appendix A.1 with a simulation called ‘virtual data’, generated with parameters set to the fiducial parameter values in Eq. (29),
\[
\begin{align*}
\theta_{vir,1} &= M^* = -20 \\
\theta_{vir,2} &= \log_{10}(\phi^*) = -2.01,
\end{align*}
\]
(30)
where \(\phi^*\) is given for \(H_0 = 100\,\text{kms}^{-1}\text{Mpc}^{-1}\). We used the formalism of Appendix A.1 and chose a uniform prior for the two parameters,
\[
\begin{align*}
M^* &\in [-24, -16] \\
\log_{10}(\phi^*) &\in [-4, -0.5].
\end{align*}
\]
(31)
From these prior intervals, we uniformly drew an initial sample of 5000 pairs of parameters and generated a simulated deep field (using the forward model of Sect. 2) for each pair. We then passed both the virtual data and the 5000 simulated fields through the network in order to compress them. The bottom left plot of Fig. 10 shows the values of these parameters for the entire 5000 prior simulations in orange. We decided to only keep the 50 simulations in blue for which the distance to the virtual data is minimal. The dotted red lines are the parameter values used to generate the virtual data. The ABC procedure retrieves the expected strong correlation between the two parameters. However, because we do not know which value of \(\epsilon\) should be used, the posterior is not properly approximated here, therefore we used the population Monte Carlo (PMC) procedure of Appendix A.2 to do it automatically. However, the ABC procedure works as well and gives a clear indication of why the method works.

5.4. PMC posteriors
For the PMC, we used the same prior for the two parameters as in Eq. (31), and we applied the PMC procedure of Appendix A.2 with \(N = 10000\), \(M = 50000\), and \(Q = 75\%\) for resampling the \(N\) sets of parameters. This yielded about 232577 draws and generated simulations in total. The results are shown in Fig. 11. The 2D distribution (bottom left) and the 1D projected distributions are concentrated around the values of the parameters we used to generate the virtual data (i.e., \(M^* = -20\) and \(\log_{10}(\phi^*) = -2.01\)). The procedure clearly identifies the strong correlation between the two parameters, both affecting the density of objects, and is able to infer that the parameter values we used to generate the virtual data lie in the bulk of the probability density. This application illustrates that the network is able to summarize the effects in the images of the two correlated parameters, and that it is able to robustly constrain the possible values of the parameters we used to generate the virtual data.

6. Application to \(\phi^*_0\) for ellipticals and spirals
In this section, we consider a more realistic model with two populations of galaxies, ellipticals and spirals, which can then be
compared to the observed data for the CFHTLS and WIRDS D1 deep field. We only infer the density parameter \( \phi_0 \) of the luminosity functions for these two populations, and we use the recent results of López-Sanjuan et al. (2017) as a reference because they provided a deep statistical analysis of the luminosity function parameters for these two populations of galaxies.

### 6.1. Description

We used the following fiducial parameter values from López-Sanjuan et al. (2017) and offsets for the numerical derivatives to fit the network:

\[
\begin{align*}
\theta_{\text{ind,1}} &= \log_{10}(\phi_0^{\text{E}}) = -2.09 \\
\Delta \theta_1 &= \Delta \log_{10}(\phi_0^{\text{E}}) = 0.5 \\
\theta_{\text{ind,2}} &= \log_{10}(\phi_0^{\text{Sp}}) = -2.04 \\
\Delta \theta_2 &= \Delta \log_{10}(\phi_0^{\text{Sp}}) = 0.05,
\end{align*}
\]

where \( \phi^* \) is given for \( H_0 = 100 \text{ km s}^{-1} \text{Mpc}^{-1} \). The other luminosity function parameters were set to be constant with the values from López-Sanjuan et al. (2017), see Table 6. We considered an offset value of \( \phi_0^{\text{Sp}} \), a factor of 10 smaller for the spiral galaxies than \( \phi_0^{\text{E}} \) for the ellipticals when we generated the simulations for the numerical derivatives, see Eq. (32) because the density of spirals is higher than that of ellipticals, see Fig. 12. We used the reference SDSS \( g' \) band for the absolute magnitude, therefore we applied a correction of \( B - g' = 0.78 \) for the elliptical population and \( B - g' = 0.40 \) for the spiral population, as suggested by Table 7 of Fukugita et al. (1995), to express the magnitudes in the reference \( B \) band.

For computational efficiency, we only used a 3.17 arcmin\(^2\) images (corresponding to \( 1024 \times 1024 \) pixels of 0.186 arcsec) of the full 1 deg\(^2\) D1 deep field in the eight photometric bands \( u', g', r', i', z', J, H, K_s \) to infer the values of \( \phi_0 \) for the elliptical and spiral populations. Fig. 13 shows the effects on a color image of the \( g', r', i' \) simulations for the elliptical population (left column) and the spiral population (right column) of changing the fiducial parameters by their respective positive (top images) and negative (middle images) and offsets from the fiducials that were used to calculate the numerical derivatives. The bottom image of each column is the difference of the above images and shows the galaxies that appear in the images we used to calculate the numerical derivatives of the summaries using the IMMNN. The bottom left panel shows that only elliptical galaxies remain when only \( \phi_0 \) for the elliptical is changed (these galaxies appear as yellow or red because of the SED used to model them), as opposed to the blue galaxies of the spiral population remaining in the bottom right panel. Table 9 gives an overview of the values that were used to generate the simulations according to the description of the forward model of Sect. 2.

Fig. 12 shows the six theoretical luminosity functions, at \( z = 0 \) and \( z = 2 \), that we used to train the network. The density of bright red ellipticals is lower at \( z = 2 \) than at \( z = 0 \): fewer galaxies with early-type SEDs existed in the past than today because they were still forming their stars and therefore had bluer SEDs. We also expect a relatively higher density of faint spirals compared to ellipticals at \( z = 0 \) and \( z = 2 \). The curves for the perturbed luminosity functions of spirals are closer together because the offset \( \Delta \theta \) is a factor 10 lower than for the ellipticals.

### 6.2. Training of the network

As in the previous application of Sect. 5.2, we generated simulations in the same way, with \( n = 200 \) fiducial images of 3.17 arcmin\(^2\) and 1024 \( \times \) 1024 pixels in the eight photometric bands, and 2 \( \times \) 2 \( \times \) 50 = 200 \( (m \times 50) \) seed-matched images for the numerical derivatives. We used the same inception architecture with the Adam optimizer (learning rate of 0.04) for the first 4000 epochs of the training, then the stochastic gradient descent optimizer (learning rate of \( 5 \times 10^{-6} \)) for the remaining epochs. We trained the network on the GPU NVIDIA TITAN X 12Go for
Fig. 13. Left: Difference of the two upper images is shown in the bottom panel. The two upper images are simulated by only changing the fiducial parameter of the elliptical population to the perturbed parameter values by \( +\Delta \theta_1 \) (top) and \( -\Delta \theta_1 \) (middle). Only yellow or red elliptical galaxies remain, which confirms that \( \phi_{e,0}^* \), \( E_{\text{aff}} \) effects the density of ellipticals in the simulations.

Right: Difference of the two upper images is shown in the bottom panel. The two upper images are simulated by only changing the fiducial parameter of the spiral population to the perturbed parameter values by \( +\Delta \theta_2 \) (top) and \( -\Delta \theta_2 \) (middle). Only blue spiral galaxies remain, which confirms that \( \phi_{s,0}^* \), \( S_{\text{sp}} \) effects the density of spirals in the simulations. These RGB color images are obtained from the \( i', r', g' \) filters.

almost 10 000 epochs (\( \approx 8 \) days), and we show in Fig. 14 the convergence of the determinant of the Fisher matrix (top) and the determinant of the covariance and inverse covariance matrices (bottom) for the training set (blue) and the validation set (orange). During the fitting, the training and validation curves remain close to each other, which indicates that the training and validation sets contain approximately the same amount of information about the two parameters. Consequently, both sets seem representative enough of the diversity of realizations of a deep field of spiral and elliptical galaxies with these fiducial parameters.
6.3. Observed and virtual data

Our ultimate goal is to infer the parameters on the 1 deg$^2$ D1 deep field. However, we limited the analysis to deep fields of size 3.17 arcmin$^2$ (i.e., 1024 × 1024 pixels) for computational efficiency, and randomly chose five such regions of the D1, see Fig. 15. In order to confirm that the network is trained properly and performs well, we also generated five simulations with the fiducial parameters of Table 6 and the same angular size as the CFHTLS data, which we consider as virtual data (see Fig. 16). The goal is to obtain the individual posterior distributions of the five observed data images, then to compute a joint posterior to constrain the values of the parameters and extract the confidence intervals. The same procedure was applied to the five virtual data. The difference was that we knew the values of the parameters that were used to generate the virtual data. We chose five images in both cases as a good compromise between the computational time and the accuracy of the joint posterior.

6.4. ABC posteriors

We applied the ABC procedure of Appendix A.1 and used a uniform prior distribution with the same lower bound for the amplitudes of the luminosity functions of the elliptical and spirals galaxies, but different upper bounds:

$$\log_{10}(\phi_{0, E}) \in [-4, 0.5]$$
$$\log_{10}(\phi_{0, Sp}) \in [-4, -1].$$

The choice of a smaller upper bound of the prior for the spirals was made because the luminosity function for this population has a steep faint end slope (see Table 6 and Fig. 12), and it can lead to very long generation times of the simulations with high values of the amplitude $\phi_{0, Sp}$. Moreover, previous studies such as López-Sanjuan et al. (2017) have shown that $\log_{10}(\phi_{0, Sp}) > -1$ is very unlikely, and indeed, this is what we also find from Fig. 19. We wish to note that cutting possible regions of parameter space due to computational resources is not a statistically rigorous process, but the information from López-Sanjuan et al. (2017) gives us reason to believe that it is acceptable to truncate here.

Fig. 17 shows the results of the ABC procedure with 5000 draws of the parameters following the uniform prior of Eq. (33). A distance threshold can be chosen from the data to accept or reject some of the parameters, as shown by the green, blue, and red points in the bottom left plot. The number of accepted points decreases when this threshold is low, but their 2D region also becomes more concentrated. As a consequence, the corresponding 1D marginalized distribution of $\log_{10}(\phi_{0, E})$ (top left) varies significantly depending on this choice for a distance threshold. This is because we did not densely sample from a stationary distribution, a problem that can occur when sparsely drawing from the prior and not choosing a small enough $\epsilon$-ball in which to accept simulations. In order to properly approximate the posterior, the distance threshold must approach $\epsilon = 0$ and more simulations need to be done for the ABC until a steady distribution is reached. This highlights the need for a PMC that automatically approaches the posterior, which we describe in the following.

6.5. PMC posteriors and confidence intervals

We applied a parallelized version of the PMC procedure to the five images of the virtual and observed data. We used the same priors as in Eq. (33) and applied the PMC procedure of Appendix A.2 with $N = 500$, $M = 5000$, and a 25% threshold for resampling the $N$ sets of parameters. This yielded about 60 000 draws and generated simulations per image.

The results are shown in Fig. 18 for the virtual data and Fig. 19 for the observed data. As shown by the 2D distribution of points (bottom left) and the 1D projected Gaussian kernel density estimates, the posteriors are concentrated around similar regions of parameter values for the five insets of each sample for the observed and virtual data because the data come from the same generative process, while the differences in the posteriors are due to the independent environment (or realization) containing more or less constraining power. We provide the 68%, 95%, and 99% confidence intervals for the 1D marginal distributions. Because the distribution is not Gaussian in 2D, its covariance (nor the 1D marginal standard deviations) are sufficient to wholly encapsulate the information in this posterior distribution. This gives us further good reason to consider such likelihood-free inference methods. The parameter values used to generate the virtual data images are shown with dotted red lines in Fig. 18 and can be compared to the posterior distributions. All results, namely the parameter values used to generate the data (for the virtual data alone) and the 68%, 95%, and 99% 1D confidence intervals for $\Phi_{0, E}$ and $\Phi_{0, Sp}$, are listed in Tables 1 and 2 for the five individual images.

We emphasize that for the observed and virtual data, Figs. 18 and 19 show that the results are narrower 1D marginalized distributions for the spiral population than for the elliptical population. This comes from the steep faint-end slope of the luminosity function for the spirals: a small change in $\log_{10}(\Phi_{0, Sp})$ has
a strong effect on the number of faint spirals, which can be more easily distinguished. This is not exactly the case for the other parameters: a strong change in $\log_{10}(\phi_{\ast0,E})$ is needed to considerably alter the number of elliptical galaxies, which equates to greater uncertainty on this parameter.

Comparison of Figs. 18 and 19 show that if the posterior distributions of the spirals have a similar dispersion for the virtual and observed data, the posterior distributions of the elliptical population is narrower for the observed than for the virtual data. This is an effect of the small number of ellipticals in an image: with a low value for $\log_{10}(\phi_{\ast0,E})$, there are very few elliptical galaxies in the image, and this lack of a statistically significant sample increases the width of the posterior due to the lack of available information. In comparison, the posterior is narrower for the observed data because more elliptical galaxies appear to be present: the peak of the joint posterior is at $\log_{10}(\phi_{\ast0,E}) = -1.7$, compared to a lower value of $\log_{10}(\phi_{\ast0,E}) = -2.1$ for the virtual data (see Tables 1 and 2). The summaries provided by the network encode information about the relation of the number of ellipticals and spirals in the images to the model parameters, and therefore can be used for the inference of this property using the PMC.

For the observed data frame labeled "real 3" in Fig. 19, the 1D confidence interval of the parameter $\log_{10}(\phi_{\ast0,Sp})$ is slightly displaced compared to the other observed images, and moreover toward lower densities of spirals. This can be explained by the presence of a large spiral galaxy in the image of frame "c" in Fig. 15. This galaxy covers $\sim 100 \times 100$ pixels, an area of the image (i.e., $\sim 1\%$ of the full $1024 \times 1024$ image) that reduces the amount of informative data with which to correlate the number of detected spirals, which therefore appear to be fewer because the area in which they are visible is smaller. This illustrates the fact that the inference is correct even if the PMC procedure happens to be biased because of statistically anomalous data. This is the reason why we used five insets of the D1 deep field, with the goal to improve the robustness of the results.
Fig. 16. RGB images using the $g'$, $r'$, $i'$ filters for the five virtual data of 3.17 arcmin$^2$ generated with fiducial values of the luminosity function parameters (see Table 6), used to validate the method.

6.6. Joint posterior and confidence intervals

Because we only had individual posteriors for each image, we combined to derive a unique posterior. Unfortunately, posterior chains cannot be combined in a simple way. A rigorous way to achieve such a posterior is to use the Bayesian chain rule,

$$p(\theta | X_1, \ldots, X_n) \propto p(\theta) p(X_1 | \theta) p(X_2 | X_1, \theta) \cdots p(X_n | X_1, \ldots, X_{n-1}, \theta),$$

where $\theta$ is a set of parameters, and $X_1, \ldots, X_n$ are the $n$ individual pieces of data. The chain rule allows obtaining the posteriors sequentially: for each $i \in \{1, \ldots, n-1\}$ we assumed that obtained the posterior distribution (via PMC) of $p(\theta | X_1, \ldots, X_i)$, then

1. Consider $p(\theta | X_1, \ldots, X_i)$, derived from the pieces of data $X_1, \ldots, X_i$, as an approximate proposal distribution for $\theta$.
2. Use that proposal distribution of $\theta$ for the inference, using ABC or PMC, given the new piece of data, $X_{i+1}$.
3. Derive a new posterior distribution from $p(\theta | X_1, \ldots, X_{i+1})$ that can be used in turn as the proposal distribution for the next piece of data.

We ran a parallelized version of such a sequential-PMC for the five images for the virtual and observed data. The resulting joint posteriors are shown as black lines (called kernel density estimate "KDE joint") in Figs. 18 and 19 and can be compared to the posterior distributions obtained for the individual images. In these figures, the 68%, 95% and 99% contours are drawn using the joint posterior in black, gray, and light gray, respectively. The 1D 68%, 95%, and 99% confidence intervals for the joint posteriors are listed at the end of Table 1 for the virtual data and in Table 2 for the observed data. The confidence intervals are narrower for the joint posteriors because more information is available, which allows us to draw tighter constraints on the parameter values.

6.7. Comparison with other studies

We compared our results with other measurements of the luminosity functions for the elliptical (or red, or quiescent) galaxy population and for the spiral (or blue, or star-forming) population obtained from deep multiband galaxy surveys: López-Sanjuan et al. (2017), Brown et al. (2007), Beare et al. (2015), Salimbeni
Table 1. 1D confidence intervals of the joint posterior over the five insets of red or blue. and because of the choice of threshold used to split galaxies into best-fit SEDs to each galaxy. These methods are a function of the observed magnitudes in different bands or by finding the scatter between the catalog extraction process (see Sect. 7) and because of the choice of threshold used to split galaxies into red or blue.

|                | Initial | 68%     | 95%     | 99%     |
|----------------|---------|---------|---------|---------|
| virtual 1     |         |         |         |         |
| log10(φ_E)    | -2.09   | [-3.20, -1.63] | [-3.86, -1.23] | [-3.99, -0.93] |
| log10(φ_Sp)   | -2.04   | [-2.11, -1.93] | [-2.23, -1.86] | [-2.45, -1.86] |
| virtual 2     |         |         |         |         |
| log10(φ_E)    | -2.09   | [-2.86, -1.94] | [-3.67, -1.76] | [-4.00, -1.59] |
| log10(φ_Sp)   | -2.04   | [-2.09, -1.98] | [-2.16, -1.93] | [-2.31, -1.86] |
| virtual 3     |         |         |         |         |
| log10(φ_E)    | -2.09   | [-2.78, -1.97] | [-3.56, -1.76] | [-3.93, -1.75] |
| log10(φ_Sp)   | -2.04   | [-2.10, -2.00] | [-2.15, -1.96] | [-2.21, -1.91] |
| virtual 4     |         |         |         |         |
| log10(φ_E)    | -2.09   | [-3.15, -1.60] | [-3.94, -1.27] | [-3.99, -0.85] |
| log10(φ_Sp)   | -2.04   | [-2.11, -1.92] | [-2.26, -1.85] | [-2.92, -1.85] |
| virtual 5     |         |         |         |         |
| log10(φ_E)    | -2.09   | [-2.60, -1.76] | [-3.50, -1.58] | [-3.95, -1.58] |
| log10(φ_Sp)   | -2.04   | [-2.09, -1.99] | [-2.17, -1.95] | [-2.23, -1.88] |
| chain-rule joint |  |         |         |         |
| log10(φ_E)    | -2.09   | [-2.55, -1.76] | [-3.40, -1.54] | [-3.90, -1.51] |
| log10(φ_Sp)   | -2.04   | [-2.08, -1.99] | [-2.14, -1.94] | [-2.20, -1.91] |

Note: parameter values are given for $H_0 = 100$ km s$^{-1}$ Mpc$^{-1}$ and for $z = 0$ ($φ$ is in units of Mpc$^3$ mag$^{-1}$).

Table 2. 1D confidence intervals for the five insets of the D1 observed data and the joint data.

|                | 68%     | 95%     | 99%     |
|----------------|---------|---------|---------|
| real 1         |         |         |         |
| log10(φ_E)     | [-1.75, -1.47] | [-1.94, -1.35] | [-2.12, -1.29] |
| log10(φ_Sp)    | [-2.08, -1.95] | [-2.17, -1.89] | [-2.31, -1.83] |
| real 2         |         |         |         |
| log10(φ_E)     | [-2.01, -1.60] | [-2.31, -1.43] | [-2.89, -1.26] |
| log10(φ_Sp)    | [-2.08, -1.93] | [-2.17, -1.85] | [-2.27, -1.53] |
| real 3         |         |         |         |
| log10(φ_E)     | [-1.92, -1.58] | [-2.16, -1.47] | [-2.51, -1.33] |
| log10(φ_Sp)    | [-2.17, -2.02] | [-2.24, -1.96] | [-2.46, -1.96] |
| real 4         |         |         |         |
| log10(φ_E)     | [-2.03, -1.63] | [-2.30, -1.47] | [-2.76, -1.31] |
| log10(φ_Sp)    | [-2.06, -1.94] | [-2.15, -1.89] | [-2.22, -1.84] |
| real 5         |         |         |         |
| log10(φ_E)     | [-1.93, -1.54] | [-2.28, -1.34] | [-2.90, -1.24] |
| log10(φ_Sp)    | [-2.13, -1.96] | [-2.23, -1.88] | [-2.44, -1.73] |
| chain-rule joint |  |         |         |         |
| log10(φ_E)     | [-1.84, -1.58] | [-2.05, -1.48] | [-2.39, -1.38] |
| log10(φ_Sp)    | [-2.10, -2.00] | [-2.15, -1.96] | [-2.23, -1.92] |

Note: parameter values are given for $H_0 = 100$ km s$^{-1}$ Mpc$^{-1}$ and for $z = 0$ ($φ$ is in units of Mpc$^3$ mag$^{-1}$).

et al. (2008), Drory et al. (2009), and Faber et al. (2007). In these studies, the two populations are identified either by comparing the observed magnitudes in different bands or by finding the best-fit SEDs to each galaxy. These methods are affected by several biases because of the catalog extraction process (see Sect. 7) and because of the choice of threshold used to split galaxies into red or blue.

Fig. 20 shows the luminosity function using the 68% confidence intervals of the joint posterior over the five insets of the CFHTLS+WIRDS D1 field in blue for the elliptical (top) and spiral populations (bottom) compared to the results from the other articles. Fig. 20 shows a good agreement between our results and the other surveys for the spiral population (bottom panel) for which the network was able to precisely constrain the luminosity function (narrow 68% confidence interval). Despite a different sample and no catalog extraction, when our results are compared to those of López-Sanjuan et al. (2017), we obtain for the dominant spiral population a 1σ confidence interval on $φ$ comparable to theirs. The top panel of Fig. 20 shows that for the elliptical population, there are larger differences between
all analyses, including ours. This is likely partly due to Poisson noise: the number density of galaxies in the elliptical population is typically a factor of 10 to 100 lower than for the spiral population in a given magnitude bin, introducing more dispersion. Moreover, as pointed out in several of the analyses we quoted, the chosen samples of red or blue galaxies contain misidentified galaxies, which affect the smaller elliptical population more.

The top panel of Fig. 20 also indicates evidence for an excess of red faint galaxies. López-Sanjuan et al. (2017), Drory et al. (2009), and Salimbeni et al. (2008) have used the sum of two Schechter functions to better model the luminosity function of the elliptical population (and its rising faint end). We suspect that this apparently observed excess of faint elliptical galaxies to which our method is in principle quite sensitive to tends to pull our single-Schechter luminosity function upward for the elliptical population and is therefore systematically higher than the luminosity functions derived by Brown et al. (2007), Beare et al. (2015), and Faber et al. (2007). In this case, our limited model of two galaxy populations with single evolving Schechter luminosity functions for each population is too coarse. Nevertheless, the rising of the elliptical luminosity function at the faint end could be caused by some of the faint spiral galaxies, which are numerous, being categorized as red galaxies by some source extraction method.

Conversely, some of the elliptical galaxies in the other analyses may have been misclassified by some source extraction method as blue galaxies and might lead to a systematically too low amplitude for the elliptical luminosity function. Moreover, dusty star-forming galaxies (which have red colors) may be modeled as ellipticals in our analysis (due to the resemblance of the strong starburst to a bulge-dominated object in the image), whereas they may be classified as spirals in the other analyses. Both effects would affect only the luminosity function of elliptical galaxies because spiral types vastly dominate the elliptical types in number.

7. Conclusions and perspectives

We have introduced a novel method to infer robust constraints on the luminosity functions of elliptical and spiral galaxies using a massive compression of panchromatic images through a neural network and likelihood-free (simulation-based) inference. This approach directly analyzes multiband deep-field pixel maps using neural networks and performs a likelihood-free inference without the need for any source catalog. The use of simulated images in similar “observing” conditions as the data, taking the complex selection biases that affect the survey images into account (see Sect. 1), as a central part of the inference process and the direct comparison of the simulations to the observed CFHTLS deep field is the key contribution of our approach.

In this article, synthetic populations of elliptical and spiral galaxies were simulated using a forward model of galaxy evolution, sampled from luminosity functions for each population and decomposed into their bulge and disk through a set of SEDs. The forward model was made even more realistic by adding the internal extinction by dust of each component of the galaxies, the reddening caused by the Milky Way, and the stars from the Besançon stellar model. The SkyFaker software was then used to paint these simulated galaxies and stars in realistic
The images simulated through this process were then used to train a fully convolutional inception network to extract information about the parameters of each luminosity function. The network is trained to maximize the Fisher information of the images and enables the drastic reduction in the dimensionality of the images down to the number of parameters of the model. In contrast to deep-learning approaches, training the neural network with only 400 images (200 for the fiducial parameters, and 200 for the derivatives) is sufficient to obtain very good results. After the network was trained on simulated deep fields, ABC/PMC procedures were run, starting from a uniform prior, to infer the parameters of the luminosity functions of data images. The approach was applied to virtual data and insets of the observed D1 deep field. We showed that we can robustly infer the parameters used to generate the virtual data: log($\phi_0$) and $M^*$ for a spiral population in Sect. 5 and log($\phi_0$) for spiral and elliptical galaxies in Sect. 6. We also developed a joint-PMC procedure in order to infer the parameters using multiple 1024 × 1024 pixel images at once.

This method proved its efficiency in constraining the non-trivial and correlated parameters of two luminosity functions of elliptical and spiral populations of galaxies: the amplitude and the characteristic magnitude. Using the likelihood-free inference and the compressed network summaries, we were able to infer possible input values of the parameters for virtual data as well as the values of the model parameters describing the generative process for insets of the observed CFHTLS D1 data. The derived luminosity functions agree well with those for the elliptical (or red, or quiescent) galaxy population and for the spiral (or blue, or star-forming) population obtained from deep multiband galaxy surveys by López-Sanjuan et al. (2017), Brown et al. (2007), Beare et al. (2015), Salimbeni et al. (2008), Drory et al. (2009), and Faber et al. (2007), especially for the

---

**Fig. 19.** Posterior distributions of the two parameters log($\phi_0$) and log($\phi_0$) for the five images of observed data (blue to purple) and for the joint-PMC (black) described in Sect. 6.6. The 68%, 95%, and 99% contours of the joint-PMC are plotted in black, gray, and light gray, respectively, in the bottom left panel. The five individual 1D posteriors for each inset peak in the same region of parameter values, which indicates that the most likely parameters are consistent among the five images. The differences in the posteriors obtained from the different images come from the fact that the observed data come from different patches of the sky with statistically different amounts of information in the patches due to their independent environments. The joint posterior is tighter and shows how likely the parameters would be if we considered the five images simultaneously.

**Fig. 20.** Inferred luminosity functions derived for the elliptical (top) and the spiral (bottom) populations using the 68% confidence intervals (blue). Our results are compared with the results of López-Sanjuan et al. (2017) in green, Brown et al. (2007) in pink, Beare et al. (2015) in red, Salimbeni et al. (2008) in brown, Drory et al. (2009) in purple, and Faber et al. (2007) in orange. Our $g'$ magnitudes are converted into the Johnson B-band absolute magnitude, at redshift $z = 0.5$ and for $H_0 = 100$ km s$^{-1}$ Mpc$^{-1}$ using $B - g' = 0.78$ for ellipticals and $B - g' = 0.40$ for spirals, listed in Table 7 of Fukugita et al. (1995).
spiral population. For the elliptical population, information about the excess of faint galaxies that some authors have tried to model as the sum of two Schechter functions was encoded via the IMNN and yields a higher amplitude for this galaxy type.

We have illustrated the method using only two parameters of the luminosity functions of two galaxy types, but in principle, the usual five parameters of evolving luminosity functions (amplitude, characteristic magnitude, faint-end slope, amplitude evolution, and characteristic magnitude evolution) could be simultaneously inferred from observed data. Further realism in the simulations is still required, including all galaxy types that significantly contribute to the observed deep fields, such as lenticular galaxies; it is not clear whether a population of irregular galaxies should be considered; but dividing the spirals galaxies into early and late type spirals (with a high bulge-to-total ratio for Sa-Sb types and a low ratio for Sc-Sd types) may also bring useful information if these types evolve differently from redshift $z \approx 1$.

In the model used here, a galaxy was decomposed into a bulge and a disk, which is too simplistic for dusty galaxies. F. Livet is currently refining the model by decomposing the disk into a thin and a thick disk to better model the color gradients of spiral galaxies. Our current forward model uses two non evolving SEDs of [Coleman et al.(1980)] to model the bulges and disks of spiral galaxies, but it can be improved with evolving scenarios of galaxies, and their bulge and disk, such as those of the Pegase model of [Fioc & Rocca-Volmerange(2019)].

In any case, the IMNN compresses the input to the same dimension as the parameter space, and this extreme compression enables us to potentially investigate a large number of physical parameters. The limiting step would be that the ABC or PMC procedure might lead to a very long exploration of the parameter space due to its high dimensionality, but we could use the pydelfi approach of [Alsing et al.(2019)] to explore other likelihood-free inference techniques that are less expensive in terms of the number of required simulations. The computing time clearly is the limiting factor for a realistic multipopulation analysis of one full CFHTLS deep field.
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Table 3. Parameters for the SkyMaker program

| Passband   | u  | g  | r  | i  | z  | J  | H  | Ks |
|------------|----|----|----|----|----|----|----|----|
| Effective wavelength (µm) | 0.355 | 0.475 | 0.640 | 0.776 | 0.925 | 1.253 | 1.631 | 2.146 |
| Effective gain (e^-/ADU) | 1026 | 7095 | 6919 | 6807 | 9214 | 2148 | 1116 | 2379 | 2134 |
| Effective exposure time (sec) | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| Saturation level (ADU) | 6466 | 2710 | 3088 | 4231 | 12331 | 68068 | 114324 | 110884 |
| Read-out noise (e^-) | 5 | 5 | 5 | 5 | 30 | 30 | 30 | 30 |
| Seeing FWHM (arcsec) | 0.833 | 0.817 | 0.771 | 0.744 | 0.718 | 0.65 | 0.65 | 0.65 |
| Sky level (AB mag/arcsec^2) | 22.2 | 21.7 | 20.8 | 20.0 | 19.1 | 16.7 | 15.4 | 15.4 |
| Zero-point (AB mag) | 30 | 30 | 30 | 30 | 30 | 30 | 30 | 30 |
| Milky Way reddening (AB mag) | 0.097 | 0.075 | 0.049 | 0.036 | 0.027 | 0.016 | 0.010 | 0.007 |

Table 4. Description of the network (see Fig. 5) used in Sects. 5 and 6.

| Label          | Width | Height | Channels | Stride | Padding | Activation       |
|----------------|-------|--------|----------|--------|----------|------------------|
| Input          | 1024  | 1024   | 8        | ∅      | ∅        | SAME Leaky ReLU 0.01 |
| 1 × 1 convolution | 1     | 1      | 8        | 1      | SAME     | Leaky ReLU 0.01   |
| 3 × 1 convolution | 3     | 1      | 8        | 1      | SAME     | Leaky ReLU 0.01   |
| 1 × 3 convolution | 1     | 3      | 8        | 1      | SAME     | Leaky ReLU 0.01   |
| 3 × 3 convolution | 3 × 1 convolution and 1 × 3 convolution concatenated | |
| 5 × 3 convolution | 5     | 1      | 8        | 1      | SAME     | Leaky ReLU 0.01   |
| 1 × 5 convolution | 1     | 5      | 8        | 1      | SAME     | Leaky ReLU 0.01   |
| 5 × 5 convolution | 5 × 1 convolution and 1 × 5 convolution concatenated | |
| 2 × 2 max pooling | 2     | 2      | 0        | 2      | 0        |                  |
| 4 × 4 avg pooling | 4     | 4      | 0        | 4      | 0        |                  |
| Output         | 1     | 1      | 2        | 0      | 0        | Linear           |

Note: Each line of this table describes the boxes of Fig. 5

Table 5. Optimizer and learning rate used during the training of Sect. 5

| epoch | optimizer | learning rate |
|-------|-----------|---------------|
| 0     | Adam      | 0.02          |
| 100   | SGD       | 1 × 10^-6     |
| 200   | SGD       | 3 × 10^-6     |
| 600   | SGD       | 2 × 10^-6     |
| 6300  | SGD       | 1.5 × 10^-6   |
| 8000  | SGD       | 1 × 10^-6     |
| 8500  | SGD       | 7.5 × 10^-7   |
| 13300 | SGD       | 5.5 × 10^-7   |

Note: SGD stands for stochastic gradient descent.
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Table 6. Overview of the parameters of the forward model for Sects. 5 and 6.

| Application Sect. 5 | Application Sect. 6 |
|---------------------|---------------------|
| **COSMOLOGY**       |                     |
| Hubble constant     | $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$ |
| Matter density      | $\Omega_M = 0.3$ |
| Cosmological constant | $\Omega_{\Lambda} = 0.7$ |
| Redshift integration step | $5$ h$^{-1}$ Mpc |
| **IMAGE**           |                     |
| Pixel size          | $0.186$ arcsec       |
| Field size          | $1024 \times 1024$ px |
| Apparent magnitude limits | [17, 29] for SDSS g' filter |
| **ZERO POINTS / BACKGROUND** |             |
| Collecting area     | $10.17$              |
| Gain                | $1.67$               |
| Background SED      | puxley               |
| **PASSBANDS**       |                     |
| Reference           | SDSS g'              |
| Observed            | MegaPrime u, g, r, i, z, WIRCam J, H, Ks |
| Detection type      | Photons              |
| Calibration         | AB                   |
| **ELLIPTICAL POPULATION** |             |
| Hubble type         | $-6$                 |
| Bulge to total      | $1$                  |
| Bulge SED$^1$       | E                    |
| Disk SED$^1$        | $\emptyset$          |
| $\log_{10}(\phi_0)$ | $-2.09$ Mpc$^{-3}$ mag$^{-1}$ (fiducial) |
| $M_r^*$             | $-19.68$             |
| $\alpha$            | $-0.53$              |
| $\phi_{\text{evol}}$ | $-1.37$              |
| $M_{r,\text{evol}}$ | $-1.15$              |
| **SPIRAL POPULATION** |                     |
| Hubble type         | $4$                  |
| Bulge to total      | $0.2$                |
| Bulge SED$^1$       | E                    |
| Disk SED$^1$        | E                    |
| $\log_{10}(\phi_0)$ | $-2.01$ Mpc$^{-3}$ mag$^{-1}$ (fiducial) |
| $M_r^*$             | $-20.0$ (fiducial)   |
| $\alpha$            | $-1.3$               |
| $\phi_{\text{evol}}$ | $-1.29$              |
| $M_{r,\text{evol}}$ | $-0.03$              |
| **EXTINCTION**      |                     |
| Extinction curve     | Milky Way$^2$        |
| Reddening           | $0.097$ (u), $0.0745$ (g), $0.049$ (r), $0.036$ (i), $0.027$ (z), $0.016$ (J), $0.010$ (H), $0.007$ (Ks) |
| Inter-galactic medium | Madau model$^3$  |
| **STARS**           | Besançon model$^4$   |
| **BULGE PARAMETERS$^5$** |               |
| $R_0$               | $1.58$ h$^{-1}$ kpc  |
| $M_r^*$             | $-20.5$              |
| $\gamma_B$         | $-1$                 |
| **DISK PARAMETERS$^6$** |                   |
| $h_0$               | $3.85$ h$^{-1}$ kpc  |
| $\beta$            | $-0.214$             |
| $\sigma$           | $0.36$               |
| $\gamma_D$         | $-0.8$               |

Notes:

1. The SED templates are taken from Coleman & et al. (1980) for the far UV and visible and extended to the near-IR.
2. The extinction curve is taken from Fitzpatrick & Massa (2007) and extended to the near-IR.
3. The extinction curve is corrected for the intergalactic medium effects as in Madau et al. (1996).
4. Stars are added following the Besançon model of Robin & et al. (2003) and their recent improvements (Robin & et al. 2012, 2014; Bienaymé & et al., 2015; Amôres & et al., 2017).
5. For a full description of these parameters, see Sect. 2.4.
6. For a full description of these parameters see Sect. 2.5.
Appendix A: Approximate Bayesian computation (ABC) and population Monte Carlo (PMC)

Appendix A.1: Approximate Bayesian computation (ABC)

Because the likelihood function of our model is unknown, we can use approximate Bayesian computation (ABC) to bypass its evaluation by considering the density of forward simulations around some observed data. The first ABC-related ideas date back to the 1980s (Rubin 1984) with a sampling method that asymptotically yields the posterior distribution. The ABC-rejection sampling in its most basic form generates \( n \) simulations, \( \{d_i(\theta); i \in [1, n]\} \), from model parameters \( \theta \), following a prior distribution \( p(\theta) \) and compares them to the observed data, \( d_i \). Simulations that are distinctly different from the observed data \( d \) are considered unlikely to have been generated from the same parameter values describing \( d \), and the associated simulation parameters are rejected. In more precise terms, the sample \( \hat{d}_i \) is accepted with tolerance \( \epsilon \) if

\[
\rho(\hat{d}_i, d) \leq \epsilon, \quad (A.1)
\]

where \( \rho \) is a distance that measures the discrepancy between \( \hat{d}_i \) and \( d \). In general, the form of the distance measure, \( \rho \), can be difficult to choose for ABC (amounting to a similar interpretation as a choice of likelihood function), but is well motivated when using the IMNN (Charnock et al. 2018). The probability of generating a data set \( \hat{d}_i \) with a small distance to \( d \) typically decreases as the dimensionality of the data increases. A common approach to somewhat alleviate this problem is to replace \( d \) with a set of lower-dimensional summary statistics \( S(d_i) \), which are selected to capture the relevant information in \( d \). The full relevance of Sects. 3 and 4 for obtaining the summary statistics thus becomes clear in this context, and \( S \) is the score compression provided by the IMNN in our application. The acceptance criterion in the ABC rejection algorithm then becomes

\[
\rho(S(\hat{d}_i)), S(d) \leq \epsilon, \quad (A.2)
\]

where the summary statistics are derived using the compression described in Sect. 3. In our application, the distance used between a summary statistic of a simulation \( \hat{d}_i = S(d_i) \) and that of the observed data, \( t_{\text{obs}} = S(d) \), is defined by the Fisher information of the previously trained network (Charnock et al. 2018) by

\[
\rho(\hat{t}_i, t_{\text{obs}}) = \left( \hat{\theta}(\hat{t}_i) - \bar{\theta}(t_{\text{obs}}) \right)^T F \left( \hat{\theta}(\hat{t}_i) - \bar{\theta}(t_{\text{obs}}) \right). \quad (A.3)
\]

This distance measure is justified with the quasi-maximum likelihood estimates \( \hat{\theta} \) described in Eq. (24) because that space should be asymptotically Euclidean (with the Fisher information as the metric) once the network has converged and the summary statistics become Gaussian distributed (Charnock et al. 2018).

Even when using summary statistics, the acceptance rate of the ABC is low for a small \( \epsilon \) because we sample from the whole multidimensional prior distribution. This means that finding a new set of parameters whose simulations are more similar to the data is unlikely, which makes the sampling from the prior distribution inefficient and hence slow. Therefore we describe the faster population Monte Carlo (PMC) procedure in the next section.

Appendix A.2: Population Monte Carlo (PMC)

The goal of the PMC procedure is to have a higher density of draws in the more probable regions of the posterior distribution. The different steps of the PMC used here are listed below.

- **Step 1**: From the prior distribution, we draw \( N \) (user-defined) sets of parameters. For each set of parameters in this sample, we follow the steps listed below.
  - **Step 1a**: We simulate the multiband images.
  - **Step 1b**: We compress the simulated images with IMNN to reduce the dimensional complexity.
  - **Step 1c**: We compute the distance between the summarized simulation and the summary of the observed data using Eq. (A.3).
  - **Step 1d**: We define a weighting that corresponds to the probability of this set of parameters under the prior distribution.
- **Step 2**: We compute the mean vector and the weighted-covariance matrix of the \( N \) sets of parameters. We set the \( R \) counter to 0.
- **Step 3**: From the \( N \) sets of parameters, we identify the \( Q\% \) (user-defined) of the compressed simulations that have the largest distance from the summary of the observed data. For each set of parameters in this subsample, we follow the steps listed below.
  - **Step 3a**: We resample it from a proposal distribution that is a Gaussian using the current parameter values as the mean and the weighted-covariance matrix from Step 2. Each time we go through this step, we increment the \( R \) counter.
  - **Step 3b**: We simulate the multiband images at this new proposal set of parameters.
  - **Step 3c**: We compress the simulated image with IMNN to reduce the dimensional complexity.
  - **Step 3d**: We compute the distance between the summarized simulation and the summary of the observed data using Eq. (A.3).
  - **Step 3e**: If this distance is smaller than the previous distance, we keep this set of parameters. Otherwise, we return to Step 3a.
- **Step 4**: Each weight is updated using the probability of the corresponding resampled set of calculated parameters and the weighted-covariance matrix of Step 2. Each initial weight (under the prior distribution) is divided by the normalized Gaussian using the difference between the new and initial parameter set as the mean and the weighted-covariance matrix from Step 2.
- **Step 5**: As long as the counter \( R \) is smaller than the user-defined threshold \( M \), we return to Step 2 and re-identify the \( Q\% \) simulations with the largest distance from the observed data. Otherwise, the PMC concludes.

The \( Q\% \) in Step 3 is a user choice, and we chose values allowing us to somewhat parallelize the procedure. If the number of draws \( M \) is large enough, the distribution of the \( N \) sets of parameters has become approximately stationary when the procedure stops, and it can then be considered as a good approximation of the posterior (Del Moral et al. 2012).

In the application of Sect. 3, we used \( Q = 75\% \) and \( N = 1000 \), and we adopted \( M = 5000 \). At each iteration, the procedure therefore tries to re-draw 750 samples and concludes when the number of attempts in the same iteration is higher than 5000. In the application of Sect. 3, we used \( Q = 25\% \) and \( N = 500 \), and we adopted \( M = 5000 \). At each iteration, the procedure therefore tries to re-draw 125 samples and concludes when the number of attempts in the same iteration is higher than 5000.