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Abstract—In this paper, two classes of continuous higher order adaptive sliding mode controllers based on barrier functions are developed for a perturbed chain of integrators with unbounded perturbations. Both classes provide finite-time convergence of system states to a predefined domain using a continuous control signal. The first class of adaptive controllers does not require any assumptions about the perturbation; however, it can provide unbounded control gains. To ensure bounded control gains, and in the case of a Lipschitz perturbation, a second class of adaptive controllers, called the adaptive higher order Super-Twisting (HOST) algorithm, is developed.

I. INTRODUCTION

Sliding Mode Control is an efficient tool for matched bonded uncertainties compensation. Higher Order Sliding Mode Controllers (HOSMC) ([11], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16]) allow collapsing in a finite time for the dynamics of the flat single input single output of order r. The homogeneity properties of discontinuous HOSMCs ensure the rth order of asymptotic precision of the output with respect to the sampling step and parasitic dynamics ([17], [18], [19]).

Two types of HOSMCs have been are designed to compensate the perturbation in the chain of integrators of rth order. Discontinuous HOSMCs (DHOsMCs) have been introduced in the early 2000’s ([1], [2], [3]) and are under active investigation ([4], [5]). The features of DHOsMCs are: (i) ability to compensate bounded matched perturbations theoretically exactly in finite-time; (ii) ensuring a finite-time convergence to zero not only for the input but also for its derivatives till the order (r−1) (rth order sliding set); (iii) discontinuity of the control signal. For rth order perturbed chain of integrators governed by DHOsMCs, the homogeneity weight of output is r and r−k, k = 1, 2, ..., r−1 for its 4th derivatives. To implement DHOsMCs, the knowledge of perturbations upper bounds is needed.

Continuous HOSMCs (CHOsMCs) were proposed ten years later ([6], [7], [10], [8], [11], [4], [12], [13], [14], [15], [16]). The main characteristics of CHOsMCs are: ability to compensate Lipschitz matched perturbations providing continuous control signal and theoretically exact finite time convergence to zero not only for the input but also for its derivatives till the order (r−1) (rth order sliding set). For rth order perturbed chain of integrators governed by CHOsMC the homogeneity weight of output is r+1 and r+k−1, k = 1, 2, ..., r for its rth derivatives. To use CHOsMCs, the knowledge of the upper bound of perturbations derivatives is also needed. A main problem in the use of CHOsMCs is the difficulty to estimate that upper bound. For example, to design a CHOsMC, the upper bound of the jerk is needed to be estimated, and, consequently, adaptation of CHOsMC gains is required.

The homogeneity properties of HOSMCs ensure the asymptotic precision of the output and its derivatives with respect to the sampling step and parasitic dynamics ([17], [18], [19]). On the other hand, the amplitude of oscillations caused by non-idealities and energy consumption needed to maintain the system in real sliding mode ([17], [18]) depends on the upper bounds of the perturbations and their derivatives. Usually, such upper bounds are unknown or overestimated. That is why the papers devoted to HOSMCs adaptation ([20], [8], [9], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31]) should solve two contradictory problems simultaneously:

• ensure finite-time convergence to the origin,
• Guarantee that the control signal follows the value of perturbation with opposite sign without overestimation.

The main approaches to adaptation for sliding mode controllers can be split into three directions:

(a) the use of a filtered value of equivalent control ([8], [9], [32], [33]);
(b) increasing the gains (see, for example, [23]);
(c) increasing and decreasing the gains ([20], [28], [29]).

The approach (a) proposes to use the filtered value of the equivalent control as an estimation of the disturbance. The latter consists of increasing the gain to force the sliding motions. Once the sliding mode is achieved, the high frequency control signal is low pass filtered and used as information about the disturbance in the controller gain. The resulting sliding mode controllers gain is the sum of filtered signals and some constant to compensate possible errors between real disturbances and its value estimated by the low-pass filter. However, the algorithm ([33]) requires the knowledge of the minimum and maximum allowed values of the adaptive gain; hence, it requires the information of the upper bound of disturbance derivatives. On the other hand, even if the other algorithms ([8], [9], [27]) theoretically do not require the information of the disturbance’s derivatives, however, in practice, the use of a low-pass filter requires implicitly information about this upper bound in order to choose the filter time constant. With this information CHOsMCs ([11], [4], [12], [13], [14], [15], [16]) can be applied and the adaptation will not be needed.

The approach (b) consists of increasing the gain till the value ensuring that sliding motions are reached, then the gain is fixed at this value, ensuring an ideal sliding mode for some interval. This second strategy has two main disadvantages: (1) the gain does not decrease, i.e. it will not follow the disturbance when it is possibly decreasing and, correspondingly, it will cause big energy losses; (2) one cannot be sure that the sliding mode will never be lost because it cannot be assured that the disturbance will not grow anymore.

To overcome the first of these disadvantages, the approach (c) was developed: the sliding mode controller gain increases till the value ensuring that sliding motions are achieved, and then they decrease till the moment, when the sliding motion lost. Then, the procedure is repeated. So, the approach (c) ensures the solution of the perturbed system will be uniformly bounded but the size of the upper-bound cannot be predefined a priori because it depends on unknown upper bound of perturbations.

To reach the finite-time convergence to a prescribed vicinity of the sliding set, a barrier function (BF) based-adaptive strategy is proposed in [24], [25]. Recently, this strategy has been applied to design an adaptive DHOsMC for a perturbed chain of integrators of order r [34]. This algorithm ensures the finite-time convergence of the states to a predefined decreasing domain which tends to zero as t tends to infinity. However, this algorithm gives rise to chattering when the sliding modes appear, moreover, it requires the assumption that the perturbation is bounded.
In this paper, BF adaptation methodologies are extended to the classes of perturbed chain of integrators with unknown control gains and bounded perturbations. Two different classes of continuous BF adaptation-based control algorithms are considered for two different classes of bounded perturbations.

The first class can be viewed as a generalization of the adaptive algorithm presented in [34]. Indeed, it ensures the same objective as before with the advantage that it can be applied for a more general case (unbounded perturbation), i.e., fewer restrictions on the bound of perturbation. Furthermore, it provides a continuous control signal (which is not the case in [34]). However, to maintain the above convergence with an unbounded disturbance, the control gain can tend to infinity.

To overcome this limitation, a second class of adaptive algorithms is developed for a perturbed chain of integrators of length $r$ with Lipschitz perturbation. For such a case, we propose the BF-based adaptation of the Higher-Order Super-Twisting (HOST) algorithm presented in [35]. The main feature of this algorithm is that it ensures the finite-time convergence of the states to a predefined vicinity of the origin with a bounded control gain rather than an unbounded one. It is important to stress that the generalization of adaptive Super-Twisting for an arbitrary order is still an open problem. Indeed, the existing adaptive ST algorithms are limited to order 1 and 2, [25], [31], [8].

The paper is organized as follows. In Section II, the problem statement is presented. In Section III, some preliminary results are given. The first class of adaptive continuous HOSM controllers is designed in Section IV. Then, the adaptation of the HOST algorithm handling the second class, is presented in Section V. Finally, some concluding remarks are given in Section VI.

II. Problem Statement

Consider the perturbed chain of integrators given by

$$z_i = z_{i+1}, \quad i = 1, \ldots, r-1, \quad z_r = \gamma(t) u(t) + \phi(t),$$

where $r$ is a positive integer, $z = [z_1 \ z_2 \ \cdots \ z_r]^T \in \mathbb{R}^r$ is the state vector, $u \in \mathbb{R}$ represents the scalar control variable and the functions $\gamma$ and $\phi$ are unknown measurable functions on $\mathbb{R}$. The control objective is to design a continuous higher order sliding mode (HOSM) controllers to force the trajectory $z(\cdot)$ of System (1) to stay in an arbitrarily predefined neighborhood of zero once it reaches it, for the following two sets of conditions on the functions $\gamma$ and $\phi$:

**Case 1:**

$$0 < \gamma_m \leq \gamma(t), \quad |\phi(t)| \leq \Phi_M \hat{\phi}(t), \quad \text{for a.e. } t \geq 0,$$

where $\hat{\phi}$ is a known continuous function defined on $\mathbb{R}^+$, which is non-decreasing and lower bounded by 1, and $\gamma_m$ and $\Phi_M$ are unknown positive constants;

**Case 2:**

$$\gamma \equiv \gamma_m, \quad |\psi(t)| \leq \Psi_M, \quad \text{for a.e. } t \geq 0, \quad \psi \equiv \frac{\phi}{\gamma},$$

with $\gamma_m$ and $\Psi_M$ are unknown positive constants. In both cases, the feedback controller we propose is of the form $L(t, z) u(t)$, where the gain function $L(t, z)$ is continuous and trajectory-dependent and the feedback function $u(t)$ is a feedback arising from the unperturbed case, i.e., $\gamma \equiv \gamma_m$ and $\psi \equiv 0$. Even though Case 2 is a subclass of Case 1, we will design for it a feedback controller with bounded gain $L$, different from the feedback controller provided on Case 1, which, in general, exhibits an unbounded gain $L$.

To solve these two problems, the concept of barrier function will be used to design adaptive continuous HOSM controllers ensuring the finite-time convergence of solutions to a desired vicinity of origin for each case.

**Remark 1.** In the literature of discontinuous HOSM algorithms, the functions $\gamma$ and $\phi$ satisfy the following standard assumption [2], [5], [4], [34],

$$0 < \gamma_m \leq \gamma(t) \leq \gamma_M, \quad |\phi(t)| \leq \Phi_M, \quad \text{for a.e. } t \geq 0,$$

with $\gamma_m$, $\gamma_M$ and $\Phi_M$ are positive constants. However, in Case 1 the upper bound of $\psi(t)$ is a non-decreasing function rather than a positive constant and no upper bound of $\gamma$ is needed. Consequently, Case 1 can be viewed as a generalization of the standard assumption (4).

**Remark 2.** Note that Case 2 is similar to the conventional assumption given in the literature of continuous HOSM algorithms [11]. Indeed, the only difference is that the function $\gamma$ is supposed to be constant rather than a positive function.

III. Preliminaries

**Definition 1.** (Homogeneity) If $r$ is a positive integer, a function $f : \mathbb{R}^r \to \mathbb{R}$ (respectively a vector field $F$ on $\mathbb{R}^r$) is said to be homogeneous of degree $q \in \mathbb{R}$ with respect to the family of dilations $(\delta_q(z))_{q \geq 0}$, defined by

$$\delta_q(z) = (z_1, \cdots, z_r) \mapsto (\varepsilon^q z_1, \cdots, \varepsilon^q z_r),$$

where $p_1, \cdots, p_r$ are positive real numbers (the weights), if for every $\varepsilon > 0$ and $z \in \mathbb{R}^r$, one has $f(\delta_q(z)) = \varepsilon^q f(z)$ (respectively $(F(\delta_q(z)) = \varepsilon^q F(z))$).

**Notations:** We define the function $\text{sgn}$ as the multivalued function defined on $\mathbb{R}$ by $\text{sgn}(x) = \frac{x}{|x|}$ for $x \neq 0$ and $\text{sgn}(0) = [-1,1]$. Similarly, for every $\alpha \geq 0$ and $x \in \mathbb{R}$, we use $|x|^{\alpha}$ to denote $|x|^\alpha \text{sgn}(x)$. Note that $[\cdot]^{\alpha}$ is a continuous function for $\alpha > 0$ and of class $C^1$ with derivative equal to $\alpha |[\cdot]|^{\alpha-1}$ for $\alpha \geq 1$. If $V : \mathbb{R}^r \to \mathbb{R}$ is a differentiable mapping, we use $\nabla V$ and $\partial V$ to denote the partial derivative of $V$ with respect to the $j$-th coordinate $z_j$ and the gradient vector of $V$, i.e. $\nabla V = (\partial V \mid_{\mathbb{R}^r})_{\leq 1 \leq j \leq r}$. In the paper $(\cdot, \cdot)$ denotes the standard inner product in $\mathbb{R}^r$.

We use $(e_i)_{1 \leq i \leq r}$ to denote the canonical basis of $\mathbb{R}^r$ and $J_r$ the $r$-th Jordan block, i.e. the $r \times r$ matrix verifying $J_r e_i = e_{i-1}$ for $1 \leq i \leq r$ with the convention that $e_0 = 0$.

We next provide the definition of a pure chain of integrators of order $r$.

**Definition 2.** Let $r \geq 2$ be a positive integer. The $r$-th order pure chain of integrator (CI)$_r$ is the single-input control system given by

$$\text{(CI)$_r$} \quad \dot{z}(t) = J_r z(t) + u(t) e_r,$$

with $z = (z_1, \cdots, z_r)^T \in \mathbb{R}^r$ and $u \in \mathbb{R}$.

We also give below the definition of an adapted homogeneous feedback pair for a pure chain of integrators of order $r$.

**Definition 3.** We say that $(V, u_r)$ with $V : \mathbb{R} \to \mathbb{R}^+$ and $u_r : \mathbb{R}^r \to \mathbb{R}$ is an adapted homogeneous feedback pair (AHFP) for a pure chain of integrators of order $r$ if there exist $\kappa \in (-1,0)$ and $p \in (0,2)$ such that the following items hold true.

(i) $p_j = p + (i - 1) \kappa$ for $1 \leq i \leq r + 1$, then $p_{r+1} > 0$;

(ii) $u_r$ is continuous with $u_r(0) = 0$ and homogeneous of degree $p_{r+1}$ with respect to $(\delta_{\kappa})_{\kappa > 0}$;

(iii) $V$ is a $C^1$ strict Lyapunov function along the pure chain of integrators of order $r$ and homogeneous of degree 2 with respect to $(\delta_{\kappa})_{\kappa > 0}$ such that there exists a continuous function $\beta : \mathbb{R}^r \to \mathbb{R}$ bounded from below and from above by two...
positive constants $c_r$ and $d_r$, for which the time derivative of $V$ along non-trivial trajectories of $\dot{z} = J_z z + u_r(z) e_r$ verifies
\[
V(z) = -p(z)V(z)^{1+\frac{1}{r}}; \tag{6}
\]
(iv) the function $z \mapsto u_r(z) \partial_r V$ is continuous, non-positive over $\mathbb{R}^r$.

If Item (iv) is replaced by the stronger requirement that $u_r = -l_r [\partial_r V]^r$, for some $\gamma > 0$, the homogeneous feedback pair $(V, u_r)$ is said to be strongly adapted (sAHFP).

Remark 3. It has first to be noted that (sAHFP) for a pure chain of integrators of order $r$ exist, according to the fundamental work [36], see also [35] for other examples of (AHFP). In particular, $\gamma = \frac{2}{r(2-r)}$. Moreover, since the exponent of $V$ in the right-hand side of (6) is less than one, it follows the stabilization of a pure chain of integrators with an (AHFP) occurs in finite time. Finally, the integer 2 in the definition can be replaced by any positive real number $q$ with appropriate modifications in subsequent inequalities.

We collect in the following lemma basic and useful facts about a (sAHFP).

Lemma 1. With the definitions of Definition 3, it is immediate to get that
(a) the vector fields $z \mapsto J_z z$ and $z \mapsto u_r(z)e_r$ are both homogeneous of degree $\kappa$ with respect to $(\delta_k)_{k=0}$;
(b) the function $\langle \nabla V(z), J_z z + u_r(z) e_r \rangle$ is homogeneous with respect to $(\delta_k)_{k=0}$ of degree $2 + \kappa$. As a consequence, there exists $c_\nu > 0$ such that
\[
|u_r(z)\partial_r V(z)| \leq c_\nu V^{1+\frac{2}{r}}, \quad \forall z \in \mathbb{R}^r. \tag{7}
\]
(c) for every $t > 0$ and $z \in \mathbb{R}^r$, it holds
\[
\delta_t (\langle \nabla V, \delta_t z \rangle) = e_t^2 \nabla V(z). \tag{8}
\]
(d) Set $D_p = \text{diag}(p_1, \cdots, p_r)$. Then it holds, for every $z \in \mathbb{R}^r$,
\[
\langle \nabla V(z), D_p z \rangle = 2V(z). \tag{9}
\]

Item (d) is the classical Euler relation verified by the $C^1$ homogeneous real valued function $V$.

Notation 1. In the sequel, several Euler relation will appear, which are independent of a particular trajectory of (1) but which may depend on some of the bounds appearing in (4) and also possibly on the parameter $\kappa$ which will be used to define the target reach in finite time. To track this dependence, we will repeatedly use the symbol $C_j(E)$, where $j$ is an integer and $E$ is any subset of $\{\gamma, \Psi, \Phi\}$. If $E = \emptyset$ (i.e. the constant does not depend on the unknown constants in $\{\gamma, \Psi\}$), we simply use $C_j$.

IV. Case 1

A. Adaptive controller design

Consider System (1) where the uncertainty functions $\gamma(\cdot)$ and $\phi(\cdot)$ are measurable and locally bounded, and satisfy (2) with unknown constants $\gamma_0$ and $\phi_0$. Moreover, several constants appearing later on in the form $C_j(E)$ with $E$ any subset of $\{\gamma, \phi\}$ only depend on $\{\gamma_0, \phi_0\}$.

To solve Problem 1, we need to define appropriate neighborhoods of origin where the state $z$ is supposed to enter and then stay there for all subsequent times. Such neighborhoods are defined, for $\mu > 0$ by $\gamma^\mu := \{z \in \mathbb{R}^r \mid V(z) < \mu\}$, where $V$ is part of some given (AHFP) for the pure chain of integrators of order $r$ as given in Definition 3. We then propose the following adaptive controller
\[
u(t) = L(t, z) u_r(z(t)) \tag{10}\]
where the adaptive gain $L(t, z)$ will be chosen later on. Plugging (10) into (1) yields,
\[
\dot{z}(t) = J_z z + \gamma \ e_r L(t, z) u_r(z(t)) + \phi(t), \tag{11}
\]
as long as such trajectories are defined.

From now on, we fix an arbitrary function $\mu : [0, \infty) \rightarrow (0, 1)$ of class $C_1$ which is decreasing to zero, verifying
\[
\mu(t) > -\frac{c_r}{2} \mu^{1+\frac{r}{2}}(t), \quad \forall t \geq 0. \tag{12}
\]
Note that the $C_1$ function $\bar{\alpha}$ defined by
\[
\bar{\alpha}(t) = \frac{-\mu(t)}{\phi(t)^{1+\frac{r}{2}}}, \quad \forall t \geq 0 \tag{13}
\]
is non-increasing.

In order to define the adaptive gain $L(t, z)$ inside $\gamma^\mu(t)$, $t \geq 0$, we need to consider, for any $\mu > 0$, the function $L_\mu$ is defined as
\[
L_\mu[0, \mu) \rightarrow (0, \infty), \quad V \mapsto \frac{\mu}{\mu - V}. \tag{14}
\]

On the other hand, for the part of the trajectory outside $\gamma^\mu(t)$, we must consider a time-varying non-decreasing continuous gain function $l : \mathbb{R}_+ \rightarrow [1, \infty)$ only subject to
\[
\lim_{t \rightarrow \infty} l(t) \mu(t) = 1. \tag{15}
\]

The adaptive gain $L(t, z)$ is defined as follows: it is equal to $l(t)$ as long as $V(z(t)) > \mu(t)/2$ and then, if there exists a first time $\bar{t}$ so that $V(z(t)) \leq \mu(t)/2$, the adaptive gain $L(t, z)$ is taken equal to $\bar{c} l(t)$, for $t > \bar{t}$, where $\bar{c} = \frac{l(\bar{t})}{2\gamma^{1+\frac{r}{2}}} \geq 1$.

Hence, the variable gain $L(t, z)$ is defined, as long as the trajectory $z(\cdot)$ of (11) exists, by
\[
L(t, z) = \begin{cases} \frac{l(t)}{\phi(t)^{1+\frac{r}{2}}}, & \text{if } 0 \leq t < \bar{t}, \\ \frac{\gamma^{1+\frac{r}{2}}}{\mu(\bar{t})}, & \text{if } t \geq \bar{t} \end{cases} \tag{16}
\]
with the convention that $\bar{t} = 0$ if $V(z_0) \leq \mu(\bar{t})/2$ and $\bar{t} = \infty$ if $z(\cdot)$ is defined for all times and $V(z(t)) > \mu(t)$ /2. Note that $\bar{t}$ has been chosen so that the time-varying feedback $t \mapsto L(t, z(t))$ is continuous.

We next provide our main stabilization result, whose proof is deferred to the next subsection.

Theorem 1. Let $r$ be a positive integer and System (1) be the perturbed r-chain of integrators with uncertainty functions $\gamma(\cdot)$ and $\phi(\cdot)$ subject to Eqs. (2), where the constants $\gamma_0$ and $\phi_0$ are unknown. Let $(u_r, V)$ be a (sAHFP) for the pure chain of integrators of order $r$ as given in Definition 3. For every $z_0 \in \mathbb{R}^r$, consider any trajectory $\z(\cdot)$ starting at $z_0$ of System (1) closed by the feedback control law (10) where the adaptive gain $L(t, z)$ is given in (16). Then,

(i) the trajectory $z(\cdot)$ is defined for all non-negative times;
(ii) there exists a first time $\bar{t}$ for which $V(z(t)) \leq \mu(\bar{t})/2$ and for all $t \geq \bar{t}$, one has $V(z(t)) < \mu(t)$;
(iii) there exists a time $t_0$ for which
\[
V(z(t)) \leq \left(1 - C_1(\gamma, \phi) \bar{\alpha}(t)\right) \mu(t), \quad \forall t \geq t_0. \tag{17}
\]

Remark 4. Since there is no uniqueness for the trajectories of System (1) closed by the feedback control law (10), where the adaptive gain $L(t, z)$ is given in (16), and starting at $z_0$, the time $\bar{t}$ does depend on that trajectory and not just on $V(z_0)$. 

B. Proof of Theorem 1

Before proceeding with our argument, we need the following technical result, which will be used repeatedly in the sequel.

**Lemma 2.** There exist positive constants $C_0, C_1$ such that, for every $\eta > 0$, one has

$$|\partial_z V| \leq C_0 \eta^{1+\frac{\xi}{2}} + C_1 \frac{|u_t \partial_z V|}{\eta^{\gamma(1+\frac{\xi}{2})}},$$

(18)

with $\gamma > 0$ given by the (sAHFP) condition.

Such an inequality follows by applying Young’s inequality to $|\partial_z V|$, which in turn is obtained from the definition of a (sAHFP).

For simplicity, we denote $V(z)$ by $Z$ and drop (the obvious) arguments in several quantities below.

We have the following technical lemma.

**Lemma 3.** Let $z(\cdot)$ be a non-trivial trajectory of System (1) closed by the feedback control law (10) where the adaptive gain $L(t, z)$ is given in (16). As long as $z(\cdot)$ is defined, $z(\cdot)$ satisfies

$$\frac{dZ}{dt} \leq -c_t (Z^{1+\frac{\xi}{2}} - \left(\frac{\mu}{\gamma}\right)^{1+\frac{\xi}{2}})$$

$$-|u_t \partial_z V|_{\delta_m} (L(t, z) - \frac{1}{\gamma_m}) + C_4 \frac{(\gamma \phi \phi^{1+\gamma(1+\frac{\xi}{2})})}{\mu^{1+\frac{\xi}{2}}} (19),$$

Proof. By taking the time derivative of $Z(t)$ along any non-trivial trajectory of (22), one gets

$$\frac{dZ}{dt} = \langle VZ, J_z e + u_t \rangle + |u_t \partial_z Z| - |u_t \partial_z Z| \leq -\rho Z^{1+\frac{\xi}{2}} - |u_t \partial_z V|_{\delta_m} (L(t, z) - \frac{1}{\gamma_m}) + C_4 \frac{(\gamma \phi \phi^{1+\gamma(1+\frac{\xi}{2})})}{\mu^{1+\frac{\xi}{2}}} \cdot (20)$$

We next use Lemma 2 (to the term $|\partial_z Z|$ in (20)) with the parameter $\eta > 0$ now equal to $\eta(t)$ with $\eta \in (0, 1)$ and $\eta(t) > 0$ chosen so that

$$\phi(t) \mu(t)^{1+\frac{\xi}{2}}, \forall t \geq 0.$$

We obtain that

$$\frac{dZ}{dt} \leq -c_t \left(Z^{1+\frac{\xi}{2}} - C_2(\rho \mu)^{1+\frac{\xi}{2}}\right) -|u_t \partial_z V|_{\delta_m} (L(t, z) - \frac{1}{\gamma_m}) - C_4 \frac{(\gamma \phi \phi^{1+\gamma(1+\frac{\xi}{2})})}{\mu^{1+\frac{\xi}{2}}} \cdot (21)$$

for every $\eta \in (0, 1)$. Choosing the latter parameter (21) according to

$$C_2(\phi)(3 \eta)^{1+\frac{\xi}{2}} = 1,$$

one gets (19).

We now prove the existence of a finite $t_1$ for the trajectory $z(\cdot)$ starting at $z_0$ of System (1) closed by the feedback control law (10) where the adaptive gain $L(t, z)$ is given in (16). From the definition of $L$, it remains to do so when $V(z_0) > \mu(0)/2$ and in this case, $L(t, z) = l(t)$ as long as the corresponding trajectory is defined so that $V(z(t)) > \mu(t)/2$. For these times, one can write (11) as

$$z(t) = J_t z(t) + \gamma c_t l(t) u_t(z(t)) + \phi(t),$$

(22)

as long as such trajectories are defined.

We actually start by showing Item (ii) o the main theorem.

**Lemma 4.** With the notations above, the time $\bar{t}$ exists for every trajectory of (22) is defined and finite.

Proof. By the choice of $l(t)$ given in (15), the last term in parentheses in (19) tends to infinity as $t$ tends to infinity and one finally gets from (19) that there exists $t_1 > 0$ such that

$$\frac{dZ}{dt} \leq -c_t Z^{1+\frac{\xi}{2}}.$$

as long as $t \geq t_1$ and $Z > \frac{\mu(t)}{2}$. That equation shows that the trajectory of (22) is well defined as long as these conditions hold and it must stop in finite time otherwise one would get, because $1 + \frac{\xi}{2} < 1$, convergence to zero in finite time, which yields an obvious contradiction. That concludes the proof of Lemma 4.

From now on, $t \geq \bar{t}$, the adaptive gain $L(t, z)$ is equal to $c_t l(t)$ and $z(t)$ is $\in \mu(t)$ as long as that trajectory is defined. We start by writing (11) as

$$z(t) = J_t z(t) + \gamma c_t l(t) u_t(z(t)) + \phi(t),$$

(23)

as long as such trajectories are defined for $t \geq \bar{t}$. We first prove that trajectories of (23) are defined for all $t \geq \bar{t}$.

**Lemma 5.** With the notations above, trajectories of (23) are defined for all $t \geq \bar{t}$.

Proof. We argue by contradiction and assume that there exists such a trajectory defined on $[\bar{t}, t_1)$ with $t_1 > \bar{t}$ finite so that $Z(t_1) = \mu(t_1)$ and $Z(t) < \mu(t)$ on $[\bar{t}, t_1)$. In particular, this implies that

$$\int_{\bar{t}}^{t_1} (Z(s) - \mu(s)) ds > 0,$$

(24)

for $t$ in a left neighborhood of $t_1$.

Since $Z(t) < \mu(t)$ on $[\bar{t}, t_1)$, the continuous functions $u_t \partial_z V$ and $\partial_z Z$ remain bounded on $[\bar{t}, t_1)$ and admit finite limits at $t = t_1$. From (20) with $L(t, z) = c_t l(t)$, one deduces that $\partial Z$ must tend to zero as $t$ tends to $t_1$ for otherwise $Z - \mu$ would be negative in a left neighborhood of $t_1$, contradicting (24). It follows that

$$Z(t_1) - \mu(t_1) \leq c_t Z^{1+\frac{\xi}{2}} (t_1) - \mu(t_1) < 0,$$

(25)

where we have used (12), which again contradicts (24). This concludes the proof of the lemma.

We now proceed in showing that every trajectory of (23) ultimately verifies the bound given in Theorem 1 and this is the content of the following proposition.

**Proposition 1.** Let $\bar{a}$ be the continuous function defined in (13). Then, there exists a time $t_0 \geq 0$ for which

$$Z(t) \leq \left(1 - C_1(\gamma \phi \bar{a}(t))\right) \mu(t) \quad \text{for} \quad t \geq t_0.$$

Proof. From (19) with $L(t, z) = c_t l(t)^{1+\frac{\xi}{2}} (z(t))$, one deduces that there exists $C_1(\gamma \phi)$ so that, if $Z(t) \geq \left(1 - C_1(\gamma \phi \bar{a}(t))\right) \mu(t)$, then

$$c_t l(t)^{1+\frac{\xi}{2}} (z(t)) - \frac{1}{\gamma_m} - C_4 \frac{(\gamma \phi \phi^{1+\gamma(1+\frac{\xi}{2})})}{\mu^{1+\frac{\xi}{2}}} < 0.$$

Using that fact in (19) and by taking into account (12) and (13), one deduces that, if $Z(t) \geq \left(1 - C_1(\gamma \phi \bar{a}(t))\right) \mu(t)$ for $t$ large enough, then

$$\frac{d}{dt} \left(Z - \left(1 - C_1(\gamma \phi \bar{a}(t))\right) \mu(t)\right) \leq -\frac{\xi}{2} \left(Z - \left(1 - C_1(\gamma \phi \bar{a}(t))\right) \mu(t)\right).$$

(26)

We can now repeat the reasoning given in Lemma 4 and Lemma 5 with $Z - \left(1 - C_1(\gamma \phi \bar{a}(t))\right) \mu(t)$ instead of $Z$ and one concludes.

**Remark 5.** If $\mu$ is constant and $\bar{a} \equiv 1$, one recovers the standard assumption (4) with two additional features: (a) one does not need any upper bound on the function $V$; (b) the function $\bar{a}$ defined in (13) is now constant (hence less than one). As a consequence of (b), one deduces from (17) that the adaptive gain function $L(t, z) = c_t l(t)^{1+\frac{\xi}{2}} (z(t))$ remains uniformly bounded for large times by a positive constant only depending on $\gamma_m$ and $\Phi_m$. However, if $\bar{a}$
tends to zero, then the upper bound for the adaptive gain furnished by (17) tends to infinity.

Remark 6. It should be mentioned that the proposed controller has two main advantages compared to the existing adaptive discontinuous HOSM controller proposed in [34]. Indeed, it can be used to solve more complex control problems and it provides a continuous control signal instead of a discontinuous one.

Remark 7. The choice of the decreasing function \( \mu \) is essentially only conditioned by (12). In particular, the latter condition allows one to possibly choose \( \mu \) decreasing to zero in finite time. However, this convergence may occur before \( z(t) - \mu(t)/2 \) becomes negative since in (19) if \( z^\prime(\cdot) \) leaves in the sliding surface then \( \mu(t) \) may be equal to zero. This would give a convergence of the state in finite time but with an infinite gain \( l(t) \), which is not admissible.

C. An example

Consider the following third order disturbed system

\[
\dot{z}_1 = z_2, \quad \dot{z}_2 = z_3, \quad \dot{z}_3 = \phi + \gamma u.
\]

(27)

where the uncertainties \( \gamma \) and \( \phi \) are chosen as follows

\[
\phi = 3(1 + 4t), \quad \phi_M = 3 \gamma = 3 + 0.5\sin(5t), \quad \gamma_M = 2.5.
\]

(28)

The objective is to ensure the convergence of the states \( z_1, z_2 \) and \( z_3 \) and maintain them in the predefined neighborhood of zero \( V(z) < \mu = 5e^{-0.2t} \) using the adaptive continuous controller (10) in the presence of the uncertainties (28) whose bounds \( \phi_M \) and \( \gamma_M \) are unknown.

In the simulations, the initial values of the states are chosen as \( z_1(0) = 1, z_2(0) = 1 \) and \( z_3(0) = -1 \). The AHFP is designed according to Hong controller [36] where the parameter values are set as \( \kappa = -1/6 \) and \( p = 1 \). For a detailed description on the design of controller \( u(t) \) see the Appendix in [34].

![Fig. 1](image)

Fig. 1. The states \( z_1, z_2 \) and \( z_3 \) with the adaptive controller (10).

The simulation results for system (27) with the proposed adaptive controller are depicted in Figs. 1-2-3. Fig. 1 shows the convergence of the states \( z_1, z_2 \) and \( z_3 \) to some neighborhoods of zero. Fig. 2 confirms the achievement of the control objective, i.e. it shows that starting from the time instant \( \bar{t} \), the states \( z_1, z_2 \) and \( z_3 \) stay in the predefined neighborhood of zero \( V(z) < \mu \) despite the uncertainties. Moreover, it displays that the adaptive gain increases linearly until the time instant \( \bar{t} \), then it follows the barrier function for all future time. It can be also noticed that the barrier function will tend to infinity due to the reason that \( \mu(t) \) tends to zero and the function \( \phi(t) \) tends to infinity (see Remark 5). The behaviors of the control signal and the uncertainties are depicted in Fig. 3. It can be clearly seen that the control signal is continuous and it follows the uncertainties starting from \( \bar{t} \).

![Fig. 2](image)

Fig. 2. The Lyapunov function \( V(z) \) and the adaptive gain \( L(t,z) \) (16).

![Fig. 3](image)

Fig. 3. The control signal (10) and the uncertainties \( -\phi(t)/\gamma(t) \).

V. CASE 2

A. Adaptive controller design

Consider the system described by (1) where the uncertainty functions \( \gamma(\cdot) \) and \( \phi(\cdot) \) satisfy (3). In Section IV, we have provided a continuous (HOSM) controller to force trajectories of System (1) to stay in an arbitrarily predefined neighborhood of zero once they reach it. However, as explained in Remark 5, trajectories may approach the boundary of that neighborhood arbitrarily close, which results in a possibly unbounded gain function \( L \). In this section we bring a similar solution with a bounded gain function \( L \) at the price of replacing Assumption (2) by Assumption (3).

As devised first in [35], the following Higher Order Super-Twisting (HOST)

\[
\begin{align*}
\text{u}_{ST}(t) &= kp u_r(z(t)) + \xi(t), \\
\dot{\xi}(t) &= -k_2 \partial V(z(t)), \quad \xi(0) = 0,
\end{align*}
\]

(29)

where \( (u_r, V) \) is a (AHFP) for the pure chain of integrators of order \( r \) as given in Definition 3 and \( kp \geq \gamma_M \) and \( k_2 > 0 \) are arbitrary. However, the implementation of this HOST controller requires the information of the bounds \( \gamma_M \) and \( \psi_M \), which are not available anymore.

Therefore, to overcome this problem, we need to come up with an adaptive version of a HOST to solve this problem. In the sequel, we will assume for simplicity that both \( kp \) and \( k_2 \) are equal to one.

We propose the following adaptive controller

\[
\begin{align*}
\text{u}_{BST}(t) &= L_1(t,z) u_r(z(t)) + \xi(t), \\
\dot{\xi}(t) &= -L_2(t,z) \partial V(z(t)), \quad \xi(0) = 0,
\end{align*}
\]

(30)

where the adaptive gains \( L_1(t,z) \) and \( L_2(t,z) \) will be chosen later on.

Setting \( \phi = \xi + \psi \), and plugging (30) into (1) yields,

\[
\begin{align*}
\dot{z}(t) &= J_r z(t) + e_r \left( L_1(t,z) u_r(z(t)) + \phi(t) \right), \\
\dot{\phi}(t) &= -L_2(t,z) \partial V(z(t)) + \psi(t),
\end{align*}
\]

(31)
as long as such trajectories are defined. Note that now \( \phi(0) \in \mathbb{R} \) is arbitrary.

The beginning of the stabilization procedure is now similar to that of Case 1: after fixing an arbitrary \( \varepsilon > 0 \), the variable gain \( L_1(t,z) \) is defined, as long as the trajectory \( z(\cdot) \) of (31) exists, again by (16), with the same convention on \( i(V(z_0)) = 0 \). As for the variable gains \( L_1(t,z) \) and \( L_2(t,z) \), they are defined as

\[
L_1(t,z) = \begin{cases} l(t), & \text{if } 0 \leq t < \tilde{t}, \\ eL_e^{-\kappa/2}(z(t)), & \text{if } t \geq \tilde{t}, \end{cases}
\]

and

\[
L_2(t,z) = \begin{cases} 0, & \text{if } 0 \leq t < \tilde{t}, \\ L_e(z(t)), & \text{if } t \geq \tilde{t}, \end{cases}
\]

where \( \tilde{t} = \frac{l(\tilde{t})}{2} \geq 1 \) and the time \( \tilde{t} \) is defined as the first time \( t \) so that \( V(z(t)) \leq \varepsilon/2 \) (with the same conventions as in the previous section).

It is immediate to see that \( \xi \equiv 0 \) on \([0, \tilde{t}]\).

We next provide our main stabilization result, whose proof is deferred to the next subsection.

**Theorem 2.** Let \( r \geq 2 \) be a positive integer, \( \varepsilon > 0 \) and System (1) be the perturbed \( r \)-chain of integrators with \( \gamma(\cdot) \equiv \gamma_m \) and \( \psi_M \) be the (unknown) bounds on \( \gamma(\cdot) \) and \( \psi(M) \). Let \( (u_r, V) \) be an (AHFP) for the pure chain of integrators of order \( r \) as given in Definition 3. For every \( z_0 \in \mathbb{R}^r \), consider any trajectory \( z(\cdot) \) starting at \( z_0 \) of System (1) closed by the feedback control law (30) where the adaptive gains \( L_1(t,z) \) and \( L_2(t,z) \) are given in (32) and (33) respectively. Then, \( z(\cdot) \) is defined for all non-negative times, there exists a first time \( t \) for which \( V(z(t)) \leq \varepsilon/2 \). Then, for all \( t \geq t \), one has \( V(z) < \varepsilon \). Moreover, for every trajectory \( z(\cdot) \) of (23), there exist a time \( t_0 \) and two positive constants \( Z_r < \varepsilon \) and \( \xi_r > 0 \) depending on \( (\cdot) \), the bounds \( \gamma_m \), \( \psi_M \) and \( \varepsilon \) such that \( V(z(t)) \leq Z_r \) and \( \phi(t) \leq \xi_r \) for \( t \geq t_0 \).

**Remark 8.** As for Theorem 1, Remark 4 holds true. Moreover, as it will be clear from the subsequent argument, the choice of the positive exponent of \( L \) in \( L_1(t,z) \) and \( L_2(t,z) \) are not unique and can be adapted.

**B. Proof of Theorem 2**

Since the right-hand side of (30) is continuous with respect to \((t,z,\phi)\), trajectories starting from any \( z_0,\phi_0 \) at time \( t = 0 \) exist on a non-trivial right interval of zero.

The first step of the argument consists in showing that \( \tilde{t} \) is well defined and finite for every trajectory of (31).

**Lemma 6.** With the notations above, trajectories of (31) are defined for all \( t \leq \tilde{t} \) and the latter is finite.

**Proof.** This result is a particular case off Lemma 4 in the case \( \mu(\cdot) \equiv \varepsilon \) and \( \phi(t) = t^2 + 1 \) and any choice of \( l(\cdot) \) satisfying (15).

The next step consists in studying trajectories (31) inside \( Y_\varepsilon \), while starting at \( z = z(\tilde{t}) \) where \( V(z) = \varepsilon/2 \). Such a trajectory is defined on a non-trivial interval \([\tilde{t}, T]\), with \( T \leq \infty \).

To proceed, we rely on a change of the state variable \( z \). More precisely, we consider

\[
y := \delta_{L_1/2}(z),
\]

where we have dropped the index \( \varepsilon \) in \( L \). We next transform (31) as follows.

**Lemma 7.** Inside \( Y_\varepsilon \), if \((z,\phi) \) is a trajectory of (31), then \((y,\phi) \) with \( y = \delta_{L_1/2}(z) \) is a trajectory of the following dynamical system

\[
L^2 \dot{y}(t) = Q + \frac{1}{2\varepsilon} \langle \nabla V(y), Q \rangle \partial_p y(t),
\]

where

\[
L = L(z(t)), \quad Q = J_y y(t) + \psi_1 \left( \frac{\varepsilon L^{-\kappa/2} u_r(y(t))}{2} \right).
\]

**Proof.** By taking the time derivative on (34), one gets that

\[
\dot{y} = \frac{\langle \nabla L, \dot{z} \rangle}{2L} \partial_p y(t).
\]

Using the various homogeneity properties given in Lemma 1, one gets

\[
\delta_{L_1/2}(z) = \delta_{L_1/2}(z) + \frac{\langle \nabla L, \dot{z} \rangle}{2L} \partial_p y(t).
\]

On the other hand, it holds

\[
\frac{\langle \nabla L, \dot{z} \rangle}{2L} \partial_p y(t) \leq \frac{\varepsilon}{2\varepsilon - V(z)} \langle \nabla V(z), \dot{z} \rangle.
\]

Putting together (37) and (38) in (36), one gets the first equation of (35).

As for the dynamics of \( \psi \), one has after using the fact that \( \partial_y V \) is homogeneous of degree \( 2 - p \) with respect to \( (\delta_{L_1/2}) \)

\[
\dot{\phi} = -L^2 \dot{y} \partial_y \delta_{L_1/2}(z) + \psi
\]

which yields the second equation of (35).

For simplicity, we denote \( V(y) \) by \( Y \) and drop the (obvious) arguments in several quantities below. In order to determine the dynamics of \( Y \), we need the following.

**Lemma 8.** With the previous notations, one has that

\[
L = 1 + \frac{\xi}{\epsilon}.
\]

**Proof.** Recall that

\[
L = \frac{\varepsilon}{\varepsilon - V(z)} = \frac{\varepsilon}{\varepsilon - V(\delta_{L_1/2}(z))} = \frac{\varepsilon}{\varepsilon - L^{-\kappa} \varepsilon}.
\]

from which (39) follows.

We can now compute the time derivative of \( Y \) along trajectories of (35).

**Lemma 9.** With the previous notations, one has that

\[
L^2 \frac{d}{dt} \left( \varepsilon \ln(\varepsilon + Y) \right) = -\rho Y^{1+\frac{\kappa}{2}} - \gamma(\partial_y u_r(y))(eL^{-\kappa/2} \cdot \frac{1}{\gamma})
\]

\[
+ \gamma L^{p+1} \partial_y \varepsilon \partial_y Y \phi.
\]

**Proof.** From the first equation of (35), one gets

\[
L^2 Y = \langle \nabla V(y), Q \rangle \left( 1 + \frac{\langle \nabla L, \dot{z} \rangle}{2\varepsilon} \right) = \langle \nabla V(y), Q \rangle (1 + \frac{\xi}{\epsilon}),
\]

where we have used (9). One then concludes easily.

Using the fact that \( \gamma \) is constant, we prove that trajectories of (31) inside \( Y_\varepsilon \) are well defined for all times \( t \geq \tilde{t} \).
Lemma 10. With the notations above, trajectories of \((31)\) are defined for all \(t \geq \bar{t} \).

Proof. If \(z(\cdot)\) is a trajectory of \((31)\) inside \(\mathcal{Y}_c\), then, using \((40)\) and \((35)\), one gets as long as \(z(\cdot)\) is defined, that
\[
L^2 \frac{d}{dt} \left( e \ln(e + Y) + \frac{\gamma_m}{2} \phi^2 \right) \leq -c_t Y^{1+ \frac{z}{2}} - \gamma_m |u_t(y)\partial_t V(y)|(eL^{-k/2} - \frac{1}{m}) + L^2 \gamma_m \Psi_M |\phi|.
\] (41)

Hence, if \(L^{-k/2} \geq \frac{1}{\gamma_m e^2}\), the right-hand side of the above inequality is less than or equal to \(L^2 \gamma_m \Psi_M |\phi|\) and otherwise \(Y\) is bounded by some \(C_2(\gamma)\). In any case, after setting
\[
F(Y, \phi) = e \ln(e + Y) + \frac{\gamma_m}{2} \phi^2, \quad (Y, \phi) \in \mathbb{R}_{+}^2,
\]
one deduces that
\[
\frac{d}{dt} F \leq C_2(\gamma, z(\cdot)) + \gamma_m \Psi_M |\phi| \leq C_2(\gamma, z(\cdot))(1 + F)^{1/2},
\] (42)
as long as the trajectory \((y, \phi)\) of \((35)\) is defined. Clearly \((42)\) yields that \(F(Y(t), \phi(t)) \leq C_4(\gamma, z(\cdot))(1 + F^2)\), as long as that trajectory is defined for \(t \geq \bar{t}\). It immediately follows that \((y, \phi)\) does not blow up in finite time \(t\). This concludes the proof of the lemma.

We next prove the last part of Theorem 2, i.e. we get the following.

Lemma 11. Let \(z(\cdot)\) be a trajectory of \((23)\), inside \(\mathcal{Y}_c\). Then, there exist a time \(t_0\) and two positive constants \(Z_2 < \varepsilon\) and \(\xi, \gamma > 0\) depending on \(z(\cdot)\), the bounds \(\gamma_m, \Psi_M\) and \(\varepsilon\) such that, \(V(z(t)) \leq Z_2\) and \(|\phi(t)| \leq \xi, \gamma\) for \(t \geq t_0\).

Proof. Set \(G(Y, \phi) = e \ln(e + Y) + \frac{\gamma_m}{2} \phi^2 - 2\gamma_m \Psi_M s(\phi) z_r\), where \(s(\cdot)\) is an odd \(C^1\) function of saturation type, i.e. non-decreasing, \(\xi s(\xi) > 0\) for nonzero \(\xi\), \(s(0) = 0\), \(s(\xi) = \xi\) for \(0 \leq \xi \leq 1/2\) and \(s(\xi) = 1\) for \(\xi \geq 1\). Note that one can assume that \(|s(\cdot)|\) and \(s(\cdot)\) are bounded by one and to respectively. We will also use below the fact that \(|z_r|\) is bounded by \(\varepsilon\).

Using \((31), (39)\) and \((40)\), it holds for every time \(t \geq \bar{t}\) that
\[
L^2 \frac{d}{dt} G \leq -c_t Y^{1+ \frac{z}{2}} + 2\gamma_m \Psi_M e(1 + \varepsilon) - \gamma_m |u_t(y)\partial_t V(y)|(eL^{-k/2} - \frac{1}{m}) - L^2 \gamma_m \Psi_M (2|\phi| - |\phi|) + 2\gamma_m \Psi_M |s(\phi)| (L^2 \frac{\gamma_m}{2} |\phi| V(y(t))| + L^2 \Psi_M).
\] (43)

By taking into account several bounds on \(|s(\cdot)|, s'(\cdot)\) and \(|z_r|\), one deduces after dividing \((43)\) by \(L^2\) that there exist positive constants \(C_j := C_j(\gamma, \phi, z(\cdot)), 3 \leq j \leq 4\), so that, for every time \(t \geq \bar{t}\), it holds
\[
\frac{d}{dt} G \leq -\frac{c_t}{2} Y - \frac{\gamma_m}{2} |\phi| + C_4.
\] (44)

In particular, one gets from the above that there exists \(C_5 := C_5(\gamma, \phi) > 0\) so that \(G\) is decreasing along trajectories of \((35)\) as soon as \(G > C_5\). Since \(G\) is bounded below by \(e \ln(e + \gamma_m \Psi_M)\), one deduces that \(G\) is bounded along any trajectory of \((35)\), concluding the proof of the lemma.

C. An example

In order to point out the fact that the adaptive HOST algorithm \((30)\) overcomes the problem of unbounded gain function \(L(t, z)\), let us consider the same third order disturbed system with the same function \(\phi(t)\), however \(c_t\) is chosen as a constant \(c = 2\) instead of a positive function. Here, the adaptive HOST algorithm \((30)\) is employed where \(L_1(t, z)\) and \(L_2(t, z)\) are chosen to satisfy \((32)-(33)\), the AHFP is taken as in the previous algorithm, and \(\epsilon = 0.1\).

![Fig. 4](image-url) The states \(z_1, z_2\) and \(z_3\) with the adaptive HOST algorithm \((30)\).

![Fig. 5](image-url) Evolution of the control signal \(u_{BST}(t)\) and the uncertainties \(-\phi(t)/\gamma\).

![Fig. 6](image-url) Evolution of the Lyapunov function \(V(z)\) and the adaptive gains \(L_1(t, z)\) and \(L_2(t, z)\) using the adaptive HOST algorithm \((30)\).

The results are shown in Figs. 4-5-6. In Fig. 4, it can be seen that the state variables \(z_1, z_2\) and \(z_3\) converge to some neighborhoods of zero. Fig. 5 shows that the adaptive controller \(u_{BST}(t)\) is continuous and it follows the uncertainties \(-\phi(t)/\gamma\). Figs. 6-7 illustrate the evolution of the Lyapunov functions and the adaptive gains using the adaptive HOST controller \((30)\) and the adaptive controller \((10)\). It can be noticed that for both algorithms, the Lyapunov function \(V(z)\) stays in the predefined vicinity \(V(z) < \epsilon\) starting from the time instant \(\bar{t}\). However, Fig. 6 shows that the adaptive gains \(L_1(t, z)\) and \(L_2(t, z)\) are bounded, which is not the case using the adaptive controller \((10)\) (see Fig. 7). Hence, the specific feature of the adaptive HOST controller \((30)\) is that it does not allow the adaptive gains to tend to infinity even if the uncertainties are unbounded.
In this paper, two new barrier function-based adaptive CHOSMCs are developed for perturbed chains of integrators with unbounded perturbation. The first class can be viewed as a continuous generalization of the adaptive DHOSMC in the case of unbounded perturbation. In the general case of unbounded perturbation, the gains can grow to infinity. A second class of adaptive controllers refer to as adaptive HOST algorithm is developed for the case of Lipschitz unbounded perturbations. This second class ensures the boundedness of adaptive controllers’ gains.
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VI. CONCLUSION

In this paper, two new barrier function-based adaptive CHOSMCs are developed for perturbed chains of integrators with unbounded perturbation. The first class can be viewed as a continuous generalization of the adaptive DHOSMC in the case of unbounded perturbation. In the general case of unbounded perturbation, the gains can grow to infinity. A second class of adaptive controllers refer to as adaptive HOST algorithm is developed for the case of Lipschitz unbounded perturbations. This second class ensures the boundedness of adaptive controllers’ gains.
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