QUANTITATIVE GAUSSIAN APPROXIMATION OF RANDOMLY INITIALIZED DEEP NEURAL NETWORKS

ANDREA BASTERI AND DARIO TREVISAN

ABSTRACT. Given any deep fully connected neural network, initialized with random Gaussian parameters, we bound from above the quadratic Wasserstein distance between its output distribution and a suitable Gaussian process. Our explicit inequalities indicate how the hidden and output layers sizes affect the Gaussian behaviour of the network and quantitatively recover the distributional convergence results in the wide limit, i.e., if all the hidden layers sizes become large.

1. INTRODUCTION

Contemporary machine learning has seen a surge in applications of deep neural networks, achieving state-of-the-art performances in many contexts, from speech and visual recognition [LBH15], to feature extraction and generation of samples [Goo+14]. Such a deep learning revolution [Sej18] is often compared to the advent of the industrial age [RYH22, Chapter 0], to the extent that the search for powerful and efficient steam machines historically led to the first theoretical investigations in thermodynamics. This analogy may be a bit of a stretch, but the fundamental questions about the scope and limits of deep learning methods have indeed stimulated new mathematical research in various fields, most notably probability, statistics and statistical physics, with exciting recent progresses towards enlightening answers.

1.1. Random neural networks. A successful approach focuses on the scaling limit of large neural networks whose parameters are randomly sampled. Besides the introduction of several mathematical tools, there are convincing reasons for such a study. Firstly, a Bayesian approach to machine learning problems would require a prior distribution on the set of networks, which should then be updated via Bayes rule, given the observations, e.g., the training set in supervised learning. In practice, however, large neural networks are trained via iterative optimisation algorithms [GBC16], which still require a careful initialization of the parameters, often suggested to be randomly sampled [NBS22], thus providing a second motivation for such a study. Even more strikingly, training only the parameters in the last layer of a randomly initialized neural network may still provide good performances and of course an extreme speed-up in the training algorithm, a fact that stimulated a whole machine learning paradigm [Cao+18].

In view of the above reasons, the study of random neural networks is thus not new, and in fact dates back to pioneers in the field [Ros58]. In the seminal work [Nea96], motivated by the Bayesian approach, Neal first proved that wide shallow networks, i.e., with a large number of parameters but only one hidden layer, converge to Gaussian processes, if the parameters are random and suitably tuned, as a consequence of the Central Limit Theorem (CLT). More recently, in [Mat+18; Lee+18], convergence has been extended to deeper networks, stemming a series of works that aim to explain the success story of over-parametrized neural networks, totally unexpected from traditional statistical viewpoints, by linking it to the well-established theory of Gaussian processes [WR06]. A breakthrough
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is quantitatively close to a centered multivariate Gaussian $N(\text{covariance matrix } K)$.

Then, for every given set of the number of layers $L$,

$$C = \frac{1}{n_{L-1}} \sum_{\ell=1}^{L-1} \sqrt{n_{\ell}}$$

1.1. Numbers regime, leading to deterministic non-linear dynamics for the network training. Our contribution. In this work, we provide a quantitative proof of the Gaussian behaviour of deep neural networks with random parameters at initialization, i.e., without addressing the correlations induced by the training procedure. We thus complement the seminal works [Mat+18] and subsequent ones focusing on convergence for wide networks [Yan19a; Bra+20; Han21], by providing for the first time explicit rates for convergence in distribution in the case of deep networks. The metric we adopt is the Wasserstein distance, which generalizes the so-called earth mover’s distance, and provide a natural interpretation of the discrepancy between the two distributions in terms of the average cost between transporting one over the other. Indeed, it was historically introduced by Monge as the Optimal Transport problem, i.e., to efficiently move a given distribution of mass from a location to another [Vil09]. The theory of optimal transport has grown in the last decades, with applications beyond calculus of variation and probability, from geometry and partial differential equations [AGS14], to statistics and machine learning [PC+19]. We use in fact only basic properties of the Wasserstein distance, that are all recalled in Section 2.2, and focus for simplicity of the exposition only on the quadratic case, denoted by $\mathcal{W}_2$, i.e., when the transport cost between two locations is the squared Euclidean distance.

To further keep the exposition short and accessible, we discuss only so-called fully connected neural networks (or multi-layer perceptrons), where all units (neurons) in each layer are linked with those on the next layer, from the input layer to the output (see Figure 1). We denote by $L + 1$ the total number of layers (including input and output), with sizes $n_0$ for the input layer, $n_L$ for the output and $(n_1, \ldots, n_{L-1})$ for the intermediate hidden ones. Then, for every choice of the parameters, often called weights (matrices) $W = (W^{(\ell)})_{\ell=0}^{L-1}$ and biases (vectors) $b = (b^{(\ell)})_{\ell=0}^{L-1}$, and a (usually fixed) non-linear activation function $\sigma$ acting on each intermediate node (except for the last layer), a neural network $f^{(L)} : \mathbb{R}^{n_0} \to \mathbb{R}^{n_L}$ is defined (see Section 2.3 for a precise definition).

Using the concepts and notation mentioned above, our main result can be stated as follows (see Theorem 3.1 for a more precise version).

**Theorem 1.1.** Consider a fully connected neural network $f^{(L)} : \mathbb{R}^{n_0} \to \mathbb{R}^{n_L}$ with Lipschitz activation function $\sigma$, and random weights $W$ and biases $b$ that are independent Gaussian random variables, centered with

$$E \left[ (W^{(\ell)}_{i,j})^2 \right] = \frac{1}{n_{\ell}}, \quad E \left[ (b^{(\ell)}_i)^2 \right] = 1, \quad \text{for every } \ell = 0, 1, \ldots, L-1 \text{ and all } i, j.$$  

Then, for every given set of $k$ inputs $X = \{x_i\}_{i=1}^k \subseteq \mathbb{R}^{n_0}$, the distribution of $f^{(L)}[X] = (f^{(L)}(x_i))^k_{i=1}$, i.e., the law of the output of the random network evaluated at the inputs $X$, is quantitatively close to a centered multivariate Gaussian $\mathcal{N}(K^{(L)}[X])$ with a (computable) covariance matrix $K^{(L)}[X]$, in terms of the quadratic Wasserstein distance:

$$\mathcal{W}_2 \left( \mathbb{P}_{f^{(L)}[X]}, \mathcal{N}(K^{(L)}[X]) \right) \leq C \frac{1}{n_L} \sum_{\ell=1}^{L-1} \sqrt{n_{\ell}},$$

where $C \in (0, \infty)$ is a constant depending on the activation function $\sigma$, the input $X$ and the number of layers $L$ only, not on the hidden or output layer sizes $(n_{\ell})_{\ell=1}^L$. 

2. A. BASTERI AND D. TREVISAN
The random network considered in our result is also known as the Xavier initialization, which sets the initial weights using a scaling factor that takes into account the number of input and output neurons in each layer. Let us point out that several other random distributions can be considered for specific activation functions or network architectures, see [NBS22] for a review.

The matrix $K^{(L)}[\mathcal{X}]$ depends on the activation function $\sigma$, the input $\mathcal{X}$ and the output dimension $n_L$ (not on the hidden layer sizes $(n_\ell)_{\ell=1}^{L-1}$). It is indeed recursively computable (see Section 2.4) and in some cases – e.g. for ReLU activation – closed formulas can be obtained, see [CS09; Lee+18]. An important feature is that all $n_L$ output neurons in the Gaussian approximation are independent and identically distributed variables (for any input) – the desirability of such property is often discussed, but let us recall that we are considering here non-trained networks.

A useful feature of our result is that it explicitly indicates how the layer sizes affect the Gaussian behaviour of the output of the network. In particular, in the wide limit where all the hidden layers sizes $n_i$’s are large (keeping $n_L$ and $n_0$ fixed) the Wasserstein distance becomes infinitesimal and convergence in distribution for fixed input set follows. Some considerations apply as well in the narrow deep limit, since the constant $C$ in (1.2) can be made explicit and also more general variances in (1.1) can be introduced: the contribution $\sqrt{n_L}/\sqrt{n_\ell}$ naturally associated to the $\ell$-th hidden layer is weighted by exponentially contracting (or growing) terms as $L$ becomes large (see Remark 3.2).

### 1.3. Related literature.

Our proof is based on the natural idea, already present in [Nea96], that the Gaussian limit emerges due to a combination, in each layer, of the CLT scaling for the weights parameters and the inherited convergence in the previous layer, which almost yields independence for the neurons. For shallow networks, which correspond to the base case of our argument, exact independence holds and Gaussian behaviour is immediate from the CLT. When considering deeper architectures, the generalization is not immediate and [Mat+18] made use of a CLT for triangular arrays. The arguments were later simplified, e.g. via the use of characteristic functions [Bra+20] or moments [Han21], but quantitative convergence in terms of any natural distance (not only the Wasserstein one) was missing so far. It turns out in fact that using the Wasserstein distance allows for quantitatively tracking the hidden layers and yields a relatively straightforward proof by
induction, where the triangle inequality is employed to obtain exact independence from the previous layers, and most terms are estimated without much effort.

Let us point out that our main result provides convergence for any finite set of \( k \)-inputs of a random deep neural network. Obtaining rates for deep networks in suitable functional spaces (informally, for infinitely many inputs) seems considerably more difficult, although useful, e.g. to study architectures with bottlenecks [APH20], i.e., when some hidden layers that are purposely kept with small width, such as in autoencoders. The case of shallow networks has been addressed in [EMS21; Klu22], using Stein’s method for the quadratic Wasserstein distance in the space of squared integrable functions on the sphere. In Section 5 we hint at how one could further extend our argument to obtain bounds in functional spaces.

1.4. Extensions and future work. As already mentioned, we choose to keep technicalities at minimum by considering only the quadratic Wasserstein distance, fully connected architectures, Gaussian weights and biases and a finite subset of inputs. In view of the existing literature on the subject, we expect however that all such aspects may be relaxed, e.g., from Wasserstein distances of any order \( p \) or further variants, such as the entropic regularized optimal transport [PC+19]; to more general network architectures, such as those of convolutional type [Bor19; GRA18], following e.g. the general tensor program formulation proposed in [Yan19b; YL21]; to non-Gaussian laws for the random parameters, such as discrete cases or heavy-tailed distributions like stable laws where the Gaussian CLT fails [PFF20], by using finer probabilistic tools, such as quantitative multi-dimensional CLT’s in the Wasserstein space [Bon20].

Another interesting question is whether (1.2) are sharp in some sense (eventually allowing for general non Gaussian distributions in the weights and biases parameters) and what are the properties, e.g. regularity, of the optimal transport map pushing the Gaussian law to the distribution of the output of the neural network, whose existence follows from general results [Vil09, theorem 9.4]: more precise information may help to transfer finer results from Gaussian processes to neural networks.

A further direction concerns the validity of similar quantitative approximations after the training procedure, e.g. by coupling it with the gradient flow description provided by the already mentioned Neural Tangent Kernel theory. Alternatively, one could investigate if the arguments in [Hro+20] for the exact Bayes posterior may be combined with our quantitative bounds.

1.5. Structure of the paper. Section 2 is devoted to introduce notation and basic facts about neural networks, Gaussian processes and the Wasserstein distance. Section 3 contains a more precise statement of our main result, Theorem 3.1 and its entire proof. Section 4 gives with the proof of technical Lemma 3.4, while Section 5 contains some remarks on the functional limit (i.e., for infinite input sets). Finally, in Section 6 we report the outcomes of some numerical experiments about the sharpness of our main result.

2. Notation

Given a set \( S \), we write \( \mathbb{R}^S \) for the set of real valued functions \( f : S \to \mathbb{R} \), and write \( s \mapsto f(s) \), but also frequently use the notation \( f[s] = f_s \), to avoid subscripts (in vectors and matrices). For a subset \( T \subseteq S \), we denote by \( f[T] = (f[t])_{t \in T} \in \mathbb{R}^T \) its restriction to \( T \). When \( S = \{1, 2, \ldots, k\} \), then we simply write \( \mathbb{R}^S = \mathbb{R}^k \), which is the set of \( k \)-dimensional vectors \( v = (v[i])_{i=1}^k \), while if \( S = \{1, \ldots, h\} \times \{1, \ldots, k\} \) then we write \( \mathbb{R}^S = \mathbb{R}^{h \times k} \), the set of matrices \( A = (A[i,j])_{i=1}^h\,\,_{j=1}^k \). The space \( \mathbb{R}^S \) enjoys a natural structure of vector space with pointwise sum \( (f + g)[s] = f[s] + g[s] \) and product \( (\lambda f)[s] = \lambda f[s] \) and a canonical basis \( (e_s)_{s \in S} \) with \( e_s[t] = 1 \) if \( s = t \) and \( e_s[t] = 0 \) otherwise.
Given sets $S$, $T$, the tensor product operation between $f \in \mathbb{R}^S$ and $g \in \mathbb{R}^T$ defines $f \otimes g \in \mathbb{R}^{S \times T}$ with $(f \otimes g)[s, t] = f(s)g(t)$. The canonical basis for $\mathbb{R}^{S \times T}$ can be then written as $(e_{s,t}) = e_s \otimes e_t)_{s \in S, t \in T}$. If $S$, $T$ are finite, then any $A \in \mathbb{R}^{S \times T}$ can be identified also with the space of linear transformations from $\mathbb{R}^T$ to $\mathbb{R}^S$ via the usual matrix product

$$A : f \mapsto Af \quad \text{where} \quad (Af)[s] = \sum_{t \in T} A[s, t]f[t].$$

The identity matrix $\text{Id}_S \in \mathbb{R}^{S \times S}$ is defined as $\text{Id}_S = \sum_s e_s \otimes e_s$, i.e., $\text{Id}_S[s, t] = e_s(t)$, and write $\text{Id}_k$ or $\text{Id}_{h \times k}$ in the case of $\mathbb{R}^k$ or $\mathbb{R}^{h \times k}$ respectively. If $S = S_1 \times S_2$ and $T = T_1 \times T_2$ and $A \in \mathbb{R}^{S_1 \times T_1}$, $B \in \mathbb{R}^{S_2 \times T_2}$, then, up to viewing $A \otimes B \in \mathbb{R}^{(S_1 \times T_1) \times (S_2 \times T_2)}$ as an element in $\mathbb{R}^{(S_1 \times S_2) \times (T_1 \times T_2)}$, the following identity holds:

$$(A \otimes B)(f \otimes g) = (Af) \otimes (Bg)$$

for every $f \in \mathbb{R}^{T_1}$, $g \in \mathbb{R}^{T_2}$. When $S = T$, then any $A \in \mathbb{R}^{S \times S}$ can be also seen as a quadratic form over $\mathbb{R}^S$: $A$ is symmetric if $A$ equals its transpose $A^T[s, t] = A[t, s]$, i.e., $A[s, t] = A[t, s]$ for $s$, $t \in S$ and positive semidefinite if, for every finite subset $T \subseteq S$ the restriction of $A$ to $T \times T$, that we denote by $A[T]$ (instead of $A[T \times T]$) is positive semidefinite as a matrix, i.e., for every $v \in \mathbb{R}^T$,

$$\sum_{s, t \in T} v[s]A[s, t]v[t] \geq 0.$$ 

If $S$ is finite, we define the trace of $A \in \mathbb{R}^{S \times S}$ as $\text{tr}(A) = \sum_{s \in S} A[s, s]$. We use this notion to define a scalar product on $\mathbb{R}^S$ as

$$\langle f, g \rangle = \text{tr}(f \otimes g) = \sum_{s \in S} f[s]g[s],$$

which induces the norm

$$\|f\| = \sqrt{\text{tr}(f \otimes f)} = \sqrt{\sum_{s \in S} |f[s]|^2},$$

yielding the Euclidean norm in case of a vectors in $\mathbb{R}^k$ and the Frobenius (or Hilbert-Schmidt) norm for matrices $\mathbb{R}^{h \times k}$. The tensor product is associative and the norm is multiplicative, i.e., $\|f \otimes g\| = \|f\| \|g\|$.

Given a symmetric positive semi-definite $A \in \mathbb{R}^{S \times S}$ with $S$ finite, its square root $\sqrt{A}$ is defined via spectral theorem as $\sqrt{A} = U\sqrt{\text{Diag}(A)}U^T$ where $U \in \mathbb{R}^{S \times S}$ is orthogonal, i.e., $UU^T = \text{Id}$ and $U^TAU = D = \sum_s d_s e_s \otimes e_s$ is diagonal with $d_s \geq 0$ (the eigenvalues of $A$) and $\sqrt{D} = \sum_s \sqrt{d_s} e_s \otimes e_s$ is the diagonal with entries being the square roots of the entries of $D$. If $A$, $B \in \mathbb{R}^{S \times S}$ are symmetric and positive semi-definite, then [HAS80, Proposition 3.2] gives

$$\left\| \sqrt{A} - \sqrt{B} \right\| \leq \frac{1}{\sqrt{\lambda(A)}} \| A - B \|, \tag{2.1}$$

where $\lambda(A) = \min_s d_s$ denotes its smallest eigenvalue (possibly zero: in such a case we interpret the right hand side as $+\infty$). Finally, we will use the fact that $\sqrt{A \otimes B} = \sqrt{A} \otimes \sqrt{B}$ if $A \in \mathbb{R}^{S \times S}$, $B \in \mathbb{R}^{T \times T}$ are both symmetric and positive-semidefinite, by interpreting the identity in $\mathbb{R}^{(S \times T) \times (S \times T)}$.

2.1. Random variables and Gaussian processes. For a random variable $X$ with values on $\mathbb{R}^S$, write $E[X] \in \mathbb{R}^S$ for its mean value, i.e., $E[X][s] = E[X[s]]$. The second moment of $X$ is defined as $E[X \otimes X] \in \mathbb{R}^{S \times S}$, i.e., the collection $(E[X[s]X[t]])_{s,t \in S}$, which is symmetric and positive semi-definite. We always tacitly assume that these are well-defined. The covariance matrix $\Sigma(X) \in \mathbb{R}^{S \times S}$ of $X$ is defined as the second moment
of the centered variable \(X - \mathbb{E}[X]\), which coincides with its second moment if \(X\) is centered, i.e., \(\mathbb{E}[X] = 0\). Recalling that \(\|X\|^2 = \text{tr}(X \otimes X)\), and exchanging expectation and the trace operation, we have that \(\mathbb{E}\left[\|X\|^2\right] = \text{tr}(\mathbb{E}[X \otimes X])\), hence

\[
\mathbb{E}\left[\|X\|^2\right] = \text{tr}(\Sigma(X)), \quad \text{if } X \text{ is centered.} \tag{2.2}
\]

If \(A\) is a random variable with values in \(\mathbb{R}^{T \times S}\), its second moment

\[
\mathbb{E}[A \otimes A] \in \mathbb{R}^{(T \times S) \times (T \times S)}
\]

can be viewed also as in \(\mathbb{R}^{(T \times T) \times (S \times S)}\), which is a useful point of view we often adopt.

Given a symmetric positive semi-definite \(K \in \mathbb{R}^{S \times S}\), we write \(\mathcal{N}(K)\) for the centered Gaussian distribution on \(\mathbb{R}^S\) with covariance (or, equivalently, second moment) \(K\). i.e., the law of any Gaussian random variable \(X\) with values in \(\mathbb{R}^S\), \(\mathbb{E}[X] = 0\) and \(\Sigma(X) = K\). If \(S\) is infinite, the law is Gaussian if for every finite subset \(T \subseteq S\), the restriction \(X[T] = (X[t])_{t \in T}\) has a multivariate Gaussian law with covariance \(K[T] = K[T \times T]\). The variable \(X = (X[s])_{s \in S}\) is also called a Gaussian process (or field) over \(S\).

2.2. Wasserstein distance. We recall without proof basic facts about the Wasserstein distance, referring to any monograph such as [Vil09; AGS14; PC+19; San15] for details. Let \(S\) be finite. The quadratic Wasserstein distance between two probability measures \(p, q\) on \(\mathbb{R}^S\) is defined as

\[
W_2(p, q) = \inf \left\{ \sqrt{\mathbb{E}\left[\|X - Y\|^2\right]} : X, Y \text{ random variables with } \mathbb{P}_X = p, \mathbb{P}_Y = q \right\},
\]

where the infimum runs over all the random variables \(X, Y\) (jointly defined on some probability space) with marginal laws \(p = \mathbb{P}_X\) and \(q = \mathbb{P}_Y\). For simplicity, we allow for a slight abuse of notation and often write \(W_2(X, Y)\) instead of \(W_2(\mathbb{P}_X, \mathbb{P}_Y)\), when we consider two random variables \(X, Y\) with values on \(\mathbb{R}^S\). In particular, it holds

\[
W_2(X, Y) \leq \sqrt{\mathbb{E}\left[\|X - Y\|^2\right]} \tag{2.3}.
\]

With this notation, a sequence of random variables \((X_n)_n\) converges towards a random variable \(X\), i.e., \(\lim_{n \to \infty} W_2(X_n, X) = 0\) if and only if \(\lim_{n \to \infty} X_n\) in law together with their second moments \(\lim_{n \to \infty} \mathbb{E}[X_n \otimes X_n] = \mathbb{E}[X \otimes X]\). Given \(X, Y, Z\) all with values on \(\mathbb{R}^S\), the triangle inequality holds

\[
W_2(X, Z) \leq W_2(X, Y) + W_2(Y, Z) \tag{2.4},
\]

and, if \(Z\) is independent of \(X\) and \(Y\), the following inequality holds:

\[
W_2(X + Z, Y + Z) \leq W_2(X, Y) \tag{2.5}.
\]

The distance squared enjoys a useful convexity property, which we can state as follows: given random variables \(X, Y\), with values on \(\mathbb{R}^S\) and \(Z\), taking values on some \(\mathbb{R}^T\), then

\[
W_2^2(X, Y) \leq \int_{\mathbb{R}^T} W_2^2(\mathbb{P}_X|Z = z, \mathbb{P}_Y) d\mathbb{P}_Z(z) \tag{2.6}.
\]

Finally, if \(X, Y\) are centered Gaussian random variables with values on \(\mathbb{R}^S\) (\(S\) finite), it holds

\[
W_2(X, Y) \leq \left\| \sqrt{\Sigma(X)} - \sqrt{\Sigma(Y)} \right\| \tag{2.7},
\]

which can be easily seen by considering a standard Gaussian variable \(Z\) on \(\mathbb{R}^S\), i.e., centered with \(\Sigma(Z) = \text{Id}_S\) and letting \(X = \sqrt{\Sigma(X)}Z\) and \(Y = \sqrt{\Sigma(Y)}Z\).
2.3. Deep Neural Networks. We consider only the so-called fully connected (or multilayer perceptron) architecture, which consists of a sequence of hidden layers stacked between the input and output layers, where each node is connected with all nodes in the subsequent layer. Let \( L \geq 1 \) and let \( n = (n_0, n_1, \ldots, n_L) \) denote the size of the layers, so that the input belongs to \( \mathbb{R}^{n_0} \) and the overall network outputs a vector in \( \mathbb{R}^{n_L} \). Given an activation function \( \sigma: \mathbb{R} \to \mathbb{R} \) and a set of weights and biases (in this section they do not need to be random variables)

\[
W = (W(0), W(1), \ldots, W(L-1)), \quad b = (b(0), b(1), \ldots, b(L-1)),
\]

where, for every \( \ell = 0, \ldots, L - 1 \), one has \( W(\ell) \in \mathbb{R}^{n_{\ell+1} \times n_{\ell}} \) and \( b(\ell) \in \mathbb{R}^{n_{\ell+1}} \), we define

\[
f^{(1)}: \mathbb{R}^{n_0} \to \mathbb{R}^{n_1}, \quad f^{(1)}[x] = W(0)x + b(0),
\]

and recursively, for \( \ell = 2, \ldots, L \),

\[
f^{(\ell)}: \mathbb{R}^{n_\ell} \to \mathbb{R}^{n_{\ell+1}}, \quad f^{(\ell)}[x] = W^{(\ell-1)}(f^{(\ell-1)}[x]) + b^{(\ell-1)},
\]

where the composition \( \sigma \) will be always understood componentwise. Notice that \( f^{(\ell)} \) is a function of weights and biases \((W^{(i)}, b^{(i)})_{i=0}^{\ell-1}\). Given a finite subset of inputs \( \mathcal{X} = \{x_i\}_{i=1, \ldots, k} \subseteq \mathbb{R}^{n_0} \), we identify it with a slight abuse of notation with a matrix \( \mathcal{X} = \sum_{i=1}^{k} x_i \otimes e_i \in \mathbb{R}^{n_0 \times k} \) and consider the restrictions \( f^{(\ell)}[\mathcal{X}] \) that we interpret also as matrices

\[
f^{(\ell)}[\mathcal{X}] = \sum_{i=1}^{k} f^{(\ell)}[x_i] \otimes e_i \in \mathbb{R}^{n_\ell \times k}.
\]

We notice that

\[
f^{(1)}[\mathcal{X}] = (W(0) \otimes \text{Id}_k)\mathcal{X} + b(0) \otimes 1_k, \\
f^{(\ell)}[\mathcal{X}] = (W^{(\ell-1)} \otimes \text{Id}_k)\sigma(f^{(\ell-1)}[\mathcal{X}]) + b^{(\ell-1)} \otimes 1_k,
\]

for \( \ell = 2, \ldots, L \), where \( 1_k = \sum_{i=1}^{k} e_i \in \mathbb{R}^k \) denotes the vector with all entries equal to 1.

2.4. Neural Network Gaussian Processes. The Gaussian process associated to a wide random neural network [Lee+18] is defined merely in terms of its covariance operator (it is centered) and ultimately depends only on the choice of the activation function \( \sigma \), the non-negative weights and biases variances

\[
\left(c^{(0)}_w, c^{(0)}_b, c^{(1)}_w, c^{(1)}_b, \ldots, c^{(L-1)}_w, c^{(L-1)}_b\right) \in \mathbb{R}_+^{2L}
\]

as well as the layer dimensions. As with the construction of the network, the definitions are recursive. We first define the kernel \( K^{(1)}(x, y) = \langle K^{(1)}[x, y] \rangle_{x, y \in \mathbb{R}^{n_0}} \) as

\[
K^{(1)}[x, y] = c^{(0)}_w \langle x, y \rangle + c^{(0)}_b = \frac{c^{(0)}_w}{n_0} \sum_{i=1}^{n_0} x[i]y[i] + c^{(0)}_b.
\]

It is not difficult to check that \( K^{(1)} \) is symmetric and positive semi-definite, thus there exists a centered Gaussian process \((G^{(1)}[x])_{x \in \mathbb{R}^{n_0}} \) on \( \mathbb{R}^{n_0} \) with covariance kernel \( K^{(1)} \), i.e.,

\[
\mathbb{E} \left[ G^{(1)}[x]G^{(1)}[y] \right] = K^{(1)}[x, y].
\]

For \( \ell = 2, \ldots, L \), having already defined the positive semi-definite kernel \( K^{(\ell-1)}(x, y) = \langle K^{(\ell-1)}[x, y] \rangle_{x, y \in \mathbb{R}^{n_0}} \), we denote with \((G^{(\ell-1)}[x])_{x \in \mathbb{R}^{n_0}} \) a centered Gaussian process with covariance kernel \( K^{(\ell-1)} \) and use it to define

\[
K^{(\ell)}[x, y] = c^{(\ell-1)}_w \mathbb{E} \left[ \sigma(G^{(\ell-1)}[x]) \sigma(G^{(\ell-1)}[y]) \right] + c^{(\ell-1)}_b,
\]

which can be easily seen to be positive semi-definite. For later use, let us also introduce the kernel

\[
K_0^{(\ell)}[x, y] = c^{(\ell-1)}_w \mathbb{E} \left[ \sigma(G^{(\ell-1)}[x]) \sigma(G^{(\ell-1)}[y]) \right].
\]
Finally, given layer dimensions \( n = (n_0, n_1, \ldots, n_L) \), the Gaussian process approximating the layer output \( f^{(\ell)}[x] \), is defined as \( n_\ell \) independent copies of \( G^{(\ell)} \), i.e., a Gaussian process on \( S = \mathbb{R}^{n_0} \times \{1, \ldots, n_\ell\} \), whose covariance kernel is then \( K^{(\ell)} \otimes \text{Id}_{n_\ell} \). To keep notation simple, at the cost of a slight ambiguity of the notation, we also write \( G^{(\ell)}[x] = (G^{(\ell)}[x, i])_{i=1, \ldots, n_\ell} \in \mathbb{R}^{n_\ell} \) for the (vector-valued) Gaussian process. In analogy with the notation for neural networks, given \( k \) inputs \( X = \{x_i\}_{i=1}^k \), write then \( G^{(\ell)}[X] = \sum_{i=1}^k G^{(\ell)}[x_i] \otimes e_i \in \mathbb{R}^{n_\ell \times k} \), which is a centered Gaussian random variable with covariance

\[
\Sigma \left( G^{(\ell)}[X] \right) = \text{Id}_{n_\ell} \otimes K^{(\ell)}[X] \in \mathbb{R}^{(n_\ell \times n_\ell) \times (k \times k)},
\]

where \( K^{(\ell)}[X] = (K^{(\ell)}[x, y])_{x, y \in X} \).

3. Proof of Main Result

We consider the fully connected architecture described in the previous section, where weights \( W \) and biases \( b \) are all independent Gaussian random variables, centered with variances

\[
\Sigma(W^{(\ell)}) = c_w^{(\ell)} \text{Id}_{n_{\ell+1} \times n_\ell}, \quad \Sigma(b^{(\ell)}) = c_b^{(\ell)} \text{Id}_{n_{\ell+1}},
\]

where \( (c_w^{(\ell)}, c_b^{(\ell)})_{\ell=0}^{L-1} \in \mathbb{R}^{2L} \). We also assume that the activation function \( \sigma \) is Lipschitz, i.e., for some finite constant \( \text{Lip}(\sigma) \)

\[
|\sigma(z) - \sigma(z')| \leq \text{Lip}(\sigma)|z - z'| \quad \text{for all} \ z, z' \in \mathbb{R}. \tag{3.1}
\]

This is the case with \( \text{Lip}(\sigma) = 1 \) for the common choice of ReLU activation \( \sigma(z) = z^+ \).

We state and prove a more precise version of our main result.

**Theorem 3.1.** With the above notation for the deep neural network outputs \( \{f^{(\ell)}[X]\}_{\ell=1}^L \) with random weights and biases, and the associated Gaussian processes \( \{G^{(\ell)}[X]\}_{\ell=2}^L \) evaluated at \( k \) inputs \( X = \{x_i\}_{i=1}^k \subseteq \mathbb{R}^{n_0} \), there exists positive finite constants \( (C^{(\ell)})_{\ell=1}^L \) such that, for every \( \ell = 1, \ldots, L \), it holds

\[
W_2 \left( f^{(\ell)}[X], G^{(\ell)}[X] \right) \leq \sqrt{n_\ell} \sum_{i=1}^{\ell-1} C^{(i+1)} \text{Lip}(\sigma)^{\ell-1-i} \sqrt{\prod_{j=i+1}^{\ell-1} c_w^{(j)}} \frac{\sqrt{n_i}}{\sqrt{n_i}}. \tag{3.2}
\]

Each \( C^{(\ell)} \) depends upon \( \sigma \) and \( X \) and only the weights \( (c_w^{(\ell)}, c_b^{(\ell)})_{\ell=0}^L \).

**Remark 3.2.** Inequality (3.2) is evidently more precise than (1.2). In particular, besides recovering the Gaussian convergence of the network outputs (for a finite input set) in the wide limit, i.e., if all \( (n_i)_{i=1}^{L-1} \) become large, it allows for some partial consideration in the deep limit, i.e., if \( L \) becomes large and all the \( n_i \)’s are uniformly bounded. Let \( \ell = L \to \infty \) in (3.2) and assume e.g. that \( \text{Lip}(\sigma) \leq 1 \) (as in the ReLu case) and all weights variances are constants, \( c_w^{(i)} = c_w \). The \( i \)-th term in the sum is then multiplied by the exponential factor \( \sqrt{c_w^{(i)-2}} \) which becomes negligible as \( L \to \infty \), if \( c_w < 1 \). According to [RYH22, Section 3.4], the “critical” case in the deep narrow limit is indeed the choice \( c_w = 1 \), where the network behaviour is “chaotic” (and not Gaussian), and indeed our inequality becomes ineffective.

Before we provide the proof of Theorem 3.1, which is performed by induction over \( \ell = 1, \ldots, L \), we inform the reader we extensively use tensor product notation. This is necessary to take into account the joint distributions of the various outputs, which are independent only in the Gaussian case (or in the wide network limit). The interested reader that would prefer to avoid tensor products but still have a good understanding of the argument is strongly invited to specialize our derivation to the case of a single input and a one-dimensional output.
Base case. The case $\ell = 1$ is straightforward, since $f^{(1)}[\mathcal{X}]$ is a linear function of the Gaussian variable $W^{(0)}$ and $b^{(0)}$, thus it has Gaussian law, centered with covariance
\[
\Sigma \left( f^{(1)}[\mathcal{X}] \right) = \Sigma \left( (W^{(0)} \otimes \text{Id}_k) \mathcal{X} + b^{(0)} \otimes 1_k \right) \\
= \Sigma \left( (W^{(0)} \otimes \text{Id}_k) \mathcal{X} \right) + \Sigma \left( b^{(0)} \otimes 1_k \right) \text{ by independence,} \\
= \text{Id}_{n_1} \otimes K^{(1)}[\mathcal{X}, \mathcal{X}],
\]
where in the last step we used the following computation which we state in a general form for later use.

Lemma 3.3. For any $\ell = 0, \ldots, L - 1$, given $A \in \mathbb{R}^{n_{\ell+1} \times k}$, one has
\[
\Sigma((W^{(\ell)} \otimes \text{Id}_k)A) = \text{Id}_{n_{\ell+1} \times n_{\ell+1}} \otimes \bar{A},
\]
where $\bar{A}[j_1, j_2] = \frac{e^{(\ell)}}{n_{\ell}} \sum_{m=1}^{n_{\ell+1}} A[m, j_1]A[m, j_2]$ and
\[
E \left[ \left\| (W^{(\ell)} \otimes \text{Id}_k)A \right\|^2 \right] = \frac{e^{(\ell)} n_{\ell+1}}{n_{\ell}} \|A\|^2.
\]

Proof. The first identity is an explicit computation, using the covariance of $W^{(\ell)}$:
\[
\Sigma((W^{(\ell)} \otimes \text{Id}_k)A)[i_1, j_1, i_2, j_2] = E \left[ (W^{(\ell)} \otimes \text{Id}_k)A[i_1, j_1] (W^{(\ell)} \otimes \text{Id}_k)A[i_2, j_2] \right] \\
= \sum_{m_1, m_2=1}^{n_{\ell+1}} E \left[ W^{(\ell)}[i_1, m_1]A[m_1, j_1]W^{(\ell)}[i_2, m_2]A[m_2, j_2] \right] \\
= e^{(\ell)} \sum_{m=1}^{n_{\ell+1}} A[m, j_1]A[m, j_2].
\]
The second identity follows from (2.2).

Induction step. We assume that (3.2) holds for some $1 \leq \ell \leq L - 1$ and prove it for $\ell + 1$. To simplify the notation, we omit to write $[\mathcal{X}]$ in what follows, and consider any probability space where random variables with the same laws as $f^{(\ell)}[\mathcal{X}]$ and $G^{(\ell)}[\mathcal{X}]$ are jointly defined (but we assume nothing on their joint law). We denote them as $f^{(\ell)}$ and $G^{(\ell)}$.

Without loss of generality, we assume that the weights $W^{(\ell)}$ and biases $b^{(\ell)}$ are defined on the same space and independent of $f^{(\ell)}$ and $G^{(\ell)}$, otherwise we enlarge it to define independent copies of $W^{(\ell)}$ and $b^{(\ell)}$. We define auxiliary random variables
\[
h^{(\ell+1)} = (W^{(\ell)} \otimes \text{Id}_k)\sigma \left( G^{(\ell)} \right), \\
g^{(\ell+1)} = h^{(\ell+1)} + b^{(\ell)} \otimes 1_k.
\]
To take into account the biases, which play practically no role in our bounds, we also assume that a centered Gaussian random variable $H^{(\ell+1)}$ is defined on the same space, with values in $\mathbb{R}^{n_{\ell+1} \times k}$ and covariance
\[
\text{Id}_{n_{\ell+1}} \otimes K_0^{(\ell+1)}[\mathcal{X} \times \mathcal{X}] \in \mathbb{R}^{(n_{\ell+1} \times n_{\ell+1}) \times (k \times k)},
\]
with the kernel $K_0^{(\ell+1)}$ introduced in (2.10). Without loss of generality, we also assume that $H^{(\ell+1)}$ is independent from $b^{(\ell)}$, so that
\[
H^{(\ell+1)} + b^{(\ell)} \otimes 1_k
\]
is Gaussian with the same law as $G^{(\ell+1)} = G^{(\ell+1)}[\mathcal{X}]$.

By the triangle inequality, we now split
\[
W_2 \left( f^{(\ell+1)}, G^{(\ell+1)} \right) \leq W_2 \left( f^{(\ell+1)}, h^{(\ell+1)} \right) + W_2 \left( g^{(\ell+1)}, h^{(\ell+1)} \right),
\]
and bound separately the two terms.
First term. We prove that
\[ \mathcal{W}_2^2 \left( f^{(\ell+1)}, g^{(\ell+1)} \right) \leq \frac{n_{\ell+1}}{n_{\ell}} c^{(\ell)} \text{Lip}(\sigma)^2 \mathbb{E} \left[ \left\| f^{(\ell)} - G^{(\ell)} \right\|^2 \right]. \tag{3.5} \]
Indeed,
\[
\begin{align*}
\mathcal{W}_2^2 \left( f^{(\ell+1)}, g^{(\ell+1)} \right) &= \mathcal{W}_2^2 \left( W^{(\ell)} \sigma(f^{(\ell)}) + b^{(\ell)}, W^{(\ell)} \sigma(G^{(\ell)}) + b^{(\ell)} \right) \\
&\leq \mathcal{W}_2^2 \left( W^{(\ell)} \sigma(f^{(\ell)}), W^{(\ell)} \sigma(G^{(\ell)}) \right) \quad \text{by (2.5)}, \\
&\leq \mathbb{E} \left[ \left\| W^{(\ell)} \sigma(f^{(\ell)}) - W^{(\ell)} \sigma(G^{(\ell)}) \right\|^2 \right] \quad \text{by (2.3)}.
\end{align*}
\]
To proceed further, we condition upon \( f^{(\ell)} \) and \( G^{(\ell)} \), so that, with \( A = \sigma(f^{(\ell)}) - \sigma(G^{(\ell)}) \) in (3.4), we obtain
\[
\mathbb{E} \left[ \left\| W^{(\ell)} \sigma(f^{(\ell)}) - W^{(\ell)} \sigma(G^{(\ell)}) \right\|^2 \mid f^{(\ell)}, G^{(\ell)} \right] = \frac{c^{(\ell)} n_{\ell+1}}{n_{\ell}} \left\| \sigma(f^{(\ell)}) - \sigma(G^{(\ell)}) \right\|^2.
\]
Finally, we use (3.1), to bound from above
\[ \left\| \sigma(f^{(\ell)}) - \sigma(G^{(\ell)}) \right\|^2 \leq \text{Lip}(\sigma)^2 \left\| f^{(\ell)} - G^{(\ell)} \right\|^2, \]
and conclude with (3.5).

Second term. We prove that
\[ \mathcal{W}_2^2 \left( f^{(\ell+1)}, G^{(\ell+1)} \right) \leq \frac{n_{\ell+1}}{n_{\ell}} C^{(\ell+1)}, \tag{3.6} \]
for a positive finite constant \( C^{(\ell+1)} \) depending on \( X, \sigma \) and \((c^{(i)}_w, c^{(i)}_b)_{i=0}^\ell \) only (an explicit expression is (3.7) below).

To this aim, we use again (2.5) to remove the bias terms,
\[
\begin{align*}
\mathcal{W}_2 \left( g^{(\ell+1)}, G^{(\ell+1)} \right) &= \mathcal{W}_2 \left( h^{(\ell+1)} + b^{(\ell)} \otimes 1_k, H^{(\ell+1)} + b^{(\ell)} \otimes 1_k \right) \\
&\leq \mathcal{W}_2 \left( h^{(\ell+1)}, H^{(\ell+1)} \right).
\end{align*}
\]
Next, we use (2.6) with \( X = h^{(\ell+1)}, Y = H^{(\ell+1)} \) and \( Z = G^{(\ell)} \). Indeed, conditioning upon \( G^{(\ell)} = z \in \mathbb{R}^{n_{\ell} \times k} \), the random variable
\[ h^{(\ell+1)} = (W^{(\ell)} \otimes \text{Id}_k) \sigma \left( G^{(\ell)} \right) = (W^{(\ell)} \otimes \text{Id}_k) \sigma (z) \]
has centered Gaussian law whose covariance is provided by (3.3) applied with \( A = \sigma(z) \): \( \text{Id}_{n_{\ell+1}} \otimes \sigma(z) \), where \( \overline{\sigma}(z) \in \mathbb{R}^{k \times k} \) is given by
\[ \overline{\sigma}(z)[j_1, j_2] = \frac{c^{(\ell)}_w}{n_{\ell}} \sum_{m=1}^{n_{\ell}} \sigma (z[m,j_1]) \otimes \sigma (z[m,j_2]). \]

By (2.7), we bound from above
\[
\begin{align*}
\mathcal{W}_2^2 \left( P_{h^{(\ell+1)} | G^{(\ell)} = z}, P_{H^{(\ell+1)}} \right) &\leq \left\| \text{Id}_{n_{\ell+1}} \otimes \overline{\sigma}(z) - \sqrt{\text{Id}_{n_{\ell+1}} \otimes K^{(\ell+1)}_0} \right\|^2 \\
&= \left\| \text{Id}_{n_{\ell+1}} \otimes \left( \sqrt{\overline{\sigma}(z)} - \sqrt{K^{(\ell+1)}_0} \right) \right\|^2 \\
&= n_{\ell+1} \left\| \sqrt{\overline{\sigma}(z)} - \sqrt{K^{(\ell+1)}_0} \right\|^2.
\end{align*}
\]
Therefore, by (2.6), we have
\[
W_2^2 \left( h^{(\ell+1)}, H^{(\ell+1)} \right) \leq n_{\ell+1} \mathbb{E} \left[ \left\| \sqrt{\sigma(G^{\ell})} - \sqrt{K_0^{(\ell+1)}} \right\|^2 \right].
\]

To conclude, we use the following lemma, whose proof is postponed in the next section.

**Lemma 3.4.** Let \( X = (X[i])_{i=1}^k \) be independent and identically distributed random variables with values in \( \mathbb{R}^k \) and finite fourth moment. Assuming that \( X \) is not identically null, let \( M = \mathbb{E} [X[1] \otimes X[1]] \) and define the following random variable, taking values in \( \mathbb{R}^{k \times k} \),
\[
M_n = \frac{1}{n} \sum_{i=1}^n X[i] \otimes X[i].
\]
Then,
\[
\mathbb{E} \left[ \left\| \sqrt{M_n} - \sqrt{M} \right\|^2 \right] \leq \frac{\mathbb{E} \left[ \|X[1] \otimes X[1] - M\|^2 \right]}{n \lambda^+(M)},
\]
where \( \lambda^+(M) > 0 \) denotes the smallest strictly positive eigenvalue of \( M \) (which exists since \( X \), hence \( M \), is not identically null). The numerator in the right hand side is finite if \( X \) has finite fourth moment.

Indeed, defining \( X[i] = \sigma(G^\ell[i]) \), i.e., \( X[i,j] = \sigma(G^\ell[i,j]) \), the independence assumption is satisfied, because \( G^\ell \) is Gaussian centered with covariance \( \text{Id}_{n \times n} \otimes K^{(\ell)}[X] \) hence \( G^\ell[i_1,j_1] \) and \( G^\ell[i_2,j_2] \) are not correlated if \( i_1 \neq i_2 \), which yields independence (which is then preserved after composition with \( \sigma \)). Since \( \sigma \) is not identically null, so is \( X \) hence the thesis with \( n = n_\ell \) yields
\[
\mathbb{E} \left[ \left\| \sqrt{\sigma(G^\ell)} - \sqrt{K_0^{(\ell+1)}} \right\|^2 \right] \leq \frac{(C^{(\ell+1)})^2}{n_\ell},
\]
where the finite constant \( C^{(\ell+1)} \) is explicitly
\[
C^{(\ell+1)} = \sqrt{\mathbb{E} \left[ \left\| \sigma(G^\ell)[1] \otimes \sigma(G^\ell)[1] - K_0^{(\ell+1)} \right\|^2 \right] / \lambda^+(K_0^{(\ell+1)}),}
\]
and depends uniquely on the activation function \( \sigma \), the input set \( \mathcal{X} \) and the weights variances \( (c_w^\ell, c_b^\ell)_{i=1}^\ell \). The proof of (3.6) is completed.

**Conclusion.** We have proved that
\[
W_2 \left( f^{(\ell+1)}, G^{(\ell+1)} \right) \leq \sqrt{\frac{n_{\ell+1}}{n_\ell} \left( \text{Lip}(\sigma) \sqrt{c^{(\ell)}} \mathbb{E} \left[ \left\| f^{(\ell)} - G^{(\ell)} \right\|^2 \right] + C^{(\ell+1)} \right)}.
\]
Recalling that we are considering any probability space where random variables with the same laws as \( f^{(\ell)}[\mathcal{X}] \) and \( G^{(\ell)}[\mathcal{X}] \) are defined, we consider the infimum over such spaces in the above inequality and conclude that
\[
W_2 \left( f^{(\ell+1)}, G^{(\ell+1)} \right) \leq \sqrt{\frac{n_{\ell+1}}{n_\ell} \left( \text{Lip}(\sigma) \sqrt{c^{(\ell)}} W_2 \left( f^{(\ell)}, G^{(\ell)} \right) + C^{(\ell+1)} \right)}.
\]
Using the inequality provided by the induction assumption we obtain the thesis.

4. PROOF OF LEMMA 3.4

The argument relies on (2.1) and the fact that, by the i.i.d. assumption
\[
M = \mathbb{E} [M_n], \quad \text{and} \quad \Sigma(M_n) = \Sigma \left( \frac{1}{n} \sum_{i=1}^n X[i] \otimes X[i] \right) = \frac{\Sigma(X[1] \otimes X[1])}{n},
\]
so that, by (2.2),
\[
\mathbb{E} \left[ \|M_n - M\|^2 \right] = \mathbb{E} \left[ \text{tr}(\Sigma(M_n)) \right] = \frac{\sum_{i=1}^{n} \left( \mathbb{E}[X[i] \otimes X[i]] - M \right)}{n} = \frac{\mathbb{E} \left[ \|X[1] \otimes X[1] - M\|^2 \right]}{n}.
\]

However, we need to take into account that \( M \) may not to be strictly positive, hence \( \lambda(M) \) in (2.1) could be null. To this aim, we diagonalize \( M = U D U^T \) with \( U \) orthogonal, \( U U^T = \text{Id} \) and \( D = \sum_{i=1}^{k} d_i e_i \otimes e_i \) diagonal. Assuming without loss of generality that \( d_i > 0 \) if \( i \leq k' \) and \( d_i = 0 \) otherwise, for some \( k' \leq k \), we consider the random variables \( Y[i] = (U X[i]), i = 1, \ldots, n \) which are i.i.d. with second moment matrix \( D \), since
\[
\mathbb{E}[Y[j_1,j_2] Y[j_1,j_2]] = \sum_{i_1,i_2=1}^{k} \mathbb{E}[U[j_1,i_1] X[i_1] U[j_2,i_2] X[i_2]] = \sum_{i_1,i_2=1}^{k} U[j_1,i_1] M[i_1,i_2] U[j_2,i_2] = (U M U^T)[i_1,j_2].
\]
It follows that \( \mathbb{E}[Y[i,j]^2] = d_j = 0 \) if \( j > k' \), hence \( Y[i,j] = 0 \) almost surely. Therefore, both \( D \) and
\[
D_n = U M_n U^T = \frac{1}{n} \sum_{i=1}^{n} U(X[i] \otimes X[i]) U^T = \frac{1}{n} \sum_{i=1}^{n} Y[i] \otimes Y[i]
\]
have a block structure where only the first \( k' \times k' \) entries are not null. It follows that the square root \( \sqrt{D_n} \) has the same block structure and by applying (2.1) only to these blocks we obtain
\[
\left\| \sqrt{D} - \sqrt{D_n} \right\| \leq \frac{\|D - D_n\|}{\sqrt{\lambda^+(D)}},
\]
where \( \lambda^+(D) = \lambda^+(M) \) is strictly positive.

To conclude, we use that \( U \) is orthogonal to obtain that
\[
\sqrt{M} = U \sqrt{D} U^T \quad \text{and} \quad \sqrt{M}_n = U \sqrt{D}_n U^T,
\]
as well as the fact that the invariance of the norm \( \|U A U^T\| = \|A\| \) (for every \( A \in \mathbb{R}^{k \times k} \)). Thus,
\[
\left\| \sqrt{M} - \sqrt{M}_n \right\| = \left\| \sqrt{D} - \sqrt{D}_n \right\| \leq \frac{\|M - M_n\|}{\sqrt{\lambda^+(M)}},
\]
squaring both sides and taking expectation the thesis follows.

5. Some remarks on the functional limit

A natural question is to let \( k \to \infty \) in (1.2), or to consider more generally the neural network (and the Gaussian process) as random variables with values in a (infinite dimensional) space of functions, such as a Hilbert space, e.g., a Lebesgue space \( L^2(\mathcal{X}, \mu) \) or even a Banach space, e.g., the space of continuous functions \( C^0(\mathcal{X}) \), for a compact subset \( \mathcal{X} \subseteq \mathbb{R}^{n_0} \) and a finite measure \( \mu \) on \( \mathcal{X} \), e.g., \( \mathcal{X} = \mathbb{S}^{n_0-1} \) and \( \mu \) the surface measure. The main obstacle appears to be Lemma 3.4, where we use the finite dimensionality assumption on \( M \) to obtain a spectral gap, i.e., a bound from below for the smallest strictly positive eigenvalue. Indeed, in infinite dimensions the general bound (2.1) still holds but we expect than strictly positive eigenvalues of \( M \) accumulate towards 0 (\( M \) becomes a compact operator). A strategy would be to decompose the action of \( M \) into two eigenspaces (corresponding respectively to large and small eigenvalues) and use (2.1) in the former space and Hölder regularity for the square root in the latter (which gives a worse bound). An alternative strategy would be to rely on the uniform regularity bounds for the process provided by Kolmogorov continuity theorem: arguing as in [Bra+20], one may prove that, for
every compact $\mathcal{X} \subseteq \mathbb{R}^{n_0}$, and $\gamma \in (0, 1)$, letting $C^\gamma(\mathcal{X})$ be the space of $\gamma$-Hölder continuous functions (with the usual norm $\|\cdot\|_{C^\gamma}$), then

$$\sup_{(n_j)} \mathbb{E} \left[ \left\| f^{(L)} \right\|_{C^\gamma}^2 \right] \leq C(\mathcal{X})$$

for some constant $C(\mathcal{X})$ depending on $\mathcal{X}$ (possibly also $\gamma$, $n_L$ and weights and biases variances). A similar bound holds for the Gaussian process $G^{(L)}$. Given any $\epsilon > 0$, one can find a finite set $\mathcal{K} = \{x_i\}_{i=1}^K$ such that $\inf_{x \in \mathcal{K}} \|x - y\| \leq \epsilon$ for every $y \in \mathcal{X}$. Then, the triangle inequality gives

$$\left\| f^{(L)} - G^{(L)} \right\|_{C^\gamma} \leq \left( \left\| f^{(L)} \right\|_{C^\gamma} + \left\| G^{(L)} \right\|_{C^\gamma} \right) \epsilon^\gamma + \left\| f^{(L)}[\mathcal{K}] - G^{(L)}[\mathcal{K}] \right\| .$$

If one could jointly define $f^{(L)}$ and $G^{(L)}$ in such a way that their restrictions on the finite set $\mathcal{K}$ satisfy (1.2) (with $\mathcal{K}$ instead of $\mathcal{X}$), it would imply an inequality of the type

$$\mathcal{W}_2(f^{(L)}[\mathcal{X}], G^{(L)}[\mathcal{X}]) \leq \inf_{\epsilon > 0} \left\{ \frac{C(\mathcal{X})\epsilon^\gamma + C(\mathcal{K})\sqrt{n_L} \sum_{\ell=1}^{L-1} \frac{1}{\sqrt{n_\ell}}}{\epsilon^\gamma} \right\},$$

where the first constant $C(\mathcal{X})$ in the right hand side is independent of $\epsilon$, while $C(\mathcal{K})$ depends on $\epsilon$ through $\mathcal{K}$. The Wasserstein distance $\mathcal{W}_2$ above is between probability distributions in $C^0(\mathcal{X})$ with respect to the cost given by the sup-norm $\|\cdot\|_{C^0}$. Again, the main issue is that if $\epsilon \to 0$ then the set $\mathcal{K}$ becomes large and we expect that the constant $C(\mathcal{K})$ to diverge. It thus appears achievable, although quite technical, to derive uniform bounds on compact sets for the network process and its associated processes.

We finally mention the work [MOB20], where quantitative bounds have been obtained by considering a non-Gaussian (ridgelet) prior distribution on the network weights, that approximates the Gaussian process in the output space of the network of a shallow Bayesian Neural Network. It is proved there that any Gaussian Process whose covariance regular enough can be approximated by a Bayesian Neural Network.

6. Numerical Experiments

In this section we present some numerical simulations to investigate the sharpness of Theorem 1.1. The results are shown in Fig. 2, Fig. 3 and Fig. 4. Each experiment is structured as follows:

1. we fix the main parameters for a network architecture, i.e. the number of layers $L$, the input dimension $n_0$, output dimension $n_L$ and a set of inputs $\mathcal{X} = \{x_i\}_{i=1,. \ldots, k} \subseteq \mathbb{R}^{n_0}$,
2. we then set the number of neurons (i.e., the width) in the hidden layers as a parameter $n = n_1 = \ldots = n_{L-1}$ (for simplicity we let them be all equal),
3. we sample a large number $N$ of random Gaussian neural networks with weights sampled according to (1.1) (for simplicity we let the biases be identically zero), and for each sample $j \in \{1, \ldots, N\}$ we compute the output $y_j \in \mathbb{R}^{n_L \times k}$ of the network at the inputs $\mathcal{X}$, and use the results to define the empirical distribution

$$\mu_N = \frac{1}{N} \sum_{j=1}^N \delta_{y_j},$$

4. we sample $N$ i.i.d. points $\{z_j\}_{j=1}^N$ from the centered multivariate Gaussian $\mathcal{N}(K^{(L)}[\mathcal{X}])$, and define a corresponding empirical distribution

$$\nu_N = \frac{1}{N} \sum_{j=1}^N \delta_{z_j},$$
we finally compute the Wasserstein distance between the two empirical distributions,
\[ W_2(\mu_N, \nu_N). \]

As \( N \) grows, the empirical quantity (6.1) converges to the corresponding theoretical one, i.e., the left hand side of (1.2). Precisely, using e.g. the bounds from [FG15], we can approximate
\[ \left| W_2\left( f^{(L)}[\mathcal{X}], G^{(L)}[\mathcal{X}] \right) - W_2(\mu_N, \nu_N) \right| \leq C N^{-\alpha}, \]
where \( \alpha > 0 \) depends only on the dimension \( n_0 \times k \) and \( C \) is a suitable constant (depending on the dimension but also some mild properties of the laws, e.g. their moments). When \( N \) is sufficiently large, so that the error term above is much smaller than the right hand side of (1.2), we expect an inequality of the type
\[ W_2(\mu_N, \nu_N) \leq \frac{C}{\sqrt{n}}, \]
for some constant \( C > 0 \).

As a rule of thumb, we need \( N^{-\alpha} \ll n^{-1/2} \). It always holds \( \alpha \leq \frac{1}{2} \), as dictated by the CLT, although for higher dimensions the curse of dimensionality appears, making \( \alpha \) smaller as the dimension \( n_L \times k \) grows. In addition to this, the exact computation of (6.1) becomes rather time-consuming, and we settled for \( N = 10^5 \) in our experiments. We used the Python library POT: Python Optimal Transport [Fla+21] to compute the Wasserstein distance (6.1) and the neural-tangents module [Nov+20] to compute the kernel \( K^{(L)}[\mathcal{X}] \).

In the plots below, the blue lines connect the computed Wasserstein distances between the empirical distributions (in logarithmic scale as a function of the width \( n \) of the hidden layers), the black line is a regression line whose slope \( m \) is reported at the corner of each plot. The red line is the function \( n^{-1/2} \) and it is purely provided for reference. They all show a good agreement with our theoretical result, and may suggest even better rates of convergence, due to a fitted slope \( m \) much smaller than \(-1/2\).
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