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Abstract

We present an autodifferentiable spectral modeling of exoplanets and brown dwarfs. This model enables a fully Bayesian inference of the high-dispersion data to fit the ab initio line-by-line spectral computation to the observed spectrum by combining it with the Hamiltonian Monte Carlo in recent probabilistic programming languages. An open-source code, ExoJAX (https://github.com/HajimeKawahara/exojax), developed in this study, was written in Python using the GPU/TPU compatible package for automatic differentiation and accelerated linear algebra. JAX. We validated the method by comparing it with existing opacity calculators and a radiative transfer code and found reasonable agreements for the output. As a demonstration, we analyzed the high-dispersion spectrum of a nearby brown dwarf, Luhman 16 A, and found that a model including carbon monoxide, and H2/He collision-induced absorption was well fitted to the observed spectrum (R = 105 and 2.28–2.30 μm). As a result, we found that \( T_{\text{eff}} = 1295^{+35}_{-32} \) K at 1 bar and C/O = 0.62 ± 0.03, which is slightly higher than the solar value. This work demonstrates the potential of a full Bayesian analysis of brown dwarfs and exoplanets as observed by high-dispersion spectrographs and also directly imaged exoplanets as observed by high-dispersion coronagraphy.

Unified Astronomy Thesaurus concepts: Exoplanet atmospheres (487); High resolution spectroscopy (2096); Brown dwarfs (185); Markov chain Monte Carlo (1889)

1. Introduction

High-dispersion spectroscopy is now one of the standard techniques for detecting a large number of molecular and metal lines in exoplanet spectra via transmission, dayside emission, and direct imaging (Snellen et al. 2010; Rodler et al. 2012; Brogi et al. 2012; Birkby et al. 2013; Snellen et al. 2014; Schwarz et al. 2016; Birkby et al. 2017; Nugroho et al. 2017; Hoeijmakers et al. 2018a, 2018b; Hawker et al. 2018a; Guilluy et al. 2019; Hoeijmakers et al. 2019; Casasayas-Barris et al. 2019; Yan et al. 2019; Flagg et al. 2019a; Stangret et al. 2020; Yan et al. 2020; Hoeijmakers et al. 2020; Turner et al. 2020; Ben-Yami et al. 2020; Nugroho et al. 2020; Gibson et al. 2020; Cabot et al. 2020; Ehrenreich et al. 2020; Ishizuka et al. 2021; Nugroho et al. 2021; Cont et al. 2021). The papers included in the long list above report the detection of various molecules such as CO, H2O, CH4, TiO, HCN, and OH, and a wide variety of neutral and ionized species. In addition, high-dispersion coronagraphy (HDC), which is the combination of extreme adaptive optics with coronagraphs (Kawahara et al. 2014; Kawahara & Hirano 2014; Snellen et al. 2015; Wang et al. 2017; Mawet et al. 2017), is currently under active development on the largest class telescopes, including REACH on Subaru (Kotani et al. 2020), KPIC on Keck (Jovanovic et al. 2019), and HiRISE on the Very Large Telescope (VLT; Otten et al. 2021). High-dispersion techniques can be used not only for the detection of atoms, ions, and molecules, but also for the estimation of a variety of physical planetary parameters, including the temperature–pressure (T–P) profile (Schwarz et al. 2015), and even temperature inversions (Nugroho et al. 2017), planetary spin (Snellen et al. 2014; Schwarz et al. 2016), winds (Snellen et al. 2010; Ehrenreich et al. 2020), C/O ratios (e.g., Pelletier et al. 2021; Giacobbe et al. 2021), and the signature of the night-side condensation (Ehrenreich et al. 2020). In addition, high-dispersion data have, in principle, the potential to constrain a planet’s obliquity (Kawahara 2012) and the presence of exomoons (Vanderburg et al. 2018), although these last goals have yet to be realized.

By contrast, high-dispersion studies of field brown dwarfs with \( R > 50,000 \) remain surprisingly limited. One well-known brown dwarf data set comprises the spectra of a nearby, bright brown dwarf system, the L/T transition binary Luhman 16 AB (WISE J1049-5319 AB; Luhman 2013), taken by CRIRES/ VLT (2.28–2.345 μm). Leveraging the high signal-to-noise ratio of CRIRES spectra over several hours, Crossfield et al. (2014) applied Doppler Imaging techniques to map the surface brightness distribution of the photometrically variable Luhman 16B. Another, earlier, such example is ε Indi Ba as taken by the Phoenix spectrometer on the Gemini South telescope (2.308–2.317 and 1.553–1.559 μm). Smith et al. (2003) derived an effective temperature and surface gravity by comparing the observed spectrum with the spectrum model of brown dwarfs. The wavelength range of these previous observations was quite narrow and therefore the applicability...
was relatively limited. However, brown dwarfs are a promising target for recently developed high dispersion IR spectrographs with the wide wavelength range of 8–10 μm class telescopes, such as IRD on Subaru (Kotani et al. 2018) and CRIRES+ on VLT (Follert et al. 2014). Given the many similarities between brown dwarfs and young, self-luminous exoplanets, the high-resolution spectroscopy of brown dwarfs is increasingly important as a prototype for exoplanet characterization.

Despite the wide applicability of high-dispersion spectroscopy to exoplanets, most such exoplanetary data sets have been analyzed using cross-correlation with a theoretical template of the planet spectrum. Recently, several efforts have been made to link the cross-correlation to the likelihood function for Bayesian inference (Brogi et al. 2017; Brogi & Line 2019; Gandhi et al. 2019; Gibson et al. 2020). As a fully Bayesian approach, Gandhi et al. (2019) proposed a combined retrieval code of low- and high-resolution spectra, HyDRA-H, and demonstrated it using a dayside emission spectrum of HD 209458b as observed by the Hubble Space Telescope (HST), Spitzer, and CRIRES/VLT. These approaches rely on a grid-based precomputation of the cross-section data sets in a temperature–pressure–wavenumber grid space.

In this paper, we propose an approach that fits a spectral model directly from the computation of the line profile to the high-resolution data through a Markov Chain Monte Carlo (MCMC) method. Because the opacity and radiative transfer calculations are time-consuming at high dispersion, the key problem is how to reduce the size of the Markov chain required to approximate a target posterior distribution. However, the traditional Metropolis–Hastings based MCMC that uses random proposal distributions tends to be inefficient as the number of fitting parameters in particular is increased. Such approaches exhibit a significant drop in the MCMC acceptance rate of the proposed sampling, and/or often demonstrate a strong correlation between successive sampled states when one cannot find a proper proposal distribution in a transition kernel. By contrast, Hamiltonian Monte Carlo (HMC; Duane et al. 1987; Hoffman & Gelman 2011) has much higher acceptance rates and less correlation between samples than those of the conventional Metropolis–Hastings algorithm with a random walk proposal distribution (see Betancourt 2017, as a review paper). Another advantage of HMC is that the dependence of the number of parameters \( D \) on the computational time to convergence is milder (\( \propto D^2/\delta^3 \)) than that of the random walk Metropolis (\( \propto D^3 \); see Section 4.4 in Neal 2012).

Because of these notable features, HMC has recently begun to be used in the field of astronomy. Precise determination of a mass—radius relation for the seven TRAPPIST-1 planets is a recent example of leveraging the advantages of HMC in the field of exoplanets (Agol et al. 2021). HMC was also used in the radial velocity anomaly modeling of a star + black hole binary candidate (Masuda & Hirano 2021) and an occultation mapping of Io’s surface (Bartolić et al. 2021). In addition, a probabilistic modeling of time series data for exoplanets, exoplanets, provides building blocks for various fittings that can be used for HMC (Foreman-Mackey et al. 2021).

One technical difficulty of HMC is that it requires the gradient of the objective function in addition to the function itself, due to its use of the “leapfrog algorithm.” For complex models such as model emission spectra (which include line profile calculations and radiative transfer), it is not easy to calculate the derivative as a function of all relevant fitting parameters. To overcome this difficulty, we develop a differentiable spectral model utilizing automatic differentiation. This powerful technique evaluates derivatives of most numerical functions in a straightforward manner (Wengert 1964; Gunes Baydin et al. 2015). Unlike numerical or symbolic differentiation, the automatic differentiation decomposes a derivative of a target function into those of elementary functions based on the chain rule. Automatic differentiation packages such as Autograd, tensorflow, and PyTorch, have been widely used in machine learning. Among them, JAX is an automatic differentiation package with accelerated linear algebra (XLA) that has recently been actively developed (Bradbury et al. 2018). Several recent astronomical applications utilize JAX as a backend, JAXNS for nested sampling (Albert 2020), and optical simulation (Pope et al. 2021). A notable feature is that JAX is compatible with modern probabilistic program languages (PPLs) such as NumPyro (Phan et al. 2019), MCX/BlackJAX, and PyMC3 (Salvatier et al. 2016). This means that packages written in JAX can combine the HMCs of these PPLs.

Figure 1 shows a schematic of our autodifferentiable spectral model, ExoJAX. We require only observational data and a molecular database as external inputs. The main modules in ExoJAX are written in JAX, and therefore they are differentiable for parameters such as the T–P profile, volume mixing ratios, gravity, \( V \sin i \), and so on. The derivatives of these parameters are used in PPLs such as NumPyro to infer posterior distributions. ExoJAX is an open-source package and its code is publicly available.8

The remainder of this paper is organized as follows. Section 2 provides a formulation of differentiable cross sections, including an autodifferentiable Voigt profile. Differentiable radiative transfer is introduced in Section 3. The astronomical and instrumental response functions are described in Section 4. We demonstrate ExoJAX by applying it to the high-dispersion spectra of a nearby brown dwarf, Luhman 16A, in Section 5. We summarize the achievements of this study in Section 6.

2. Autodifferentiable Cross Section

2.1. Line Profile

We consider two different methods for computing autodifferentiable line profiles. The first method is to calculate the Voigt function directly on a line-by-line basis, which is advantageous when the number of lines \( N_l \) is small, typically less than 105. We call the first method the direct LPF as the direct computation of the line profile function. The other method is to synthesize the cross section of a large number of lines together, which is beneficial when computing the cross section for \( N_l \gtrsim 10^5 \). The second method is based on a modification of the recently proposed method, that is, the discrete integral transform (van den Bekerom & Aannier 2021). We call the second method MODIT, a modified version of the discrete integral transform.

2.1.1. Direct LPF

The cross section of a single molecular line is expressed as

\[
\sigma(\nu) = S \nu (\nu - \nu', \beta, \gamma_L) \tag{1}
\]

8 https://github.com/HajimeKawahara/exojax
$= \frac{S}{\sqrt{2\pi} \beta} H\left(\nu - \hat{\nu}, \frac{\gamma_l}{\sqrt{2} \beta}, \frac{\gamma_u}{\sqrt{2} \beta}\right)$ \hspace{1cm} (2)

where $S$ is the line strength, $V(\nu, \beta, \gamma_l)$ is the Voigt profile, $\hat{\nu}$ is the line center, $\gamma_u$ is the Lorentzian half width (gamma factor), and the standard deviation of a Gaussian broadening is denoted by $\beta$ in this paper, to avoid confusion with the notation of the cross section of $\sigma$. Considering the thermal broadening as the source of Gaussian broadening, we obtain

$\beta = \beta_T = \frac{k_B T \hat{\nu}}{M m_u c}$ \hspace{1cm} (3)

where $m_u$ is the atomic mass constant, $M$ is the molecular/atomic weight, $k_B$ is the Boltzmann constant, and $c$ is the speed of light.\(^9\)

The Voigt–Hjerting function (Hjerting 1938) is expressed as

$H(x, a) = \frac{a}{\pi} \int_{-\infty}^{\infty} \frac{e^{-x^2}}{(x - y)^2 + a^2} dy$. \hspace{1cm} (4)

The Voigt–Hjerting function is a real part of the Faddeeva function $w(z) = \exp(-z^2) \text{erfc}(-iz)$ for $z = x + ia \in \mathbb{C}$,

$H(x, a) = \text{Re}[w(x + ia)]$. \hspace{1cm} (5)

The Faddeeva function $w(z)$ is also known as $\text{wofz}$ (w–of–z) following the implementation of Algorithm 680 in the Transactions on Mathematical Software (Poppe & Wijers 1990). Although $\text{wofz}$ in scipy.special is widely used as $w(z)$ in Python, it is not compatible with JAX.\(^10\) Therefore, we implemented the Voigt–Hjerting function compatible with automatic differentiation based on a combination of Algorithm 916 and an asymptotic representation, as explained below.

To compute the Voigt–Hjerting function, Zaghloul & Ali (2011) proposed using its expansion,

$\hat{H}_M(x, a) = e^{-x^2} \text{erfcx}(a) \cos(2x a) + \frac{2a x}{\pi} e^{-x^2} \text{sinc}(ax/\pi) + \frac{2a}{\pi} \left\{ -a \cos(2ax) \Sigma_1 + \frac{a}{2} \Sigma_2 + \frac{a}{2} \Sigma_3 \right\}$. \hspace{1cm} (6)

where

$\Sigma_1 = \sum_{n=1}^{M} \left( \frac{1}{\eta^2 n^2 + a^2} \right) e^{-(\eta n^2 + x^2)}$ \hspace{1cm} (7)

$\Sigma_2 = \sum_{n=1}^{M} \left( \frac{1}{\eta^2 n^2 + a^2} \right) e^{-(\eta n + x)^2}$ \hspace{1cm} (8)

$\Sigma_3 = \sum_{n=1}^{M} \left( \frac{1}{\eta^2 n^2 + a^2} \right) e^{-(\eta n - x)^2}$. \hspace{1cm} (9)

\(^9\) In addition to the thermal broadening (3), the Doppler broadening due to microturribulence can be included (layer by layer) as a Gaussian broadening with a standard deviation of $\beta_{\text{mic}}$. In this case, the standard deviation of the core broadening is expressed as $\beta^2 = \beta_T^2 + \beta_{\text{mic}}^2$. We can also model the microturbulence by the post process after the spectrum computation at the top of the atmosphere when we assume a common microturbulence velocity in the entire atmosphere, as explained in Section 4.

\(^{10}\) scipy.special.wofz consists of a combination of Algorithms 680 and 916 (http://ab-initio.mit.edu/wiki/index.php/Faddeeva_Package).
of the convergence of the series of \( \Sigma_1, \Sigma_2, \) and \( \Sigma_3. \) To make the function compatible with automatic differentiation, we fix \( M \)
and vectorize each term as \( \Sigma_1 = v_0 \cdot v_1, \Sigma_2 = v_0 \cdot v_2, \) and \( \Sigma_3 = v_0 \cdot v_3, \)
where \( (v_0)_n = (\eta^2 n^2 + a^2)^{-1}, \)
\( (v_1)_n = \exp[-(\eta^2 n^2 + x^2)], \)
and \( (v_3)_n = \exp[-(\eta n + x)^2]. \)

A scaled complementary error function, \( \text{erfcx}(a) = e^a \text{erfc}(a), \) suffers from an overflow for a large value of \( a \) when a naive implementation of a combination \( e^a \)
and a complementary error function, \( \text{erfc}(a), \) is applied. Therefore, we implemented \( \text{erfcx} \) using the Chebyshev approximation (Shepherd \& Laframboise 1981). Appendix A provides a comparison with the implementation of \( \text{SciPy}. \)

Equation (6) is accurate for \( |x| < M/2; \) however, the value rapidly drops to zero for \( |x| > M/2. \) This means that we need to increase \( M \) to compute for a large \( |x|, \) and Equation (6) requires more computational time. Instead, we use an asymptotic representation for a larger \( |z|, \) which is expressed as

\[
\begin{align*}
    w_{\text{asy}}^n(z) &= \frac{i}{2\sqrt{\pi}} \left( 1 + \hat{\alpha}(s_0 + \alpha(s_1 + \cdots + \alpha(s_n) \cdots) \right) \\
    \hat{\alpha} &\equiv \frac{1}{2x^2}
\end{align*}
\]

where \( s_0 = 1, \ s_1 = 3, \ s_2 = 15, \ \cdots, \ s_k = (2k + 1)! \). This asymptotic representation provides an approximate accuracy of the Faddeeva function for \( |z| \geq 10 \) (Zaghloul 2018).\(^{11}\) As the ExoJAX implementation of the Voigt–Hjerting function, we decided to use Equation (6) with \( M = 27 \) for \( |z|^2 < 111 \) and the real part of \( w_{\text{asy}}^n(z) \) for \( |z|^2 \geq 111: \)

\[
H(x, a) = \begin{cases} 
\hat{H}_2(x, a) & \text{for } x^2 + a^2 < 111 \\
\text{Re}[w_{\text{asy}}^n(x + ia)] & \text{otherwise.}
\end{cases}
\]

This implementation is quite accurate: the absolute difference compared to \( \text{scipy.special.wofz} \) is less than \( 10^{-6}, \) at least for \( 10^{-3} < a < 10^3 \) and \( 10^{-3} < x < 10^3, \) as shown in Appendix A.

Because \( \text{hjert} \) is implemented using only JAX functions, it is autodifferentiable, as shown in Figure 2. However, custom-defined derivatives of \( H(x, a) \) are useful for speeding up the computation. We implemented custom derivative rules for differentiation using the following analytic relation:

\[
\begin{align*}
    \partial_x H(x, a) &= 2aL(x, a) - 2xH(x, a) \\
    \partial_a H(x, a) &= 2xL(x, a) + 2aH(x, a) - \frac{2}{\sqrt{\pi}},
\end{align*}
\]

where we defined the imaginary part of \( w(x + ia) \) as

\[
L(x, a) = \text{Im}[w(x + ia)].
\]

For \( L(x, a), \) we used an expression similar to \( H(x, a) \) that uses the expansion of Algorithm 916 for \( x^2 + a^2 < 111 \) and the asymptotic representation otherwise (see Appendix C for more details). We define a custom Jacobian vector product (JVP; Hirsch \& Smale 1974; Gunes Baydin et al. 2015) for the Voigt–Hjerting function, which enables us to compute the forward automatic differentiation (Appendix D).\(^{12}\)

2.1.2. MODIT

With an increase in the number of lines of \( \mathcal{N}_l, \) the direct LPF tends to be intractable even when using GPUs, in particular for \( \mathcal{N}_l \gtrsim 10^3 \) (see the benchmark test in Section 2.6). van den Bekerom \& Aannier (2021) proposed an efficient method for rapid opacity computation for large \( \mathcal{N}_l \gtrsim 10^3, \) the discrete integral transform. In the framework of the discrete integral transform, the synthesis of the line opacities is expressed as the integral of the line shape distribution \( \mathcal{S}(\hat{\nu}, \beta, \gamma_L), \)

\[
\sigma(\nu) = \sum_l S_l V(\nu - \hat{\nu}_l, \beta_l, \gamma_{L,l})
\]

\[
= \int d\hat{\nu} \int d\beta \int d\gamma_L \mathcal{S}(\hat{\nu}, \beta, \gamma_L)V(\nu - \hat{\nu}, \beta, \gamma_L),
\]

where \( S_l, \hat{\nu}_l, \beta_l, \) and \( \gamma_{L,l} \) are the line strength, line center, standard deviation of the Doppler broadening, and Lorentzian width of the \( l \)th molecular line. By discretizing \( \hat{\nu}, \beta, \gamma_L \) and \( \mathcal{S}(\hat{\nu}, \beta, \gamma_L), \) the synthesized cross section can be computed as follows:

\[
\sigma(\nu_l) = \sum_{j,k} \mathcal{S}_{jk} V(\nu_l - \hat{\nu}_j, \beta_k, \gamma_{L,jk})
\]

\(^{11}\) The other asymptotic representation in Zaghloul (2018), \( w(z) = iz/\sqrt{\pi} (z^2 - 2.5)/(z^2 - 3) + 0.75 \) is slightly faster than \( \text{Re}[w_{asy}^n(x + ia)]. \) However, the residual from \( \text{scipy.wofz} \) is one order of magnitude larger than \( \text{Re}[w_{asy}^n(x + ia)]. \)

\(^{12}\) NumPyro supports the JVP since version 0.6.0. There is another type of automatic differentiation: a vector-Jacobian product (VJP). Currently, ExoJAX does not support VJP.
\begin{equation}
\sum_{hk} FT^{-1}[FT(\mathbf{G}_{jk})]FT(V(\vec{v}_j, \beta_L, \gamma_{L,k}))],
\end{equation}

where $\mathbf{G}_{jk} = \mathbf{G}(\vec{v}_j, \beta_L, \gamma_{L,k})$ denotes the line shape distribution matrix. In this framework, the number of convolutions is reduced from one per line to one per line of the line shape distribution matrix grid. The line shape distribution matrix $\mathbf{G}_{jk}$ is constructed using a simple weight as explained in Section 3.2 of van den Bekerom & Aannier (2021), where each line contributes to the grids of $\mathbf{G}_{jk}$ adjacent to the exact position for $q$ and $\gamma_L$ with a linear weight based on the distance between the exact position and the grids. In Equation (19), $FT$ is the discrete Fourier transform for $j$ and $FT^{-1}$ is its inverse discrete Fourier transform. The fast Fourier transform is available for the numerical operations of $FT$ and $FT^{-1}$.

In the original version of the discrete integral transform, the wavenumber grid should be evenly spaced on a linear scale. For the spectral modeling of exoplanets/stars, the grid evenly spaced on a logarithmic scale is useful because $\log \nu$ is proportional to the velocity. Another advantage of the evenly spaced log grid is that one can use the common Doppler width for a given temperature and isotope. To do so, we slightly modify the original formulation of the discrete integral transform, tagged by MODIT. In MODIT, we define a new variable $q = R_0 \log \nu$, where $R_0$ is the spectral resolution of the wavenumber grid.\(^{13}\) The discretization of $q$ provides an evenly spaced grid on the logarithm scale of the wavenumber. Then, the Gaussian profile is expressed as:

\begin{equation}
f_G(\nu; \vec{v}, \beta_T)d\nu = \frac{1}{\sqrt{2\pi} \beta_T} e^{-[(\nu - \nu_0)/(\beta_T)]^2} d\nu
\end{equation}

\begin{equation}
= \frac{e^{q - \frac{q_0^2}{2\beta}}}{\sqrt{2\pi} \beta} \exp \left[ -\frac{R_0^2}{2\beta} (e^{q - \frac{q_0^2}{2\beta}} - 1)^2 \right] \approx f_G(q; \bar{q}; \bar{\beta})dq
\end{equation}

where $\bar{q} \equiv R_0 \log \bar{v}$, and

\begin{equation}
\bar{\beta} \equiv \frac{R_0 \beta_T}{\nu_0} = \frac{k_B T}{\sqrt{M_m c}}
\end{equation}

is the standard deviation of the Gaussian profile in the $q$ space, which does not depend on the line center $\bar{\nu}$. Therefore, the Doppler broadening parameter in the evenly spaced logarithmic grid is common for a given temperature $T$ and molecular mass $M$. We also define $\gamma_L$ normalized by $\bar{v}/R_0$ as

\begin{equation}
\gamma_{L,k} = \frac{R_0 \gamma_L}{\bar{v}}.
\end{equation}

This quantity depends on the line properties, but is dimensionless. MODIT defines the line shape distribution matrix in two dimensions: $q$ and $\gamma_L$.

For a given temperature and molecule, the synthesis of the cross section can be expressed using the 2D line shape distribution matrix $\mathbf{G}_{jk}$ as follows:

\begin{equation}
\sigma(q) = \sum_{jk} \mathbf{G}_{jk}\tilde{V}(q_j - q; \bar{\beta}, \gamma_{L,k})
\end{equation}

\begin{equation}
= \sum_k FT^{-1}[FT(\mathbf{G}_{jk})]FT(\tilde{V}(\vec{v}_j, \bar{\beta}, \gamma_{L,k}))]
\end{equation}

where $\tilde{V}(q_j; \bar{\beta}, \gamma_{L,k})$ is the profile in the $q$ space that satisfies $V(\nu; \beta, \gamma_L)\nu = \tilde{V}(q_j; \bar{\beta}, \gamma_{L,k})dq$. Similar to Equation (21), we can approximate the Lorentz profile of the $q$ space as $f_L(q_j; \bar{\beta}, \gamma_{L,k})dq \approx f_L(q_j; \bar{\beta}, \gamma_{L,k})dq$ for $|\log \nu - \log \bar{\nu}| \ll 1$. In this case, we regard $\tilde{V}$ as a Voigt profile itself, that is, $\tilde{V}(q_j; \bar{\beta}, \gamma_{L,k}) \approx \tilde{V}(q_j; \beta, \gamma_L)$. Equation (25) can be rewritten as:

\begin{equation}
\sigma(q) = \sum_k FT^{-1}[\mathbf{G}_{jk}]FT(\tilde{V}(\vec{v}_j, \bar{\beta}, \gamma_{L,k}))
\end{equation}

where $\mathbf{G}_{jk}$ is the discrete Fourier conjugate of $\mathbf{G}_{jk}$ for the direction (index $j$), and $\bar{q}$ is the conjugate of $q$. In addition to Equation (26), we include the correction of the aliasing effect of the Lorentz profile (D. van den Bekerom et al. 2022, in preparation). Because the molecular mass and temperature should be common in the above formulation, we use Equation (26) to compute the synthesized cross section for each isotope and atmospheric layer.

2.2. Molecular Database

2.2.1. HITRAN/HITEMP

To avoid complex notations, we omit the molecular and line indices of $m, l$ in Sections 2.2.1 and 2.2.2.

For HITRAN, a line’s strength at a temperature of $T$ is computed by

\begin{equation}
S(T) = \frac{S_0 Q(T_{ref})}{Q(T)} e^{-hcE_{low}/k_BT} \frac{1 - e^{-hcE_{low}/k_BT}}{1 - e^{-hcE/k_BT}}
\end{equation}

\begin{equation}
= (q_j(T))^{-1} e^{(-c_{2r}T_{ref} - T_{ref})} \frac{1 - e^{-c_2T}}{1 - e^{-c_2T/T_{ref}}},
\end{equation}

where $S_0 = S(T_{ref})$, $T_{ref} = 296$ K, $c$ is the speed of light, $h$ is the Planck constant, $k_B$ is the Boltzmann constant, $\nu_0$ is the line center wavenumber, $E_{low}$ is the lower-state energy of the transition in the unit of wavenumber, $Q(T)$ is the partition function, $S_0 = \log_{10} S_0$, $q_j(T) = Q(T)/Q(T_{ref})$, and $c_2 = hc/k_B = 1.4387773 cmK$. The expression of Equation (28) can avoid an overflow of the value when we use the single-precision floating point number (float 32 bit) used in JAX.

The gamma factor is the summation of the pressure broadening,

\begin{equation}
\gamma_L^P = \left( \frac{T}{T_{ref}} \right)^{-\eta_{air}} \left[ \alpha_{air} \frac{P - P_{self}}{P_{ref}} + \alpha_{self} \frac{P_{self}}{P_{ref}} \right],
\end{equation}

and the natural broadening

\begin{equation}
\gamma_L^n = \frac{A}{4\pi c},
\end{equation}

that is, $\gamma_L = \gamma_L^P + \gamma_L^n$, where $\alpha_{air}$ and $\alpha_{self}$ are the air-broadened and self-broadened half width at half maximum at $T_{air}$ and $P_{ref} = 1$ atm, $\eta_{air}$ is the temperature exponent for air (or the coefficient of the temperature dependence of the air-

\(^{13}\) For dimensional consistency, $\nu_0$ should be divided by a reference wavenumber, $\nu_0 = 1$ cm\(^{-1}\).

\(^{14}\) In HITRAN, the broadening parameters are provided in the form of $\gamma_{air} = \gamma_{air}/P_{ref}$ and $\gamma_{self} = \gamma_{self}/P_{ref}$.

\(^{15}\) The natural profile obeys the Lorentzian with the gamma factor given by Equation (30). The natural profile is derived from the fact that the probability that an electron remains in an excited state is proportional to $e^{-M}$ (for example, Dopita & Sutherland 2003).
broadened half width), A is the Einstein A coefficient, and P_{self} = \xi P is the partial pressure of the molecules (\xi is the volume mixing ratio). In HITRAN/HITEMP, “air” means the N_2 atmosphere. In the case of brown dwarfs/gaseous planets, we usually assume the H_2 atmospheres; therefore, we need to be careful to take the differences into account. For instance, Table 1 in Gharib-Nezhad & Line (2019) provides the difference in \gamma_L between “air” and the H_2 atmospheres for several molecules, which are approximately 1 to 1.5 times different.

In summary, we require the parameter set of S_0, A, E_{low}, \tilde{v}, \alpha_{self}, \alpha_{air}, and n_{air} for each line (Table 1). As the interface of the HITRAN/HITEMP database, we imported the official HITRAN API, HAPI (Kochanov et al. 2016), into ExoJAX under an MIT license.\footnote{https://opensource.org/licenses/MIT}

### 2.2.2. ExoMol

ExoMol (Tennyson et al. 2016) provides \tilde{v}, A, the state energy E, and the statistical weight g. Using these quantities, the line strength was computed as follows:

\[
S(T) = \frac{g_{up} A}{Q(T) 8 \pi c^2} e^{-\frac{\gamma_{up}^2 E_{low}/T}{1 - e^{-\gamma_{up}^2/T}}},
\]

where E_{low} is the lower energy state of the transition and g_{up} is the statistical weight of the upper state (e.g., Rothman et al. 2009). In practice, we compute s_0 = log_e S(T_ref) using Equation (31) and use it to compute S(T) using Equation (28).

The pressure broadening is modeled as

\[
\gamma_L^p = \alpha_{ref} \left( \frac{T}{T_{ref}} \right)^{-n} \left( \frac{P}{1 \text{ bar}} \right),
\]

where n is the temperature exponent, \alpha_{ref} is the broadening parameter, and T_{ref} = 296 K. In ExoMol, the broadening parameters \alpha_{ref} and n are not provided for each line. Instead, these parameters for the H_2 atmosphere are a function of, for instance, the lower J quantum number of the transition, J_{low}, or a set of J_{low} and the upper J quantum number of the transition J_{up} (Tennyson et al. 2016; Barton et al. 2017).

The natural and thermal broadenings are computed using Equations (30) and (3), respectively.

### 2.3. Partition Function

The partition function Q(T) is a function of temperature. For instance, ExoMol provides a grid model of Q(T). To be differentiable, we apply a one-dimensional interpolation function, jax.numpy.interp, to the grid data as a function of T for each grid of \nu. In this study, we used the interpolation of the grid model provided by ExoMol.

### 2.4. Collision-induced Absorption

The collision-induced absorption (CIA) of two molecules is an important continuum in the near-infrared region for a clear-sky atmosphere. We used the HITRAN CIA database (Richard et al. 2012; Karman et al. 2019), which provides the absorption coefficient \alpha_{CIA}(T, \nu) as a grid table. The optical depth was computed as follows:

\[
\Delta_{\nu}^{\text{cont}} = n_m n_m' \alpha_{CIA}(T, \nu) \Delta r
\]

\[
= n_m n_m' \alpha_{CIA}(T, \nu) H \frac{\Delta P}{P}
\]

where n_m = \xi P/k_B T and n_m’ are the number densities of two molecules that collide with each other, \Delta r is the physical height of the layer, and H is the pressure scale height expressed as

\[
H = \frac{k_B T}{\mu m_{\text{gas}}}
\]

where \mu is the mean molecular weight, g is local gravitational acceleration (hereafter gravity), and m_{\text{gas}} is the atomic mass unit.

The absorption coefficient is smooth in the wavenumber direction, and the change is quite negligible for the Doppler shift. Hence, we only require the derivative of \alpha_{CIA}(T, \nu) by T. We adopted a one-dimensional interpolation using jax.numpy.interp.

### 2.5. Comparison with Other Opacity Calculators

To verify the accuracy of our approach, we compared cross sections calculated using the techniques described above with the results obtained using the existing opacity calculators. One is the cross section made for the study of exoplanet spectra (Kawashima & Ikoma 2018), which uses a polynomial expansion of the Voigt profile by Kuntz (1997; see also Ruyten 2004). The other is a fast GPU-based opacity calculator, HELIOS-K 2.0 (Grimm et al. 2021). In this test, we compute the cross section of a 100% CO atmosphere using HITRAN assuming T = 1000 K and P = 10^{-3} bar. The partition function was computed using the Total Internal Partition Sums (TIPS; Laraia et al. 2011). The pressure shift is included in both ExoJAX and Kawashima & Ikoma (2018). Figure 3 shows a comparison of the cross sections of the three opacity calculators. The difference between ExoJAX and HELIOS-K version 2.0, is within ~1%. Grimm et al. (2021) reported that the difference of the Voigt–Hjerting function between HELIOS-K 2.0 and scipy.special.wofz is within about 1% (as shown in their Figure 4), which is consistent with the 1% deviation we found. The difference between ExoJAX and Kawashima & Ikoma (2018) is much smaller, despite the different algorithms for the Voigt profile computation. In addition, the difference between the direct LPF and MODIT is <1% except for the same setting as in Figure 3 when using a double-precision floating point (F64). When using a single-
point floating precision (F32), the error becomes larger at values lower than $10^{-25}$ cm$^2$, as shown in Figure 3 (see Appendix B for more details). MODIT has an advantage in computation time for a large number of lines, as we will see Section 2.6. In this case, a mild dynamic range of the cross section is naturally expected. However, we can compare the spectra using F32 and F64 for several cases when using MODIT+F32 for an HMC–NUTS.

2.6. Benchmark of Opacity Computation

We investigate the dependence of the computation time on the number of lines ($N_{\text{line}}$) and wavenumber bins ($N_{\nu}$) as shown in Figure 4. Because the computation time depends on both the actual computation on the GPU device and data transfer from the main memory to the memory on the GPU, we show two different cases with and without data transfer to the GPU device for the direct LPF (Section 2.1.1). The HMC–NUTS fitting corresponds to the latter case because it reuses the values in the GPU memory many times. The computation time with data transfer was approximately ten times slower than that without transfer. For the direct LPF, the computation time is approximately proportional to the number of lines and the wavenumber. The mean computation time without transfer was $\sim 0.1$ ns per line per wavenumber bin using NVIDIA/DGX A100.

The MODIT algorithm (Section 2.1.2) exhibits almost no dependence on the number of lines until $N_{\text{line}} \sim 10^5$ and converges to a linear dependence for larger $N_{\text{line}}$. This trend is consistent with the results of van den Bekerom & Aannier (2021; see Figures 3 and 11 in their paper). Notably, MODIT does not depend significantly on the number of wavenumber bins $N_{\nu}$. For a large number of lines, the calculation of the line shape density $\Sigma_{\text{LS}}$ takes so much longer than the convolution step that it dominates the computation time. For a small number of lines, this is probably because batch computation tends to be advantageous for FFT in GPU computations.

3. Autodifferentiable Radiative Transfer

The differential optical depth in the $n$th layer consists of lines and continuum opacities.

$$\Delta \tau_n(\nu) = \sum_m \Delta \tau_n^{\text{mol,m}}(\nu) + \sum_c \Delta \tau_n^{\text{cont,c}}(\nu) \quad (36)$$

$\Delta \tau_n^{\text{mol,m}}(\nu)$ is the contribution of the $m$th molecule/atom to the $n$th layer, which is formulated as an iterative computation process of an upward flux at the $n$th atmospheric layer, which consists of the source $\mathcal{S}$ from the layer and the upward flux from one layer below, considering its transmission,

$$F_n = T_n F_{n+1} + (1 - T_n) \mathcal{S}_n, \quad (39)$$

where $F_n$ is the upward flux of the $n$th layer, $T_n$ is transmission within the $n$th layer, and $\mathcal{S}_n$ is the source function of the $n$th layer. Here, indexing is made in an ascending order for pressure, that is, $P_{n-1} < P_n$, and $F_0$ is the outgoing flux to space. In Appendix E, we describe the derivation of Equation (39) from a general expression of the two-stream approximation (Toon et al. 1989; Heng 2017). Although JAX
supports the automatic differentiation of an iterative procedure, its implementation of jax.lax.scan tends to result in a high computational cost. Instead, we reformulate the radiative transfer using a linear algebraic expression to leverage the power of XLA.

Denoting the transmitted source term by \( Q_0 \equiv (1 - T_0)S_n \), the recurrence formula (39) can be expanded as

\[
F_0 = T_0(T_2(\cdots T_{N-2}(T_{N-1}F_B + Q_{N-1}) + Q_{N-2}) + \cdots + Q_2) + Q_1 + Q_0.
\]

We set the upward flux at the bottom layer \( F_B = Q_N \) and define the transmitted source vector by \( \mathbf{q} \equiv (Q_0, Q_1, \ldots, Q_N)^\top \), the transmission vector \( \mathbf{t} \equiv (1, T_0, T_1, \ldots, T_{N-1})^\top \), and the cumulative product vector of the transmission vector, \( \phi = \mathbf{P}(\mathbf{t}) \equiv (1, T_0, T_0T_1, \ldots, T_0T_1 \cdots T_{N-2}, T_0T_1 \cdots T_{N-1})^\top \). We obtain the upward flux from the top layer to the space as

\[
F_0 = \phi \cdot \mathbf{q}.
\]

For the emission spectrum, the source function in the nth layer is given by

\[
S_n(\nu) = \pi B_n(T_n),
\]

where \( B_n(T_n) \) is the Planck function\(^\text{17} \) and \( T_n \) is the representative temperature in the nth layer. The transmission matrix for pure absorption under the two-stream approximation is expressed as

\[
T_n = 2E_1(\Delta \tau_n) \quad (\Delta \tau_n)\exp(-\Delta \tau_n) + (\Delta \tau_n)^2E_1(\Delta \tau_n),
\]

where \( \Delta \tau_n \) is the optical depth of the nth layer, and \( E_1(x) \) is the exponential integral of the 1st order (Heng et al. 2014). We adopt the analytic fitting formula of \( E_1(x) \) by Abramowitz & Stegun (1970),

\[
E_1(x) = \begin{cases} \ln x + \sum_{k=0}^5 A_k x^k & \text{for } x \leq 1, \\ e^{-x} \sum_{k=0}^{10} b_k x^{k+1} + x^{-1} \sum_{k=0}^8 c_k x^{-k-1} & \text{otherwise.} \end{cases}
\]

as used in HELIOS-R (version 1) with the coefficients of \( A_k, B_k, \) and \( C_k \) as given in Lavie et al. (2017). It should be noted that this approximation is accurate for \( T(x) \) and \( 1 - T(x) \) within a difference of \( <2 \times 10^{-7} \) from scipy.special.expmn, as described in Appendix A.

### 3.1. Matricization for Parallel Computing

So far, we have considered \( \nu \) as a continuous variable. In practice, we need to discretize \( \nu \) to a sufficient resolution to capture the line features, that is, \( \nu \rightarrow \nu_j \) for \( j = 0, 1, \ldots, N_\nu - 1 \). Because Equation (41) provides the upward flux in a single wavenumber, we extend it to a vectorized version for the set of \( \nu_j \). We define the transmission matrix and the transmitted source matrix as follows:

\[
T_{nj} = T_n(\nu_j)
\]

and

\[
Q_{nj} = (1 - T_n(\nu_j))S_n(\nu_j).
\]

We also define the cumulative product of the transmission matrix for the axis of the atmospheric layer by \( \Phi \). By denoting \( t_j \equiv (T_0(\nu_j), T_1(\nu_j), \ldots, T_{N-1}(\nu_j))^\top \) and \( \phi_j = \mathbf{P}(t_j) \), we can express \( \Phi_{nj} = (\phi_j)_n \).

Then, we obtain the upward flux vector \( F_0 = F_0(\nu_j) \) as

\[
F_0 = (\Phi \odot Q)^\top u,
\]

where \( \odot \) is the Hadamard product, and \( u \in \mathbb{R}^{N+1} \) is a 1-vector, as \( u_i = 1 \). This linear algebraic formulation of radiative transfer is simply implemented by a combination of summation and a cumulative product operator.\(^\text{18} \)

Using Equation (43), the upward flux becomes a function of \( \Delta \tau_n(\nu_j) \) and \( S_n(\nu_j) \),

\[
F_0 = F_0(D, S),
\]

where \( \sigma_m = S_n(\nu_j) \) is the source function matrix, and \( D_{nj} = \Delta \tau_n(\nu_j) \) is the optical depth matrix, which requires the computation of the cross section of the entire line at every \( \nu_j \). These implementations are given in ExoJAX as rtrun.

For the direct LPF, the cross section of the nth molecule/atom can be computed by

\[
\sigma_m(\nu) = \sum_i \sigma_{m,i}(\nu - \nu_{m,i}),
\]

where \( \sigma_{m,i} \) and \( \nu_{m,i} \) are the cross section and line center of the i-th line of the nth molecule/atom. To leverage the parallel computation of GPU or TPU for the direct LPF, we introduce the \( \nu \)-matrix \( \hat{N}^{(m)} \) of the nth absorbing species (molecule or atom), defined by

\[
\hat{N}^{(m)}_{\nu} \equiv \nu_j - \nu_{m,i} \in \mathbb{R}^{N_x \times N_l},
\]

where \( \nu_j \) denotes the discretized wavenumber. The \( \nu \)-matrix needs to be precomputed for each absorber used in a parallel calculation of the optical depth.

### 3.2. Comparison with PetitRADTRANS

We compared the output spectrum of our code with an existing radiative transfer code, petitRADTRANS (Molière et al. 2019). petitRADTRANS uses a precomputed grid model of the cross section in a pressure–temperature plane. First, we computed the cross sections of HITEMP2019/CO using ExoJAX and created a grid model for petitRADTRANS. Therefore, in this comparison, both use the same cross section of CO. To avoid the error caused by the interpolation of the temperature and pressure grids used in petitRADTRANS, we assume a linear \( T = \log_{10} P \) profile with \( T = 1000 \text{ K} \) at \( \log_{10}(P \text{ bar}) = 2 \) and \( T = 500 \text{ K} \) at \( \log_{10}(P \text{ bar}) = -10 \). We assume a constant mass mixing ratio of 0.01 for CO, 0.75 for \( \text{H}_2 \), 0.24 for He, and \( g = 10^9 \text{ cm}^{-2} \). We also include the \( \text{H}_2\text{–H}_2 \) and \( \text{H}_2\text{–He} \) CIA as a continuum. We set 130 atmospheric layers from 100 bar to \( 10^{-10} \text{ bar} \). Figure 5 shows the output spectrum of ExoJAX and the difference from petitRADTRANS. They are in excellent agreement with the linear \( T = \log_{10} P \) profile.

For general \( T-P \) profiles, we noticed that there could be an order of 10% deviation between exojax and petitRADTRANS. This is likely due to the interpolation used in

---

\(^{17}\) Here, we do not specify the unit of the x-axis in the Planck function for generality, and when adopting \( x = \nu \), the unit of the Planck function in cgs becomes erg s\(^{-1}\) cm\(^2\) cm\(^{-3}\).

\(^{18}\) Using JAX, Equation (48) can be expressed as jax.numpy.sum(Q()/jax.numpy.cumprod(T(axis=0),axis=0)), where Q is \( \odot \) and T is \( T \).
petitRADTRANS considering the excellent agreement for the linear $T$-$\log P$ profile. The nominal temperature grid in petitRADTRANS has a 30% increase, such as 666 K, 900 K, 1215 K as grid points. If the interpolation fails to recover the real value by 3% at approximately 1000 K, (i.e., a 30 K error), for instance, it induces the error of the flux approximately as $(1.03)^4 - 1 = 13\%$. In general, a precomputed grid model has such a systematic error in radiative transfer. To reduce this interpolation error, the model must be prepared in a finer grid.

4. Astronomical and Instrumental Responses

So far, we have described the procedure for computing the emission outward spectra from the top of atmosphere $F_0$. Several processes remain to connect the calculated outward spectra with the observed one ($F$). These processes include Doppler broadening by planet/stellar rotation, a Doppler shift by radial velocity, and an instrumental profile (IP) response. Finally, one must also convert the calculated wavenumber grid, $\nu_j'$, to that of the observed spectrum (denoted by $\nu_j$). We note that one should use a grid for $F_0$ that is fine enough to resolve the line profile (typically $R_0 \gtrsim 500,000$), which is usually finer than the grid of the observed spectrum $F$. In this section, we present our approach for accounting for all of these effects.

These astronomical and instrumental responses can be modeled by the convolution of the kernel and an outward spectrum. We define a response operator using a kernel $k(\nu)$ as

$$ (k * F_0)(\nu_j') = \frac{\int F_0(\nu_j) k(\nu_j' - \nu_j; r) d\nu_j}{\int k(\nu_j; r) d\nu_j}, $$

where $F_0(\nu_j) = (F_0)_{\nu_j}$, $\nu_j$ is the velocity equivalence of $\nu_j$, $\nu_j'$ is that of $\nu_j'$, and $\Delta \nu_j \equiv \nu_j' - \nu_j = c \ln(\nu_j'/\nu_j)$ is a velocity difference of the two grids. In Equation (53), we assume that $\Delta \nu_j$ is constant. To avoid the computation of $\Delta \nu_j$, that is, the grid of $\nu_j$ is evenly spaced in linear space. This means that we use the grid of $\nu_j$ (or $\lambda_j$) with logarithmically equal spacing. Including the radial velocity RV, the wavenumber form of Equation (53) is simply given by

$$ F(\nu_j') = k * F_0 \approx \frac{\sum k(c \ln(\nu_j'/\nu_j) + \text{RV}; r) F_0(\nu_j)}{\sum k(c \ln(\nu_j'/\nu_j); r)}, $$

where $\nu_j'$ is the wavenumber grid of the observational data, which is not necessarily evenly spaced in log space.\(^{19}\)

4.1. Rigid Rotation Kernel

The rigid (solid-body) rotation kernel (e.g., Gray 2005) is given by

$$ k_r(\nu) = \zeta(\nu/V \sin i) $$

and

$$ \zeta(x) = \frac{\int_{1-x^2}^{1-x^2} dy I(x, y)}{\int_{1-x^2}^{1-x^2} dx \int_{1-x^2}^{1-x^2} dy I(x, y)} $$

$$ = \frac{2}{\pi} \sqrt{1 - x^2} (3u_{1} + 2u_{2}x^2 + u_{2} - 3) + \frac{1}{2} \pi u_{1}(1 - x^2), $$

where we take the stellar disk coordinates ($x, y$) such that the distance from the center to the edge of the star is unity and the axis of rotation corresponds to the y-axis and assumes a quadratic form of the limb darkening (Kopal 1950) as

$$ I(x, y) = 1 - u_{1}(1 - \mu(x, y)) - u_{2}(1 - \mu(x, y))^2 $$

$$ \mu(x, y) \equiv \sqrt{1 - (x^2 + y^2)}. $$

Here, $u_{1}$ and $u_{2}$ are the limb-darkening coefficients.

\(^{19}\) Because Equation (54) is the matrix product, the computation cost and required memory size is proportional to the product of the numbers of the wavenumber grids $\nu_j$ and $\nu_j'$. When this number exceeds approximately $10^7 \times 10^7$, `jax.numpy.convolve` can be used instead of the direct computation of Equation (54). In this case, the linear interpolation is required to connect the output to the wavenumber grid of the observational data. In this paper, we do not use this extension.
4.2. Instrumental Response Kernel

A simple choice of the IP response is a Gaussian broadening

$$k_G(v) = \frac{1}{\sqrt{2\pi\beta^2}} \exp \left( -\frac{v^2}{2\beta^2} \right) \quad (59)$$

with a standard deviation of \( \beta_{ip} = c/2\sqrt{2\ln 2}R \), where \( R \) is the resolving power. We can also include a microturbulence term \( \beta_{mic} \) in this form, although we can directly include the microturbulence in each layer.

5. Application to Luhman 16A

As a demonstration of exojax, we fit our autodifferentiable spectrum model to a high-resolution spectrum of a nearby brown dwarf Luhman 16 A as taken by CRIRES/VLT (Crossfield et al. 2014). Luhman 16 A has the spectral type of L7.5 and is located near the L–T transition. In contrast to its companion brown dwarf, Luhman 16 B, there is no strong signature of photometric variability in Luhman 16 A. The spectral features of this data set have the advantage of being a simple system consisting mainly of CO and \( \text{H}_2\text{O} \) as dominant lines and CIA as continuous opacity. Clouds are considered to be located below the CIA photosphere in the observing band (22876–23453 Å) for the following reason. The absorption coefficient of CIA (\( \text{H}_2\text{O} \)) has a maximum value near 2.4 \( \mu \text{m} \), close to the observing band. This is approximately 10 times higher than the value in the \( H \) band. By contrast, the cloud opacity should be flat or larger on the blue side considering that most of the cloud species that can form in this temperature range do not have their absorption features in the observing band (e.g., Wakeford & Sing 2015). The fact that the \( H \)-band flux is \( \sim 1.5 \) times larger than that in the observing band (Burgasser et al. 2013) suggests that the continuous absorption of the data set is dominated by CIA, not clouds. In this demonstration, we use both the direct LPF and MODIT for opacity calculation and compare the results with each other.

5.1. Opacity Calculation

In this demonstration, Li2015 was used for \( ^{12}\text{C}^{16}\text{O} \) (Li et al. 2015) and POKAZATEL for \( ^{1}\text{H}^{16}\text{O} \) (Polansky et al. 2018) as obtained from the ExoMol database. In addition, CO in HITTEMP2019 was used to observe the effect of different broadening parameters on the line shape.

Modern molecular databases contain a large number of transitions. A large number of weak lines exist below the photosphere. To reduce the computational complexity for the direct LPF, we exclude weak lines that do not contribute to the emission spectrum. Such weak lines are identified by computing the layer where the line contributes the most to the emission. When this layer is below the photosphere determined by the CIA, we exclude the line from the opacity computation. A more detailed explanation is provided in Appendix G. For MODIT, we used all of the CO and water lines for opacity computation.

The number of wavenumber bins of the opacity computation (i.e., the dimension of \( F_0 \)) is \( N_v = 4500 \) for both methods, which corresponds to \( R_0 = 7.2 \times 10^5 \) as the wavenumber resolution. This is sufficient to resolve the original line profile.

5.2. Model and HMC–NUTS

The data set consists of spectra from four CRIRES detectors (S1–S4). First, we fit the model to the spectrum from the first detector (S1; 22876–23002 Å). S1 contains a CO band head at 2.29 \( \mu \text{m} \). Therefore, the baseline level shortward of the CO band head wavelength can be considered to be radiation from the CIA photosphere.

The original data set is normalized by the blaze function. Therefore, we renormalized the model spectrum by the flux density at 2.29 \( \mu \text{m} \), \( F_{\nu,\text{ref}} \), where the emission is likely dominated by the CIA. We evaluated \( F_{\nu,\text{ref}} \) using the mid-resolution spectrum from the Magellan/FIRE Prism Spectrograph (\( R \approx 8,000; \) Burgasser et al. 2013) that was normalized to match the \( K \)-band magnitude of 9.44 ± 0.07.

We take the absolute flux density of \( F_\nu^{(A)} = 3 \times 10^{-12} \text{erg cm}^{-2} \text{s}^{-1} \mu \text{m}^{-1} \) at \( \nu_{\text{ref}} = 2.29 \mu \text{m} \) from Figure 2 of Burgasser et al. (2013). Then, the reference flux is estimated as

$$F_{\nu,\text{ref}}(R_p) = \nu_{\text{ref}}^2 \left( \frac{R_p}{10 \text{ pc}} \right)^{-2} F_\nu^{(A)} \quad (60)$$

$$= 3 \times 10^{4} (R_p/R_j)^{-2} \text{ erg cm}^{-2} \text{s}^{-1} \text{cm}^2 \quad (61)$$

where \( R_p \) is the radius of the brown dwarf, and \( R_j \) is the Jovian radius. The spectrum at the top of atmosphere is modeled as

$$F(\nu') = k_G * k_R * F_\nu(\nu')/F_{\nu,\text{ref}}(R_p). \quad (62)$$

For the IP profile \( k_G \), we assume a Gaussian with \( R = 100,000 \), which is much narrower than the broadening due to the brown dwarf’s rotation. For the stellar rotation, we adopted the uninformative prior suggested by Kipping (2013) for limb darkening,

$$u_1 = 2\sqrt{\eta_1 \eta_2}, \quad u_2 = \sqrt{\eta_1 (1 - 2\eta_2)}$$

where \( \eta_1, \eta_2 \sim \mathcal{U}(0, 1) \). We do not include the microturbulence in this demonstration. We set 100 atmospheric layers and model a T–P profile by a power law with an index of \( \alpha \) and \( T_0 \) as parameters,

$$T(P) = T_0 \left( \frac{P}{1 \text{ bar}} \right)^\alpha, \quad (63)$$

where \( T_0 \) is the temperature at 1 bar.

An emission spectrum contains information on gravity through optical depths of both molecular lines in Equation (38) and continuous opacity in Equations (34) and (35). Therefore, the pressure of the photosphere depends on gravity. While the temperature near the photosphere is well constrained from line strength ratios, the pressure is determined from the line pressure broadening and is more difficult to constrain. In addition, the accuracy of the broadening parameters is still limited. Instead of making gravity a free parameter, we therefore incorporate the dynamical mass constraint from astrometric observations as the prior. Garcia et al. (2017) derived the dynamical mass of Luhman 16 A as \( M_p = 34.2^{+1.1}_{-1.0} M_J \) from a 31 year astrometric data set. Lazorenko & Sahlmann (2018) updated the astrometric mass \( M_p = 33.5 \pm 0.3 M_J \). We adopt \( \sqrt{\chi^2(33.5, 0.3)} \) based on the latter constraint as a prior of \( M_p \). Under the strong constraint of mass, gravity is simply connected to the radius, or, in other words, a combination of the temperature of the photosphere and the absolute flux. In Section 5.4, we will relax this tight prior on mass and adopt a uniform distribution in order to test whether
we can infer a spectroscopic mass only using a high-dispersion spectrum and absolute flux.

5.2.1. Case I: Independent Observational Noise

Assuming that the observational noise obeys an independent normal distribution, the likelihood can be modeled as

$$\mathcal{L} = \prod_i \frac{1}{\sqrt{2\pi \sigma^2_{e,i}}} \exp \left( -\frac{(d_i - F(\nu_i))^2}{2(\sigma^2_{e,i} + \sigma^2_i)} \right),$$  \hspace{1cm} (64)

where $\sigma_{e,i}$ is the observation error for each $\nu_i$ and $\sigma_i$ is an additional error (jitter) to be modeled. The priors are listed in Table 2.

5.2.2. Case II: Including a Correlated Noise in the Model

As we will see, there remains a small correlated noise in the residual of Case I. A Gaussian process (GP) is straightforward for modeling correlated noise because exojax is compatible with PPLs. We can replace the likelihood in Equation (64) with a multivariate normal distribution as

$$\mathcal{L} = \mathcal{N}(d - F(\nu), \Sigma(\nu)), $$  \hspace{1cm} (65)

where $\mathcal{N}(\mu, \Sigma)$ is a multivariate normal distribution with a mean of $\mu$ and a covariance of $\Sigma$, $\nu = (\nu_0, \nu_1, \ldots, \nu_{N-1})$, and $F(\nu) = (F(\nu_0), F(\nu_1), \ldots, F(\nu_{N-1}))$. In PPLs, this can be simply formulated as

$$d \sim \mathcal{N}(F(\nu), \Sigma(\nu)).$$  \hspace{1cm} (66)

The covariance is modeled by a GP kernel $K$ as

$$\Sigma_{ij} = K_{ij} + \sigma^2_{e,i} I.$$  \hspace{1cm} (67)

The GP kernel takes a functional form as

$$K_{ij} = a k_{GP}(\nu_i - \nu_j; \tau),$$  \hspace{1cm} (68)

where $\tau$ expresses the coherent length in the unit of wavenumber and $a$ is the normalization. In this demonstration, we use the radial basis function (RBF) kernel, $k_{GP}(\nu, \tau) = e^{-\nu^2/2\tau^2}$. In Case II, we infer $\tau$ and $a$ on the priors given in Table 2. The way to calculate the credible interval of the predicted spectrum is described in Appendix F.

5.2.3. HMC–NUTS Setting and Computational Time

We performed an HMC (e.g., Neal 2012; Betancourt 2017) No-U-Turn Sampler (NUTS; Hoffman & Gelman 2011) implemented in a PPL, NumPyro (Phan et al. 2019), with 500 warm-up steps for the adaptation phase of HMC and 1000 samples. In this demonstration, we used Python 3.8.5, NumPyro 0.7.2, and JAX 0.2.12 (with jaxlib 0.1.64 + cuda 11.2) for the external modules and NVIDIA DGX A100 as a GPU facility, and the full analysis took 29.5 hr (Case II; Direct LPF) and 16.5 hr (Case II; MODIT). We set the maximum number of leapfrog steps at each iteration to be 1023. The median number of the steps per sample was 511; most of the iterations did not reach 1023 steps, except for the warm-up phase. The total number of the evaluated steps was $6 \times 10^5$. Hence, the mean computational time of one leapfrog step was approximately 0.2 s, corresponding to $T_{\text{layer}} = 2 \times 10^{-3}$ s per layer. This value is a factor larger than the corresponding computational time investigated in Section 2.6, which is presumably due to gradient computation and/or the instrumental response. Nevertheless, the order of $T_{\text{layer}}$ is close to that required to compute the line profile. The additional cost of a gradient-based MCMC per spectrum is only a factor of several to that of nongradient based methods.

5.3. Results

The observed spectrum and the prediction (mean) with the 5%–95% area from the fitting are shown in Figure 6. In this fitting, we excluded the region around 22889 Å, which is significantly contaminated by telluric lines.

For Case I, the residual remains below ~5%, which is smaller than that of the forward modeling approach using the BT-Settl library (Allard et al. 2013) by Crossfield et al. (2014) in the original analysis of the data. We find the correlated pattern in the residuals for Case I, including the largest deviation around the left (bluer) side of the band head of CO. In the GP model (Case II), this deviation is modeled as a realization of the correlated Gaussian noise, which is taken into account in estimating uncertainties of the other model parameters.

The posterior samples for Case II are shown in Figure 7. The direct LPF and MODIT provide almost the same results as expected. There were several clear positive and negative correlations between parameters. The radius is negatively correlated with $T_0$ and $\alpha$ because of the constraint on the absolute flux. The mass mixing ratios of CO and water are also negatively correlated with $\alpha$ to match the observed line depths; that is, a smaller abundance requires a larger gradient of the temperature profile to keep the same observed line depth. These two negative correlations may explain the positive correlations between the mass mixing ratio of CO and $R_p$ and the mass mixing ratios of CO and water.

Table 3 provides the medians of the marginal posteriors and their credible intervals (5%–95%). The estimated temperature at 1 bar is $T_0 = 1298^{+40}_{-35}$ K. This value is between the two
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previous estimates from forward modelings: \( T_{\text{eff}} = 1200 \) K (Buenzli et al. 2015) and \( T_{\text{eff}} = 1500 \) K (Crossfield et al. 2014). The estimated \( V \sin i \) is 16.1 \( \pm 0.5 \) km s\(^{-1}\) (Case II), which is slightly smaller than the previous estimate of 17.6 \( \pm 0.1 \) km s\(^{-1}\) using the same data (Crossfield et al. 2014). We found that the error of \( V \sin i \) is significantly smaller \((\sim 0.1 \) km s\(^{-1}\)) when fixing the limb-darkening coefficient than our fiducial case. This means that incorporating the uncertainty of the limb-darkening coefficient into the model is important for inferring \( V \sin i \).

We also computed the carbon-to-oxygen ratio (C/O) as

\[
\frac{C}{O} = \frac{\text{MMR}_{\text{CO}}/m_{\text{CO}}}{\text{MMR}_{\text{CO}}/m_{\text{CO}} + \text{MMR}_{\text{H}_2\text{O}}/m_{\text{H}_2\text{O}}},
\]

assuming that all of the carbon and oxygen atoms are distributed to CO or H\(_2\)O. Here, \( m_{\text{CO}} \) and \( m_{\text{H}_2\text{O}} \) are the molecular masses of CO and H\(_2\)O, and MMR\(_{\text{CO}}\) and MMR\(_{\text{H}_2\text{O}}\) are the mass mixing ratios of CO and H\(_2\)O. The resultant value of \( C/O = 0.62^{+0.03}_{-0.02} \) is close to, but slightly higher than, the solar value of 0.59 (Asplund et al. 2021) or 0.55 (Asplund et al. 2009).

Although the HMC–NUTS directly provides the posterior sampling of the parameters, let us look at how the high-dispersion spectrum contains information on these parameters. The ratios of some lines can be regarded as a temperature probe. Figure 8 shows the temperature dependence of the selected water lines. The strengths of the lines at 22913 and 22918 Å have different temperature dependences, as shown in the left panel. In the case of Luhman 16 A, these two lines exhibit approximately the same level of line depth. This fact directly indicates that the temperature in the layer where the optical depth of these lines is unity is approximately 1300 K, which is consistent with the posterior sampling of \( T_0 \) at 1 bar.

How can we determine which line pairs are most useful for temperature measurements? The derivative of the line strength ratio with respect to temperature can be regarded as the temperature sensitivity of the pair of lines. From Equation (27), the sensitivity for the pair of lines whose line centers are close to each other is given by

\[
\eta_{\text{LD}}(T) = \frac{d}{dT} \left( \frac{S_1(T)}{S_2(T)} \right) \approx \frac{T_{c1} - T_{c2}}{T} e^{-\frac{E_{low}}{k_B T}}.
\]

Equation (70) indicates that the temperature can be well constrained if there is a pair with a strong line intensity, a large difference in the value of \( T_{c1} \) and \( T_{c2} \) that is not significantly larger than the temperature range to be measured. As shown in the right panel of Figure 8, the pair of 22913 and 22918 Å satisfies such conditions. These lines are exhibited in the spectrum in a form that is easy to separate from the other lines. By contrast, the line at 22955 Å, labeled by “C,” is more difficult to separate from the CO lines; however, it still contains the temperature information, as shown in Figure 8. The full modeling of the high-dispersion spectrum by exojax has the advantage of being able to fully use such contaminated lines.

5.4. Spectroscopic Mass

In Section 5.3, we used a prior of mass from the astrometric results, which was well constrained within 1%. Considering that the temperature is well determined by the line ratio and that we used the absolute flux from the mid-resolution spectrum, the radius was well determined. In this case, gravity was well constrained to \( \log g = 5.03 \pm 0.04 \).

The high-dispersion spectrum contains information on \( \log g \) through the line profile, which is constrained by the pressure of the region from which the molecular lines come. This means that the combination of a high-dispersion spectrum and absolute flux, in principle, can constrain the planet/brown dwarf mass without other information. However, this inference should be extremely sensitive to the accuracy of the molecular properties, in particular, \( \gamma_5 \) and \( \eta \) in Equations (29) and (32). In fact, there are significant differences between molecular properties.
databases in the broadening parameters of CO, as shown in Figure 9. The differences in the gamma parameter between HITEMP2019 and ExoMol are as follows: \( \gamma_L = 0.0146 \) for HITEMP2019, \( \gamma_L = 0.0326 \) for ExoMol (default values in the definition file), and \( \gamma_L = 0.026 - 0.033 \) in the observing band. We note that the broadening parameters in HITEMP2019 are for “air” and not for the H\(_2\) atmosphere, as explained in Section 2.2.1 and that the broadening parameters given in the broadening file of ExoMol (labeled as “.broad” in the caption) were produced by averaging the values of other molecules (Wilzewski et al. 2016).

Despite the incompleteness of the broadening parameters, we attempted to estimate the brown dwarf’s mass using ExoMol broadening parameters (.broad) and HITEMP2019 for CO, adopting a uniform prior on the mass. We adopted the same model as for Case II (with GP) except for the mass prior. The results are shown in Figure 10. Although the two estimates do not agree with each other, this exercise indicates that spectroscopic mass estimation is promising if the accuracy of the broadening parameters is sufficient to model the line profile to determine gravity. Conversely, it is possible to validate the broadening parameter from the high-dispersion analysis of the binary whose astrometric mass is available.

6. Future Expansion

We constructed an automatic differentiation model of line-by-line opacity and radiative transfer calculations. We showed that our emission spectrum model works well for a real high-dispersion spectrum of a nearby bright brown dwarf near the L – T transition, Luhman 16 A. Here, we discuss the potential applicability and expansion of our model.

6.1. Retrieval with Higher Dimensionality

As mentioned in the Introduction, one of the advantages of HMC over a random walk Metropolis is rapid convergence for
large dimensions of parameters to be inferred, $D$. Thus far, we have 11 or 12 parameters. These values are not significantly larger than those of recent retrievals, for instance, $D = 10$ for CHIMERA (Tremblay et al. 2020) and $D = 10-13$ for HYDRA-H (Gandhi et al. 2019).
The bottom panel shows the residuals of the median of the predictions from Figure 12. The Astrophysical Journal Supplement Series, symbols such as noisy data, our method can be used to constrain the $C/T$ ratio and a planet rotation.

The wavenumber range to 22910 range. For this test, it took about 28 hr even though we reducedior takes a wide range of temperature for the other pressure constraint on temperature for other pressure range even for a large number of lines using MODIT.

6.2. Applicability to High-dispersion Coronagraphy

One of the potential applications of our model is an analysis of companion exoplanets/brown dwarfs as observed by a high-dispersion spectrograph (Snellen et al. 2014; Schwarz et al. 2016) and/or an HDC, a recently developed technology. Motivated by a reasonable agreement between the $K$-band mid-resolution spectrum of Luhman 16 A and that of HR 8799e (Gravity Collaboration et al. 2019), we simulate the high-dispersion spectrum of a self-luminous exoplanet as taken by HDC by injecting artificial noise to the real spectrum of Luhman 16 A. We assume that the system is located at 40 pc and is observed for an hour using a spectrograph with a 5% efficiency on an 8.2 m telescope. We also assume that the HDC suppresses speckle lights at a planet position up to 10 times the planet signal. Based on these assumptions, we injected Gaussian noise with a standard deviation of 16% into the spectrum.

We did a similar analysis to that in Section 5.3 (Case I). As shown in Figure 12, $\texttt{exojax}$ was able to fit the emission model even to this noisy spectrum. In addition, we obtained the 5%–95% credible intervals of $T_\text{eff} = 1470^{+140}_{-120}$ K, $C/O = 0.59^{+0.09}_{-0.08}$, and $V \sin i = 15.6^{+0.09}_{-0.08}$ km s$^{-1}$. This result shows that even for such noisy data, our method can be used to constrain the C/O ratio and a planet rotation.

Figure 12. Mock spectrum of a self-luminous planet as observed by HDC (plus symbols) and the mean and 90% credible area by $\texttt{exojax}$ (blue shaded area). The bottom panel shows the residuals of the median of the predictions from the data.

6.3. Clouds/Dust

Further developments are required to apply $\texttt{exojax}$ to different wavelength ranges and various types of brown dwarfs, exoplanets, and stars. For brown dwarfs, dust opacity becomes important at temperatures between the critical temperature for dust segregation ($T_\text{cr}$) and the condensation temperature ($T_\text{cond}$), i.e., for the region of $T_\text{cr} \lesssim T \lesssim T_\text{cond}$ (Tsujii 2002). For observations of L dwarfs/exoplanets hotter than Luhman 16 A or in the bluer observing bands, the effect of dust clouds should be included to analyze the spectra in which the dust opacity is appreciably higher than the CIA opacity. In addition, the Rayleigh scattering by H2 and the line wings of alkali metals should be considered as sources of continuous opacity at the bluer side.

6.4. Transmission Spectroscopy

In principle, the automatic differentiation model of the planetary transmission spectrum is also possible. The current model supports only an emission spectrum model with pure absorption. Support for scattering is required for transmission spectroscopy. One of the drawbacks of the current formulation of radiative transfer is that it cannot be applied directly to the scattering atmosphere. This is because two recurrence equations need to be solved for the scattering atmosphere, as described in Appendix E. We postpone these issues until forthcoming work.
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Appendix A

Comparison of $\texttt{exojax}$ Implementations of Special Functions with $\texttt{scipy}$

In this Appendix, we compare the functions used in $\texttt{exojax}$, hjert, $T(x)$; (trans2E3), and erf, with the corresponding functions in $\texttt{scipy}$. The differences not only come from the algorithm and/or the approximation of the functions, but also from the fact that JAX uses a single floating point format (F32) as a nominal type.

Figure 13 shows the residual of this function (hjert) from the real part of $\texttt{scipy.special.wofz}$. The residual is within $10^{-6}$ at least in the range of $10^{-3} < x < 10^5$ and $10^{-3} < a < 10^5$. Figure 14 compares the transmission function between our implementation of AS70 and those using a $\texttt{scipy}$ special function, $\exp$. The difference is within $2 \times 10^{-7}$ in the range $10^{-4} < x < 10^2$. Figure 15 shows the relative error between our implementation and $\texttt{scipy.erfc}$. The difference is smaller than $2 \times 10^{-6}$ in the range we use.
The residuals described above were computed using a single-precision floating point format (F32) because JAX uses F32 as a nominal precision. JAX can use the double-precision floating point format (F64), although XLA is not available for F64. Table 4 shows the maximum differences between erfcx, hjert, and trans2E3 from scipy using F32 and F64. The residual of erfcx using F64 is two orders of magnitude smaller than that obtained using F32. The residual of hjert using F64 is at most one order of magnitude smaller than that using F32 in most parameter ranges. However, F32 and F64 for trans2E3 have a similar level of residuals at $x > 0.1$, as shown in Figure 14.

Appendix B

Difference between F32 and F64 for MODIT

Because MODIT uses FFT in its algorithm, F32 has a relatively large impact on the accuracy of profiles with a wide dynamic range. In particular, F32 affects the precision of the bottom of the lines in the wide dynamic case. Figure 16 shows the difference between the direct LPF and MODIT for F32 and F64. In this case, the dynamic range of opacity was approximately six orders of magnitude. At the bottom of the line profile, the residual becomes larger than 1% for F32, while it remains below 1% for F64. However, in many cases where MODIT is necessary, such a wide dynamic range of opacity is unlikely to occur because a large number of lines exist in a narrow wavelength range.

Appendix C

Imaginary Part of the Faddeeva Function

Here, we consider the imaginary part of the wofz function $w(x + ia)$ as

$$L(x, a) = \text{Im}[w(x + ia)]. \quad (C1)$$

The expansion of $L(x, a)$ was given by Zaghloul & Ali (2011) as

$$\hat{L}_M(x, a) = -e^{-x^2} \text{erfcx}(a) \sin(2xa)$$

$$+ \frac{2\eta}{\pi} x \sin(ax) e^{-x^2 \sin(2ax/\pi)}$$

$$+ \frac{2\eta}{\pi} a \sin(2ax) \Sigma_1 + \frac{a}{2} \Sigma_4 + \frac{a}{2} \Sigma_5. \quad (C2)$$

where

$$\Sigma_4 = \sum_{n=1}^{M} \left( \frac{\eta n}{\eta^2 n^2 + a^2} \right) e^{-(\eta n + x)^2} \quad (C3)$$

$$\Sigma_5 = \sum_{n=1}^{M} \left( \frac{\eta n}{\eta^2 n^2 + a^2} \right) e^{-(\eta n - x)^2} \quad (C4)$$

Similar to $H(x, a)$, we implemented hjert by combining $\hat{L}_M(x, a)$ and the asymptotic form of the wofz function (10) as

$$L(x, a) = \begin{cases} \hat{L}_{27}(x, a) & \text{for } x^2 + a^2 < 111 \\ \text{Im}[\text{w}_{\text{asy}}(x + ia)] & \text{otherwise.} \end{cases} \quad (C5)$$

Appendix D

Jacobian Vector Product

Here, we consider $f(x)$ where $x \in \mathbb{R}^N$ and $f \in \mathbb{R}^M$. Jacobian

$$J_{f,x} = \frac{\partial f}{\partial x} = \left( \begin{array}{ccc} \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_N} \\ \vdots & \ddots & \vdots \\ \frac{\partial f_M}{\partial x_1} & \cdots & \frac{\partial f_M}{\partial x_N} \end{array} \right) \in \mathbb{R}^{M \times N} \quad (D1)$$

is essential for automatic differentiation. Let us consider $f(x) = f_2(f_1(x))$. The Jacobian chain rule is expressed as

$$J_{f,x} = \frac{\partial f}{\partial x} = \left( \frac{\partial f_2}{\partial x_1} \right) \left( \frac{\partial x_1}{\partial x} \right)$$

$$= J_{f_2,x_1} J_{f_1,x} \quad (D2)$$

In general, a chain rule for $f(x) = f_1(f_{L-1}(\cdots f_2(f_1(x))))$, is given by

$$J_{f,x} = J_{f_L,x_{L-1}} \cdots J_{f_1,x} J_{f_{L-1},x} \quad (D4)$$

Automatic differentiation has two types for computing the Jacobian for each $f_i$. The Jacobian vector product (JVP) is defined as

$$\text{JVP}(f, u) = J_{f,x} u = \left( \frac{\partial f_1}{\partial x_1} u, \ldots, \frac{\partial f_M}{\partial x_N} u \right)^T \quad (D5)$$

Once JVP is given, the $(i, j)$th component of the Jacobian of $\frac{\partial f_i}{\partial x_j}$ can be computed by the $i$th component of

$$\text{JVP}(f, e_j) = \frac{\partial f_i}{\partial x_j} \quad (D6).$$
where $j$ is the $j$th unit vector. This type of autodifferentiation is called the forward differentiation because the JVP for each function is sequentially applied from the right side as

$$
\text{JVP}(f, u) = J_{f, x}u = J_{f_i, x_{i-1}} \times \cdots J_{f_2, x_1}J_{f_1, x_0}u \\
= \text{JVP}(f_1, \ldots \text{JVP}(f_2, \text{JVP}(f_1, u)) \ldots ).
$$

(D7)

### Appendix E

**Two-stream Approximation with Pure Absorption**

We derive Equation (39) from a general expression for the two-stream approximation. The two-stream expression of the one-dimensional parallel plane atmosphere considers the diffusive flux in the upward and downward directions. The former is the upward flux $F$ (we omitted the superscript of $F$ here) considered in Equation (39) and the latter is denoted by $F^\uparrow$. A general form of the two-stream approximation, including scattering, can be written as follows (Toon et al. 1989):

$$
\frac{\partial F}{\partial x} = \gamma_1 F - \gamma_2 F^\uparrow - S
$$

and

$$
\frac{\partial F^\uparrow}{\partial x} = -\gamma_1 F^\uparrow + \gamma_2 F + S
$$

(E1)

where the factors $\gamma_1$ and $\gamma_2$ depend on a particular form such as Eddington, quadrature, or hemispheric mean approximations, and the source term is

$$
S = 2\pi\eta(1 - \omega_0)B_\nu(T)
$$

(E2)

where $\omega_0$ is the single scattering albedo and $\eta$ is the characteristic cosine of the co-latitude. For a general solution of (E1), one needs to solve a second-order differential equation for $F_n$, using iterative methods such as a tridiagonal approach.

Heng (2017) derived the expression for a pair of representative neighboring points in atmospheric layers from Equation (E2) using a Taylor expansion of the source function. The definitions of the indexing of the atmospheric layers are shown in Figure 17. The source functions at the upper and lower boundaries of the $n$th layer are denoted by $S_n'$ and $S_n''$. Rewriting the expression in Heng (2017) to those for the upper and lower boundaries in the $n$th layer, we obtain

$$
F_n = \Gamma_{1,n} T_n F_{n+1} - \Gamma_{2,n} F^\uparrow_n + (S'_n + S''_n)/2
$$

$$
- \Gamma_{1,n} T_n (S_n + S'_n/2) - \Gamma_{2,n} (S''_n - S'_n/2)
$$

(E3)

$$
F^\uparrow_n = \Gamma_{1,n-1} T_{n-1} F^\uparrow_{n-1} - \Gamma_{2,n-1} F_n
$$

$$
+ (S''_{n-1} - S'_n/2) - \Gamma_{1,n-1} T_{n-1}
$$

$$
\times (S''_{n-1} - S'_n/2)
$$

$$
+ \Gamma_{2,n-1} (S''_{n-1} + S'_n/2)
$$

(E4)

The conversions of Equation (3.34) in Heng (2017) to our notations are as follows:

$$
\pi B_1 = S_n'' - S_n' \Delta \tau + S_n'/2 = S_n'' + S_n'/2,
$$

$$
\pi B_1 = S_n'' - S_n'/2, \pi B_2 = S_n'' + S_n'/2,
$$

$$
\pi B_2 = S_n' + S_n' \Delta \tau - S_n'/2 = S_n' - S_n'/2
$$

(F32)

(F64)
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where
\[ \Gamma_{1,n} \equiv \frac{\zeta - \zeta^2}{(T_n \zeta_n)^2 - \zeta^2} \]  
and
\[ \Gamma_{2,n} \equiv \frac{(1 - T_n^2) \zeta}{(T_n \zeta_n)^2 - \zeta^2} \]  
\[ \zeta \equiv \frac{1}{2} (1 + \sqrt{1 - \omega^2 (T_n n + 1 - T_n^2) S_{n}^p - S_{n}^s}}. \]

A pure absorption assumption (no scattering, \( \omega = 0 \), \( \zeta = 1 \), \( \zeta = 0 \), \( \Gamma_{1,n} = 1 \), and \( \Gamma_{2,n} = 0 \)) results in Equation (E3) becoming a closed form for \( F_n \) as
\[ F_n = T_n F_{n+1} + S_n^s - T_n S_n^p + (1 - T_n^2) S_n^s. \]  
(E9)

For a pure absorption atmosphere, the transmission can be written as (Heng et al. 2014)
\[ T_n = 2E(\Delta t_n). \]  
(E10)

We denote a representative value of the source function of the \( n \)th layer by
\[ S_n = \pi B_n(T_n). \]  
(E11)

Then, we can write
\[ S_n^s = S_n - (\varepsilon S)^s \]  
(E12)
\[ S_n^p = S_n + (\varepsilon S)^p \]  
(E13)
where \((\varepsilon S)^s\) and \((\varepsilon S)^p\) take a (small) positive value for a no-temperature-inversion atmosphere. Using these quantities, Equation (E9) can be rewritten as:
\[ F_n = T_n F_{n+1} + (1 - T_n) S_n - \Delta^- + \Delta^+ \]  
(E14)
\[ \Delta^- = (\varepsilon S)^s T_n \]  
\[ \approx \frac{1}{2} (S_n^s - S_n^p)(1 - T_n^2) \Delta t_n(1 - T_n^2) S_n^p 2 \]  
(E15)
\[ \Delta^+ = (1 - T_n^2) S_n^p 2. \]  
(E16)

Comparing with Equation (39), we find that the present formulation of the radiative transfer ignores \( \Delta^+ \) and \( \Delta^- \).

One can estimate the error of this approximation by considering
\[ \frac{\Delta^+}{Q_n} = \frac{\Delta^+}{(1 - T_n) S_n} \approx \frac{1}{2} \frac{D B(T_n)}{B(T_n)} \]  
\[ \approx \frac{1}{2} \frac{\Delta t}{B(T_n)} G(\chi) \Delta T/T \]  
(E17)
\[ \frac{\Delta^-}{Q_n} = \frac{\Delta^-}{(1 - T_n) S_n} \approx \frac{1}{2} \frac{D B}{B(T_n)} \]  
\[ \approx \frac{1}{2} \frac{\Delta t}{B(T_n)} G(\chi) \Delta T/T \]  
(E18)
where \( G(\chi) \equiv \chi^2/(2e^\chi - 2) \) and \( \chi = h c / k_B T \), respectively. For a small wavenumber limit, \( \chi \ll 1 \) and \( G(\chi) \to \chi/2 \). For a large wavenumber limit of \( \chi \gg 1 \), \( G(\chi) \to 1/2 \). Because most of the emission comes from the layers near \( \tau = 1 \), the error is approximately on the order of \( \Delta T/T \) except for much longer wavelengths compared to \( k_B T / h c \).

\section*{Appendix F}

\textbf{Credible Interval of the Model + GP Prediction}

The probability of the prediction \( d \) for an arbitrary wavenumber vector \( \nu^i \) conditioned on the given data \( d \) is expressed as
\[ p(d^i|d) = \mathcal{N}(F(\nu^i) + K_{\sigma}^{-1} K_{\sigma}^{-1} d - F(\nu)), \]  
\[ K_{\sigma}^{-1} K_{\sigma}^{-1} K_{\sigma}^{-1} (K_{\sigma} - K_{\sigma}^{-1} K_{\sigma}) \]  
(F1)
where
\[ (K_{\sigma})_{ij} = a k G(|\nu_i - \nu_j|; \tau) \]  
(F2)
\[ (K_{\sigma})_{ij} = a k G(|\nu_i - \nu_j|; \tau) + \sigma^2_{\varepsilon} \delta_{ij} \]  
(F3)
\[ (K_{\sigma})_{ij} = a k G(|\nu_i^p - \nu_j^p|; \tau) + (\sigma^2_{\varepsilon})^2 \]  
(F4)
and \( \delta_{ij} \) is the Kronecker delta.

An HMC simulation provides a sampling of the other parameters \( \theta^p \) rather than the GP parameters. Then, the
prediction can be sampled by

\[ d_{ij}^* \sim \mathcal{N}(F(\nu^x; \theta_i^j) + K_{ij}^{-1}(d - F(\nu; \theta_i^j)), K_{ii} - K_{ij}^{-1}K_{jj}), \]

where \( \theta_i^j \) is the \( j \)th sampling of \( \theta_i^j \). The credible interval can be computed using the sampling given by Equation (F5). This prediction includes independent Gaussian noise \( \sigma_{ij}^* \). When we adopt \( \sigma_{ij}^* = 0 \), Equation (F1) simply provides the prediction of the spectral model + trend.

**Appendix G**

**Choosing Molecular Lines That Contribute to the Emission Spectrum for the Direct LPF**

The layer that contributes the most to the radiation can be evaluated using the function (Knutson et al. 2009), expressed as

\[ B_{\nu}(T) \left| \frac{d e^{-\tau}}{d \log P} \right| \]

\[ \propto e^{\frac{\nu}{k_B T}} \frac{e^{-\tau_{c}(\nu; P)}}{\Delta \tau_{c}(\nu; P)} \frac{\Delta P/P}{\Delta P/P} \]

\[ = \psi_{\nu}^{m}(P), \]

where \( x \) is the label of the absorber (e.g., \( m, l \) is the \( h \)th line of the \( n \)th molecule, or CIA(H\( _2 \)H\( _2 \))), and \( \tau_{c}(\nu; P) \) is \( \tau(\nu) \) at a pressure of \( P \). Because it is time-consuming to evaluate the contribution in all of the wavenumber bins for each line, we evaluate the contribution only for the line center. The layer at the maximum contribution function for the \( l \)th line of the \( m \)th molecule \( (x = (m, l)) \) is expressed as

\[ \hat{n}_{1,m}(\hat{\nu}_{m,l}) = \arg\max_{n} \psi_{\nu}^{m,l}(P_n). \]  

To evaluate \( \hat{n}_{l,m}(\hat{\nu}_{m,l}) \), we simply need to compute

\[ \Delta \tau_{m,l}(\hat{\nu}_{m,l}; P) = \frac{\Delta P}{g} \frac{X_m}{M_m \sqrt{2\pi} \beta} \operatorname{erfcx} \left( \frac{\gamma_l}{\sqrt{2} \beta} \right), \]

for each line. We used an isothermal layer with a maximum mass mixing ratio in the fitting parameter ranges. Because the contribution function depends on the atmospheric structure and molecular abundance, we need to specify the T–P profile and mass mixing ratio. Figure 18 shows the layer at the maximum contribution function as a function of the label of the lines \( l \). While some of the lines have their maximum contribution in the middle layers of the atmosphere, most of them contribute only in the lowest layers below 10 bar. In our case, the most significant continuum opacity is CIA(H\( _2 \)H\( _2 \)). The green line shows the contribution function of CIA (H\( _2 \) H\( _2 \)), expressed as

\[ \hat{n}_{\text{CIA}(H_2H_2)}(\hat{\nu}_{m,l}) = \arg\max_{n} \psi_{\nu}^{m,l}(P_n). \]  

In practice, this means that the lines that appear below the green line are shielded and have little effect on the resultant spectrum. To be safe, we adopted the condition that the \( \hat{n}_{l,m} \)th layer exists above the pressure of the CIA line minus two layers, as marked by red dots in Figure 18.

The line strength depends on the temperature of each line. For CO, the temperature at the maximum line strength \( T_{M} \) is \( >1700 \) K. Therefore, we used \( T = 1700 \) K for the isothermal temperature. However, for water, \( T_{M} \) is much lower than 1700 K for parts of the lines. Therefore, we evaluated the maximum
line strength for each line by changing the isothermal temperature from 500 K to 1700 K in 100 K intervals. The above procedure reduces the number of CO lines from 204 to 374 molecular lines for the spectral modeling.24

23 Pre-selected lines that satisfy $S_0 > 10^{-46}$ cm$^{-2}$ from POKAZATEL.

24 Adding 468 water lines weaker than the 334 lines to the model, we performed the same analysis and found that the posteriors were not changed. The weak lines below the CIA photosphere did not affect the results.
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