Comparative study of first-principles approaches for effective Coulomb interaction strength $U_{\text{eff}}$ between localized $f$-electrons: lanthanide metals as an example
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As correlation strength has a key influence on the simulation of strongly correlated materials, many approaches have been proposed to obtain the parameter using first-principles calculations. However, a comparison of the different Coulomb strengths obtained using these approaches and an investigation of the mechanisms behind them are still needed. Taking lanthanide metals as an example, we research the factors that affect the effective Coulomb interaction strength, $U_{\text{eff}}$, by local screened Coulomb correction (LSCC), linear response (LR), and constrained random-phase approximation (cRPA) in VASP. The $U_{\text{eff}}^{\text{SOC}}$ value increases from 4.75 eV to 7.78 eV, $U_{\text{eff}}^{\text{LR}}$ is almost stable at about 6.0 eV (except for Eu, Er, and Yb), and $U_{\text{eff}}^{\text{cRPA}}$ shows a two-stage decreasing trend in both light and heavy lanthanides. To investigate these differences, we establish a scheme to analyze the coexistence and competition between the orbital localization and the screening effect. We find that LSCC and cRPA are dominated by the orbital localization and the screening effect, respectively, whereas LR shows a balance of the competition between the two factors. Additionally, the performance of these approaches is influenced by different starting points from PBE and PBE+$U$, especially for cRPA. Our results provide useful knowledge for understanding the $U_{\text{eff}}$ of lanthanide materials, and similar analyses can also be used in the research of other correlation strength simulation approaches.

PACS numbers:

I. INTRODUCTION

In recent decades, the class of elements with 3$d$, 4$f$, or 5$f$ electrons and their compounds has attracted tremendous attention in both fundamental research and industrial applications. These systems exhibit many exotic properties, such as high-temperature superconductivity and colossal magneto-resistive effect. Such materials are called strongly correlated materials due to their strong electron-electron interaction. However, the widely used density functional theory (DFT) in conventional local density approximation (LDA) or generalized gradient approximation (GGA) is not suitable for these materials because of the spurious self-interaction. Many ab initio methods developed for strongly correlated materials have been successfully used in simulations for thermodynamic properties and electronic structure properties. Among them, correction methods based on the onsite Hubbard model, such as DFT+$U$, DFT plus dynamic mean-field theory (DFT+DMFT), and DFT plus Gutzwiller projected variational wave function (DFT+Gutzwiller) are popular and effective. Despite their good performance, these methods still have many key problems in the construction of a high-precision Hubbard model, which mainly include the following: (1) the definition of correlation space, namely, the Hubbard model, and there may also be significant differences in $U_{\text{eff}}$ between localized electrons, namely, the Hubbard $U$ that describes the on-site Coulomb interaction under a certain screening, and Hund exchange interaction parameter $J$ is needed. The correlation strength can even lead to qualitative differences in material properties. In the isotropic form, the correlation strength is directly expressed by the effective Coulomb interaction between localized electrons, $U_{\text{eff}} \equiv U - J$.

In experiments, the $U$ value is typically estimated via the positions of Hubbard bands in X-ray photoemission spectroscopy (XPS) and bremsstrahlung isochromat spectroscopy (BIS) data. However, these experiments are costly and difficult to perform under some extreme conditions. In early simulation work, the $U_{\text{eff}}$ values were tuned by fitting the simulated properties to experimental ones, such as the band gap. However, this approach is not applicable in cases where experimental data are lacking. In addition, it reduces the predictive ability of the correction methods based on the Hubbard model, and there may also be significant differences in $U_{\text{eff}}$ values as a result of using different reference properties for the same system.
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To address the above-mentioned problems, many approaches based on first-principles have been developed to simulate the strength of on-site Coulomb interaction. For example, (1) Herbst et al. evaluated Hubbard-U using Hartree–Fock calculations. However, this method is based on the atomic limit, which does not reflect the systems we really care about. (2) Dederichs et al. developed the constrained density functional theory (cDFT) approach to calculate the energy difference by constructing electronic configurations. In this approach, localized electrons are treated as core electrons in the full-potential framework. (3) Later, Cococcioni and Gironcoli extended the cDFT approach to the more efficient pseudopotential framework based on linear response (LR) theory, and obtained the $U_{\text{eff}}$ value through the perturbation-induced variation of the occupation number of localized electrons. (4) Aryasetiawan et al. developed the constrained random-phase approximation (cRPA) method based on many-body perturbation theory, which can calculate frequency-dependent $U$ values. cRPA is generally considered a calculation method that comprehensively involves physical effects but the computational cost is relatively high, and there is uncertainty in many factors, such as the screening channel. (5) Wang and Jiang proposed the local screened Coulomb correction (LSCC) method in recent years, which has been used to simulate the Coulomb interaction of 5f-electrons in $\beta$-UH$_3$ and systematically calculate the $U$ value of 3d metal oxides. The method has good performance in evaluating Hubbard-U with dramatically reduced computational cost.

The above approaches are based on different physical processes, and it has been noted that they could yield different $U_{\text{eff}}$ values for the same system. Nawa et al. noted that comparing the absolute values of $U_{\text{eff}}$ calculated by different methods may not be meaningful. However, comparing the characteristics of different methods is important from the perspectives of both theory and practice. Specifically, the changing trend of $U_{\text{eff}}$ with atomic number can help us understand such characteristics. For example, Tesch and Kowalski researched the changing trend of $U_{\text{eff}}$ calculated by the LR method for d-electron metals and emphasized the rise of correlation strength caused by stronger localization of d orbitals. Qiu et al. studied the trend of $U_{\text{eff}}$ calculated by the LR method for actinide metals and emphasized the screening effect caused by different structures and the electronic localization change, which was related to the evolution of atomic volume.

Lanthanide metals are typical strongly correlated series; their 4f electrons show stronger localization than those of 3d and 5f orbitals, which creates a good platform for exploring the characteristics of different simulation methods. The correction methods based on the Hubbard model have been widely used to simulate the properties of lanthanide metals. To name a few, Harnon et al. simulated Gd using LDA+$U$ with $U_{\text{eff}} = 6.0$ eV and obtained a correct description of the antiferromagnetic ground state. Mohanta et al. simulated Gd-Lu using GGA+$U$ and showed that $U_{\text{eff}} = 6.8$ eV could obtain structural and magnetic properties that were basically consistent with the measured data. Locht et al. carried out DMFT simulation with $U = 7$ eV, and the structural properties, magnetic properties, and photoelectron spectra were in good agreement with the experimental results. We note that there are also many works using first-principles approaches to calculate the correlation strength of 4f electrons. Nilsson et al. reported the calculation of the cRPA-$U$ value for Ce-Gd, and Moré and Amador carried out a self-consistent calculation by combining LSDA+$U$ with cRPA for lanthanide metals. Results that have been obtained by using the cDFT/LR method to calculate the $U_{\text{eff}}$ value of lanthanide metals are scattered across different works. For example, Dederichs et al. calculated the $U_{\text{eff}}$ of Ce as an impurity atom using cDFT; Cococcioni et al. calculated the $U_{\text{eff}}$ of Ce using the LR method; and Tao et al. calculated the $U_{\text{eff}}$ value of the Gd$_{13}$ cluster. However, as far as we know, a systematic calculation of $U_{\text{eff}}$ values using the cDFT/LR approach has not yet been performed. The performance of LSCC in lanthanide metals will also be reported for the first time in this paper.

In this work, we systematically simulate the on-site Coulomb interaction between 4f electrons of lanthanide metals using the LSCC, LR, and cRPA approaches, all of which are performed in the popular Vienna Ab initio Simulation Package (VASP). The changing trends of $U_{\text{eff}}$ calculated by different approaches are compared. In particular, we analyze the competition between the orbital localization and the screening effect to explain the different performance of $U_{\text{eff}}$. In addition, we detect the sensitivity of $U_{\text{eff}}$ to initial electronic state by simulation.

The paper is organized as follows. In Sec. II, we introduce the methods and the parameter setting used in this work. In Sec. III, the results of effective Coulomb interaction values are given, analyses of orbital localization and screening effect are performed, and the performance of $U_{\text{eff}}$ obtained from different electronic states is compared. Finally, our conclusions are summarized in Sec. IV.

II. METHODOLOGY

A. Local screened Coulomb correction (LSCC) approach

The LSCC approach calculates the on-site interaction between localized electrons through the screened Coulomb interaction in the form of Yukawa potential:

$$v_{\text{sr}}(r,r') = \frac{-\lambda e^{-\lambda |r-r'|}}{|r-r'|},$$

(1)

where $\lambda = 2/(\lambda_{\text{Q}})^{1/2}$ is the parameter characterizing screening strength in the Thomas–Fermi screening...
model. For real systems, we adopt a density-weighted averaging scheme (see S-III type in Wang and Jiang)\textsuperscript{43}

\begin{equation}
\bar{\lambda} = \frac{\int_\text{aug} \lambda(r)\rho(r)dr}{\int_\text{aug} \rho(r)dr}, \tag{2}
\end{equation}

where \(\rho(r)\) is the electron-density, and \(\lambda(r)\) is the local screening parameter. The result is obtained by weighted-averaging \(\lambda(r)\) within the augmentation region. Using \(\bar{\lambda}\), the screened Slater integrals can be calculated by\textsuperscript{43,44}

\begin{equation}
U_{m_1,m_2,m_3,m_4} = \langle \varphi_{l,m_1}\varphi_{l,m_2}|v_{sr}|\varphi_{l,m_3}\varphi_{l,m_4}\rangle, \tag{3}
\end{equation}

where \(\varphi_{l,m}\) is the local orbital with angular momentum quantum number \(l\) and magnetic quantum number \(m\).

We construct the radial part of the local orbital as\textsuperscript{43,44}

\begin{equation}
\phi_l(r) = \sqrt{\frac{\rho_0(r)}{N_l}}, \tag{4}
\end{equation}

where \(\rho_0(r)\) is the spherically symmetric part of the electron density within the PAW augmentation sphere, and \(N_l\) is the occupation number of the corresponding orbitals. Then, we deduce parameters \(U\) and \(J\) as follows:

\begin{equation}
U = \frac{1}{(2l+1)^2} \sum_{m_2=1}^{2l+1} \sum_{m_1=1}^{2l+1} U_{m_1,m_2,m_1,m_2}, \tag{5}
\end{equation}

\begin{equation}
J = U - \frac{1}{(2l+1)(2l)} \sum_{m_2=1}^{2l+1} \sum_{m_1=1}^{2l+1} [U_{m_1,m_2,m_1,m_2} - U_{m_1,m_2,m_2,m_1}], \tag{6}
\end{equation}

B. Linear response (LR) approach

In the LR approach, the interaction parameter can be calculated as the second derivative of the ground-state total energy with respect to the local electron occupation number, \(n^I\), in site \(I\).\textsuperscript{20} The effective electronic potential is perturbed by an external potential \(\alpha'|\varphi^I_m\rangle\langle\varphi^I_m|\) that only acts on the localized orbitals with amplitude \(\alpha'\). The second derivative of the total energy with respect to \(n^I\) equals the inverse of the response function:

\begin{equation}
\chi_{I,I'} = \frac{\delta n^I}{\delta \alpha'^I}, \tag{7}
\end{equation}

In actual calculation, the Kohn-Sham wave functions of non-interacting electron systems would be reorganized in response to the perturbation. This artificial response is not related to the electron interaction and therefore must be subtracted. The response function of this part, \(\chi_0\), could be evaluated by performing a non-self-consistent DFT calculation while keeping the charge density constant.\textsuperscript{27-29} The on-site interaction is given by

\begin{equation}
U^I_{\text{eff}} = (\chi_0^{-1} - \chi^{-1})_{I,I}. \tag{8}
\end{equation}

C. Constrained random-phase approximation (cRPA) approach

The cRPA approach assumes that the screening between localized electrons can be well treated in the effective low-energy model, and only the screening between the rest electrons needs to be considered in the calculation of Hubbard \(U\).\textsuperscript{40,55-58} The effective interaction in the reduced space is defined as

\begin{equation}
W_r(r,r';\omega) = \frac{v(r,r')}{1 - v(r,r')P_r(r,r';\omega)}, \tag{9}
\end{equation}

where \(P_r\) is the polarization (excluding transition processes between correlated states), and \(v\) is the bare Coulomb interaction. From \(W_r\), we can calculate the effective interaction matrix as\textsuperscript{49}

\begin{equation}
U_{m_1,m_2,m_3,m_4}(\omega) = \langle \varphi_{l,m_1}\varphi_{l,m_2}|W_r(\omega)|\varphi_{l,m_3}\varphi_{l,m_4}\rangle, \tag{10}
\end{equation}

and derive parameters \(U\) and \(J\) as in Eqs. \(5\) and \(6\) at \(\omega = 0\).

In the random-phase approximation, the full polarization, \(P\), is calculated as

\begin{equation}
P(r,r';\omega) = \sum_{kn} \sum_{k'n} \sum_{v,v'} \frac{\psi^v_{kn}(r)\psi^{v'}_{kn}(r')\psi^v_{kn}(r')\psi^{v'}_{kn}(r')}{\omega - \varepsilon_{kn'} + \varepsilon_{kn} + i\eta}
- \frac{\psi^{v'}_{kn}(r)\psi^{v'}_{kn}(r')\psi^v_{kn}(r')\psi^v_{kn}(r')}{\omega - \varepsilon_{kn'} - \varepsilon_{kn} - i\eta}, \tag{11}
\end{equation}

where \(\eta\) is a positive infinitesimal. The polarizability between localized \(f\) electrons, \(P_f\), is calculated for the disentangled band structure according to Eq. \(11\), and the polarizability of the rest subspace is then calculated by \(P_r = P - P_f\). If the correlated bands are completely isolated from the other bands, \(P_f\) can be straightforwardly calculated according to band indices. For the case where the correlated bands are entangled, there are currently some disentanglement schemes that can be used.\textsuperscript{27-29} We adopt the disentangling method\textsuperscript{52} in our implementation. In this scheme, all coupling between the correlated and rest subspaces in the Hamitonian are removed, and then the Hamiltonian is diagonalized in these subspaces. The polarizabilities \(P\) and \(P_f\) are then calculated by the disentangled wavefunctions. Recent works\textsuperscript{49,60} have shown that this scheme can better calculate \(U\) values from the DFT band structure compared to the weighted method. However, the disentanglement method has its limitation, the dependence of the energy window.

D. Computational details

The effective Coulomb interaction strengths, \(U_{\text{eff}}\), are calculated for a lanthanide metal (Ce-Yb) with fcc structure, whose lattice parameters are set as the experimental values at room temperature (see the Appendix). All calculations have been performed using VASP.\textsuperscript{21,55} Projector augmented wave (PAW) pseudopotential\textsuperscript{54} are used.
Please see the Appendix for details about the PAW parameters. The $f$ electrons are treated as valence electrons, and the Perdew–Burke–Ernzerhof (PBE) functional is applied for all calculations. We calculate $U_{\text{eff}}$ values for all systems in paramagnetic states. All the plane-wave energy cutoffs are set as 600 eV. A Monkhorst-Pack k-mesh of $8 \times 8 \times 8$ (the k-mesh in the cRPA calculation is set as $4 \times 4 \times 4$, which meets a precision of 0.2 eV for $U_{\text{eff}}$ value) is applied to ensure convergence. The LR approach is performed on $2 \times 2 \times 2$ supercells. Limited by the current implementation in the VASP code, the same local orbitals in LSCC and LR cannot be chosen in cRPA. We set the local orbitals as maximally localized Wannier functions (MLWFs) constructed from a large energy window $[-20 \text{ eV}, 20 \text{ eV}]$, and we use 100 bands in the calculation of the polarizability.

III. RESULTS AND DISCUSSION

A. Trends of effective Coulomb interaction with different approaches

![Fig. 1: The effective Coulomb interaction strength, $U_{\text{eff}}$, for lanthanide metals. The blue filled triangles represent the results obtained with the LSCC approach, the green filled circles represent the results obtained with the LR approach, and the red symbols represent the results obtained with the cRPA approach (filled squares for this work, open squares for results from Nilsson et al., crosses for results from Moreé and Amadon, pentagons for results from Karlsson et al., and diamonds for results from Kashid et al.). The magenta symbols represent the results obtained with Hartree-Fock (HF) calculation (open stars for ferromagnetic states and filled stars for paramagnetic (PM) states by Min et al. and black filled balls for XPS and BIS experiments by Lang et al.)](image)

We present the effective Coulomb interaction, $U_{\text{eff}}$, derived by the different first-principles approaches and other theoretical and experimental reference data in Fig. 1. In the following, we denote the $U_{\text{eff}}$ calculated by the LSCC (or LR, cRPA) approach as $U_{\text{eff}}^{\text{LSCC}}$ (or $U_{\text{eff}}^{\text{LR}}$, $U_{\text{eff}}^{\text{cRPA}}$). Our calculations show that the $U_{\text{eff}}$ values obtained by the different approaches have different changing trends with increasing atomic number. Specifically, $U_{\text{eff}}^{\text{LSCC}}$ increases from 4.75 eV to 7.78 eV with increasing atomic number. The $U_{\text{eff}}$ value is about 6.0 eV, with a maximum variation of 0.26 eV except Eu, Er, and Yb. The $U_{\text{eff}}$ value for Eu and Er is about 6.8 eV, and that for Yb is significantly larger than the others. The $U_{\text{eff}}$ in cRPA in this work shows two decreasing trends in light (Ce-Nd) and heavy (Eu-Ho) lanthanides, and also abruptly jumps in Eu, Er, and Yb. $U_{\text{eff}}^{\text{cRPA}}$ is smaller than $U_{\text{eff}}^{\text{LSCC}}$ and $U_{\text{eff}}^{\text{LR}}$ in lanthanides. Some convergence problems occur when we try to use an appropriate number of virtual states for the cRPA calculation. However, results for these two elements are not vital for our conclusion.

The values of $U_{\text{eff}}^{\text{LSCC}}$ and $U_{\text{eff}}^{\text{LR}}$ are in the range of previous empirical $U$ values, and, except for Eu and Gd, are closer to the experimental estimates and HF atomic calculation than $U_{\text{eff}}^{\text{cRPA}}$. We note that this difference may relate to the spin polarization. There are reports of calculation results in the literature obtained while ignoring the spin polarization effect that are close to our results. Moreover, we note that the values with spin polarization are very large (about 10–12 eV), which may not be in the range that can simulate properties that are in good agreement with experiments. For $U_{\text{eff}}^{\text{cRPA}}$, the decreasing trend in light lanthanides also could be observed in the work of Nilsson et al. However, our results for Eu and Gd are quite different from those of Nilsson et al. We note that the effect of spin polarization was also considered in Nilsson et al. and the Gd-$U_{\text{eff}}$ values reported in the literature show large differences due to the use of different models and numerical methods in cRPA. Finally, we point out that the $U_{\text{eff}}$ value in the work of Morée and Amadon calculated by a self-consistent cRPA scheme combined with DFT+U is generally larger than ours and does not show an obvious decreasing trend. We will discuss this phenomenon in Section III.C.

Overall, similar performance of these approaches can be observed in both this work and many other reports. On the one hand, these results confirm that the approaches in this work are correctly used. On the other hand, the trends of $U_{\text{eff}}$ displayed in our results is general which may be encountered in other situations. Based on the simulations above, analyses of the different characteristics of $U_{\text{eff}}^{\text{LSCC}}$, $U_{\text{eff}}^{\text{LR}}$, and $U_{\text{eff}}^{\text{cRPA}}$ are given in the next section.

B. Characterization for localization of orbital and screening strength

To understand the trends of $U_{\text{eff}}$, we investigate the evolution of orbital localization and screening effect. From its definition, $U_{\text{eff}}$ represents the on-site interaction between local electrons that are screened by the en-
increases from 22.13 eV (23.51 eV for cRPA) to 35.40 eV shown in Fig. 2(b). As the atomic number increases, the orbital localization, the bare Coulomb interaction, become more localized. To quantitatively characterize the increase of atomic number, the results above show that with the increase of atomic number, the localization of 4f-orbitals becomes stronger, which will lead to an increased $U_{\text{eff}}$ value.

First, the orbital localization of f-electrons and the screening strength of the environment are two key factors that should influence $U_{\text{eff}}$, and a quantitative analysis of these two factors is of great importance to understanding the performance of different simulation approaches.

As seen in Fig. 3, the results of LSCC change little within the 4f elements, with a slight decrease of 0.5. $\varepsilon_{p,M}^{LR}$ shows an enhanced trend—except for Eu, Er, and Yb—with a variation of less than 1.8, whereas $\varepsilon_{p,M}^{C\text{RPA}}$ is the largest in absolute value and amplitude change, showing a two-stage enhanced trend in light and heavy lanthanides. Both $\varepsilon_{p,M}^{LR}$ and $\varepsilon_{p,M}^{C\text{RPA}}$ decrease suddenly in Eu, Er, and Yb. These results show that the increasing trend of $U_{\text{eff}}$ value in LSCC is dominated by the orbital localization. In the cRPA method, the screening effect dominates the trend of $U_{\text{eff}}$, whereas the stable $\varepsilon_{p,M}^{c\text{RPA}}$ indicates a balanced competition between the orbital localization and the screening effect.

For LSCC, the screening parameter $\lambda$ depends on the charge density [see Eq. (2)]. Based on the Thomas–Fermi screening model, only the short-range metallic screening is considered in LSCC. Figure 4(a) shows that $\lambda_{\text{eff}}$ gradually increases as the number of f-electrons increases, ranging from 1.50 to 2.12, where $\lambda_{\text{eff}}$ denotes the screen-
Fig. 4: (a) Screening parameter $\lambda_{scf}$ (calculated with self-consistent charge density) of lanthanides in the LSCC approach. (b) Variation of macroscopic dielectric constant with respect to $\lambda$ (set manually) and elements. The magenta symbols represent $\lambda_{scf}$.

For LR, we calculated the occupation number of bath electrons ($n_b = n_{tot} - n_f$), as plotted in Fig. 5. A larger $\lambda$ led to an enhanced short-range screening. However, the bare Coulomb interaction between correlated electrons is also enhanced at the same time. The macroscopic dielectric constant for LSCC is almost unchanged, and even slightly decreases, which is dominated by the correlated electrons.

For LR, we calculated the occupation number of bath electrons (i.e., the result of total occupation number deducting the $f$-electrons, $n_b = n_{tot} - n_f$), as plotted in Fig. 5. With the increase of the radius of PAW augmented region (see Appendix), the occupation number of bath electrons gradually increases from Ce, but has three sharp drops in Eu, Er, and Yb. The trend of $n_b$ is same as $\varepsilon_{p,M}^L$. LR approach is based on the perturbation-induced transfer of the occupation number, larger occupation number of bath electrons is likely to make charge transfer easier. However, the screening effect also depends on the correlated orbital, thus $\varepsilon_{p,M}^L$ is not fully proportional to the occupation number of bath electrons $n_b$. For cRPA, the results are sensitive to the density of states, as cRPA is based on the transition between occupied–unoccupied electronic states (several eV), as seen in Fig. 6. Nilsson et al. noted that the density of states of $f$-electrons near the Fermi energy increases along the $4f$ series, leading to the enhancement of the polarization effect of $f$ and environmental electrons, and thus enhancing the screening. In our work, we also observed that the
density of state of \( f \)-electrons near the Fermi energy increases with the filling of the \( f \)-shell. As an example, we showed typical cases in Fig. 6. Meanwhile, under the uniform electron gas limit, the polarization is proportional to the charge density; thus, the occupation number of bath electrons, \( n_b \), also affects the trend of \( \varepsilon_{p,M}^{cRPA} \). We point out that the PBE exchange-correlation functional cannot qualitatively calculate the electronic state of the strongly correlated system, which leads to an excessive concentration of electronic states near the Fermi energy. This concentration of electronic states increases along the 4\( f \) series, which is one source of the excessive decrease of \( \varepsilon_{p,M}^{cRPA} \). In the following section, we will simulate \( U_{\text{eff}} \) using the electronic state from PBE + \( U \).

To the best of our knowledge, the judgement of different first-principles methods is still quite a complicated problem, and it is hard to say which scheme is best. However, we can make some suggestions for calculating the \( U \) value of lanthanide metals based on our results and relevant simulations. From a theoretical point of view, LSCC is based on the Thomas–Fermi metallic screening model, and LR relies on the screening at the DFT level; both models are likely to provide a more appropriate description of metals. We note that \( U \) values of 5.0–9.0 eV give results that are close to the experimental measurements\(^{25,26}\). In particular, the cohesive properties and spectra properties are in good agreement with the observations when an artificial \( U \) value of 7.0 eV is set for all lanthanide metals in the DFT+DMFT simulation\(^{25}\). The correlation strengths calculated by the LSCC and LR methods in this work fall within the 5.0–9.0 eV range. However, the simulation by cRPA probably needs a more sophisticated self-consistent scheme\(^{25}\).

Lanthanide-based compounds are of great interest owing to their important roles in real applications. However, because of their complex electronic structure, the performance of correlation strength will be more complicated; therefore, they are not considered in this work. According to our results, cRPA is more sensitive to the screening effect causing by the chemical environment. Additionally, it has been reported that cRPA is suitable for gapped systems\(^{25}\). Therefore, we believe that cRPA has great potential in the simulation of lanthanide-based compounds. We will work on correlation strength simulations targeted at compounds in the future.

C. Sensitivity of \( U_{\text{eff}} \) to initial electronic state

The simulations above are all based on the same initial electronic states, which are obtained from PBE. As PBE (together with other LDA and GGA functionals) is often considered inappropriate for strongly correlated materials, it is necessary to determine how these \( U \) simulation approaches perform from a more “reasonable” initial point. In Fig. 7 the results calculated using PBE electronic states are compared with those calculated using PBE+\( U \) (\( U = 6.0 \) eV) electronic states. Using the PBE+\( U \) electronic states, \( U_{\text{eff}}^{cRPA} \) changes dramatically (compared with \( U_{\text{eff}}^{cRPA} \) using PBE electronic states), whereas the LSCC approach only changes slightly (maximum change of 0.278 eV). It could be observed that \( U_{\text{eff}}^{LR} \) also has large variation, except for Sm, but not monotonically.

We speculate that the decrease in the density of states of \( f \)-electrons near the Fermi energy leads to the increase in \( U_{\text{eff}}^{cRPA} \). Taking Ho as an example in Fig. 8 we observe a significant decrease in the density of states of \( f \)-electrons near the Fermi energy when using PBE+\( U \). For Eu and Yb, the electronic state obtained by PBE+\( U \) is still large near the Fermi energy, whereas that obtained by PBE is not large near the Fermi energy. As the PBE+\( U \) method mainly changes the occupation number and the density of states, the localized orbital is almost unchanged, and the behaviors of cRPA and LSCC are consistent with the characteristics we analyzed earlier.

We note that the process of LR self-consistent calculation is different from the cRPA method\(^{25}\). In the LR approach, the \( U \) value is taken as the coefficient for the correction of the total energy with respect to the number of electrons, and the exact total energy varies linearly with respect to the number of electrons. In LDA/GGA, the number of electrons has a nonlinear contribution to the total energy, which is mainly a quadratic term brought by the Hartree term. After correction, the \( U \) value obtained by LR calculation will be reduced accordingly. However, the \( f \)-electron orbitals are nearly degenerate in the standard \( U = 0 \) PBE calculation, and perturbation is more likely to cause the variation of the occupations. In contrast, in the PBE+\( U \) calculation, the corresponding energies of filled and unfilled \( f \)-electrons near the Fermi level become larger (e.g., see Fig. 8), and the occupation is
IV. CONCLUSION

In summary, to research the factors that affect the effective Coulomb interaction strength in different first-principles approaches, we systematically calculated $U_{\text{eff}}$ for lanthanide metals using the LSCC, LR, and cRPA methods, and we investigated their different performances. It could be observed that the trend of $U_{\text{eff}}$ (as the f shell is filled) has obvious differences between the three approaches. The $U_{\text{eff}}^{\text{LSCC}}$ value gradually increases, the $U_{\text{eff}}^{\text{LR}}$ value is almost unchanged at about 6.0 eV, and $U_{\text{eff}}^{\text{cRPA}}$ shows a two-stage decreasing trend in light lanthanides and heavy lanthanides, with an obvious change (1–2 eV) in lanthanides. Meanwhile, there are three abrupt jumps in Eu, Er, and Yb for both $U_{\text{eff}}^{\text{LR}}$ and $U_{\text{eff}}^{\text{cRPA}}$.

We analyzed these different trends based on the orbital localization and the screening effect. The rise of f-orbitals localization with increasing nuclear charge contributes to the increase of $U_{\text{eff}}$, while the screening effect is also stronger in both light lanthanides and heavy lanthanides. The competition between the two factors is the main mechanism of the trends seen in the different approaches. We conclude that the trend of LSCC is dominated by the localization of f-orbitals, whereas that of cRPA is dominated by the screening effect, and $U_{\text{eff}}^{\text{LR}}$ is the balance of the two factors. Additionally, the sudden decrease of bath occupation number in Eu, Er, and Yb is related to the sharp changes of $U_{\text{eff}}^{\text{LR}}$ and $U_{\text{eff}}^{\text{cRPA}}$.

In addition, we simulated the dependence of $U_{\text{eff}}$ on electronic state. The results show that $U_{\text{eff}}^{\text{LR}}$ and $U_{\text{eff}}^{\text{cRPA}}$ are sensitive to electronic state due to their stronger dependence on the screening effect. Thus, a self-consistent scheme for LR and cRPA is particularly important.

The behavior of different first-principles approaches for $U_{\text{eff}}$ can be used to guide the choice of suitable $U_{\text{eff}}$ parameter. A similar analysis can also be applied in other strongly correlated systems and other $U_{\text{eff}}$ simulation approaches. A comparison of different first-principles approaches may provide a new perspective for the choice of Coulomb interaction strength in future research.
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VIII. APPENDIX: VALUES OF VOLUME AND PAW PARAMETERS

Details of the experimental fcc primitive cell volumes at ambient pressure and temperature, as well as the radius of PAW-augmented regions for lanthanide metals, are presented in Table I.
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