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Abstract

High resolution analog to digital converters (ADCs) are conventionally used at the receiver terminals to store an accurate digital representation of the received signal, thereby allowing for reliable decoding of transmitted messages. However, in a wide range of applications, such as communication over millimeter wave and massive multiple-input multiple-output (MIMO) systems, the use of high resolution ADCs is not feasible due to power budget limitations. In the conventional fully digital receiver design, where each receiver antenna is connected to a distinct ADC, reducing the ADC resolution leads to performance loss in terms of achievable rates. One proposed method to mitigate the rate-loss is to use analog linear combiners leading to design of hybrid receivers. Here, the hybrid framework is augmented by the addition of delay elements to allow for temporal analog processing. Two new classes of receivers consisting of delay elements, analog linear combiners, and one-bit ADCs are proposed. The fundamental limits of communication in single and multi-user (uplink and downlink) MIMO systems employing the proposed receivers are investigated. In the high signal to noise ratio regime, it is shown that the proposed receivers achieve the maximum achievable rates among all receivers with the same number of one-bit ADCs.

I. INTRODUCTION

Millimeter wave (mmWave) and massive multiple-input multiple-output (MIMO) have emerged as promising technologies for high data rate communication in 5G wireless networks. These systems use large antenna arrays at both transmitter and receiver terminals to perform beamforming...
Fig. 1: A MIMO system with $n_t$ transmit antennas and $n_r$ receive antennas with a hybrid receiver consisting of an analog processor, $n_q$ one-bit ADCs with threshold vector $t$, and a digital processor.

and spatial multiplexing. Nonetheless, application of large antenna arrays results in high energy consumption which is a major obstacle in the implementation of mmWave systems [1]–[3].

In conventional receiver design, each antenna is connected to a high resolution analog-to-digital converter (ADC) [4]. Therefore, using a large number of antennas corresponds to using a large number of high resolution ADCs. The power consumption of an ADC is proportional to the number of quantization bins and hence grows exponentially in the number of output bits [2], [3]. The application of high resolution ADCs is especially costly when using channels with large bandwidths since the power consumption of an ADC grows linearly in bandwidth [5]. As a result, high resolution ADCs become a major source of receiver power consumption in mmWave and massive MIMO systems. One method proposed to address this high power consumption involves using few low resolution ADCs (e.g. one-bit threshold ADCs) [6]–[25]. Reducing the number of ADCs and their resolutions decreases power consumption, however, it also results in lower transmission rates. This suggests a tradeoff between transmission rate and power consumption which is controlled by the number and resolution of the ADCs at the receiver.

Consider the MIMO communication scenario shown in Fig. 1. For a receiver equipped with $n_q$ one-bit ADCs, the channel capacity is upper bounded by $\min\{n_q, C\}$ bits per channel-use, where $C$ is the capacity of the MIMO channel without any limitations on quantization. In this paper, we focus on linear processing in the analog domain and investigate how close we can get to this upper bound. Linear analog processing of one channel-output at a time (which we call hybrid one-shot) is widely considered in the literature [12], [13], [21], [26]. It has been shown that the maximum high SNR rate achievable using hybrid one-shot receivers is strictly less than $n_q$. 
By introducing analog temporal processing, we propose two new receivers namely *hybrid blockwise* and *adaptive threshold* receivers that overcome this limitation. In particular, we show that one can achieve $n_q$ bits per channel-use at high SNR. We note that temporal processing is also considered in [17]–[19] but for quantization rather than channel coding.

There is a large body of work on communication schemes when receivers with low resolution ADCs are used. For communication over single-input single-output (SISO) channels, [22], [23] show that the capacity achieving transmit signal has a discrete distribution, [24] shows that ADCs with asymmetric thresholds achieve higher rates than ADCs with symmetric thresholds, and [27] provides a linear model of the system studying the effect of low resolution quantization in linear (e.g., OFDM) systems. References [28], [29] consider communication over single-user MIMO channels, where each antenna at the receiver is connected to a one-bit ADC per dimension (real and imaginary). In particular, [28] shows that the achievable rate of the quantized MIMO system is approximately $2/\pi$ times less than the system with no quantization constraint at low SNRs. References [12], [13], [20], [21] consider receivers which perform linear analog preprocessing prior to quantization. For example, [12] shows, using geometric interpretations, that non-zero thresholds can improve the capacity of the system.

While much of the literature focuses on single-user communication, the use of low resolution ADCs at the receivers in multiterminal communications gives rise to new challenges in interference management and successive decoding schemes. In [30], communication over the multiple-access channel (MAC) is studied when each transmitter is equipped with a single antenna and the receiver has a single one-bit ADC. It is shown that the optimal input distribution is discrete. Uplink communication over wireless networks, modeled as a MAC, is also studied in [31], [32], where practical transmission schemes are considered and analyzed when coarse quantization is used at the receiver. References [33]–[38] investigate the performance of massive MIMO systems with low resolution ADCs at the receiver. Finally, [36]–[38] consider mixed ADC receivers, where the receiver is connected to a set of low and high resolution ADCs. However, the capacity region of general single and multi-user communications in which the receivers are equipped with a fixed number of ADCs is not known. In particular, whether one can improve the performance by using a more sophisticated receiver design is not well understood.

The setting in this paper is communication over MIMO channels, where a fixed number of one-bit ADCs $n_q$ are used at the receiver. The conventional hybrid one-shot receiver achieves the high SNR rate of $n_q$ bits per channel-use only when $n_q$ is less than the rank of the channel and
so this receiver does not achieve the full potential of the ADCs [12], [29]. Our main contribution is to consider temporal processing in the analog domain before quantization to better utilize the ADCs, thereby increasing the communication rate. Our contributions are summarized as follows:

- We propose two new MIMO receivers, hybrid blockwise and adaptive threshold, that increase the achievable rate (or the rate region in multi-user settings) compared with the hybrid one-shot receiver. These receivers perform temporal processing of the observed channel outputs in the analog domain. The hybrid blockwise receiver performs temporal processing using a delay network and linear analog combiner while the adaptive threshold receiver uses a delay network and adaptive ADC thresholds.

- We characterize the high SNR capacity of the hybrid blockwise receiver for single and multi-user MIMO systems as a function of the blocklength (number of the channel-outputs processed jointly in the analog domain). We show analytically that for large blocklengths, this receiver achieves the optimal high SNR capacity/capacity region under some conditions on channel ranks. In addition, our numerical evaluations show that it is possible to get close to the optimal performance even for small blocklengths.

- For the adaptive threshold receiver, we provide coding schemes for communication over single and multi-user MIMO systems and derive achievable rate regions for arbitrary SNRs. We show analytically that this receiver achieves the optimal high SNR capacity/capacity region irrespective of channel ranks. Through simulations for all SNRs, we observe that the proposed transmission schemes achieve near Shannon capacity in single-user communication and Shannon capacity with TDMA in BC scenarios.

The rest of the paper is organized as follows. Section II describes the system model and required definitions. Sections III and IV discuss the proposed receivers along with analysis of the achievable rates and rate regions. Section V presents numerical analysis and simulation results. Section VI concludes the paper.

Throughout the paper we use the following notation. Sets are denoted by calligraphic letters such as $\mathcal{X}, \mathcal{U}$. The set of natural and real numbers are denoted by $\mathbb{N}$ and $\mathbb{R}$, respectively. The set of numbers $\{1, 2, \cdots, n\}, n \in \mathbb{N}$ is represented by $[n]$; $H$ is a matrix, $h$ is a vector, and $h$ and $H$ are scalars. The subvector $(x_k, x_{k+1}, \cdots, x_n)$ is denoted by $x^n_{k}$. We write $||x||_2$ to denote the $L_2$-norm of $x$ and $H^T$ is the transpose of $H$. The value of $i$ modulo $k$ is represented by $\text{mod}_k(i), i, k \in \mathbb{N}$. The binary entropy function is $h_b(x) = -x \log x - (1 - x) \log(1 - x)$. 
II. SYSTEM MODEL AND PRELIMINARIES

In this section, we first provide the descriptions of the communication systems considered in this paper. Next, we explain the conventional hybrid one-shot receiver whose performance is used as a benchmark for the proposed receivers. Finally, we provide the required combinatorial background for our results.

A. System Model

In our derivations, we look at three communication scenarios described below.

Single-user MIMO: A MIMO system where the transmitter and receiver are equipped with $n_t$ and $n_r$ antennas, respectively, and the receiver has $n_q$ one-bit ADCs. Let $H \in \mathbb{R}^{n_r \times n_t}$ be the channel gain matrix. The channel input and output are related as

$$y = Hx + n,$$  

(1)

where $x \in \mathbb{R}^{n_t}$ with $E[|x|^2] \leq P$ and $y \in \mathbb{R}^{n_r}$ are the vectors representing transmit and received signals, receptively, and $n$ is an independent noise vector of length $n_r$ consisting of independent and identically distributed (i.i.d.) unit variance and zero mean Gaussian random variables.

MIMO MAC: A $n_u$-user MIMO MAC where the receiver is equipped with $n_q$ one-bit ADCs and $n_r$ receive antennas. The transmitters have $n_{t,j}, j \in [n_u]$ transmit antennas. Let $H_j \in \mathbb{R}^{n_r \times n_{t,j}}$ denote the channel gain matrix between transmitter $j$ and the receiver and $x_j \in \mathbb{R}^{n_{t,j}}$ represent the channel inputs of user $j$. Then, the inputs and output of the channel are related through

$$y = \sum_{j \in [n_u]} H_j x_j + n,$$  

(2)

where $y \in \mathbb{R}^{n_r}$ is the vector of the received channel output, $E[|x|^2] \leq P_j$, and $n \in \mathbb{R}^{n_r}$ is an independent noise vector with i.i.d. unit variance and zero mean Gaussian entries.

MIMO BC: A $n_u$-user MIMO BC where receiver $j$, $j \in [n_u]$ is equipped with $n_{r,j}$ antennas and employs $n_{q,j}$ one-bit ADCs. The transmitter has $n_t$ transmit antennas and the matrix $H_j \in \mathbb{R}^{n_{r,j} \times n_t}$ represents the channel gain matrix between the transmitter and receiver $j$. Let $x \in \mathbb{R}^{n_t}$ denote the channel input vector. The channel output at receiver $j$ is given by

$$y_j = H_j x + n_j, \quad j \in [n_u],$$  

(3)

where $y_j \in \mathbb{R}^{n_{r,j}}$ is the channel output at receiver $j$, $E[|x|^2] < P$, and $n_j \in \mathbb{R}^{n_{r,j}}$ is the independent noise vector at receiver $j$ whose elements are i.i.d. Gaussian with unit variance and zero mean.
The channel gain matrices in all the above scenarios are assumed to be fixed during communication and known at both the transmitter and receiver.

We consider a receiver as in Fig. 1 where the channel outputs are first processed in the analog domain. Then, the resulting analog signals are fed to \( n_q \) one-bit ADCs with variable thresholds. Our goal is to maximize the rate region for the described communication scenarios under fixed number of antennas and one-bit ADCs. Towards this goal, we introduce two new receivers and optimize their parameters. For our proposed receivers and communication strategies, we build upon the conventional hybrid one-shot receiver. This receiver uses linear analog processing of the received signals before quantization and was proposed to mitigate the rate-loss due to coarse quantization of the channel outputs [11]–[13].

\[ B. \textit{Hybrid One-shot Receiver} \]

Consider the receiver depicted in Fig. 2 where at each channel-use, an analog linear combiner multiplies the channel output vector \( y \) by a spatial analog processing matrix \( V \) and the resulting streams are input to one-bit ADCs with threshold vector \( t \). Denoting the ADC output with \( w \), we have

\[
    w = Q(Vy + t),
\]

(4)

where \( Q(\cdot) \) is an element-wise function which returns the sign of each element.

The spatial analog processing matrix \( V \) and threshold vector \( t \) are assumed to be fixed over the transmission block which does not allow for temporal processing of the received signals in the analog domain. Hence, we name this receiver \textit{hybrid one-shot} receiver. The maximum achievable rate of hybrid one-shot receiver, maximized over all input distributions, threshold vectors, and linear combining matrices is denoted by \( C_{\text{HOS}} \) and refers to the capacity of the hybrid one-shot receiver.

It was shown in prior works that hybrid one-shot communication over single-user MIMO systems with \( n_q \) one-bit ADCs at the receiver inflicts a rate-loss due to which in many cases even at high SNR, the maximum achievable rate is strictly less than \( n_q \) [12], [29]. In this work, by introducing temporal analog processing and adaptive thresholds, we provide two new receivers which can achieve \( n_q \) bits per channel-use at high SNR in scenarios where hybrid one-shot cannot.
Digital Processor

\[ V \in \mathbb{R}^{n_q \times n_r} \]

C. Combinatorial Background

For the analysis of our proposed receivers, we utilize a geometric interpretation introduced in [12], [29] which along with the needed combinatorial background, is briefly described next in the context of a single-user MIMO.

Loosely speaking, as SNR is increased, the effect of noise in (1) becomes negligible and the channel output becomes almost equal to \( Hx \). In fact, in the absence of noise, the channel output space is \( \text{span}(H) \) (the subspace spanned by columns of the channel gain matrix \( H \)).

Each one-bit ADC can be viewed as a hyperplane that partitions \( \text{span}(H) \) into two. To elaborate, based on (4), element \( i \) of vector \( w \) for a received vector \( y \in \text{span}(H) \) is 
\[
 w_i = Q(v_i^T y + t_i),
\]
where \( v_i \in \mathbb{R}^{n_r} \) is row \( i \) of the combiner matrix \( V \) and \( t_i \) is element \( i \) of the threshold vector \( t \). From a geometric perspective, the set of points \( z \in \mathbb{R}^{n_r} \) satisfying \( v_i^T z + t_i = 0 \) is a hyperplane in \( \mathbb{R}^{n_r} \) and if \( v_i^T y + t_i > 0 \) (\(< 0\)), it means that \( y \) is above (below) the hyperplane.

The hyperplanes \( \{ v_i^T z + t_i = 0 | i \in [n_q] \} \) partition \( \text{span}(H) \) into set of decision regions that result in unique ADC output vectors \( w \). The number of decision regions is the number of messages that can be reliably transmitted at high SNR. Even though there are \( 2^{n_q} \) possibilities for \( w \), based on the tuple \((H, V, t)\), the number of decision regions might be fewer since some of the output sign vectors are not realizable. For example, let \( n_t = n_r = 1, n_q = 2, H = 1 \), \( V = (1,1)^T \), and \( t = (0,0)^T \). Then, there are no points in \( \text{span}(H) = \mathbb{R} \) which result in \( w = (+1,-1)^T \) or \( w = (-1,+1)^T \). Therefore, in order to maximize the high SNR rate, we should choose \((V, t)\) such that the number of decision regions is maximized. Let us denote the set of decision regions in \( \text{span}(H) \) for a given pair of \((V, t)\) by \( \mathcal{R}(H, V, t) \). The maximum number of decision regions is given by the following Proposition.

**Proposition 1.** ([29]) For the hybrid one-shot receiver in Fig. 2 characterized with \((V, t)\), for
a channel gain matrix $H$, the maximum number of decision regions is given by

$$\max_{V \in \mathbb{R}^{n_q \times n_r}, t \in \mathbb{R}^{n_q}} |R(H, V, t)| = \sum_{i=0}^{\text{rank}(H)} \binom{n_q}{i}.$$  \hspace{1cm} (5)

Additionally, if the thresholds are set to zero,

$$\max_{V \in \mathbb{R}^{n_q \times n_r}} |R(H, V, 0)| = 2 \sum_{i=0}^{\text{rank}(H)-1} \binom{n_q-1}{i}.$$  \hspace{1cm} (6)

Matrix $V$ and threshold vector $t$ that lead to the maximum number of decision regions as in Prop. [1] can be designed in different ways. For example, if the elements of $V$ and $t$ are i.i.d. using an arbitrary density function, with high probability, (5) and (6) are satisfied. For more discussion on the required conditions on $V$ and $t$, we refer the reader to [39].

III. HYBRID BLOCKWISE RECEIVER

Shannon’s channel capacity theorem suggests jointly decoding a large block of the channel outputs achieves the channel capacity. Conventionally, joint processing of the channel outputs is done digitally since it requires non-linear arithmetics. In contrast, our proposed receivers perform temporal processing in analog before quantization. In this section, we discuss the hybrid blockwise receiver, which utilizes delay elements and a linear analog combiner to perform analog spatial and temporal processing, thereby generalizing the hybrid one-shot receiver.

In the following, we provide an example of the high SNR rate-loss observed for the hybrid one-shot receiver in a single-user single-input single-output (SISO) scenario. Then, show how to mitigate this rate-loss by performing analog temporal processing using delay elements and a linear combiner. This will motivate our derivations in the rest of this section.

A. Example: Single-User Hybrid Blockwise Receiver

Consider a single-user SISO system (i.e. $n_t = n_r = 1$), where the receiver is equipped with two one-bit ADCs (i.e. $n_q = 2$). Fig. [3]a shows a generic hybrid one-shot receiver whose decision regions are plotted in Fig. [4]. Given a channel output $y(i)$, where $i$ refers to the $i^{th}$ channel-use, this receiver produces the digitized signal:

$$(w_1(i), w_2(i)) = \begin{cases} (-1, -1) & \text{if } y(i) < t_1, \\ (+1, -1) & \text{if } t_1 < y(i) < t_2, \\ (+1, +1) & \text{if } t_2 < y(i), \end{cases}$$  \hspace{1cm} (7)
where we assumed \( t_1 < t_2 \) without loss of generality. Note that the symbol \((-1, +1)\) is not produced at this receiver. At high SNR, the communication noise is negligible and rates close to \( \log 3 = 1.585 \) bits per channel-use are achievable which is the high SNR capacity of this receiver [12].

Next, we show how using the hybrid blockwise receiver shown in Fig. 3b increases the high SNR capacity. Here, the receiver jointly process every two consecutive channel outputs over two channel uses. To elaborate, consider the linear analog combiner and threshold vector pairs

\[
(\mathbf{V}_{\text{even}}, t_{\text{even}}) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \begin{pmatrix} 0.5 \\ 0.5 \end{pmatrix},
\]

\[
(\mathbf{V}_{\text{odd}}, t_{\text{odd}}) = \begin{pmatrix} \cos(\pi/4) & \sin(\pi/4) \\ \cos(3\pi/4) & \sin(3\pi/4) \end{pmatrix}, \quad \begin{pmatrix} -0.5 \\ -0.5 \end{pmatrix},
\]

and let us consider the first four channel uses. In the first two channel uses, the receiver is idle. In the third and fourth channel uses, the receiver processes \( y(1) \) and \( y(2) \) using the linear analog combiner and threshold vector pairs \( (\mathbf{V}_{\text{odd}}, t_{\text{odd}}) \) and \( (\mathbf{V}_{\text{even}}, t_{\text{even}}) \) from (8), respectively. By the fifth channel-use the receiver has observed two new channel outputs (i.e., \( y(3) \) and \( y(4) \)) and repeats the process. As a result, the number of decision regions as shown in Fig. 4 increases compared to the hybrid one-shot receiver. At high SNR, since the noise is negligible, this receiver achieves the maximum rate of \( \frac{\log 11}{2} = 1.7297 \) bits per channel-use (the factor 2 is in the denominator because it takes two channel uses to determine each decision region) which is greater than the high SNR rate of the hybrid one-shot receiver with two one-bit ADCs.

**B. Proposed Receiver**

We now provide a formal description of the proposed hybrid blockwise receiver illustrated in Fig. 5. In this receiver, delay elements and a fixed set of linear analog combiners and
thresholds are used to perform linear temporal and spatial processing of the channel outputs before quantization. The receiver processes every $\ell \in \mathbb{N}$ consecutive channel outputs together. Towards this goal, a delay network consisting of $2\ell$ delay elements shown in Fig. 6 is used. Each delay element $D(\cdot)$ is of size $n_r$ (number of receiver antennas) and delays its input vector by one channel-use. Therefore, using this delay network, we can store and access a channel output $y$ for $2\ell$ channel uses.

The receiver has $\ell$ pairs of analog combiner matrix and threshold vector using which it processes $\ell$ channel outputs jointly over $\ell$ channel uses. To elaborate, consider the first $2\ell$ channel uses. During channel uses $i \leq \ell$, the delay network is empty and the receiver is idle. During channel uses $\ell < i \leq 2\ell$, the channel outputs $y(i), i \in [\ell]$ are available in the delay network and the receiver jointly process them with the $\ell$ linear combiner and threshold vector pairs using one pair at each channel-use. In general, during channel uses $(m - 1)\ell < i \leq m\ell$, the receiver jointly process channel outputs $y(i), (m - 2)\ell < i \leq (m - 1)\ell$ using the $\ell$ pairs. The described operation is shown in Table I. Note that since during the first $\ell$ channel uses the receiver is idle, we will have a constant delay of $\ell$ channel uses at the start of the transmission.

Fig. 5: A hybrid blockwise receiver, where the linear combiner at the $i^{th}$ channel-use is characterized by $V(i)$ and threshold vector by $t(i) = (t_1(i), t_2(i), \ldots, t_{n_q}(i))$. 

Fig. 4: Decision regions for the (a) hybrid one-shot receiver shown in Fig. 3a and (b) hybrid blockwise receivers shown in Fig. 3b, where red dots represent possible transmitted constellations.
for the hybrid blockwise receiver. In Sec. V we will show that small values of \( \ell \) are sufficient to achieve near optimal high SNR rate.

The maximum achievable rate for a given delay \( \ell \) optimized over all analog combining matrices, and threshold vectors is denoted by \( C_\ell \) and corresponds to the capacity of the hybrid blockwise receiver.

Note that the hybrid one-shot receiver illustrated in Fig. 2 is a special case of the hybrid blockwise receiver, where the analog combiner at the receiver only processes one channel output at a time (i.e. \( \ell = 1 \)). As a result,

\[
C_{\text{HOS}} = C_1 \leq C_\ell, \quad \ell > 1. \tag{9}
\]

**C. Achievable High SNR Single-User Rate**

Consider the single-user MIMO communication system described in Section II with the hybrid blockwise receiver employing \( n_q \) one-bit ADCs. The pair \((V, t)\) describing the blockwise receiver are taken so that the number of decision regions is maximized as described in Prop. I. In the next theorem, we characterize the high SNR capacity and perform asymptomatic analysis as the number of delay elements \( \ell \) is increased.

---

**TABLE I: Operation timeline of a hybrid blockwise receiver with delay of length \( \ell \).**

| Time   | 1st \( \ell \) channel-uses | 2nd \( \ell \) channel-uses | \( \cdots \) | kth \( \ell \) channel-uses |
|--------|-------------------------------|-------------------------------|-------------|---------------------------|
| Delay network input | \( y(1), \cdots, y(\ell) \) Block 1 | \( y(\ell + 1), \cdots, y(2\ell) \) Block 2 | \( \cdots \) | \( y(k\ell + 1), \cdots, y((k + 1)\ell) \) Block \( k \) |
| Linear combiner input | 0 | Block 1 | \( \cdots \) | Block \( k - 1 \) |
| ADCs input | 0 | \( V(i) \times \) (Block 1) | \( \cdots \) | \( V(i) \times \) (Block \( k - 1 \)) |
**Theorem 1.** For the single-user MIMO communication system described in Section II with \( n_t \) transmit and \( n_r \) receive antennas and channel gain matrix \( \mathbf{H} \) where the hybrid blockwise receiver with \( n_q \) one-bit ADCs is used, the high SNR capacity \( C_{\ell}^{\text{High SNR}} \) satisfies:

\[
\frac{1}{\ell} \log \left( \sum_{i=1}^{\text{rank}(\mathbf{H})} \left( \frac{\ell n_q}{i} \right) \right) \leq C_{\ell}^{\text{High SNR}} \leq \frac{1}{\ell} \log \left( \sum_{i=1}^{n_r} \left( \frac{\ell n_q}{i} \right) \right).
\]  

(10)

When the ADCs threshold vector is set to zero \((t = 0)\), we have

\[
\frac{1}{\ell} \log \left( 2 \sum_{i=1}^{\text{rank}(\mathbf{H})-1} \left( \frac{\ell n_q - 1}{i} \right) \right) \leq C_{\ell}^{\text{High SNR}} \leq \frac{1}{\ell} \log \left( 2 \sum_{i=1}^{n_r-1} \left( \frac{\ell n_q - 1}{i} \right) \right).
\]  

(11)

Furthermore, for both zero and optimized threshold vectors, high SNR capacity satisfies:

- For a fixed \( n_q \) and large \( \ell \),

\[
\frac{n_q h_b(\alpha)}{2\ell} + \frac{1}{2\ell} \log \ell + O\left( \frac{1}{\ell} \right) \leq C_{\ell}^{\text{High SNR}} \leq \frac{n_q h_b(\beta)}{2\ell} + \frac{1}{2\ell} \log \ell + O\left( \frac{1}{\ell} \right),
\]

\( \alpha = \min \left\{ \frac{\text{rank}(\mathbf{H})}{n_q}, \frac{1}{2} \right\}, \beta = \min \left\{ \frac{n_r}{n_q}, \frac{1}{2} \right\} \).  

(12)

- For a fixed \( \ell \) and large \( n_q \),

\[
\text{rank}(\mathbf{H}) \log n_q + O(1) \leq C_{\ell}^{\text{High SNR}} \leq n_r \log n_q + O(1).
\]

(13)

**Proof.** The proof of above theorem is provided in Appendix A. ■

As a result of this theorem, we have the following corollary:

**Corollary 1.** The hybrid blockwise receiver achieves the high SNR rate of \( n_q \) bits per channel-use in single-user MIMO when \( n_q \leq 2\text{rank}(\mathbf{H}) \) for large \( \ell \).

Next, we provide communication strategies and their corresponding high SNR achievable rates for the MIMO MAC (uplink) and MIMO BC (downlink) communication systems employing hybrid blockwise receiver.

**D. Achievable High SNR MAC Rate**

For the MIMO MAC scenario with \( n_q \) one-bit ADCs at the receiver, we consider a time-sharing method which we argue achieves the optimal high SNR sum-rate. Assume that user \( j \), where \( j \in [n_u] \), transmits for \( \eta_j \), \( 0 < \eta_j < 1 \) portion of the total channel uses with \( \sum_{j \in [n_u]} \eta_j = 1 \). If each user employs the communication strategy developed for the single-user case (Thm. 1), at high SNR, user \( j \) achieves \( \eta_j C_{\ell}^{\text{High SNR}} \) bits per channel-use which leads us to following result.
Corollary 2. The hybrid blockwise receiver achieves the high SNR sum-rate of $n_q$ bits per channel-use in MIMO MAC when $n_q \leq 2 \min_j \text{rank}(H_j)$.

For the case of MIMO BC, we need a more sophisticated form of time sharing and processing. The following example describes the key ideas we use to establish the high SNR capacity bounds in Sec. III-F.

E. Example: BC with Hybrid Blockwise Receiver

Consider the two-user BC channel shown in Fig. 7, where $n_t = 2$, $n_{r,1} = n_{r,2}$, $n_{q,1} = n_{q,2} = 1$, and $H_1 = H_2 = (1, 1)$.

First consider using hybrid one-shot receiver and assume we use equal time-shares between the users. Since each receiver generates one bit for each observed channel output, both users achieve the high SNR rate of 0.5 bits per channel use.

Next, we show how using hybrid blockwise receiver can improve this rate. The main idea is to use the ADCs to extract information from previously observed channel outputs when there are no new observations. Suppose we transmit to each user for two channel uses before switching to the other one. Each user employs a hybrid blockwise receiver that jointly process two channel observations over four channel uses.

To elaborate, consider the linear analog combiner and threshold vector pairs

$$\begin{align*}
(V_a, t_a) &= \left(\begin{array}{c} 1 \\ 0 \end{array}\right), 0.5), \quad (V_b, t_b) = \left(\begin{array}{c} \cos(\pi/4) \\ \sin(\pi/4) \end{array}\right), -0.5, \\
(V_c, t_c) &= \left(\begin{array}{c} 0 \\ 1 \end{array}\right), 0.5), \quad (V_d, t_d) = \left(\begin{array}{c} \cos(3\pi/4) \\ \sin(3\pi/4) \end{array}\right), -0.5, 
\end{align*}$$

(14)

and let us consider the first six channel uses at the first user. In the first two channel uses, the receiver is idle. In the third, fourth, fifth, and sixth channel-use, the receiver processes $y(1)$ and $y(2)$ using the linear analog combiner and threshold vector pair $(V_a, t_a)$, $(V_b, t_b)$, $(V_c, t_c)$,
and \((V_d, t_d)\) from (14), respectively. By the seventh channel-use, the receiver has observed two new channel outputs and repeats the process. The decision regions of this receiver are shown in Fig. 4b. At high SNR, since the noise is negligible, this receiver achieves the maximum rate of \(\frac{\log_{11}}{4} = 0.8648\) bits per channel-use (the factor 4 is in the denominator because it takes four channel uses to determine each decision region) which is greater than the high SNR rate of the hybrid one-shot receiver with equal time sharing.

F. Achievable High SNR BC Rate

Generalizing the example in Sec. [III-E] to MIMO BC scenario, we consider a time sharing strategy in which we transmit to user \(j\), where \(j \in [n_u]\) in \(n_j \ell\) channel uses with \(0 < \eta_j < 1\). Each user employs the hybrid blockwise receiver of Sec. [III-B]. However, user \(j\) process every \(\eta_j \ell\) channel observations during \(\ell\) channel uses with \(\ell\) different pairs of linear analog combiners and thresholds \((V, t)\). This leads to the following theorem.

\textbf{Theorem 2.} Based on the above communication scheme, the maximum achievable high SNR rate \(R_{j,\ell}^{\text{High SNR}}\) of user \(j\), where \(j \in [n_u]\), satisfies:

\[
\frac{1}{\ell} \log \left( \sum_{i=1}^{\eta_j \text{rank}(H_j)} \left( \ell n_{q,j} \right) \right) \leq R_{j,\ell}^{\text{High SNR}} \leq \frac{1}{\ell} \log \left( \sum_{i=1}^{\eta_j n_r} \left( \ell n_{q,j} \right) \right).
\]

(15)

When the ADCs threshold vector is set to zero \((t = 0)\), we have

\[
\frac{1}{\ell} \log \left( 2 \sum_{i=1}^{\eta_j \text{rank}(H_j) - 1} \left( \ell n_{q,j} - 1 \right) \right) \leq R_{j,\ell}^{\text{High SNR}} \leq \frac{1}{\ell} \log \left( 2 \sum_{i=1}^{\eta_j n_r - 1} \left( \ell n_{q,j} - 1 \right) \right).
\]

(16)

Furthermore, for both zero and optimized threshold vectors, the maximum high SNR achievable rate satisfies:

- For a fixed \(n_{q,j}\) and large \(\ell\),

\[
\alpha_j = \min \left\{ \frac{\eta_j \text{rank}(H_j)}{n_{q,j}}, \frac{1}{2} \right\}, \quad \beta_j = \min \left\{ \frac{\eta_j n_r}{n_{q,j}}, \frac{1}{2} \right\}.
\]

\[
n_{q,j} h_b(\alpha_j) - \frac{1}{2\ell} \log \ell + O\left(\frac{1}{\ell}\right) \leq R_{j,\ell}^{\text{High SNR}} \leq n_{q,j} h_b(\beta_j) - \frac{1}{2\ell} \log \ell + O\left(\frac{1}{\ell}\right).
\]

(17)

- For a fixed \(\ell\) and large \(n_{q,j}\),

\[
\eta_j \text{rank}(H_j) \log n_{q,j} + O(1) \leq R_{j,\ell}^{\text{High SNR}} \leq \eta_j n_r \log n_{q,j} + O(1).
\]

(18)

We then have the following corollary:
Corollary 3. The hybrid blockwise receiver achieves the optimal high SNR rate of \( n_{q,j} \) bits per channel-use for user \( j \) in MIMO BC when \( n_{q,j} \leq 2\eta_j \text{rank}(H_j) \), where \( \{\eta_j\}_{j \in [n_u]} \) is such that \( 0 < \eta_j < 1 \) and \( \sum_{j \in [n_u]} \eta_j = 1 \).

G. Observations

The following observations are based on Thm. 1 and 2, and Cor. 1, 2, and 3 for the hybrid blockwise receiver.

I) The single-user high SNR capacity \( C_{\text{High SNR}}^\ell \) increases with \( \ell \) and \( n_q \). Furthermore, for large \( \ell \) or \( n_q \), \( C_{\text{High SNR}}^\ell \) for the cases of zero and non-zero threshold ADCs converge. This shows that when long delays \( \ell \) can be tolerated or the number of ADCs is large, zero threshold ADCs which are easier to implement can be used without any loss in high SNR rate.

II) The hybrid blockwise receiver achieves the optimal high SNR rate of \( n_q \) bits per channel-use for the single-user MIMO when \( n_q \leq 2\text{rank}(H) \). This improves the results of the hybrid one-shot receiver (e.g. [12], [29]), where the high SNR rate of \( n_q \) bits per channel-use is only achieved when \( n_q \leq \text{rank}(H) \). Note that \( n_q \leq \text{rank}(H) \) effectively means less than a one-bit ADC per antenna which could be limiting.

III) The hybrid blockwise receiver achieves the optimal high SNR sum-rate of \( n_q \) bits per channel-use in MIMO MAC and the optimal per user high SNR rates of of \( n_{q,j} \) bits per channel-use in MIMO BC under conditions on the channel ranks.

IV. ADAPTIVE THRESHOLD RECEIVER

The optimality of the hybrid blockwise receiver at high SNR can only be established under conditions on the rank of the channel, as stated in Cor. 1, 2, and 3. In this section, we propose a more complex receiver which incorporates adaptively changing the ADC thresholds at each channel-use based on their outputs in the previous channel uses. We show that the proposed receiver achieves the optimal high SNR rate in single-user MIMO, per user high SNR rate in MIMO BC, and high SNR sum-rate in MIMO MAC irrespective of the channel ranks.

Before providing a formal description of the proposed receiver, we consider the following example that motivates the use of adaptive thresholds.

A. Example: Single-User Adaptive Threshold Receiver

Figure 8a shows an example of the adaptive threshold receiver with two one-bit ADCs for a single-user SISO channel. Let us consider the first two channel uses. In the first channel-use, the
Fig. 8: Two adaptive threshold receivers with two one-bit ADCs that achieve the optimal rate of two bits per channel-use at high SNR for a single-user SISO system.

received signal is input to ADC\(_1\) whose threshold is zero. In the second channel-use, the same signal is input to ADC\(_2\) whose threshold is set to half of ADC\(_1\) output from the first channel-use. Meanwhile, ADC\(_1\) quantizes the received signal in the second channel-use. Considering that the receiver operates in a similar fashion for the rest of the communication, we have:

\[
(w_1(i), w_2(i + 1)) = \begin{cases} 
(-1, -1) & \text{if } y(i) < -\frac{1}{2}, \\
(-1, +1) & \text{if } -\frac{1}{2} < y(i) < 0, \\
(+1, -1) & \text{if } 0 < y(i) < \frac{1}{2}, \\
(+1, +1) & \text{if } \frac{1}{2} < y(i).
\end{cases}
\]

As a result, at high SNR for \(i > 1\), we get two bits per channel-use and for \(i = 1\), we get 1 bit since ADC\(_2\) is idle. Hence, the rate of two bits per channel-use is achieved. Note that this rate cannot be improved since there are only two one-bit ADCs.

Figure 8a is not the only way of utilizing adaptive thresholds that leads to the optimal high SNR rate. For example, consider the receiver in Fig. 8b. Here, received signals at odd and even channel uses are input to ADC\(_1\) and ADC\(_2\), respectively. Each ADC processes its input signal over two channel uses with variable thresholds. In the first channel-use, the threshold is zero and in the second channel-use, it is set to half of the ADC’s previous output. Similar to Fig. 8a, this receiver also achieves the optimal rate of two bits per channel-use at high SNR.

Extending the receivers in Fig. 8, we can argue that for a SISO channel using \(n_q\) one-bit ADCs with adaptive thresholds, \(n_q\) bits per channel-use at high SNR can be achieved. The main idea is to perform \(n_q\)-bit quantization of each received signal over \(n_q\) channel uses. To elaborate,
in the first channel-use processing a signal, we use an ADC with zero threshold, and in the $i^{th}$ channel-use $i > 1$ of processing it, we use the threshold $\sum_{j=1}^{i-1} 2^{n_q-j-1} b_j$, where $b_j \in \{-1, +1\}$ is the $j^{th}$ bit extracted from the signal. To implement this, one can use a receiver as in Fig. 8a, where there is a fixed temporal order among the ADCs and the threshold of each ADC is a linear function of the previous ADCs’ outputs. Another possible implementation is as in Fig. 8b, where an ADC is used for $n_q$ channel uses and its threshold is updated based on its previous outputs. Since each ADC extracts one-bit at each channel-use and the presence of $n_q$ ADCs lets us process $n_q$ signals in parallel, we can hence achieve $n_q$ bits per channel-use at high SNR.

Note that in the first $n_q - 1$ channel-uses, the rate is less than $n_q$ bits per channel-use as some of the ADCs are idle. However, aside from this constant delay at the start of the transmission, this receiver does not cause any other delays.

There are already different types of ADCs with adaptive thresholds in the literature such as successive approximation register and sigma-delta ADCs which have been proposed for reducing power consumption or area of the circuit [40]–[43]. Therefore, one might be able to utilize these ADCs the same way as the ADCs in Fig. 8 to reduce the power consumption.

B. Proposed Receiver

The block diagram of the proposed adaptive threshold receiver for a MIMO system is presented in Fig. 9. A linear analog combiner is used to perform one-shot (i.e., spatial) processing of the received signals similar to the hybrid one-shot receiver. However, the combined streams are fed to a delay network that inputs them to a set of one-bit ADCs with adaptive thresholds.

In this receiver, we use a delay network similar to the one in Fig. 6. However, the size of each delay element is set to $s$ (the number of output streams of the analog combiner). To determine
the length of the delay network, assume that the $k^{th}$ output stream of the analog combiner, where $k \in [s]$, is allocated $n_{q,k}$ one-bit ADCs. We perform $n_{q,k}$-bit quantization of each of the received signals in this stream in a manner similar to the example in Sec. [IV-A]. A signal is processed over $n_{q,k}$ channel uses and one bit is extracted from it at each channel-use. Therefore, we require at least $n_{q,k} - 1$ delay elements for the $k^{th}$ stream. As a result, in total, it suffices to use a delay network of length $\max_{k \in [s]} \{n_{q,k}\} - 1$. There are also other designs that can work. For example, the receivers in Fig. 8a and Fig. 8b have different delay networks and both achieve optimal high SNR rates.

At high SNR, it takes $n_{q,k} - 1$ channel uses for the $k^{th}$ stream to achieve the rate of $n_{q,k}$ bits per channel-use based on our discussion in the example in Sec. [IV-A]. Therefore, this receiver has a constant delay of $\max_{k \in [s]} \{n_{q,k}\} - 1$ channel uses before achieving the optimal high SNR rate of $n_{q}$ bits per channel-use. Furthermore, our analysis in [8], where we have provided practical mmWave simulations of this receiver, shows that having $n_{q,k} = 4$ for all streams can lead to a near-optimal performance. This corresponds to a constant delay of only three channel uses at the start of communication.

To obtain ADC thresholds at each channel-use, we use a linear combination of the ADC outputs from previous channel uses similar to the example in Sec. [IV-A]. For a stream with $n_{q,k}$ one-bit ADCs, it is enough to only consider ADC outputs from previous $n_{q,k} - 1$ channel uses. Consider matrix $W(i)$ whose columns are the ADC outputs from previous $\max_{k \in [s]} \{n_{q,k}\} - 1$ channel uses, we can express the threshold vector at the $i^{th}$ channel-use as

$$t(i) = A(i) \text{vec}(W(i)),$$

where $\text{vec}(\cdot)$ is an operator whose output is a column vector resulting from concatenation of the columns of its input matrix. We refer to $A(i)$ as the threshold coefficient matrix that denotes the linear mapping for the thresholds.

As an example, for the receiver in Fig. 8a, $s = 1$, $\text{vec}(W(i)) = [w_1(i-1), w_2(i-1), w_1(i), w_2(i)]^T$, and threshold coefficients matrix is $A = [a_1^T, a_2^T]^T$ with $a_1(i) = (0, 0, 0, 0)^T$ and $a_2(i) = (0.5, 0, 0, 0)$. In this example, the threshold coefficient matrix $A$ does not change with time. However, using a time-varying matrix $A(i)$ becomes necessary in MIMO BC as it helps us extract more information from a signal over multiple channel uses. We will elaborate on this in Sec. [IV-D].
Note that to adjust the thresholds, digital to analog converters (DACs) might be required. There are multiple ways that one can utilize DACs here. For example, one can use one-bit DACs for each element of $\text{vec}(W(i))$ and then do the linear combination in analog, or do the linear combination in digital and use DACs with higher resolutions. Finding the best architecture from a power consumption perspective could be an interesting venue for future research. Here, we focus on the optimal utilization of one-bit ADCs to maximize the spectral efficiency.

C. Achievable Single-User Rates

As shown in Fig. 9, the proposed adaptive threshold receiver first creates $s$ streams through linear spatial processing of channel outputs and then, processes these streams using a delay network and a set of one-bit ADCs with adaptive thresholds. This receiver allows us to effectively distribute the ADCs' resolutions among the streams. For example, given $s = 2$ and $n_q$ one-bit ADCs, we can effectively perform $n_{q,1}$ and $n_{q,2}$-bit quantization of the first and second stream, respectively, where $n_{q,1} + n_{q,2} = n_q$. Motivated by this observation, we provide a communication scheme for the single-user MIMO system described in Section II.

We consider singular value decomposition (SVD) of the channel, which results in a precoder at the transmitter and corresponding analog linear combiner at the receiver. As a result, the channel is transformed into $s$ parallel, non-interfering streams, where $s \leq \text{rank}(H)$. Assuming that $n_{q,k}$ one-bit ADCs are allocated to the $k^{th}$ stream, where $\sum_{k \in [s]} n_{q,k} = n_q$, the transmitter uses $2^n_{q,k}$-PAM with uniform distribution of the symbols to transmit over the stream. The receiver selects the threshold coefficients to recover the modulation points. The following theorem formulates the maximum achievable rate of this communication scheme.

**Theorem 3.** Based on the above communication scheme, the achievable rate $R$, satisfies:

$$R \leq \max \sum_{k=1}^{s} I(\tilde{x}_k; \tilde{y}_k),$$

where $s = \text{rank}(H)$ is the number of streams, the maximum is taken over $(n_{q,k})_{k\in[s]}, (P_k)_{k\in[s]}$ such that $\sum_{k \in [s]} n_{q,k} = n_q$, $\sum_{k \in [s]} P_k = P$, $\tilde{x}_k = a_k \cdot (2\tilde{x}_k - 1 - 2^n_{q,k})$, $\tilde{y}_k = \sigma_k \tilde{x}_k + \tilde{n}_k$, $a_k = \sqrt{3P_k \over 2^n_{q,k} - 1}$, $\tilde{x}_k$ is uniformly distributed over $[2^n_{q,k}]$, $\tilde{n}_k$s are i.i.d. zero-mean Gaussian random variables with unit variance, and $\sigma_k$ is the $k^{th}$ singular value of $H$.

**Proof.** The proof of the above theorem follows as in [44].

As a result of this theorem, we have the following corollary:
Corollary 4. The high SNR capacity of the adaptive threshold receiver is \( n_q \) bits per channel-use. Therefore, the adaptive threshold receiver is optimal at high SNR.

Note that due to practical constraints such as limited resolution of phase shifters, the accurate realization of SVD might not be feasible. This would cause power leakage among the streams and reduce the total rate of the system. To find a suitable substitute for the SVD matrix, one can use the analysis in [21]. The study of this effect is out of the scope of this paper and is left for future work. Also, one can show that finding the optimal power and ADC allocation in Thm. 3 is an NP-hard problem [45]. We have investigated possible low complexity solutions to this problem in [8].

One advantage of the adaptive threshold receiver compared to hybrid blockwise receiver is that its high SNR capacity is linear in the number of ADCs irrespective of the channel rank. Recall that for the hybrid blockwise receiver, the high SNR capacity increases linearly only if \( n_q \leq 2\text{rank}(H) \).

Next, we propose communication strategies and associated achievable rates for the MIMO MAC (uplink) and MIMO BC (downlink) communication systems employing adaptive threshold receivers.

D. Achievable MAC Rate Region

Here, we use the same time-sharing scheme as in Sec. III-D. Assume that user \( j \), where \( j \in [n_u] \) transmits for \( \eta_j \), \( 0 < \eta_j < 1 \) portion of the total channel uses with \( \sum_{j \in [n_u]} \eta_j = 1 \). If each user employs the communication strategy developed for the single-user case (Thm. 3), user \( j \) achieves \( \eta_j R \) bits per channel-use, where \( R \) is as in (20), which leads us to following result.

Corollary 5. The adaptive threshold receiver achieves the high SNR sum-rate of \( n_q \) bits per channel-use in MIMO MAC.

For the case of MIMO BC, the following example describes the key ideas we use to establish an achievable rate region in Sec. IV-F.

E. Example: BC with Adaptive Threshold Receiver

Consider the two-user BC channel shown in Fig. 7, where \( n_t = 2, n_r,1 = n_r,2 = n_q,1 = n_q,2 = 1 \), and \( H_1 = H_2 = (1, 1) \).
Similar to the hybrid blockwise receiver example in Sec. III-E, the main idea is to use the one-bit ADCs to continue extracting information from previously observed channel outputs when there are no new observations. Consider the adaptive threshold receiver in Fig. 8b. Let us use ADC\(_1\) for the first user and ADC\(_2\) for the second user. If we transmit to the first user in odd channel uses and to the second user in the even channel uses, they each can generate two bits per observed channel output over two channel uses and achieve the optimal high SNR rate of one bit per channel-use.

In general, over a blocklength of \(\ell\), we can transmit to the first and second user over \(\eta \ell\) and \((1 - \eta) \ell\) channel uses, respectively. Then, we can utilize adaptive thresholds to perform \([1/\eta]\) (or \([1/(1 - \eta)]\))-bit quantization of each of the observed channel outputs during \([1/\eta]\) (or \([1/(1 - \eta)]\)) channel uses at the first (second) receiver as discussed in the example in Sec. IV-A. This way both users still achieve the optimal high SNR rate of one bit per channel-use.

The same idea can be applied for more than two users with more one-bit ADCs to achieve optimal high SNR rates per user. For example, when there are \(n_u\) users equipped with \(n_q\) one-bit ADCs, we can do time-sharing among the users, where over each block of length \(\ell\) we transmit to user \(j \in [n_u]\) for \(\eta_j \ell\) channel uses. And at user \(j\), we perform \([n_q/\eta_j]\) bit quantization of each channel output observation over \([n_q/\eta_j]\) channel uses. To elaborate, let us consider all users are equipped with an adaptive threshold receiver similar to that in Fig. 8b, where each ADC processes a signal for \([n_q/\eta_j]\) channel uses to extract \([n_q/\eta_j]\) bits as discussed in Sec. IV-A. Since there are \(n_q\) ADCs at the receivers, a receiver can process \(n_q\) channel outputs in parallel and hence achieve the optimal rate of \(\eta_j [n_q/\eta_j]\) bits per channel use at high SNR.

F. Achievable BC Rate Region

Generalizing the example in Sec. IV-E to MIMO BC with arbitrary SNR, we use a time-sharing scheme, where over a blocklength of \(\ell\), we transmit for \(\eta_j \ell\) channel uses to receiver \(j\), where \(j \in [n_u]\), \(0 < \eta_j < 1\), and \(\sum_{j \in [n_u]} \eta_j = 1\). Each user employs the adaptive threshold receiver of Sec. III and a communication strategy similar to that of Thm. 3. However, receiver \(j\) process every \(\eta_j \ell\) channel observations during \(\ell\) channel uses. To elaborate, consider the first user, we use SVD to divide its channel into \(s_1\) parallel streams and allocate \(n_{q,1,k}\) one-bit ADCs to the \(k\)th stream, where \(\sum_{k \in [s_1]} n_{q,1,k} = n_{q,1}\). Then, we perform \([n_{q,1,k}/\eta_1]\)-bit quantization over the \(k\)th stream by processing each received signal during \([n_{q,1,k}/\eta_1]\) channel uses similar to the
example in Sec. IV-E. Therefore, we can decode \(2^\lfloor n_{q,1,k}/\eta_1 \rfloor\)-PAM over stream \(k\). This leads to the following theorem.

**Theorem 4.** Based on the above communication scheme, the achievable rate \(R_j\) of user \(j\), where \(j \in [n_u]\), satisfies:

\[
R_j \leq \eta_j \max_{k \in [s_j]} I(\tilde{x}_{j,k}, \tilde{y}_{j,k}),
\]

where \(s_j, j \in [n_u]\) is the number of singular values of \(H_j\), the maximum is taken over \((n_{q,j,k})_{k \in [s_j]}\), \((P_{j,k})_{k \in [s_j]}\) such that \(\sum_{k \in [s]} n_{q,j,k} = n_{q,j}\), \(\sum_{k \in [s]} P_{j,k} = P_j\), \(\tilde{x}_{j,k} = a_{j,k} \left(2\tilde{x}_{j,k} - 1 - 2^\lfloor n_{q,j,k}/\eta_j \rfloor\right)\), \(\tilde{y}_{j,k} = \sigma_{j,k} \tilde{x}_{j,k} + n_{j,k}\), \(k \in [s_j], j \in \{1, 2\}\), \(a_{j,k} = \sqrt{3P_{j,k}} 2^\lfloor n_{q,j,k}/\eta_j \rfloor - 1\), \(\tilde{x}_{j,k}\) is uniformly distributed over \([2^\lfloor n_{q,j,k}/\eta_j \rfloor]\), and \(\sigma_{j,k}\) is the \(k\)th singular value of \(H_j\).

We then have the following corollary:

**Corollary 6.** The adaptive threshold receiver achieves the high SNR rate of \(n_{q,j}\) bits per channel-use for user \(j, j \in [n_u]\) in MIMO BC, respectively.

**G. Observations**

The following observations are based on Thm. 3 and 4 and Cor. 4, 5, and 6:

I) The single-user high SNR capacity of the adaptive threshold receiver is \(n_q\). This improves the high SNR achievable rate compared to hybrid one-shot and hybrid blockwise receivers that only achieve \(n_q\) for \(n_q \leq \text{rank}(H)\) and \(n_q \leq 2\text{rank}(H)\), respectively.

II) The adaptive threshold receiver achieves optimal high SNR sum-rate and per user rate in MIMO MAC and BC, respectively, irrespective of the channel ranks. This improves the high SNR achievable rate region compared to the hybrid blockwise receiver which requires conditions on the channel ranks (Cor. 2 and 3) to achieve the same performance.

**V. NUMERICAL EVALUATIONS AND SIMULATION RESULTS**

In this section, we provide numerical analysis and simulation results for the proposed receivers and transmission schemes in Sections III and IV. We first provide high SNR numerical analysis of the achievable rates of the hybrid blockwise and adaptive threshold receiver. Then, we provide simulation of the achievable rates of the adaptive threshold receiver in single-user and multi-user communication scenarios.
Fig. 10: (a) Achievable high SNR rate of the hybrid blockwise receiver for large $\ell$ (dotted lines) for a MIMO system with $n_t = 10$ and $n_r \in \{2, 4, 6, 8\}$. The solid line, $R = n_q$ is the capacity upper bound achievable by adaptive threshold receiver. (b) High SNR rate-loss of the hybrid blockwise receiver when $\ell$ is finite assuming rank($H$) = 16.

Fig. 11: Achievable high SNR rate region for the hybrid blockwise receiver (dashed lines) and adaptive threshold receiver (solid lines) for two-user MIMO BC employing $n_t = 10$ and identical receivers with $n_r = 4$, $n_q \in \{4, 6, 8\}$.

A. High SNR Achievable Rate

We first illustrate Thm. 1 that is high SNR achievable rates of the proposed hybrid blockwise receiver for single-user MIMO. The achievable rates (doted lines) are plotted in Fig. 10a for large $\ell$ and different numbers of received antennas and quantizers assuming that the channel is full rank (i.e., rank($H$) = min{$n_t, n_r$}). Capacity upper bound $n_q$ is also shown for comparison. Note this upper bound is achievable when adaptive threshold receiver is used (Thm. 3). We observe that for a fixed number of transmit $n_t$ and receive $n_r$ antennas, as the number of one-bit
Fig. 12: (a) Achievable rate of a single-user MIMO system with the adaptive threshold receiver using different number of ADCs $n_q = \{32, 16\}$. TSC stands for truncated Shannon capacity. (b) Achievable rate per user for $n_u = \{2, 3\}$ user BC with adaptive threshold receivers employing $n_q = 16$ one-bit ADCs.

ADCs $n_q$ is increased, the maximum high SNR rate with the adaptive threshold receiver always grows linearly with $n_q$. However, with the hybrid blockwise receiver the maximum high SNR rate increases linearly if $n_q \leq 2\text{rank}(H)$, logarithmically otherwise.

Next, we investigate the effect of delay $\ell$ on the high SNR achievable rate of the hybrid blockwise receiver (Thm. 1). Fig. 10B illustrates the difference between the achievable high SNR rate of the hybrid blockwise receiver for large $\ell$ and when $\ell$ is finite. For $n_q \leq 16$, we have $n_q \leq \text{rank}(H)$ which means that hybrid one-shot receiver ($\ell = 0$) would achieve the high SNR capacity of $n_q$ bits per channel use and so no temporal processing is needed. Furthermore, we observe that for $16 < n_q \leq 32$, a delay length of $\ell = 10$ is enough to get an achievable high SNR rate within $0.1$ bits per channel-use of the asymptotic case. As a result, using a finite value of $\ell$ is enough to achieve performance close to the infinite case.

Figure 11 shows the achievable high SNR rate region for two-user MIMO BC with hybrid blockwise (for large $\ell$) and adaptive threshold receivers. We observe that the high SNR rate region is a square for the adaptive threshold receiver as this receiver can always achieve the optimal high SNR rate per users. However, the hybrid blockwise receiver rate region can be smaller as it requires certain conditions on the channel ranks (Cor. 2 and 3) to achieve the same performance.
B. Simulation Results for the Adaptive Threshold Receiver

In this subsection, we study achievable rate regions for the adaptive threshold receiver (Section IV). We consider the single-user and BC MIMO scenarios. We assume a Rayleigh fading channel, where each element of the channel matrix is Gaussian with zero mean and variance one and average the simulated rate regions over 10000 channel realizations. For simulation of a practical mmWave system, we refer the reader to [8].

The proposed transmission schemes in Thm. 3 and Thm. 4 use SVD to transform the MIMO channel into a set of parallel streams and then distribute the transmit power and ADCs among them. Finding the optimal allocation of the transmit power and ADCs is equivalent to a mixed integer programming problem which is NP-hard [45]. In this paper, we perform waterfilling at the transmitter for the power allocation and perform exhaustive search over all ADC allocations at the receiver. A more complete analysis of different transmit power and ADC allocation methods suitable for a practical mmWave setting is provided in [8].

For our first simulations, we use the results in Thm. 3 to investigate the achievable rate of the adaptive threshold receiver in the single-user scenario. Fig. 12a illustrates the achievable rate of a single-user MIMO communication system consisting of a user with \( n_t = 16, n_r = 32 \) and varying \( n_q \). We use the upper bound \( \min\{n_q, C\} \) also known as truncated Shannon capacity (TSC), where \( C \) is the Shannon capacity of MIMO channel without quantization constraints. We observe that the proposed transmission scheme achieves the optimal high SNR rate of \( n_q \) bits per channel-use, and that the performance is close to the optimal (TSC) in all SNRs.

Next, we plot the achievable rate of the adaptive threshold receiver in MIMO BC (Thm. 4). Fig. 12b shows the achievable per user rate in two and three user MIMO BC communication systems, where the users are equipped with adaptive threshold receivers with \( n_q = 16 \). We compare the achievable rate with the truncated Shannon capacity with equal time shares, namely \( \min\{n_q, C\}/n_u \), where \( n_u \) is the number of users. We observe that the optimal high SNR achievable rate of \( n_q = 16 \) bits per channel-use is achieved for each user irrespective of the number of the users. Furthermore, we see that the proposed transmission scheme performs close to a BC system equipped with high resolution ADCs at the users, where the users employ TDMA with equal time-shares. This suggests that using adaptive threshold receiver with one-bit ADCs has the potential of reducing the power consumption with only a marginal degradation of the achievable rate of the system.
An alternative strategy for BC is to use TDMA among users and then use the single-user MIMO scheme as in Thm. 3. We call this approach naive TDMA. Compared to the scheme in Thm. 4, naive TDMA results in less energy consumption, since ADCs at each receiver are only active when the transmitter is sending data to the corresponding user. However, we can observe from Fig. 12b that naive TDMA leads to a significant rate-loss compared to the proposed BC scheme in Thm. 4.

VI. Conclusion

In this paper, we studied single-user and multiterminal communication scenarios over MIMO channels when a limited number of one-bit ADCs are available at the receiver terminals. We proposed two families of receivers, namely hybrid blockwise and adaptive threshold, which use a sequence of delay elements to allow for blockwise analog processing of the channel outputs. At high SNR, given a fixed number of one-bit ADCs, we have shown that the proposed receivers achieve the maximum transmission rate/rate region among all receivers with the same number of one-bit ADCs. An interesting direction for future work would be to also limit the number of low resolution DACs and optimize the transmitter and receiver architecture. Another direction is to find closed form expressions for the capacity of the hybrid one-shot and blockwise receivers for all SNRs.
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To prove the theorem, we make use of the following proposition

**Proposition 2.** Let \( n \in \mathbb{N} \) and \( \lambda \in (0, 1) \) such that

\[
\frac{1}{2} \left( 1 - \sqrt{1 - \frac{1}{3n}} \right) < \lambda < \frac{1}{2} \left( 1 + \sqrt{1 - \frac{4}{12n + 1}} \right),
\]  

(22)
Then, the following equality holds:

\[ \log \left( \frac{n}{\lambda n} \right) = n h_b(\lambda) - \frac{1}{2} \log n - \frac{1}{2} \log 2\pi \lambda (1 - \lambda) + O(1). \quad (23) \]

Particularly, for asymptotically large \( n \), \((23)\) holds for any fixed \( \lambda \in (0, 1) \). Furthermore, for \( \lambda \in (0, \frac{1}{2}) \), we have

\[ \log \sum_{i=0}^{\lambda n} \left( \begin{array}{c} n \\ i \end{array} \right) = n h_b(\lambda) - \frac{1}{2} \log n - \frac{1}{2} \log \frac{2\pi \lambda (1 - 2\lambda)^2}{1 - \lambda} + O(1), \quad (24) \]

where \( h_b(\cdot) \) is the binary entropy. Moreover, for a fixed \( k \) and asymptotically large \( n \)

\[ \log \sum_{i=0}^{k} \left( \begin{array}{c} n \\ i \end{array} \right) = k \log n + O(1), \quad (25) \]

**Proof.** By Stirling’s approximation, we have:

\[ n! = \sqrt{2\pi n} \left( \frac{n}{e} \right)^n \left( 1 + \frac{1}{12n} + O \left( \frac{1}{n^2} \right) \right). \quad (26) \]

Substituting \((26)\) in \( \left( \begin{array}{c} n \\ n\lambda \end{array} \right) = \frac{n!}{(\lambda n)!((1-\lambda)n)!} \) and simplifying, we get:

\[
\left( \begin{array}{c} n \\ n\lambda \end{array} \right) = \frac{1}{\sqrt{2\pi n\lambda(1-\lambda)}} \lambda^{n\lambda}(1-\lambda)^{n(1-\lambda)} \left( 1 + \frac{1}{12n} + O \left( \frac{1}{n^2} \right) \right)
\]

\[ \approx \frac{1}{\sqrt{2\pi n\lambda(1-\lambda)}} \lambda^{n\lambda}(1-\lambda)^{n(1-\lambda)} \left( 1 + \frac{1}{12n} + O \left( \frac{1}{n^2} \right) \right) \left( 1 - \frac{1}{12n\lambda(1-\lambda)} + O \left( \frac{1}{n^2} \right) \right), \quad (27) \]

where in (a), we have used the Taylor series expansion

\[ \frac{1}{1+x} = 1 - x + O(x^2), \quad x \in (-1, 1). \]

Note that \((22)\) ensures that \( \frac{1}{12n} \left( \frac{1}{1-\lambda} + \frac{1}{\lambda} \right) \in (-1, 1) \). Taking the logarithm:

\[ \log \left( \begin{array}{c} n \\ n\lambda \end{array} \right) = \frac{-1}{2} \log 2\pi n\lambda(1-\lambda) - n\lambda \log \lambda - n(1-\lambda) \log (1-\lambda)
\]

\[ + \log \left( 1 + \frac{1}{12n} \frac{\lambda(1-\lambda) - 1}{\lambda(1-\lambda)} + O \left( \frac{1}{n^2} \right) \right). \quad (28) \]

Using the Taylor expansion \( \ln(1+x) = 1 - x + O(x^2), \quad x \in (-1, 1) \), we have

\[ \log \left( 1 + \frac{1}{12n} \frac{\lambda(1-\lambda) - 1}{\lambda(1-\lambda)} + O \left( \frac{1}{n^2} \right) \right) = 1 - \frac{1}{12n} \frac{\lambda(1-\lambda) - 1}{\lambda(1-\lambda)} + O \left( \frac{1}{n^2} \right). \quad (29) \]

Note that \((22)\) ensures that \( \frac{1}{12n} \frac{\lambda(1-\lambda) - 1}{\lambda(1-\lambda)} \in (-1, 1) \). Substituting \((29)\) in \((28)\) and simplifying, we get \((23)\). To prove \((24)\), consider the equality

\[ \left( \begin{array}{c} n \\ \lambda n - j \end{array} \right) = \left( \begin{array}{c} n \\ \lambda n \end{array} \right) \times \frac{\lambda n}{n - \lambda n + 1} \times \frac{\lambda n - 1}{n - \lambda n + 2} \times \cdots \times \frac{\lambda n - j + 1}{n - \lambda n + j}, \lambda < \frac{1}{2}, j \in [\lambda n]. \quad (30) \]
Note that
\[ \frac{\lambda n - i + 1}{n - \lambda n + i} \leq \frac{\lambda}{n - \lambda n + i} < \frac{\lambda}{1 - \lambda}, \quad i \in [\lambda n], \] (31)

From (30) and (31), we have:
\[ \sum_{i=0}^{\lambda n} \binom{n}{\lambda n - i} \leq \binom{n}{\lambda n} \left( 1 + \frac{\lambda}{1 - \lambda} + \left( \frac{\lambda}{1 - \lambda} \right)^2 + \cdots \right) = \binom{n}{\lambda n} \frac{1 - \lambda}{1 - 2\lambda}. \] (32)

On the other hand, \( \sum_{i=0}^{\lambda n} \binom{n}{\lambda n - i} \geq \binom{n}{\lambda n} \). As a result,
\[ \sum_{i=0}^{\lambda n} \binom{n}{\lambda n - i} = \binom{n}{\lambda n} O(1). \] (33)

Taking the logarithm of (33) and substituting (23) proves (24). Equation (25) can also be proved in a similar fashion.

To prove Thm. 1 we only consider the case of non-zero thresholds. The case of zero thresholds is proved in a similar fashion. Denote \( \mathbf{x} \in \mathbb{R}^{\ell n t} \) as concatenation of \( \ell \) consecutive transmit signals, and \( \mathbf{y} \) as the concatenation of the corresponding received signals. We have
\[ \mathbf{y} = (H \otimes I_{\ell})(\mathbf{x} + \mathbf{n}) \] (34)
where \( I_{\ell} \) is the identity matrix of dimension \( \ell \times \ell \) and \( \mathbf{n} \in \mathbb{R}^{\ell n r} \) is an independent noise vector.

Since, we consider SNR \( \to \infty \), we design a strategy for \( \mathbf{n} = 0 \). The channel output signal dimension for the noiseless system is \( \ell \text{rank}(H) \). We consider the pair \( (V \in \mathbb{R}^{\ell n_q \times \ell n_r}, t \in \mathbb{R}^{\ell n_q}) \) which achieve the maximum number of decision regions in Prop. 1. Therefore, at high SNR, the receiver can distinguish between \( \mathcal{R}(H \otimes I_{\ell}, V, t) \) symbols and achieve the rate of \( \log |\mathcal{R}(H \otimes I_{\ell}, V, t)| \). However, the receiver takes \( \ell \) channel-uses for decoding each symbol and so the high SNR rate of the system becomes
\[ R_{\text{High SNR}}^\ell = \frac{1}{\ell} \log \sum_{i=0}^{\ell \text{rank}(H)} \binom{\ell n_q}{i} \] (35)

Next, we prove the converse result. Note that if we consider the noise vector \( \mathbf{n} \) in (34) the dimension of the received signal space at the receiver becomes \( \ell n_r \) instead of \( \ell \text{rank}(H) \). Therefore, using Prop. 1 the number of regions and thus modulation symbols becomes \( \sum_{i=0}^{\ell n_r} \binom{\ell n_q}{i} \), and we have
\[ C_{\ell}^{\text{High SNR}} \leq \frac{1}{\ell} \log \sum_{i=0}^{\ell n_r} \binom{\ell n_q}{i} \] (36)

Using the asymptotic expansions derived in Prop. 2 to simplify the upper bound on the high SNR capacity and the achievable high SNR rate gives us (12) and (13).