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Abstract

In many real-world planning problems, action's impact differs with a place, time and the context in which the action is applied. The same action with the same effects in a different context or states can cause a different change. In actions with incomplete precondition list, that applicable in several states and circumstances, ambiguity regarding the impact of action is challenging even in small domains. To estimate the real impact of actions, an evaluation of the effect list will not be enough; a relative estimation is more informative and suitable for estimation of action's real impact. Recent work on Over-subscription Planning (OSP) defined the net utility of action as the net change in the state's value caused by the action. The notion of net utility of action allows for a broader perspective on value action impact and use for a more accurate evaluation of achievements of the action, considering inter-state and intra-state dependencies. To achieve value-rational decisions in complex reality often requires strategic, high level, planning with a global perspective and values, while many local tactical decisions require real-time information to estimate the impact of actions. This paper proposes an offline action-value structure analysis to exploit the compactly represented informativeness of net utility of actions to extend the scope of planning to value uncertainty scenarios and to provide a real-time value-rational decision planning tool. The result of the offline pre-processing phase is a compact decision planning model representation for flexible, local reasoning of net utility of actions with (offline) value ambiguity. The obtained flexibility is beneficial for the online planning phase and real-time execution of actions with value ambiguity. Our empirical evaluation shows the effectiveness of this approach in domains with value ambiguity in their action-value-structure.

Introduction

In many real-world planning and search task there is “over-subscription” of an action to states or nodes, which raising the concern regarding the increase in search space and branching factor. In motion and real-time decision making and planning, actions with a degree of freedom in their precondition list, gives the agent flexibility, allowing to apply a compact set of tools to many situations. On the other hand, the flexibility of compact tool set (i.e. actions) that applicable to many situations comes with the complexity to make real-time decisions and to be able to reason about the different impact in different situations. To estimate the real impact of such flexible actions, evaluation of only the effect list will not be enough. When an action can be applied in many different states, the impact of the same action is relative to the origin state in which the action is applied. Achieving the same outcome from different states can bring damage or wealth, depends on the circumstances and the utility of the origin state. In this work we address the ambiguity of action’s net utility for actions that applicable in different origin states.

Over-subscription planning (OSP) problem describes many real-world scenarios in which there is “over-subscription” of possible achievements to limited resources. (Smith 2004) Van Den Briel et al. 2004 Do and Kambhampati 2004 Van Den Briel, Sanchez, and Kambhampati 2004 Nigenda and Kambhampati 2005 Benton 2006 Do et al. 2007 Aghighi and Jonsson 2014 Domshlak and Mirkis 2015 Muller and Karpas 2018a. Scaling up to real-world complexity, with multi-valued arbitrary utility functions over achievements, numerical utility values are challenging even in small domains, due to limited processing capability for inference and utilization of relevant information. To address the complexity of decisions and value trading inherited in actions, an approach of retaliative estimation of utility of an action is more suitable and informative. Net-benefit planning (Van Den Briel et al. 2004) Nigenda and Kambhampati 2005 Baier, Bacchus, and McIlraith 2009 Bonet and Geffner 2008 Benton, Do, and Kambhampati 2009a Coles and Coles 2011 Keyder and Geffner 2009 takes a relative estimation approach concerning achievements with an awareness to costs of the action. Recent work defined net utility of actions (Muller and Karpas 2018a) introduced a new approach to solve OSP problems, taking into account not just the costs but also the net change, i.e. “what is given away” in order to achieve a change. To define net utility of actions a SAS description tasked assumed, where for each effect of an action a specific precondition is specified. SAS+ (Bäckström and Klein 1991 Bäckström and Nebel 1995) representation of tasks allows for a more flexible representation of actions. In SAS+ a precondition list of an action specifies those state variables which must have a certain defined value in order to execute the action and that will also be changed to some other value by the action. This representation allows for an incomplete precondition list which allows for a more com-
Tandem representation of actions. At the same time, the obtained degree of freedom results with an ambiguity regarding the net change in utility caused by the action. The selective action split (Muller and Karpas 2018a; Muller and Karpas 2018b), manages to determine the net utility of actions perfectly, without unnecessary action split, in most of the domains and tasks in SAS+ by representing compactly the impact of an action in the relative change made by the action with the net utility of an action term. The selective action split label actions with respect to the polarity of the net change caused by the action. However, in several problems, selective action split results in an increase in task size. This paper proposes a different technique to identify the polarity of actions in SAS+ representation in the context of OSP with arbitrary utility functions over actions. It proposes an offline action-value structure analysis to exploit the compactly represented informativeness of net utility of actions to extend the scope of planning for value uncertainty scenarios, and to provide a real-time value-rational (Muller 2018) decision planning tool. The result of the offline pre-processing phase is an equivalent OSP task, in which we can determine the net-utility of most of the actions offline. For actions with remained ambiguity regarding the net utility, the offline pre-processing phase provides a compact decision planning model representation for local reasoning during online planning phase which or the real-time execution. Specifically, we introduce an online approach of action polarity recognition, by deducing the net utility polarity while executing a so called “unit-effect” actions during search. A set of unit effect actions is generated for each action with a value-structure that containing ambiguity regarding the action’s net utility value. We then show how we can combine our new online technique with the offline selective action split, resulting in better performance than either of them alone.

Background

We represent OSP model in a language close to SAS+ for classical planning (Bäckström and Klein 1991; Bäckström and Nebel 1995). An oversubscription planning (OSP) task is given by a sextuple \( \Pi = (V, s_0, u, O, c, b) \), where \( V = \{v_1, \ldots, v_n\} \) is a finite set of finite-domain state variables, with each complete assignment to \( V \) representing a state, and \( S = dom(v_1) \times \cdots \times dom(v_n) \) being the state space of the task; \( s_0 \in S \) is a designated initial state; \( u \) is an efficiently computable state utility function \( u : S \to \mathbb{R} \); \( O \) is a finite set of actions, with each action \( o \in O \) being represented by a pair \((\text{pre}(o), \text{eff}(o))\) of partial assignments to \( V \), called preconditions and effects of \( o \), respectively; \( c : O \to \mathbb{R}^{+} \) is an action cost function; \( b \in \mathbb{R}^{+} \) is a cost budget allowed for the task. An assignment of a variable \( v \) to a value \( d \) is denoted by \( (v/d) \) and referred as a fact. For a partial assignment \( p \) to \( V \), let \( V(p) \subseteq V \) denote the subset of variables instantiated by \( p \), and, for \( v \in V(p) \), \( p[v] \) denote the value provided by \( p \) to the variable \( v \). Action \( o \) is applicable in a state \( s \) if \( s[v] = \text{pre}(o)[v] \) for all \( v \in V(\text{pre}(o)) \). Applying \( o \) changes the value of each \( v \in V(\text{eff}(o)) \) to \( \text{eff}(o)[v] \), and the resulting state is denoted by \( s(o) \). A sequence of actions \( \{o_1, \ldots, o_n\} \) denoted by \( \pi \), called a plan for \( s \) if it is applicable in \( s \) and \( c(\pi) \leq b \). We assume an arbitrary additive utility function with multi-valued variables, defined as \( u(s) = \sum_{(v/d) \in s} u_v(d) \), with \( u_v(d) \in \mathbb{R} \) for all variable-value pairs \((v/d)\).

Best-First-Branch-and-Bound (BFBB) heuristic search for optimal OSP must rely on admissible utility-upper-bounding heuristic function (with budget restrictions) \( h : S \times \mathbb{R}^{+} \to \mathbb{R}^{+} \) to estimate the true utility \( h^*(s, b) \). BFBB also used to solve net-benefit planning problem (Benton, Do, and Kambhampati 2009b; Benton, Coles, and Coles 2012).

Recent work defined the notion of net utility value of actions to increase informativeness and utility of actions in planning domains and solve OSP problems (Muller and Karpas 2018a; Muller and Karpas 2018b).

Definition 1. For an OSP action \( o \), the net utility of \( o \) is \( u(o) = \sum_{v \in V(\text{eff}(o))} [u(\text{eff}(o)[v]) - u(\text{pre}(o)[v])] \).

This notion serve to define planning approach interpreting objective as a relative improvement rather “achieving goals”.

Theorem 1. Given an OSP task \( \Pi \) with a general additive utility function \( u \), for any plan \( \pi \) for \( \Pi \) such that \( u(s[\pi]) > u(s_0) \), there is a prefix \( \pi' \) of \( \pi \) such that: (i) \( u(s_0[\pi']) \leq u(s_0[\pi]) \), and, for the last action \( o_{\text{last}} \) along \( \pi' \), we have \( u(o_{\text{last}}) > 0 \).

In plain word, for each plan \( \pi \), there is a plan \( \pi' \) that (i) ends with a positive net utility action, (ii) is at most as costly as \( \pi \), and (iii) is at least as valuable as \( \pi \).

Online Detection of the Net Utility Polarity

We now present a different approach to split actions that differs from the selective action split in the timing of the definition of actions net utility. The selective action split succeeds to define net utility efficiently at the pre-processing stage, but as we mentioned before; sometimes we left with actions that are ambiguous with regard to their net utility signum that could not determined off-line. To handle such actions we can do a normal form encoding and define net utility for each action instance. In most of the domains the offline phase detects the net utility for all actions, but real-world scenarios sometimes can be more complex. In such cases as provided in the example in Figure 1, we can improve the selective action split further by supplying a supplementary mechanism to determine the net utility on-line.

Online, each action can be applied in few different states, and thus yield different net utilities, depends on the state in which the action is applied. The definition of the action’s net utility with a relation to the state in which it is applied changes as follows.

Definition 2. For an OSP action \( o \) applied in state \( s \), the net utility of \( o \) is \( u(o) = \sum_{v \in V(\text{eff}(o))} [u(\text{eff}(o)[v]) - u(\text{pre}(o)[v])] \).

Our approach to that is based on splitting each action into a set of actions, each responsible for achieving a single effect of the original action. For each affected variable with no specified preconditions, we create a group of actions achieving the same single effect, where each one of them combined with one, different, legal precondition on this variable. If a precondition is specified for the affected variable, then only
Figure 1: An example of an OSP task, with (a) illustrating the story, (b) listing the original actions, and (c) details a set of actions compiled from the original action drive\(E,2\). Each action in (c) achieves a single effect from the effect list of action drive\(E,2\), actions \(o_5\) and \(o_6\) are auxiliary control predicates. \(o_5\) enables the new single effect actions in drive\(E,2\) set, while preventing from all other sets to be applied. \(o_6\) approves that all effect are achieved, locking current action set and enables starting new action set. Note, the truck in point \(D\) can reach point \(E\), but since it does not meet the fuel pre-condition for the original action drive\(E,2\) it is not included in the equivalent single action set of drive\(E,2\) in (c).

one action is created which achieves the single effect with one precondition as specified in the original action.

While applying our approach, the equivalence of the original and the compiled planning tasks must be preserved, which means that for an optimal plan \(\pi\) for the original task \(\Pi\) with solution utility of \(o\), there exists an optimal plan \(\tilde{\pi}\) for the compiled task \(\tilde{\Pi}\) with the same solution utility of \(o\), and vice versa. This equivalence is achieved by bounding the execution of the individual actions from each such created action set via dedicated auxiliary control structures that prevent mixing actions from different action sets.

An example of a simple OSP task in Figure 1 is used to illustrate our approach of splitting the original action into set of single effect actions, and the use of the auxiliary control structure action set. In this example, we have a truck that can move between locations A, B, C, D, and E. The truck has three levels of fuel and each step reduces the fuel by one level. As we can see in this example, a truck which is initially at one of the locations A, B, C, and D, with fuel level of three can end up in the same location (E) and with the same fuel level (two). In this case we must have one specific precondition on the fuel level, but for the location there are few possible values as a precondition. We create an action for each one of those possible preconditions.

This OSP task \(\Pi\) described here using two state variables \(V = \{t, y, unlock\}\) with \(dom(t) = \{A, B, C, D, E\}\), \(dom(f) = \{0, 1, 2, 3\}\) and \(dom(unlock) = \{\text{drive}_{E,2}, \text{drive}_{E,1}, \text{drive}_{E,0}, \text{noOP}\}\), where \(t\) stands for the possible location of truck and \(f\) for the fuel level, unlock is a control predicate which enables/disables single effect actions sets. For example when drive\(E,2\) set is enabled, all other sets will be disabled. This way we avoid mixing single effect actions from different sets and preserve equivalence. A group of available actions for this example is detailed in Figure 1(b), and the created, single effect action set for one of those actions (drive\(E,2\)) is detailed in Figure 1(c) along with their auxiliary control predicates.

In the state model induced by this OSP task, we have \(S = dom(t) \times dom(f) \times dom(unlock)\), and the predicate values: \(u(unlock) = 0\),

\[
u(t) = \begin{cases} 2, & t = E \\ 0, & \text{otherwise} \end{cases} \quad f(u) = \begin{cases} 1, & f = 1 \\ 2, & f = 2 \\ 3, & f = 3 \\ 0, & \text{otherwise} \end{cases}
\]

Now let us look at the most basic example of single action plan, presenting our approach. Consider the OSP task \(\Pi\) and its compiled task \(\tilde{\Pi}\), described in Figure 1. The initial state \(s_0 = A3\), i.e. truck is in location A with fuel level of 3. A valid single action plan from this initial state is: \(\pi = \langle drive_{E,2} \rangle\) using Definition 2 the net utility will be: \(u(\pi) = u(drive_{E,2}) = [(t/E) - (t/A)] + [(f/2) - (f/3)] = 1\) one of the sequences which are equivalent plans in the compiled task \(\tilde{\Pi}\) is: \(\tilde{\pi}_1 = \langle drive_{E,2} \rangle\) with a net utility of: \(u(\tilde{\pi}_1) = u(drive_{E,2}) + u(Fuel_{3,2}) + u(drive_{E,2}) + u(drive_{E,2}) = 0 + [(f/2) - (f/3)] + [(t/E) - (t/A)] + 0 = 0 - 1 + 2 + 0 = 1\) But what if we switch the order of the actions Fuel\(3,2\) and drive\(E,2\) in this sequence? Let us look on the following sequence: \(\tilde{\pi}_2 = \langle drive_{E,2} \rangle\) In this case, at the end of the applied sequence we get the same net utility accumulated in a different manner, i.e. \((2 - 1 = 1)\) instead of \((-1 + 2 = 1)\). Apparently both \(\tilde{\pi}_1\) and \(\tilde{\pi}_2\) are equivalent to \(\pi\), but while examining the action sequence in \(\tilde{\pi}_2\) one can see that after applying the action drive\(E,2\) the utility exceeds the optimal plan \(\pi\) utility reached in the original task \(\Pi\), while reaching invalid utility in the original task, as illustrated in Figure 2. Thus \(\tilde{\pi}_2\) is not equivalent to plan \(\pi\).

To preserve the equivalence with the original task, we have to prevent from exceeding the original optimal utility value during the execution of the compiled single-effect action set, as illustrated in Figure 2. To promise equivalence, we extend the control structure in the compiled task (presented in Figure 1) with a set of auxiliary control predicates and actions, dedicated to verify that the net negative utility actions applied before the net positive actions, as in \(\tilde{\pi}_1\).

The set of actions detailed in Figure 3 is used to illustrate the extended auxiliary control structure which is used to prevent exceeding optimal plan \(\pi\) utility reached in the original task \(\Pi\). We add a new group of predicates \(Y = \{y' \mid v \in V, e \in dom(v)\} \) with \(dom(y') = \{0, 1\}\), where for each action \(o\) in the original task \(\Pi\), we add \(\{y' \in Y \mid (v/e) \in \text{eff}(o)\}\) to \(o\)'s equivalent set of single effect actions in task \(\Pi\).
The semantics of $\langle y_e'/1 \rangle \in s$ is that either effect $e$ has been collected by applying net negative utility action or there is no valid net negative action which achieves effect $e$. When the net positive actions in the set defined as; 
$\text{pre}(o_{p\leftarrow e}) = \{ (v/p), \{ unlock/o_{name} \} \cup \{ y_e' \mid v \in V, e \in \text{dom}(v) \}, \text{dom}(y_e') = \{ 0, 1 \}, \text{dom}(unlock) = \{ o_{name} \mid o \in O \} \cup \{ \text{noOP} \}, o_{s0} = \{ \{ \text{unlock/noOP} \} \cup \{ (y/0) \mid y \in Y \} \}$, 
$\text{eff}(o_{p\leftarrow e}) = \{ (v/e) \}, \tilde{e}(o_{p\leftarrow e}) = 0$.

This way, net positive utility action can be applied and positive utility value obtained only if all net negative actions have been applied and all negative utility carrying facts that hold in the current state and set has been collected.

To enforce this semantics of $y_e'$, the action set $O_{set,o}$ contains a pair of action sets, $o_{p\leftarrow e}$ which verifies that negative utility carrying value should be collected and is collected via net negative utility action, while $o_{p\leftarrow e}$ verifies that the effect cannot be achieved by net negative utility action, where 
$\text{pre}(o_{p\leftarrow e}) = \{ (v/p), \{ unlock/o_{name} \} \}$, 
$\text{eff}(o_{p\leftarrow e}) = \{ (v/e), (y_e'/1) \}, \tilde{e}(o_{p\leftarrow e}) = 0$.

Figure 3 depicts an example of the set of actions obtained by the compilation for the original action drive$_{E,2}$ with extended, dedicated auxiliary control structure for preserving equivalence with the original task $\Pi$. The extensions beyond the action set in Figure 1 are colored red, where $a$ is a net negative action that achieves $(v/e) \in \text{eff}(o)$ and verifies that it has been achieved via net negative utility action by collecting predicate $y_e'$; $b$ are actions that verify that $(v/e) \in \text{eff}(o)$ cannot be achieved via net negative utility action by collecting predicate $y_e'$; $c$ are net positive utility actions that achieve $(v/e) \in \text{eff}(o)$ and can be applied only after either all the net negative utility actions have been applied, or it has been verified that there is no net negative utility action which achieves $(v/e) \in \text{eff}(o)$ by preconditioning with $\bigcup_{y \in Y_a}(v/e)\in\text{eff}(o)\{ (y_e'/1) \}$; (d) are control actions that enable/disable drive$_{E,2}$ set, where drive$_{lock}$ resets the auxiliary predicates $y_e'$ when finishing the sequence.

Using the extended auxiliary control structure for preserving equivalence of plan $\pi$ for the compiled task $\Pi$ with the original task $\Pi$, $\pi$ will be; 
$\pi = (\text{drive}^{E,2}_{unlock}, \text{Fuerstify}, \text{drive}^{\text{eff}}_{lock}+\text{drive}^{AE}_2, \text{drive}^{+}_{AE,2} \text{drive}^{drive}_{lock})$.

The net positive utility action $\text{drive}^{AE,2}$ can be applied only after all $(v/e) \in \text{eff}(o)$ been verified that either they been collected by applying net negative utility action or there is no valid net negative action which achieves them. Definition 3 puts together the above observations to work.

**Definition 3.** Let $\Pi = \{ V, s_0, u, O, c, b \}$ be an OSP task, and unit-effect-compilation of $\Pi$ is an OSP task $\Pi$ $= \{ V, s_0, u, O, c, b \}$ where $V = V \cup \{ \text{unlock} \} \cup Y_c$ with $Y_c = \{ y_e' \mid v \in V, e \in \text{dom}(v) \}, \text{dom}(y_e') = \{ 0, 1 \}, \text{dom}(\text{unlock}) = \{ o_{name} \mid o \in O \} \cup \{ \text{noOP} \}, o_{s0} = \{ \{ \text{unlock/noOP} \} \cup \{ (y/0) \mid y \in Y \} \}, u = u, b = b, \tilde{O} = O_{\text{AllSets}} \cup O_{\text{unlock}} \cup O_{\text{lock}}$ where $O_{\text{AllSets}} = \bigcup_{o \in O} O_{set,o}$, with $O_{set,o} =$ 
$\{ o_{\text{Fuerstify}} \mid o \in O, p \in preSet_0, (v/e) \in \text{eff}(o), u_e(e) - u_o(p) \leq 0 \} \cup$
$\{ o_{\text{unlock}} \mid o \in O, (v/e) \in \text{eff}(o), u_e(e) - u_o(p) > 0 \} \cup$
$\{ (v/e) \mid o \in O, p \in preSet_0, (v/e) \in \text{eff}(o), u_e(e) - u_o(p) > 0 \}$

where:
$preSet_0 = \{ (v/e) \mid v \in V(pre(o))$
$\text{dom}(v), v \notin V(pre(o))$,
$pre(o_{\text{Fuerstify}}) = \{ (v/p), \{ \text{unlock/o}_{name} \} \}$
$eff(o_{\text{Fuerstify}}) = \{ (v/e), (y_e'/1) \}, \tilde{e}(o_{\text{Fuerstify}}) = 0$,
$pre(o_{\text{unlock}}) = \{ (v/p), \{ \text{unlock/o}_{name} \} \}$
$eff(o_{\text{unlock}}) = \{ (y_e'/1) \}, \tilde{e}(o_{\text{unlock}}) = 0$,
$pre(o_{\text{unlock}}) = \{ (v/p), \{ \text{unlock/o}_{name} \} \}$
$\bigcup_{y \in Y_a}(v/e)\in\text{eff}(o)\{ (y_e'/1) \}$
$eff(o_{\text{unlock}}) = \{ (v/e) \}, \tilde{e}(o_{\text{unlock}}) = 0$.

$O_{\text{unlock}} = \{ o_{\text{unlock}} \mid o \in O \}$ with $\tilde{o}(o_{\text{unlock}}) = c(o)$ and
$pre(o_{\text{unlock}}) = pre(o) \cup \{ \{ \text{unlock/noOP} \} \}$
$eff(o_{\text{unlock}}) = \{ \{ \text{unlock/o}_{name} \} \}$
Converting \( o \in O \) into a set of single-effect actions \( O_{\text{set} \cdot o} \).

Adding control actions \( o_{\text{unlock}} \).
When all the preconditions for the original action \( o \in O \) hold, this action permits execution of actions \( \delta \in O_{\text{set} \cdot o} \), while locking the ability to perform any other action \( \delta' \in O_{\text{set} \cdot o'} \) such that \( \delta' \neq o \).

Adding control actions \( o_{\text{lock}} \).
When all the effects of action \( o \) are achieved, this action locks the current \( O_{\text{set} \cdot o} \) and allows starting new single-effect actions set \( O_{\text{set} \cdot o} \), by nullifying control fact \( \text{unlock} \).

**Definition 4.** For any action \( o \in O \) of an OSP task \( \Pi \), then actions sequence \( \pi_o \) is defined as \( \pi_o = \langle o_{\text{unlock}}, o_1, \ldots, o_k, o_{\text{lock}} \rangle \), where \( o_1, \ldots, o_k \in O_{\text{set} \cdot o} \) are single-effect actions.

**Lemma 2.** Given a valid plan \( \bar{\pi} \) for an OSP task \( \Pi \), any action sequence \( \pi_o \) in plan \( \bar{\pi} \) is an atomic action sequence, where \( \bar{\pi} \bar{o'} | \bar{\pi}' \bar{o} \notin O_{\text{set} \cdot o} \cup \{ o_{\text{unlock}}, o_{\text{lock}} \}, o \neq o' \).

**Case 2.** Similar to Case 1, a new sequence can be initiated only when the fact \( \langle \text{unlock}/\text{noOP} \rangle \) holds. Putting (1) and (2) together, then while \( \langle \text{unlock}/\text{noOP} \rangle \) holds, no other action \( \delta' \) can be applied such that \( \delta' \neq o_{\text{unlock}} \). Once an action \( o_{\text{unlock}} \in O_{\text{unlock}} \) applied an appropriate predicate \( \langle \text{unlock}/\text{name} \rangle \) is achieved, since the fact \( \langle \text{unlock}/\text{noOP} \rangle \) does not hold anymore no other sequence can be initiated.

**Case 3.** Assuming that every action \( o \in O \) in the original task \( \Pi \) is unique, putting (1), (2) and (3) together, then as long as \( \langle \text{unlock}/\text{name} \rangle \) holds, no other action \( \delta' \) can be applied during sequence execution, such that \( \delta' \neq O_{\text{set} \cdot o} \cup \{ o_{\text{lock}} \} | o \neq o' \).

**Case 4.** At sequence termination. By the construction when \( \langle \text{unlock}/\text{name} \rangle \) holds, new assignment to variable \( \text{unlock} \) is applicable only with \( o_{\text{unlock}} \) action, which finalizes \( \pi_o \), and achieves \( \langle \text{unlock}/\text{noOP} \rangle \).

As shown, the Lemma holds in all cases which implies that any action sequence \( \pi_o \) in plan \( \bar{\pi} \) is atomic action sequence such that \( \bar{\pi} o' | \bar{\pi}' o \notin O_{\text{set} \cdot o} \cup \{ o_{\text{unlock}}, o_{\text{lock}} \}, o \neq o' \).

**Definition 5.** Let \( \Pi = (V, s_0, u, O, c, b) \) be an OSP task and \( \bar{\Pi} = (V, \bar{s}_0, \bar{u}; \bar{O}, \bar{c}, \bar{b}) \), unit-effect-compilation of \( \Pi \). The expanding function \( \psi : S \rightarrow \bar{S} \) is defined as \( \psi(s) = s \cup \langle \langle \text{unlock}/\text{noOP} \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \cup \langle \langle \text{unlock}/\text{noOP} \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \cup \langle \langle \text{unlock}/\text{noOP} \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \} \) \), such that: 1. \( \bar{\pi}_o \) is applicable in \( \psi(s) \), 2. \( \psi(s)[]_{\bar{\pi}_o}[]_v = s[]_o \), 3. \( c(o) = c(\bar{\pi}_o) \), and 4. \( u_s(o) = u_{\psi(s)}(\bar{\pi}_o) \).

**Proof.** (1) Each action sequence \( \pi_o \) starts with the action \( o_{\text{unlock}} \) that allows for the execution of action sequence from action set \( O_{\text{set} \cdot o} \). By the construction of \( o_{\text{unlock}} \), applying \( o_{\text{unlock}} \) makes applicable only single-effect actions from action set \( O_{\text{set} \cdot o} \) while all other single-effect actions that belong to a different action sets \( o \in O_{\text{set} \cdot o} \) such that \( o \neq o' \) are locked. Since \( \psi(s) = s \cup \langle \langle \text{unlock}/\text{noOP} \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \cup \langle \langle \text{unlock}/\text{noOP} \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \} \), the preconditions for \( o_{\text{unlock}} \) are defined to be \( \text{pre}(o_{\text{unlock}}) \equiv \text{pre}(o) \cup \langle \langle \text{unlock}/\text{noOP} \rangle \rangle \), the precondition for the entire sequence \( \bar{\pi}_o \) are applicable, and \( \bar{\pi}_o \) is applicable in \( \psi(s) \).

(2) Each action sequence \( \pi_o \) ends with the control action \( o_{\text{lock}} \) which verifies that \( \text{eff}(o) \) are achieved, and finalizes action sequence \( \bar{\pi}_o \). By the construction of \( o_{\text{lock}} \), \( \text{pre}(o_{\text{lock}}) = \text{eff}(o) \cup \langle \langle \text{unlock}/\text{name} \rangle \rangle \) and \( \text{eff}(o_{\text{lock}}) = \langle \langle \text{unlock}/\text{noOP} \rangle \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \cup \langle \langle \text{unlock}/\text{noOP} \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \rangle \) hence, when \( o_{\text{lock}} \) is applied, action sequence \( \bar{\pi}_o \) is terminated, and the following holds: \( \psi(s)[]_{\bar{\pi}_o} = \text{eff}(o) \cup \langle \langle \text{unlock}/\text{noOP} \rangle \cup \langle \langle \text{unlock}/\text{name} \rangle \rangle \) for all \( s \in Y_c \) and \( \psi(s)[\bar{\pi}_o] = s[]_o \).

(3) By the construction of \( \bar{\Pi} \), all the actions \( \delta \in \bar{O} \) are with zero cost except \( O_{\text{unlock}} \) actions which carry the cost of the original action defined to be \( c(o_{\text{unlock}}) = c(o) \). Each action sequence \( \pi_o \) defined to start with a unique action \( o_{\text{unlock}} \). Hence, \( c(o) = c(\bar{\pi}_o) \).

(4) By Definition 2 of the net utility and the construction of \( o_{\text{lock}} \) it is easy to see that \( u_s(o) = u(o_{\text{lock}}) \). By Lemma 2 any actions sequence \( \pi_o \) in plan \( \bar{\pi} \) is atomic in the sense that \( \bar{\pi} \bar{o'} | \bar{\pi}' \bar{o} \notin O_{\text{set} \cdot o} \cup \{ o_{\text{unlock}}, o_{\text{lock}} \}, o \neq o' \).
Hence, by the construction of \( O_{let.o.c} \), the only utility carrying facts \( (v/e) \) that can be achieved with sequence \( \bar{x}_\alpha \) are from the effect list of the original action \( \alpha \), such that \( (v/e) \in \text{eff}(\alpha) \). Since any action sequence \( \bar{x}_\alpha \) must start with an action \( o_{unlock} \) and end with an action \( o_{lock} \) (as provided at (1) and (2) in this proof) we can infer that \( u(o_{lock}) = u(\psi(o)(\bar{x}_\alpha)) \). Hence, we have \( u_\beta(o) = u(\psi(o)(\bar{x}_\alpha)) \).

**Lemma 4.** Let \( \Pi \) be an OSP task and \( \bar{\Pi} \) be the respective unit-effect-compilation of \( \Pi \). Any non-empty optimal tail gaining plan \( \bar{\pi} \) for \( \bar{\Pi} \) ends with a complete action sequence \( \{\bar{x}_\alpha \mid o \in O\} \).

**Proof.** By the construction of \( \bar{\Pi} \), for each sequence \( \{\bar{x}_\alpha \mid o \in O\} \), it holds that:

1. Actions \( o_{unlock} \) and \( o_{lock} \) are not utility carrying facts so they are not changing utility during plan execution.
2. The cost for the entire sequence is paid at the first action executed in \( \bar{x}_\alpha \), the action \( o_{unlock} \), while any other action \( \bar{o} \in \bar{x}_\alpha \) | \( \bar{o} \neq o_{unlock} \) it holds that \( c(\bar{o}) = 0 \).
3. Net positive actions are applied last in the sequence after all net negative and neutral utility actions been applied due to the auxiliary control structure where each net positive action is preconditioned with achieving all control predicates \( y_e \cup \bigcup_{(v/e) \in \text{eff}(o) \cup \text{eff}(\bar{x})} \{y_e / 1\} \).

Each effect \( e \in \text{eff}(o) \) of the original action \( o \) is verified to be achieved with net negative/neutral utility action or verified that cannot be achieved with such action, before the net positive utility actions becomes applicable and may achieving that effect. For every valid net negative utility achievement of an effect \( e \), such that \( u_\alpha(e) - u_\psi(p) \leq 0 \) the action \( o_{\text{for} / e} \) is built and verifies that the effect \( e \) has been achieved by applying net negative/neutral utility single-effect action, this verification is by achieving the predicate \( y_e / 1 \). For every valid positive net utility achievement of an effect \( e \), such that \( u_\alpha(e) - u_\psi(p) > 0 \) the action \( o_{\text{for} / e} \) is built and verifies that the effect \( e \) can’t be achieved by applying net negative/neutral action, this verification is by achieving the predicate \( y_e / 1 \). Only after all the effects list verified with the actions \( o_{\text{for} / e} \) or \( o_{\text{for} / e} \), the precondition \( \bigcup_{(v/e) \in \text{eff}(\bar{x})} \{y_e / 1\} \) for the net positive utility single-effect action holds, and net positive utility single-effect actions become applicable.

From (1), (2), and (3) it is easy to see that the auxiliary control structure within the action sequence \( \bar{x}_\alpha \) ensures that during action sequence execution first collected facts such that carry negative utility and then collected those carry positive utility, hence, the optimal utility will be achieved with the final action applied (before locking the sequence with action \( o_{lock} \)), at any point before the final action applied the accumulated utility is sub-optimal.

**Theorem 5.** For any optimal, tail gaining plan \( \pi \) for \( \Pi \) with cost of \( c(\pi) = b \) and solution utility \( u(\pi) = \alpha \), there is an optimal, tail gaining plan \( \bar{\pi} \) for \( \bar{\Pi} \), such that \( c(\pi) = c(\bar{\pi}) = b \) and \( u(\pi) = u(\bar{\pi}) = \alpha \), and vice versa. Furthermore, for any plan \( \pi \) for \( \Pi \), the corresponding plan \( \bar{\pi} \) for \( \bar{\Pi} \) can be restored.

**Proof.** (1) From the first direction, we show that, for an optimal plan \( \pi \) for task \( \Pi \) under the budget of \( b \) and solution utility of \( \alpha \), there exists an optimal plan \( \bar{\pi} \) for \( \bar{\Pi} \) with the same budget \( b \) and solution utility of \( \alpha \). Let plan \( \pi = (\alpha_1, \alpha_2, \ldots, \alpha_n) \) be an optimal solution for task \( \Pi \) such that applicable at \( s_0 \), with \( u(s_0[\pi]) = \alpha \) and \( c(\pi) = b \). By Lemma 3 we can replace each action \( \alpha_i \in \pi \) with the equivalent actions sequence \( \bar{\alpha}_i \), and get an equivalent plan \( \bar{\pi} = (\bar{\alpha}_1, \bar{\alpha}_2, \ldots, \bar{\alpha}_n) \) in \( \bar{\Pi} \), where,

- for any action \( \alpha_i \in \pi \) in the original plan and the equivalent action sequence \( \bar{\alpha}_i \in \bar{\pi} \) in \( \bar{\Pi} \) holds that \( c(\alpha_i) = c(\bar{\alpha}_i) \), hence by accumulating all actions costs in \( \pi \) and accordingly action sequence cost in \( \bar{\pi} \) we get \( c(\bar{\pi}) = c(\pi) = b \).
- \( \bar{\pi} \) is applicable at \( \psi(s_0) \) and ends with state \( \bar{s} = \psi(s_0[\pi]) \) such that \( u(\bar{s}) = u(s_0[\pi]) = \alpha \).

Now we will show that there is no other plan \( \bar{\pi} \) for \( \bar{\Pi} \) that achieves utility beyond \( \alpha \). By Lemma 2 and Lemma 4 optimal plan for \( \pi \) will be reached only after completion of full sequences (or not at all) from \( \{\bar{x}_\alpha \mid o \in O\} \), i.e. optimal plan couldn’t be reached in the middle of any sequence \( \bar{x}_\alpha \mid o \in O \). Furthermore, by Lemma 3 for each sequence \( \bar{x}_\alpha \), there is a mapping to \( o \in O \).

Now let assume to the contrary that there is a plan \( \bar{\pi}' = (\bar{\pi}_1, \bar{\pi}_2, \ldots, \bar{\pi}_n) \) for \( \bar{\Pi} \) such that achieves utility \( \beta \) and \( \beta > \alpha \). By Lemma 2, Lemma 3 and Lemma 4 from the optimal plan there is a mapping to a plan in the original task \( \Pi \) that achieves the same utility, \( \beta \), under the same budget. The mapping for \( \bar{\pi}' \) is \( \bar{\pi}' = (\bar{\alpha}_1, \bar{\alpha}_2, \ldots, \bar{\alpha}_n) \) with \( u(s_0[\pi']) = \beta \). This, however contradicting the optimality of \( \pi \) for \( \Pi \).

(2) The proof of the other direction is rather similar. We show that, for an optimal plan \( \bar{\pi} \) for the compiled task \( \Pi \) under the budget of \( b \) and solution utility of \( \alpha \), there exists an optimal plan \( \pi \) for \( \Pi \) with the same budget \( b \) and solution utility of \( \alpha \). Let \( \bar{\pi} \) be an optimal plan for the compiled task \( \Pi \), then by Lemma 2 and Lemma 4 this optimal plan is made of full and separated sequences from \( \{\bar{x}_\alpha \mid o \in O\} \), i.e. it is of the from, \( \bar{\pi} = (\bar{\pi}_1, \bar{\pi}_2, \ldots, \bar{\pi}_n) \). By Lemma 3 (and step (1)) we can map \( \bar{\pi} \) to an equivalent solution \( \pi = (\alpha_1, \alpha_2, \ldots, \alpha_n) \) in the original task \( \Pi \) such that achieves the same utility \( \alpha \) under the same budget \( b \). Now let assume to the contrary that there is a plan \( \bar{\pi}' = (\bar{\alpha}_1, \bar{\alpha}_2, \ldots, \bar{\alpha}_n) \) for the original task \( \Pi \) such that achieves utility \( \beta \) and \( \beta > \alpha \). By Lemma 2, Lemma 3 and Lemma 4 there is a mapping from the optimal plan \( \pi \) in the original task to a plan \( \bar{\pi}' \) in the compiled task \( \Pi \) that achieves the same utility, \( \beta \), under the same budget. The mapping for \( \bar{\pi}' \) is \( \bar{\pi}' = (\bar{\pi}_1, \bar{\pi}_2, \ldots, \bar{\pi}_n) \) with \( u(s_0[\pi']) = \beta \). This, however contradicting the optimality of \( \pi \) for \( \Pi \).

**Recognition of Real-Time Tactical Decisions**

To address real-world scenarios where the polarity of an action can be detected only with interaction with the environment we have incorporated unit effect action split into the pre-processing phase of the selective action split. The unit-effect action split can be activated just for a subset of action that fit some structural criteria.

In order to obtain the optimal split decision criteria we should examine the structure of the affected domains and
Selective-Action-Split (Π = (V, s₀, u; O, c, b))
mutex-Inference(Π)
O_new = ∅;
for each o ∈ O;
  // explicit net utility (for all known preconditions)
  ENU := \sum_{v \in V} u([\text{eff}(o)[v]]) - u([\text{pre}(o)[v]])
  MSS := \text{min-split-set}(o)
  O_new := O_new \cup \text{marked-or-splitted}(\text{MSS}, \text{ENU})
min-split-set(o)
  return \{v \mid v \in V(\text{eff}(o) \setminus \text{pre}(o)), \text{refined-domain}(v) \neq \emptyset\}
refined-domain(v, o)
  // remove variables without utility variance
  // remove facts that are mutex with known preconditions
  return \{d \mid d \in dom(v), u((v/d)) \neq u([\text{eff}(o)[v]]), (v/d) \notin \text{mutex-group}(\text{V}(\text{pre}(o)))\}
marked-or-split(\text{MSS}, \text{ENU})
  // max/min floating net utility (for all unknown preconditions)
  MAXFNU := \sum_{v \in \text{MSS}} u([\text{eff}(o)[v]]) - \max_{v \in \text{dom}(v)} u((v/d))
  MINFNU := \sum_{v \in \text{MSS}} u([\text{eff}(o)[v]]) - \min_{v \in \text{dom}(v)} u((v/d))
if MAXFNU + ENU \leq 0;
  return o-neg // mark without split
if MINFNU + ENU > 0;
  return o-pos // mark without split
\(\text{o-classifier}(\text{MSS}, \text{ENU})\)
any binary multivariate classification algorithm into two groups:
1) net positive actions, and
2) not net positive actions

Figure 4: Selective-Action-Split translation procedure

actions to obtain the structure related criteria to activate unit-effect split. Since there is a trade off between the increase in task size obtain with each approach to split, we compare the expected increase in the size of the task obtained with each approach and set the critical value for the decision with relation to the increase in size task caused by each split method. This comparison is easily obtained during the pre-processing phase in the selective action split procedure, or in the translation of PDDL representation to SAS+ representation.

The pre-processing procedure to refine value-ambiguity, incorporating the unit effect split with the selective action split, is as follows;
1. Perform a mutex inference to complete precondition list as much as possible (with standard Fast Downward mechanism) to reduce the computational effort.
2. Calculate the explicit net utility (ENU)
   a. Actions that carry negative or zero net utility for all their instances in the normal form can remain in their compact encoding.
   b. Actions that are pure positive, such that carry positive net utility for all their instances in the normal form can be marked as goal actions and remain in their compact encoding as well
3. Reduce remained variables with min-split-set
   a. Variables with no utility variance (regardless the numerical utility value) are removed since [b.] they have no net utility contribution
   c. Perform mutex inference of unknown preconditions with revealed precondition facts; remove if found.
4. If redundant preconditions left (net utility signum have not determined);
   a. Calculate the maximal and the minimal floating net utility (MAXFNU, MINFNU)
   b. If utility signum remains positive borders; mark positive action.
   c. Else, classify with binary-multivariate-classifier. To split such actions, we first calculate the total net utility of variables with a known precondition. Suppose we got a value of x. Next step, just for variables with an unrestricted precondition, we divide to 2 groups, the positive group with higher total sum than –x and a positive group with lower (or equal) total sum than –x. This split can be done with any method of binary multivariate classification.

In other words, we may recognize positive net actions offline, and perform a normal form encoding (or transition normal form encoding) only for actions that are ambiguous with regard to their net utility signum. Considering the structure of the precondition list of an action we define three versions of the selective action split for online analysis of net utility polarity as follows.

\(S_{\text{base}}\) - selective action split without unit effect split.
\(S_{\text{blind}}\) - unit effect action split is defined to be activated for each action which is determined as candidate to split into net positive and not net positive instances.
\(S_{\text{preTotal}}\) - a unit-effect action split defined to be activated if the expected number of split actions is bigger than the total number of the preconditions of actions that expected to split with the selective action split.

**Empirical Evaluation**

As OSP still lacks a standard suite of benchmarks for comparative evaluation, we have cast in this role the STRIPS classical planning tasks from the International Planning Competitions (IPC) 1998-2006. This “translation” to OSP was done by associating a separate variable (0,1 and 2) with each fact in the corresponding classical IPC task. Note, the selective action split manages to determine the net utility of actions perfectly, without split, in most of the domains and tasks. Having said that, we expect no change in the performance in domains that action split appeared to be unnecessary. As expected the performance in most of the domains remained similar. To have a closer look on task on which the unit-effect split is targeted we have to refine the data in order to capture the insights behind the data. We now describe the results for each of these action split methods.

Tables[1] compare the expanded nodes, total time and total number of problems solved by the improving approach
Table 1: Performance of the selective action split baseline $S_{base}$ version vs. $S_{blind}$ version, with 25% budgets relative to $c^\ast$.

Table 2: Relative change in the number of expanded nodes with activation of $S_{blind}$ version of the selective action split relative to the baseline $S_{base}$ version across all budgets with a 10% threshold.

Table 2 provides a better look on the machinery of unit-effect split and actions structure. This table shows the relative change in terms of expanded nodes due to the activation of $S_{blind}$. We set a threshold of 10% to filter domains that had significant relative change. Iterative evaluation of significant level of relative change will allow us to learn properties of optimal split and a properties based, critical decision criteria for the choice of a unit-effect action split method. The results in red bold font represent a relative decrease in the number of expanded nodes due to activation of the unit-effect split and the results in bold black font represent a relative increase in the number of expanded nodes. As Table 2 shows, with activation of $S_{preTotal}$ unit-effect split, the performance improvement in storage and trucks domains, remained while, additionally the retreat in performance of rovers and satellite domains that observed in previous experiment, with $S_{blind}$ selective action split was fixed.

**Conclusion and Future Work**

While the initial reason to split actions is to define the net utility of an action, there is a secondary effect that we must take in account when we split actions. Recall, we split actions when they have few instances with different net utility signs. Suppose an action $o$ appears in a landmark $L$. Then standard landmark backchaining techniques will allow us to discover more landmarks back from $L$. However, if we know that $o$ must yield positive net utility in $L$, by splitting we gain more information about the state which must hold when $o$ is applied, therefore yielding more informative landmarks. For future work, we will extend the experiments to more complex domains and utility settings and analyze the structure properties of split actions with an objective to obtain optimal criteria for unit-effect action split. Here we evaluated two versions of unit-effect split in which the decision to activated the unit split is per-task bulk decision. In future work we will implement a machinery of per-action unit split decision which will allow for a better insights and exploitation of action properties in choosing optimal split method.
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