Comparison J48 And Naïve Bayes Methods in Educational Analysis
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Abstract. In the present, data mining can be applied in various fields. One of them is the field of education. By applying data mining in the field of education, education providers can make an analysis of students in their schools. Schools can predict student achievement, make assessments of students more thoroughly, and can also predict students' interests and talents. This study will discuss the prediction of student learning habits and the prediction of student achievement in order to find out the right steps to take afterwards. In this study, two (2) classification algorithms were used, namely J48 and NaïveBayes. This is done to find the best results from each algorithm.

1. Introduction

In this era, all fields are required to carry out analysis and predictions quickly and accurately. One of these fields is the field of education. Improving the quality of education is one of the aspects most concerned by many parties because it has an important role in future progress [1]. To get the best analysis, data mining techniques are used. Data mining is an analytical technique that is used to be able to dig deeper into raw data [2] [3]. Educational Data Mining (EDM) is a scientific discipline that uses data mining techniques in education [4]. EDM in education is very helpful in the process of predicting student achievement, assessing students more thoroughly, predicting student interests and talents, and various other analyzes [5] [6] [7]. Data mining is widely used because it is very helpful in examining data using a variety of different approaches and having their own characteristics. Data mining is also used to simplify data into functional information. Data mining methods that are widely used in EDM are k-nearest neighbors, decision tree, neural network, naïve Bayes, and so on [8] [9]. To be able to perform analysis, many open-source tools can be used to implement data mining. These tools include WEKA. These tools are designed to be able to carry out data investigations and get patterns or structures that can be useful in the future [10].

In previous research, many have conducted studies on data mining with the main objective of predicting student achievement. In research [11], the k-nearest algorithm has the most effective role in classification accuracy. In research [12], there was a study on the prediction of student performance in school and used several parameters such as attendance and assignment value. This study uses the Naïve Bayes algorithm and produces the highest accuracy compared to other classification algorithms. Then, in research [13], the Decision Tree and Neural Network methods were referenced to predict student achievement because they had high accuracy scores. In research [14], a study of student performance was assessed using the Decision Tree method. As a result, this model can only produce an accuracy value of 60%. In research [15], there was a study on measuring student achievement using the Decision Tree and Neural Network methods. As a result, this study shows the effectiveness of applying the method in EDM is higher. In research [16], a study on relative research to analyze several
Decision Tree methods and their effect on educational datasets was carried out. The results show that regression analysis and classification methods are the best combination because they have a high level of compatibility to produce better results.

2. Methodology

2.1 Dataset Description

In this study, this dataset was taken from the learning management system (LMS) of a private university in Jakarta, Indonesia. The dataset consists of 340 data rows and 10 attributes. The 10 attributes used consisted of three categories, namely:

a) Demographics, namely the attributes of gender, citizenship and domicile;
b) Education, namely GPA when entering university, last GPA at university, semester, and major;
c) Habits, namely filling out parental surveys, habit of opening material, and habits of answering forums;

2.2 Classification Techniques Classification

Classification is a technique in data mining that is widely used because it is quite simple. There are two stages in the classification technique, namely developing a model for training and evaluating the model using training data. Classification also has many methods, for example statistical algorithms, correlation analysis, regression analysis, Bayesian models, distance-based algorithms, simple approach, k-nearest neighbors, decision tree, neural network, and rule-based algorithms. In this study, the methods used are Bayesian model, decision tree, and neural network.

a) Bayesian model is a method that uses the technique of applying probability to the data or it is also called the frequentist technique. Calculations using this method yield a direct value to the hypothesized probability.

b) Decision Tree is a method which has a construction condition like a tree. To be able to use this method, two (2) steps are needed, namely building a Decision Tree and then implementing it into the database.

3. Result and Discussion

After processing data on two (2) different algorithms in classification methods (J48 and NaïveBayes), each of which has its own characteristics. In this study, the focused values are CC (Correctly Classified Instances), IC (Incorrectly Classified Instances), Precision, Recall, and F-Measure values.

3.1 J48 or ID3 algorithm

Algorithm J48 is a development of the ID3 algorithm which is a conventional algorithm. This algorithm can classify numeric and discrete data using the Decision Tree method. By using this algorithm, the Correctly Classified Instances value is 71.17% and the accuracy or F-Measure is 73.6%.

Figure 1. Result of Processing Algorithm J48 or ID3
3.2 Naïve Bayes algorithm

The Naïve Bayes Algorithm is an algorithm in the classification method. This algorithm uses probability and statistical calculations. By using this algorithm, we get the Correctly Classified Instances value of 81.17% and accuracy or F-Measure 73.8%.

![Figure 2. Results of the Naive Bayes Algorithm Processing](image)

3.6 Performance Result

The results from processing the data with these five (5) different algorithms are as follows.

| Criteria     | NaiveBayes | ID3 |
|--------------|------------|-----|
| Accuracy / F-Measure (%) | 73.8 | 73.6 |
| CC           | 276        | 242 |
| IC           | 64         | 80  |
| Recall       | 81.2       | 75.2 |
| Precision    | 75.6       | 72.4 |

It can be seen that the five algorithms have a good accuracy rate (more than 70%). The highest accuracy value is found in the NaïveBayes algorithm (73.8%), then ID3 (73.6%). Meanwhile, for CC or Correctly Classified Instances, the highest value is also found in the NaïveBayes algorithm (276 data), then ID3 (242 data). Overall, based on the table above, the Naïve Bayes algorithm has the highest accuracy value based on F-Measure, Recall, and Precision compared to other algorithms. The image below is a graphical representation of the accuracy values (based on the F-Measure value) of the five algorithms.

![Figure 3. Representation Accuracy](image)
4. Conclusion

In the world of education, data mining is needed to perform predictive analysis of student datasets. One of the information or knowledge that can be generated from data mining techniques is the prediction of student performance and achievement, which will then be used to decide the next steps for these students. In this study, the dataset used is data taken from a university's learning management system (LMS). This dataset has 340 data rows and 10 attributes. For processing, two (2) classification algorithms are used, namely J48 and NaïveBayes. These two algorithms have different characteristics. As a result, the two algorithms show good accuracy (> 70%). However, the Naïve Bayes algorithm has the highest accuracy value (based on F-Measure, Recall, and Precision) and the highest Correctly Classified Instances value compared to other algorithms. For further research, so that more data lines are used and also tried using other data mining techniques.
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