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Abstract

Forecasting tasks surrounding the dynamics of low-level human behavior are of significance to multiple research domains. In such settings, methods for explaining specific forecasts can enable domain experts to gain insights into the predictive relationships between behaviors. In this work, we introduce and address the following question: given a probabilistic forecasting model how can we identify observed windows that the model considers salient when making its forecasts? We build upon a general definition of information-theoretic saliency grounded in human perception and extend it to forecasting settings by leveraging a crucial attribute of the domain: a single observation can result in multiple valid futures. We propose to express the saliency of an observed window in terms of the differential entropy of the resulting predicted future distribution. In contrast to existing methods that either require explicit training of the saliency mechanism or access to the internal states of the forecasting model, we obtain a closed-form solution for the saliency map for commonly used density functions in probabilistic forecasting. We empirically demonstrate how our framework can recover salient observed windows from head pose features for the sample task of speaking-turn forecasting using a synthesized conversation dataset.

1 Introduction

The existence of multiple valid futures for a given observed sequence is a crucial attribute of several forecasting tasks, especially surrounding the dynamics of low-level human behavior. These tasks include the forecasting of trajectories of pedestrians [1–5], vehicles [6–9], and autonomous robots [10, 11], or other more general nonverbal cues of humans [12–16] and artificial virtual agents [17] in group conversation settings. Consequently, rather than making point predictions, several machine learning methods in these settings have attempted to forecast a distribution over plausible futures [5, 12]. In this work, we introduce and address a specific research question towards gaining domain-relevant insights into such forecasts: how can we identify preceding observed sequences that are salient for a given model towards making probabilistic forecasts over a particular future window?

Similar questions have been recently posed for models making point forecasts across various application domains [18–20]. The broader goal here has been on designing architectures that learn to produce forecasts that are not only accurate, but also interpretable. However, in what Lipton [21] terms The Mythos of Interpretability, the notion of what renders these models interpretable largely has non-overlapping motivations and attributes across different works. Examples of these notions of
Table 1: Classes of Explanatory Question and the Reasoning Required to Answer. Reproduced from Miller [25, Table 3]

| Question | Reasoning       | Description                                                                 |
|----------|-----------------|------------------------------------------------------------------------------|
| What?    | Associative     | Reason about which unobserved events could have occurred given the observed events |
| How?     | Interventionist | Simulate a change in the situation to see if the event still happens          |
| Why?     | Counterfactual  | Simulating alternative causes to see whether the event still happens           |

interpretability\(^1\) and the associated approaches for forecasting tasks include: (i) injecting a suitable inductive bias into the model through a set of basis functions and identifying how they combine to produce an output [18] (an approach that has recently been applied to the probabilistic setting as well [23]); (ii) employing a self-attention mechanism to learn temporal patterns while attending to a common set of features [19]; and (iii) applying the notion of saliency maps from computer vision [24] to time-series data as a measure of how much each feature contributes to the final forecast [20]. Irrespective of the notion of interpretability, these methodologies are underpinned by two common attributes: (a) the interpretability mechanism needs explicit training as part of the model architecture, and (b) what constitutes a good explanation is subject to the biases, intuition, or the visual assessment of the human observer [25, 26]; a phenomenon we refer to as the interpretation lying in the eye of the beholder. This is especially true for when saliency maps have been used as tools for post-hoc explanations in computer vision: the computed map may not measure the intended saliency, and even be independent of both the model and data generating process Adebayo et al. [26]. Indeed, things are further confounded by the lack of a common notion of saliency. As Barredo Arrieta et al. point out, “there is absolutely no consistency behind what is known as saliency maps, salient masks, heatmaps, neuron activations, attribution, and other approaches alike” [22, Sec. 5.3].

1.1 Revisiting Explanations, and Drawbacks of Existing Methods

Against the backdrop of this research landscape, we begin by revisiting the question: what constitutes an explanation? Miller [25] recently turned to the vast body of research in philosophy, psychology, and cognitive science on the topic and highlighted the importance of causality in explanation. Specifically, in Table 1 we reproduce the simple categorization of explanatory questions he proposed based on Pearl and Mackenzie’s *Ladder of Causation* [27]. Within this categorization, Miller argues that the why-questions are the most challenging, because they use the most sophisticated reasoning and are contrastive in nature.

Most of the existing interpretability approaches (involving injecting inductive biases [18, 23] and attention-based mechanisms [19]) can be considered to be associative within Miller’s categorization, since they reason about the (unobserved) importance of input features conditioned on one realization of the future prediction (the event). On the surface, the perturbation-based saliency methods for interpretable forecasting can be considered to be counterfactual in approach: Pan et al. [20] learn a saliency mask that perturbs different parts of the input (simulating alternative ‘causes’) in a way that minimizes an error metric between the corresponding prediction and ground-truth future (the ‘event’). So while saliency-based approaches can be promising in answering such why-questions, we identify several concerns in applying such an approach directly for causal reasoning: (i) the alternative ‘causes’ generated by noisy perturbations to parts the input may not correspond to valid real behaviors; (ii) the notion of saliency in terms of minimizing an error metric is an arbitrary choice, and requires the ground-truth future for optimizing the saliency mask for a specific instance; (iii) the saliency map identifies instance-specific attributes rather than aggregating temporal patterns across all instances; and (iv) the map needs to be explicitly trained (for every instance in the case of [20]).

\(^1\)Barredo Arrieta et al. [22] argue for the importance of distinguishing between interpretability and explainability as different concepts, the latter denoting any active action or procedure taken by a model with the intent of clarifying or detailing its internal functions. From this perspective, what the cited works term interpretability is closer to the notion of explainability. Also see [22] for an overview of taxonomies of explainability approaches beyond time-series forecasting.
1.2 Our Approach: Building upon a Unifying Framework of Bottom-Up Saliency

In this work, our central idea for temporal saliency in forecasting settings is as follows: the saliency of a preceding observed window is related to the uncertainty over the future window of interest resulting from its observation. Our framework addresses all the aforementioned concerns we identified with saliency-based approaches in forecasting as follows: (i) the alternate ‘causes’ in our framework pertain to real preceding windows of actual observed behavior; (ii) our information-theoretic perspective builds upon a fundamental definition of saliency grounded in bottom-up preattentive human perception [28, 29], and can be used to compute saliency for unseen test data where the ground-truth future is unavailable; (iii) we utilize a distribution over the futures that the model believes could have occurred over a future window rather than the single future that did occur: what a model considers plausible for a single forecast encapsulates the temporal patterns of behavior it has learned from the entire dataset; and (iv) we derive a closed-form expression for the saliency map that can be applied to any model that outputs a probability distribution for its forecasts without additional training or optimization.

It is reasonable to assume that a model that accurately estimates a distribution over plausible futures for an input has captured structural predictive dependencies between features in the data. Our long-term goal is to enable causal insights using such forecasts. However, the current state of explainable artificial intelligence is characterized by a lack of consensus over whether explanations are truly meaningful for real-world applications. Within this research landscape, rather than directly discovering the behavioral causes of a forecast, we view the present work as part of a prudent two-step methodology that incorporates a domain-expert in the loop. First, our proposed framework here can be used to identify windows salient towards a model’s forecasts as candidate causes. Second, these candidate causes can be presented to the domain-expert for subsequent dedicated analysis to investigate whether the salient relationships between the behaviors within the observed and future windows are truly causal.

The rest of this paper is organized as follows: in Section 2 we establish the general framework of bottom-up preattentive saliency which we build upon. In Section 3 we formalize our proposed framework for temporal saliency in forecasting settings, and demonstrate its empirical working in Section 4. We review related literature in Section 5 and conclude with a discussion in Section 6.

2 Background: Information Theoretic Preattentive Saliency in Images

Loog [28] developed a general closed-form expression for saliency using a surprisal-based operational definition of bottom-up attention from the field of computational visual perception. Let $L : \mathbb{R}^n \rightarrow \mathbb{R}^d$ be a general $n$-dimensional $d$-valued image. A continuously differentiable feature mapping $\phi : \mathbb{R}^n \rightarrow \mathbb{R}^N$ relates every image location $x \in \mathbb{R}^n$ from $L$ to $N$ features. Further, let $p_X$ denote the probability density function over image locations $x$ and $p_\phi$ denote the probability density function over all feature vectors $\phi(x)$. The distribution $p_X$ captures any prior knowledge that would make one location more salient than another. In the absence of such prior knowledge, $p_X$ is typically chosen to be uniform.

The saliency $S(x)$ of a location $x$ is then defined in terms of the amount of information—or surprise—of its associated feature vector $\phi(x)$ relative to the other feature vectors extracted from the same image. The intuition is that the larger the information content of a certain combination of features, $-\log p_\phi(\phi(x))$, the more salient the location $x$:

$$S(x) > S(x') \iff -\log p_\phi(\phi(x)) > -\log p_\phi(\phi(x')).$$ (1)

This general definition unifies seemingly different definitions of saliency encountered in the literature. It relates to salient observations being considered unexpected, rare, or surprising [30–33]. It also incorporates the notion of saliency considered in decision-theoretic settings [33, 34], where bottom-up saliency increases with an increase in the information associated with feature vectors [35, 36].

Contrary to approaches that determine saliency maps through an explicit data-driven density estimation [24, 33, 36–45], a closed form expression for saliency can be given once the feature mapping $\phi$ is fixed. When $\phi$ is continuously differentiable, the information content $-\log p_\phi$ on $\phi(\mathbb{R}^n) \subseteq \mathbb{R}^N$ over all image features can be obtained from $\log p_X$ through a simple change of variables [46] from $x$ to $\phi(x)$. The amount of information for the feature vector $\phi(x)$ at every location $x$, and thereby the
saliency $S(x)$, is then given by the expression:

$$- \log p_\phi(\phi(x)) = - \log \frac{p_X(x)}{\sqrt{\det(J_\phi^t(x)J_\phi(x))}}$$

where $J_\phi : \mathbb{R}^n \rightarrow \mathbb{R}^{N \times n}$ denotes the Jacobian matrix of $\phi$, and $^t$ indicates matrix transposition.

A crucial implication of this result is that the computation of saliency can be performed based on purely local measurements and without the need to refer to previously observed data or any explicit density estimate of these. Following Equation 3, Loog simplifies the definition of the saliency map to

$$S(x) := \det(J_\phi^t(x)J_\phi(x)),$$

given that a monotonic transformation of the saliency map does not essentially alter the map.

## 3 Closed-Form Temporal Saliency for Social Behavior Forecasting

### 3.1 Setup and Notation

Following the notation from the formulation of the task of Social Cue Forecasting (SCF) [12], let $t_{\text{obs}} := [t_1, t_2, \ldots, t_O]$ denote a window of consecutively increasing observed timesteps, and $t_{\text{fut}} := [f_1, f_2, \ldots, f_T]$ denote an unobserved future time window, with $f_1 > t_O$. Note that $t_{\text{fut}}$ and $t_{\text{obs}}$ can be of different lengths, and $t_{\text{fut}}$ need not immediately follow $t_{\text{obs}}$. Given a set of $n$ interacting participants, let us denote their behavioral cues over $t_{\text{obs}}$ and $t_{\text{fut}}$ respectively as $X := \{b_i \mid t \in t_{\text{obs}}\}_{i=1}^n$ and $Y := \{b_i \mid t \in t_{\text{fut}}\}_{i=1}^n$. The vector $b_i$ encapsulates the multimodal cues of interest from participant $i$ at time $t$, such as head and body pose, facial expressions, gestures, etc. The task of SCF is to forecast a distribution over possible future behavioral cues for a given observed sequence $X$ of the same cues, denoted by the probability density function $p_{Y \mid X}$. Here $Y$ and $X$ denote the multivariate random variables associated with the future and observed sequences respectively. While the original formulation of SCF dealt with conversation settings, it is general enough to also apply to other social settings such as pedestrian trajectory forecasting, where the social cue is simply the location of an individual. In the rest of this work, for simplicity we denote the feature array at an individual timestep $t$ in $t_{\text{obs}}$ and $t_{\text{fut}}$ as $X_t$ and $Y_t$ respectively, even though they correspond to the same behavioral cues. The focus of this work is to compute the saliency $S(t_{\text{obs}})$ of an observed $t_{\text{obs}}$ towards the future occurring over a fixed choice of $t_{\text{fut}}$.

### 3.2 Defining $\phi$ in Terms of the Uncertainty over the Future Window $t_{\text{fut}}$

The closed-form expression for information-based spatial saliency in Equation 3 makes it explicit that the choice of the feature mapping $\phi$ determines the actual form of the saliency map. To extend the saliency framework to forecasting settings, we begin with the following intuition: the saliency of an observed window $t_{\text{obs}}$ is directly related to how certain or uncertain it makes the resulting future over $t_{\text{fut}}$. This idea is related to the notion of surprisal; an observation that changes the certainty of the future is surprising, and thereby salient. We formalize this intuition by mapping the window $t_{\text{obs}}$ to the differential entropy of the predicted future distribution over $t_{\text{fut}}$, conditioned on the observed features $X$. That is, we define $\phi : t_{\text{obs}} \mapsto h(Y \mid X = X)$, where the conditional differential entropy of $Y$ given $\{X = X\}$ is defined as

$$h(Y \mid X = X) := - \int p_{Y \mid X}(Y \mid X) \log p_{Y \mid X}(Y \mid X) \, dY.$$

Following Equation 5, our framework for computing the saliency map is as follows. First we identify a specific $t_{\text{fut}}$ of interest. This could correspond to a semantic event of forecasting interest into which a domain-expert seeks to get some insight, such as a speaking-turn change [47, 48], an interaction termination [49, 50], or a synchronous behavior event [51]. Looking back in time before $t_{\text{fut}}$, we then compute $h(Y \mid X = X)$ for different observed behaviors $X$ corresponding to different locations of a sliding $t_{\text{obs}}$ within a look-back period determined to be reasonable for the specific application. The computed differential entropy values are then inserted into Equation 4 to obtain the saliency of
Another common approach for inferring the future density function is the use of probabilistic decoding. Typically, this density is modeled as a multivariate Gaussian distribution \[ 12, 53–55\]. When the decoding of the future is non-autoregressive, the parameters of the distributions for all \( t \in T_{\text{fut}} \) are estimated in parallel. In these cases, the differential entropy possesses certain favorable properties that make it a suitable choice as \( \phi \) for computing the saliency map in forecasting settings. To begin, the scale of the forecast density does not affect the resulting saliency map [see 52, Theorem 8.6.4]:

\[
h(aY) = h(Y) + \log |a|, \text{ for } a \neq 0, \text{ and } \tag{6}
h(AY) = h(Y) + \log |\det(A)|, \text{ when } A \text{ is a square matrix}. \tag{7}
\]

That is, scaling the distribution changes the differential entropy by only a constant factor. So the saliency map resulting from inserting the entropy into Equation 4 remains unaffected since the Jacobian term only depends on the relative change in entropy across different choices of \( t_{\text{obs}} \). Similarly, translating the predicted density leaves the saliency map unaffected [see 52, Theorem 8.6.3]:

\[
h(Y+c) = h(Y). \tag{8}
\]

### 3.3 Computing \( h(Y|X = X) \)

To compute the differential entropy of the future distribution, we need the density function \( p_{Y|X} \). Typically, this density is modeled as a multivariate Gaussian distribution [12, 53–55]. When the decoding of the future is non-autoregressive, the parameters of the distributions for all \( t \in T_{\text{fut}} \) are estimated in parallel. In these cases, the differential entropy has a closed-form expression. Assuming a \( d \)-dimensional predicted Gaussian distribution with mean \( \mu \) and covariance matrix \( K \), the expression for the entropy of a multivariate Gaussian distribution is given by [see 52, Theorem 8.4.1]

\[
h(Y|X = X) = h(\mathcal{N}_d(\mu, K)) = \frac{1}{2} \log[(2\pi e)^d \det(K)]. \tag{9}
\]

When \( K \) is diagonal, so that the predicted distribution is factorized over participants and features, we can simply sum the \log of the individual variances to obtain the feature mapping \( \phi \). Note that from Equation 9, for a multivariate Gaussian distribution, the differential entropy only depends on the covariance, or the \emph{spread} of the distribution, aligning with the notion of differential entropy as a measure of total uncertainty. (See [52, Tab. 17.1; 56] for closed-form expressions for a large number of commonly employed probability density functions.)

Another common approach for inferring the future density function is the use of probabilistic autoregressive decoders [1, 12, 54, 57]. Here, one possible decoding approach [1, 57] involves taking a specific sample \( \hat{Y}_t \) from the density predicted at each \( t \in T_{\text{fut}} \), and passing it back as input to the decoder for the estimation of the density at timestep \( t + 1 \). Therefore, the density at \( t + 1 \) depends on the randomness introduced in sampling \( \hat{Y}_t \). This yields an arbitrarily complex form for the joint distribution \( p_{Y_{\text{fut}}|X} \) over all \( t \in T_{\text{fut}} \). Figure 1 illustrates the concept for two timesteps. Here, a single forecast would only output the shaded red distribution for \( Y_2 \). This precludes the direct computation of \( h(Y_1, Y_2) \) that requires the full joint distribution \( p_{Y_1, Y_2} \). In such cases, we have two broad options: using a simplifying assumption to retain computational simplicity, or approximating the differential entropy by sampling.

The simpler option is to redefine our feature-mapping as \( \phi : t_{\text{obs}} \mapsto \sum_{t \in T_{\text{fut}}} h(Y_t|\hat{Y}_{<t}, X) \), i.e. we sum the differential entropy of the individual densities estimated at each timestep as an approximation

---

**Algorithm 1** Temporal Saliency in Probabilistic Forecasting

**Require:** The probability density function \( p_{Y|X} \)

**Input:** A fixed \( T_{\text{fut}} \) of interest, a sequence of \( m \) preceding observed windows \( O = [t_{\text{obs}}^1, \ldots, t_{\text{obs}}^m] \), and the behavioral features \( X^j \) for every \( t_{\text{obs}}^j \)

**Output:** The saliency map \( S(O) \) over the observed windows

1. **for each** \( t_{\text{obs}}^j \in O \) **do**
2. Compute the feature mapping \( \phi(t_{\text{obs}}^j) \leftarrow h(Y|X = X^j) \)
3. **end for**
4. Compute the saliency map \( S(t_{\text{obs}}) \leftarrow \det(J_{\phi}(t_{\text{obs}})J_{\phi}(t_{\text{obs}})) \)

---
of the total uncertainty over the predicted sequence. Note that following the chain rule for differential entropy (see [52, Eq. 8.62]), the joint entropy can indeed be written as the sum of individual conditionals. However, in general,

$$h(Y|X = X) = \sum_{t \in t_{\text{fut}}} h(Y_t|Y_{<t}, X) \neq \sum_{t \in t_{\text{fut}}} h(Y_t|\hat{Y}_{<t}, X).$$

(10)

Figure 1: Illustrating predicted densities under the greedy autoregressive decoding approach for two timesteps. For simplicity, we depict a joint Gaussian distribution and omit the conditioning on $X$ everywhere.

Employing this approximation (of summing the entropies across all timesteps) relies on the observation that for autoregressive decoding, the parameters of the predicted distribution for $Y_t$ is computed as a deterministic function of the decoder hidden state. That is, $Y_t$ is conditionally independent of $Y_{<t}$ given the hidden state of the decoder $s_t$ at timestep $t$. The underlying assumption is that for a well-trained decoder, $s_t$ encodes all relevant information from other timesteps to infer the distribution of $Y_t$. So at inference, despite being a function of the single sample $\hat{Y}_{t-1}$, the predicted distribution conditioned on $s_t$ provides a reasonable estimate of the the uncertainty in $Y_t$. The benefit of employing this assumption is that when each $Y_t$ is modeled using a density function that has a closed-form expression for differential entropy [52, Tab. 17.1; 56], every item in the sum can be computed analytically, and we obtain a closed-form expression for the saliency map. Apart from a multivariate Gaussian, the other common choice for modeling $Y_t$ is using a Gaussian mixture [1, 57]. While a closed-form expression for the differential entropy of a Gaussian mixture is not known, approximations that approach the true differential entropy can be obtained efficiently [58–60] to directly compute the feature mapping $\phi$.

What if the differential entropy for $Y_t$ does not have an analytical expression or a computationally efficient approximation? In such cases, $h(Y|X = X)$ can be estimated using sampling or other non-parametric approaches [61–64]. While computationally more expensive than parametric methods, such sampling-based methods can provide approximations that converges to the true entropy.

Another practical consideration arises from the fact that we consider different candidate $t_{\text{obs}}$ to evaluate how their observation changes the uncertainty over a fixed $t_{\text{fut}}$. So $t_{\text{fut}}$ need not immediately follow $t_{\text{obs}}$. As Raman et al. [12] point out, a model for forecasting human behavior ought to support such a requirement given that domain experts are often interested in behavioral phenomena that occur after an arbitrary offset [see 12, Sec.5]. In such cases, the typical approach which starts decoding immediately after the end of $t_{\text{obs}}$ would entail discarding the predictions in the gap between $t_{\text{obs}}$ and $t_{\text{fut}}$. This could cascade prediction errors and lead to worse estimates of $p_{Y|X}$. One approach to avoid such errors in practice is for the underlying model to encode the offset $\Delta t = f1 - oT$ as an input and commence decoding at timestep $f1$ [12].

4 Empirical Demonstration Using Synthesized Variance over Futures

The best a well-trained model can do is to predict the true variance over plausible futures given an observation. In this section we use a synthetic dataset of simplified conversation dynamics to demonstrate how our framework empirically retrieves the windows that are salient by construction. Note that the model does not need to have any conception of saliency, and as such our framework doesn’t involve any training using a top-down notion of saliency. The goal is to illustrate how our framework retrieves what would constitute as bottom-up salient to a well-trained forecasting model.

4.1 The Dataset

For illustration, we choose a sample forecasting task that has received extensive domain interest over the last decade: forecasting a turn change in a multiparty conversation [47, 65–70]. We synthesize
a group conversation following established patterns of social behavior. First, the visual focus of attention of listeners is usually the speaker, while the speaker might look at different listeners over the speaking turn [71]. Second, head gestures and gaze patterns are predictive of the next speaker [65, 66, 69, 70]. We implement a simplified version of these dynamics as follows. The speaker rotates towards the geometric center of the formation after acquiring a speaking turn, while the listeners orient towards the speaker. A listener nods their head to indicate a desire to acquire the floor, following which the current speaker rotates to look at the listener and hands over the speaking turn. We represent head pose with quaternions, given their common use in representing human motion and pose [12, 72]. We simulate the turn changes to occur once clockwise and once anticlockwise around the group so that each participant yields the floor once each to the participant on their immediate left and right. We provide the dataset and an animated visualization in the Supplementary material.

4.2 Computing Temporal Saliency

By construction, it is impossible to guess the future with certainty by simply observing the current speaker speaking: there exist two valid examples of the future head behavior in the dataset for such a sequence. Only the commencement of a head-nod by a listener makes the future turn handover certain. Figure 2 illustrates this mechanism. Therefore, the observation of a head-nod is salient towards forecasting a turn change in this dataset. Can our framework identify the head-nod as salient? Let us assume a perfect model. Such a model would predict the true variance over the two valid future quaternion trajectories given a stable speaker turn. This variance vanishes when the future becomes certain as soon as one of the listeners start nodding. We model the future distribution using a Gaussian function for simplicity (setting std. to $10^{-10}$ for the single future), but a more complex distribution that predicts the appropriate change in variance would also work in practice.
We now implement Algorithm 1 as follows. We identify a window where a turn change occurs in the data (frames 183-228) and denote this 45 frame window as the \( t_{\text{fut}} \) of interest. While we manually identify an interesting event for illustration, such a window could also correspond to an interesting prediction by a model. We generate a set of candidate \( t_{\text{obs}} \) by sliding a 30 frame window over a horizon of 100 frames prior to \( t_{\text{fut}} \), with a stride of 1 frame. For every observed \( t_{\text{obs}} \), we fit a Gaussian density to the quaternion and speaking status features of all participants over the futures that can occur during \( t_{\text{fut}} \). We then set the entropy of this Gaussian density as the feature \( \phi \) for the \( t_{\text{obs}} \). We obtain the saliency map using Equation 4, and plot the listener features, entropy, and saliency across timesteps in Figure 3. We observe that our framework attributes higher saliency to the timesteps where the listener first begins the head-nod in frame 138. Once the nod is in motion, the saliency drops as expected since the future is then already certain given the data.

5 Related Work: Explainable Methods for Time-Series Tasks Across Domains

The larger focus of explainability techniques involving time-series data has been on the task of classifying time-series. The goal has been to attribute relevance, to each input feature at a given timestep. Here saliency approaches often overlap with techniques developed for image data, and can be categorized into gradient-based, perturbation-based, and attention-based techniques. The broad approach of gradient-based techniques involves evaluating the gradient of the output class with respect to the input [73]. Several variants of this idea have been proposed [74–78]. The idea behind perturbation-based techniques is to examine how the output changes in response to some perturbation of the input. Here, perturbations can be implemented by either occluding contiguous regions of the input [79, 80]; performing an ablation of the features [81]; or randomly permuting features [82]. Ismail et al. [83] provide a benchmark of a subset of these techniques. Attention-based methods incorporate an attention mechanism into the model that is trained to attribute importance to previous parts of the input towards an output at each timestep. Such techniques have been especially employed for healthcare data, with early methods applying a reverse-time attention [84], and later methods applying the attention to probabilistic state-space representations [85].

Some of these broad ideas have been applied to the regression setting, to make interpretable forecasts of future values of the time-series features (see Section 1). Lim et al. [19] proposed an attention-based architecture that employs recurrent layers for local processing and interpretable self-attention layers for capturing long-term dependencies. Pan et al. [20] recently proposed a computing saliency as a mixup strategy with a learnable mask between series images and their perturbed version. They view saliency in terms of minimizing the mean squared error between the predictions and ground-truths for a particular instance. Focusing on the univariate point-forecasting problem, Oreshkin et al. [18] proposed injecting inductive biases by computing the forecast as a combination of a trend and seasonality model. They argue that this decomposition make the outputs more interpretable.

Developing explainable techniques for the probabilistic forecasting setting remains largely unexplored. Rügamer et al. [23] transform the forecast using an additive predictor using predefined basis functions such as Bernstein polynomials. They relate interpretatibility to the coefficients of these basis functions (a notion similar to that of Oreshkin et al. [18]). Panja et al. [86] embed the classical linear ARIMA model into a non-linear autoregressive neural network for univariate probabilistic forecasting. As before, the explainability here also stems from the ‘white-box’ nature of the linear ARIMA component. Li et al. [87] propose an automatic relevance determination network to identify useful exogenous variables (i.e. variables that can affect the forecast without being a part of the time-series data). To the best of our knowledge, saliency based methods have not yet been considered within this setting.

6 Discussion: Operationalizing Saliency for Forecasting and Implications for Interdisciplinary Research

We have proposed a framework for computing the saliency of observed sequences in probabilistic forecasting tasks, that results in a convenient closed-form expression of the saliency map for commonly used probability density functions to represent forecasts [1, 2, 12, 57]. Rather than defining saliency in a top-down manner as a function of some task-agnostic error metric, we have started from a more fundamental conception of bottom-up, or task-agnostic, saliency. Loog’s [28]’s original
definition pertains to preattentive saliency, which captures what is perceived to be subconsciously informative before conscious (attentive) processing by the brain. Here, a surprising or unexpected observation is salient. For instance, in a large white image with a single black pixel, the black pixel is salient. The direct application of this concept to time-series data would involve identifying surprising task-agnostic temporal events. For instance, imagine viewing a static landscape where a bird suddenly flies in. The entry of the bird into the scene is unexpected, and therefore salient.

When applied to forecasting tasks, however, this idea of surprisal (or unexectedness or informativeness) that saliency represents needs to be tied to the future outcome. The saliency computed by most methods working on point-forecasting tasks deals with which past features are surprising given a specific realization of the future. While not explicitly stated by these works, we argue that this notion of saliency is related to the surprisal in $p_{X|Y}$ for some specific $Y$. We therefore interpret these methods as being associative in nature within Miller’s [25] categorization in Section 1. In contrast, our approach is counterfactual because we examine alternate future outcomes, while conceptualizing saliency more naturally defined in terms of the changes in the uncertainty in $p_{Y|X}$ in response to different realizations of observed sequences. However, rather than corresponding to random occlusions or perturbations of the input, the different realizations of $X$ in our framework correspond to real features (or behaviors) preceding a future, which is more suitable to present to domain experts as candidate causes.

However, are we really capturing the salient predictive relationships in the data? The distribution $p_{Y|X}$ is considered to capture the structural predictive relationships between different features across the entire data. In principle, when it is possible to have access to the true $p_{Y|X}$ as in Section 4, the salient sequences identified by our framework reflect the true predictive relationships between the behaviors contained in $t_{obs}$ and $t_{fut}$. However, estimating this density analytically would entail identifying the multiple futures in the data corresponding to every occurrence of the same observed sequence of features. In practice, subtle variations in behaviors and sensor measurement errors make it infeasible to estimate $p_{Y|X}$ analytically, so a model is trained to learn generalized patterns from the given data. In these cases, our framework identifies the sequences that the model considers salient for its forecasts given the data. Consequently, despite being grounded in a conceptually sound definition of saliency, the measures obtained by our framework may not reflect real-world truths about behavioral patterns. This is especially crucial to consider in the healthcare and human behavior domains to avoid potential prejudices against certain behaviors, or worse, misdiagnoses of affective conditions. We therefore reiterate that the salient sequences retrieved by our framework ought to be treated as candidate causes until subsequently examined along with a domain-expert in the loop.
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