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Abstract

Objectives: To explore spatial patterns of crime in a small northern city, and assess the degree of similarity in these patterns across seasons.

Methods: Calls for police service frequently associated with crime (theft, break and enter, domestic dispute, assault, and neighbor disputes) were acquired for a five year time span (2015–2019) for the city of North Bay, Ontario, Canada (population 50,396). Exploratory data analysis was conducted using descriptive statistics and a kernel density mapping technique. Andresen’s spatial point pattern test (SPPT) was then used to assess the degree of similarity between the seasonal patterns (spring, summer, autumn, winter) for each call type at two different spatial scales (dissemination area and census tract).

Results: Exploratory data analysis of crime concentration at street segments showed that calls are generally more dispersed through the city in the warmer seasons of spring and summer. Kernel density mapping also shows increases in the intensity of hotspots at these times, but little overall change in pattern. The SPPT does find some evidence for seasonal differences in crime pattern across the city as a whole, specifically for thefts and break and enters. These differences are focused on the downtown core, as well as the outlying rural areas of the city.

Conclusions: For the various crime types examined, preliminary analysis, kernel density mapping, and the SPPT found differences in crime pattern consistent with the routine activities theory.
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Introduction

Links between weather and the degree of criminal activity that occurs have long been of interest to researchers and policy makers alike (Cohn, 1990; Linning, 2015). Some authors have also studied the influence of seasonality on the rate and location of crime occurrence by integrating weather data with seasonal confounding factors (e.g. de Melo et al., 2018; Linning et al., 2017). These include cultural variables such as holidays and sporting events which tend to recur at the same time each year (Yiannakoulias & Kielasinka, 2016). Both weather and cultural variables, then, might be expected to contribute to crime’s similarly seasonal nature (Cohn & Rotton, 2000; McDowall et al., 2012).

A number of theories try to explain relationships often observed between crime, weather, and other seasonal variables. One is the temperature aggression theory, which posits that heat makes people uncomfortable, and thus more likely to commit acts of aggression (Brunsdon et al., 2009; Cohn, 1990; Ranson, 2014). This theory is limited, as it only relates to crimes involving aggression, and only considers temperature, though other weather variables may also influence crime (Brunsdon et al., 2009; Linning, 2015).

Many recent studies focus on environmental theories of crime such as the routine activities theory. According to this theory, crime is most likely to occur where a potential offender, a suitable target, and a lack of guardianship
occur at the same time and place (Cohen & Felson, 1979). The times and places in which these circumstances intersect are determined by people’s routine activities, which tend to be consistent in the absence of some external disruption (Brunsdon et al., 2009; Cohn, 1990). School holidays are one example, which change the routine activities of both children and their parents or guardians. Factors like inclement weather can also change people’s willingness to engage in non-essential outdoor activities. Notably, the occurrence of both of these factors is seasonal, so people’s routine activities and the likelihood of crime in certain places should change on a seasonal basis.

Another important theory relating to the spatial distribution of crime is the crime pattern theory (Brunsdon et al., 2009). This theory considers how physical infrastructure shapes people’s movements and causes them to converge at certain times and at specific locations (Brantingham & Brantingham, 1993). At first glance, this theory does not appear to be useful for explaining seasonal patterns of crime. However, infrastructure use appears to change on a seasonal basis in some locations, and may therefore shape seasonal crime rates (Quick et al., 2019).

Clearly, the location of crime might change based on the seasons and other environmental variables. However, several authors have commented that the literature on spatial responses of crime to weather and seasonal variables is limited in comparison to studies focusing on the intensity of crime over time (Brunsdon et al., 2009; Haberman et al., 2018; Linning, 2015). Most spatial studies focus on how crime location changes seasonally rather than under different weather conditions. Some investigate the location of crime in different seasons, without explicitly seeking to assess the similarity of these locations. For example, Ceccato (2005) found evidence to support the hypothesis that crime in Sao Paulo, Brazil, clusters in different locations during different times of year. Szkola et al. (2019) used risk terrain modelling to determine the risk of firearms crime at different times and locations in Baltimore, MD, and found that for most locations, risk varied throughout the year. Other studies do explicitly address similarity in seasonal crime patterns. Andresen and Malleson (2013) sought to determine the degree of similarity in crime patterns occurring between different seasons in Vancouver, BC. They found little similarity between the seasonal patterns of all the crime types they investigated, while another study of Vancouver, conducted with the same technique but at a different scale, found an opposite result (Linning, 2015). Consequently, the question of scale appears to be an important factor for consideration in spatial studies of crime patterns.

Some spatial studies have taken a narrower focus, linking crime seasonality to demographic and economic variables, as well as features of the built environment. Sorg and Taylor (2011) found evidence that the socio-economic status of neighborhoods in Philadelphia was linked to the degree of seasonality evident in their crime patterns. Breetzke and Cohn (2012) found a similar pattern in South Africa. Haberman et al. (2018) found that certain kinds of criminogenic places, particularly high schools and higher educational institutions, demonstrated a seasonal effect on crime activities. More recently, Quick et al. (2019) conducted a similar study and found that parks, restaurants and bars were associated with seasonal changes in crime rates, whereas high schools were not.

Notably, there are few studies of crime patterns, spatial and otherwise, in smaller urban centers (see Table 1). To the best of our knowledge, the smallest study area used in research related to seasonal spatial patterns of crime is the Regional Municipality of Waterloo, Ontario (Quick et al., 2019), with a combined population of approximately 535,000 in 2016. Additionally, there appear to be no such studies for northern urban centers, which experience greater extremes in seasonal temperatures than the previous study areas. The present study aims to address this gap in the literature. Using five years of calls for service data from the city of North Bay, Ontario, we explore seasonal differences in crime patterns based on crime concentration at the street segment level, kernel density mapping, and Andresen’s Spatial Point Pattern Test (SPPT).

### Methods

#### Study area

North Bay is a small city located in northern Ontario, Canada. As a region, northern Ontario is characterized by decreasing population due to outmigration, communities dependent on small businesses focused on resource extraction, and low employment rates (Federal Economic Development Agency for Northern Ontario, 2019).

| Paper                          | Study area                       | Population   |
|-------------------------------|----------------------------------|--------------|
| Andresen and Malleson, (2013) | Vancouver, British Columbia      | 2,000,000    |
| Breetzke and Cohn, (2012)     | Tshwane, South Africa            | 2,200,000    |
| de Melo et al, (2017)         | Campinas, Brazil                 | 1,154,617    |
| Haberman et al, (2018)        | Philadelphia, Pennsylvania       | 1,500,000    |
| Linning, (2015)               | Vancouver, British Columbia; Ottawa, Ontario | 2,313,328  |
| Quick et al, (2019)           | Waterloo, Ontario                | 535,000      |
| Szkola et al., (2019)         | Baltimore, Maryland              | 623,280      |
street segment in the center of the city. The NBPS service were unable to provide an explanation regarding the cause of these anomalies, but did state that they did not represent real-world crime hotspots. As a result, calls at both the police headquarters and on the affected street segment were removed from this analysis, a total of 13,083 calls, representing 8.7% of the original dataset.

All call types chosen for this analysis have a relatively high rate of occurrence, and exclude categories such as “911 call” which may not be related to a crime. Incident counts for the chosen call types are presented in Table 3. We chose not to aggregate the calls into categories such as violent vs. non-violent, as different crime types result from different underlying processes and thus display different patterns, which would be obscured by aggregating them into broader categories (Andresen, 2009; Andresen & Linning, 2012).

Areal units
The SPPT requires the aggregation of crime incidents into polygons, which may be of various spatial scales. According to Weisburd (2015) a very small proportion of locations in a city will account for a very large proportion of its crime incidents. These micro-places and their associated crime hotspots are generally quite small, consisting of a street segment or a building (Bernasco & Block, 2011). Accordingly, small areal units should be best able to capture the spatial patterns of crime, being less likely to obscure the actual locations of crime hotspots, or combine multiple hotspots that are in reality distinct. However, smaller areal units will generally contain fewer crimes, making it difficult to determine statistical significance, and leading to volatility in the results (Malleson et al., 2019). In reality, the most appropriate scale for any study will depend on the research question, the crime type being analyzed, and the underlying processes responsible for the distribution of that crime (Hipp, 2007; Malleson et al., 2019).

In addition to concerns regarding the number of incidents in each polygon, it is important to be aware that any analysis relying on aggregation of incidents to polygons is vulnerable to the modifiable areal unit problem (MAUP) (Gerell, 2017; Ratcliffe & McCullagh, 1999). Both the size of the chosen polygons and the location of their boundaries, which are often arbitrary in nature, can influence the results of analysis. Gerell (2017) found that analyses using smaller polygons generally showed less evidence of the MAUP, as did those performed with administrative boundaries rather than random polygons. Several other authors agree that it is preferable to choose aggregation units which in some way represent the underlying structure and function of the city (Malleson et al., 2019; Vandeviver & Steenbeek, 2018).
Fig. 1 Land cover in North Bay, June 2018. The location of the downtown core is highlighted in yellow.
With this in mind, census polygons rather than a regular grid were chosen for this analysis. These polygons are defined by Statistics Canada based on areas of relatively homogenous socioeconomic characteristics, and are generally bounded by physical features such as roads and waterways. Specifically, both census tracts and dissemination areas were used for analysis (see Fig. 2) to better understand what impact, if any, scale would have on crime similarity as measured by the SPPT. There are 17 census tracts in the study area, with a mean size of 1883.7 ha, and 100 dissemination areas, with a mean size of 320.2 ha.

### Table 2: Seasonal temperatures in North Bay based on 2015–2019 weather station records

| Season         | Duration     | Temperature (°C) | Mean | Standard deviation | Range       |
|----------------|--------------|------------------|------|--------------------|-------------|
| Winter         | December–February | −9.8             | 8.3  | −34.2, 13.2        |             |
| Spring         | March–May    | 2.5              | 9.3  | −25.1, 29.5        |             |
| Summer         | June–August  | 17.9             | 4.6  | 2.9, 30.9          |             |
| Autumn         | September–November | 6.8             | 8.7  | −22.0, 28.5        |             |

### Table 3: Seasonal counts for calls for police service in the city of North Bay, 2015–2019

| Call type         | TOTAL | Spring | Summer | Autumn | Winter |
|-------------------|-------|--------|--------|--------|--------|
| Theft             | 7251  | 1719   | 2304   | 1944   | 1284   |
| Domestic dispute  | 3713  | 895    | 1020   | 961    | 837    |
| Break and enter   | 1887  | 386    | 586    | 534    | 381    |
| Assault           | 1875  | 480    | 459    | 503    | 433    |
| Neighbor dispute  | 1023  | 239    | 330    | 234    | 220    |
| Sum               | 15,299| 3719   | 4699   | 4176   | 3155   |

**Analytic strategy**

**Descriptive statistics and exploratory data analysis**

As a preliminary step, standard summary statistics relating to crime concentration were calculated for each call type in each season of the year. These statistics are the percentage of street segments in the study area which account for 50% of crime and the percentage of street segments for which any crime occurs. These statistics provide a first glimpse of whether, though not...
where, potential seasonal changes occur. They can also be interpreted in concert with later mapping for a fuller understanding of crime patterns in the study area.

To visualize seasonal crime patterns in North Bay, kernel density estimation (KDE) was used to map crime by season. This analysis was conducted in ArcMap 10.8 using a search radius of 650 m and a grid cell size of 10 m for all call types and all seasons in order to produce the most consistent maps possible. The resulting maps allow us to compare crime patterns on a visual basis without aggregating to polygons, thus avoiding the MAUP and revealing details that might be hidden at the coarser resolution of the aggregation polygons.

Andresen’s spatial point pattern test
While visual examination of the kernel density maps provides some idea of whether crime patterns in North Bay differ between seasons, it is by nature subjective and cannot produce any numeric metric of similarity (Long & Robertson, 2017). To produce such a metric, we employed the SPPT. All versions of this test compare two point patterns occurring within a set of aggregation units to produce both local and global measures of similarity (Andresen, 2016; Steenbeek & Wheeler, 2020). For each aggregation unit, the most recent versions of the SPPT conducts a test of the difference in proportions of points occurring inside and outside of the unit in each pattern. If the proportion of points occurring within the aggregation unit is significantly different between patterns, this unit is considered to be dissimilar at the local level (Steenbeek & Wheeler, 2020). Several difference in proportion tests are available; we chose to compare two versions, one which uses a bootstrap methodology and another which compares differences in proportions using Fisher’s Exact Test.

To compute the global similarity statistic, or S Index, the SPPT assigns a value of 1 to those aggregation units considered similar between the two patterns, and a value of 0 to those considered dissimilar. It then calculates the average of these values across the study area, which is equivalent to the percentage of aggregation units in the study area displaying similarity (Andresen, 2009). A value of 0.80 or above is considered to indicate similarity in the study area as a whole (Andresen & Linning, 2012). It is important to note that this is a rule of thumb; the index indicates the degree of similarity and is not useful in a binary context, such as determining whether the similarity of two patterns is statistically significant or not (Andresen, 2016).

For each call type, we used the SPPT to conduct pairwise comparisons between the point pattern occurring during each season of the year, and then produced maps to visualize the local differences in call patterns.

Results
Descriptive statistics and exploratory data analysis
Crime concentration
The descriptive statistics calculated for the study area, presented in Table 4, indicate that crimes appear to occur at relatively few places in the city of North Bay. Of the call types under consideration, assault is most concentrated, while thefts are most widespread. Within crime types, concentration does vary somewhat between seasons, with calls being most dispersed during the summer. We do not apply significance testing to these values, but rather present them as an exploratory step in our data analysis.

Spatial patterns of crime
The kernel density maps can help to clarify whether the differences in concentration between the seasons constitute a change in intensity or a change in locations, and are presented here in order from most voluminous call type to least (Figs. 3, 4, 5, 6, 7). In general, all the chosen call types have a relatively consistent pattern, despite changes in intensity between the seasons. These calls are concentrated in the downtown area of the city and the adjacent residential area. Note that, while the seasonal maps within each call type use a common scale of density, the different call types do not use the same scale, so a high density of assaults does not indicate the same density of incidents as a high density of thefts.

Table 4 Crime concentration in North Bay, 2015–2019

| Call type          | % of street segments with any crime | % of all street segments accounting for 50% of crime |
|--------------------|------------------------------------|----------------------------------------------------|
|                    | Spring    | Summer | Autumn | Winter | Spring    | Summer | Autumn | Winter |
| Theft              | 22.74     | 29.37  | 26.79  | 17.63  | 2.98      | 4.22   | 4.01   | 2.16   |
| Domestic dispute   | 14.10     | 16.50  | 14.31  | 14.00  | 2.71      | 3.46   | 2.81   | 2.78   |
| Break and enter    | 9.09      | 13.34  | 11.87  | 9.19   | 2.50      | 3.70   | 3.19   | 2.64   |
| Assault            | 8.27      | 8.95   | 9.19   | 7.55   | 1.27      | 1.82   | 1.72   | 1.41   |
| Neighbor Dispute   | 4.84      | 6.72   | 5.35   | 5.11   | 1.30      | 1.65   | 1.34   | 1.37   |
Andresen’s spatial point pattern test
The bootstrap and the Fisher’s Exact Test versions of the SPPT provide notably different results. The Fisher’s Exact version of the test appears to be more conservative, and produces a value of 1, indicating perfect similarity between patterns, for the majority of comparisons. The S

Fig. 3 Kernel density maps of thefts in North Bay overlain on census tracts, 2015–2019
index values for those patterns not found to be perfectly similar are presented in Table 5. Even where the degree of similarity is not perfect, the S Index still never reaches the rule of thumb value of 0.80 which would indicate a lack of similarity between the spatial patterns.

The results of the bootstrap version of the SPPT are less conservative, and rarely produce a result of perfect
similarity even at the finer resolution of the dissemination area scale (Tables 6, 7, 8, 9, 10). Despite this, the $S$ index still does not reach a value of 0.80 in most cases. The exceptions to this are for thefts, the pattern of which differs at the census tract scale in autumn as compared to both spring and winter (Table 6), and break and enters,
Fig. 6  Kernel density maps of assaults in North Bay overlain on census tracts, 2015–2019
Fig. 7 Kernel density maps of neighbor disputes in North Bay overlain on census tracts, 2015–2019
which also differ in winter as compared to autumn (Table 8). Maps of local similarity based on the bootstrap SPPT are presented for call types and seasons whose global S index approaches 0.80 (Figs. 8, 9, 10, 11, 12, 13, 14, 15).

**Discussion**

**Crime concentration**

The crime concentration statistics summarized in Table 4 agree with Weisburd’s law of crime concentration; crime in North Bay is concentrated at relatively few places. In addition, changes in crime concentration do appear to occur across the seasons for all of the chosen call types, which would imply a change in the locations of crimes. These calls are all least concentrated during the summer, indicating that crime occurs in a greater number of

---

**Table 5** S index for seasonal crime patterns indicating less than a perfect degree of similarity, based on Fisher’s Exact Test SPPT

| Call type       | Seasons       | Scale            | S Index |
|-----------------|---------------|------------------|---------|
| Break and enter | Summer vs. winter | Census tract | 0.941   |
| Theft           | Summer vs. winter | Census tract | 0.882   |
|                 | Summer vs. winter | Census tract | 0.941   |
|                 | Summer vs. autumn | Census tract | 0.941   |
| Neighbor dispute| Summer vs. winter | Census tract | 0.941   |
|                 | Summer vs. winter | Census tract | 0.941   |
|                 | Summer vs. autumn | Dissemination area | 0.989 |

**Table 6** S index for thefts, based on the bootstrap SPPT

|       | Spring | Summer | Autumn | Winter |
|-------|--------|--------|--------|--------|
| Spring| 0.94   | 0.76   | 0.88   |        |
| Summer| 0.94   | 0.94   | 0.82   |        |
| Autumn| 0.93   | 0.88   | 0.76   |        |
| Winter| 0.93   | 0.86   | 0.88   |        |

**Table 7** S index for domestic disputes, based on the bootstrap SPPT

|       | Spring | Summer | Autumn | Winter |
|-------|--------|--------|--------|--------|
| Spring| 0.94   | 0.88   | 1.00   |        |
| Summer| 0.94   | 0.88   | 0.88   |        |
| Autumn| 0.94   | 0.87   | 0.88   |        |
| Winter| 0.96   | 0.91   | 0.94   |        |

**Table 8** S index for break and enters, based on the bootstrap SPPT

|       | Spring | Summer | Autumn | Winter |
|-------|--------|--------|--------|--------|
| Spring| 0.88   | 0.82   | 1.00   |        |
| Summer| 0.87   | 0.88   | 0.82   |        |
| Autumn| 0.93   | 0.89   | 0.76   |        |
| Winter| 0.93   | 0.92   | 0.90   |        |

**Table 9** S index for assaults, based on the bootstrap SPPT

|       | Spring | Summer | Autumn | Winter |
|-------|--------|--------|--------|--------|
| Spring| 0.88   | 0.94   | 0.94   |        |
| Summer| 0.90   | 0.88   | 0.88   |        |
| Autumn| 0.97   | 0.91   | 0.94   |        |
| Winter| 0.95   | 0.94   | 0.95   |        |
places during this season. This finding is in line with routine activities theory, as people should be more likely to participate in outdoor leisure activities during the summer when the weather is hot, thus increasing their contact with others, and also the number of places that they visit. Both of these factors would increase not only the number of crimes, but also the number of places crimes occur.

Spatial patterns of crime

Some interesting trends are apparent in the kernel density mapping. First, all of the call types under consideration are concentrated in the downtown core of the city and adjacent densely populated neighborhoods (see Fig. 16), regardless of season. North Bay’s downtown core is characterized by a mixture of small independent retailers and abandoned storefronts, with some housing. At the census tract level, it also incorporates the city’s transit terminal, museum, library, and waterfront. The waterfront is a popular recreation area, and includes a marina, a bar, and extensive green spaces. Any of these features could attract people to visit the area, thus increasing both the pool of both potential offenders and victims, and the number of crimes that occur. However, most of the aforementioned crime concentrations are inland from Lake Nipissing, and thus more likely to be associated with the main street than the waterfront and its recreational amenities. Given the large numbers of abandoned businesses downtown, this raises the possibility that broken windows theory is also at play (Welsh et al., 2015). This theory posits that physical and social disorder in a neighborhood increase fear, causing families to leave and other residents to isolate themselves, leading to a lack of social control and an increase in crime. A number of studies have shown that offenders operating in the vicinity of decayed or abandoned properties tend to worry less about the attention of police or residents (Valasik et al., 2019), whether or not this lack of concern stems from fear and isolation. Taken together, this would seem to indicate that there is a perceived lack of guardianship in areas with physical disorder, thus linking broken windows and routine activities theory.

In terms of seasonal trends, most of the hotspots visible in the density maps change in intensity over the seasons, but not in location. Additionally, these hotspots usually appear most intense during the summer. The
exception to this summer increase in intensity is assaults, for which the downtown hotspot is slightly more intense in spring (Fig. 6). Interpreted along with the crime concentration statistics in Table 4, this suggests that while crime becomes more widespread in the summer, it is not spreading far, and those street segments that experience crime only during the summer are in roughly the same locations as those which experience crime year round. For thefts, assaults, and break and enters, this greater intensity of crime downtown during the warmer months of the year is in line with routine activities theory. As described in our discussion of crime concentration, this is the time of year when people should be most likely to participate in outdoor activities. Given the numerous suitable venues for such activities in the downtown core, it is unsurprising that this area might see more use, and therefore an increase in crime, during the summer. The same is not necessarily true of domestic disputes, however. These calls are by their nature more likely to occur when all participants are in the vicinity of their homes, and thus their increase is less amenable to explanation based on better weather during certain seasons. It is possible, however, that these disputes are simply more noticeable during the summer, either because they occur outside or because people are more likely to have their windows open. In this case, the summer increase in intensity of domestic disputes would simply represent a reporting bias.

Neighbor disputes are the only call type examined in this study which seem to exhibit a seasonal change in pattern. At first glance, the changes in neighbor disputes are as expected, in that an intense summer hotspot appears in the portion of downtown that contains the most homes, perhaps indicating that people are spending more time outside and thus have more opportunities to find fault with their neighbors. A similarly intense but more constrained hotspot also appears to the north east during this season. However, neighbor disputes presumably are most likely to occur between neighbors, that is, when all parties involved are in the vicinity of their homes. As such, there is no immediately apparent reason that they should form such distinct patterns during different seasons. There is no obvious reason, for example, that people living around
the downtown core would spend more time outside during the summer than those from other parts of the city. Interestingly, downtown has some of the lowest incomes in the city (Fig. 17), which raises the possibility that this pattern is related to the socioeconomic status of the residents. Ceccato (2015) noted that crime patterns can change based on popular vacation times, when residents from wealthier areas tend to travel while those from poorer areas do not; while the cultural setting of this study was much different from North Bay, it is possible a similar effect is occurring here.

**Andresen’s spatial point pattern test**

There are several trends apparent in the results of the SPPT, apart from the previously noted differences in degree of conservativeness between versions of the test. First, the census tracts do find decreased levels of similarity compared to the smaller dissemination areas. This is in line with the findings of several studies of Vancouver, where the larger aggregation units employed by Andresen and Malleson (2013) found considerably lower levels of similarity than the finer units used by Linning (2015).

Second, certain areas of the city appear to be the particular focus of dissimilarity in seasonal crime patterns. The downtown core, for example, shows a significant decrease in calls during the winter as compared to other months, for both thefts and break and enters (Figs. 9, 10, 12 and 13). This is particularly notable because even the more conservative Fisher’s Exact Test version of the SPPT was able to detect changes in the proportion of calls downtown. Moderately populated areas of the city (Fig. 16) tend not to exhibit seasonal changes in proportions of crime, while the less populated outlying areas of the city exhibit greater variability across a greater range of seasons. However, these changes are only apparent in the results of the bootstrap SPPT. The location of these changes, particularly for property crimes, is consistent with Linning’s (2015) observations of motor vehicle theft in Ottawa, which similarly changed in intensity only in the downtown core. They are also consistent with Andresen and Malleson’s (2013) results, which found increased levels of summer crime in Vancouver’s central business district and other shopping areas.
Routine activities theory has excellent potential to explain the increase in crimes in the city’s downtown during the summer. Previous work suggests that the parks are most likely to be associated with summer increases in crime (Quick et al., 2019), and given North Bay’s climate, it is logical that the outdoor recreational areas downtown as well as the main street are likely to see more use in the warmer, drier weather of summer. Further, this area is used to host various outdoor concerts and festivals during the summer; similar events in stadiums have been shown to act as crime generators, increasing crime counts in the areas that host them (Kurland et al., 2014). The school summer break might also play a role in increasing use of the downtown area during the summer (Cohn & Rotton, 2000). This increased use would increase the likelihood of a potential offender and a suitable victim intersecting in time and space, although it should also increase the presence of capable guardianship. As previously noted, the socioeconomic characteristics of the downtown core may also have an impact. Sorg and Taylor (2011) link low socioeconomic status to increased seasonality in street robberies in a neighborhood, and while robbery is by definition a violent crime, it also involves an element of property acquisition, and thus provides an interesting parallel to the seasonality of thefts in downtown North Bay.

The changes in the outlying areas of the city are less intuitive to explain. For break and enters, several large census tracts experience a decrease in calls during autumn, as compared to both winter (Fig. 13) and spring (Fig. 11). Both of these tracts are very sparsely populated, consisting of a mixture of rural residential and commercial properties. Key phenomena that are associated with autumn in North Bay are cooler temperatures, the end of summer vacation time, and hunting season. Cooler temperatures seem unlikely to influence use of these areas of the city, given the lack of facilities whose use is weather dependent. However, the end of the summer vacation could decrease the pool of potential offenders in these areas, while hunting season might increase guardianship, providing a potential routine activities explanation for this observed pattern.

The pattern is a little different for thefts; these appear to increase in the largest northern census tract during winter, as compared to both autumn (Fig. 13) and summer (Fig. 9). This is again less obviously explicable by the routine activities theory, which generally posits a decrease in crime during less favorable weather. However, winter in North Bay actually sees an increase in accessibility to remote areas, as a large network of official and unofficial snowmobile trails is in operation in outlying areas of the city at this time of year. This could both increase the pool of potential offenders in remote areas, and open up new areas to their use. Another interesting change in thefts occurs in the wedge shaped census tract just south of the downtown core. This tract is almost entirely residential, but does include a strip mall with a movie theatre, grocery store, and several bargain shops. The kernel density mapping (Fig. 3) suggests that it is this commercial area of the tract which generates the most theft calls, in all seasons of the year. According to the SPPT mapping, these thefts decrease in autumn as compared to both spring (Fig. 8) and winter (Fig. 10), but increase in winter as compared to summer (Fig. 9). The decrease in autumn can be explained in a similar way to the change in break and enters, as a function of the end of summer vacation and thus a decrease in the pool of potential offenders with leisure time to spare. However, the summer decrease would appear to be at odds with this explanation.

It is worth noting that neighbor disputes do not follow the general pattern described above, but rather increase in the area around but outside of the downtown core, in both spring (Fig. 14) and summer (Fig. 15) as compared
to autumn. The results of the SPPT for this call type are logical, in that neighbor disputes are likely to occur in the vicinity of the disputants’ homes, and the results show significant changes in some of the most densely populated areas of the city, at times of year when people are more likely to be outside or to have their windows open, and thus may be more likely to come into conflict with their neighbors. Further, the SPPT results agree with the patterns that are visible in the kernel density mapping (Fig. 7).

In general, the results of this analysis are as expected, with differences in seasonal pattern constrained to certain areas of the city and certain call types, and can be explained by the routine activities theory. It is notable, however, that assaults do not appear to display any seasonal change in pattern; these crimes are less likely to be committed based on the physical characteristics of a location than thefts or break and enters, and thus should be more mobile (Linning, 2015). Notably, these are among the least voluminous of our call types, and given the theoretically unexpected results, there are some concerns regarding small sample size. Andresen and Malleson (2014) encountered similar problems in their analysis of crime displacement in a small study area, using an earlier version of the SPPT, and attribute the unexpectedly high similarity for some crime types to low incident counts. While the results for neighbor disputes, which are even less frequent than assaults, do mitigate this concern.

Fig. 16 Population density in North Bay census tracts, 2016. With data from Statistics Canada.
somewhat in our analysis, further research in small cities and validation of the results based on other techniques would be of great benefit.

Conclusions
This study aimed to determine whether the spatial patterns of selected crime types change on a seasonal basis in a small northern Ontario city, the first such investigation in a study area of this size. Summary statistics, visual comparison of density maps, and analysis using the SPPT suggest that crime locations do not change to any great degree between the seasons. Some methodological considerations also emerged from this analysis, which may be of benefit to other researchers with small study areas. First, the Fisher’s Exact Test version of the SPPT is very conservative, resulting in findings of perfect similarity in many comparisons. As such, it may be preferable to employ the bootstrap version of the test if there is no theoretical reason to avoid doing so. Second, use of smaller aggregation units also result in a lower degree of similarity. This may exacerbate issues with low incident counts, particularly in small study areas, and thus careful consideration should be given to the trade-off between these problems and the increased spatial resolution offered by smaller aggregation units.

Abbreviations
NBPS: North Bay Police Service; SPPT: Spatial point pattern test; MAUP: Modifiable areal unit problem; KDE: Kernel density estimation.
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