Hubble speed from first principles
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We introduce a novel way of measuring $H_0$ from a combination of independent geometrical datasets, with no need of calibration nor of the choice of a cosmological model. We build on the distance duality relation which sets the ratio of the luminosity and angular diameter distance to a fixed scaling in redshift for any metric theory of gravity with standard photon propagation and constitutes a founding block of any theory describing our Universe. Our method provides the unprecedented possibility of determining $H_0$ from first principles, unleashing the measurement of this fundamental constant from calibration and assumption of a cosmological model. We find $H_0 = 69.5 \pm 1.7$ km/s/Mpc at 68% C.L. showing that the Hubble constant can be constrained at percent level with minimal assumptions.

\section{Introduction}

The Hubble parameter, $H_0$, is arguably the most fundamental constant of our Universe. It provides its current expansion rate, an indication of its age and an overall scale for distances. After almost a century of increasingly precise determinations \cite{ref1}, two leading experiments nowadays report values of $H_0$ in tension at more than 4$\sigma$: $H_0 = 74.03 \pm 1.42$ km/s/Mpc at 68% C.L. from Type Ia supernovae (SNIa) calibrated using Cepheid variables stars within the SH0ES collaboration \cite{ref2} and $H_0 = 67.4 \pm 0.5$ km/s/Mpc 68% C.L. inferred by Planck from the Cosmic Microwave Background (CMB), within the standard cosmological model $\Lambda$CDM \cite{ref5}. Some yet unaccounted for systematics in CMB \cite{ref5–9} or SNIa \cite{ref10–14} data or a modification of the standard cosmological model (see e.g. for recent reviews \cite{ref15, ref16}) could reconcile these measurements, however no compelling resolution in either direction has been found yet.

A recent reanalysis of the Planck data \cite{ref17} has shown that the results on cosmological parameters inferred from the Planck likelihood show no evidence of being affected by any significant systematic error. Also, results from recent CMB ground experiments have obtained results consistent with Planck, assuming $\Lambda$CDM \cite{ref18–21}.\footnote{The SH0ES team has also performed extensive analysis of possible systematic errors in the SNIa calibration procedure or in the Cepheids measurements, and their impact on the determination of $H_0$ \cite{ref2–4} excluding a full resolution of the tension with Planck via a systematic. The SH0ES collaboration uses the light curves of variable Cepheid stars to anchor SNIa and infer $H_0$. While these methods are robust, some unaccounted-for systematics could be causing the value of SH0ES to be in tension with Planck \cite{ref12}. Different methods of calibration, using either the surface brightness fluctuations of SNIa (SBF) or the tip of the Red Giant Branch (TRGB) have respectively measured a value of $H_0 = 70.50 \pm 5.75$ km/s/Mpc \cite{ref22} and $H_0 = 69.6 \pm 1.9$ km/s/Mpc \cite{ref23}.

The expansion rate of the Universe sets the scaling of distances with time. In a homogeneous and isotropic Universe, described by the Friedmann-Lemaître-Robertson-Walker (FLRW) metric, $ds^2 = -dt^2 + a^2(t)d\chi^2$ (where we set $c = 1$), the comoving distance $\chi$ is related to the evolution of the scale factor $a(t)$ via $d\chi/dz = H^{-1}(z)$, where we have introduced the redshift $z$ via the relation $a = (1 + z)^{-1}$, and $H(z)$ is the Hubble parameter, i.e. the rate at which the Universe is expanding at a given time $H(t) \equiv d\ln a/dt$ expressed in terms of $z$, with $H(z = 0) = H_0$ today.

The evolution of the Hubble parameter depends on the cosmological model, and to highlight this we write:

$$\chi(z) = \frac{1}{H_0} \int_0^z \frac{dz}{E(z)},$$

where

$$E^2(z) \equiv \frac{H^2(z)}{H_0^2} = \Omega_m(1+z)^3 + \Omega_\nu(1+z)^4 + \Omega_X X(z).$$

With $\Omega_X$ we broadly indicate any contribution to $H(z)$ not coming from matter or radiation e.g. $\Lambda$CDM with non-zero spatial curvature would give $\Omega_X \neq 0$. The possible time dependence of any kind of dynamical dark energy or modification of gravity will be captured by $X(z)$, with $X = 1$ corresponding to the cosmological constant $\Lambda$ \cite{ref24}.

These equations show that reconstructing the evolution of cosmic distances in redshift, we can probe not only into the dynamics of the Universe, but also into

\textsuperscript{1}This result has recently been updated by the SH0ES collaboration with the new parallax measurements of nearby Cepheids from the GAIA satellite \cite{ref3}. The new constraint on the Hubble constant slightly improved in accuracy leading to $H_0 = 73.30 \pm 1.04$ km/s/Mpc. However, improved data have not yet been made public, therefore we continue to refer to the results presented in [4] in order to allow for a more informed comparison of our results. Comparing our findings with the latests SH0ES result would go in the direction of raising the statistical significance of the discrepancy with our $H_0$ to around 0.5$\sigma$.

\textsuperscript{2}It is worth noting that those experiments employ a prior information on the cosmic optical depth coming directly from Planck. Therefore they cannot be considered completely independent from the Planck measurements.
its composition or, more broadly, its cosmological model $E(z)$. They also highlight how the inference of cosmological parameters from distances is inevitably characterized by a strong correlation between $H_0$ and the cosmological model, which is more severe at higher redshift. That is why the so-called early time measurements of $H_0$, e.g. CMB, are model dependent. Low redshift, late-time measurements such as SNIa, probe $H_0$ more directly, as can be seen from the $z \to 0$ limit of Eq. (1); yet they crucially depend on an overall calibration of nearby distances. Wanting to shed light on the Hubble tension, we seek a way to constrain $H_0$ independently of any assumption on the cosmological model and calibration.

II. FROM DISTANCES TO THE HUBBLE PARAMETER

Cosmological observations measure the flux from sources of known intrinsic brightness, inferring the luminosity distance, $d_L$, or the angular scale of an object of known size, inferring the angular diameter distance, $d_A$. They are both related to the comoving distance, albeit in a model-dependent way. On more general terms, in any metric theory of gravity, if photons propagate along null geodesics and obey number conservation, it is possible to show that at any redshift

$$\eta(z) \equiv \frac{d_L(z)}{(1 + z)^2 d_A(z)} = 1,$$

based solely on general geometrical arguments [25]. Eq. (3) is known as the distance duality relation (DDR). We focus, quite generally, on theories for which the DDR holds, which means frameworks with a metric theory of gravity and standard photon propagation. Hence, for us $\eta$ is set to unity by the theory. On a side note, let us notice that experimental constraints have been placed on $\eta$, that allow only tiny deviations from unity at the order of $10^{-2} - 10^{-1} [26-31]$.

Setting $\eta = 1$, Eq. (3) can then be rewritten as

$$H_0 = \frac{1}{(1 + z)^2} \frac{H_0 d_L(z)}{H(z) d_A(z)} H(z).$$

The term at the denominator, $H(z) d_A(z)$, can be obtained from a combination of line-of-sight and transverse BAO measurements, without the need of an external anchor for the sound horizon $r_s$ at drag epoch (as we will discuss in more detail in Section III). Cosmic chronometers (CC) are standard clocks which, combining differential age estimates of systems with passively evolving star populations (e.g. globular clusters) with their corresponding spectroscopic redshift, determine $H(z) = -(1 + z)^{-1} \Delta z/\Delta t$. As such, they provide $H(z)$ data that is free from calibration and does not depend on the underlying cosmological model [32-36]. As we discuss in Appendix B, they carry some dependence on the astrophysical modeling. Finally, $H_0 d_L$ can be obtained from measurements of SNIa without the need of calibration. Combining BAO and CC first, and then folding in SNIa we obtain:

$$H_0 = \frac{1}{(1 + z)^2} \frac{[H_0 d_L(z)]^{\text{SNIa}}}{[d_A(z)]^{\text{BAO+CC}}}.$$

We get $[H_0 d_L(z)]^{\text{SNIa}}$ directly from the measurements of apparent magnitude through $m_B = 5 \log_{10}(H_0 d_L) - 5a_B$ (where we fix $a_B = 0.71273 \pm 0.00176$ as inferred in [4] directly from the same SNIa measurements that we are using, and independently of CMB and BAO). The values of $m_B$ we used in this work are the standardized apparent peak magnitude of SNIa as listed in the Pantheon catalogue. This is an heavily processed quantity derived from analyzing the light curves of each SNIa in the catalogue. The Pantheon catalogue contains thousands of such measurements collected from different experiments and reanalyzed to smooth over the peculiar features of each survey (for more details about the SNIa standardization process we refer to [37] and references there in). It is worth noting that using this value of $a_B$ bears some minimal model dependence in the choice of the form of the expansion rate. Such assumptions have been reviewed in the latest SH0ES release [3] showing no sign of inconsistency with the assumptions made in [4].

Using the combination $H_0 d_L$ we do not need an estimate of the absolute magnitude $M_B$ and are thus free from calibration.

In our approach, assuming the validity of the DDR is equivalent to assuming that all probes are consistent tracers of cosmic expansion. If this was not the case, the $H_0$ inferred from Eq. (5) would not be a constant, but it would rather show some, unphysical trend in redshift. The reformulation of the DDR in terms of Eq. (5), makes manifest the role of $H_0$ not only as an absolute distance scale, but also as a trigger of inconsistencies among distance probes. In particular an inconsistency in $H_0$ from two experiments probing the same redshift, corresponds necessarily to an inconsistency in their distances. In fact the 2$$ \sigma$$ discrepancy between the value of $H_0$ from TRGB and SH0ES can be linked to an inconsistency at 2$$ \sigma$$ in their measures of distances to common SNIa hosts [12]. Other minimally model-dependent methods to estimate $H_0$ have been proposed in the literature in recent years. For example, methods that employ interpolation of the expansion history $H(z)$ and extrapolate towards $H_0$ [38-42] or employ the inverse distance ladder [43-46]. Typically these methods carry still some dependence on the value of the drag scale $r_s$ [41, 46] and/or other cosmological parameters (e.g. curvature density [38-40, 42-43]). With our approach, we further remove such dependences and effectively only rely on the assumption of the validity of the DDR.

III. DATA SETS AND METHODOLOGY

We use three publicly available datasets: the Pantheon dataset [37], a collection of around one thousand
SNIa relative brightness measurements; seven BAO data points from the last data release of the BOSS collaboration (see Table II) and a compilation of 30 CC measurements of $H(z)$ in the interval $0 < z < 2$ [32–36] (see Table I).

These datasets cover almost the same range of redshift ($0 < z \lesssim 2$), therefore they measure the very same volume of Universe with three independent methods. Yet, they are discrete and provide measurements of $H(z)d_A(z)$, $H_0d_A(z)$ and $H(z)$ at different redshifts. We choose to work with the seven redshift points corresponding to the BAO dataset, and apply a Gaussian process (GP) regression to fit to SNIa and CC in order to reconstruct them at the chosen redshifts. At each redshift, the GP regression estimates the expected value of the reconstructed function and its confidence interval, providing us with a continuous set of probability distribution functions (PDFs) at any given redshift. The outcome of this procedure is therefore a multidimensional probability distribution in the functional space of $H_0d_A(z)$ and $H(z)$, predicting the behaviour of these functions where data are not available. In Figure 1 we show the outcome of the GP fits to the $H(z)$ data from CC and to the (binned) magnitude data of SNIa, with different kernels shown in different colors. One can clearly notice that all kernels give a very good representation of the measurements in the range where data exist, with negligible differences among the different kernels. However, outside the data range, the fit becomes unreliable, with, in some cases, severe differences among the different kernels, highlighting the biasing potentially introduced by extrapolations.

In our analysis we rely on the GP fit strictly within the redshift range of data. In the latter, we choose the representation of the GP that gives the lowest $\chi^2$ (calculated as described in Appendix A), i.e. the Rational Quadratic (RatQ) for the CCH measurements and the Matern kernel for the SNIa data with shape parameters $\nu = 2.5$. For completeness we report here the analytical form of the RatQ kernel [47]:

$$\kappa(z_i, z_j)_{\text{RatQ}} = \sigma_M^2 \left(1 + \frac{d(z_i, z_j)}{2\alpha \ell} \right)^{-\alpha}$$  \hspace{1cm} (6)$$

and the general form of the Matern kernel:

$$\kappa(z_i, z_j) = \sigma_M^2 \left(\frac{\sqrt{\nu\pi} d(z_i, z_j)}{\Gamma(\nu)2^{\nu-1}} K_\nu(\sqrt{2\nu} \ell d(z_i, z_j)) \right)$$  \hspace{1cm} (7)$$

where $K_\nu(\cdot)$ and $\Gamma(\cdot)$ are the modified Bessel and Gamma functions while $d(z_i, z_j)$ is the Euclidean distance between $z_i$ and $z_j$. In both cases we fit the hyperparameters of the kernels $\{\sigma_M, \ell, \alpha\}$ directly to the data minimizing a Gaussian likelihood (see Appendix A for more details).

The resulting GP fit to the luminosity distance of SNIa is shown in the bottom panel of Figure 2, against the Pantheon data and the ΛCDM prediction.

From these fits, we extract samples of the PDF of $H_0d_A(z)$ and $H(z)$ at the BAO redshifts. In other words, we extract a number of realizations compatible with the statistics dictated by the distribution function of the GP fit. Specifically, we draw 10000 realizations of $H_0d_A(z)$ and 10000 realizations of the expansion rate $H(z)$. As for the BAO data, we do not perform any GP fit, and we use their seven redshift points as the reference ones. We combine the BAO data in Tab.II, i.e. $d_M/r_s$ and $d_H/r_s$, assuming they have gaussian PDFs (based on the symmetry of their 68% confidence intervals), to obtain PDFs of $H(z)d_A(z)$ at the seven redshifts.

We proceed combining the realizations of CC $H(z)$ (from the GP fit) with the unanchored BAO data $H(z)d_A(z)$ to obtain 10000 samples of the angular distance, $[d_A(z)]_{\text{BAO}+\text{CC}}$ at the seven BAO redshifts. We
show the corresponding estimates in the upper panel of Figure 2 (orange dots), along with the ΛCDM prediction for $d_A(z)$ and a simple GP fit to $[d_A(z)]^{BAO+CC}$. We do not use this latter fit in the subsequent steps, still it provides a useful check for any deviations with respect to the standard cosmological model in our reconstruction of the BAO distance.

While this procedure may appear similar to the standard way of calibrating BAO with external information on the sound horizon $r_s$, the CC data directly provides estimates of the value of $H(z)$ at several redshifts, without any dependence on the cosmological model.

It is certainly true that combining the $d_M$ and $d_L$ data, one effectively reduces the constraining power of BAO, however one gains independence from calibrations of the sound horizon or assumptions on the cosmological model. Any other way of using the BAO data to infer $H_0$ would include one, or more, of the latter. For instance, one could calibrate the BAO directly using the CC measurements as done e.g. in [39, 40], but this requires to make an assumption about the form of the expansion history and to include the curvature density in the analysis. Another possibility would be to constrain the combination $r_sH_0$ (that can be fixed without including high redshift information and the curvature density [41]), however this would not provide a measure of the Hubble constant independent of the value of the sound horizon. Finally, as proposed in [48, 49] it is possible to combine BAO data and Big Bang Nucleosynthesis (BBN) to estimate the sound horizon $r_s$. However BBN codes depend on the knowledge of the value of the neutron lifetime, which is used to calculate the abundance of primordial elements. Currently there is a 4σ discrepancy in the measurements of the neutron lifetime between bottle-only and beam-only experiments (see e.g. [50, 51]). A change in the neutron lifetime can significantly bias the constraints from BAO data (particularly the value of $N_{\text{eff}}$ [52]) and lead to a biased $H_0$ inference.

Finally we combine the 10000 realizations of the uncalibrated $[H_0d_L(z)]^{SNIa}$ with the realizations of $[d_A(z)]^{BAO+CC}$ by mean of Eq. (5) to get an estimate of the PDF of $H_0$ at each of the BAO redshifts, Figure 3.

With the above procedure, the uncertainty on $[H_0d_L(z)]^{SNIa}$ and $[d_A(z)]^{BAO+CC}$, as well as their mutual correlation are intrinsically included in the respective PDFs. We base our error propagation on the PDF samples (see also [53]) to take advantage of this feature. For every sample of the PDFs of $[H_0d_L(z)]^{SNIa}$ and $[d_A(z)]^{BAO+CC}$, we calculate the corresponding sample of the posterior of $H_0$ through Eq.(4). We then use these samples to reconstruct the multi-variate distribution of the 7 $H_0$ measurements. From the latter, we extract the marginal distribution of the individual $H_0$ thus leaving us with 7 uncorrelated PDFs. This is analogous to the procedure used in MCMC to derive constraints on the likelihood parameters and allows to translate the correlations and the uncertainties of the PDFs of the distances directly into the PDFs of $H_0$. This guarantees that the correlations between individual $H_0$ and their errors are accounted for, and it further allows us not to make any specific assumption about the form of the PDFs of $H_0$ (e.g. approximating them to Gaussian PDFs).

Finally, we multiply together all the marginalized PDFs of $H_0$ into a single PDF from which one can easily extrapolate mean and variance by employing an inverse transform sampling. The individual $H_0$ PDFs and the final results obtained combining them are reported in Fig.(3)

The overall method is a combination of a MCMC-like parameter estimation and a Gaussian process reconstruction and we refer to it as Gaussian Process Monte Carlo (GPMC). It uses the least possible number of theoreti-
eral assumptions to derive cosmological information and provide results that are conditioned only by the GPMC reconstruction. We carefully removed any external calibration of our dataset as well as any assumption on the cosmological model. Further, we do not perform any extrapolation of the GP fit to $z \to 0$ in order to obtain $H_0$, but rather combine data in the range where they exist and estimate $H_0$ from the consistency of distances. An extrapolation to $z \to 0$, would be extremely sensitive to the choice of kernel, and would not necessarily be a fair representation of the expansion rate in the redshift range where data does not exist [54, 55].

Because of these features, our methodology is different from approaches that use a parametrization of the cosmological model (e.g. [5, 6, 56–61]), employ data that need to be calibrated with external information (e.g. anchored SNe [2, 4] and BAO [62–65]). It differs from previous papers that have used Gaussian process techniques, for instance applied to the CC data in combination with other probes, training the GP regressor directly on the expansion history data, $H(z)$, and then extrapolating the fit to redshift zero to obtain and estimate of $H_0$ [66–68]. Strong lensing time delay measurements also offer a way to measure $H_0$, see e.g. [69, 70], however the uncertainty on the final result is significantly enlarged (up to 10%) once one takes into account the uncertainties in the choice of the lens mass model [71].

### IV. RESULTS

Combining all the seven reconstructed $H_0$, we derive a 2% constraint on the value of the Hubble speed, $H_0 = 68.5 \pm 1.5$ km/s/Mpc. Our result is competitive with current measurements from [2, 4, 5, 71, 72], and robust to a revision of the systematics in CC measurements [73] as we discuss in Appendix B. Our value for $H_0$ is in $2.5\sigma$ discrepancy with the value of SH0ES [2], and around 1$\sigma$ away from the Planck result. In the following we will elaborate more on both these aspects, as they crucially unveil important insights on the calibration of SNIa and on possible new physics.

From our value of $H_0$, we infer the SNIa absolute magnitude $M_B = -19.355 \pm 0.054$, in $2.5\sigma$ tension with the calibrated magnitude of SH0ES i.e. $M_B = -19.22 \pm 0.04$. This discrepancy can be traced back to a constant systematic offset in the SNIa calibration of $\delta M = 0.138 \pm 0.067$ consistent with the results of [74]. Our result is in perfect agreement with the $H_0$ measurement from TRGB [23, 74] and suggests that the discrepancy with SH0ES may just be related to an unaccounted-for systematics in the SNIa calibration via Cepheids.

In obtaining our result for $H_0$, we used all the BAO data, even though the Lyman-$\alpha$ points fall outside the redshift range of CC and SNIa and are therefore more prone to kernel-dependent results. By looking at the means of the distributions in Figure 3, it is clear that these two points give a very low mean value for $H_0$, and this effectively lowers the final, combined value. Their contribution to the total error is instead negligible. We checked that the drop in the value of $H_0$ is not a feature introduced by the kernel choice. Removing those two points, we obtain a slightly higher value of the Hubble constant with a similar precision i.e. $H_0 = 69.5 \pm 1.7$ km/s/Mpc. We will refer to this constraint as conservative and hereafter we will quote it as our main result.

In combining our measurements via the DDR, we implicitly assume that the different data sets trace the underlying expansion history equally well. An offset in their ability to catch features in $H(z)$ would show up as an apparent redshift-dependence of $H_0$, in our case as a discrepancy between full and conservative result. CC are direct measurements of the expansion history, while SNIa are sensitive to the integral of $H(z)$ over the line of sight. We do expect therefore a slight lag in their tracing of $H(z)$, which indeed can be noticed comparing our reconstructions of the luminosity distance from SNIa to that of the angular diameter distance from BAO+CC, see Fig.

Figure 3. top: Posterior distribution functions (PDFs) for the Hubble parameter obtained from Eq. (5), at the seven redshift points of BAO data (shaded curves). The solid black line represents the combined PDF (full result). bottom: PDF for $H_0$ corresponding to our full result (solid black curve), conservative result (solid blue line), along with recent constraints from SH0ES [2], TRGB [23] and Planck [5]; shaded regions represent the 1$\sigma$ interval.
ure 2. One clearly notices that the BAO+CC reconstruction starts showing a mild departure from ΛCDM at around $z \sim 1$, while the SNIa reconstruction shows hints of deviations only around $z \sim 1.5$. In our analysis this lag shows up as a drop in the binned values of $H_0$ for higher redshifts and we correspondingly find it as a mild feature in our reconstruction of $X(z)$. This falls well within the 1σ confidence interval of the GP reconstruction, therefore it does not constitute any evidence of a deviation, rather just a trend in line with the findings of [24, 75–77]. Recently some analyses of the Pantheon dataset highlighted a possible transition of the SNIa magnitude at $z \lesssim 0.2$ [78–80]. These trends are noticed in the low redshift tail, and their interpretation is possibly very different from the one of the higher redshift trend that we find. Finally, it is tantalizing to notice that our trend is of the same level of the shift between the late-time TRGB measurement of $H_0$ and Planck’s one, and in fact it would bring the two values in even better agreement. Were upcoming measurements to corroborate a discrepancy between CMB and TRGB inferences of $H_0$, a physical trend in $H(z)$, would resolve it.

V. DISCUSSION AND CONCLUSIONS

In conclusion, we have introduced a new approach to the Hubble parameter which relies only on few foundational assumptions at the basis of the distance duality relation and, importantly, uses a combination of geometrical data that do not need calibration nor the assumption of a cosmological model. We use GP regression techniques to fit the data uniquely in the redshift range where they exist, avoiding possibly biasing extrapolation of $H(z)$ to $z=0$. Our result of $H_0 = 69.5 \pm 1.7$ km/s/Mpc shows the possibility of measuring $H_0$ at the percentage level with the least possible assumptions.

Whereas current data do not allow for a complete resolution of the Hubble tension, our method clearly shows that an adjustment in the calibration of the SNIa, i.e. setting $M_B = -19.355 \pm 0.054$, 2.5σ lower than SH0ES calibration, brings local measurements in agreement. We also show that a mild dynamical feature in $X(z)$ at intermediate redshift would further lower the latter, bringing them in even better agreement with the early time measurement of Planck.

The innovative data analysis technique that we presented, built on a combination of Gaussian Process and Monte Carlo methods (GPMC), is very promising in terms of leading to competitive constraints that rely on the least possible theoretical assumptions. In our application of it to $H_0$, it uniquely stands out for not relying on the assumption of a cosmological model nor on the calibration of data, providing a novel measurement of $H_0$ from first principles. This is crucial if one wants to shed light on the Hubble tension avoiding dynamical determinations of it. Building on the DDR our work focuses on the role of $H_0$ as a fundamental constant that univocally sets distances in the nearby Universe. We do not make any assumptions about the cosmological model to fit cosmic distances, but rather we build our estimate on distance ratios.

While we have focused on the Hubble parameter, our GPMC method can have broad applications in cosmology. It offers a novel and powerful alternative to the popular Monte Carlo Markov Chain (MCMC) technique, which has been pivotal for the estimation of cosmological parameters. With a key improvement: the GPMC method does not require the choice of any cosmological model, thus freeing us from theoretical biases which can be particularly limiting when tackling tensions among data sets. As such, it allows a more direct inference of the underlying physics from data. An immediate example is the possibility of estimating the sound horizon, $r_s$, independently on the cosmological model. This can be achieved combining SNIa distance measurements, marginalized over their absolute magnitude, with transverse BAO measurements, i.e. $D_A(z)/r_s$ (see [38–41] for previous works in this direction).
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Appendix A: The GPMC method

A Gaussian Process (GP) is a fully Bayesian approach for data smoothing which can reconstruct a function directly from data without assuming a specific parameterization for the function itself [47]. At each redshift $z$, the GP is a multivariate Gaussian with zero mean which implies one has only to select a concrete functional shape for the covariance function, called kernel, of the GP. Kernels are parametrized by a set of hyperparameters that must be fitted to the data. We do so relying on the maximization of the following χ² likelihood:

$$-2 \ln \mathcal{L} = (\tilde{Y} - Y)^T \Sigma^{-1}(\tilde{Y} - Y)$$ (A1)

which contains the data covariance matrix $\Sigma$ for the data $\tilde{Y}$ corresponding to a given observable. Here $Y$ are the GP reconstruction for the observable. This approach allows us to avoid kernel-dependent results, typical of the marginal likelihood method (see e.g. [66, 81]). For the Pantheon data we proceed by using the full datasets (1048 SNIa) for the GP reconstruction while we compute the likelihood on the binned dataset (30 binned SNIa).
For the Cosmic Chronometers instead we use the collection of Table I for the GP reconstruction and we compute the likelihood on a set of six measurements of \( E(z) \) obtained combining the Pantheon dataset and the high redshift SNIa of the Multi-Cycle Treasury (MCT) program [82].

Our methodology leads to results that are basically insensitive to the choice of the GP kernel in the range i.e. 0.05 \( \lesssim z < 2 \) where the data are abundant with a shift between the reconstructed distance that is much smaller than the 1σ uncertainty of the GP reconstruction. The reconstruction at \( z > 2 \) may depend significantly on the kernel, however we find that this concerns only the error of the reconstruction and that the results obtained with different kernels are highly consistent with one another.

We select therefore the GP reconstruction associated to the kernel giving the lowest \( \chi^2 \). These are respectively a Rational Quadratic kernel for the CC data and a Matern kernel \([47]\) with parameter \( \nu = 5/2 \) for the Pantheon dataset (see also Eq.(6) and Eq.(7)).

Once the GP reconstruction is complete, we can extract samples of the probability distribution function (PDF) of \( Y_i = Y_i(z_i) \) at each redshift directly from the GP fit. This allows us to compute the values of \( H_0 d_L(z) \) (from SNe) and \( H(z) \) (from the CC) at the BAO redshifts. Specifically, we draw 10000 realizations of the expansion rate \( H(z) \) from the GP fit to the CC data. We then combine these realizations with the unanchored BAO data \( H(z)d_A(z) \) to infer the angular diameter distance, \( d_A(z) \). Notice that the CC data directly provides \( H(z) \) at several redshifts, without any dependence on the cosmological model, so this is different from the standard anchoring. We draw 10000 realizations of the unanchored SNIa distance \( H_0 d_L(z) \) from the GP fit to the SNIa data. Finally, we combine the two reconstruction by mean of Eq. (5) in the main text, to get an estimate of the PDF of \( H_0 \) at each of the BAO redshifts.

As a final step, we multiply together all the PDFs of \( H_0 \) into a single PDF from which one can easily extrapolate mean and variance by employing an inverse transform sampling. In this way, we take into account the correlations between individual \( H_0 \) and their errors, without making any specific assumption about the form of the PDFs (e.g. approximating them to Gaussian PDFs).

### Appendix B: Systematics of the CC measurements

In our approach, SNIa and BAO data effectively constrain the evolution with redshift \( E(z) \), while CC set an absolute scale by providing the value of \( H(z) \) at each redshift. It is therefore important to assess thoroughly the systematics in the CC measurements that could affect our \( H_0 \) inference. CC measurement build on the following relation between \( H(z) \) and the differential time-redshift relation: \( H(z) = \frac{-1}{1+z} \Delta t \). While it is straightforward to measure \( \Delta z \) through spectroscopic observations, measuring \( \Delta t \) is a more challenging quest, which requires standard clocks, typically provided by differential ages of passively evolving stellar population.

The possible sources of error in CC data come from uncertainties in modeling this stellar population [35, 36, 73, 90, 91], and can be summarized as follows: the CC measurements require to select an unbiased tracer of the evolution of the differential age of the Universe with redshift and is important to assess the impact of a subdominant young stellar population; passive-evolving galaxies have been found to be an optimal tracer of the cosmic differential age yet they cannot be exactly described as composed by a single stellar population and one needs to assess the impact of assuming more realistic star formation history (SFH); the metallicity of the stellar population is often used as a prior in the calibration of the relative age of a stellar population, thus the uncertainties in modeling the stellar population metallicity must be included in the total error budget; finally, the CC measurements employ stellar population synthesis (SPS) model to calibrate the relative stellar age: the uncertainties coming from different modeling of the SPS are also a possible source of systematics.

The CC data that we use for our main analysis (see Table I), already include the uncertainties associated with the SFH and the stellar metallicity [35, 36, 90]. The contribution of residual stellar population was shown to be negligible for this data set [91]. Here, we further consider the inclusion of SPS model uncertainties following the results of [73], where the latter were shown to contribute an additional \( \lesssim 16% \) uncertainty in the CC measurements of \( H(z) \), in the worst case scenario. To include this error we first reconstruct the evolution of the SPS error with redshift through a GP fit on the values reported in the

| \( z \)     | \( H(z) \) | Refs. | \( z \)     | \( H(z) \) | Refs. |
|-----------|-----------|------|-----------|-----------|------|
| 0.07      | 69.0 ± 19.6 | [32] | 0.0753    | 80.9 ± 9.0 | [35]|
| 0.09      | 69.0 ± 12.0 | [33] | 0.48      | 97.0 ± 62.0 | [33]|
| 0.12      | 68.6 ± 26.2 | [32] | 0.593     | 104.0 ± 13.0 | [34]|
| 0.17      | 83.0 ± 8.0  | [33] | 0.68      | 92.0 ± 8.0  | [34]|
| 0.179     | 75.0 ± 4.0  | [34] | 0.781     | 105.0 ± 12.0 | [34]|
| 0.199     | 75.0 ± 5.0  | [34] | 0.875     | 125.0 ± 17.0 | [34]|
| 0.2       | 72.9 ± 29.6 | [32] | 0.88      | 90.0 ± 40.0 | [33]|
| 0.27      | 77.0 ± 14.0 | [33] | 0.9       | 117.0 ± 23.0 | [33]|
| 0.28      | 88.8 ± 36.6 | [32] | 1.037     | 154.0 ± 20.0 | [34]|
| 0.352     | 83.0 ± 14.0 | [34] | 1.3       | 168.0 ± 17.0 | [33]|
| 0.3802    | 83.0 ± 13.5 | [35] | 1.363     | 160.0 ± 33.6 | [36]|
| 0.4       | 95.0 ± 17.0 | [33] | 1.43      | 177.0 ± 18.0 | [33]|
| 0.4004    | 77.0 ± 10.2 | [35] | 1.53      | 140.0 ± 14.0 | [33]|
| 0.4247    | 87.1 ± 11.2 | [35] | 1.75      | 202.0 ± 40.0 | [33]|
| 0.4497    | 92.8 ± 12.9 | [35] | 1.965     | 186.5 ± 50.4 | [36]|
| 0.47      | 89.0 ± 49.6 | [33] |          |           |      |
third column of Tab.3 in [73]. We then sum in quadrature the reconstructed error to that reported in Table I and we repeat our procedure to derive an estimate of $H_0$. We find that the effect of adding the SPS uncertainty is rather small, increasing the error of our fit by only $\sim 0.5$ km/s/Mpc (consistently with [61]) and leading to $H_0 = 69.7 \pm 2.1$ km/s/Mpc in the conservative case and $68.9 \pm 2.1$ km/s/Mpc when also Ly-$\alpha$ BAO are included in the fit. Our main conclusions remain therefore the same, with a 2$\sigma$ shift with SH0ES that can be explained by a corresponding offset in the absolute magnitude, and a $\sim 1\sigma$ shift with Planck which may relate to a mild dynamical feature in $X(z)$.

| Type                  | $z$     | $d_M/r_s$ | $d_H/r_s$ | Reference                                      |
|-----------------------|---------|-----------|-----------|------------------------------------------------|
| BOSS galaxy–galaxy    | 0.38    | 10.27 ± 0.15 | 24.89 ± 0.58 | [62]                                          |
| eBOSS galaxy–galaxy   | 0.51    | 13.38 ± 0.18 | 22.43 ± 0.48 | [62]                                          |
|                       | 0.70    | 17.65 ± 0.30 | 19.78 ± 0.46 | [84, 85]                                      |
|                       | 0.85    | 19.50 ± 1.00 | 19.60 ± 2.10 | [86, 87]                                      |
|                       | 1.48    | 30.21 ± 0.79 | 13.23 ± 0.47 | [88, 89]                                      |
| eBOSS Ly-$\alpha$–Ly-$\alpha$ | 2.34    | 37.41 ± 1.86 | 8.86 ± 0.29 | [64]                                          |
| eBOSS Ly-$\alpha$–quasar | 2.35    | 36.30 ± 1.80 | 8.20 ± 0.36 | [65]                                          |

Table II. The BAO data used in this work given in terms of $d_M = (1 + z)d_A$ and $d_H = cH(z)^{-1}$.
