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Abstract

We study the diffusion (or heat) equation on a finite 1-dimensional spatial domain, but we replace one of the boundary conditions with a “nonlocal condition”, through which we specify a weighted average of the solution over the spatial interval. We provide conditions on the regularity of both the data and weight for the problem to admit a unique solution, and also provide a solution representation in terms of contour integrals. The solution and well-posedness results rely upon an extension of the Fokas (or unified) transform method to initial-nonlocal value problems for linear equations; the necessary extensions are described in detail. Despite arising naturally from the Fokas transform method, the uniqueness argument appears to be novel even for initial-boundary value problems.

1 Introduction

Consider the apparatus arranged as in figure 1. A clear tube contains a colloidal suspension whose opacity is a known monotonic function of the concentration of the dispersed substance. At \(x = 1\), the tube is terminated so that the flux of dispersed substance across the boundary is zero. Assuming no net flow of the liquid phase, no variation in viscosity or temperature, and no external agitation, the dispersed substance diffuses according to the 1-dimensional heat equation. Therefore, assuming the initial concentration profile, \(q_0\), is known, a measurement, \(\gamma\), of the concentration of dispersed substance at position \(x = 0\) for all time \(t > 0\) specifies the well-posed initial-boundary value problem

\[
[\partial_t - \partial_x^2]q(x, t) = 0 \quad (x, t) \in (0, 1) \times (0, T),
\]

\[
q(x, 0) = q_0(x) \quad x \in [0, 1],
\]

\[
q(1, t) = 0 \quad t \in [0, T],
\]

\[
q(0, t) = \gamma(t) \quad t \in [0, T],
\]

which may be solved, via a classical Fourier series or Green’s function approach, for the concentration \(q(x, t)\) at any interior point.

One must consider how a measurement of \(\gamma\) could practically be made. One approach is to use a lamp (or laser) and photovoltaic cell to measure the opacity of the colloidal suspension, thereby to deduce the
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\caption{Measurement of concentration of dispersed substance in colloidal suspension}
\end{figure}
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Figure 1: Measurement of concentration of dispersed substance in colloidal suspension
concentration of the dispersed substance. However, in any such apparatus, the photovoltaic cell must have some finite width \(a \in (0, 1)\), therefore the measurement will not be of \(q(0, t) = \gamma(t)\), but rather of the average concentration
\[
\frac{1}{a} \int_0^a q(x, t) \, dx = \bar{\gamma}(t).
\]

Even a measurement of \(\bar{\gamma}\) represents an idealized situation, in which the sensitivity of the photovoltaic cell is constant over its entire width \([0, a]\). More realistically, one may practically measure
\[
\int_0^a K(x) q(x, t) \, dx = g_0(t),
\]
for \(K(x)\) a known nonnegative measure of the sensitivity of the photovoltaic cell, at position \(x\).

Given a measurement of \(g_0\), it is reasonable to ask whether one may deduce the concentration of the dispersed substance at any position within the colloidal suspension, for any positive time. Specifically, one may ask whether the following initial-nonlocal value problem is well-posed, and how its solution may be determined:

\[
\begin{align*}
\partial_t - \partial_{x}^2 q(x, t) &= 0 \quad (x, t) \in (0, 1) \times (0, T), \quad (1.1a) \\
q(x, 0) &= g_0(x) \quad x \in [0, 1], \quad (1.1b) \\
q_x(1, t) &= g_1(t) \quad t \in [0, T], \quad (1.1c) \\
\int_0^1 K(x) q(x, t) \, dx &= g_0(t) \quad t \in [0, T]; \quad (1.1d)
\end{align*}
\]

we seek \(q : [0, 1] \times [0, T]\) for which
\[
\begin{align*}
x \mapsto q(x, \cdot) \text{ is a continuous map } (0, 1) &\to C^1[0, T], \quad (1.1e) \\
t \mapsto q(\cdot, t) \text{ is a continuous map } (0, T) &\to C^2[0, 1]. \quad (1.1f)
\end{align*}
\]

In the above description it was assumed that \(g_1 = 0\) and \(K\) is supported on some small interval \([0, a]\), with \(a \ll 1\), but we find that the more general case introduces no mathematical complications.

Related problems have been studied, particularly by Cannon, since the 60’s. Deckert and Maple \([7]\) establish existence and uniqueness for the simplification of problem \((1.1)\) with \(K = 1\). Cannon \([4]\) improved this to allow \(K\) constant on its support, but with support varying in time. Numerical work followed \([5]\) (see references therein for similar problems). In \([6]\), existence, uniqueness, and numerical solution are studied for a 2-dimensional analogue. However all of the above works assume that \(K\) is constant on an interval \([0, a]\), and 0 elsewhere. In \([20]\), this problem is solved for \(K\) piecewise linear, by one of the present authors.

The present work has three purposes. Firstly, we solve problem \((1.1)\) by proving Theorem \(1.1\). Secondly, we describe the general extension of the Fokas transform method from problems with boundary conditions to problems with nonlocal conditions. Thirdly, we give a uniqueness argument applicable to both initial-boundary value problems and initial-nonlocal value problems.

**Theorem 1.1.** Suppose

(i) \(g_0, \ g_0, \ g_1\) are differentiable functions, with bounded derivative.

(ii) \(K\) is a function of bounded variation, continuous at 0, with \(K(0) \neq 0\).

Then problem \((1.1)\) has a unique solution.

Moreover, there exists \(R > 0\) sufficiently large that, for all \(\tau \in [t, T]\),
\[
q(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\lambda x - \lambda^2 t} q_0(\lambda) \, d\lambda - \frac{1}{2\pi} \int_{D_R^+} e^{i\lambda x - \lambda^2 t} \frac{\zeta^+(\lambda; g_0) + H(\lambda; g_0, g_1, \tau)}{\Delta(\lambda)} \, d\lambda
\]
\[
- \frac{1}{2\pi} \int_{D_R^-} e^{i\lambda x - \lambda^2 t} \frac{e^{-i\lambda x} \zeta^-(\lambda; g_0) + H(\lambda; g_0, g_1, \tau)}{\Delta(\lambda)} \, d\lambda \quad (1.2a)
\]
satisfies the initial-nonlocal value problem \((1.1)\), where \(\hat{q}_0\) is the Fourier transform of (the zero extension of) the initial datum,

\[
\Delta(\lambda) = \int_0^1 K(y) \cos([1 - y]\lambda) \, dy, \quad \text{(1.2b)}
\]

\[
\zeta^+(\lambda; q_0) = \int_0^1 K(y) \cos([1 - y]\lambda) \, dy + \int_0^1 K(y) e^{-i\lambda y} \int_y^1 \cos([1 - z]\lambda) q_0(z) \, dz \, dy,
\]

\[
\zeta^-(\lambda; q_0) = i \int_0^1 K(y) \int_y^1 \sin([z - y]\lambda) q_0(z) \, dz \, dy,
\]

\[
H(\lambda; g_0, g_1, \tau) = i \lambda e^{-i\lambda} \int_0^\tau e^{\lambda^2 s} g_0(s) \, ds + \int_0^1 K(y) e^{-i\lambda y} \int_y^\tau e^{\lambda^2 s} g_1(s) \, ds,
\]

and where the domains

\[
D^\pm_R = \{ \lambda \in \mathbb{C}^\pm : \text{Re}(\lambda^2) < 0 \text{ and } |\lambda| > R \}
\]

have positively-oriented boundary. A sufficiently large \(R\) is given in lemma \(2.1\).

The solution formula can be used to establish the following corollary, which gives much stronger regularity than problem \((1.1)\) requires.

**Corollary 1.2.** Suppose that \(q(x, t)\) is given by equation \((1.2a)\). Then

\[
x \mapsto q(x, \cdot) \text{ is a continuous map } (0, 1) \to C^\infty (0, T), \quad \text{(1.3)}
\]

\[
t \mapsto q(\cdot, t) \text{ is a continuous map } (0, T) \to C^\infty [0, 1].
\]

**Layout of paper**

In section \(2\) we give an overview of the three stages of the Fokas transform method, as it has been applied to related problems. We also state the two principal lemmata upon which the Fokas transform method for initial-nonlocal value problem \((1.1)\) relies. The proofs of these lemmata are given in appendix \(A\).

In sections \(3\) and \(4\) we implement stages 1–2, and 3 of the Fokas transform method, respectively. Specifically, under the assumption of existence of a sufficiently smooth solution, the arguments of section \(3\) establish the uniqueness and solution representation results of theorem \(1.1\); in section \(4\) we show explicitly that the solution previously obtained satisfies initial-nonlocal value problem \((1.1)\), thereby establishing the existence result of theorem \(1.1\). The proof of corollary \(1.2\) concludes section \(4\).

In section \(5\) we investigate relationships between initial-nonlocal value problem \((1.1)\) and certain initial-multipoint value problems of the form studied in \(20\). In section \(6\) we give the necessary extensions to the approach of the earlier sections required to study general initial-initial-nonlocal value problems for the heat equation.

**2 Overview of the Fokas transform method**

The Fokas transform method \(13\) (or unified transform method) has been used to solve a variety of initial-boundary value problems for linear and nonlinear evolution partial differential equations; see below for a brief overview of the method, and \(12\) for an extended pedagogical introduction. Finite interval problems for simple boundary conditions were solved by Fokas and Pelloni \(14, 17\) and later generalized to more complicated boundary conditions \(21, 25\). The method was extended, largely by Sheils, to interface problems for second order equations \(11, 13, 9, 22, 23\) and higher order equations \(11\). The Sheils formulation of the Dirichlet-to-Neumann map for interface problems was adapted to study multipoint problems \(20\). Via reduction to multipoint problems, the latter paper also enables study of second order nonlocal problems for continuous piecewise linear weights \(K\).

The Fokas transform method, as applied to two-point initial-boundary value problems for linear evolution equations of the form

\[
[\partial_t + \omega(-i\partial_x)] q(x, t) = 0,
\]
for degree \( n \) polynomial \( \omega \), may be understood as a 3-stage method in the following way.

**Stage 1** Assuming existence of a sufficiently smooth function \( q \) satisfying both the \( n^{\text{th}} \) order partial differential equation and the initial condition, obtain a pair of equations that \( q \) must satisfy. Specifically, one derives the global relation, a linear equation which relates \( 2n + 2 \) quantities: the Fourier transform of \( q(\cdot, t) \), the Fourier transform of the initial datum, and certain time-transforms of the boundary values of \( q \) and its first \( n - 1 \) spatial derivatives. These time-transformed boundary values are known as spectral functions. The second important equality, often known as the Ehrenpreis form, provides a representation of \( q \) in terms of certain contour integrals of the Fourier transform of the initial datum and the same \( 2n \) spectral functions that appear in the global relation.

**Stage 2** For a well-posed initial-boundary value problem, \( n \) of the boundary values (for example, with \( n = 2 \), the Dirichlet data at \( x = 0 \) and \( x = 1 \)) may be specified by the boundary conditions, but the other \( n \) (continuing the example, Neumann) boundary values are not specified in the problem. Therefore, in order to use the Ehrenpreis form as an effective integral representation, it is necessary to obtain formulae for each of the unknown spectral functions in terms of the data of the problem. This process of constructing spectral functions from data is known as the Dirichlet-to-Neumann map, even if the unknown boundary values are not actually \( q_x(0,t) \) and \( q_x(1,t) \).

In general, the Dirichlet-to-Neumann map may be expressed as a linear system built from the boundary conditions and the global relation. The ratios \( \zeta^\pm/\Delta \) are the ratios of determinants that appear when Cramer’s rule is used to solve the linear system. It is established, via a contour deformation argument, that resulting terms involving the Fourier transform of \( q(\cdot, t) \) do not contribute to the solution representation.

At the end of stage 2, one has shown that any solution of the problem is necessarily given in terms of the data by a specific contour integral representation. It therefore only remains to show that this integral representation actually solves the problem, i.e. to establish existence of a solution. Uniqueness of the solution is therefore a direct consequence of the method of construction of the integral representation. It appears that this uniqueness argument via the Fokas transform method has not previously been explicitly described, even for initial-boundary value problems.

**Stage 3** Defining \( q \) by the formula obtained in stage 2, we show directly that \( q \) satisfies the initial-boundary value problem, thereby establishing existence of a solution. It turns out that the contour integrals used to define \( q \) converge uniformly in \((x,t)\) up to the boundaries, which simplifies the process of evaluating \( q \) on the boundaries. The space and time dependence of \( q \) is very simple, so it is typically easy to see that \( q \) satisfies the PDE.

Generalising the Fokas method from initial-boundary value problems to initial-nonlocal value problems requires new implementations of stages 2 and 3. The implementation of stages 2 and 3 requires repeated use of two technical lemmata, one concerning the locus of zeros of the determinant \( \Delta \), and the other concerning the boundedness and decay of determinant ratios \( \zeta^\pm/\Delta \) in \( \overline{D_R} \). For the initial-nonlocal problem [1.1], these lemmata take the following forms.

**Lemma 2.1.** Suppose \( k(y) = K(1-y) \) has support \([a,b]\) \( \subseteq [0,1] \), has bounded total variation \( V_1^a(k) < \infty \), is left-continuous at the endpoint \( b \), and \( k(b) \neq 0 \). Choose \( \delta_0 \in (a,b) \) such that \( V_{b-\delta_0}^b(k) < |k(b)|/8 \). Define \( \Delta \) as in theorem [1.1] Then the zeros of \( \Delta(\lambda) \) all have imaginary part less than

\[
M = \max \left\{ \log \frac{2}{b}, \frac{1}{\delta_0} \log \left( \frac{4V_1^a(k)}{|k(b)|} \right) \right\}.
\]

Moreover, choosing \( R = \sqrt{2M} \), all zeros of \( \Delta \) lie exterior to \( D_R^\pm \).

No attempt has been made to optimize \( R \).

**Lemma 2.2.** Suppose \( k(y) = K(1-y) \) has support \([a,b]\) \( \subseteq [0,1] \), has bounded total variation \( V_1^a(k) < \infty \), is left-continuous at the endpoint \( b \), and \( k(b) \neq 0 \). Suppose also \( \|\phi\|_\infty < \infty \) and define \( \zeta^\pm, \Delta \) as in theorem [1.1] Then, as \( \lambda \to \infty \) from within \( \overline{D_R} \),

\[
\frac{\zeta^-(\lambda; \phi)}{\Delta(\lambda)} = O(|\lambda|^{-1}),
\]

(2.2)
uniformly in arg(\(\lambda\)). If, in addition, \(b = 1\) then, as \(\lambda \to \infty\) from within \(\mathcal{D}_R^\circ\),
\[
\frac{\zeta^+(\lambda; \phi)}{\Delta(\lambda)} = \mathcal{O}(1),
\]
uniformly in arg(\(\lambda\)).

Proofs of lemmata 2.1 and 2.2 are given in appendix A.

3 Uniqueness

3.1 Fokas transform method for heat equation on \([0, 1]\). Global relation and Ehrenpreis form (stage 1)

Suppose \(q: [0, 1] \times [0, T] \to \mathbb{C}\) satisfies the partial differential equation (1.1a), initial condition (1.1b), and the regularity conditions of theorem 1.1. For \((x, t) \in [0, 1] \times [0, T]\) and a spectral parameter \(\lambda \in \mathbb{C}\), we define the functions
\[
X(x, t, \lambda) = e^{-i\lambda x + \lambda^2 t} q(x, t)
\]
\[
Y(x, t, \lambda) = e^{-i\lambda x + \lambda^2 t} (i \lambda x + i \lambda t) q(x, t),
\]
which have the property \(\partial_t X - \partial_x Y = 0\) for all \(\lambda \in \mathbb{C}\). Applying Green’s theorem to the space-time rectangle \(\Omega = (y, z) \times (0, \tau)\), we obtain
\[
0 = \int_\Omega (\partial_t X - \partial_x Y) \, dx \, dt = \int_{\partial\Omega} (Y \, dt + X \, dx).
\]

Using the notation
\[
\hat{q}_0(\lambda; y, z) = \int_y^z e^{-i\lambda \xi} q_0(\xi) \, d\xi
\]
\[
\hat{q}(\lambda; \tau; y, z) = \int_y^z e^{-i\lambda \xi} q(\xi, \tau) \, d\xi
\]
\[
f_0(\lambda; y, \tau) = i \lambda \int_0^\tau e^{\lambda^2 s} q(y, s) \, ds
\]
\[
f_1(\lambda; y, \tau) = \int_0^\tau e^{\lambda^2 s} q_x(y, s) \, ds
\]
equation (3.1) implies, for all \(y, z\) satisfying \(0 \leq y \leq z \leq 1\), all \(\tau \in [0, T]\) and all \(\lambda \in \mathbb{C}\), the global relation
\[
\hat{q}_0(\lambda; y, z) - e^{\lambda^2 \tau} \hat{q}(\lambda; \tau; y, z) = e^{-i\lambda y} [f_0(\lambda; y, \tau) + f_1(\lambda; y, \tau)] - e^{-i\lambda z} [f_0(\lambda; z, \tau) + f_1(\lambda; z, \tau)].
\]

Typically, for an initial-boundary value problem, it is only necessary to have the global relation for \(y = 0, z = 1\). It is clear that \(\hat{q}_0(\lambda; 0, 1)\) is the ordinary Fourier transform of the initial datum \(q_0\) extended to \(\mathbb{R}\) by the zero function. Similarly, \(\hat{q}(\lambda, t; 0, 1)\) is the ordinary spatial Fourier transform of the solution \(q\) at time \(t\). The spectral functions \(f_0\) and \(f_1\) are time-transforms of the solution and its derivative evaluated at position \(y\); so if \(y \in (0, 1)\) then these are time-transforms of the boundary values. However, it will be essential to use this more general form of the global relation, in which \(y \geq 0\) and \(z \leq 1\), to implement stage 2 of the Fokas transform method for our nonlocal problem. Evaluating the global relation at \(\tau = t, y = 0, z = 1\), making \(\hat{q}(\lambda, t; 0, 1)\) the subject of the equation and applying the inverse Fourier transform, we obtain the formula
\[
2\pi q(x, t) = \int_{-\infty}^{\infty} e^{i\lambda x - \lambda^2 t} \hat{q}_0(\lambda; 0, 1) \, d\lambda - \int_{-\infty}^{\infty} e^{i\lambda x - \lambda^2 t} [f_0(\lambda; 0, t) + f_1(\lambda; 0, t)] \, d\lambda
\]
\[
+ \int_{-\infty}^{\infty} e^{i\lambda (x-1) - \lambda^2 t} [f_0(\lambda; 1, t) + f_1(\lambda; 1, t)] \, d\lambda.
\]
We define the sectors
\[ D^\pm = \{ \lambda \in \mathbb{C}^\pm : \text{Re}(\lambda^2) < 0 \} \]
in the upper and lower halves of the complex \( \lambda \)-plane, and orient their boundaries \( \partial D^\pm \) in the positive sense. Integrating by parts,
\[ e^{-\lambda^2 t} [f_0(\lambda; 0, t) + f_1(\lambda; 0, t)] = 0, \]
uniformly in \( \text{arg}(\lambda) \), as \( \lambda \to \infty \) within \( \overline{\mathbb{C}^+ \setminus D^+} \). Hence, by Jordan’s lemma, for \( x \in (0, 1] \),
\[ \int_{\partial(\mathbb{C}^+ \setminus D^+)} e^{i\lambda x - \lambda^2 t} [f_0(\lambda; 0, t) + f_1(\lambda; 0, t)] \, d\lambda = 0. \]
This allows a contour deformation in the second integral of (3.3) from \( \mathbb{R} \) to \( \partial D^+ \). A similar argument allows a contour deformation from \( -\mathbb{R} \) to \( \partial D^- \) in the third integral. Moreover, by Cauchy’s theorem, as the integrands are all entire functions, we may deform the contours of integration over any bounded region. We deform \( \partial D^\pm \) to \( \partial D^\pm_R \), where \( R \) is as specified by lemma 2.1. This establishes the Ehrenpreis form:

\[ 2\pi q(x, t) = \int_{-\infty}^{\infty} e^{i\lambda x - \lambda^2 t} \hat{q}_0(\lambda; 0, 1) \, d\lambda - \int_{\partial D^+_R} e^{i\lambda x - \lambda^2 t} [f_0(\lambda; 0, t) + f_1(\lambda; 0, t)] \, d\lambda - \int_{\partial D^-_R} e^{i\lambda(x-1)-\lambda^2 t} [f_0(\lambda; 1, t) + f_1(\lambda; 1, t)] \, d\lambda. \]

### 3.2 Nonlocal Dirichlet-to-Neumann map (stage 2)

To implement a Dirichlet-to-Neumann map, we must find expressions for each of the four boundary spectral functions which appear in Ehrenpreis form (3.4):

\[ f_0(\lambda; 0), \quad f_1(\lambda; 0), \quad f_0(\lambda; 1), \quad f_1(\lambda; 1); \]

the explicit \( t \)-dependence has been dropped to simplify the notation. Note that, for \( q \) satisfying the boundary condition (1.1c),

\[ f_1(\lambda; 1) = \int_0^t e^{\lambda y} q_1(s) \, ds =: h_1(\lambda) \]

is known explicitly in terms of the boundary datum \( q_1 \). We now assume that \( q \) satisfies both the boundary condition and the nonlocal condition (1.1d) and construct a linear system which may be solved for the remaining three spectral functions.

Evaluating the global relation (3.2) at \( y = 0, z = 1, \tau = t \) we obtain the **global relation of two-point type**

\[ f_0(\lambda; 0) + f_1(\lambda; 0) = e^{-i\lambda^2} f_0(\lambda; 1) + e^{-i\lambda^2} h_1(\lambda) + \hat{q}_0(\lambda; 0, 1) - e^{i\lambda^2} \hat{q}(\lambda; t; 0, 1). \]

The global relation of two-point type relates the three unknown quantities with data of the problem and also the Fourier transform of \( q \) at time \( t \). We proceed, treating the latter as if it were a datum, and show afterwards that it does not contribute to our solution representation.

When applying the Fokas transform method to an initial-boundary value problem for the heat equation, a second boundary condition would be available, specifying some linear combination of the boundary spectral functions, which could be used to reduce the global relation of two-point type to an equation in only two unknowns. For our problem, we have no nonlocal condition (1.1d) in place of a second boundary condition. Applying the time transform to the nonlocal condition, we obtain

\[ \int_0^1 K(y) f_0(\lambda; y) \, dy = i\lambda \int_0^t e^{\lambda y} \int_0^1 K(y) q(y, s) \, dy \, ds = i\lambda \int_0^t e^{\lambda y} g_0(s) \, ds =: h_0(\lambda). \]

The new datum \( h_0 \) does not appear in equation (3.6), so it cannot be used to reduce that equation. However it is essential that we use the nonlocal condition in some way in constructing the Dirichlet-to-Neumann map; otherwise, it would be possible to implement a Dirichlet-to-Neumann map with only the
one boundary condition (1.1c), thence to solve an underspecified initial-boundary value problem. We apply another evaluation operation to the global relation (3.2) to obtain an equation linking $h_0$ to one of our unknowns. Specifically, we evaluate equation (3.2) at $z = 1$, multiply by $e^{i\lambda y} K(y)$ and integrate from 0 to 1 in $y$:

$$
\int_0^1 K(y)f_1(\lambda; y) dy - f_0(\lambda; 1)e^{-i\lambda} \int_0^1 e^{i\lambda y} K(y) dy = -h_0(\lambda) + h_1(\lambda)e^{-i\lambda} \int_0^1 e^{i\lambda y} K(y) dy + \int_0^1 e^{i\lambda y} K(y)q_0(\lambda; y, 1) dy - e^{i\lambda y} \int_0^1 e^{i\lambda y} K(y)q_1(\lambda; y, t, 1) dy.
$$
(3.7)

This global relation of nonlocal type is a linear equation in the spectral function $f_0(\lambda; 1)$ and the new unknown $\int_0^1 K(y)f_1(\lambda; y) dy$.

Observe that the spectral functions and spectral data have particularly simple symmetry properties:

$$
\begin{align*}
 f_0(-\lambda; 0) &= -f_0(\lambda; 0), & f_0(-\lambda; 1) &= -f_0(\lambda; 1), & h_0(-\lambda) &= -h_0(\lambda), \\
 f_1(-\lambda; 0) &= f_1(\lambda; 0), & h_1(-\lambda) &= h_1(\lambda), & f_1(-\lambda; y) &= f_1(\lambda; y).
\end{align*}
$$

This means that by applying the maps $\lambda \mapsto \lambda$ and $\lambda \mapsto -\lambda$ to the global relation of nonlocal type, we obtain a system of two linear equations for $f_0(\lambda; 1)$ and $\int_0^1 K(y)f_1(\lambda; y) dy$. Having solved this system for $f_0(\lambda; 1)$, the global relation of two-point type yields an expression for $f_0(\lambda; 0) + f_1(\lambda; 0)$. It is possible to apply the maps $\lambda \mapsto \lambda$ and $\lambda \mapsto -\lambda$ to the global relation of two-point type, hence solve for each of these spectral functions separately, but, as it is this sum of spectral functions that appears in the Ehrenpreis form, it is unnecessary to do so.

Explicitly, substituting into the Ehrenpreis form (3.4), this yields

$$
2\pi q(x, t) = \int_{-\infty}^{\infty} e^{i\lambda x - \lambda^2 t} q_0(\lambda) d\lambda - \int_{\partial D_R^+} e^{i\lambda x - \lambda^2 t} \frac{\zeta^+(\lambda; q_0) + H(\lambda; g_0, g_1, t)}{\Delta(\lambda)} d\lambda - \int_{\partial D_R^+} e^{i\lambda x - \lambda^2 t} \frac{e^{-i\lambda} \zeta^-(\lambda; q_0) + H(\lambda; g_0, g_1, t)}{\Delta(\lambda)} d\lambda + \int_{\partial D_R^+} e^{i\lambda x} \frac{\zeta^+(\lambda; q(\cdot, t))}{\Delta(\lambda)} d\lambda + \int_{\partial D_R^+} e^{i\lambda (x - 1)} \frac{\zeta^-(\lambda; q(\cdot, t))}{\Delta(\lambda)} d\lambda,
$$
(3.8)

where $\zeta^\pm$, $\Delta$, and $H$ are as defined in theorem 1.1.

Note that we have split each of the second and third integrands of the Ehrenpreis form into two parts. It should be justified that each of these yields a convergent integral. Observe that each integrand is a meromorphic function, whose only poles are zeros of the denominator $\Delta$. By lemma 2.1, all zeros of $\Delta$ lie to the right of $\partial D_R^\pm$. We will use lemma 2.2 to show that the fourth and fifth integrals of equation (3.8) each evaluate to 0, which also justifies convergence of the second and third integrals.

It is immediate from Jordan’s lemma and lemmata 2.2 and 2.1 that the fifth integral of equation (3.8) evaluates to zero for all $x \in [0, 1]$. For the fourth integral, observe that by lemma 2.2

$$
e^{i\lambda x/2} \frac{\zeta^+(\lambda; \phi)}{\Delta(\lambda)} = O \left( e^{-x|\lambda|/2\sqrt{2}} \right)
$$
(3.9)

uniformly in $\arg(\lambda)$ as $\lambda \to \infty$ from within $\overline{D_R}$, provided $x \in (0, 1]$ and $K(0) \neq 0$. Hence, by Jordan’s lemma and lemma 2.1, the fourth integral of equation (3.8) evaluates to zero for all $x \in (0, 1]$.

Finally, we argue that $\tau > t$ may replace $t$ in the fourth argument of $H$, by showing that

$$
\int_{\partial D_R^+} e^{i\lambda x - \lambda^2 t} \frac{H(\lambda; g_0, g_1, \tau) - H(\lambda; g_0, g_1, t)}{\Delta(\lambda)} d\lambda = 0.
$$
(3.10)

By definition,

$$
e^{\lambda x} [H(\lambda; g_0, g_1, \tau) - H(\lambda; g_0, g_1, t)] = i\lambda \int_t^\tau e^{\lambda^2 s} g_0(s) ds + \int_0^1 K(y)e^{i\lambda(1-y)} dy \int_t^\tau e^{\lambda^2 s} g_1(s) ds.
$$
Integration by parts in $s$ and equation (3.6) establishes that, as $\lambda \to \infty$ from within $D_R^+$, 
\[
\frac{e^{i\lambda} [H(\lambda; g_0, g_1, \tau) - H(\lambda; g_0, g_1, t)]}{\Delta(\lambda)} = O(|\lambda|^{-2}),
\]
uniformly in $\arg(\lambda)$. Hence, by Jordan’s lemma, the $\partial D_R^+$ version of equation (3.10) holds. Similarly, as $\lambda \to \infty$ from within $D_R^+$, 
\[
\frac{[H(\lambda; g_0, g_1, \tau) - H(\lambda; g_0, g_1, t)]}{\Delta(\lambda)} = O(1),
\]
uniformly in $\arg(\lambda)$. Once again, we exploit the exponential decay of $e^{i\lambda x/2}$ as $\lambda \to \infty$ from within $D_R^+$ and Jordan’s lemma to conclude that the $\partial D_R^+$ version of equation (3.10) holds.

We have established, under the assumption of existence of a solution $q$ with appropriate regularity, that the solution is unique and may be represented by equation (1.2a).

**Remark 3.1.** We used the global relation of two-point type (3.6) and the global relation of nonlocal type (3.7), under the maps $\lambda \mapsto \pm \lambda$, to obtain a system of equations solvable for the spectral functions. It is possible to obtain a second global relation of nonlocal type,
\[
[f_0(\lambda; 0) + f_1(\lambda; 0)] \int_0^1 e^{i\lambda z} K(z) \, dz - \int_0^1 K(z) f_1(\lambda; z) \, dz \\
= h_0(\lambda) + \int_0^1 e^{i\lambda y} K(z) q_0(\lambda; 0, z) \, dz - e^{i\lambda z} \int_0^1 e^{i\lambda y} K(z) q(\lambda, t; 0, z) \, dz,
\]
by evaluating the global relation (3.2) at $y = 0$, multiplying by $e^{i\lambda z} K(z)$ and integrating from 0 to 1 in $z$. Any two of the global relation of two-point type, the global relation of nonlocal type, and the second global relation of nonlocal type, under the maps $\lambda \mapsto \pm \lambda$, provide a system of equations solvable for the spectral functions, providing somewhat different solution representations. It is not clear that there is any advantage in choosing any particular system, except that the one chosen above yields a simpler expression.

**Remark 3.2.** A crucial component of this argument is the requirement of lemma 2.2 that 0 be in the support of $K$. If instead the support of $K$ is $[y, z]$ for some $y > 0$, then the Jordan’s lemma argument can only be made for $x \in (y, 1]$, and our solution representation is only valid for such $x$. Solving the problem for all $x \in (y, 1]$, we could then set up the following initial-boundary value problem for $u$:
\[
[\partial_t - \partial^2_x] u(x, t) = 0 \quad (x, t) \in (0, y) \times (0, T),
\]
\[
u(x, 0) = g_0(x) \quad x \in [0, y],
\]
\[
u(y, t) = g(y, t) \quad t \in [0, T],
\]
\[
u_x(y, t) = q_x(y, t) \quad t \in [0, T].
\]

However, this represents a sideways problem for the heat equation, which is ill-posed [2]. Therefore, lacking any boundary / nonlocal data for $q$ to the left of $y$, it is unsurprising that it is impossible to directly solve for $q$ to the left of $y$.

**Remark 3.3.** Supposing the enhanced regularity criterion $K \in C^2[0, 1]$, we can explicitly derive the leading order term in the asymptotic expansion of $\zeta^+(\lambda; \phi)/\Delta$, via a simple integration by parts argument. Indeed, as $\lambda \to \infty$ from within $D_R^+$, 
\[
\frac{\zeta^+(\lambda; \phi)}{\Delta(\lambda)} = -\frac{1}{K(0)} \int_0^1 K(y) \phi(y) \, dy + O(|\lambda|^{-1}),
\]
uniformly in $\arg(\lambda)$. Therefore, the $O(1)$ result in equation (2.3) is optimal in the sense that $o(1)$ is generally false.

The Jordan’s lemma argument in $D_R^+$ requires that one exploit $e^{i\lambda x} = e^{i\lambda x/2} e^{i\lambda x/2}$ and use the fact that, when $\lambda \to \infty$ from within $D_R^+$, necessarily $\text{Im}(\lambda) \to \infty$ to see that one of these factors gives exponential decay in $|\lambda|$, while the other factor plays the role of the exponential kernel for Jordan’s lemma. This
contrasts with the Jordan’s lemma argument in \( D_R \), which did not require such an approach, because lemma 2.2 already provides decay of \( \zeta^- (\lambda; \phi)/\Delta (\lambda) \) in \( D_R \). For initial-boundary value problems studied via Fokas method, this “splitting \( e^{iAx^n} \) argument is always available for the heat equation, but is not available when studying problems of odd spatial order, or problems for the linear Schrödinger equation. However, for initial-boundary value problems, it is never necessary to use the “splitting \( e^{\lambda \Delta x} \) argument as was used at the end of stage 2, we note that the formula for \( q \) is independent of choice of \( \tau \in [t, T] \).

4 Existence (stage 3)

We show that \( q \) as defined in theorem 1.1 solves the initial-nonlocal problem (1.1). Exploiting the same argument as was used at the end of stage 2.
Figure 2: Solution of the homogeneous problem $t = 0.05$, with box initial datum, $K = 1$ on $(0, 0.2)$ and $K = 0$ elsewhere. The left figure is at time $t = 0.05$.

Defining

$$\Omega^\varepsilon = \{(x, t) \in [0, 1] \times [0, T] : \|(x, t) - (0, 0)\| \geq \varepsilon \text{ and } \|(x, t) - (1, 0)\| \geq \varepsilon\},$$

it is clear that, for all $\varepsilon > 0$, the integrals in equation (1.2a) converge uniformly in $(x, t)$ on $\Omega^\varepsilon$. Moreover, all partial derivatives of $q$ exist on the interior of $\Omega^\varepsilon$ and are given by taking the (uniformly convergent on any closed subset of the interior of $\Omega^\varepsilon$) integrals of corresponding partial derivatives of the integrands.

Using $\tau > t$ in expression (1.2a), the $x$ and $t$ dependence of $q$ is contained within the exponential kernel of each term. It follows immediately that $q$ satisfies the PDE (1.1a).

Suppose $t = 0$ and $x \in (0, 1)$. Evaluating expression (1.2a) with $\tau = 0$, we find $H = 0$. By lemma 2.2.1, the second integrand in expression (1.2a) is $e^{i\lambda x/2}O(|\lambda|/\sqrt{2})$, and the third integrand is $e^{i\lambda(x-1)}O(|\lambda|^{-1})$ as $\lambda \to \infty$ from within $\overline{D^R_+}$ and within $\overline{D^R_-}$, respectively. Hence, by Jordan’s lemma and lemma 2.1, the second and third integrals of expression (1.2a) evaluate to 0. The usual Fourier inversion theorem implies that $q$ satisfies the initial condition.

Suppose $t \in (0, T)$ and $\tau > t$. By the uniform convergence of each integral in expression (1.2a),

$$q_\varepsilon(t, x) = \frac{i}{2\pi} \lim_{x \to 1^-} \left[ \int_{-\infty}^{\infty} e^{i\lambda x-\lambda^2 t}q_0(\lambda) d\lambda - \int_{\partial D^R_-} \left. e^{i\lambda x-\lambda^2 t} \frac{\zeta^+(\lambda; q_0) + H(\lambda; g_0, g_1, t)}{\Delta(\lambda)} \right| \right. \left. d\lambda \right] - \int_{\partial D^R_+} \left. e^{i\lambda x-\lambda^2 t} \frac{e^{-i\lambda} \zeta^-(\lambda; q_0) + H(\lambda; g_0, g_1, t)}{\Delta(\lambda)} \right| \right. \left. d\lambda \right]. \tag{4.1}$$

It is straightforward from the definitions of $\zeta^\pm$ and $\Delta$ to show that, for all $\lambda \in \mathbb{C}$,

$$\zeta^+(\lambda; \phi) - e^{-i\lambda} \zeta^-(\lambda; \phi) = \Delta(\lambda) \int_0^1 e^{-i\lambda z} \phi(z) dz. \tag{4.2}$$

Formally, it appears that one may apply equation (4.2) to rewrite $\zeta^+$ in terms of $\zeta^-$ in equation (4.1) and observe some cancellation. However, certain resulting integrals would not converge. Instead, one must first make a contour deformation.

We define $\gamma^\pm_R = \{z \pm iR/\sqrt{2} : z \in \mathbb{R}\}$ oriented so that the strip $|\text{Im}(\lambda)| < R/\sqrt{2}$ (which, by lemma 2.1, contains all zeros of $\Delta$) lies to the right of each contour $\gamma^\pm_R$. By lemma 2.2.2 and integrating by parts in $x$, as $\lambda \to \infty$ from within $\lambda \in \mathbb{C}^+ \setminus \overline{D^R_+} : \text{Im}(\lambda) > R/\sqrt{2}$,

$$\lambda e^{i\lambda x} \frac{\zeta^+(\lambda; q_0)}{\Delta(\lambda)} = O\left(\left|\lambda\right|e^{-|\lambda|x/\sqrt{2}}\right),$$

uniformly in $\text{arg}(\lambda)$, and, as $\lambda \to \infty$ from within $\lambda \in \mathbb{C}^- \setminus \overline{D^-_R} : \text{Im}(\lambda) < -R/\sqrt{2}$,

$$\lambda e^{i\lambda(x-1)} \frac{\zeta^-(\lambda; q_0)}{\Delta(\lambda)} = O\left(e^{-|\lambda|(1-x)/\sqrt{2}}\right).$$
uniformly in \(\arg(\lambda)\). Hence, by Jordan’s lemma with exponential kernel \(e^{-\lambda^2 t}\), subsequently applying equation [4.2], and evaluating the limit,

\[
q_x(1,t) = \frac{i}{2\pi} \left\{ \int_{-\infty}^{\infty} - \int_{\gamma_n^+}^{\infty} \right\} \lambda e^{i\lambda - \lambda^2 t} q_0(\lambda) \, d\lambda - \frac{i}{2\pi} \left\{ \int_{\gamma_n^-}^{\infty} + \int_{\gamma_n^+}^{-\infty} \right\} \lambda e^{-i\lambda - \lambda^2 t} \frac{\zeta^-(\lambda; q_0)}{\Delta(\lambda)} \, d\lambda - \frac{i}{2\pi} \left\{ \int_{\partial D_R^n}^{\partial D_R^+} + \int_{\partial D_R^n}^{-\partial D_R^+} \right\} \lambda e^{i\lambda - \lambda^2 t} \frac{H(\lambda; q_0, g_1, \tau)}{\Delta(\lambda)} \, d\lambda. \tag{4.3}
\]

Using Jordan’s lemma with exponential kernel \(e^{-\lambda^2 t/2}\), the first pair of integrals in equation [4.3] cancel. Applying a change of variables \(\lambda \mapsto -\lambda\) in the fourth integral of equation [4.3] shows that the third and fourth integrals cancel. The remaining terms in equation [4.3] simplify to

\[
q_x(1,t) = -\frac{1}{2\pi} \int_{\partial D_R^n} 2i\lambda e^{-\lambda^2 t} \int_0^\tau e^{\lambda^2 s} g_1(s) \, ds \, d\lambda. \tag{4.4}
\]

Applying a change of variables \(\lambda^2 = -i\rho, \lambda = i\sqrt{-\rho}\) (for the principal branch of the square root), we obtain

\[
2\pi q_x(1,t) = -\int_{-\R} e^{i\rho t} \int_0^\tau e^{-i\rho s} g_1(s) \, ds \, d\rho.
\]

Hence, by the usual Fourier inversion theorem, \(q\) satisfies the boundary condition (1.1c).

It only remains to show that \(q\), as defined by equation [1.2a], satisfies the nonlocal condition (1.1d) for \(t \in (0, t), \tau > t\). We integrate equation [1.2a] against \(K(x)\) from \(x = 0\) to \(1\) and apply uniform convergence to obtain

\[
2\pi \int_0^1 K(x)q(x,t) \, dx = \int_{-\infty}^{\infty} \int_0^1 K(x)e^{i\lambda x} \, dx \, e^{-\lambda^2 t} q_0(\lambda) \, d\lambda
- \left\{ \int_{\partial D_R^n} \frac{\zeta^+(\lambda; q_0)}{\Delta(\lambda)} + \int_{\partial D_R^n} \frac{e^{-i\lambda} \zeta^-(\lambda; q_0)}{\Delta(\lambda)} \right\} \int_0^1 K(x)e^{i\lambda x} \, dx \, e^{-\lambda^2 t} \, d\lambda
- \left\{ \int_{\partial D_R^n} + \int_{\partial D_R^n} \right\} \int_0^1 K(x)e^{i\lambda x} \, dx \, e^{-\lambda^2 t} \frac{H(\lambda; q_0, g_1, \tau)}{\Delta(\lambda)} \, d\lambda. \tag{4.5}
\]

By lemma 2.2 and applying the Riemann-Lebesgue lemma to the integral, as \(\lambda \to \infty\) from within \(\{\lambda \in \mathbb{C}^+ \setminus D_R^+ : \Im(\lambda) > R/\sqrt{2}\}\),

\[
\frac{\zeta^+(\lambda; q_0)}{\Delta(\lambda)} \int_0^1 K(x)e^{i\lambda x} \, dx = o(1),
\]

uniformly in \(\arg(\lambda)\), and, as \(\lambda \to \infty\) from within \(\{\lambda \in \mathbb{C}^- \setminus D_R^- : \Im(\lambda) < -R/\sqrt{2}\}\),

\[
\frac{e^{-i\lambda} \zeta^-(\lambda; q_0)}{\Delta(\lambda)} \int_0^1 K(x)e^{i\lambda x} \, dx = o(|\lambda|^{-1}),
\]

uniformly in \(\arg(\lambda)\). Hence, by Jordan’s lemma with exponential kernel \(e^{-\lambda^2 t}\), the second line of equation [4.5] can be rewritten as

\[
- \left\{ \int_{\gamma_n^+} \frac{\zeta^+(\lambda; q_0)}{\Delta(\lambda)} + \int_{\gamma_n^-} \frac{e^{-i\lambda} \zeta^-(\lambda; q_0)}{\Delta(\lambda)} \right\} \int_0^1 K(x)e^{i\lambda x} \, dx \, e^{-\lambda^2 t} \, d\lambda.
\]
Applying equation (4.2),
\[
2\pi \int_0^1 K(x)q(x,t) \, dx = \left\{ \int_{-\infty}^\infty - \int_{-\infty}^1 \right\} \int_0^1 K(x)e^{i\lambda x} \, dx \, e^{-\lambda^2 t} \dot{q}_0(\lambda) \, d\lambda
- \left\{ \int_{\gamma_n}^\infty + \int_{-\gamma_n}^1 \right\} \frac{\zeta(\lambda; q_0)}{\Delta(\lambda)} \int_0^1 K(x)e^{i\lambda(x-1)} \, dx \, e^{-\lambda^2 t} \, d\lambda
- \left\{ \int_{\partial D_+^+}^\infty + \int_{\partial D_-^-}^1 \right\} \int_0^1 K(x)e^{i\lambda x} \, dx \, e^{-\lambda^2 t} \frac{H(\lambda; q_0, g_1, \tau)}{\Delta(\lambda)} \, d\lambda. \quad (4.6)
\]

As \( \lambda \to \infty \) from within \( \{ \lambda \in \mathbb{C}^+: \text{Im}(\lambda) < R/\sqrt{2} \} \),
\[
\dot{q}_0(\lambda) \int_0^1 K(x)e^{i\lambda x} \, dx = o(|\lambda|^{-1}),
\]
uniformly in \( \text{arg}(\lambda) \). Hence, by Jordan’s lemma with exponential kernel \( e^{-\lambda^2 t} \), the first pair of integrals in equation (4.6) cancel. A change of variables \( \lambda \mapsto -\lambda \) in the fourth integral on the right of equation (4.6) shows that the sum of the third and fourth terms on the right of equation (4.6) evaluates to
\[
-2 \int_{\gamma_n}^1 e^{-\lambda^2 t} \zeta’(-\lambda; q_0) \, d\lambda = -2 \int_{-\infty}^0 e^{-\lambda^2 t} \zeta’(-\lambda; q_0) \, d\lambda,
\]
where the latter equality is established by applying Jordan’s lemma again with exponential kernel \( e^{-\lambda^2 t/2} \). This integral converges and the integrand is odd, so it evaluates to 0. Therefore
\[
2\pi \int_0^1 K(x)q(x,t) \, dx = -\int_{\partial D_+^+}^\infty \frac{e^{-\lambda^2 t}}{\Delta(\lambda)} \left( \int_0^\tau e^{\lambda^2 s} \dot{q}_0(s) \, ds \, 2i\lambda \int_0^1 K(x) \cos([1 - x] \lambda) \, dx \right) \, d\lambda
+ \int_0^\tau e^{\lambda^2 s} q_1(s) \, ds \left[ \int_0^1 K(x)e^{i\lambda x} \, dx \int_0^1 K(y)e^{-i\lambda y} \, dy - \int_0^1 K(y)e^{i\lambda y} \, dy \int_0^1 K(x)e^{-i\lambda x} \, dx \right] \, d\lambda,
\]
and the terms in the bracket cancel. Hence, by the change of variables \( \lambda^2 = -i\rho, \lambda = i\sqrt{\rho}, q \) satisfies the nonlocal condition (1.1d).

This completes the proof of theorem 1.1.

Proof of corollary 1.2. Although the three paragraphs containing equations (4.1)–(4.3) were used to show that the boundary condition is satisfied, they also contain an argument that \( \dot{q}_x(1,t) \), interpreted as \( \lim_{x \to 1^-} q_x(x,t) \), converges. The argument that \( q_2(0,t) \), interpreted as \( \lim_{x \to 0^+} q_x(x,t) \), also converges is very similar. That \( \partial \dot{q} / \partial t \) converges for interior \( x, t \) is immediate from the exponential decay of \( e^{i\lambda x} \), \( e^{\lambda^2 (x-1)} \) as \( \lambda \to \infty \) along \( \partial D_+^\pm \) and the exponential decay of \( e^{-\lambda^2 t} \) as \( \lambda \to \infty \) along \( \mathbb{R} \). Higher order spatial derivatives only insert extra factors of \( i\lambda \) in each integrand, and any monomial in \( \lambda \) is dominated by the exponential \( e^{i\lambda x} \) (or \( e^{\lambda^2 (1-x)} \)), for all positive \( x \). Therefore \( q \) is infinitely differentiable in \( x \), with each derivative continuously extensible to \( [0,1] \). Moreover, each function \( \partial \dot{q} / \partial t \) obtained as described above is differentiable with respect to \( t \), and exchanging the partial derivatives yields the same formula, so the map \( t \to \partial \dot{q} / \partial t \) is continuous in \( t \). Similarly, the map \( x \to \partial \dot{q} / \partial t \) is continuous in \( x \).

Remark 4.1. To extend time derivatives of \( q \) to \( t = 0 \) of course requires additional differentiability of \( q_0 \). However, there is still an additional issue. Indeed, \( q_0 \) may be arbitrarily smooth on \([0,1]\) without it’s zero extension to \( \mathbb{R} \) having more than a single weak derivative. In such a situation, we cannot expect convergence of the inverse Fourier transform
\[
\int_{-\infty}^{\infty} \lambda^{2n} e^{i\lambda x} \dot{q}_0(\lambda) \, d\lambda, \quad (4.7)
\]
which arises in \( \lim_{t \to 0^+} \partial \dot{q} / \partial t \). In initial-boundary value problems studied via the Fokas method, there are two ways to get around this difficulty. The first is to interpret \( \dot{q}_0 \) as the Fourier transform of a
5 Relation with multipoint problems

Initial-nonlocal value problem \((1.1)\) is related to initial-multipoint value problems that have already been studied using the Fokas transform method \([20]\). In this section, we describe these relations and use the method of the present work to inform a new approach to the Dirichlet-to-Neumann map for multipoint problems.

5.1 Nonlocal value problem \((1.1)\) as a limit of multipoint value problems

We aim to approximate problem \((1.1)\) as an initial-multipoint problem so that the framework of \([20]\) may be applied to solve the approximate problem. If \(K\) were a piecewise linear function then the results of that paper could be applied directly to transform the nonlocal condition into an equivalent multipoint condition, but for general \(K\) this is not possible. Instead, we must devise a sequence of multipoint conditions which has as its limit the nonlocal condition \((1.1d)\). One approach would be to approximate \(K\) by a sequence of piecewise linear functions, and construct the equivalent multipoint conditions in each case. However, due to the complexity of those multipoint conditions, the solution representation thus obtained is somewhat unwieldy. We prefer to take the following approach instead.

For \(m \in \mathbb{N}\), let

\[
K_m(x) = \frac{1}{m+1} \sum_{j=0}^{m} \delta(x - \frac{j}{m}) K\left(\frac{j}{m}\right).
\]  

(5.1)

Then \(K_m \rightharpoonup K\) with test functions \(q\) continuous in \(x\). But

\[
\int_0^1 K_m(x)q(x,t) \, dx = \frac{1}{m+1} \sum_{j=0}^{m} K\left(\frac{j}{m}\right) q\left(\frac{j}{m},t\right),
\]  

(5.2)

so nonlocal condition \((1.1d)\) is the weak-* limit of the \((m+1)\)-point condition

\[
\sum_{j=0}^{m} b_m^j q\left(\frac{j}{m},t\right) = g_0(t), \quad t \in [0,T],
\]  

(5.3)

as \(m \to \infty\), where

\[
b_m^j = \frac{1}{m+1} K\left(\frac{j}{m}\right).
\]  

(5.4)

5.2 Solution of multipoint value problems

In this section, we apply the results of \([20]\) to solve the initial-multipoint value problem

\[
[\partial_t - \partial_x^2]q(x,t) = 0 \quad (x,t) \in (0,1) \times (0,T),
\]  

(5.5a)

\[
q(x,0) = q_0(x) \quad x \in [0,1],
\]  

(5.5b)

\[
q_x(1,t) = g_1(t) \quad t \in [0,T],
\]  

(5.5c)

\[
\int_0^1 K_m(x)q(x,t) \, dx = g_0(t) \quad t \in [0,T],
\]  

(5.5d)

for finite \(m\), where \(K_m\) is defined by equation \((5.1)\), so \((5.5d)\) is really a multipoint condition rather than a genuine nonlocal condition.

The following proposition is a direct application of \([20]\), with only the cancellation of a factor of \(2i\lambda\), to simplify the presentation.
Proposition 5.1. Suppose \( m \in \mathbb{N} \) and \( q \) satisfies initial-multipoint value problem (1.1a)–(1.1c), (5.3). Then there exists \( R > 0 \) sufficiently large that

\[
q(x,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\lambda x - \lambda^2 t} \hat{q}_0(\lambda) d\lambda - \int_{\partial D_m^+} e^{i\lambda x - \lambda^2 t} \frac{F^+_m(\lambda) - H_m(\lambda)}{\Delta_m(\lambda)} d\lambda - \int_{\partial D_m^-} e^{i\lambda x - \lambda^2 t} e^{-i\lambda F^-_m(\lambda) - H_m(\lambda) - \Delta_m(\lambda)} d\lambda,
\]

where

\[
F^+_m(\lambda) = \sum_{j=0}^{m} b^j_m \cos \left( 1 - \frac{j}{m} \right) \lambda \int_0^\frac{\pi}{2} e^{-i\lambda z} q_0(z) dz + \sum_{j=0}^{m} e^{-i\lambda \frac{j}{m}} \int_0^{\frac{\pi}{2}} \cos \left( 1 - \frac{j}{m} \right) \lambda q_0(z) dz,
\]

\[
F^-_m(\lambda) = i \sum_{j=0}^{m} b^j_m \int_0^1 \sin \left( \frac{z - j}{m} \lambda \right) q_0(z) dz,
\]

\[
H_m(\lambda) = i \lambda e^{-i\lambda} \int_0^\tau e^{\lambda s} g_0(s) ds + \sum_{j=0}^{m} e^{-i\lambda \frac{j}{m}} b^j_m \int_0^\tau e^{\lambda s} g_1(s) ds,
\]

\[
\Delta_m(\lambda) = \sum_{j=0}^{m} b^j_m \cos \left( 1 - \frac{j}{m} \right) \lambda,
\]

and \( \tau \in [t,T] \).

Remark 5.2. Understanding the sums over \( j \) as Riemann sums and taking the limit as \( m \to \infty \), solution representation (5.6) approaches solution representation (1.2). In light of this, one might ask why the direct proof of theorem 1.1 was given. The limit \( m \to \infty \) is taken in a naïve sense. Without the a priori proof of uniqueness, the \( m \to \infty \) argument does not yield any uniqueness result. Moreover, it is not even obvious that \( q \) defined by the limit should satisfy the original problem. Of course, the argument of section 4 could be applied to the definition of \( q \) obtained through the limit \( m \to \infty \) (it is, after all, the same definition!) to obtain an existence and solution representation result. But then uniqueness must be determined through an alternative method. Moreover, in evaluating the relative merits of the two approaches, it should not be ignored that using the approach of [20] to derive the result of proposition 5.1 and then taking the limit consumes time comparable to the time taken to derive the solution representation via the new nonlocal method. We therefore conclude that the new approach is superior.

5.3 An initial-boundary value problem as a limit of initial-nonlocal value problems

A classical initial-boundary value problem may be considered as the limit of initial-nonlocal problems as \( K \) approaches a \( \delta \) function at 0. The caveats regarding such a limit are similar to those discussed in remark 5.2, but we proceed with such a formal calculation regardless.

Suppose that in problem (1.1),

\[
K(x) = K_j(x) = \begin{cases} 
  j & \text{if } 0 < x \leq \frac{1}{j}, \\
  0 & \text{otherwise},
\end{cases}
\]

and study the limit \( j \to \infty \). The limit of nonlocal condition (1.1d) is the boundary condition \( q(0, t) = g_0(t) \), so we expect to recover the solution of the classical initial-boundary value problem. Indeed, defining \( \zeta_j^\pm \),
$H_j$ and $\Delta_j$ to depend upon $K_j$, we find
\begin{align}
\Delta_j(\lambda) &= \cos(\lambda) - \frac{\lambda}{2j} \sin(\lambda) + \mathcal{O}\left(j^{-2}\right), \tag{5.7a} \\
H_j(\lambda; g_0, g_1, \tau) &= i\lambda e^{-i\lambda} \int_0^\tau e^{i\lambda z} g_0(s) \, ds \left[ 1 - \frac{i\lambda}{j} + \mathcal{O}\left(j^{-2}\right) \right] \int_0^\tau e^{i\lambda z} g_1(s) \, ds, \tag{5.7b} \\
\zeta^*_j(\lambda, g_0) &= i \int_0^1 q_0(z) \sin(\lambda z) \, dz - \frac{i\lambda}{j} \int_0^1 q_0(z) \cos(\lambda z) \, dz + \mathcal{O}\left(j^{-2}\right), \tag{5.7c} \\
\zeta^+_j(\lambda, g_0) &= \left[ 1 - \frac{i\lambda}{2j} \right] \int_0^1 \cos([1-z]q_0(z)) \, dz - \frac{1}{2j} \cos(\lambda)q_0(0) + \mathcal{O}\left(j^{-2}\right), \tag{5.7d}
\end{align}
in which the $\mathcal{O}(1)$ terms match the initial-boundary value problem.

### 5.4 Alternative Dirichlet-to-Neumann map for multipoint problems

The new implementation of the Fokas transform method makes it unnecessary to study nonlocal problems via limits of the multipoint Fokas transform method of [20]. However, by taking an alternative approach to the Dirichlet-to-Neumann map, informed by the nonlocal Dirichlet-to-Neumann map derived in section 3 of the present work, it is possible to rederive some of the results of [20] through an alternative and more efficient argument. In this section, we illustrate this argument for the specific example of problem (5.5).

**Stage 1**

Stage 1 of the Fokas transform method is independent of the boundary / multipoint / nonlocal conditions, so it proceeds as described in section 3.1. We obtain the Ehrenpreis form (3.4) for any $R > 0$ and the global relation (3.2) for any $\tau \in [0, T]$ and any $y, z$ satisfying $0 \leq y \leq z \leq 1$.

**Stage 2**

As in the nonlocal problem, we must use the boundary condition (5.5c) and multipoint condition (5.5d) to find expressions for the spectral functions
\[ f_0(\lambda; 0), \quad f_1(\lambda; 0), \quad f_0(\lambda; 1), \quad f_1(\lambda; 1). \]

The boundary condition (5.5c) implies that
\[ f_1(\lambda; 1) = h_1(\lambda), \tag{5.8} \]
for $h_1$ defined by equation (5.5) in terms of the datum $g_1$, and
\[ \int_0^1 K_m(y) f_0(\lambda; y) \, dy = i\lambda \int_0^\tau e^{i\lambda y} g_0(s) \, ds =: h_0(\lambda). \tag{5.9} \]

In [20], Sheils’ implementation of the Dirichlet-to-Neumann map for interface problems [3] was adapted to construct a Dirichlet-to-Neumann map for multipoint problems. Specifically, a global relation was derived for each interval $[j/m, (j + 1)/m]$, by setting $y = j/m$, $z = (j + 1)/m$ in equation (5.2), for each $j = 0, 1, \ldots, m - 1$. This provided $m$ equations in the $2m + 2$ spectral functions $f_k(\lambda; j/m)$ for $j = 0, 1, \ldots, m$ and $k = 0, 1$. As usual, the spectral functions have very simple symmetry, allowing the map $\lambda \mapsto -\lambda$ to produce a further $m$ linearly independent equations in the same spectral functions. The $t$-transformed boundary condition (5.8) and multipoint condition (5.9) complete a linear system of rank $2m + 2$. Some work was done to rearrange the system so that it may be solved directly and relatively easily for the expressions that appear in the Ehrenpreis form (3.4),
\[ f_0(\lambda; 0) + f_1(\lambda; 0) \quad \text{and} \quad e^{-i\lambda} \left[ f_0(\lambda; 1) + f_1(\lambda; 1) \right], \]
without solving the full system. However, it is still necessary to solve for two entries in a rank-$(m + 2)$ system. The linear system was solved for general $m$ in [20] lemma 5.1.
In place of the $m$ global relations, we prefer to use two global relation equations: the global relation of two-point type (3.6) and the global relation of multipoint type

$$\int_0^1 K_m(y)f_1(\lambda; y)\,dy - f_0(\lambda; 1)e^{-i\lambda} = -h_0(\lambda) + h_1(\lambda)e^{-i\lambda} \int_0^1 e^{i\lambda y}K_m(y)\,dy + \int_0^1 e^{i\lambda y}K_m(y)\hat{q}_0(\lambda; y, 1)\,dy - e^{2\lambda t} \int_0^1 e^{i\lambda y}K_m(y)\hat{q}(\lambda, t; y, 1)\,dy, \quad (5.10)$$

which was obtained from equation (3.2) by evaluating at $\tau = t$, $z = 1$, multiplying by $e^{i\lambda y}K_m(y)$ and integrating in $y$ from 0 to 1. This is exactly the same as the global relation of nonlocal type (3.7), except that, because of the definition of $K_m$ as a sum of $\delta$-functions, each integral in (5.10) represents a finite sum. Under the map $\lambda \mapsto -\lambda$, we obtain a further two linear equations in the four unknown spectral functions and the spectral integrals

$$\int_0^1 K_m(y)f_0(\lambda; y)\,dy \quad \text{and} \quad \int_0^1 K_m(y)f_1(\lambda; y)\,dy.$$

Together with the transformed boundary condition (5.8) and multipoint condition (5.9), this specifies a linear system of rank 6, uniformly in $m$. Moreover, as this is the same system as was studied in section 3.2, it can be solved in the same way.

Remark 5.3. In [20], the general second and third order $(m + 1)$-point Dirichlet-to-Neumann maps were solved explicitly. Although, for higher $n^{th}$ spatial order problems, the multipoint Dirichlet-to-Neumann map was set up as a rank $n(m + 1)$ linear system, the system was not solved explicitly for $n > 3$; it is not difficult to see how the approach for $n = 3$ can be generalised, but the notation necessarily becomes cumbersome. A generalisation of the new approach (to admit partial differential equations of spatial order $n$, together with $n$ multipoint conditions, instead of just one and a boundary condition) yields a linear system of rank $n(n + 1)$, uniformly in $m$. This may be more tractable than the system whose rank grows linearly with $m$, at least for $n \ll m$.

6 General nonlocal problems for the heat equation

Consider the initial-nonlocal value problem

$$[\partial_t - \partial_x^2]q(x, t) = 0 \quad (x, t) \in (0, 1) \times (0, T), \quad (6.1a)$$

$$q(x, 0) = q_0(x) \quad x \in [0, 1], \quad (6.1b)$$

$$\int_0^1 K(x)q(x, t)\,dx = g_0(t) \quad t \in [0, T], \quad (6.1c)$$

$$\int_0^1 L(x)q(x, t)\,dx = g_1(t) \quad t \in [0, T], \quad (6.1d)$$

where the data $g_0, g_1, q_0$ are sufficiently smooth.

Provided problem (6.1) is well-posed, the Fokas transform method may provide a means of solution. Stage 1 is independent of the nonlocal conditions, so it proceeds as described in section 3.1. In stage 2, we must construct a Dirichlet-to-Neumann map in the form of a linear system that may be solved for the sums of spectral functions

$$f_0(\lambda; 0), \quad f_1(\lambda; 0), \quad f_0(\lambda; 1), \quad f_1(\lambda; 1).$$

We use three evaluations of the global relation (3.2). One evaluation, $y = 0$ $z = 1$, yields the usual global relation of two-point form (3.6). We construct two global relations of nonlocal type by evaluating equation (3.2) at $y = 0$, multiplying by either $e^{i\lambda z}K(z)$ or $e^{i\lambda z}L(z)$, and integrating from 0 to 1:

$$[f_0(\lambda; 0) + f_1(\lambda; 0)]\int_0^1 e^{i\lambda z}K(z)\,dz - \int_0^1 K(z)f_1(\lambda; z)\,dz = h_0(\lambda) + \int_0^1 e^{i\lambda z}K(z)\hat{q}_0(\lambda, 0, z)\,dz - e^{2\lambda t} \int_0^1 e^{i\lambda z}K(z)\hat{q}(\lambda, t; 0, z)\,dz,$$
and
\[ [f_0(\lambda; 0) + f_1(\lambda; 0)] \int_0^t e^{i\lambda z} L(z) \, dz - \int_0^t L(z) f_1(\lambda; z) \, dz = h_1(\lambda) + \int_0^t e^{i\lambda z} L(z) \bar{q}(\lambda; 0, z) \, dz - e^{i\lambda z} \int_0^1 e^{i\lambda z} L(z) \bar{q}(\lambda, t; 0, z) \, dz, \]
where
\[ h_j(\lambda) := i\lambda \int_0^t e^{-\lambda^2 s} g_j(s) \, ds \]
are data. Provided, for some \( x \),
\[ \int_0^1 K(1 - z)L(x - z) \, dz \neq \int_0^1 L(1 - z)K(x - z) \, dz, \] (6.2)
applying the maps \( \lambda \mapsto \lambda \) and \( \lambda \mapsto -\lambda \) yields a full rank system of four equations, so we can solve it in particular for \([f_0(\lambda; 0) + f_1(\lambda; 0)]\). Applying the global relation of two-point type yields an expression for \( e^{-\lambda z}[f_0(\lambda; 1) + f_1(\lambda; 1)] \).

Note that problem \([6.1]\) includes as special cases not only all initial-nonlocal value problems for the heat equation, but also all initial-multipoint value problems, hence all initial-boundary value problems for the heat equation. Indeed, for an arbitrary partition
\[ 0 = \eta_0 < \eta_1 < \ldots < \eta_m = 1, \]
we may compose \( K \) and \( L \) from parts
\[ K = K_0 + K_1 + K_e, \quad L = L_0 + L_1 + L_e, \]
where
\[ K_0(x) = \sum_{j=0}^m k_{0,j} \delta(x - \eta_j), \quad L_0(x) = \sum_{j=0}^m \ell_{0,j} \delta(x - \eta_j), \]
\[ K_1(x) = \sum_{j=0}^m k_{1,j} \delta'(x - \eta_j), \quad L_1(x) = \sum_{j=0}^m \ell_{1,j} \delta'(x - \eta_j), \]
and the remainders \( K_e, L_e \) are sufficiently smooth that lemmata \([2.1]\) and \([2.2]\) may be appropriately adapted.

**A Proofs of lemmata 2.1 and 2.2**
The first proof follows the presentation by Langer \([16]\) theorem 14, though Langer recognises Cartwright’s earlier attribution of the result to Hardy.

*Proof of lemma 2.1* We define
\[ \psi(y) = \begin{cases} \frac{1}{2} k(y) & 0 \leq y \leq 1, \\ \frac{1}{2} k(-y) & -1 \leq y < 0, \end{cases} \]
so that
\[ \Delta(\lambda) = \int_{-1}^1 \psi(y)e^{i\lambda y} \, dy, \]
\[ V_{b-\delta}^b(\psi) = \max\{\|\psi(y_2) - \psi(y_1)\| : b - \delta \leq y_1 < y_2 \leq b\} = V_{b-\delta}^b(k). \]

The function \( \psi \) is continuous at the endpoints of its support \( \pm b \) and is of bounded variation, with \( V_{1,1}^1(\psi) = \psi_0^1(k) \). Therefore
\[ i\lambda \Delta(\lambda) = \psi(b)e^{i\lambda b} - \psi(-b)e^{-i\lambda b} - \int_{-b}^{b-\delta} e^{i\lambda y} \psi(y) \, dy - \int_{b-\delta}^b e^{i\lambda y} \psi(y). \] (A.1)
Suppose \( \lambda = \zeta - i\theta \) for some \( \theta > 0 \). Then

\[
\int_{-b}^{b-\delta} e^{i\lambda y} \psi(y) \, dy \leq V_{-1}(\psi) e^{0(b-\delta)},
\]

\[
\int_{b-\delta}^{b} e^{i\lambda y} \psi(y) \, dy \leq V_{b-\delta}(\psi) e^{\theta}.
\]

Because \( k \) is continuous at 1, there exists some sufficiently small \( \delta_0 \) satisfying the definition in the statement of the lemma. In particular, for \( \delta = \delta_0 \), and \( \theta > M \) we obtain

\[
\int_{-b}^{b-\delta_0} e^{i\lambda y} \psi(y) \, dy \leq \frac{\|\psi(b)\|}{4} e^{\theta}, \quad (A.2)
\]

\[
\int_{b-\delta_0}^{b} e^{i\lambda y} \psi(y) \, dy < \frac{\|\psi(b)\|}{4} e^{\theta}, \quad (A.3)
\]

\[
e^{-2\varepsilon_0} \leq \frac{1}{4}. \quad (A.4)
\]

Combining estimates \( (A.2) - (A.4) \), and observing \( \psi(-b) = \psi(b) \), we obtain from equation \( (A.1) \)

\[
|\lambda \Delta(\lambda)| > |\psi(b)| e^{\theta} \left( 1 - \frac{1}{4} - \frac{1}{4} - \frac{1}{4} \right). \quad (A.5)
\]

We have shown that \( \Delta \) has no zeros with imaginary part less than \(-M\). The argument for imaginary part greater than \( M \) is analogous. The factor \( \sqrt{2} \) in equation \( R = \sqrt{2M} \) appears due to the angle, \( \pi/4 \), which the ray components of \( \partial D_\delta^n \) make with the horizontal strip \( |\text{Im}(\lambda)| < M \).

\[ \square \]

**Proof of lemma 2.2.** Despite not being expressed in exactly this way, the argument in the proof of lemma 2.1 up to estimate \( (A.5) \) may be understood as a proof that

\[
\frac{1}{\Delta(\lambda)} = O \left( |\lambda| e^{-b|\text{Im}(\lambda)|} \right) \quad \text{as } \text{Im}(\lambda) \to \pm \infty. \quad (A.6)
\]

Therefore the same estimate holds as \( \lambda \to \infty \) from within \( \overline{\mathcal{D}^\varepsilon} \).

We integrate by parts in the inner integral in the definition of \( \zeta^- \):

\[
|\zeta^-(\lambda; \phi)| = \left| \frac{1}{\lambda} \int_{0}^{1} K(y) \left( -\cos[(1-y)\lambda]\phi(1) + \phi(y) + \int_{y}^{1} \cos[(z-y)\lambda]\phi'(z) \, dz \right) \, dy \right|
\]

\[
\leq A(\lambda) + B(\lambda) + C(\lambda),
\]

where

\[
A(\lambda) = \left| \frac{\phi(1)}{\lambda} \int_{0}^{1} K(y) \cos[(1-y)\lambda] \, dy \right|,
\]

\[
B(\lambda) = \left| \frac{1}{\lambda} \int_{0}^{1} K(y) \phi(y) \, dy \right|,
\]

\[
C(\lambda) = \left| \frac{1}{\lambda} \int_{0}^{1} K(y) \int_{y}^{1} \cos[(z-y)\lambda]\phi'(z) \, dz \, dy \right|.
\]

We will show that each of the quantities \( A(\lambda), B(\lambda), C(\lambda) \) are dominated by \( \Delta(\lambda) \)

\[
\frac{A(\lambda)}{\|\Delta(\lambda)\|} = \frac{|\phi(1)|}{|\lambda|} \frac{\Delta}{|\Delta|} = O \left( |\lambda|^{-1} \right),
\]

\[
\frac{B(\lambda)}{\|\Delta(\lambda)\|} = O \left( e^{-b|\text{Im}(\lambda)|} \right) = O \left( |\lambda|^{-1} \right).
\]
Using the supremum norm of $\phi'$, we bound the magnitude of the inner integral of $C(\lambda)$:
\[
\left| \int_y^1 \cos((z - y)\lambda)\phi'(z)\,dz \right| \leq \frac{1}{2} \int_y^1 \left[ e^{\text{Im}(\lambda)(z-y)} + e^{-\text{Im}(\lambda)(z-y)} \right] |\phi'(z)|\,dz \\
\leq \frac{\|\phi'\|_{\infty}}{2\text{Im}(\lambda)} \left( e^{\text{Im}(\lambda)(1-y)} - e^{-\text{Im}(\lambda)(1-y)} \right) \\
\leq \frac{\|\phi'\|_{\infty} e^{\text{Im}(\lambda)(1-y)}}{|\text{Im}(\lambda)|}.
\]

We define the function $J : [0, 2] \to \mathbb{R}$ to be the zero extension of the absolute value of $K$. Then $J$ is also a function of bounded variation. It follows that
\[
\frac{C(\lambda)}{\Delta(\lambda)} = \frac{\|\phi'\|_{\infty} e^{\text{Im}(\lambda)}}{|\lambda\text{Im}(\lambda)|} \left| \int_{1-b}^1 K(y)e^{-\text{Im}(\lambda)y} \,dy \right| O \left( |\lambda| e^{-\text{Im}(\lambda)} \right) \\
= \int_{1-b}^2 J(y)e^{-\text{Im}(\lambda)y} \,dy O \left( |\lambda|^{-1} e^{(1-b)\text{Im}(\lambda)} \right) \\
= \left( \frac{|K(1-b)| e^{(1-b)\text{Im}(\lambda)}}{|\lambda\text{Im}(\lambda)|} + \frac{1}{|\text{Im}(\lambda)|} \left| \int_{1-b}^2 e^{-\text{Im}(\lambda)y} \,dy \right| \right) O \left( |\lambda|^{-1} e^{(1-b)\text{Im}(\lambda)} \right) \\
= O \left( |\lambda|^{-2} \right).
\]

Hence asymptotic formula (2.2) holds.

We follow a similar argument to obtain the asymptotic formula for the ratio $\zeta^+(\lambda)/\Delta(\lambda)$. Integrating by parts in the inner integrals of the definition of $\zeta^+$,
\[
|\zeta^+(\lambda; \phi)| \leq E + F + G + P + Q,
\]
where
\[
E = \frac{1}{\lambda} \int_0^1 K(y) \cos([1-y]\lambda)e^{-\lambda y} \phi'(y)\,dy, \\
F = \frac{\phi(0)}{\lambda} \int_0^1 K(y) \cos([1-y]\lambda)\,dy, \\
G = \frac{1}{\lambda} \int_0^1 K(y) \cos([1-y]\lambda) \int_y^1 e^{-\lambda z} \phi'(z)\,dz\,dy, \\
P = \frac{1}{\lambda} \int_0^1 K(y) \sin([1-y]\lambda)e^{-\lambda y} \phi(y)\,dy, \\
Q = \frac{1}{\lambda} \int_0^1 K(y)e^{-\lambda y} \int_y^1 \sin([1-z]\lambda)\phi'(z)\,dz\,dy.
\]

Certainly $F(\lambda)/|\Delta(\lambda)| = O(|\lambda|^{-1})$, by the same argument as for $A(\lambda)/|\Delta(\lambda)|$ above. We will establish bounds for each of the other terms.

\[
E \leq \frac{1}{|\lambda|} \left| \int_0^1 K(y) \phi(y) \frac{1}{2} \left( e^{\lambda(1-2y)} + e^{-\lambda y} \right)\,dy \right| \leq \frac{\|K\phi\|_1}{2|\lambda|} \sup_{1-b \leq y \leq 1-a} \left| e^{\lambda(1-2y)} + e^{-\lambda y} \right| \leq \frac{\|K\phi\|_1}{|\lambda|} e^{\text{Im}(\lambda)}.
\]

Therefore, as $\lambda \to \infty$ from within $D^+$,
\[
\frac{E(\lambda)}{|\Delta(\lambda)|} = O(e^{\text{Im}(\lambda)(1-b)}),
\]
which is $O(1)$ provided $b = 1$. A similar argument yields $P(\lambda)/|\Delta(\lambda)| = O(e^{\text{Im}(\lambda)(1-b)})$. Using the supremum norm of the inner integral of $G$, we bound the magnitude of the inner integral of $G(\lambda)$:
\[
\left| \int_y^1 e^{-\lambda z} \phi'(z)\,dz \right| \leq \|\phi'\|_{\infty} \int_y^1 e^{-\lambda z}\,dz = \frac{\|\phi'\|_{\infty} e^{\text{Im}(\lambda)}}{\text{Im}(\lambda)}.
\]
It follows that
\[
|G(\lambda)| \leq \frac{\|\phi\|_\infty}{2 \operatorname{Im}(\lambda)} \left( \int_{1-b}^{2} J(y) \left[ e^{\operatorname{Im}(\lambda)} + e^{\operatorname{Im}(\lambda)(2y-1)} \right] \, dy \right)
\leq \frac{\|\phi\|_\infty}{2 \operatorname{Im}(\lambda)} \left( e^{\operatorname{Im}(\lambda)} \|K\|_\infty + \frac{e^{-\operatorname{Im}(\lambda)}}{2 \operatorname{Im}(\lambda)} \left[ \int_{1-b}^{2} e^{\operatorname{Im}(\lambda)(1-b)} \, dy \right] \right)
= \frac{\|\phi\|_\infty}{2 \operatorname{Im}(\lambda)} \left( e^{\operatorname{Im}(\lambda)} \|K\|_\infty + O(|\lambda|^{-1}) \right).
\]

Therefore, provided \( b = 1 \), we have \( G(\lambda)/|\Delta(\lambda)| = O(|\lambda|^{-1}) \). The argument for \( Q(\lambda)/|\Delta(\lambda)| = O(|\lambda|^{-1}) \) is very similar. We have established asymptotic formula (2.3).

\[ \square \]
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