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Abstract

In this paper, we prove logarithmically complete monotonicity properties of certain ratios of the $k$-gamma function. As a consequence, we deduce some inequalities involving the $k$-gamma and $k$-trigamma functions.
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1 Introduction

The $k$-gamma function (also known as the $k$-analogue or $k$-extension of the classical Gamma function) was defined by Díaz and Pariguan [5] for $k > 0$ and $x \in \mathbb{C}\setminus k\mathbb{Z}$ as

$$\Gamma_k(x) = \lim_{n \to \infty} \frac{n!k^n(nx)^{n-1}}{(x)_{n,k}} = \int_0^\infty t^{x-1}e^{-\frac{t^k}{k}} dt,$$

(1)

where $(x)_{n,k} = (x+k)(x+2k)\ldots(x+(n-1)k)$ is the Pochhammer $k$-symbol. It satisfies the basic properties

$$\Gamma_k(x+k) = x\Gamma_k(x),$$

$$\Gamma_k(k) = 1,$$

$$\Gamma_k(nk) = k^{n-1}(n-1)!, \quad n \in \mathbb{N}.$$
The $k$-analogue of the Gauss multiplication formula is given as [15]

\[
\Gamma_k(mx) = m^{\frac{m}{2} - \frac{k}{2}} k^{\frac{m-1}{2}} (2\pi)^{\frac{1-m}{2}} \prod_{s=0}^{m-1} \Gamma_k \left( x + \frac{sk}{m} \right), \quad m \geq 2,
\]

and by letting $x = \frac{k}{m}$, one obtains the identity

\[
\prod_{s=1}^{m-1} \Gamma_k \left( \frac{sk}{m} \right) = k^{\frac{1-m}{2}} (2\pi)^{\frac{m-1}{2}} \sqrt{m}, \quad m \geq 2.
\]

The logarithmic derivative of the $k$-gamma function, which is called the $k$-digamma function, is defined as (see [6], [7], [12], [13])

\[
\psi_k(x) = \frac{d}{dx} \ln \Gamma_k(x) = \ln k - \gamma - \frac{1}{x} + \sum_{n=1}^{\infty} \frac{x}{nk(nk+x)} - \gamma_k(x),
\]

and satisfies the properties

\[
\psi_k(x + k) = \frac{1}{x} + \psi_k(x),
\]

\[
\psi_k(k) = \ln k - \gamma,
\]

where \( \gamma \) is the Euler-Mascheroni’s constant. The $k$-polygamma function of order $r$ is defined as [7]

\[
\psi^{(r)}_k(x) = \frac{d^r}{dx^r} \psi_k(x) = (-1)^{r+1} \sum_{n=0}^{\infty} \frac{r!}{(nk+x)^{r+1}}, \quad r \in \mathbb{N},
\]

Also, it is well known in the literature that the integral

\[
\frac{r!}{x^{r+1}} = \int_0^\infty t^r e^{-xt} dt,
\]

holds for $x > 0$ and $r \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$. See for instance [1, p. 255].

We recall that a function $h$ is said to be completely monotonic on an interval $I$, if $h$ has derivatives of all order and satisfies

\[
(-1)^r h^{(r)}(z) \geq 0,
\]

for all $z \in I$ and $r \in \mathbb{N}_0$. If inequality (7) is strict, then $f$ is said to be strictly completely monotonic on $I$. In particular, each completely monotonic function is positive, decreasing and convex.
A positive function $h$ is said to be logarithmically completely monotonic on an interval $I$, if $h$ satisfies
\begin{equation}
(-1)^r [\ln h(z)]^{(r)} \geq 0,
\end{equation}
for all $z \in I$ and $r \in \mathbb{N}_0$. If inequality (8) is strict, then $h$ is said to be strictly logarithmically completely monotonic on $I$. It has been established that, if a function is logarithmically completely monotonic, then it is completely monotonic [14]. However, the converse is not necessarily true.

Completely monotonic functions are frequently encountered in various aspects of mathematics. They are particularly useful in the theory of inequalities, in probability theory and in potential theory. There exists an extensive literature on this subject. See for instance [2], [4], [10], [11], [17], [16] and the related references therein.

In [9] it was shown that the functions
\begin{align*}
F(x) &= \frac{\Gamma(2x)}{x \Gamma^2(x)} \quad \text{and} \quad G(x) = \frac{\Gamma(2x)}{\Gamma^2(x)},
\end{align*}
are strictly logarithmically convex and strictly logarithmically concave respectively on $(0, \infty)$. In [3], the author established a more deeper results by proving that $F(x)$ and $1/G(x)$ are strictly logarithmically completely monotonic on $(0, \infty)$. Then in [8], the authors generalized the results of [3] by proving the following results.

Let $F$ and $G$ be defined for an integer $m \geq 2$ and $x \in (0, \infty)$ as
\begin{align*}
F(x) &= \frac{\Gamma(mx)}{x^{m-1} \Gamma^m(x)} \quad \text{and} \quad G(x) = \frac{\Gamma(mx)}{\Gamma^m(x)}.
\end{align*}
Then $F(x)$ and $1/G(x)$ are strictly logarithmically completely monotonic on $(0, \infty)$.

In this paper the main objective is to extend the results of [8] to the $k$-gamma function. We begin with the following auxiliary results.

\section{Auxiliary Results}

\textbf{Lemma 2.1.} The $k$-polygamma function satisfies the identity
\begin{equation}
\psi_k^{(r)}(mx) = \frac{1}{m^{r+1}} \sum_{s=0}^{m-1} \psi_k^{(r)} \left( x + \frac{sk}{m} \right), \quad m \geq 2,
\end{equation}
where $r \in \mathbb{N}$. This may be called the multiplication formula for the $k$-polygamma function.

\textit{Proof.} This follows easily from (2). \hfill \Box
Lemma 2.2. The $k$-digamma and $k$-polygamma functions satisfy the following integral representations.

\[
\psi_k(x) = \frac{\ln k - \gamma}{k} + \int_0^\infty \frac{e^{-kt} - e^{-xt}}{1 - e^{-kt}} \, dt \quad (10)
\]

\[
= \frac{\ln k - \gamma}{k} + \int_0^1 \frac{t^{k-1} - t^{x-1}}{1 - t^k} \, dt, \quad (11)
\]

\[
\psi_k^{(r)}(x) = (-1)^{r+1} \int_0^\infty \frac{t^r e^{-xt}}{1 - e^{-kt}} \, dt \quad (12)
\]

\[
= - \int_0^1 \frac{(\ln t)^r t^{x-1}}{1 - t^k} \, dt. \quad (13)
\]

Proof. By using (4) in conjunction with (6), we obtain

\[
\psi_k(x) = \frac{\ln k - \gamma}{k} + \sum_{n=0}^\infty \int_0^\infty \left( e^{-kt} - e^{-xt} \right) \frac{e^{-nkt}}{1 - e^{-kt}} \, dt
\]

\[
= \frac{\ln k - \gamma}{k} + \int_0^\infty \left( e^{-kt} - e^{-xt} \right) \sum_{n=0}^\infty e^{-nkt} \, dt
\]

which proves (10), and by change of variables, we obtain (11). Representations (12) and (13) respectively follow directly from (10) and (11). \qed

Lemma 2.3. For $t > 0$ and $n \in \mathbb{N}$, we have

\[
\sum_{s=1}^n e^{-\frac{st}{n+1}} - ne^{-t} > 0. \quad (14)
\]

Proof. Note that $e^{-ut} > e^{-t}$ for all $0 < u < 1$ and $t > 0$. Then we have

\[
\sum_{s=1}^n e^{-\frac{st}{n+1}} = e^{-\frac{1}{n+1}t} + e^{-\frac{2}{n+1}t} + e^{-\frac{3}{n+1}t} + \cdots + e^{-\frac{n}{n+1}t}
\]

\[
> e^{-t} + e^{-t} + e^{-t} + \cdots + e^{-t}
\]

\[
= ne^{-t},
\]

which completes the proof. \qed

3 Main Results

We are now in position to prove the main results of this paper.
Theorem 3.1. Let $F$ and $G$ be defined for an integer $m \geq 2$, $k > 0$ and $x \in (0, \infty)$ as

$$F(x) = \frac{\Gamma_k(mx)}{x^{m-1}\Gamma_k(x)}$$

and

$$G(x) = \frac{\Gamma_k(mx)}{\Gamma_k(x)}.$$

Then

(a) $F(x)$ is strictly logarithmically completely monotonic on $(0, \infty)$,
(b) $1/G(x)$ is strictly logarithmically completely monotonic on $(0, \infty)$.

Proof. By repeated differentiations and applying (9), we obtain

$$\frac{(\ln\, F(x))^{(r)}}{x^r} = m^r\psi_k^{(r-1)}(mx) - m\psi_k^{(r-1)}(x) + (-1)^r\frac{(m-1)(r-1)!}{x^r},$$

for $r \in \mathbb{N}$. Then by applying (6) and (12), we obtain

$$(-1)^r(\ln\, F(x))^{(r)} = \int_0^\infty \left[ \sum_{s=0}^{m-1} e^{-\frac{sk}{m}t} - m + (m-1)(1-e^{-kt}) \right] \frac{t^{r-1}e^{-xt}}{1-e^{-kt}} dt$$

$$> 0,$$

which follows from Lemma 2.3. This completes the proof of (a). Similarly, we obtain

$$\left(\ln\, \frac{1}{G(x)}\right)^{(r)} = m\psi_k^{(r-1)}(x) - m^r\psi_k^{(r-1)}(mx)$$

$$= m\psi_k^{(r-1)}(x) - \sum_{s=0}^{m-1} \psi_k^{(r-1)}(x + \frac{sk}{m}),$$

for $r \in \mathbb{N}$. This implies that

$$(-1)^r\left(\ln\, \frac{1}{G(x)}\right)^{(r)} = \int_0^\infty \left[ m - \sum_{s=0}^{m-1} e^{-\frac{sk}{m}t} \right] \frac{t^{r-1}e^{-xt}}{1-e^{-kt}} dt$$

$$= \int_0^\infty \left[ 1 + \sum_{s=1}^{m-1} \left( 1 - \sum_{s=0}^{m-1} e^{-\frac{sk}{m}t} \right) \frac{t^{r-1}e^{-xt}}{1-e^{-kt}} dt$$

$$> 0,$$

which completes the proof of (b).
Corollary 3.2. Let \( m \geq 2 \) be an integer and \( k > 0 \). Then the inequality
\[
k^{m-1}(m-1)! < \frac{\Gamma_k(mx)}{\Gamma_k(x)} < x^{m-1}(m-1)!, \tag{15}
\]
holds if \( x \in (k, \infty) \) and reverses if \( x \in (0,k) \).

Proof. The conclusions of Theorem 3.1 imply that \( F(x) \) is strictly decreasing while \( G(x) \) is strictly increasing. Then for \( x \in (k, \infty) \), we have \( F(x) < F(k) \) which gives the right hand side of (15). Also for \( x \in (k, \infty) \) we have \( G(x) > G(k) \) yielding the left hand side of (15). The proof for the case where \( x \in (0,k) \) follows the same procedure and so we omit the details. \( \square \)

Corollary 3.3. Let \( m \geq 2 \) be an integer and \( k > 0 \). Then the inequality
\[
\frac{\Gamma_k(mx)}{\Gamma_k(x)} < x^{m-1}\frac{m}{m}, \tag{16}
\]
holds for \( x \in (0, \infty) \).

Proof. Since \( F(x) \) is strictly decreasing on \( (0, \infty) \), it follows easily that
\[
F(x) < F(0) = \lim_{x \to 0} F(x) = \frac{1}{m},
\]
which gives (16). \( \square \)

Corollary 3.4. Let \( m \geq 2 \) be an integer and \( k > 0 \). Then the inequality
\[
\frac{1}{m} \sum_{s=0}^{m-1} \psi'_{k}(x + \frac{sk}{m}) < \psi'_{k}(x) < \frac{1}{m} \sum_{s=0}^{m-1} \psi'_{k}(x + \frac{sk}{m}) + \frac{m-1}{mx^2}, \tag{17}
\]
holds for \( x \in (0, \infty) \).

Proof. Infering from Theorem 3.1, it follows that \( F(x) \) is strictly logarithmically convex while \( G(x) \) is strictly logarithmically concave. In this way,
\[
(ln F(x))'' = \sum_{s=0}^{m-1} \psi'_{k}(x + \frac{sk}{m}) - m\psi'_{k}(x) + \frac{m-1}{x^2} > 0,
\]
which yields the right hand side of (17). Also,
\[
(ln G(x))'' = \sum_{s=0}^{m-1} \psi'_{k}(x + \frac{sk}{m}) - m\psi'_{k}(x) < 0,
\]
which gives the left hand side of (17). This completes the proof. \( \square \)
4 Conclusion

We have established logarithmically complete monotonicity properties of certain ratios of the k-gamma function. As a consequence, we derived some inequalities involving the k-gamma and the k-trigamma functions. The established results could trigger a new research direction in the theory of inequalities and special functions.
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