We achieved three-dimensional (3D) computational ghost imaging with multiple photoresistors serving as single-pixel detectors using semi-calibrated lighting approach. We performed imaging in the spatial frequency domain by having each photoresistor obtain the Fourier spectrum of the scene at a low spectral coverage ratio of 5%. To retrieve a depth map of a scene, we inverted, apodized, and applied semi-calibrated photometric stereo (SCPS) to the spectra. At least 93.5% accuracy was achieved for the 3D results of the apodized set of images applied with SCPS in comparison with the ground truth. Furthermore, intensity error map statistics obtained at least 97.0% accuracy for the estimated surface normals using our method. Our system does not need special calibration objects or any additional optical components to perform accurate 3D imaging, making it easily adaptable. Our method can be applied in current imaging systems where multiple detectors operating at any wavelength are used for two-dimensional (2D) imaging, such as imaging cosmological objects. Employing the idea of changing light patterns to illuminate a target scene and having stored information about these patterns, the data retrieved by one detector will give the 2D information while the multiple-detector system can be used to get a 3D profile.
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I. INTRODUCTION

Single-pixel cameras are gaining prevalence in the field of imaging because they break the limits set by a conventional camera, particularly in the non-visible spectrum. This is made possible through the concept of ghost imaging (GI), an unconventional imaging technique which initially relied on light correlations from data obtained by two light detectors [1]. Although it originated from quantum sensing with initial experiments using entangled photons, the field has later on expanded using classical-state light source such as pseudo-thermal light [2–6] and broadband sources [7, 8]. Advancements in the technique introduced computational ghost imaging (CGI) that uses a single non-pixelated light detector [9] to obtain two-dimensional images of a scene using compressed sensing techniques [10,12]. A variety of techniques then emerged that include non-visible light imaging applied to different fields [13,15] with additional experimental demonstrations on ghost spectroscopy [19,21].

In 2009, Bromberg et al. first introduced the idea of three-dimensional (3D) imaging applications for GI [22] citing its depth-resolving and diffraction imaging capability. Clemente et al. later on presented the concept of digital ghost holography [23]. Ghost tomography using hard x-rays of optically opaque 3D objects has also been demonstrated with a ghost imaging setup using a classical-state source [17]. An interesting application on 3D CGI exploited time-of-flight (TOF) approach for remote sensing and atmospheric imaging [24–28]. In 2016, Sun et al. used a modified TOF approach based on short-pulsed structured illumination combined with compressive sensing for low-cost real-time 3D imaging [29]. Another recent study on non-line-of-sight 3D imaging also used TOF coupled with back-projection imaging algorithms to achieve real-time imaging [30]. Here, we offer a simple, cheap, and adaptable approach to 3D ghost imaging by extending our previous work on low-cost ghost imaging (see Ref. [31]) using photoresistors as single-pixel detectors (SPDs). We show that shading information is preserved in the Fourier domain and our low-cost ghost imaging system is capable of 3D imaging using a semi-calibrated photometric stereo (SCPS) algorithm. This differs from existing 3D CGI systems that use stereo vision or shape-from-shading technique done in Ref. [32] or described in Ref. [33] because far fewer measurements for each detector are needed since imaging is performed in the Fourier domain. As a proof of concept, we apply the method to test objects without sharp edges. This allows us to perform 3D imaging at a low spectral coverage ratio, $\alpha$, of 5% because of the absence of complex or high spatial frequency features. Additionally, these photometric stereo setups usually follow the assumption of a fully-calibrated system with sensors receiving the same amount of light or if not, a mirror or chrome sphere for estimating light parameters is used. We show here that such special calibration objects are not needed with the SCPS algorithm.

Moreover, our 3D imaging system does not need additional optical components such as lenses or gratings...
Unlike the techniques used in Refs. [31–33], which also image in the Fourier domain. The setups in Refs. [34] and [35] mimic a fringe projection profilometry system which employs the usual phase-to-height calibration using objects with known dimensions. Teng et al. [36] even focus more on high-speed imaging by using a mode-lock laser for the light source and a time-encoded projector to generate illumination patterns, with a calibration part that involves imaging a standard flat and spherical surface. A recent study on single-pixel 3D imaging also did not employ additional hardware but made use of multiplexed illumination and a convolutional neural network to decode both reflectance and depth information [37].

Other recent studies on 3D CGI involving photometric stereo make use of Hadamard patterns of low and high spatial resolutions that are based on the surface normal variations of the object as was done by Qian et al. [38]. The same basis set was used by Zhang et al. in Ref. [39] coupled with a spatial light modulator of high modulation rate for real-time imaging. Soltanlou et al. image a 3D object through scattering media in Ref. [40] while Zhang et al. improve noise immunity of 3D CGI systems using sub-pixel displacement in Ref. [41]. As for other basis sets, Haar wavelets are used as illumination patterns by Xi et al. combined with a bi-frequency projecting system for high-contrast and high-resolution 3D ghost imaging [42].

In this paper, we present a three-step process to obtain 3D reconstructions of objects. First, we use the low-cost ghost imaging technique described in Ref. [31] to capture several 2D images of a scene using multiple photoresistors. Second, we improve on the quality of the images captured by the photoresistors by applying an apodization technique on the retrieved Fourier spectra. Third, we apply a semi-calibrated photometric stereo approach that does not need a special calibration object to estimate the lighting strength and direction for each detector. This also addresses the problem of differing sensitivities (although minimal) of the photoresistors used in the experiment. We believe this is the first time the semi-calibrated photometric stereo combined with apodization technique is used for 3D reconstruction in computational ghost imaging.

II. SEMI-CALIBRATED PHOTOMETRIC STEREO

Photometric stereo has been demonstrated as a powerful technique in retrieving depth information using the concept of shape-from-shadow [43, 44]. Several images with different illuminations by different light sources are used to reconstruct the 3D image of a scene. These images are captured at a fixed viewpoint by a digital camera. Invoking Helmholtz reciprocity, the sensor and the light source may be interchanged. This inverse principle is the core idea of 3D CGI via photometric stereo that uses several SPDs and a single light source.

In a CGI photometric stereo setup wherein there are multiple detectors (Fig. 1), each detector $i$ measures different intensities $I_{i,j}$ where $j$ represents a single pixel in the $i$th image. We want to recover the scene properties corresponding to the albedo or surface reflectivity $\beta_j$ and the normal $\mathbf{n}_j$. Letting $\mathbf{g}_j = \beta_j \mathbf{n}_j$, which we call the albedo-scaled normal, the image captured from the $i$th detector is

$$I_{i,j} = d_i^\top \mathbf{g}_j,$$

where $d_i$ corresponds to the detector position vector. We additionally define $d_i$ as

$$d_i = \gamma_i \hat{d}_i,$$

where $\gamma_i$ represents the lighting strength on the $i$th detector and $\hat{d}_i$ represents the unit vector corresponding to the detector’s location.

Considering all detectors, Eq. (1) may be recast into matrix form

$$\begin{bmatrix} I_{1j} \\ \vdots \\ I_{Mj} \end{bmatrix} = D \begin{bmatrix} d_1 \\ \vdots \\ d_M \end{bmatrix},$$

that we can consequently write as

$$\mathbf{I}_j = D^\top \mathbf{g}_j.$$
from which the surface normal may be computed as

$$n_j = \frac{g_j}{\|g_j\|},$$  \hspace{1cm} (5)

with $\|g_j\| = \beta_j$.

In a partially calibrated lighting environment such as in our case where the lighting strength $\gamma_i$ in Eq. (2) is not known but the unit vector $d_i$ is known, we estimate the unknown parameter from the images themselves. Cho et al. [45] called this the semi-calibrated photometric stereo. It is fit for scenarios where there is (i) varying light intensity conditions and exposures, and/or (ii) limited control over sensors. It was primarily intended for conventional photometric stereo setups having multiple light sources and one sensor, however, it can also be used for 3D CGI setups. Given that the detectors have different characteristics and that we cannot entirely control the amount of light received by each, SCPS is applicable to our setup.

To solve for the unknown, we invoke a minimization technique of a cost function involving the lighting parameters [46],

$$\text{cost}(\{\gamma_i\}) = \sum_j \| I_j - D(\Gamma)^T g_j \|^2,$$  \hspace{1cm} (6)

where $D(\Gamma) = [\gamma_1 d_1 \cdots \gamma_M d_M]$ with $\Gamma \in \mathbb{R}^{1 \times M}$, a one-dimensional vector containing the optimal light intensity measured by each detector.

The function $g_j$ is obtained in the same manner as Eq. (4), reducing the cost function to

$$\text{cost}(\{\gamma_i\}) = \sum_j \| I_j - D(\Gamma)^T (D(\Gamma)D(\Gamma)^T)^{-1}D(\Gamma)I_j \|^2,$$  \hspace{1cm} (7)

that can be solved using a non-linear least squares approach such as the Levenberg-Marquardt algorithm [47–49]. This gives us the optimal value of $\Gamma$ for the depth map estimation.

We then employ the well-known Frankot-Chellappa algorithm [50] to solve for the surface elevation

$$z = f(x, y),$$  \hspace{1cm} (8)

where $(x, y, z)$ are the object coordinates. Letting $(p, q)$ be the gradient of the above function, we may define the surface normal as $[p, q, -1]$. Explicitly, these parameters are related to the coordinates of the normal vector

$$z_x = \frac{\partial f(x, y)}{\partial x} = -\frac{n_x}{n_z} = p, \hspace{0.5cm} z_y = \frac{\partial f(x, y)}{\partial y} = -\frac{n_y}{n_z} = q,$$  \hspace{1cm} (9)

where $(n_x, n_y, n_z)$ were retrieved using Eq. (5). Simultaneously, the distance error is minimized according to

$$\int \int |z_x - p|^2 + |z_y - q|^2 \, dxdy.$$  \hspace{1cm} (10)

The surface geometry is obtained by letting Eq. (8) be a linear combination of discrete Fourier basis functions
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\caption{The response curve (voltage as a function of projector grey level) was plotted for all detectors. The inset on the lower right shows a close-up response curve of the detectors in the chosen region. Labels D1 to D6 correspond to each detector as described in Fig. 1.}
\end{figure}

\section{III. EXPERIMENT}

Six photoresisters (GL12528, 12 mm × 1 mm sensitive area), labeled D1 to D6, were strategically placed at an approximate distance of 30 cm from the scene to ensure enough shading information in the resulting images as shown in Fig. 1. With the lensless imaging setup, the SPDs must be relatively near the scene to get a good signal-to-noise ratio. A commercial projector (Acer K11 DLP 200), placed 1 m behind the detectors, is used to illuminate the scene with sinusoidal light patterns while the photoresistors measure the back-scattered light. A computer (16-GB RAM, Intel Core i7-4710MQ) generates the patterns and consequently performs 3D reconstructions while the signal from each photoresistor is digitized using an Arduino Uno Rev3 microcontroller.
In our experiment, each detector first performs imaging in the Fourier domain. The sets of phase-shifted sinusoidal fringe patterns, with spatial frequencies covering $\alpha = 0\% - 5\%$ in the Fourier domain, are projected onto the scene to obtain the coefficients of the spectrum [51]. Each set has 3 sinusoidal patterns of the same spatial frequency and with 0, $2\pi/3$, and $4\pi/3$ phase shifts. The inverse fast Fourier transform algorithm is then applied to each Fourier spectrum to obtain the actual image. From the combined images retrieved by all detectors, we then apply the SCPS approach to obtain the 3D image of the scene.

We characterized all photoresistors and synchronized the fringe projection and signal recording. Figure 2 shows the response curves obtained from the six detectors. For each detector, voltage was plotted as a function of increasing grey level which is proportional to light intensity, projected on a white plane placed at the location of the scene. As expected, the photoresistors have a non-linear response to increasing light intensity. In general, we saw minimal difference in their response curves but when inspected closely (inset on lower right of Fig. 2), not all of these detectors have overlapping data points. This of course has an effect on the magnitude of the light they will receive at their location and in turn affects the measured back-scattered light. This also depends on the topographical texture of the object. For example, orienting the waves horizontally as shown in the side view of the setup in Fig. 1 will result in less shadows in the images produced by detectors D2 and D5. Consequently, orienting the waves in a diagonal manner will result to little shadow information from either D1 and D6 or D3 and D4 depending on the wavelength alignment. The sine wave was oriented vertically (Fig. 3c) such that we have enough shadow information from all detectors. For the hemisphere and cone, we took their top view images.

IV. RESULTS AND DISCUSSION

Each detector gives a different Fourier spectrum by virtue of its position. For the reconstruction, we set $\alpha$ to 5% of the entire Fourier spectrum and the size of the images to 150×150 pixels covering roughly 4.3×4.3±0.1 cm² of the actual scene. The image reconstruction algorithm utilizes the idea that natural images are sparse in the spatial frequency domain [52]. Statistics show that their most informative spatial frequency bands are contained within the 5% spectral coverage, or 10% for edge retrieval [53]. Considering 3 step phase-shifting illumination and symmetry of the Fourier spectrum, a 5% spectral coverage for the set image size is equivalent to 1688 single-pixel measurements. Accounting for delay time between fringe projection and signal acquisition (set to 25 ms with the photoresistor’s response time as the limiting factor), bit fluctuations of the analog-to-digital conversion (we averaged over 20 trials), and sequential reading of the SPDs, it took ~1.7 hours to produce each set of six images for a single object or ~5 minutes for one trial.

We improve on the quality of an image obtained by a photoresistor by apodizing the retrieved Fourier spectrum, an optical filtering technique that smoothes out the edges of an aperture [54, 55]. In particular, since we used a circular sampling approach, we multiply a centered Gaussian filter to each spectrum of the form

$$h(\xi, \eta) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{((\xi/K)^2 + (\eta/L)^2)}{2\sigma^2}\right),$$

where $\xi \in [-K/2, K/2]$ and $\eta \in [-L/2, L/2]$ with $K$ and $L$ being the number of pixels along the $\xi$ and $\eta$ axes of the image, and $\sigma$ is the standard deviation of the objects are unnecessary.

As a proof of concept of 3D Fourier ghost imaging (FGI) using SCPS, we only used test objects with simple 3D structure during the experiment which include a hemispherical object and the cone have an estimated radius of 2.0 cm while the cone has a height of 2.1 cm. The amplitude and wavelength of the sine wave are 0.5 cm and 2.0 cm, respectively. All of the objects have matte surfaces to reduce specular reflectance and assure a Lambertian surface. Intuitively, the placement and orientation of the detectors relative to the objects affect the measured back-scattered light. This also depends on the topographical texture of the object. For example, orienting the waves in a diagonal manner will result to little shadow information from either D1 and D6 or D3 and D4 depending on the wavelength alignment. The sine wave was oriented vertically (Fig. 3c) such that we have enough shadow information from all detectors. For the hemisphere and cone, we took their top view images.
Gaussian distribution. Note that one must be careful in choosing the extent of apodization which is equivalent to setting the radius of the Gaussian filter as dictated by $\sigma$. [Visualization1] shows how the Gaussian filter looks like as we vary $\sigma$ and its effect on one spectrum and corresponding reconstructed image. Since we only want to soften the edges of the mask while ensuring important features of the spectra are preserved, we set the value of $\sigma$ as equal to the spectral coverage ratio used, $\sigma = \alpha = 0.05$.

The spectra and reconstructed 2D images of the hemisphere object before and after Gaussian filtering from all six detectors are shown in Fig. 4. Additional sample images for the cone and sine wave object from one detector are shown in Fig. 5 with $\sigma$ for the Gaussian filter also set to be equal to $\alpha$. Each left-and-right pair corresponds to before-and-after apodizing the spectrum. Initially, the circular spectra have hard edges but after apodizing, the edges were softened out while features found in the lower spatial frequency bands were retained. An example of which is shown in Fig. 6 where the two prominent secondary peaks, whose distance from the central peak (DC term) represents the frequency of the sine wave object, were preserved. For a 2D sine wave, the amplitude of the DC term equals the average image intensity whereas the direction of the periodicity of the image feature is encoded in the orientation of the secondary peaks or the non-zero frequency components. In the case of our sine wave object, the secondary peaks we were able to obtain...
FIG. 7. 3D reconstructions of the hemisphere, cone, and sine wave objects under four different cases. Apart from the angular tilt for the direct photometric stereo cases (first two columns), the general 3D shape of the objects were more or less retrieved. The unapodized semi-calibrated case (third column), especially the sine wave object, has too much noise artifacts in the set of raw images. As a result, the non-linear least squares algorithm had difficulty looking for optimal solutions, yielding inaccurate 3D reconstructions. The apodized semi-calibrated case (fourth column) had the best results. Arrows were added to emphasize the tilt of the images.

using our FGI setup are horizontally aligned (see Fig. 5h) with the central peak as a result of its vertical orientation (see Fig. 3c) which agrees with Fourier theory.

Similar to the obtained results in our previous work [31], the signal-to-noise ratio is significantly reduced without a lens placed before the SPDs to collect the reflected light from the scene, resulting to grainy reconstructed images as seen in Figs. 4 and 5 especially before the apodization process. However, upon apodizing, the background noise present in the images was removed while the necessary lighting information, i.e. the varying illumination including the albedo of the object as well as shading effect based on the position of each detector, was otherwise retained.

The SCPS algorithm is then used to obtain 3D reconstruction of the objects from the 2D images retrieved by the setup. For completeness, a direct 3D reconstruction without optimizing the lighting parameter by skipping Eq. (7) in the reconstruction process in Section II is also performed. For this non-calibrated case, we assume the
TABLE I. Quantitative Analysis of the 3D Data† and Intensity Error Maps‡ using Error Statistics.

| Object | Case                  | Relative Error† | Angular Error† | Mean‡   | Median‡ | Max‡  |
|--------|-----------------------|-----------------|---------------|---------|---------|-------|
|        | Direct                | 0.23            | 16.7°         | 0.049   | 0.053   | 0.12  |
|        | Direct + Apodized     | 0.23            | 10.8°         | 0.054   | 0.063   | 0.10  |
|        | Semi-calibrated       | 0.40            | 20.5°         | 0.023   | 0.023   | 0.072 |
|        | Semi-calibrated + Apodized | **0.068** | **9.23°** | **0.012** | **0.012** | **0.034** |
| Cone   | Direct                | 0.19            | 12.9°         | 0.052   | 0.053   | 0.13  |
|        | Direct + Apodized     | 0.18            | 8.73°         | 0.057   | 0.063   | 0.12  |
|        | Semi-calibrated       | 0.24            | 13.9°         | 0.025   | 0.024   | 0.084 |
|        | Semi-calibrated + Apodized | **0.069** | **2.89°** | **0.013** | **0.012** | **0.037** |
| Sine   | Direct                | 0.17            | 7.94°         | 0.072   | 0.069   | 0.18  |
|        | Direct + Apodized     | 0.16            | 8.06°         | 0.071   | 0.071   | 0.16  |
|        | Semi-calibrated       | ×               | 4.57°         | 0.054   | 0.051   | 0.15  |
|        | Semi-calibrated + Apodized | **0.065** | **4.01°** | **0.030** | **0.029** | **0.097** |

a The smallest value for each parameter under each object is highlighted. Smaller value means a more accurate estimated albedo-scaled normal. Due to inaccurate 3D result, the relative error for the semi-calibrated case of the sine wave was not included.

setup has fully-calibrated lighting implying the algorithm assumes the lighting strength $\gamma_i$ in Eq. (2) has a unity value for each image. We will call this the direct photometric stereo (DPS) and we compare its result with that of SCPS for both unapodized and apodized cases.

We provide the 3D reconstructions under each case for all our test objects (see Fig. 7). For fair qualitative comparison, each set of 3D images for a particular object was given the same 3D view, i.e. the same azimuth and elevation settings (see Visualization2 for an animated 3D view of the cone for each case). Comparing first the unapodized with the apodized cases, the latter ones have little to no corrugation artifacts as a result of the softened Fourier spectrum edge while they are far more prominent in the former especially in the direct photometric stereo case for the sine wave. The results of the direct photometric stereo cases show inaccurate 3D reconstructions due to non-uniform lighting yielding tilted 3D images.

The 3D results were evaluated quantitatively by obtaining the relative error with respect to the ground truth. The parameter we considered for the depth relative error calculation was the radius for the hemisphere, height for the cone, and wavelength for the sine wave object with the estimated measurements given in Sec. III. 3D reconstruction errors are typically expressed as the root-mean-square error (RMSE) between a precise 3D measurement of the surface, e.g. by laser ranging, and the proposed technique. Without a laser ranger, we instead compared of the objects at reference points to their corresponding 3D measurements retrieved using the algorithm. The angular errors of the objects were also calculated to quantify the tilting based on nonuniform exposure. The results are tabulated in Tab. I. The high values for the relative errors are mainly due to the corrugation artifacts and tilt distortions. For the unapodized semi-calibrated cases, especially for the sine wave, the intensity matrices were badly scaled as a consequence of too much noise artifacts in the set of 2D unapodized images. This led to inaccurate results as the non-linear least squares algorithm had difficulty in finding best optimal solutions which proves to be a limitation of SCPS. For the apodized semi-calibrated cases, errors were reduced but are still present. These errors occur near the edges, tips, and great depth transitions. If apodizing effect is ignored, as was pointed out in Ref. [32], a limitation of 3D CGI systems would be the distortions caused by the expanding projected patterns at greater depths but may be slightly corrected with a projection lens of suitable focal length.

For all objects, the apodized semi-calibrated cases have the lowest relative error, achieving at least 93.5% accuracy. They also have the lowest angular error. This proves the effectiveness of using the this method for the 3D FGI system. We take the apodized hemisphere images as an example. Optimized lighting parameters by using the cost function minimization algorithm in

FIG. 8. Intensity error maps for each case-object combination. The symbols ‘D’ and ‘SC’ denote direct and semi-calibrated photometric stereo cases, respectively, while ‘+A’ denotes apodized 2D results. Each pixel corresponds to the sum of root-mean-square errors over the set of images captured by the six photoresistors at the same pixel location.
Eqs. (6)- (7) yielded the adjusted lighting strength matrix \( \Gamma = [1.1, 1.3, 0.72, 0.94, 1.1, 0.78] \). Even if the photoresis-
tors have different sensitivities leading to light strength
variations in the 2D images, errors upon 3D reconstruc-
tion due to non-uniform intensities received by the detec-
tors are corrected using SCPS while important details are
preserved.

We also evaluate the estimated albedo-scaled surface
normal \( \mathbf{g} \), which dictates the resulting 3D shape for each
case, by plugging it back to Eq. (5) and calculating the
intensity error

\[
I_{\text{err}} = \sum_{i=1}^{M} \sqrt{\sum_{k=0}^{K-1} \sum_{l=0}^{L-1} \frac{(I_i(k, l) - I_{\text{est}, i}(k, l))^2}{K * L}},
\]

where \( I_{\text{est}, i} = \mathbf{d}_i^T \mathbf{g} \) with \( \mathbf{d}_i \) being either an unoptimized
or optimized lighting parameter for the DPS or SCPS
case, respectively. The overall intensity variation across
the different images is obtained. In particular, for one ob-
ject, we calculate the RMSE at each pixel location across
the set of images retrieved by the six photoresistors.

The intensity error map has the same size as the images
and pixel values ranging from [0, 1]. Figure 8 shows the
resulting intensity error maps with the apodized semi-
calibrated (SC + A) case having the least intensity vari-
ation followed by the unapodized semi-calibrated (SC),
unapodized direct (D), and apodized direct (D + A) case
for each object. We apply error statistics to further evalu-
ate each error map by calculating the mean, median, and
maximum value of all the points in the map. By looking
at these three parameters, we can have a fair quantitative
comparison of the goodness of reconstruction of the four
cases.

The calculated error statistics are also shown in Tab. I.
A value closer to zero for each parameter means a more
accurate estimated albedo-scaled surface normal \( \mathbf{g} \). For
each object, the cases in which we directly applied photo-
metric stereo without optimizing light parameters (D and
D + A) almost have the same error statistics. The SC
+ A cases have the smallest error as well as med-
ian and maximum values followed by the unapodized SC
cases. Among the three objects, the sine wave has the
highest error statistics with a mean intensity error of
0.03. However, this still gives us at least 97.6% similarity
between the estimated and the actual value for the SC +
A case followed by the SC, D + A, and D case at 94.6%,
92.9%, and 92.8%, respectively. Although the error maps
of the unapodized semi-calibrated cases have better re-
results compared to both apodized and unapodized direct
cases, it does not necessarily translate to more accurate
3D result considering the noise artifacts have greatly af-
fected the optimization algorithm.

Both qualitative and quantitative analysis of the 3D
results and the estimated surface normals using error
statistics have shown apodized SCPS cases outperform
the others as evident with the more accurate results.

From the statistics of the intensity error maps of the three
objects, we see that the hemisphere has the most accu-
rate estimated albedo-scaled surface normal followed by
the cone and then the sine wave. Apart from the simpler
structure of the hemisphere and cone relative to the sine
wave, this may be attributed to the use of shadow masks
for these two objects. We masked out their backgrounds
which effectively helped the algorithm identify and iso-
late the actual object in the images. For the sine wave,
the images were directly fed to the photometric stereo
algorithm without masking since the entire illuminated
scene constituted the object.

Our 3D FGI system was able to yield satisfying results
even at 5% spectral coverage ratio. Furthermore, with
sub-Nyquist sampling in the Fourier domain, far fewer
measurements are needed for our algorithm as compared
with Ref. [32] or the several 3D CGI techniques presented
in Ref. [33]. The artifacts in the 2D images carried out
in the 3D reconstruction were primarily caused by the
absence of a focusing lens. However, other factors may
include voltage fluctuations from analog-to-digital con-
version, ambient light entering the experimental setup,
photoresistor thermal noise, and pattern degradation as
it reaches the scene due to environmental noise or projec-
tion quality of the commercial projector. These problems
and limitations may be addressed by averaging over mul-
tiple trials if time is not a constraint, or in general, im-
proving upon the environment of the experimental setup
and other elements needed for imaging.

V. CONCLUSION AND RECOMMENDATIONS

We performed 3D Fourier ghost imaging using semi-
calibrated photometric stereo with photoresistors as
single-pixel detectors and a commercial projector for light
pattern projection. The results of the SCPS algorithm
were compared with that of DPS for both apodized and
unapodized cases. Qualitative and quantitative analy-
ses of the 3D reconstructed results of three test objects
(sphere, cone, 3D sine wave) showed the apodized SCPS
case has the most accurate 3D reconstructions, achieving
a 93.5% accuracy. Moreover, intensity error map statis-
tics yielded a 97% accuracy for the estimated surface
normals using SCPS.

While the SCPS algorithm can correct or minimize the
angular tilt in the 3D images due to non-uniform light-
ing, too much noise artifacts can cause the optimization
technique to produce inaccurate 3D result as evident in
the unapodized SCPS cases. To avoid this, other noise
filtering techniques can be applied to the 2D images be-
fore feeding them to the algorithm but not to the point
of removing necessary details in the object or altering its
overall structure. The extent of apodization can also be
further explored for more complicated objects, i.e., choos-
ing an appropriate value for the radius of the Gaussian
filter based on the object’s spatial resolution. If post-
processing is not an option, averaging over multiple trials
can also reduce the noise artifacts but will lead to longer
experiment time.
The few samples needed (at 5% sub-Nyquist sampling frequency) to reconstruct an image makes the imaging system capable of real-time 3D imaging of scenes without complex structure or details. Furthermore, the system can be still improved if SPDs and projectors with faster acquisition and projection time, respectively, were used. In itself, the system is already cheap and adaptable even with the use of six photodetectors that can be further reduced to a minimum of three. The system has the potential to be used and extended to wavelengths beyond the visible light at a cheaper cost than conventional imaging.
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