Evolution of a Relativistic Electron Beam for Tracing Magnetospheric Field Lines

Andrew T. Powis 1*, Peter Porazik 2†, Michael Greklek-McKeon 2†, Kailas Amin 2†, David Shaw 2†, Igor D. Kaganovich 2†, Jay Johnson 2† and Ennio Sanchez 3

1 Princeton University, Princeton, NJ, United States, 2 Princeton Plasma Physics Laboratory, Princeton, NJ, United States, 3 SRI International, Menlo Park, CA, United States

Tracing magnetic field-lines of the Earth's magnetosphere using beams of relativistic electrons will open up new insights into space weather and magnetospheric physics. Analytic models and a single-particle-motion code were used to explore the dynamics of an electron beam emitted from an orbiting satellite and propagating until impact with the Earth. The impact location of the beam on the upper atmosphere is strongly influenced by magnetospheric conditions, shifting up to several degrees in latitude between different phases of a simulated storm. The beam density cross-section evolves due to cyclotron motion of the beam centroid and oscillations of the beam envelope. The impact density profile is ring shaped, with major radius $\sim 22$ m, given by the final cyclotron radius of the beam centroid, and ring thickness $\sim 2$ m given by the final beam envelope. Motion of the satellite may also act to spread the beam, however it will remain sufficiently focused for detection by ground-based optical and radio detectors. An array of such ground stations will be able to detect shifts in impact location of the beam, and thereby infer information regarding magnetospheric conditions.
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1. INTRODUCTION

The injection of artificial electron beams into the Earth's magnetosphere has proven to be a powerful diagnostic tool for studying the physics of the magnetosphere, ionosphere and upper atmosphere (Winckler, 1980). A large number of experiments have focused on the near plasma environment of the ionosphere and chemistry of the upper atmosphere, however three (known) experiments have injected beams from sounding rockets upwards into the magnetosphere. The Hess Artificial Aurora Experiments (Hess et al., 1971) and the joint French-Soviet ARAKS Experiment (Gendrin, 1974) observed atmospheric emission on the opposite hemisphere to where particles were injected, indicating that electron beams could survive a transition through the magnetosphere. The ECHO experiments (Hendrickson et al., 1971) utilized detectors near to the injection location, demonstrating that particles could undergo multiple transitions from hemisphere to hemisphere, maintaining beam stability and detectability. In all, seven ECHO experiments were performed, providing unique insight into the workings of the magnetosphere (Winckler, 1982; Winckler et al., 1989).
These earlier experiments injected beams with energies < 40 keV, however advances in accelerator technology now make it feasible for spacecraft to generate beams of electrons with relativistic energies > 0.5 MeV (Banks et al., 1987; Mishin, 2005). For a fixed beam current, relativistic beams result in reduced spacecraft charging due to lower beam density requirements. Furthermore, three-dimensional particle-in-cell simulations have shown that relativistic beams are more stable than lower energy beams during emission from a spacecraft (Gilchrist et al., 2001; Neubert and Gilchrist, 2002, 2004). It has been proposed that relativistic electron beams could be an ideal diagnostic for field-line tracing within the magnetosphere, assisting in the validation and development of advanced magnetospheric models. Such a diagnostic may also provide additional insights via the active modification of the space-plasma environment (National Research Council, 2013).

The advent of high-power, low-voltage RF amplifier chips, such as high-electron-mobility transistors, has enabled the development of new electron linear accelerator technologies (Lewellen et al., 2018). Each accelerator cavity can be coupled to its own lightweight, compact amplifier as opposed to the entire device being powered by a heavier high-voltage klystron (Nguyen et al., 2018), resulting in a comparatively lighter and more robust device. The lower mass and power requirements make it feasible to mount such an accelerator onto a spaceborne satellite. Efforts being undertaken at the Los Alamos National Laboratory, SLAC National Accelerator Laboratory and Goddard Space Flight center have worked to characterize the RF amplifier performance, optimize the accelerator structure, demonstrate radiation hardness and conduct an experimental technology validation program (Lewellen et al., 2018; Nguyen et al., 2018).

Attached to an orbiting satellite, such a compact linear accelerator could launch relativistic electrons onto various field lines of the magnetosphere over a range of magnetospheric conditions. In an ideal scenario, electrons launched from the satellite will trace the field-lines of the magnetosphere until precipitation in the upper atmosphere. Precipitating electrons then produce optical emission and density enhancement signatures in the D-region of the atmosphere, detectable by an array of ground stations (Marshall et al., 2014). Therefore the diagnostic system consists of an orbiting satellite, compact linear accelerator, and numerous ground stations, likely coordinated by a central control system. A sketch of the satellite, electron beam, and impact location over the North American continent is shown in Figure 1.

In regards to beam propagation following injection into the magnetosphere and until precipitation in the upper atmosphere, there are three primary questions:

1. Will the injected electrons reach the upper atmosphere?
2. Will the changing magnetospheric conditions influence the impact location of electrons such that this change is detectable by ground stations?
3. Will the beam density profile at impact with the upper atmosphere be sufficiently narrow to produce an emission signature distinguishable from background noise?

With respect to Question 1, the most fundamental consideration is whether the magnetic field line along which a particle is injected will intersect the Earth. For an arbitrary injection location and unknown field geometry, this is difficult to determine a priori. However, close to the Earth (< 10RE, where RE is the radius of the Earth) the field geometry is close to that of a dipole, and therefore particles launched from near the geomagnetic equator will most likely be attached to field lines which intersect the Earth. A particle injected onto such a field line will experience an increasing magnetic field strength as it approaches the Earth. If the particle has an initially non-zero magnetic moment, then conservation of magnetic moment and energy will result in parallel kinetic energy being converted into perpendicular kinetic energy during this transition. If the increase in field strength is sufficient, then all of the initial energy may be converted to perpendicular energy and the particle is mirrored at a location outside of the Earth’s atmosphere, thus precluding precipitation into the atmosphere. In the language of a magnetic mirror, we consider particles which are initialized such that their mirror radius is smaller than the radius of the Earth to be within the loss cone.

A perfectly uniform, non-relativistic beam injected directly along the field line will have zero magnetic moment, and will therefore always precipitate. A realistic beam, however, always has a finite perpendicular energy spread, known as beam emittance within the literature (see section 2.3 for a formal definition), thus particles will have a non-zero magnetic moment. For relativistic electrons, it is important to consider higher order components of the magnetic moment asymptotic expansion when determining the mirror point. Porazik et al. (2014) shows that the loss cone of viable injection angles narrows for increasing beam energy. Furthermore, for injection from the equatorial plane within the magnetotail, the loss cone is narrowed with increased dipole stretching (and therefore local curvature). In such a geometry it becomes favorable to inject above the equatorial plane where field lines have reduced curvature (Willard et al., 2019).
These findings set limitations on the beam energy, injection location, pointing precision and beam emittance for a viable diagnostic system.

This paper seeks to provide insight into Questions 2 & 3 via numerical and analytic analysis of electron beam propagation. The following section discusses the methodology of our analysis and numerical tools. Sections 3, 4 present results which pertain to Questions 2 and 3, respectively. For further details and a more complete picture of this proposed diagnostic, see Sanchez et al. (in preparation).

2. METHODOLOGY

2.1. Coordinate Systems

Due to the vastly different length scales and the symmetries of a beam and the magnetosphere, it is necessary to depend on four different coordinate systems. Figure 2 shows how each of these systems are interrelated. The first is a Cartesian coordinate system with basis vectors $\{\hat{X}, \hat{Y}, \hat{Z}\}$ and origin at the center of the Earth. The $\hat{X}$ direction points from the center of the Earth toward the center of the Sun. The $\hat{Z}$ direction points along geomagnetic North, and $\hat{Y} = \hat{Z} \times \hat{X}$. This is generally referred to as the solar magnetic or centered dipole coordinate system.

The second coordinate system is spherical with basis vectors $\{\hat{R}, \hat{\theta}, \hat{\phi}\}$ and origin collocated with that of the $\{\hat{X}, \hat{Y}, \hat{Z}\}$ system. $\hat{R}$ points in the radial direction, $\hat{\theta}$ is the polar angle, measured from the $\hat{Z}$ axis and $\hat{\phi}$ is the azimuthal angle measured from the $\hat{X}$ axis. At the Earth's surface, the angles 90° $- \theta$ and $\phi^\circ$ correspond to angles of latitude and longitude, respectively, in geomagnetic coordinates.

The third coordinate system is Cartesian with basis vectors $\{\hat{x}, \hat{y}, \hat{z}\}$ and origin at the location of a moving test particle, or average location of a collection of particles which make up a beam. The $\hat{z}$ vector points along the local magnetic field line, the $\hat{x}$ vector is normal to $\hat{z}$ and lies along the $\hat{X} \times \hat{Y}$ plane, and $\hat{y} = \hat{z} \times \hat{x}$.

The fourth coordinate system is spherical with basis vectors $\{\hat{v}, \hat{\delta}, \hat{\lambda}\}$ and describes the particle velocity vector with respect to the local magnetic field. The origin of the system is collocated with the $\{\hat{x}, \hat{y}, \hat{z}\}$ system. $\hat{\delta}$ is the polar angle measured from the $\hat{z}$ axis and $\hat{\lambda}$ is the azimuthal angle measured with respect to the $-\hat{y}$ direction.

2.2. Magnetic Field Geometry

For much of this theoretical analysis, a simple dipole model for the Earth's magnetosphere is used, centered in the Cartesian or spherical Earth-based coordinate systems and with dipole moment $D$ pointing along the $-\hat{Z}$ axis. This field has magnetic vector potential,

$$A = -\frac{D}{R^2} \sin \theta \hat{Z}$$

where, for a best fit with the Earth’s magnetosphere $D = 8.60 \times 10^{15} \ T \cdot m^3$ (Porazik et al., 2014). This yields magnetic field components and magnitude,

$$\mathbf{B} = \nabla \times \mathbf{A} = -\frac{D}{R^3} \left( 2 \cos \theta \hat{X} + \sin \theta \hat{Y} \right)$$

$$B = |\mathbf{B}| = \frac{D}{R^3} \sqrt{4 - 3 \sin^2 \theta},$$

which describe field lines with profile,

$$R = R_0 \sin^2 \theta$$

where $R_0$ is the point at which the field line intersects the magnetic equatorial plane (the $\hat{X} \times \hat{Y}$ plane), also commonly known as $L$ within the literature. The polar angle with which a field line intersects the Earth's surface $\theta_E$ can be found by inverting Equation (3) with $R = R_E$, where $R_E = 6,371$ km is the radius of the Earth,

$$\theta_E = \sin^{-1} \left( \sqrt{\frac{R_E}{R_0}} \right)$$

In addition to this simple model, realistic semi-empirical magnetic field geometry is implemented to study the effect of different magnetospheric conditions on particle trajectories. This geometry is implemented via the BATS-R-US (Powell et al., 1999; Tóth et al., 2012) package, as part of the Space Weather Modeling Framework (Tóth et al., 2005). The package solves for field geometry via the three-dimensional magnetohydrodynamic equations on an adaptive grid with solar wind input data being supplied by the NASA Advanced Composition Explorer satellite (Stone et al., 1998).

2.3. Beam Parameters

A compact satellite-mounted particle accelerator of the radio-frequency (RF) type produces an electron beam which is non-uniform along the direction of propagation. The beam consists of periodic structures with various time and length scales (see Figure 3). The smallest scale structures are so-called “micro-pulses” which are synchronized with the RF cycle. Multiple micro-pulses form a “mini-pulse,” a collection of which then forms one “pulse.” The timing of each mini-pulse, pulse and the subsequent entire “burst” of each beam firing is determined by the physics of the particle accelerator, spacecraft power limitations and scientific goals of the mission.

In this paper we consider down to the time scale of a mini-pulse since for typical energy spreads of RF accelerators the micro-pulse structure will quickly become indistinguishable over the path lengths considered. The largest time scale considered is that of a single pulse, since mission requirements demand that a single pulse impacting the atmosphere be detectable by ground stations.

The electron beam reference conditions of Table 1 are used throughout much of this work.
Based on these properties, the initial phase space profile of a mini-pulse aligned with the local magnetic field vector is given by,

\[
f(x, y, z, v_x, v_y, v_z, t = 0) = f_0 \exp \left( -\frac{x^2 + y^2}{2r_{b,i}^2} - \frac{z^2}{2(L_{mp}/2)^2} \right) \exp \left( -\frac{v_x^2 + v_y^2}{2(v_{\perp})^2} - \frac{(v_z - v_0)^2}{2(v_{\parallel})^2} \right) \tag{5}\]

where \(v_0 = \beta c, (v_{\parallel}) = qZe_0\Delta E/m_e c\beta \gamma^3\) is the RMS longitudinal velocity spread, and \((v_{\perp}) = \epsilon_r v_0/r_{b,i}\) is the RMS radial velocity spread. Here \(\epsilon_r\) is the beam emittance (note that the symbol \(\epsilon_r\) is used to distinguish it from the small parameter \(\epsilon\) used throughout this text). For a beam not initially aligned with the local field, the profile of Equation (5) will be tilted via angles \(\delta\) and \(\lambda\) as per Figure 2.

2.4. Numerical Methods

For the numerical aspect of this work, simulations were performed with a single-particle-motion, ballistic propagation code, first used and verified in Porazik et al. (2014). The code initializes one beam pulse, consisting of a fixed number of mini-pulses. Each mini-pulse consists of a statistical distribution of particles spread in six-dimensional phase space (see Equation 5) and initialized via a pseudo-random number generator. The particles are evolved via the standard Boris algorithm (Boris, 1970) from some injection location \((X, Y, Z)\) with provided injection angle \((\delta, \lambda)\), along a prescribed magnetic field, until each particle has impacted the Earth \((R < R_E)\) or the simulation time ends.

The code can incorporate either an analytic magnetic dipole field or take BATS-R-US data as an input. In the case of BATS-R-US data, magnetic field line information is interpolated to the particle location via a three-dimensional spline interpolation tool.

A limitation of the ballistic code is that it does not capture self-consistent collective interactions between the electron beam...
and itself, or the ambient plasma. In section 4.4, we demonstrate that for beam properties near those of the reference conditions (see Table 1), the interaction of the beam with itself plays a small role compared to the independent motion of each particle. Interaction between the beam and the ambient plasma, however, may result in instabilities which act to spread the beam. Simple linear analysis suggests that a beam propagating through the magnetosphere will be stable to two-stream instabilities (Galvez and Borovsky, 1988), resistive hose, ion hose and filamentation instabilities (Gilchrist et al., 2001). A more detailed non-linear analysis is required and will be reserved for a future publication.

3. BEAM IMPACT LOCATION

In this section we consider the second question posed in the introduction to this paper, whether changing magnetospheric conditions will influence the impact location of the beam such that this change will be detectable by ground stations.

The section begins by studying the motion of a single electron with energy $E_0$ injected onto a dipole field line until it impacts with the Earth. We show that it is reasonable to assume conservation of the magnetic moment, an important result for the theoretical results of this paper. We then measure the offset of the final impact location with respect to the original field line due to particle drifts and compare this to analytic theory. Realistic magnetic field geometry is then considered, demonstrating that changes in magnetospheric conditions will appreciably shift the beam impact location.

3.1. Effect of Single-Particle-Motion Drifts

A single electron is injected from $-10R_E\hat{X}$ with energy $E_0 = 1$ MeV from Table 1 and an initial velocity vector along the local dipole field line (in the $\hat{Z}$ direction). The initial field line and trajectory of the electron from injection until impact with the Earth is shown on the three Cartesian planes in Figure 4 (note the exaggerated scale in the Y-direction). Total time of flight is $t_f = 289$ ms and the particle impacts 6.2 km east of the field line intersection point with the Earth.

If the distance traveled by the particle during one cyclotron orbit $L_c$ is small in comparison to the gradient length scale of the magnetic field $L_B$, then we can assume that the magnetic moment $\mu$ is conserved to all orders. This ratio is largest during particle injection, when the ambient field strength is weakest. From Equation (2b), this ratio is computed as,

$$\epsilon = \frac{L_c}{L_B} = \frac{v_0}{\omega_c} \frac{B}{dB/dR} = \frac{3m_0\gamma^2 B_c R_0^2}{qD}$$

(6)

where $m_0$ is the rest mass of the electron and $q$ is the fundamental charge.

For these injection conditions, we have $\epsilon \approx 6.7 \times 10^{-3}$ and can therefore safely assume conservation of $\mu$. Departure of the particle trajectory from the magnetic field line in the $-\hat{Y}$ direction can therefore be accurately described by single-particle-motion drifts. The particle initially drifts away from the field line and then appears to return due to the radial convergence of the field lines approaching the Earth. For a relativistic electron, the drift velocity due to curvature and $\nabla B$ drifts is given by,

$$v_d = \frac{\gamma m_0}{2q} \left(2v_0^2 + v_\perp^2\right) \frac{B \times \nabla B}{B^3}$$

(7)

where $v_\parallel = v_0 \cos \delta$ and $v_\perp = v_0 \sin \delta$ are the parallel and perpendicular velocity components, respectively, and with reference to the local magnetic field.
Assuming that $v_\perp \ll v_\parallel \approx v_0$, using the field line geometry from Equation (2b) and integrating over the field line path, the total displacement of the particle impact location from the field line intersection point can be approximated as,

$$\Delta D \approx 1.131 \frac{m_0 v_0^2 \beta c R_E^3}{q D} \left( \frac{R_0}{R_E} \right)^{3/2}$$

(8)

For our reference beam conditions $\Delta D \approx 5.9 \text{ km}$, which is in reasonable agreement with the simulation.

### 3.2. Change in Impact Location With Magnetospheric Conditions

To explore the influence of magnetospheric conditions on the impact location of the beam, we simulate the injection of an electron into realistic BATS-R-US magnetospheric field geometry. The test case is the St. Patrick's day magnetospheric storm over the 17th and 18th of March 2015 (Jacobsen and Andalsvik, 2016). Simulations were run for seven different magnetospheric conditions, encompassing the pre-storm, Interplanetary Shock (IPS) arrival, storm main and recovery phases. Particles are injected from the equatorial plane at $-5R_E\hat{X}$ on the midnight side of the noon-midnight meridian. Injection from this distance results in a favorable probability of injection into the loss-cone (see Willard et al., 2019 for further details).

**Figure 5** shows the trajectory of each electron, which closely match that of their respective field lines. The final impact locations of each pulse are converted from geomagnetic coordinates to true longitude and latitude coordinates via the International Geomagnetic Reference Field (Thébault et al., 2015). The impact longitude is then shifted by some reference value to indicate impact over the North American continent, **Figure 6** shows the impact location of each of the beams. The separation of the impact positions clearly demonstrates that different phases of the storm will be highly distinguishable due to several-degree latitude separation between impact locations. Results from section 4 will show that these shifts are many orders of magnitude larger than the beam spot size at the top of the atmosphere and therefore will be clearly separable in ground station measurements. It is important to point out that ground stations will clearly need to be placed to cover observation over very large areas, particularly during intense geomagnetic activity when impact locations can be separated by more than 2,000 km.

In this idealized hypothetical diagnostic campaign, it is assumed that the satellite will be capable of injecting particles from an identical location at all times. Although this scenario provides clarity regarding Question 2, as posed in the introduction, it will most likely not be the case in reality. While a more thorough investigation of orbits is ongoing, possible realistic orbits could include geosynchronous, or sun-synchronous orbits, with perigee and apogee ranging between $5 - 10R_E$, allowing for multiple injection radii to be sampled.

### 4. EVOLUTION OF BEAM CROSS-SECTION DENSITY PROFILE

In this section we consider the third question posed in the introduction to this paper, whether the beam will remain sufficiently focused during propagation. This can be determined by studying the evolution of the beam cross-section density profile...
profile from injection to impact with the Earth. The evolution of the beam density profile will be affected by beam initial conditions; energy, energy spread, emittance, beam radius and injection angles, as well as the geometry of the magnetospheric field lines.

Significant headway can be made in this analysis by considering a simple ensemble of electrons moving in a uniform magnetic field. Let the electrons evolve in the $\hat{x} \times \hat{y}$ plane with magnetic field in the $\hat{z}$ direction. Each particle has initial velocity vector $\mathbf{v}_y(0) = (v_\perp + \delta v_x)\hat{x} + \delta v_y \hat{y} + v_\parallel \hat{z}$ with $\delta v_x$ and $\delta v_y$ randomly sampled from a two-dimensional Maxwellian distribution with RMS velocity $<v_\perp>$ given by the beam emittance $\epsilon_y$. From Newton’s second law and the Lorentz force law, particle positions will evolve as,

$$
\begin{align*}
    x(t) &= \frac{v_\perp}{\omega_c} \sin(\omega_c t) + \frac{\delta v_x}{\omega_c} \sin(\omega_c t) - \frac{\delta v_y}{\omega_c} \cos(\omega_c t) \\
y(t) &= \frac{v_\perp}{\omega_c} \cos(\omega_c t) + \frac{\delta v_x}{\omega_c} \cos(\omega_c t) + \frac{\delta v_y}{\omega_c} \sin(\omega_c t)
\end{align*}
$$

(9)

where $\omega_c = qB/\gamma m_0$ is the relativistic electron cyclotron frequency.

The first component of each equation describes simple cyclotron motion with radius $r_c = v_\perp/\omega_c$. The remaining two components of each equation describe the evolution of the beam RMS radius $r_b$, also known as the beam envelope,

$$
r_b = \sqrt{\langle \delta v_x \rangle^2 + \langle \delta v_y \rangle^2} = \frac{<v_\perp>}{\omega_c} (1 - \cos(\omega_c t))
$$

(10)

The envelope of the ensemble of particles is therefore expanding and contracting on the cyclotron time scale and in phase with the centroid motion of the entire beam rotating at radius $r_c$. In sections 4.1 and 4.4 below, we show that for conditions near the reference values we generally have $r_c > r_b$, and therefore, shortly after injection the beam density profile evolves similar to that shown in Figure 7A.

Since there is a spread in beam energy the cyclotron frequencies of each particle will differ slightly due to the Lorentz factor $\gamma$ in the denominator. The RMS spread in the cyclotron frequency $\omega_c$ is approximately related to the energy spread via,

$$
\Delta \omega_c \approx \frac{q^2 B E_0}{(\gamma m c)^{5/2}} \Delta E
$$

(11)

In section 4.3, we show that for near beam reference conditions, and injection from $10R_E$, the particles will spread many periods in gyro-phase during their time of flight and that the beam density profile will evolve into that of a corkscrew as their gyro-phase and position along the beam are spread. At impact with the atmosphere, this corkscrew will be projected into a ring, as shown in Figure 7B.

In the following sections, the relative magnitudes of the centroid cyclotron radius $r_c$ and beam envelope radius $r_b$ are computed via a more complete analysis. This analysis includes the effects of finite mini-pulse size, finite pulse length, emittance, energy spread, beam self-forces and magnetic field geometry. Without loss of generality, we can continue to decouple the evolution of the beam centroid motion from that of the beam envelope (Qi et al., 2010, 2011; Chung and Qin, 2018). We thus proceed by considering the evolution of the beam centroid and the gyro-phase spread due to energy spread. We then study the evolution of the beam envelope and show that the final envelope size is generally smaller than the beam cyclotron radius. Next, we consider the optimum injection angle for a beam and derive restrictions on the pointing accuracy of the satellite, as well as the loss fraction of particles for beams with large emittance. Finally, we incorporate the motion of the satellite into our calculations and compare these results to ballistic simulations.

### 4.1. Evolution of Beam Mini-Pulse Centroid

Evolution of the beam centroid is modeled by the dynamics of a single electron injected into an ideal dipole magnetosphere. It is assumed that the electron has properties near to those of the beam reference conditions. Since the particle is relativistic, higher order terms of the asymptotic expansion must be considered when computing the magnetic moment (Porazik et al., 2014). For an axisymmetric field and a particle injected from the geomagnetic mid-plane, a second order expression for the magnetic moment at injection is given by (Gardner, 1966),

$$
\mu \approx \mu^{(0)} + \mu^{(1)} + \mu^{(2)}
$$

(12a)

$$
\mu^{(0)} = \frac{mv_\perp^2}{2B}
$$

(12b)

$$
\mu^{(1)} = -\frac{m^2 v'_\perp}{2qB^3} (v_0^2 + v_\parallel^2) v_\perp
$$

(12c)
Porazik et al. (2014) indicate that the optimum azimuthal injection angle is

\[ \delta \]
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Where \( v_\perp = v_0 \sin \delta, v_\parallel = v_\perp \sin \lambda, v_\parallel = v_0 \cos \delta \) and \( B' = dB/dR \), and angles \( \delta \) and \( \lambda \) are illustrated in Figure 2. In a dipole field, and when \( \delta \ll 1 \), such that \( v_\parallel \ll v_\perp \approx v_0 \), Equation (12) can be approximated as,

\[
\mu(2) = \frac{m^3}{2q^2} \left\{ \frac{B^2}{B_0^2} \left[ \frac{1}{2} \left( 3v_\perp^2 + v_\parallel^2 \right) (v_0^2 + v_\parallel^2) + \frac{3}{8} v_\perp^4 \right] \right. \\
- \frac{B''}{2B^4} \left[ v_\perp^2 v_\parallel^2 + \left( v_\perp^2 + \frac{1}{4} v_\perp^2 \right) (v_0^2 + v_\parallel^2) \right] \\
+ \frac{B'}{2rR^4} \left[ v_\perp^2 v_\parallel^2 - v_\perp^4 v_\parallel^2 - \frac{5}{4} v_\perp^2 (v_0^2 + v_\parallel^2) + 2v_\perp^4 v_\parallel^2 \right] \right\}^{(12d)}
\]

Where \( v_\parallel = v_0 \sin \delta, v_\parallel = v_\perp \sin \lambda, v_\parallel = v_0 \cos \delta \) and \( B' = dB/dR \), and angles \( \delta \) and \( \lambda \) are illustrated in Figure 2. In a dipole field, and when \( \delta \ll 1 \), such that \( v_\parallel \ll v_\perp \approx v_0 \), Equation (12) can be approximated as,

\[
\mu \approx m_0 v_0 v_0^2 R_0^3 \frac{1 - 2 \epsilon v_0 \sin \lambda + \epsilon^2 v_0^2 v_\perp^2}{2D} \quad (13)
\]

Where \( \epsilon \) is defined in Equation (6). Note that \( \mu \neq 0 \) when the particle is injected directly along the field line. With non-zero magnetic moment, the particle will experience magnetic mirroring forces, and therefore a transition from parallel to perpendicular kinetic energy as it moves into an increasing magnetic field strength closer to the Earth. Consider again the example simulation of section 3.1, for a particle injected directly along the field line \( \delta = 0^\circ \) from \(-10R_E\hat{X}\) and with reference beam properties, at impact 5.7% of the initially parallel kinetic energy is converted into perpendicular kinetic energy, resulting in a cyclotron radius of \( r_c = 21.8 \text{ m} \).

Although not discussed in detail here, it should be noted that for a particle injected from this location with sufficiently high energy \( E_0 \gtrsim 4 \text{ MeV} \), the particle loss cone may no longer include injection directly along the field line (Porazik et al., 2014).

At impact with the Earth, the magnetic field is strong enough and the perpendicular velocity large enough, that the most significant contribution to the magnetic moment is given by the zeroth order component. Relating the initial magnetic moment, to the final moment at the Earth, \( \mu_E^{(0)} = \mu \) gives a general relationship for the final cyclotron radius at impact for any particle injected from the geomagnetic equatorial plane onto a dipole field line,

\[
r_c = \sqrt{\frac{m_0^2 v_0^2 \beta^2 c^2 R_0^3}{q^2 DB_E}} (\sin^2 \delta - 2 \epsilon \sin \delta \sin \lambda + \epsilon^2) \quad (14)
\]

where \( B_E = B(R_E, \theta_E) \) is the magnetic field strength at the field line intersection point with the Earth.

For \( \delta = 0^\circ \), injection from \(-10R_E\hat{X}\) and with reference beam properties, Equation (14) predicts a final cyclotron radius of \( 21.7 \text{ m} \) in near identical agreement to simulations. Figure 8 shows how the final cyclotron radius of this simulation is predicted to vary with injection radius, injection energy and injection angles \( \delta \) (with fixed \( \lambda = -90^\circ \)), and \( \lambda \) (with fixed \( \delta = 0.5^\circ \)). These results are verified via ballistic simulations.

### 4.2. Optimum Injection Angle and Pointing Accuracy

Figures 8C,D suggest that there is an optimum injection angle which will minimize the magnetic moment, and therefore final beam centroid cyclotron radius. Figure 8D and Porazik et al. (2014) indicate that the optimum azimuthal injection angle is \( \lambda = -\pi/2 \). The optimum polar injection angle can be obtained by setting Equation (14) equal to zero, which for small angles gives solution \( \delta \approx \epsilon \). Therefore \( (\lambda, \delta) = (-\pi/2, \epsilon) \) describe a pair of injection angles which yield zero cyclotron radius at impact with the upper atmosphere.

The limits of the loss cone in a dipole field with \( \lambda = -\pi/2 \) can be described by Porazik et al. (2014),

![Figure 7](image-url)
FIGURE 8 | Variation of beam cyclotron radius $r_c$ at impact with the Earth for the reference case ($\delta = 0^\circ$, injection from $-10R_E \hat{x}$ and reference beam properties of Table 1) with changes in (A) initial injection radius $R_0$, (B) initial injection energy $E_0$, (C) with polar injection angle $\delta$ for fixed $\lambda = -90^\circ$, (D) with azimuthal injection angle $\lambda$ for fixed $\delta = 0.5^\circ$.

$$\sin^2 \delta - \frac{\epsilon}{4} (5 \sin \delta + \sin 3\delta) + \frac{\epsilon^2}{384} (275 + 68 \cos 2\delta + 41 \cos 4\delta + 4 (43 + \cos 2\delta) \sin^2 \delta) = \frac{(R_E/R_0)^3}{\sqrt{4 - 3 (R_E/R_0)}}$$

(15)

Using the small angle approximation, and making the substitution $\delta \to \delta_i - \epsilon$ we obtain,

$$\delta_i^2 \approx \frac{(R_E/R_0)^3}{\sqrt{4 - 3 (R_E/R_0)}}$$

(16)

Where $\delta_i$ is the injection angle with respect to the frame shifted by angles $(-\pi/2, \epsilon)$ from the local magnetic field vector. In this frame we recover the traditional circular loss cone, with angular radius defined by $\delta_i$ from Equation (16). We can consider $\delta_i$ as a minimum bound for the pointing accuracy of the satellite mounted electron accelerator. For standard beam conditions $\epsilon = 0.38^\circ$ and $\delta_i \approx 1.31^\circ$.

The limits on injection angle may also set restrictions for the radial beam emittance $\varepsilon_r$, which determines the initial radial velocity spread at beam injection. For a sufficiently large $\varepsilon_r$, a significant portion of the injected particles may be injected outside of the loss cone, reducing the signal observed at the top of the atmosphere. For the standard beam conditions, however, we have an RMS spread in injection angles described by $\Delta \delta \approx \varepsilon_r / r_{b,i} = 0.03^\circ$, therefore if fired along the optimum injection angle beam particles will remain well inside the loss cone.

4.3. Spreading of Particle Gyro-Phase Due to Energy Spread

As the particles stream along field lines their gyro-orbits will decorrelate due to a spread in their Lorentz factors $\gamma$, and therefore gyro-frequencies. The RMS shift in gyro-phase $\psi$ of a particle with respect to initial energy $E_0$ can be computed from,

$$\frac{d\psi}{dS} = \frac{\Delta \omega_c}{\beta c} = \frac{q^2 E_0 \Delta E}{\beta c^2 \gamma^2 m_0} B(S)$$

(17)

Where $S$ is the arc-length of the beam measured from injection and $\Delta \omega_c$ is given by Equation (11).

Equation (17) is integrated from injection until impact with the Earth via the ODE integration package LSODE (Hindmarsh, 1980), implemented in Python with SciPy (Oliphant, 2007). The field strength $B(S) = B(r(S), \theta(S))$ is adjusted at each integration point via Equation (2b). For reference beam conditions, Figure 9 shows how the RMS gyro-phase spread changes with time of flight. The rate of phase shift increases closer to the Earth as the particle transits a steeper magnetic field gradient, resulting in a total phase spread of $\approx 50$ gyro-periods. Therefore, the initial centroid motion of the beam mini-pulse will transition into a rotating corkscrew, which projects into a ring at impact with the Earth (see Figure 7).
4.4. Evolution of Beam Mini-Pulse Envelope

The beam envelope evolves due to beam initial conditions, self-generated electromagnetic forces, and the applied magnetic field strength. At maximum expansion, the beam mini-pulse length remains $\sim 10^3$ times longer than the radius, therefore a mini-pulse is modeled as an infinitely long beam. The mini-pulse envelope equation (Reiser, 2008),

$$\frac{d^2 r_b}{dt^2} = -k_0^2 r_b + \frac{K}{r_b} + \frac{\varepsilon_r^2}{r_b^2}$$  \hspace{1cm} (18)

Where $k_0 = \frac{qB(S)}{2m_0c\gamma\beta}$ is due to focusing from the applied magnetic field and $K = \frac{qI_0}{2\pi\varepsilon_0 m_0 c^3 \beta^3 \gamma^3}$ is the perveance, which captures the influence of beam self-charge and self-magnetic field, and $\varepsilon_r$ is the radial emittance.

Equation (18) is integrated via the same techniques described in section 4.3. Since the ballistic propagation code does not incorporate the effects of space charge, Equation (18) is also solved for the case without perveance ($K = 0$) to allow for comparison with ballistic simulations.

The solution to the ODE predicts an oscillating beam envelope, however due to gyro-phase mixing the particles will likely fill out a profile at the extrema of these oscillations. The solution to the beam envelope equations with no perveance, and the extrema profiles for the case with and without perveance are shown in Figure 10. Initially the beam radius blows out to a size on the order of hundreds of meters, and then as it propagates toward the Earth, the increasing magnetic field strength focuses the beam. For the reference conditions, the final beam radius at impact with the Earth is $2.6 \text{ m}$ with perveance and $2.2 \text{ m}$ without perveance.

Equation (18) is solved parametrically to determine the influence on final envelope radius $r_{bf}$ for changes in initial energy $E_0$, injection radius $R_0$, radial emittance $\varepsilon_r$, initial beam radius $r_{b0}$, and beam current $I_0$. The results of these parameter scans for cases with and without perveance are shown in Figure 11 along with the corresponding final cyclotron radius $r_c$ for these conditions.

For the reference beam current of $1 \text{ mA}$, the final beam envelope radius is only weakly influenced by beam perveance. This is due to the small magnitude of the average current as well as the self-generated magnetic field which acts to cancel out a large fraction of the beam self-charge for $\gamma \approx 3$. This demonstrates that despite self-forces being neglected, the use of ballistic simulations is suitable for modeling beams with similar properties to those here.

Other observable trends include that increasing the initial beam energy $E_0$ results in a larger final radii, since the increased electron momentum increases the particle cyclotron radius for the same applied magnetic field. Increasing the beam injection radius $R_0$ similarly results in an increased final beam radius, due to the weaker magnetic field and therefore larger initial cyclotron radius at injection. Unsurprisingly, increasing beam radial emittance $\varepsilon_r$ increases final beam radius since the particles are initialized with a larger RMS perpendicular velocity. Increasing the initial beam radius $r_{b0}$ results in a smaller final beam radius since the initial current density (and therefore self-electric fields) are reduced. Finally, increasing beam current $I_0$ results in an increased final radius due to the increased current density at beam initialization. Therefore, the larger the beam current, the less suitable ballistic simulations become for modeling the beam.

It is clear that for conditions near the reference beam properties, the cyclotron radius of the beam centroid dominates the profile of the final particle density distribution since $r_{bf}/r_c \ll 1$. The cyclotron radius $r_c$ is therefore the most important quantity when considering final beam spot size. Figure 11 shows that for increasing beam energy $E_0$ and injection radius $R_0$, this ratio will become even smaller. Only for large increases to $\varepsilon_r$, $I_0$ or decreases to $r_{b0}$ will this ratio be larger than unity, and then the evolution of the beam envelope may become a more important consideration.
4.5. Effects of Satellite Motion on Beam Pulse Impact Distribution

A single electron beam pulse (see Figure 3) consists of 100 mini-pulses and total pulse time of \( T_p = 0.5 \) s. At these time scales it becomes important to consider the motion of the electron gun platform. If this platform were to remain stationary during firing, then the impact density distribution would appear similar to that of a single mini-pulse; however, since the accelerator is attached to a moving satellite, the beam impact location will be smeared out, as each mini-pulse is injected onto a slightly different field line.

Assuming that the satellite is in a circular equatorial orbit, a simple approximation for the satellite angular velocity \( \Omega_0 \) can be obtained using Newton’s second law and equating the gravitational force of the Earth and the centripetal force exerted by the orbiting satellite,

\[
\Omega_0 = \frac{V_0}{R_0} = \sqrt{\frac{GM_E}{R_0^3}} \tag{19}
\]

where \( G \) is Newton’s gravitational constant and \( M_E \) is the mass of the Earth. An equatorial orbit will likely be prograde therefore when calculating the beam impact spread on the surface of the Earth we can subtract the angular velocity of the Earth itself;

\[
\Omega_E = \frac{2 \pi}{T_E}, \quad \text{where} \quad T_E = 86,400 \text{ s is the period of the Earth’s rotation. Therefore the azimuthal shift of the pulse impact location is simply } \Delta \phi = (\Omega_0 - \Omega_E)T_p. \]

Since the dipole field is cylindrically symmetric, the beam spread must be calculated using the cylindrical radius \( R_E \sin \theta_E \) at the impact location of the dipole field line with the Earth. Therefore, the total shift in impact location \( \Delta d \) is given by,

\[
\Delta d = R_E \Delta \phi \sin \theta_E = T_p R_E \left( \frac{\sqrt{GM_E R_E}}{R_0^2} - \frac{2 \pi}{T_E} \sqrt{\frac{R_E}{R_0}} \right) \tag{20}
\]

Figure 12 shows the pulse impact location displacement against pulse time for various initial injection radii \( R_0 \), where Figure 12A shows the case without the Earth’s rotation and Figure 12B
includes the Earth’s rotation. Figures 12B,D show heat maps of the same situation for injection radii under consideration. For the beam reference conditions and injection from 10\(R_E\), the spread of the center of the beam is 79 m.

### 4.6. Comparison With Ballistic Simulations

To explore the validity of the above results we simulate a single mini-pulse of electrons injected from 10\(R_E\) along a dipole field line. An animation of 200 particles sampled from this simulation can be found here https://youtu.be/ZupUFiF2_yE, and Figure 13A shows the normalized density distribution of particles impacting the upper atmosphere (in the \(\theta \times \phi\) plane). As expected, the impact distribution is ring-shaped rather than circular. The dashed white line shows the predicted final cyclotron radius \(r_c = 21.8\) m from Equation (14). Despite decorrelation of particle gyro-orbit phase, the brighter region at the bottom of the ring demonstrates that a large number of the particles remain closely correlated. In reality, the beam pereance will modify the oscillation frequency of the beam envelope, and therefore if beam self-forces were included we would expect a more uniform distribution of density around the ring. 

Figure 13B shows the radial electron density distribution (measured with respect to the origin in Figure 13A) and the predicted density distribution given by \(n/\n_0 = \ldots\)
exp \((r - r_c)^2/2r_{bf}^2\). The mean location of these two profiles show agreement within 15% between the final cyclotron radius of the simulation and the prediction of Equation (14). There is less clear agreement between the simulated and predicted RMS beam envelope radii, with the simulation showing an envelope radius approximately double that of the 2.2 m predicted by solving Equation (18). A possible explanation for this discrepancy is that the energy spread \(\Delta E\) results in additional beam broadening in the East to West direction due to the energy dependence of the VB and curvature drifts. Particles with higher energy will drift further to the East than those with lower energy, resulting in a smearing of the density profile. This may also explain the small discrepancy between the predicted and observed average cyclotron radii.

For completeness we have also produced an animation demonstrating reflection of the beam due to magnetic mirroring. This simulation is for identical conditions, except with injection angles \(\delta = 2^\circ\), \(\lambda = -90^\circ\) and can be found here https://youtu.be/Y-amwRDZruo.

Next, 100 mini-pulses, which comprise a single electron pulse, are injected with beam reference properties along a dipole field line from 10\(R_E\). The final normalized impact density distribution is shown in Figure 14. The white dashed line shows the theoretically predicted cyclotron radius combined with the drift predicted due to satellite motion from Equation (20) (without Earth rotation). The center of the spot appears filled out when compared to that of the mini-pulse in Figure 13, and is caused by smearing of the impact ring due to satellite motion. The effect of the true satellite motion and relative rotation of the Earth can be incorporated for specific orbital parameters if required. Details of beam mini-pulse overlapping can be found in the Appendix to this publication.

At impact with the atmosphere, relativistic electrons produce very-low frequency (VLF) waves due to secondary ionization, optical emissions due to excitation of neutrals and high energy photons due to bremsstrahlung (Marshall et al., 2014). If their signature is strong enough, both VLF waves and optical spectra can be detected by ground stations, and high energy photons may be observed by high altitude or orbital observatories.

Beam properties at the top of the atmosphere can be used as initial conditions for Monte-Carlo collision models, such as those developed in Marshall et al. (2014), to determine the emission profile of the beam interacting with the atmosphere. Optical emission occurs mostly within the D region of the atmosphere once the beam has spread out to hundreds of meters in radius. The optical photon flux is therefore relatively insensitive to beam radius at the top of the atmosphere, provided \(r_{bf} \lesssim 100\, \text{m}\), which is satisfied for the reference beam conditions. Specific ground station sensors can then be considered to determine a signal-to-noise ratio, and therefore whether the beam will be detectable.

Marshall et al. (2014) shows that for similar beam energies and fluxes referred to in this paper, the resulting emission spectra will produce significant and detectable signatures. Private communications between users of these tools confirm that this is the case, and further details can be found in Sanchez et al. (in preparation).

5. CONCLUSION

This paper explores the dynamics of an electron beam propagating from injection into the magnetosphere until impact with the Earth. Injected from the geomagnetic equatorial plane along a dipole field line, particles were found to shift from their original field line due to single-particle-motion drifts. The total integrated drift motion is on the order of kilometers, and therefore when compared to the radius of the Earth the particle impact location is nearly identical to that of the field line intersection point.

Particles were injected from an identical location at 5 Earth radii during different phases of a simulated magnetospheric storm. The phase of the storm was found to strongly influence the impact location of the particles, shifting them hundreds to thousands of kilometers. This simulated diagnostic campaign demonstrates that even for injection radii near to geostationary orbit, magnetospheric weather can have a large observable influence on the impact location of a beam propagating from a satellite down into the atmosphere. It also demonstrates that a wide ground station coverage area will be required to detect these signatures.

Evolution of the beam cross-section was studied by considering the separate dynamics of the beam centroid motion and evolution of the beam envelope. For beam properties near those considered in this work, the final beam centroid cyclotron radius was found to be the most important parameter when estimating the beam spot size at the top of the atmosphere. For the provided beam reference conditions, a single beam mini-pulse impacts with a density profile in the shape of a ring, with major radius \(\sim 22\, \text{m}\), and ring thickness \(\sim 2\, \text{m}\). When considering a single pulse (multiple mini-pulses) the beam spot size is additionally spread 10 s to 100 s of meters due to motion of the orbiting...
electron accelerator. With sufficient pointing accuracy and with reference beam emittance, it is possible to inject beam particles into the loss cone. It is shown that the beam spot size will remain sufficiently narrow to allow detection from ground stations on the surface of the earth. Future work will explore how beam-plasma instabilities may modify the final beam spot size.

Demonstrating theoretically that the beam will be detectable by ground stations, and that magnetospheric events will significantly influence the beam impact location provides validation for two of the key requirements of this proposed diagnostic.
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