Reconciling Chord Length Distributions and Area Distributions for Fields of Fractal Cumulus Clouds
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Abstract: While the total cover of broken cloud fields can in principle be obtained from one-dimensional measurements, the cloud size distribution normally differs between two-dimensional (area) and one-dimensional retrieval (chord length) methods. In this study, we use output from high-resolution Large Eddy Simulations to generate a transfer function between the two. We retrieve chord lengths and areas for many clouds, and plot the one as a function of the other, and vice versa. We find that the cloud area distribution conditional on the chord length behaves like a gamma distribution with well-behaved parameters, with a mean $\mu = 1.1L$ and a shape parameter $\beta = L^{-0.645}$. Using this information, we are able to generate a transfer function that can adjust the chord length distribution so that it comes much closer to the cloud area distribution. Our transfer function improves the error in predicting the mean cloud size, and is performs without strong biases for smaller sample sizes. However, we find that the method is still has difficulties in accurately predicting the frequency of occurrence of the largest cloud sizes.
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1. Introduction

Clouds are a challenging component of the atmosphere to model [1]. This is particularly true as we enter the gray zone of convection [2,3], where some convection is resolved but smaller clouds still need to be represented in the subgrid parameterization. One approach to resolve this problem is to formulate the convection parameterization as a function of cloud size [4–6]. In order to do so, a necessary first step is to observe and understand the behavior of the cloud size distribution. Many studies have retrieved cloud size distributions, usually either from a large observational dataset with a wide variety of synoptic conditions [7–9] or from a numerical simulation [10,11]. For a reliable, high-resolution cloud size distribution of shallow convection based on observations, vertically pointing instruments (e.g., radar, lidar, and ceilometer) are often used [12]. However, this generates only one-dimensional transects through the clouds. In other words, a vertically pointing measurement would result in a chord length distribution, while a cloud area distribution is arguably more relevant one for parameterizations of convective mass flux and of cloud radiative transfer [13]. A good understanding of the chord length distribution also helps in comparing the cloud base properties between observations and simulations [14]. In theory, we could keep using a high-resolution numerical model (like a Large Eddy Simulation (LES)) as an intermediary between observations and parameterizations, but it would clearly be beneficial to have a transfer function to generate a cloud area distribution directly from observations.

There are several biases in a chord length distribution based on a straight line through a cloud field, and a naïve interpretation of a chord length distribution could lead to a drastically different
interpretation of the cloud field, as can be seen from the difference between Figure 1a,b. Some of the more prominent biases are

1. a higher chance of missing small clouds all together biases towards large chord lengths;
2. a high likelihood of hitting clouds off-center biases towards small chord lengths; and
3. irregularities in cloud shapes, such as gaps and the fractal dimension of the cloud edge [15], bias toward small chord lengths.

According to previous studies [7], the net effect is that the chord length distribution skews small, although it is unclear by how much and how this is a function of cloud distribution and spacing.

![Figure 1](image.png)

**Figure 1.** Illustration of potential biases in the chord length distribution. (a) A linear observation through a cloud field. (b) A naïve interpretation of the cloud field based on those chord lengths.

Previous research has been performed on the comparison between chord length and cloud area distributions [7,16,17]. In particular, Romps and Vogelmann (2017, hereafter RV17) use a mainly theoretical approach to create a conversion by assuming simple geometric shapes for the clouds, such as circles or squares. This allows for an analytical relationship between chord length and cloud area distribution, and for addressing the first two biases listed above. In other words, RV17 assumed that additional cloud transects due to the irregular shape of the clouds can be safely neglected.

It is important to first properly define cloud size. A chord length $L$ is defined as the length of a contiguous line segment within a cloud. The area $A$ is simply the projected area of the cloud. To easily compare the two, it is useful to define a linear cloud size $D$ based on the area, but with dimensions of length instead of length squared.

RV17 uses the maximum width of the cloud as its definition for the linear cloud size $D$, which works well for regularly shaped clouds. In what they call the “simple method”, RV17 assumes properly aligned square clouds, so that the maximum width of the cloud is equal to the square-root of the cloud area, $D = \sqrt{A}$. This is also consistent with the cloud size definition used in other works [7,18], so that is what we will use as well. In the remainder of this manuscript, we will use this linear cloud size $D$ as our proxy for cloud area. We like to stress that while we use a linear cloud size $D$, we do not assume any particular cloud shape here. $D$ is merely a proxy for $A$, which happens to be equal to the side of a cloud for a square shape, or equal to $\sqrt{\pi R}$ for a circular cloud, with $R$ the radius.
Given a number density $n(D)$ of clouds with widths $D$, the probability density of sampling a cloud of width $D$ is equal to $P(D) = \frac{n(D)}{n_0}$, with $n_0$ the total number of clouds in the population. The area weighted average cloud size is then

$$\langle A \rangle = \int_0^\infty P(D)A(D)dD = \int_0^\infty P(D)D^2dD. \quad (1)$$

We can now define the probability of sampling a cloud chord length $p(L|D)dL$ between $L$ and $L + dL$, conditional on a cloud width $D$. That means that the probability density of sampling a chord length $L$ is equal to

$$P(L) = \int_0^\infty n(D)DP(L|D)dD. \quad (2)$$

The overarching goal of this paper, and of RV17, is to calculate $n(D)$ from $P(L)$, which means finding an expression for $p(L|D)$, or rather its inverse: $p(D|L)$. The major difference between the current paper and RV17 is that RV17 started from theoretical and Euclidean clouds (circles and squares), while we will take an empirical approach with LES fields of cumulus clouds, which includes the complex shape of these clouds.

For square clouds, aligned in parallel with the direction of measurement, RV17 derives a trivial relationship:

$$n(D) = \frac{P(L)}{L} = \frac{P(D)}{D}, \quad (3)$$

which means that the probability density function of the chord length is identical to that of the square root of the area, which is the linear cloud size used in [7,18]. For circular clouds, the RV17 result is an inverse Abel transform, which is a more involved operation:

$$n(D) = -\frac{2D}{\pi} \int_D^\infty \frac{d}{L^2} \frac{P(L)}{L} - D^2 dL. \quad (4)$$

For Landsat imagery, RV17 finds little difference for the area-average cloud size between either method, although the Abel transformation performs better in approximating the true distribution.

In this paper, we present an empirical statistical relationship between chord length and linear cloud size for fields of shallow cumulus clouds, which includes the impact of the non-Euclidean shape of these clouds. We derive this relationship using high-resolution (25 m), large domain (25 km) Large Eddy Simulations (LESs). To lead to this goal, the outline of this paper is as follows. After a brief overview of the methodology, we will first study the chord length distribution given a certain cloud, which we then can generalize to all clouds of a specific area. Then, we will invert the problem to look at the linear cloud size distribution conditional on an observed chord length. As it turns out, this cloud area distribution can be well described as a gamma distribution, so we will then model the parameters of this gamma distribution as a function of chord length. This yields a model to convert chord length to linear cloud size distribution. Finally, we apply this model to a variety of simulated cloud fields to establish its general validity, and compare it to the RV17 model.

2. Methods

We are basing our analysis on cloud fields generated with MicroHH [19]. This modern, fast Large Eddy Simulation model has been validated against a wide range of standard cases, including all the intercomparison cases used in this study: BOMEX [20], which are non-precipitating marine clouds; ARM-SGP [21] a diurnal cycle over land; and RICO [22], somewhat deeper and precipitating marine clouds.

We simulated all cases using the forcing and settings as described in the respective case description papers. Each simulation was run on a 25 m resolution in both the horizontal and vertical directions, with a horizontal domain size of 25 km². For BOMEX, we simulated 10 h, and discarded the first 3
as spin up. As BOMEX is a steady-state case, the final 7 h are aggregated in our analysis. For RICO, we simulated 60 h, resulting in a deeper and more organized cloud field [23]. We used a 2-moment bulk microphysics scheme [24] to include precipitation in RICO. Note that RICO is not a steady-state case, and it therefore allows us to explore a larger range of cloud size distributions. Similarly, as ARM-SGP is a diurnal cycle over land, the cloud size distribution varies significantly between scenes, with a dominance of small forced clouds especially in the earlier stages.

As a validation of our method, we applied our algorithm to one case from the Large Eddy Simulation (LES) ARM Symbiotic Simulation and Observation (LASSO) [25] database. These are realistic and routine simulations of cumulus fields over the ARM-Southern Great Plains observatory in Oklahoma. From this LASSO database, we used 9 June 2015 in the current study and selected the configurations with the best match to the observations in cloud cover and liquid water path. As the simulations in the LASSO database were done on a relatively coarse resolution of 100 m, we re-ran all cases with MicroHH on a 25 m higher resolution.

In Section 3.1, we use a simple retrieval method for the chord length: Line segments along the x-direction and the y-direction of the LES grid are used to get an estimate of the chord length distribution. In Section 3.2 and onwards, we use a more detailed method to focus on the effect of small scale irregularities: For every LES grid point inside each cloud, we draw a number of lines under different angles. Each of these lines generates one or more chord lengths through this particular cloud; the chord length distribution is then retrieved by taking the probability density of all of these chord lengths. Sensitivity tests show a similar outcome for different numbers of points, or different numbers of lines through those points. Our results were also robust for slightly different methods, such as picking lines between every point on the perimeter of each cloud.

To generate aggregated distributions over the entire cloud field, we then collect chord length distributions of all the clouds of a particular linear size. As we know the actual linear cloud size distribution, we can then invert this to find the linear cloud size distribution conditional on chord length.

3. Results and Discussion

3.1. Sensitivity and Convergence

We define clouds based on their projected area, so a cloud object is defined as a contiguous region with a non-zero liquid water path (LWP). A larger threshold on the LWP would result in smaller cloud sizes, but our results are independent thereof: As we argue that the irregularities are important in the discrepancies between the chord length distribution and the linear cloud size distribution, we show the perimeter vs. linear cloud size in Figure 2. The best fit is a power law with a slope of 1.32, independent of the LWP threshold. This is in agreement with previously report fractal dimensions [15]. Given the same fractal dimension, there is no reason to expect sensitivity to the LWP thresholds for our results (and indeed, we did not found any).

![Figure 2. Linear cloud size vs. perimeter for different liquid water path thresholds. The slope of the best fit line signifies a fractal dimension of 1.32.](image-url)
It is well known that the sample size has significant influence on the variability in the observables, such as the cloud number distribution [26,27]. In Figure 3a,b, we show a box–whisker plot of the synthetic observations of the cloud cover as a function of sample size, using the relative coverage of a random subdomain of size \( L^2 \) in Figure 3a, and the relative in-cloud portion of a linear observation of length \( L \) in Figure 3b. For the 2D observations, we divide our LES domain into subdomains, and then calculate the cloud cover for that particular subdomain. For the 1D synthetic observations, we use every possible line segment along the x- and y-direction in our domain, and determine the cloud cover for it. As a direct consequence, the distribution is near-binary for the smallest sample sizes (either totally cloudy or totally clear), and a cloud cover of zero only ceases to be a likely possibility once the sample size is larger than the typical nearest neighbor size, in the order of a few km.

![Figure 3a](image1.png) ![Figure 3b](image2.png)  
(a) Cloud Cover from 2D Observations  
(b) Cloud Cover from 1D Observations  
(c) Av. Cloud Size from 2D Observations  
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**Figure 3.** Box–whisker plot of the LES-retrieved fractional cloud cover and cloud size as a function of sample size: (a,b) cloud cover and (c,d) weighted average cloud size; (a,c) for area measurements and (b,d) based on chord length observations. Based on the 8th hour of RICO. Fifty percent of the measurements falls within the box, and 95% of the measurements within the whiskers. The line within the box gives the median value.

Based on this figure, it is clear that both area measurements (such as satellite pictures or Total Sky Imagery (TSI)) and linear measurements (such as ceilometers or airplanes) of cloud cover converge to the same value, as expected. However, it takes a much longer linear sample size to reduce the variance in observed cloud cover, especially in comparison with the area measurement. While linear measurements of 3 km yield a correct cloud cover on average, the variance is still significant, even after 25 km, similar to what was found by other studies [27–29]. In Figure 3c,d, we do the same exercise, but now for the area-averaged cloud size, and we observe a similar picture, although we now see that even the median cloud size has not converged for one-dimensional observations.

No convergence is expected between chord length size and linear cloud area size; for sufficiently long sample sizes, either should converge to its own value, which clearly has not happened yet for the one dimensional observations. As a back of the envelope calculation, a 25 km line observation with 10 m/s wind speed means a measurement time of ~40 min, in which a cloud field would have changed drastically during a diurnal cycle. Clearly, to retrieve a reliable estimate for cloud size or even for cloud
cover, a single 1-dimensional observation does not suffice. To overcome this in observations, one will either have to rely on 2D observations such as TSI, or use multiple vertically pointing instruments.

Of course, in LES the sample size does not need to be a problem; in the remainder of this paper, we will use a large number of crossings per cloud to ensure that our results are converged. To illustrate this method, it is most instructive to start by looking at the possible chord lengths retrieved from a single cloud first, which we will do in the next section.

3.2. Chord Length Distribution Conditional on Linear Size

As an example, we first explore the chord length distribution that is retrieved from a single cloud (Figure 4a), with a number of different crossings through it for illustration. This particular cloud is retrieved from the RICO simulation, although qualitatively identical results can be retrieved from any other simulation.

For the chord length distribution of a single cloud, we take transects through several locations inside each cloud, under different angles. The number of locations and angles are chosen randomly, and to a sufficient amount to result in a converging chord length distribution. If a particular transect leaves and then enters the cloud multiple times, all chords are individually included in the distribution.

Even from the crossings that were drawn, it is suggestive that it is likely to cross the cloud through its edge, resulting in relatively small chord lengths. Figure 4b quantifies this suggestion in the chord length distribution for this particular cloud. The distribution is characterized by a strong peak that represents chord lengths through the cloud edge, and a broad area of chord lengths that are retrieved from crossings through the bulk of the cloud, resulting in a chord length close to the linear cloud size of this cloud.

![Figure 4](image)

Figure 4. Chord length distribution through a single cloud from the 8th hour of the RICO simulation. (a) The projected footprint of the cloud, with transects for illustrative purposes. (b) The resulting chord length distribution.

By aggregating all clouds of a single size, a chord length probability density conditional on the cloud size \( P(L|D) \) can be retrieved. Examples thereof are given in Figure 5a, for several different cloud sizes, all taken from the 8th hour of RICO. For all but the smallest cloud sizes, we observe a first peak that represents transects through the edges, and a second broad peak slightly below linear cloud size. A small portion of the chord lengths are larger than the linear cloud size, thanks to a crossing through the cloud that is longer.

The first peak is clearly the signal of the cloud being a fractal. Given its peak below 100 m and close to the 25 m grid spacing of our simulations, it is difficult to study the details of this distribution, without a massive decrease of the grid spacing of the simulation. It is also a signal that can be easily missed in satellite observations, and even in situ measurements or ground-based remote sensing may often ignore a signal that has a duration of less than 10 s [30]. If we would be able to ignore this first peak, a distribution emerges that is closely aligned with the RV17 results: The typical chord length slightly underestimates the linear size of the cloud. We should also note that the width of the second peak is significant, with a standard deviation in the order of 100 m, meaning that a single chord length
yields little information on the actual cloud area, and that a large sample size is needed to reconstruct the linear cloud size distribution.

In Figure 5b, the location of the local maximum in the distribution is plotted as a function of linear cloud size, which is equal to the modal chord length—but ignoring a maximum at zero, which is fueled by edge effects. For each linear cloud size, the modal chord length 5 to 10% lower than the linear cloud size, due to the prevalence of off-center transects.

Figure 5. (a) Chord length distribution through all clouds with the same linear size in the 8th hour of the RICO simulation. (b) Modal chord length as a function of linear cloud size.

3.3. Linear Cloud Size Distribution Conditional on Chord Length

To retrieve the linear cloud size distribution conditional on the chord length \( P(D|L)dD \), we now invert the exercise of the previous section: For each chord length \( L \), we generate the linear cloud size distribution of the clouds that were transected. Figure 6 shows the results for several chord lengths.

For chord lengths beyond 200 m, the distribution can be well approximated by a gamma distribution:

\[
P_G(x)dx = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}
\]

with \( \Gamma(\alpha) \) being the Gamma function. However, for smaller chord lengths a secondary peak shows, which is related to chord lengths through the edges of larger clouds. For illustrative purposes, we have modeled the secondary peak as a gamma distribution as well, although there is considerable variability in the fit parameters of that peak, and we did not see much consistent behavior for this secondary peak from simulation to simulation, as it is likely strongly dependent on the overall cloud size distribution.

A gamma distribution can be characterized by several sets of parameters, for instance, its mean \( \mu = \frac{\beta}{\alpha} \) and the normalized shape parameter \( \beta = \frac{\sqrt{\sigma^2}}{\mu} \). We retrieved these parameters as a function of chord length for each of the snapshots from each of our training simulations (ARM, BOMEX, and RICO), and then took the mean value of them to create a general transfer function that is applicable to a wider range of cloud fields.

The results are plotted in Figure 7. In these two panels, the dots are the average values for these parameters taken over all simulations, with the lines denoting the standard deviation. Several features are clear from these graphs. As expected based on Figure 6, for the very smallest chord lengths (<100 m), the average associated cloud size \( \mu \) is much larger than the chord length, which is because a single gamma distribution is an ill fit for these bimodal distributions, see also Figure 6. A peak linear cloud size close to the chord length is still there, but a secondary peak at much larger cloud sizes contributes as well. For those same small chord lengths, the shape parameter tapers of slightly, but only because the \( \mu \) in the denominator is increasing. For much of the range of chord lengths, the mean cloud size goes linearly, and the shape parameter falls off with a power law. For the largest clouds a linear function tends to overpredict the mean cloud size, as the scale break in the cloud size distribution limits the number of clouds with a large area.
Figure 6. Cloud size distribution conditional on the chord length for the 8th hour of the RICO simulation. (a) $L = 100$ m. (b) $L = 200$ m. (c) $L = 400$ m. (d) $L = 600$ m. (e) $L = 1000$ m. (f) $L = 1400$ m.

Figure 7. Fitting parameters of the gamma distribution, as a function of chord length. The vertical lines depict the standard deviation between different cases. (a) The mean $\mu$. (b) The shape parameter $\beta$.

We can now model the gamma parameters as a function of chord length. First, for the mean we use a simple linear fit:

$$\mu = 1.1L + 110,$$

which fits well for all but the largest chord lengths, and makes intuitive sense in that the chord length tends to underestimate the linear cloud size.

For the shape parameter, we use a power law fit:

$$\beta = 21L^{-0.645},$$
This fit ignores the chord lengths below 100 m, but otherwise fits well until \( L = 2 \) km. We emphasize that this is an empirical fit; while it makes sense that the mean \( \mu \) is linear with a slope of slightly above 1, we do not have a good physical interpretation for the shape parameter, other than that we expect a strongly declining curve. We hypothesize that this may be related to the cloud size distribution, as larger clouds are much more rare than smaller clouds, given distributions that are often characterized by a \( D^b \) power law, with \( b \approx -2 \).

Using our empirical fit for the gamma distribution \( P(L; \mu, \beta) \), we are now able to reconstruct the linear cloud size distribution \( P(D)dD \) from the chord length distribution \( P(L)dL \), using

\[
P(D)dL = \int_0^{\infty} P(L)P(L; \mu(L), \beta(L))dL.
\] (8)

Figure 8 shows the chord length, adjusted chord length, and linear cloud size distribution for different cloud fields. Remembering that the RV17 “simple method” assumed well-aligned squares for its clouds, the unadjusted chord length distribution (in red) should be equivalent to the linear cloud size distribution (in black). As reported by RV17, this approach tends to underestimate the real linear cloud size, and Figure 8 confirms that. However, after adjustment by our algorithm the chord length distribution (blue) is much closer to the linear cloud size.

Figure 8. Cont.
Figure 8. Reconstructed linear cloud size distributions for different cases, with the linear cloud size (black), the chord length distribution (red), and the adjusted chord length distribution (blue). (a) BOMEX 8th hour. (b–d) RICO hr 8, 24, and 48. (e–f) ARM 12LT and 16LT. (g–j) LASSO 11, 13, 14, and 16 LT.

Figure 8g–j shows the cloud size distribution for the LASSO 2015/06/09 case, which was not used in training the algorithm. In this independent data set, the adjusted chord length distribution is also close to the linear cloud size distribution. While our method does well in reproducing most of the cloud size distribution, it does not have good knowledge in predicting the maximum cloud size. As a result, the adjusted chord length tends to predict large clouds that are not present early in the day for the diurnal cycle cases (see panel (g)), and has a tendency to under predict the largest clouds in mature and organized fields, resulting in an over prediction of medium cloud sizes (in the order of 200–600 m; see panels (c–f)). In general, however, the adjusted chord length distribution follows the shape of the linear cloud size distribution well.

Finally, Table 1 shows the area-average cloud size, as retrieved from the true cloud size distribution, the chord length distribution, and the adjusted chord length distribution using Equation (1). The adjusted chord length improves the predicted area-average cloud size for every case, although it still tends to underpredict the cloud size by 14% on average, instead of 46% without correction. It is also clear that the correction tends to underpredict more significantly for larger clouds (see Figure 8). This is likely due to the limited amount of training data; a larger set with a wider range of cloud sizes should improve our results. Another avenue of improvement would be to have a better estimate for the scale break and the maximum cloud size. If the maximum cloud size is underpredicted, the impact of these largest clouds on the typical cloud size can still be significant.
### Table 1

The area-weighted average cloud size for different instances, calculated using the actual cloud area, the chord length, and the adjusted chord length, together with the relative error for the latter two methods. For RICO and BOMEX, the simulation time is shown. For ARM and LASSO, the local time is shown.

|                | Linear | Chord Length | pct Change | Adjusted Chord Length | pct Change |
|----------------|--------|--------------|------------|-----------------------|------------|
| RICO h8        | 545    | 292          | −47        | 478                   | −12        |
| RICO h24       | 741    | 354          | −52        | 524                   | −29        |
| RICO h40       | 716    | 506          | −29        | 643                   | −10        |
| RICO h48       | 790    | 554          | −30        | 697                   | −12        |
| RICO h56       | 656    | 512          | −22        | 649                   | −1         |
| BOMEX h4       | 435    | 210          | −52        | 470                   | 8          |
| BOMEX h5       | 467    | 227          | −51        | 474                   | 1          |
| BOMEX h6       | 446    | 216          | −52        | 470                   | 5          |
| BOMEX h7       | 445    | 214          | −52        | 469                   | 5          |
| BOMEX h8       | 452    | 227          | −50        | 472                   | 4          |
| ARM h11        | 383    | 249          | −35        | 466                   | 22         |
| ARM h12        | 713    | 343          | −52        | 518                   | −27        |
| ARM h13        | 905    | 376          | −58        | 540                   | −40        |
| ARM h14        | 909    | 367          | −60        | 533                   | −41        |
| ARM h15        | 888    | 359          | −60        | 526                   | −41        |
| ARM h16        | 826    | 358          | −57        | 525                   | −37        |
| ARM h17        | 823    | 354          | −57        | 521                   | −37        |
| ARM h18        | 744    | 326          | −56        | 502                   | −32        |
| LASSO h12.0    | 392    | 219          | −44        | 511                   | 30         |
| LASSO h13.0    | 560    | 330          | −41        | 517                   | −8         |
| LASSO h14.0    | 743    | 345          | −54        | 515                   | −31        |
| LASSO h15.0    | 639    | 324          | −49        | 504                   | −21        |
| LASSO h16.0    | 504    | 306          | −39        | 494                   | −2         |

### 3.4. Robustness for Small Sample Sizes

As was already suggested in Section 3.1, the perceived cloud statistics are a strong function of sample size, especially for 1-dimensional observations. Meanwhile, we have developed our transfer function based on an infinite number of chord lengths. Therefore, how will the transfer function hold up if only a few chord lengths are observed? To test this, we take a random sample of 20 chords from the full set of chord lengths, which is the equivalent of a 25 km transect through the LES domain, with similar mean and variance in cloud cover and size as the last column in Figure 3b,d. We then apply our transfer function on these 20 chord lengths, and compare it with the actual linear cloud size of Figure 8b. To get an idea of the robustness of our transfer function, we take 20 different transects of chord lengths, and do the same exercise for different equivalent transect lengths ranging from 6.25 km to 200 km, or from five chord lengths per transect to 160 chord lengths. The results are shown in Figure 9. From this figure we see that while there is a clear deviation from the linear cloud size for the smallest sample sizes (cloud sizes under 200 m), the mean of the 20 transects (after the application of the transfer function) is close to the linear cloud size of the overall field. Of course, one cannot expect a 6.25 km long individual sample to be close to the correct value, but the variability between samples becomes less for transect lengths of 25–50 km, first for the smaller sizes, and later for the largest ones.
Figure 9. Reconstructed linear cloud size distributions for different transect lengths, with the linear cloud size (black), the mean adjusted chord length distribution (blue), and the adjusted chord length distribution of individual transects (light blue) for transects of (a) 6.25 km, (b) 12.5 km, (c) 25 km, (d) 50 km, (e) 100 km, and (f) 200 km.

4. Conclusions

In this paper, we developed a transfer function to convert the chord length distribution to the cloud linear size distribution. Based on empirical LES data, we see that the cloud size distribution, conditional on the chord length, is a gamma distribution, which is usually closely related to the actual cloud size. This means that the RV17 method of retrieving the typical cloud size by using a calibrated version of the typical chord length is usually sound, with two caveats: (1) chord lengths of less than 100 m can come from any cloud, and yield little to no information about the cloud size distribution, and (2) to retrieve the entire distribution, the spread of clouds that can produce a particular chord length has to be taken into account.

Of course, many practical applications would already remove the smallest chord lengths from their sample [30]; a 100 m chord length is approximately equal to a 10 s measurement window for radar, or less than 1 s for an airplane. This paper gives some theoretical foundation for that practice. However, to retrieve a cloud cover that is converging to the correct value, let alone a area-average cloud size, one needs a significant amount of data. In a swiftly changing field of cumulus such as a simple diurnal cycle, a single vertically pointing instrument will not be sufficient for this, and a network of instruments is needed instead. Alternatively, spatial approaches like satellites, scanning radar, stereo cameras [31], and Total Sky Imagery [32] seem more suitable alternatives for retrieving the typical cloud size.
Our current study still has some limitations: It is highly likely that we are underestimating the number of small chord lengths, as our simulations were limited by their grid spacing of 25 m. However, even in our simulations, the bimodal distribution speaks to the multifractal nature of these clouds. Finally, our model is not properly aware of the scale break and the maximum size of the clouds. This is a topic of ongoing research for the authors.
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