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Abstract—We present a language extension for parallel quantum programming to (1) remove ambiguities concerning parallelism in current quantum programming languages and (2) facilitate space-time tradeoff investigations in quantum computing. While the focus of similar libraries in the domain of classical computing (OpenMP, OpenACC, etc.) is to divide a computation into multiple threads, the main goal of QParallel is to keep the compiler and the runtime system from introducing parallelism-inhibiting dependencies, e.g., through reuse of qubits in automatic qubit management. We describe the syntax and semantics of the proposed language extension, implement a prototype based on Q#, and present several examples and use cases to illustrate its performance benefits. Moreover, we introduce a tool that guides programmers in the placement of parallel regions by identifying the subroutines that profit most from parallelization, which is especially useful if the programmer’s knowledge of the source code is limited. Support for QParallel can be added to any multithreading library and language extension, including OpenMP and OpenACC.

Index Terms—quantum computing parallel quantum computing space-time tradeoffs

I. INTRODUCTION

Quantum computers promise exponential speedups for certain computational tasks, including problems in chemistry [1] and cryptography [2]. This applications require the use of thousands of (error-corrected) qubits and millions of gates. Multiple software frameworks and programming languages for quantum computing have emerged [3]–[9] to assess whether quantum computers over classical supercomputers in practice.

These frameworks allow users to implement, test, and debug quantum algorithms, before using the resulting implementation to obtain estimates, e.g., for the number of quantum bits (qubits) or operations required by the algorithm. Such resource estimates are then used to focus algorithmic optimizations on computational bottlenecks.

The compiler must make several choices when mapping the high-level quantum program to the instruction set architecture (ISA) of the target device. Examples are which quantum error correction (QEC) procedure to employ and how many magic-state factories to use. In particular, these choices result in space-time tradeoffs, since (1) a longer computation requires a larger-distance QEC code and therefore a larger physical-per-logical qubit ratio, and (2) using more factories (to reduce runtime) limits the space that is left on the quantum chip to place algorithmic qubits. Moreover, since the rate at which magic states are consumed is not constant throughout the execution of a quantum program a priori, additional space-time optimizations are necessary to ensure proper usage of available resources.

For example, while peaks in magic state consumption rate may be handled by magic state buffers, the buffer size required may severely reduce the number of available algorithmic qubits which, in turn, may prohibit other optimizations. In such cases, it would thus be preferable to modify the quantum program such that the magic state consumption rate is (closer to) constant. Given these constraints, automatic parallelization is a hard task and convenient mechanism for manual control are preferable. This has also been observed in classical computing which motivated solutions such as OpenMP [10].

Quantum programming languages should therefore make space-time tradeoffs as straightforward as possible. In addition, they have to work for applications that require thousands of qubits and millions of gates. This is a challenge for frameworks that first create a data-structure describing a full quantum circuit and run various optimizations on such data structure. To this end, we propose an extension for quantum programming languages that gives programmers fine-grained control over which parts of the quantum program run in parallel and works for large scale applications.

Contributions: We introduce a language extension akin to OpenMP that allows quantum programmers to investigate various space-time tradeoffs more efficiently through explicit parallelization. We implement our proposal as a Q# [3] preprocessor and present several algorithmic benchmarks to illustrate the benefits of our language extension. Specifically, our contributions are as follows.

• We introduce the QParallel language extension for explicitly-parallel quantum programming. QParallel allows programmers to remove ambiguities concerning parallelism in current quantum programming languages (see related work below).
• We provide a detailed description of the syntax and semantics of our proposed language extension.
• We implement a prototype of QParallel in Q# to allow programmers to define parallel regions explicitly based on a language feature proposal [11].
• We present several examples and use cases that leverage our language extension to achieve improvements in space-time volume.
• We show how to improve the integration of our language extension with the quantum software stack using a tool.
that finds and visualizes critical paths in the quantum program. This is especially valuable when the programmer adding explicit parallelism has limited knowledge of the codebase.

Related work: Existing high-level quantum programming languages and frameworks [3]–[5], [7], [8] have been designed under the assumption that parallelism is implicit. This leads to:

1) unpredictable performance and space-time requirements, and
2) unexpected interaction with features of the programming language such as quantum memory management.

Moreover, this assumption makes it difficult for programmers to influence the parallelization strategy. We discuss these points in more detail in the next section. Our work addresses these issues by introducing a way for programmers to be explicit about which sections of a quantum program should be executed in parallel.

Our language extension is closely related to classical libraries and language extensions for multithreading such as OpenMP [10], OpenACC [12], and Thread Building Blocks [13]. However, our extension is targeted at quantum programming languages and thus addresses several quantum-specific issues that arise in this context, including the interaction of parallel constructs with quantum resource management and the controlled execution of quantum subroutines.

Finally, recent work has introduced QMPI, an extension of MPI supporting communication of quantum data, together with a performance model to develop and analyze distributed quantum programs [14]. Similarly, we show that some of the existing work in classical high-performance computing can be leveraged and adapted to solve problems in quantum computing.

II. PARALLELISM AND PROGRAMMING LANGUAGES

In classical programming languages such as C++, loops are sequential by default: No programmer would expect the following code snippet (in C++) to run loop iterations in parallel.

```cpp
for (auto b : bits) {
    f(b);
}
```

In contrast, for a very similar code fragment written in a quantum programming language such as Q#, all loop iterations may be executed in parallel on a quantum computer:

```csharp
for (q in qubits) {
    Op(q);
}
```

While this may seem surprising, we believe that the reason for this implicit assumption has its origin in so-called quantum circuit diagrams (see below), which are often used to describe simple quantum algorithms and which are inherently parallel. In the evolution from quantum circuits to high-level programming languages, this implicit assumption has remained intact, resulting in discord between classical and quantum programming.

![Fig. 1: Example of a quantum circuit: Qubits are represented by wires with time advancing from left to right. Operations on qubits correspond to boxes and other symbols on the respective wire(s).](image)

A. From quantum circuits to code

In a quantum circuit, qubits are represented by horizontal lines, with time advancing from left to right. Operations on qubits are depicted as boxes and symbols that are placed on the respective lines, see Fig. 1 for an example. While quantum circuits can be used to describe simple algorithms, their capabilities concerning measurement feedback and other classical control flow are severely limited.

Quantum assembly languages such as OpenQASM were introduced [15] to enable expressing simple mixed quantum-classical programs such as quantum teleportation [16]. However, their support for classical control flow is limited to conditional gate applications (e.g., conditional on a measurement outcome). In the meantime, multiple higher-level quantum programming languages have been proposed [3], [4], [7], [8], [17], [18] that, among other useful features, support a more general classical control flow.

B. Quantum memory management and parallelism

One of the main advantages of a high-level quantum programming language is automatic memory management: Instead of having to allocate one array of qubits at the beginning and then passing along the right qubits to every subroutine, memory management allows programmers to allocate and deallocate qubits inside subroutines.

There is, however, a crucial interaction between parallelism and memory management in quantum computing: Depending on the memory management strategy, the compiler (or the run-time system) may introduce artificial dependencies, e.g., among loop iterations that would otherwise be subject to parallelism. As an example, consider the following code snippet:

```csharp
for (q in qubits) {
    Op(q);
}
```

Op is some quantum operation that takes a qubit as input. If Op is in the native gate set of the target architecture, for example, then this loop may be executed in parallel.

However, if Op temporarily allocates and then deallocates a helper qubit, quantum memory management may decide to reuse the same helper qubit for all iterations of the loop. An example of this is given in Fig. 2 in which on the right implementation of a controlled rotation gate is shown that uses one helper qubit to avoid doubling the number of single-qubit rotations, which induces a large overhead when implemented
fault-tolerantly. Consequently, all potential parallelism is lost due to the introduction of this dependency. We note that the no-cloning theorem prohibits removing this dependency through copying. Furthermore, an alternative resource management strategy that opts to never reuse resources would result in prohibitively large numbers of qubits and gates. As a solution to this problem, we thus propose language constructs to explicitly mark parallel regions.

Specifically, using our proposed language extension, the example above could be expressed as

\[
\text{parallel for } \{ q \text{ in qubits} \} \{
\text{Op}(q);
\}
\]

where the \textit{parallel} indicates that managed resources should not be reused across loop iterations.

In addition, we argue that the memory management system should be extended to include the management of so-called \textit{resource states}. For example, automatic management of Fourier states

\[
|F\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{i k/N} |k\rangle,
\]

where \( N = 2^n \) with \( n \) denoting the number of qubits, can ensure reuse of this resource state when applying multiplexed rotations using an adder, which is cheaper than applying \( n \) rotation gates in a fault-tolerant setting \cite{19}.

By letting the memory management system handle resource states, it is possible to automatically balance the usage of physical qubit resources for encoding (1) algorithm qubits, (2) magic state factories, and (3) resource states.

III. SYNTAX AND SEMANTICS OF QPARALLEL

In this section, we present the syntax and semantics of our proposed language extension. QParallel provides support for parallel sections and loops, in addition to specific clauses that facilitate making existing code parallel.

A. Parallel sections

A \textit{parallel sections} statement defines a portion of the program that should be run in parallel. The syntax is as follows:

\[
\text{parallel sections } \{
\text{SectionSequence}
\}
\]

1Note that this might not be a preferable circuit transformation in noisy-intermediate scale quantum computers (NISQ).

The code encapsulated in a \textit{parallel sections} block contains a sequence of section statements. Each section should be run in parallel with other section code blocks, if possible.

B. Section statement

The section statement marks a section that can be run in parallel with other section blocks in the same \textit{parallel sections} environment.

\[
\text{section } \{
\text{StatementBlock}
\}
\]

A precondition to the usage of this statement is that each section can be executed in parallel. Consequently, different sections must not share any qubits. In particular, to ensure parallel execution, automatic memory management must not reuse temporary qubits that are allocated and deallocated inside a different section of the same parallel sections block.

C. Parallel for statement

Another case that commonly benefits from parallelization is a loop where each iteration of the loop can be run in parallel. To support this use case, we introduce a \textit{parallel for} statement. Its behavior is identical to that of a \textit{parallel sections} statement, where each iteration of a loop is considered a separate section inside of it. The \textit{parallel for} statement can be used as follows:

\[
\text{parallel for } i \text{ in iterable } \{
\text{StatementBlock}
\}
\]

D. Fanout clause

Consider the following for-loop in Q#:

\[
\text{for } t \text{ in targets } \{
\text{CNOT}(\text{control}, t);
\}
\]

This loop cannot be executed in parallel because all \textit{CNOT} operations share the same \textit{control} qubit, declared outside of the loop. As a remedy, we introduce the so-called \textit{fanout} clause, which allows us to rewrite the code above as a parallel for-loop with \textit{fanout}:

\[
\text{parallel for } t \text{ in targets fanout}(\text{control}, 4) \{
\text{CNOT}(\text{control}, t);
\}
\]

In this example, the control qubit is fanned out to three extra qubits, resulting in a total of 4 control qubits that are shared among loop iterations. This reduces the runtime of the loop by up to 4×.

More generally, a \textit{fanout(qubits, n)} clause fans out the specified \textit{qubits} to \( n - 1 \) temporary qubits, so that loop iterations can use one of these “entangled copies” and thus remove some or all of the data dependencies. At the end of the loop, an unfanout operation, which is the inverse of the initial fanout operation, will consolidate the effect of all iterations on their respective copies of the fanned-out qubit(s).

In our prototype implementation, the \textit{fanout} clause is currently only supported by the \textit{parallel for} statement but could, in principle, be allowed in other parallel regions.
E. Complete extension syntax

Here, we detail the syntax of our proposed language extension by providing its Backus-Naur form in Fig. 3.

Our extension is compatible with a large set of languages that may have a slightly different syntax for its regular statements. For example, to apply our extension to the Q# grammar [20], we use a mapping to Q# nonterminals as follows:

\[
\begin{align*}
\langle \text{for-header} \rangle & \ ::= \ for \ (\langle \text{forBinding} \rangle \ | \ for \ (\langle \text{forBinding} \rangle)) \\
\langle \text{for-body} \rangle & \ ::= \ (\langle \text{scope} \rangle) \\
\langle \text{qubit-array} \rangle & \ ::= \ (\langle \text{Identifier} \rangle)
\end{align*}
\]

IV. EXTENDING A QUANTUM PROGRAMMING LANGUAGE WITH SUPPORT FOR PARALLELISM

Our approach can be applied to many quantum programming languages. Here we use Q# as an example to illustrate key implementation details. Q# is a quantum programming language that includes quantum-specific language constructs into a classical imperative programming paradigm [3], [21]. These quantum-specific language constructs include qubit allocation and deallocation, inverse and controlled execution of operations, and conjugation control flow. The latter provides syntax for the common pattern \(O_1; O_2; O_1^\dagger\), i.e., performing some operation \(O_1\), followed by another operation \(O_2\), and finalized by calling the inverse of \(O_1\). Q# allows programmers to explicitly state this intent using

\[
\text{controlled rotation operation} \quad \text{ControlledRz}(\angle, \text{helper})
\]

The example in Listing 1 illustrates some of these constructs: the operation \text{ApplyRotations} applies \(n\) controlled \(R_z\) rotations with angles \(\frac{i\pi}{n}\) (for \(0 \leq i < n\)) with two disjoint sets of control and target qubits that are allocated at the beginning of the operation. The operation \text{ControlledRz} implements a controlled rotation using a non-controlled \(R_z\) rotation together with a helper qubit conjugated by a controlled SWAP operation, see Fig. 2. The helper qubit is allocated locally in this operation, and therefore also deallocated on leaving the operation.

The Q# code can be executed against several targets, including a full-state simulator, a resources estimator, or an actual quantum computer. The target provides information on what to do for intrinsic operations such as CNOT gates (used in the implementation of SWAP), \(R_y\) gates, and also qubit allocation.

Since qubit allocation is target-dependent, it is unclear from the target-independent Q# description, whether the controlled \(R_z\) rotations can be applied in parallel. Whereas the control and target qubits are disjoint, the helper qubit in the implementation of \text{ControlledRz} operation might happen to be the same qubit depending on the qubit allocation strategy of the target.

Listing 1: This Q# code applies several controlled \(R_z\) rotations in \text{ApplyRotations}. The controlled rotation operation \text{ControlledRz} is implemented using a non-controlled rotation and a helper qubit.

\[
\begin{align*}
\text{operation} \quad \text{ControlledRz}(\angle, \text{helper}) \\
\text{within} \quad \text{Controlled SWAP}(\langle \text{control} \rangle, \langle \text{helper}, \text{target} \rangle) \\
\text{apply} \quad \text{Rz}(\angle, \text{helper})
\end{align*}
\]

Listing 2: A modified implementation of \text{ApplyRotations} in Listing 1 that uses the proposed \text{parallel} keyword to indicate parallel execution of quantum operations in the for-loop.

\[
\begin{align*}
\text{operation} \quad \text{ApplyRotations}(n : \text{Int}) : \text{Unit} \\
\text{within} \quad \text{Parallel for} (i, (\text{ctl, tgt})) \text{ in Enumerated}(\text{Zipped}(\text{ctls}, \text{tgts})) \\
\text{apply} \quad \text{ControlledRz}(\text{PI}() * \text{IntAsDouble}(i) / \text{IntAsDouble}(n), \text{ctl}, \text{tgt});
\end{align*}
\]

\text{QParallel} allows us to avoid such ambiguities. A \text{parallel} block indicates that qubit allocation should target maximum parallel execution of quantum operations in this block, whereas outside of \text{parallel} blocks, qubits are reused whenever possible. The parallelism in \text{ApplyRotations} of Listing 1 can be made explicit by merely adding the word \text{parallel} in front of the for-loop, see Listing 2.

1) Implementation Details: We enable support for our language extension in Q# through a preprocessing step that maps \text{QParallel} features to custom instructions that we implement directly in the C# runtime. In particular, these instructions interact with the quantum memory management to enable or disable qubit reuse in parallel sections. Note that our approach is not limited to Q#, but any quantum programming language that supports configurable quantum memory management through a runtime can be extended in a similar way. The preprocessor maps all newly introduced language features to valid Q# syntax. More specifically, we map these to the special instructions \text{Parallel}, \text{Section}, \text{Fanout}, \text{Unfanout}, and \text{GetControlQubits}.

operation \text{ControlledRz}(\angle : \text{Double}, \text{control} : \text{Qubit}, \text{target} : \text{Qubit}) : \text{Unit is Adj} \\
\text{use} \ \text{helper} = \text{Qubit}();
\]

within \\
\text{Controlled SWAP}([\text{control}], ([\text{helper}, \text{target}])); \\
\text{apply} \\
\text{Rz}(\angle, \text{helper});
\]
In addition, parallel for an otherwise parallel quantum program. Artificial data dependencies are introduced that would serialize they do not share newly allocated qubits and, consequently, no qubits. This guarantees that when sections are run in parallel, the reserved pool is returned to the general pool of freely available qubits. At the end of the parallel block, the pool and can be reallocated again within the same section, but when qubits are deallocated, they are returned to this reserved pool and cannot be accessed from other sections. When qubits are deallocated, they are returned to this reserved pool. QubitManager initializes a new pool of qubits to be allocated from. This pool is reserved exclusively for this section and cannot be accessed from other sections. Specifically, at the start of each parallel section, the QubitManager initializes a new pool of qubits to be allocated from. This pool is reserved exclusively for this section and cannot be accessed from other sections. When qubits are deallocated, they are returned to this reserved pool. QubitManager is the runtime component responsible for allocating and deallocating qubits in Q#-runtime. Its standard behaviour is to maintain a pool of qubits. Newly allocated qubits are taken from the pool and can be reallocated again within the same section, but not in any other section. At the end of the parallel block, the reserved pool is returned to the general pool of freely available qubits. This guarantees that when sections are run in parallel, they do not share newly allocated qubits and, consequently, no artificial data dependencies are introduced that would serialize an otherwise parallel quantum program.

In conclusion, proposed approach can be easily integrated with any quantum programming language with extensible runtime, such as Quipper [7], ProjectQ [5] and QCOR [18]. In principle, it is not necessary to modify the language’s syntax. It is sufficient to extend the language’s runtime with additional instructions. The syntax extension can be viewed as an additional step that helps improve clarity of the source code.

V. PRACTICAL APPLICATIONS

Here, we present three examples, which were taken from practical applications in quantum chemistry and cryptography, to demonstrate how QParallel statements facilitate exploring space-time tradeoffs in practice. For each example, we show how the explicit parallelism affects the depth and width of the resulting circuit.

Since our examples were taken from quantum algorithms featuring billions of gates at application scale [24]–[27], we assume that the target quantum computer employs an error-correcting code such as the surface code to achieve the necessary gate fidelity. We thus focus on non-Clifford gates (specifically the T-gate) and the number of logical qubits in our analysis. We note that none of the presented space-time tradeoffs affects the number of T-gates, and we thus only report changes in T-depth.

A. Multi-controlled NOT gate

As a first introductory example, we consider the multi-controlled NOT (or X) gate, which flips the target qubit if all n control qubits are 1, i.e.,

$$C^n X := (I_{2^n} - [1 \cdots 1] [1 \cdots 1] \otimes I_2 + [1 \cdots 1] [1 \cdots 1] \otimes X,$$

where X denotes the Pauli X gate $X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and $I_k$ denotes the $k \times k$-dimensional identity matrix.

It is well-known that the multi-controlled X gate can be implemented as a tree of $C^2 X$ or Toffoli gates of depth $O(\log n)$. In turn, Toffoli gates may be implemented in terms of $C X$, $T$, $T^1$, $H$, and $S$ gates in $T$-depth 1 using 4 $T$-gates and one auxiliary qubit when using measurement-based uncomputation [28].

However, this tree-like implementation in Q# may not result in a logarithmic-depth circuit due to the implicit reuse of the auxiliary qubit in the low-depth implementation of the

\[
\langle \text{parallel-segments} \rangle ::= \text{parallel sections} \{ \langle \text{statement-sequence} \rangle \}
\]

\[
\langle \text{statement-sequence} \rangle ::= \langle \text{section} \rangle \langle \text{statement-block} \rangle \mid \langle \text{statement} \rangle \langle \text{statement} \rangle ; \langle \text{statement-sequence} \rangle
\]

\[
\langle \text{statement-block} \rangle ::= \{ \langle \text{statement-sequence} \rangle \}
\]

\[
\langle \text{parallel-for} \rangle ::= \text{parallel} \langle \text{for-header} \rangle \langle \text{for-body} \rangle \mid \text{parallel} \langle \text{for-header} \rangle \langle \text{fanout} \rangle \langle \text{for-body} \rangle
\]

\[
\langle \text{fanout} \rangle ::= \text{fanout} \langle \langle \text{qubit-array} \rangle , \langle \text{expression} \rangle \rangle
\]

Fig. 3: Backus-Naur form describes the syntax of our proposed language extension.
Fig. 4: Mapping parallel for loops with a fanout clause to Q#. Here, ⟨for-body⟩′ is obtained by replacing all occurrences of ⟨qubit-array⟩ in ⟨for-body⟩ with ⟨qubit-array⟩′. GetControlQubits extracts a copy of the fanned out qubit array by using the fanout-id obtained from the call to Fanout (which is handled by the runtime).

Fig. 5: T-depth and qubit count of a multi-controlled NOT gate with N controls with and without using explicit parallelism (with QParallel) in Q#. By limiting the parallelism to a certain recursion depth, qubits can be saved at the expense of a higher T-depth.

Toffoli gate. Instead of the expected logarithmic depth, we observe a linear T-depth if we do not make use of QParallel, see Fig. 5. Using QParallel, we can easily address this issue by enclosing the recursive calls in the implementation in a parallel sections block. Moreover, we can explore space-time tradeoffs by limiting the parallelism to a certain depth in the recursion (after which the serial implementation is used). As a result, fewer qubits are required at the expense of a higher T-depth, see Fig. 5.

B. Log-depth adder

As a second example, we consider a Q# implementation of the logarithmic-depth carry-lookahead adder from [22], extracted from an implementation to break elliptic curve cryptography on a quantum computer [25]. Addition circuits have been heavily optimized as they are crucial components of Shor’s algorithm [2] and newer, highly-optimized algorithms for quantum chemistry [24].

Whereas adders optimized for space [29] or gate count [23] perform as expected when implemented in a high-level programming language such as Q#, this is not the case for the logarithmic-depth adder from [22] due to the parallelism being captured only implicitly.

Therefore, similar to the C^n X example above, the T-depth of the generated circuit does not grow logarithmically with the number of bits N of the two numbers being added. Instead, due to qubit reuse across loop iterations, the implicitly parallel implementation becomes serial, see Fig. 5.

If we instead use parallel for loops from QParallel to implement the log-depth adder, we successfully address this issue. In Fig. 5 the circuit depth with explicit parallelism grows logarithmically with the bitsize N, as expected. This depth reduction will then affect the run-time of the application in which the adders are used, e.g., elliptic curve cryptography.

At this point, we note that care must be taken in the implementation of the controlled version of this log-depth adder. While simply adding the control qubit(s) to each operation in the circuit will result in a correct addition circuit, its depth will
again be linear due to the serial access to the control qubit(s). Therefore, a carefully implemented version must ensure that control qubits are fanned out before entering parallel loops using the `fanout(control, num)` clause provided by `QParallel`'s `parallel for` loop.

C. Givens rotations

As a final example, we choose a subroutine that is used in chemistry algorithms [24] and that makes use of Fourier states as resource states to reduce the number of non-Clifford gates. Recent quantum algorithms for quantum chemistry leverage one or multiple approximate factorizations to reduce the number of quantum gates and qubits [24], [26]. On the quantum computer, these factorizations are then undone on-the-fly to enact the desired transformation, which is used to, e.g., determine the ground state energy of the quantum system being studied. The Givens rotation gadget, which applies a sequence of rotations where the angles are encoded in $N$ quantum registers, is a crucial component in this transformation, and `QParallel` allows programmers to investigate different space-time tradeoffs to pick the right amount of parallelism such that (1) no memory is wasted while (2) the magic state consumption rate is as close to the production rate as possible.

In our example, we assume 32-bit angles in $N$ quantum registers and we use the adder implementation from [23] together with $q \geq 1$ Fourier states. Without `QParallel`, the implementation does not benefit from using $q > 1$ Fourier states because auxiliary qubits (in the adder implementation) are reused across the $N$ different adders. The implementation with explicit parallelism, on the other hand, benefits from using $q > 1$ Fourier states since auxiliary qubits are no longer reused for all adders. Instead, we perform the $N$ adders in chunks of $q$ fully-parallel adders, resulting in a reduction of the $T$-depth of the complete circuit by a factor
VI. SOFTWARE STACK INTEGRATION

QParallel allows programmer, who clearly understands the ways to efficiently parallelize the algorithm to have precise control over which blocks should be parallelized and how qubits should be used in the parallel sections. This puts more control in the hands of the programmer, however, adding the burden of identifying and marking parallel sections. An optimizing compiler could, in principle, try to do some of this work implicitly, and those compiler algorithms will be a topic of the future work. But even in the presence of optimizing compiler, an ability to use precise manual controls might be useful for a programmer who wants guaranteed behavior. To ease the job of such programmer, in addition to the QParallel language extension, we propose a tool to help programmers identify performance-critical subroutines in a quantum program, akin to how profiling is used to find bottlenecks in classical programs.

For ease of implementation, we rely on (1) resource estimation functionality in existing software frameworks for quantum computing and (2) the flame graph visualization capabilities of speedscope. We combine the two components by modifying the Q# tracer such that it outputs a flame graph representation of the critical path that can be consumed by speedscope. As an example, we show flame graph visualizations of the multi-controlled NOT example with and without explicit parallelism in Fig. 8. Fig. 8a shows that the different low-depth AND gates that get invoked in ComputeAnds are executed serially, in contrast to what a programmer would expect to happen (due to the implicit parallelism). Wrapping the recursive calls to ComputeAnds in a parallel region resolves this issue, see Fig. 8b, where the total number of cycles is 7, down from the initial 43.

We have used the resulting tool extensively to optimize existing quantum programs with QParallel, with applications ranging from cryptography to quantum chemistry. By visualizing the subroutines on the critical path of the quantum program, including their respective contributions to the overall runtime, programmers can quickly identify subroutines that may be removed from the critical path through the introduction of explicit parallelism. Notably, this makes it possible for programmers to add QParallel statements in the right places even if their knowledge of the code base is very limited.

VII. CONCLUSIONS AND OUTLOOK

Our proposed language extension, QParallel, removes ambiguities concerning parallelism in current quantum programming languages. Similar to classical multithreading libraries and language extensions, it facilitates investigating the trade-offs involved in parallelizing a computation. When combined with our tool for identifying critical paths in the code, programmers can investigate space-time tradeoffs more efficiently even if they lack detailed knowledge of the codebase. We believe that QParallel thus leads to more rapid prototyping and optimization of large-scale quantum programs. In turn, these optimized programs may be run on actual hardware or inform architectural decisions for future quantum hardware.

While we describe our proposed approach in terms of language extensions to Q#, it can be applied to any quantum programming language that supports configurable quantum memory management. We hope that our results inspire the development of current and future quantum programming languages, such as OpenQASM 3 [17], QCOR [18], and other, to include support for fine-grained control of parallel execution.

We expect that various useful extensions to this initial version of QParallel will be proposed and investigated in future work. In particular, future versions may add support for the fanout clause to parallel sections, and add more flexibility, e.g., through scheduling hints analogously to OpenMP’s schedule-clause, which allows programmers to influence how loop iterations are divided among the different threads. In QParallel, the analogous clause could be used to influence if and how resource states and auxiliary qubits are reused.
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