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To speed up the buffering of visualization images and ensure the integrity of visualization images, this paper proposes the construction of a virtual packaging model of visualization images based on visual communication of deep learning (DL). Based on the visual communication, the specific calibration steps of the visual image are designed to complete the adjustment of the visual image by using the calibration process of the visual image. We introduce the minimum buffer coefficient of the visual image, calculate the size of the buffer liner of the visual image, correct the thickness of the visual image, and complete the design of the buffer package of the visual image. Finally, the process of constructing the virtual packaging model of the visualized image is constructed to realize the virtual packaging of the visualized image. The simulation results show that the visual image virtual packaging model based on visual communication improves the buffering speed of visual image by 66.6% compared with the visual image virtual packaging model based on machine vision.

1. Introduction

With the rapid development of science and technology, visualization images are widely used in industries such as automotive maintenance, aerospace, food packaging, logistics consignment, and packaging manufacturing [1, 2]. Visualization image technology occupies a major position in the production of modern large-scale enterprise life. Although visualization image technology is gradually improving in language and component settings, the old system inside the application image technology still involves a series of integration problems. Visual image technology is required to hide the internal structure of legacy old systems when analyzing objects, create a good port to the external world, and finally output a unified description and transmission of data. Although visual image techniques can reduce the processing time of legacy old systems, there are still various unknowable pitfalls of visual image techniques when applied in practice [3]. Hence, the research and development of visual image virtual packaging model constructs that combine the advantages of multiple technologies are a necessary topic without delay.

The key contribution of this paper includes the following:

(i) This paper presents the virtual packaging model construction of visualization images based on visual communication of DL. By using the calibration procedure of the visual image, the specific calibration steps of visual image are considered to complete the calibration of the visual image, the minimum buffer coefficient of the visual image is introduced, the size of buffer liner of visual image is calculated, and the design of buffer packaging of the visual image is accomplished by adjusting the thickness of visual image.
Finally, the virtual packaging model construction process of the visual image is realized through the virtual packaging.

The simulation results show that the visual image virtual packaging model based on visual communication can accelerate the buffering speed of the visual image.

2. Design of Virtual Packaging Model Construction Technique for Visualized Images

2.1. Calibration of Visual Images. Visual image calibration is the process of calibrating the entire operation by taking pictures or continuous video using the camera or camcorder that comes with the system itself [4]. For visualization images, image calibration visual system, labeling position relationship, and other links need to use the virtual packaging model construction technology and must strictly operate the relevant links before and after the order. Figure 1 can be used to accurately determine the reading visualization image calibration process.

The whole process of the calibration of the visualized image is step-wise discussed as follows:

Step 1: define the scale factor of the visual image virtual packaging construction model, first defining the scale factor of the conveyor belt [5]. The definition of scale factor is to use the encoder on the conveyor belt to record that the target object will be rotated after moving a certain distance, generating a relative incremental angle, and then the change in the relative incremental angle of the rotation is converted into the actual distance of the target moving on the conveyor belt [6]. Relative to the same moving target object, if the encoder angle of the conveyor belt needs to remain fixed and the value cannot change, then for the visualized image, the encoded values of the feature points after moving the target object at different distances need to be measured several times and the scale factor is calculated to make the data more accurate [7, 8].

Step 2: the geometric calibration of the conveyor belt by the visual image virtual packaging model is determined by the dynamic coordinate system of the working area on the conveyor belt. The calibration of the working area needs to consider the width of the belt, the installation position of the belt, the maximum workload of the belt itself, and other factors.

Step 3: through the visual image virtual packaging model calibrated by the camera, we use the camera to capture the position of the calibration plate and use the system with the automatic recognition system to capture all feature points. Finally, we calibrate the grid through the calibration tool of the software itself. The calibration of visual coordinates and tool coordinate system is based on the completion of the above operation. During the conversion and calibration, the grid cardboard is kept still, the conveyor belt is started, and the moving target is transferred to the working area set in Step 2 and then moved to the previously selected coordinate system origin and the X Y direction of the coordinate axes; the grid cardboard is used to record the moving target’s origin and record the trajectory in the X direction and Y direction.

2.2. Designing Visual Image Cushioning Packages. Since the visualization image cannot complete the virtual packaging task naturally, in order to speed up the buffering of the visualization image, designing the visualization image buffer packaging can ensure the integrity of the visualization image. The visualization image has a wide range of applications in virtual packaging, and in order to avoid electrostatic damage to the visualization image, the projector is first wrapped with an antistatic bag to calculate the size of the visualization image buffer liner based on the minimum buffer coefficient of the visualization image [9]. The cushion size diagram is shown in Figure 2.
The minimum buffering factor for visualized images allows the visualized image to use the least amount of material for the same buffering effect. Equation (1) can be used for the thickness and area of the visual image buffer liner:

\[
t = \frac{CH}{G},
\]

\[
A = \frac{GW}{\sigma_m},
\]

where \( t \) denotes the cushion thickness of the visual image; \( C \) denotes the cushioning factor of the visual image; \( H \) denotes the drop height of the visual image with the same cushioning effect; \( A \) denotes the cushioned cushion area of the visual image; \( G \) denotes the fragility value of the visual image; \( W \) denotes the image size; and \( \sigma_m \) denotes the maximum stress of the visual image.

2.3. Building Virtual Packaging Models for Visual Images. An image packing model is used to calculate the moving trajectory of the visualized image. A multiangle geometric cropping and shearing are used to solve the objective problem and the robustness problem due to print scanning, a colorful visualized image embedding capacity, and print scanning resistant visualized image method [10, 11]. The construction process of the virtual packaging model for visualized images is as follows:

(1) According to the visual communication coding rules, the carrier information and background information of the visual image are separated into the two-dimensional code shading area of the visual image [12].

(2) The frequency response after predistortion processing of visual image is calculated by using

\[
W'(\omega) = \partial \cdot W(\omega) \cdot \frac{1}{P(\omega)},
\]

where \( W'(\omega) \) is the frequency response after visual image predistortion processing; \( W(\omega) \) is the original frequency response of the visual image; \( \partial \) is the compensation coefficient; and \( P(\omega) \) is the visual image shock frequency response.

(3) The visual communication is implemented on the visual image, and the background sequence is inserted to obtain the encrypted background sequence.

(4) The visual color shading image extracted in Step 1 is transformed in color space to extract the brightness component of the transformed visual image [12].

(5) The luminance component of the visual image obtained in Step 4 is transformed by visual communication and optimized the obtained packaging coefficient.

(6) The transformed packaging coefficient is decomposed and transformed by visual communication. Using the rules of visual communication, the background information of the visual image is embedded into the decomposed diagonal matrix. The embedded background information is located at 300 pixels of the diagonal matrix to obtain the diagonal matrix containing background information [13, 14].

(7) The diagonal matrix of the decomposed visual image is inverse decomposed to obtain the brightness component matrix containing image background information.

(8) The luminance component matrix containing image background information is converted in the color space to obtain the visual image of color shading carrier containing background information. The image shading information and two-dimensional code information are combined in PS software to visually package the visual image.

3. Proposed Approach and Result Analysis
In this section, the proposed approach and result are discussed by chart representation.

3.1. Simulation Analysis. During the experiment, 10 groups of buffer condition data of visual images are prepared for simulation analysis. To ensure the objectivity of simulation analysis, the simulation buffer environment is divided into 10 experimental groups including 3 simulation levels. Using the visual image virtual packaging model based on machine vision as the experimental comparison object, we carried out accelerated simulation experiments on the visual image buffer. In Figure 3, the simulation environment is shown.

During the experiment, two computers with the same configuration were prepared, the simulation software was installed and run, and the simulation data of Figure 3 were loaded into the simulation program, and two no-load experiments were conducted before the experiment started to ensure the stability of the experimental data interface. Then,
4. Conclusions

This paper proposes a virtual packaging model construction of visualization images based on visual communication. Using the calibration process of visual image, the specific calibration steps of the visual image are designed to complete the calibration of the visual image. The minimum buffer coefficient of the visual image is introduced, the size of buffer liner of visual image is calculated, and the design of buffer packaging of visual image is completed by correcting the thickness of visual image. Finally, the virtual packaging model construction process of visual image is realized through the virtual packaging. The simulation results show that the visual image virtual packaging model based on visual communication can accelerate the buffering speed of visual image.
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