Stereotypes bias face perception via orbitofrontal–fusiform cortical interaction
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Abstract

Previous research has shown that social-conceptual associations, such as stereotypes, can influence the visual representation of faces and neural pattern responses in ventral temporal cortex (VTC) regions, such as the fusiform gyrus (FG). Current models suggest that this social-conceptual impact requires medial orbitofrontal cortex (mOFC) feedback signals during perception. Backward masking can disrupt such signals, as it is a technique known to reduce functional connectivity between VTC regions and regions outside VTC. During functional magnetic resonance imaging (fMRI), subjects passively viewed masked and unmasked faces, and following the scan, perceptual biases and stereotypical associations were assessed. Multi-voxel representations of faces across the VTC, and in the FG and mOFC, reflected stereotypically biased perceptions when faces were unmasked, but this effect was abolished when faces were masked. However, the VTC still retained the ability to process masked faces and was sensitive to their categorical distinctions. Functional connectivity analyses confirmed that masking disrupted mOFC–FG connectivity, which predicted a reduced impact of stereotypical associations in the FG. Taken together, our findings suggest that the biasing of face representations in line with stereotypical associations does not arise from intrinsic processing within the VTC and FG alone, but instead it depends in part on top-down feedback from the mOFC during perception.
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We effortlessly extract social information when we encounter others’ faces, gaining insight into their identity, gender, race or emotion (Fiske and Neuberg, 1990; Ekman, 1993; Macrae and Bodenhausen, 2000). Such information enables us to better understand other people and, in the case of social categories, can often provide a lens for social interaction and a foundation for stereotyping and prejudice. The right fusiform gyrus (FG) plays a key role in faces’ social perception, helping represent a face’s identity, gender, race and emotion (Kanwisher and Yovel, 2006; Contreras et al., 2013; Wegryn et al., 2015) and showing a high sensitivity to faces’ social category cues (Freeman et al., 2010; Stolier and Freeman, 2017).

Increasingly, social cognitive processes such as stereotypes, attitudes and goals have also been demonstrated to play a role in faces’ initial social perception (Adams et al., 2011). For instance, numerous studies have demonstrated that the perception of faces may be influenced by stereotypes (Hugenberg and Bodenhausen, 2004; Johnson et al., 2011; Freeman et al., 2011b), motives and intergroup bias (Caruso et al., 2009; Ratner et al., 2014), social dominance orientation (Ho et al., 2013), visual context (Freeman et al., 2013, 2015) and political and economic factors (Krosch et al., 2013; Krosch and Amodio, 2014), among others. Perceivers’ use of various forms of contextual information in perceiving faces’ emotion in particular has long been recognized (Russell, 1997; Barrett et al., 2011).
Among the social cognitive processes that may influence perception, stereotypes and other kinds of social-conceptual knowledge may play a pronounced role. Stereotypes are learned semantic associations related to social categories, which are acquired from one's social environment and not necessarily consciously endorsed (Macrae and Bodenhausen, 2000). A complex system of neural regions plays a role in multiple aspects of stereotyping, prejudice and intergroup biases (Knutson et al., 2007; Mitchell et al., 2009; Quadflieg et al., 2009; Contreras et al., 2012; Amodio, 2014; Hehman et al., 2014; Freeman and Johnson, 2016; Mattan et al., 2018; Bagnis et al., 2019). In the context of initial social perceptions, current models such as the dynamic interactive (DI) model propose that, during the perception of another person, the medial orbitofrontal cortex (mOFC) accesses social-conceptual associations (including stereotypes) and provides top-down feedback to evolving face representations in right ventral temporal cortex (VTC) regions, particularly the right FG (Freeman and Ambady, 2011; Freeman and Johnson, 2016). Such mOFC top-down modulation would allow prior knowledge and social expectations to adaptively constrain face-related FG representations. Indeed, recent studies have shown that the representational structure of faces’ multi-voxel response patterns in the FG partly reflects expectations and social-conceptual knowledge, including stereotypes (Stolier and Freeman, 2016; Brooks et al., 2019). More generally, studies have demonstrated the impact of a variety of social cognitive biases on FG activity (Van Bavel et al., 2008; Ratner et al., 2012; Brosch et al., 2013; Kaul et al., 2014; Bagnis et al., 2020).

These social-visual interactions have been argued to draw on domain-general neural and computational mechanisms, similar to those involved in top-down modulation of object recognition. Consistent with this perspective, as with social perception, in object perception, multi-voxel response patterns in the VTC have also been found to reflect not only visual attributes but also abstract semantic relationships between object categories (Khaligh-Razavi and Kriegeskorte, 2014; Jozwik et al., 2017; Storrs et al., 2017). Several studies support the view that mOFC–FG interplay may drive social-conceptual impact on perception of faces. For instance, neuroimaging studies suggest that the mOFC provides perceptual priors for object-recognition processes in the VTC and FG (Bar, 2004; Bar et al., 2006; Summerfield and Egner, 2009), and some object-recognition signals in the mOFC have been shown to temporally precede those in the VTC and FG using magnetoencephalography (Kveraga et al., 2007). Moreover, expectations about faces in particular enhance top-down effective connectivity from the mOFC to the FG (Summerfield et al., 2006; Summerfield and Egner, 2009).

An alternative possibility is that social-conceptual impact on the FG may arise gradually over extended periods of time via chronic mOFC-FG signaling, such that face-related FG representations come to conform to those signals on their own and no longer require top-down feedback during real-time perception (e.g. Khaligh-Razavi and Kriegeskorte, 2014; Jozwik et al., 2017). As such, social-conceptual knowledge would come to manifest in the FG and other VTC regions in a more permanent manner. Critically, this alternative account diverges from the former in its prediction as to whether the impact of social-conceptual knowledge on face-related FG representations would persist even after functional connection with the mOFC has ceased.

One way to distinguish between these accounts and clarify the role of mOFC feedback in stereotypical impact on face perception is through backward masking. Backward masking involves a brief presentation of a target stimulus that is immediately replaced by a masking stimulus, which results in the target not being consciously reported by participants. Although masking renders visual stimuli subjectively invisible, VTC regions still exhibit extensive perceptual encoding of the stimuli (Dehaene and Naccache, 2003; Moutoussis and Zeki, 2002). However, the extent of reentrant feedback into VTC regions is extremely reduced during the processing of masked stimuli (Dehaene and Naccache, 2001; Dehaene and Changeux, 2011; Baars et al., 2013). Given that frontal interactions with VTC are reduced under masked exposures, masking should reduce if not eliminate the social-conceptual impact on face-related FG representations—if indeed such impact depends on mOFC-FG interactions during perception. Previous work has shown that social-conceptual knowledge affects face perception and FG representational structure automatically and without explicit task demands (Stolier and Freeman, 2016; Freeman and Johnson, 2016; Brooks et al., 2019). Here, we use backward masking to provide evidence that such automatic impacts due to stereotypes do not arise from VTC alone but require real-time input from outside VTC, namely the mOFC.

Numerous studies have demonstrated an impact on face perception due to social-conceptual processes, ranging from stereotypes to emotion concepts and person knowledge, among others (for review, Freeman et al., 2020). In the present study, we make use of one well-studied impact of social-conceptual knowledge on face perception involving gender stereotypes. Men tend to be stereotyped as aggressive, and women tend to be stereotyped as docile; such stereotypical associations lead perceptions of male and female faces to be biased toward anger and happiness, respectively (Hess et al., 2000, 2004; Brooks et al., 2018). Moreover, individual differences in the strength of these stereotypic associations (male = angry and female = happy) predict the extent of an individual’s perceptual bias, i.e. male faces perceived angrier and female faces perceived happier (Brooks et al., 2018). Neuroimaging studies have revealed that the representational structures of male and female faces in the FG and mOFC are biased in a consistent manner, whereby male and female faces evoke neural patterns more similar to the neural patterns associated with anger and happiness, respectively (Stolier and Freeman, 2016). Moreover, such effects correlate with individual differences in the strength of stereotypical associations. In the present study, we examined to what extent this stereotypical biasing in neural pattern similarity structure persists even when reentrant feedback to the VTC is relatively restricted via masking. Our aim is to provide evidence that mOFC-FG interplay is a mechanism by which stereotypes exert their influence on how faces are visually represented.

**Materials and methods**

**Subjects**

Forty adult, right-handed subjects were recruited from the New York City area (24 female; mean age = 23.38 years; 13 White, 7 Black, 9 Asian and 11 other). Subjects were financially compensated for participation. All subjects provided informed consent in a manner approved by the New York University Institutional Review Board and had no fMRI contraindications. One subject was found to be ineligible for the study after participating and was excluded. One subject was removed from analyses involving the stereotype content task for failing to follow instructions correctly in the task. Five subjects were excluded from fMRI analyses: two subjects because they demonstrated sensitivity to the masked stimuli in their conscious responses (see ‘Results’ section), two subjects based on excessive movement and one...
subject for failing to comply with instructions (failed to make button responses). This resulted in a final fMRI sample of 34 subjects (22 female; mean age = 23.50 years; 12 White, 7 Black, 7 Asian and 8 other).

Stimuli

Face stimuli consisted of 140 faces depicting 70 male individuals and 70 female individuals (all White) each displaying angry and happy expressions. These 140 images comprised the full set of directly oriented face stimuli for the angry and happy categories from the well-validated Karolinska Directed Emotional Faces database (Lundqvist et al., 1998). Using normed ratings from previous validation studies (Garrido and Prada, 2017), emotional intensity did not differ between angry vs happy expressions of the male faces ($t_{(34)} = 1.16, P = 0.253$) or angry vs happy expressions of the female faces ($t_{(34)} = 0.19, P = 0.852$); nor did emotional intensity differ between the angry male vs angry female targets ($t_{(33)} < 0.01, P = 0.997$) or happy male vs happy female targets ($t_{(33)} = 1.17, P = 0.250$). All stimuli were edited with a black vignette such that only the face was visible against a black background (Figure 1A). The stimuli were additionally matched on luminance and contrast across the four stimulus conditions using the SHINE toolbox (Willenbockel et al., 2010). We used black and white visual noise patterns as backward masks.

Procedure

fMRI task. We employed a backward masking paradigm adapted for rapid event-related fMRI using a similar procedure as a previous study (Freeman et al., 2014). Subjects were presented with four runs (two masked and two unmasked). Masked runs always preceded unmasked runs, as unmasked runs presented first could increase subjects’ sensitivity to masked targets before their masked presentation. Within masked runs, each trial consisted of a face stimulus (33 ms), followed by a pattern mask (167 ms) and a fixation cross (300 ms), which was repeated four times and totaling 2000 ms (1 TR), see Figure 1B. Each 2000 ms presentation was treated as one trial. In unmasked runs, the pattern mask and face stimulus were presented in reversed order (33 ms visual pattern + 167 ms face stimulus + 300 ms fixation cross), thereby ensuring identical visual information across masked and unmasked conditions (Figure 1C). Within each run, half of the face stimuli were presented twice along with 77 null events (2000 ms fixation cross). The particular stimulus ordering in each condition was counterbalanced across subjects. All events within runs were sequenced in a manner to optimize the efficiency of event-related BOLD signal estimation using optseq2 (Dale, 1999). In order to maintain subjects’ attention, subjects were asked to report via button press whenever the fixation cross was blue (25% of trials). Subjects were not asked to attend to the gender or emotion of the faces during this task.

Masked discrimination task. To provide an objective measure of sensitivity to the face stimuli during masked presentations, we used a visual discrimination task. Following the fMRI task, while still in the scanner, subjects were presented with each of the faces used in the fMRI task. They were told in advance that they would be presented with masked faces and instructed to categorize their gender as accurately as possible. The stimuli were presented in the identical procedure to how they were presented in the masked condition of the fMRI task, except here trials were self-paced and subjects were prompted for a categorization (male or female?) at the end of each 2000 ms presentation. Each face stimulus was presented once in this task, totaling 140 trials.

Mouse-tracking categorization task. To measure stereotypical biases during perception, we used computer mouse-tracking.
Mouse-tracking paradigms measure the extent of social category co-activation during categorization tasks. During two-choice categorization tasks (e.g. angry vs happy), deviation in a subject’s hand trajectory toward each category response provides an indirect measure of the degree to which that category was activated during perception. If stereotypical associations link one category to another (e.g. male to anger), subjects’ perceptions are biased toward that category and, consequently, their hand trajectories deviate toward that category response in mouse-tracking tasks. Mouse-tracking is a well-validated methodology and has long been used to provide evidence for social-conceptual impact on face perception, including stereotypes (Freeman et al., 2011a; Freeman, 2018).

Following the post-scan discrimination task, participants completed a standard two-choice categorization task, implemented in MouseTracker software (Freeman and Ambady, 2010). The face stimuli used were the same as those from the fMRI task. On each trial, subjects clicked a start button at the bottom center of the screen, which was followed by a face stimulus in the same location. Subjects were instructed to categorize the face’s gender (male or female) or emotion (angry or happy) as quickly and accurately as possible by clicking one of the two response options located at opposite top-corners of the screen. During this process, the mouse trajectory was continuously recorded, which was used to estimate its deviation toward the opposite response (serving as an index of category co-activation during perception). Subjects had to make their categorization within 2000 ms of initiating the trial. Subjects completed two blocks, one gender categorization and one emotion categorization. The order of the blocks was counterbalanced across subjects, as was the position of response options (left/right). Each face stimulus was presented twice: once in each block, resulting in 280 trials overall.

**Stereotype content task.** To index subjects’ stereotypical associations (male = angry, female = happy), conceptual similarity of the four categories was assessed with a ratings task used in previous work examining biases in gender and emotion perception (Brooks et al., 2018). In four separate randomized blocks for the four categories (angry, happy, male, and female), subjects rated to what extent each of 30 descriptors including bodily feelings, thoughts, and actions was conceptually related to the category to which the descriptor belonged. Descriptors included bodily feelings and actions (e.g. trembling), thought (e.g. ‘on a scale of 1 to 7, extremely, please rate how well the phrase loud stereotypically describes a happy person’). This resulted in a total of 120 trials. As we were interested in subjects’ learned stereotypical associations, not necessarily what they personally endorse, subjects were instructed to base their answers on what a typical American might indicate (to avoid issues of social desirability bias), as in previous work (Stolier and Freeman, 2016; Brooks et al., 2018).

**Analytic approach**

To allow for a comparison between behavioral and neuroimaging data, we used representational similarity analysis (RSA) (Kriegeskorte et al., 2008). RSA involves the measurement of the similarity (e.g. correlation) of all pairwise combinations of conditions in one particular variable (e.g. mouse-tracking data), which is then compared with other patterns of similarity values from alternative modalities (e.g. neuroimaging data). In this way, RSA is a method used to measure the correspondence of representations across different modalities (Kriegeskorte et al., 2008). For our present purposes, RSA allows us to assess the extent to which an individual’s representational space of social-conceptually shaped perceptions maps across behavioral and neural modalities. Specifically, we first demonstrated that subjects’ perceptions of faces (as measured by mouse-tracking) were biased by stereotypical associations. We then used RSA to test the correspondence between such stereotypically biased similarity in subjective perceptions with the similarity of faces’ multi-voxel response patterns.

Given our a priori interest in how stereotypical associations affects ventral-visual representations of faces, we first focused on multi-voxel response patterns across the entire anatomical ROI of the right VTC. We subsequently corroborated and extended the results using whole-brain searchlight analyses that identified these effects across the brain.

**Experimental design and statistical analyses**

**Stereotype strength.** To index each subject’s strength of stereotypical associations, we calculated the Pearson correlation between all pairs of the 30-length vectors of descriptor ratings for each social category in the stereotype content task. For example, to obtain each subject’s social-conceptual similarity between the categories anger and male, we calculated the Pearson correlation between their anger vector of 30 ratings and male vector of 30 ratings. We then subtracted stereotypically incongruent pairs from congruent pairs ([angry male + happy female] − [angry female + happy male]). This calculation resulted in a score for each subject that represented the extent to which they held the belief that males tended to be angrier than women and that women tended to be happier than men. Scores could range from 2 (stereotypical bias: male = angry, female = happy) to 0 (lack of bias) to −2 (counterstereotypical bias: male = happy, female = angry).

**Subjective dissimilarity matrix (DM).** We used mouse-tracking data to estimate the extent to which subjects’ stereotypical associations were reflected in their perception of faces. Trials were excluded if they exceeded the 2000 ms time deadline (2.83% of trials) or if the response was incorrect (3.70% of trials). We used standard mouse-tracking preprocessing procedures (Freeman and Ambady, 2010). All mouse trajectories were rescaled into a standard coordinate space with [0,0] at the start location and normalized into 100 time bins using linear interpolation to enable averaging of their full length across multiple trials. In order to obtain a by-trial index of category co-activation, we calculated the maximum perpendicular deviation (MD) of each trajectory toward the opposite response option. MD in two-choice mouse-tracking tasks is a long-used measure of the degree to which the alternate category was co-activated during the categorization process (Spivey and Dale, 2006; Freeman and Ambady, 2010; Stolier and Freeman, 2017; Freeman, 2018). For example, the degree to which subjects deviated towards the ‘Angry’ response while categorizing male faces can be understood as higher perceptual similarity between angry and male categories. By using these values in the subjective DM, the DM comes to reflect the stereotypical biases of subjects’ perceptions. The subjective DM can then be used to predict multi-voxel response patterns showing corresponding biases.

In order to create a subjective DM from the mouse-tracking data, we followed the procedure of previous work (Stolier and Freeman, 2016). For each of the four stimulus conditions (angry male, angry female, happy male, happy female),
Fig. 2. (A) The group-average subjective DM. Warmer colors represent greater dissimilarity. (B) The method by which a subject’s subjective DM was computed. In this example (Angry Male condition), MD values for the four categories (Female, Male, Angry and Happy), which reflect mouse trajectories’ attraction toward the four category responses in the mouse-tracking tasks, were used to create a response vector. Similarity in these response vectors was used to calculate pairwise similarity for the other conditions (Happy Female, Angry Female, and Angry Male). In this way, face conditions that elicited similar activation of the Female, Male, Angry and Happy responses during mouse-tracking were deemed more similar in a subject’s subjective DM. (C) An illustration of our RSA procedure. Participants’ neural patterns for each condition were correlated with each other to formulate a neural DM. A subject’s own subjective DM was used to predict this neural DM (when controlling for the group-average subjective DM depicted in A).

A bias in the subject’s hand trajectory to select the unselected response on the opposite side of the screen (e.g. spatial attraction towards ‘Angry’ when categorizing a happy male face) was calculated as the average MD relative to the maximum possible MD \[\frac{MD}{\text{max}(MD)}\]. The inverse effect \[1 - \frac{MD}{\text{max}(MD)}\] was treated as the bias toward the selected response (e.g. bias toward ‘happy’ when categorizing a happy male face). In this way, the distance of the trajectory toward the unselected versus selected response served as a proxy for the similarity of the stimulus condition to the four response categories across the mouse-tracking categorization tasks (emotion and gender categorization).

Similarity measurements were calculated for each of the four conditions for all possible response options (emotion task: ‘angry’ and ‘happy’; gender task: ‘male’ or ‘female’). For each stimulus condition (angry male, angry female, happy male, and happy female), this resulted in a four-length vector consisting of the similarity values toward each of the four category responses (angry, happy, male, and female). We then computed the similarity between each of the respective four-length category-similarity vectors using the Pearson correlation distance \((1 − r)\) (Figure 2B), resulting in a 4 × 4 subjective DM for each subject (see Figure 2C for example subjective DMs). As such, the subjective DM for each subject captures the perceptual similarity between each of the four face conditions, in that the faces in those conditions activated the four response categories in a similar manner throughout the categorization tasks. In this way, the subjective DM reflects the extent to which social categories were biased toward one another in subjective perceptions. A group-average subjective DM was also calculated (Figure 2A) by taking the mean of all subjects’ similarity vectors and computing Pearson distances to produce dissimilarity measures between each averaged condition vector.

**Stereotype congruency DM.** We computed a stereotype congruency DM reflecting our theoretical hypothesis that sex and emotion representations are biased according to their respective stereotypes. The DM was structured as follows: \([1 \text{ (happy male)}, 2 \text{ (angry male)}; 2 \text{ (happy female)}, 1 \text{ (angry female)}]\). The cell values are Pearson distances and represent a stronger similarity between the pairs angry male and happy female compared to angry female and happy male.

**Multi-level regression analyses.** Some behavioral analyses used multi-level regressions. There were conducted using generalized estimating equations (GEEs), which can incorporate nested data (repeated face stimuli nested within each subject) while accounting for the intracorrelations in repeated-measures designs (Liang and Zeger, 1986). We report unstandardized regression coefficients (\(B_s\)) and Wald Z values.

**Discrimination task.** The post-scan gender discrimination task was analyzed using signal detection theory to control for response bias. We arbitrarily defined signal as male faces. Thus, the ability to discriminate male and female faces \((d')\) was computed as the proportion of masked male faces that were successfully categorized as male (hits), adjusted for the percentage of masked female faces that were erroneously categorized as male (false alarms): \(d' = z\text{-score (hit)} - z\text{-score (false alarm)}\), with chance performance set at 0 ± 1.74.

**fMRI acquisition.** Subjects were scanned using a Siemens 3T Magnetom Prisma with a 64-channel head coil at the New York University Center for Brain Imaging. Structural images were acquired using a 3D MPRAGE T1-weighted sequence with the
following parameters: 2300 ms repetition time (TR); 2.32 ms echo time (TE); 0.9 mm³ voxel size; 230 mm field of view (FOV); 192 slices with no gap; anterior–posterior phase encoding direction. Functional images were acquired using a multiband echo-planar imaging sequence with the following parameters: 2000 ms TR; 35 ms TE; 2 mm³ voxel size; 208 ms FOV; 68 slices with no gap; anterior–posterior phase encoding direction and multiband acceleration factor of 4. Gradient spin-echo field maps were also acquired in both the anterior–posterior and posterior–anterior phase encoding directions for use in correcting for potential susceptibility artifacts. Diffusion-weighted images were collected at the end of the session, but those data are not reported here.

Data preprocessing and pattern estimation. Image preprocessing was performed using FMRIPREP (Version 1.1.8) (Esteban et al., 2019), which is based on Nipype 1.1.3 (Gorgolewski et al., 2011). The T1-weighted (T1w) image was corrected for intensity non-uniformity using N4BiasFieldCorrection (Tustison et al., 2010) (ANTS 2.2.0) and used as T1w-reference throughout the workflow. The T1w-reference was then skull stripped using antsBrainExtraction.sh (ANTS 2.2.0), using OASIS as target template. Spatial normalization to the ICBM 152 Nonlinear Asymmetrical template version 2009c (Fonov et al., 2009) was performed through nonlinear registration with antsRegistration (ANTS 2.2.0) (Avants et al., 2008) using brain-extracted versions of both T1w volume and template. Brain tissue segmentation of cerebrospinal fluid, white matter and gray matter was performed on the brain-extracted T1w using fast (FSL 5.0.9) (Zhang et al., 2001).

For each of the four BOLD runs per subject, the following preprocessing steps were performed. First, a reference volume and its skull-stripped version were generated using a custom methodology of fMRIPrep. Susceptibility distortions were corrected using 3dQwarp (Cox and Hyde, 1997) (AFNI). Based on the estimated susceptibility distortion, an unwarped BOLD reference was calculated for a more accurate co-registration with the anatomical reference. The BOLD reference was then co-registered to the T1w reference using flirt (FSL 5.0.9) (Jenkinson and Smith, 2001). Motion-correcting transformations, BOLD-to-T1w transformation and T1w-to-template (MNI) warps were concatenated and applied in a single step by using antsApplyTransforms in ANTs, using Lanczos interpolation.

We estimated the average hemodynamic response per voxel for each condition (using the 3dDeconvolve procedure in AFNI). BOLD responses were modeled by using a general linear model (GLM) with a design matrix that included a total of 12 predictors: 4 predictors for each stimulus condition and 8 predictors to model effects of no interest (average signal at each time point attributable to cerebrospinal fluid, white matter, global signal, linear motion in three directions and angular motion in three directions). Two separate GLM design matrices were constructed. One GLM modeled the four predictors of interest as angry female, happy female, angry male and happy male faces. For other analyses that required modeling trials as non-crossed categories, another GLM modeled the four predictors of interest as angry, happy, male and female. In both GLMs, all predictors of interest were modeled as boxcar functions across the duration of each event (2000 ms), during which the stimuli were presented. The boxcar functions were convolved with a gamma variate function (GAM in AFNI). The voxelwise t statistics associated with each of the four stimulus conditions were averaged across runs and the resulting maps were z-normalized and used as whole-brain patterns of activation for each face category for use with multi-voxel pattern analyses (MVPA).

Multi-voxel pattern analyses. All MVAPs were performed using PyMVPA (Hanke et al., 2009). Due to an a priori hypothesis regarding multi-voxel response patterns in the right VTC, we defined an anatomical region of interest (ROI) of the right VTC. The ROI mask was created using the Harvard–Oxford Cortical Structural Atlas in FSL and consisted of all atlas regions within the right VTC, totaling 7345 voxels. In the ROI analyses, the neural DM was constructed by calculating the Pearson correlation distance between all condition pairs using all voxels within the ROI (7345-length vectors). This resulted in a neural DM for each subject, representing the similarity of neural patterns relating to different social categories.

In whole-brain searchlight analyses, a searchlight sphere of 123 voxels (three voxel radius) was centered on a given voxel, which was iterated across all voxels in the brain. At each searchlight, a neural DM was constructed by calculating the Pearson correlation distance between all condition pairs for voxels within the sphere (123-length vectors). In all cases, DMs were vectorized and comparisons were made by the way of Spearman rank correlation so as to not assume a linear relationship. When a covariate DM needed to be statistically adjusted (e.g. subjective DM and neural DM, while controlling for group-average subjective DM), multiple regression RSA using rank-ordered pattern vectors was used. For ROI analyses, subjects’ Spearman rho values or regression beta values were submitted to a one-sample t-test against 0 (Spearman rho values were first Fisher-z transformed). For searchlight analyses, the resulting regression beta value was remapped back to the searchlight center voxel, yielding subject-level maps. These maps were then smoothed using AFNI’s 3dBlurToFWHM at 6-mm FWHM and tested at the group level by using a one-sample t-test together with maximum statistic permutation testing via Randomize in FSL (Winkler et al., 2014), which tested significance of the raw t statistic over 5000 permutations. The subsequent group-level statistical maps were thresholded at the P < 0.05 level and corrected for multiple comparisons using threshold-free cluster enhancement (TFCE; Smith and Nichols, 2009).

Psychophysiological interaction analysis. In order to support the theoretical assumption that the right VTC has diminished functional connectivity with frontal regions during masked relative to unmasked presentation of faces, we performed a psychophysiological interaction (PII) analysis. To obtain our seed region, we conducted a whole-brain univariate contrast of unmasked>masked conditions to identify face-sensitive regions, i.e. those more responsive to processing unmasked faces than noise patterns. As this is a univariate analysis, maps were first smoothed using a Gaussian filter (6-mm FWHM) before submitting to the whole-brain contrast. To obtain an inclusive region of the right FG for use as a seed region (not for inferential purposes), we used a liberal voxelwise threshold of P < 0.05 (minimum cluster extent = 20 voxels). This analysis revealed an extensive portion of the right FG (see Results). We used this right FG cluster as a seed in our PPI analysis, identifying any neural regions that exhibited enhanced functional connectivity with the seed region during viewing of unmasked faces as compared to masked faces. We extracted the average BOLD series time course across all voxels within the seed region and deconvolved the time course with a gamma variate hemodynamic response function (GAM in AFNI). A GLM design matrix
was constructed with three predictors: the seed time course, condition (masked = −1, unmasked = 1) and, most critically, the PPI interaction term. The resulting beta values for the PPI interaction term maps were then tested at the group level by using a one-sample t-test. Correction for multiple comparisons was performed using TFCE. The subsequent group-level statistical maps are, thus, significant at the P < 0.05 level and corrected for multiple comparisons.

Results

Behavioral results

Subjects’ stereotype scores indexed the strength of their stereotypical associations, with 2 reflecting strong stereotypical bias (male = angry, female = happy), 0 a lack of bias and −2 strong counterstereotypical bias (male = happy, female = angry) (see Materials and Methods). A one-sample t-test confirmed that overall subjects showed a significant stereotypical bias, associating men with anger and women with happiness (M = −0.49, SD = 0.62), t(27) = −4.83, P < 0.0001. To test whether these stereotypical associations were reflected in subjects’ perceptions of faces (assessed via mouse-tracking), we regressed maximum perpendicular deviation (MD) values onto face gender (male = −0.5, female = 0.5), face emotion (angry = −0.5, happy = 0.5), subjects’ stereotype scores (mean-centered) and their interactions using multi-level GEE regression. There was a significant main effect of emotion, B = −0.06, SE = 0.01, 95% CI [−0.08, −0.04], Z = 5.35, P < 0.0001, which was qualified by a significant gender x emotion interaction, B = −0.15, SE = 0.02, 95% CI [−0.19, −0.11], Z = −6.95, P < 0.0001. This interaction arose because mouse trajectories for stereotypically incongruent faces elicited a simultaneous attraction toward the opposite category response relative to stereotypically congruent faces. Specifically, trajectories for angry female faces (M = 0.50, SD = 0.54) were more partially attracted toward the opposite response than trajectories for angry male faces (M = 0.41, SD = 0.51), simple B = 0.091, 95% CI [0.06, −0.12], Z = 5.76, P < 0.0001; and trajectories for happy male faces (M = 0.43, SD = 0.52) were more partially attracted toward the opposite response than trajectories for happy female faces (M = 0.38, SD = 0.49), simple B = −0.06, SE = 0.01, 95% CI [−0.09, −0.03], Z = −4.00, P < 0.0001. These stereotypic congruency effects were further qualified by a marginally significant three-way interaction, B = −0.057, SE = 0.035, 95% CI [−0.13, −0.01], Z = −1.68, P = 0.093. The gender x emotion interaction was exacerbated at higher levels (1 SD) of stereotypical strength (B = −0.1852, SE = 0.030, 95% CI [−0.24, −0.13], Z = −6.31, P < 0.0001) and attenuated at lower levels (−1 SD) of stereotype strength (B = −0.013, SE = 0.031, 95% CI [−0.17, −0.05], Z = −3.61, P = 0.0003). Thus, subjects with stronger stereotypical associations linking men to anger and women to happiness had a greater bias to perceive male faces as angry and female faces as happy.

As the three-way interaction effect has been previously found to be robust in larger samples (Brooks et al., 2018), it is likely that here the three-way interaction result reached only marginal significance due to limited statistical power associated with the more moderate sample size necessary for neuroimaging. To confirm this, we repeated the behavioral tasks (mouse-tracking and stereotype content tasks) in a larger sample on Amazon Mechanical Turk (N = 142, 49 females, mean age = 34.5 years). We conducted an analogous GEE regression model for this direct replication, and we again observed strong stereotype congruency effects, i.e. a gender x emotion interaction, B = −0.115, SE = 0.0096, 95% CI [−0.13, −0.10], Z = −11.89, P < 0.0001. Moreover, in the direct replication, the three-way interaction was significant, B = −0.0361, SE = 0.0164, 95% CI [−0.07, −0.004], Z = −2.20, P = 0.028. As before, the three-way interaction arose because the gender x emotion interaction was exacerbated at higher levels (+1 SD) of stereotype strength (B = −0.1346, SE = 0.0129, 95% CI [−0.17, −0.11], Z = −10.43, P < 0.0001) and attenuated at lower levels (−1 SD) of stereotype strength (B = −0.0945, SE = 0.014, 95% CI [−0.12, −0.07], Z = −6.93, P < 0.0001). This replication provides additional support for the behavioral results of our fMRI sample and those of previous work (Brooks et al., 2018).

Neuroimaging results

One subject reported conscious awareness of the masked faces and was excluded from analysis. Another subject exhibited perceptual discriminability better than chance (d′ ± 1.74 in the post-scan discrimination task (d′ = 1.77) and was excluded; the remaining subjects’ d′ were low (M = 0.22, SE = 0.07), ensuring the masked faces were below these remaining subjects’ awareness.

Given our interest in how stereotypical associations are reflected in right VTC representations, we first conducted ROI analyses of the right VTC. A stereotype congruency DM was used to test for increased neural-pattern similarity for stereotypically congruent category pairs (angry male, happy female) relative to incongruent category pairs (angry female, happy male) using our hypothesized pattern of Pearson distances: [1 (happy male), 2 (angry male), 2 (happy female), 1 (angry female)]. Indeed, the structure of neural patterns in the right VTC was significantly correlated with the stereotype congruency DM in both the unmasked condition (mean rho = 0.30 one-sample t(33) = 2.80, P = 0.008) and the masked condition (mean rho = 0.26; one-sample t(33) = 2.60, P = 0.014). Moreover, the correlation of VTC pattern structure and the stereotype congruency DM did not differ between the unmasked and masked conditions, t(33) = −0.21, P = 0.83.

These results demonstrate that the right VTC was indeed sensitive to both the unmasked and masked faces. However, they do not directly implicate the role of social-conceptual associations in neural-pattern structure as it is possible that physical properties of the face stimuli could still have accounted for this pattern. Although the conditions were equated on emotional intensity and low-level visual properties (luminance and contrast), the structural cues that convey anger and masculinity and that convey happiness and femininity do partially overlap (Becker et al., 2007). As these cannot be fully equated (because faces could no longer be reliably categorized), linking effects to individual differences related to the strength of stereotypical associations provides more direct evidence for impact on perception when bottom-up and top-down overlaps are aligned (e.g. Brooks et al., 2018). Thus, although the results thus far clearly show that the VTC was sensitive not only to the unmasked faces but also the masked faces, it is ambiguous whether these results reflect the effect of stereotypes or the effect of overlapping facial features. To test the role of stereotypes more specifically, we use individual difference analyses to link each subject’s stereotypically biased perceptions to neural response patterns.

A subjective DM was constructed for each subject using their pattern of stereotypically biased perceptual responses to...
faces via the mouse-tracking data (see Figure 2B). The mouse-tracking data thus far showed that subjects’ perceptions of male faces were biased toward anger and perceptions of female faces biased toward happiness, and that these effects were related to the strength of subjects’ stereotypic associations (male = angry, female = happy). We used multiple regression RSA to examine whether the neural-pattern structure in the right VTC reflected stereotypically biased subjective perceptions. Specifically, for each subject, we tested whether right VTC neural-pattern structure was significantly predicted by their subjective DM while controlling for the group-average subjective DM. Controlling for the group-average subjective DM is a conservative test that allows us to isolate the effect of subjects’ own unique biases in subjective perceptions and eliminate any common contributions shared across the sample or intrinsic to the stimuli. Multiple regression RSA confirmed that the right VTC neural-pattern structure conformed to subjects’ own subjective DM while controlling for the group-average DM in the unmasked condition (mean beta = –0.25; one-sample t(33) = 2.57, P = 0.015). Critically, however, no such effect was observed in the masked condition (mean beta = –0.16; t(33) = –1.74, P = 0.091), and in fact, there was a marginally significant trend in the opposite direction. (Note that the trend of a negative correlation is likely noise: negative RSA correlations are uninterpretable and researchers often preclude them altogether via non-negative least squares approaches; Khaligh-Razavi and Kriegeskorte, 2014.) The correlation in the unmasked condition was also significantly stronger than that in the masked condition (t(33) = 4.89, P < 0.0001). Thus, these results show that individual differences in stereotypically biased subjective perceptions are reflected in neural patterns of the right VTC while subjects viewed unmasked faces. When they viewed masked faces, however, VTC neural patterns ceased to reflect these stereotypically shaped individual differences. This was the case despite evidence that the right VTC clearly processed the masked face stimuli and was sensitive to their a seed (not for inferential purposes) (voxelwise P < 0.05, minimum cluster extent = 20 voxels). The contrast revealed sizeable portions of the right FG (x = 36, y = –54, z = –18, t = 7.58, 1230 voxels) and left FG (x = –38, y = –60, z = –18, t = 5.54, 711 voxels). We used the right FG region as the seed in our PPI analysis, seeking to identify any regions of the brain that showed diminished functional connectivity with this region during presentation of masked as compared with unmasked faces. Indeed, as hypothesized and shown in Figure 4, the PPI analysis revealed an extensive portion of the mOFC and, interestingly, a number of other regions involved in social cognition such as the temporoparietal junction and mPFC (see Table 1; P < 0.05, corrected). We also tested whether the PPI effect was observed in the specific mOFC regions elicited by the whole-brain searchlight RSA. For each subject, we extracted the PPI interaction term across the mOFC clusters from the searchlight RSA and submitted them to a one-sample t-test against zero, which confirmed significant PPI effects (mean beta = 2.29; t(33) = 3.72, P < 0.0007). These results show that functional connectivity between the mOFC (and other frontal regions) with the right FG was diminished when subjects viewed masked as compared with unmasked faces, consistent with previous work on backward masking’s disruption of frontal interactions with the ventral-visual pathway (e.g. Dehaene et al., 2001).

We conducted a final analysis to test the hypothesis that the disruption in mOFC–FG functional connectivity caused by masking may predict the reduced representation of stereotypically biased perceptions in the FG. From the searchlight analysis, for each subject we extracted the beta for the subjective DM from the right FG cluster (using the model that controlled for the group-average subjective DM) for the unmasked and masked conditions, which was used to create a [unmasked beta – masked beta] difference score. These were then correlated with the extracted PPI interaction betas from the mOFC (see above). Indeed, we found that the reduced mOFC–FG functional connectivity due to masking (PPI interaction betas extracted from the mOFC) significantly predicted the extent to which

**Table 1. Regions elicited by the whole-brain PPI analysis (P < 0.05, corrected; coordinates denote peak voxel)**

| Region                          | Voxels | x    | y    | z    | P value |
|---------------------------------|--------|------|------|------|---------|
| Left inferior frontal gyrus     | 6691   | –40  | 24   | –18  | 0.0002  |
| Left precentral sulcus          | 1231   | –6   | –56  | 16   | 0.0002  |
| Right precentral sulcus         | 703    | 6    | –54  | 16   | 0.0002  |
| Left angular gyrus/temporo parietal junction | 619 | –52  | –70  | 26   | 0.0004  |
| Right middle temporal gyrus     | 521    | 60   | 2    | –26  | 0.001   |
| Left amygdala                   | 430    | –24  | –6   | –16  | 0.0006  |
| Right parahippocampal gyrus     | 152    | 26   | –24  | –16  | 0.0074  |
| Right angular gyrus/temporo parietal junction | 75 | 46   | –68  | 40   | 0.0086  |
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masking reduced the FG’s representation of the subjective DM (unmasked–masked difference score), $r_{323} = 0.331$, $P = 0.0279$ (one-tailed test for directional hypothesis). This result empirically links masking’s disruption of mOFC–FG functional connectivity with the reduced representation of stereotypically biased perceptions in the FG.

**Discussion**

Behavioral and neuroimaging studies have increasingly demonstrated that the perception of others’ faces is malleable to higher order social cognitive processes, including stereotypes, attitudes and goals. In the present research, we tested whether mOFC–FG cortical interactions are a mechanism by which stereotypes exert their influence on face perception. We found that the impact of one’s unique stereotypical associations on face-related representations in the right VTC including the right FG was strong when faces were normally presented. However, the stereotypical biasing of these representations was disrupted by masking, despite the fact that the VTC still retained the ability to process masked faces and was sensitive to their categorical distinctions. PPI analyses confirmed that the FG’s functional connectivity with the mOFC was disrupted despite spared processing of masked faces across the VTC. Moreover, the extent of masking’s disruption of mOFC–FG functional connectivity predicted a reduced representation of stereotypical associations in the FG. Critically, response patterns across the VTC and in the FG and mOFC exhibited a representational structure correlated with stereotypically biased subjective perceptions even when controlling for any common variance across the sample. Thus, these effects cannot be attributed to intrinsic physical features in the face stimuli themselves or common biases that were shared across the sample; instead, they reflect the impact of an individual’s unique, idiosyncratic social-conceptual knowledge on subjective perceptions. Taken together, our findings suggest...
that the effect of an individual’s social-conceptual knowledge on visual representations of faces does not arise from intrinsic processing within the VTC or FG alone but instead depends in part on top-down feedback from the mOFC during perception.

Our findings provide new evidence helping to resolve critical questions about the neural basis of stereotyping and the social perception of faces. While stereotypes (and other social-conceptual knowledge) have recently been shown to affect faces’ multi-voxel representations in the VTC and FG (Brooks et al., 2016; Brooks et al., 2019), it has remained unclear how persistent stereotypes’ ‘collateral damage’ is on these perceptual brain regions. For example, do these regions contain face representations that are stereotypically biased in a relatively permanent manner due to long-term learning, or are they shifted on-the-fly due to one’s stereotypical expectations? The current results not only provide a novel demonstration supporting the latter, more transient biasing; but they also directly implicate the mOFC in inducing these transient stereotypical biases. As such, the findings bolster models of social perception such as the DI model, which propose that mOFC–FG interplay plays a key role in the social-conceptual shaping of face perception (Freeman and Johnson, 2016).

Previous evidence in favor of top-down effects due to social-conceptual knowledge has used correlational techniques, such as predicting FG representational structure from conceptually imbued perceptions or conceptual ratings (Stolier and Freeman, 2016; Brooks et al., 2019), or demonstrations that ventral-frontal regions (e.g. mOFC) take on some of the processing load of ventral-temporal regions when subjects have expectations about visual stimuli (Summerfield and Egner, 2009). Additionally, studies have shown that when subjects have expectations about face stimuli in particular, the mOFC exhibits enhanced top-down effective connectivity on the FG (Summerfield et al., 2006; Summerfield and Egner, 2009). The current findings extend these prior results by providing evidence suggesting that the social-conceptual biasing of face-related FG representational structure is driven by functional interactions with the mOFC; when these functional interactions are disrupted, as with masking, the FG no longer shows evidence of social-conceptual impact.

Although our results are broadly consistent with predictive coding models that stress the importance of prior expectations during perception (Bar, 2004; Bar et al., 2006; Summerfield and Egner, 2009; Otten et al., 2017), other models attempting to capture the conceptual and semantic structure of the VTC including the FG have taken a theoretical perspective based on deep neural network architectures. From this perspective, VTC and FG representations do not require on-line feedback during perception but instead rely on both information contained within the stimuli and the supervision signal during learning to incorporate semantic information (Khaligh-Razavi and Kriegeskorte, 2014; Jozwik et al., 2017). Accordingly, social-conceptual impacts should persist in VTC and FG response patterns even when functional connectivity with the mOFC is disrupted. Although the results are inconsistent with this perspective, they do not exclude the possibility that social-conceptual learning modifies intrinsic VTC and FG representations to some extent. For instance, the mOFC may provide a necessary signal for the VTC and FG to access social-conceptual knowledge but that knowledge, in theory, could still be embedded in local representations. The results clearly show, however, that any accurate and complete model of the conceptual shaping of VTC and FG representations ought to account for the role of functional interactions with the mOFC.

Our findings may also have implications for interventions seeking to reduce implicit social biases. Lab-based bias interventions have been found to successfully reduce individuals’ implicit biases, but these effects tend to dissipate after 3–4 days (Lai et al., 2016). One possible reason for the sustaining effect of stereotypical associations may not only be that they are continually reinforced by one’s social environment (e.g. media representations), but also that perceptions of others’ faces are biased to be more consistent with one’s stereotypical expectations, which may reinforce those associations as a kind of ‘visual confirmation bias’. If stereotypical associations were to become intrinsically embedded in local VTC and FG representations through long-term learning, it is plausible that even after stereotypical associations were modified at a conceptual level (e.g. via a bias intervention or changes in the social environment) that they would persist in the VTC and FG. This might necessitate bottom-up visually based interventions to ‘recalibrate’ VTC and FG representations to be unbiased. However, by providing evidence that response patterns across the VTC and in the FG no longer reflect stereotypically biased perceptions once relatively isolated from the mOFC via masking, the results suggest that if stereotypical associations are modified at a conceptual level then the corresponding representational bias in the VTC and FG should follow suit. Future research could build on this work to better characterize mOFC–FG interactions in stereotypically biased perceptions, which could inform interventions aiming to reduce implicit social biases.

This research is not without its limitations. Although the use of backward masking as a method of reducing functional connectivity between the VTC and other cortical regions is well supported by previous work and our PPI analyses confirmed the successful disruption, it is still an indirect manipulation. Although overall an effective way to reduce frontal feedback to the VTC (Dehaene and Changeux, 2011; Baars et al., 2013), the exact level at which it disrupts frontal feedback in any given subject cannot be controlled. Future studies could extend this work using manipulations of functional activity (e.g. TMS) and more fine-grained measures of temporal dynamics (e.g. MEG; see Kveraga et al., 2007). Furthermore, while there is robust evidence showing that masked face stimuli are perceptually encoded across the VTC and in the FG (Jiang and He, 2006; Sterzer et al., 2008; Brooks et al., 2012), future work could extend our findings by directly manipulating the degree to which such encoding takes place. Nevertheless, using backward masking in tandem with multivariate fMRI and RSA may provide a promising approach to explore the nature of ventral-visual representations once relatively disconnected from their wider cortical interactions. Finally, given our perspective that mOFC–FG interplay is a mechanism by which any form of social-conceptual associations—whether gender, racial or age stereotypes; emotion or trait knowledge; or otherwise—exert their influence over face perception (Freeman et al., 2020), further masking studies need to test the generalizability of the present results.

In summary, here we provided evidence that the impact of stereotypes on visual representations of faces in the VTC and FG does not persist indefinitely via long-term learning but instead is transiently induced via mOFC–FG interaction. When that interaction is disrupted, as with masking, VTC and FG representations no longer show evidence of stereotypical bias. Thus, these findings suggest that the effect of our learned social-conceptual associations on visual processing of faces does not arise from within the VTC and FG alone, but instead depends in part on interaction with the mOFC during perception.
Acknowledgements

We thank Ian Ferguson for assistance with data collection.

Funding

This work was supported in part by National Institutes of Health R01-MH112640 and National Science Foundation BCS-1654731 grants to J.B.F.

Conflict of interest

The authors declare no conflicts of interest.

References

Adams, R.B., Ambady, N., Nakayama, K., Shimojo, S. (2011). The Science of Social Vision. New York: Oxford University Press.

Armodio, D.M. (2014). The neuroscience of prejudice and stereotyping. Nature Reviews: Neuroscience, 15(10), 670–82.

Avants, B.B., Epstein, C.L., Grossman, M., Gee, J.C. (2008). Symmetric diffeomorphic image registration with cross-correlation: evaluating automated labeling of elderly and neurodegenerative brain. Medical Image Analysis, 12(1), 26–41.

Baars, B.J., Franklin, S., Ramsoy, T.Z. (2013). Global workspace model: an integrative theory of consciousness. Cognition, 128(1), 1–37.

Baars, J.A., Chikazoe, J., Sadato, N., Freeman, J.B. (2019). The anterior cingulate, insular cortex and primary visual cortex: an integrative science of social vision in intergroup bias. Frontiers in Psychology, 10, 318–26.

Bagnis, A., Celeghin, A., Diano, M., et al. (2020). Functional neuroanatomy of racial categorization from visual perception: a meta-analytic study. NeuroImage, 207, 116939.

Bagnis, A., Celeghin, A., Mosso, C.O., Tamietto, M. (2019). Toward an integrative science of social vision in intergroup bias. Neuroscience and Biobehavioral Reviews, 102, 318–26.

Bar, M. (2004). Visual objects in context. Nature Reviews: Neuroscience, 5, 617–29.

Bar, M., Wassam, K.S., Ghuman, A.S., et al. (2006). Top-down facilitation of visual recognition. Proceedings of the National Academy of Sciences of the United States of America, 103(2), 449–54.

Barrett, L.F., Mesquita, B., Gendron, M. (2011). Context in emotion perception. Current Directions in Psychological Science, 20(5), 286–90.

Becker, D.V., Kenrick, D.T., Neuberg, S.L., Blackwell, K.C., Smith, D.M. (2007). The confounded nature of angry men and happy women. Journal of Personality and Social Psychology, 92(2), 179–190.

Brooks, J.A., Chikazoe, J., Sadato, N., Freeman, J.B. (2019). The neural representation of facial-emotion categories reflects conceptual structure. Proceedings of the National Academy of Sciences, 116(32), 15861–70.

Brooks, J.A., Stolier, R.M., Freeman, J.B. (2018). Stereotypes bias visual prototypes for sex and emotion categories. Social Cognition, 36(5), 481–93.

Brooks, S.J., Savov, V., Allzén, E., Benedict, C., Fredriksson, R., Schütt, H.B. (2012). Exposure to subliminal arousing stimuli induces robust activation in the amygdala, hippocampus, anterior cingulate, insular cortex and primary visual cortex: a systematic meta-analysis of fMRI studies. Neuronage, 59(3), 2962–73.

Brosch, T., Bar-David, E., Phelps, E.A. (2013). Implicit race bias decreases the similarity of neural representations of black and white faces. Psychological Science, 24(2), 160–6.

Caruso, E.M., Mead, N.L., Balcetis, E. (2009). Political partisanship influences perception of biracial candidates’ skin tone. Proceedings of the National Academy of Sciences, 106(48), 20168–73.
Garrido, M.V., Prada, M. (2017). KDEF-PT: valence, emotional intensity, familiarity and attractiveness ratings of angry, neutral, and happy faces. Frontiers in Psychology, 8, 2181.

Gorgolewski, K., Burns, C.D., Madison, C., et al. (2011). Nipype: a flexible, lightweight and extensible neuroimaging data processing framework in python. Frontiers in Neuroinformatics, 5, 13.

Hanke, M., Halchenko, Y.O., Sederberg, P.B., Hanson, S.J., Haxby, J.V., Polliamn, S. (2009). PyMVPA: a python toolbox for multivariate pattern analysis of fMRI data. Neuroinformatics, 7(1), 37–53.

Hehman, E., Ingbretsen, Z.A., Freeman, J.B. (2014). The neural basis of stereotypic impact on multiple social categorization. Neuroimage, 101, 704–11.

Hess, U., Adams, R.B., Kieck, R.E. (2004). Facial appearance, gender, and emotion expression. Emotion, 4(4), 378.

Hess, U., Senécal, S., Kirouc, G., Herrera, F., Philippot, P., Kieck, R.E. (2000). Emotional expressivity in men and women: stereotypes and self-perceptions. Cognition & Emotion, 14(5), 609–42.

Ho, A.K., Sidanius, J., Cuddy, A.J., Banaji, M.R. (2013). Status boundary enforcement and the categorization of black–white biracials. Journal of Experimental Social Psychology, 49(5), 940–3.

Hugenberg, K., Bodenhausen, G.V. (2004). Ambiguity in social categorization: the role of prejudice and facial affect in race categorization. Psychological Science, 15(5), 342–5.

Jenkinson, M., Smith, S. (2001). A global optimisation method for robust affine registration of brain images. Medical Image Analysis, 5(2), 143–56.

Jiang, Y., He, S. (2006). Cortical responses to invisible faces: disassociating subsystems for facial-information processing. Current Biology, 16(20), 2023–9.

Johnson, K.L., McKay, L.S., Pollick, F.E. (2011). He throws like a girl (but only when he’s sad): emotion affects sex-decoding of biological motion displays. Cognition, 119(2), 265–80.

Jozwik, K.M., Kriegeskorte, N., Storrs, K.R., Mur, M. (2017). Deep convolutional neural networks outperform feature-based but not categorical models in explaining object similarity judgments. Frontiers in Psychology, 8, 1726.

Kanwisher, N., Yovel, G. (2006). The fusiform face area: a cortical region specialized for the perception of faces. Philosophical Transactions of the Royal Society of London. Series B: Biological Sciences, 361, 2109–28.

Kaul, C., Ratner, K.G., Van Bavel, J.J. (2014). Dynamic representations of race: processing goals shape race decoding in the fusiform gyri. Social Cognitive and Affective Neuroscience, 9(3), 326–32.

Khaligh-Razavi, S.-M., Kriegeskorte, N. (2014). Deep supervised, but not unsupervised, models may explain IT cortical representation. PLoS Computational Biology, 10(11), e1003915.

Knutson, K.M., Mah, L., Manly, C.F., Grafman, J. (2007). Neural correlates of automatic beliefs about gender and race. Human Brain Mapping, 28(10), 915–30.

Kriegeskorte, N., Mur, M., Bandettini, P. (2008). Representational similarity analysis - connecting the branches of systems neuroscience. Frontiers in Systems Neuroscience, 2(4).

Krosch, A.R., Amodio, D.M. (2014). Economic scarcity alters the perception of race. Proceedings of the National Academy of Sciences, 111(25), 9079–84.

Krosch, A.R., Bernsten, L., Amodio, D.M., Jost, J.T., Van Bavel, J.J. (2013). On the ideology of hypodescent: political conservatism predicts categorization of racially ambiguous faces as black. Journal of Experimental Social Psychology, 49(6), 1196–203.

Kveraga, K., Boshyan, J., Bar, M. (2007). Magnocellular projections as the trigger of top-down facilitation in recognition. Journal of Neuroscience, 27, 13232–40.

Lai, C.K., Skinner, A.L., Cooley, E., et al. (2016). Reducing implicit racial preferences: II. Intervention effectiveness across time. Journal of Experimental Psychology: General, 145(8), 1001.

Liang, K.-Y., Zeger, S.L. (1986). Longitudinal data analysis using generalized linear models. Biometrika, 73(1), 13–22.

Lundqvist, D., Flykt, A., Ohman, A. (1998). The Karolinska Directed Emotional Faces (KDEF). Stockholm: Karolinska Institute.

Macrae, C.N., Bodenhausen, G.V. (2000). Social cognition: thinking categorically about others. Annual Review of Psychology, 51, 93–120.

Mattan, B.D., Wei, K.Y., Cloutier, J., Kubota, J.T. (2018). The social neuroscience of race-based and status-based prejudice. Current Opinion in Psychology, 24, 27–34.

Mitchell, J.P., Ames, D.L., Jenkins, A.C., Banaji, M.R. (2009). Neural correlates of stereotype application. Journal of Cognitive Neuroscience, 21(9), 594–604.

Moutoussis, K., Zeki, S. (2002). The relationship between cortical activation and perception investigated with invisible stimuli. Proceedings of the National Academy of Sciences, 99(14), 9527–32.

Otten, M., Seth, A.K., Pinto, Y. (2017). A social Bayesian brain: how social knowledge can shape visual perception. Brain and Cognition, 112, 69–77.

Quadvlieg, S., Turk, D.J., Gordon, D.W., Mitchell, J.P., Jenkins, A.C., Macrae, C.N. (2009). Exploring the neural correlates of social stereotyping. Journal of Cognitive Neuroscience, 21, 1560–70.

Ratner, K.G., Dotsch, R., Wigboldus, D.H., van Knippenberg, A., Amodio, D.M. (2014). Visualizing minimal ingroup and outgroup faces: implications for impressions, attitudes, and behavior. Journal of Personality and Social Psychology, 106(6), 897.

Ratner, K.G., Kaul, C., Van Bavel, J.J. (2012). Is race erased? Decoding race from patterns of neural activity when skin color is not diagnostic of group boundaries. Social Cognitive and Affective Neuroscience, 8(7), 750–5.

Russell, J.A. (1997). Reading emotions from and into faces: resurrecting a dimensional-contextual perspective. In: Russell, J.A., Fernandez-Dols, J.M., editors, The Psychology of Facial Expression. Cambridge, UK: Cambridge University Press.

Smith, S.M., Nichols, T.E. (2009). Threshold-free cluster enhancement: addressing problems of smoothing, threshold dependence and localisation in cluster inference. NeuroImage, 44(1), 83–98.

Spivey, M.J., Dale, R. (2006). Continuous dynamics in real-time cognition. Current Directions in Psychological Science, 15(5), 207–11.

Sterzer, P., Haynes, J.-D., Rees, G. (2008). Fine-scale activity patterns in high-level visual areas encode the category of invisible objects. Journal of Vision, 8(15), 10–10.

Stolier, R.M., Freeman, J.B. (2016). Neural pattern similarity reveals the inherent intersection of social categories. Nature Neuroscience, 19(6), 795–7.

Stolier, R.M., Freeman, J.B. (2017). A neural mechanism of social categorization. Journal of Neuroscience, 37(23), 5711–21.

Storrs, K., Mehrer, J., Walter, A., Kriegeskorte, N. (2017). Category-specialised neural networks best explain
representations in category-selective visual areas. In: Perception. England: Sage Publications. 46 (10), 1217–1218.
Summerfield, C., Egner, T. (2009). Expectation (and attention) in visual cognition. Trends in Cognitive Sciences, 13(9), 403–9.
Summerfield, C., Egner, T., Greene, M., Koechlin, E., Mangels, J., Hirsch, J. (2006). Predictive codes for forthcoming perception in the frontal cortex. Science, 314(5803), 1311–4.
Tustison, N.J., Avants, B.B., Cook, P.A., et al. (2010). N4ITK: improved N3 bias correction. IEEE Transactions on Medical Imaging, 29(6), 1310–20.
Van Bavel, J.J., Packer, D.J., Cunningham, W.A. (2008). The neural substrates of in-group bias a functional magnetic resonance imaging investigation. Psychological Science, 19(11), 1131–9.
Wegrzyn, M., Riehle, M., Labudda, K., et al. (2015). Investigating the brain basis of facial expression perception using multi-voxel pattern analysis. Cortex, 69, 131–140.
Willenbockel, V., Sadr, J., Fiset, D., Horne, G.O., Gosselin, F., Tanaka, J.W. (2010). Controlling low-level image properties: the SHINE toolbox. Behavior Research Methods, 42(3), 671–84.
Winkler, A.M., Ridgway, G.R., Webster, M.A., Smith, S.M., Nichols, T.E. (2014). Permutation inference for the general linear model. NeuroImage, 92, 381–97.
Zhang, Y., Brady, M., Smith, S. (2001). Segmentation of brain MR images through a hidden Markov random field model and the expectation-maximization algorithm. IEEE Transactions on Medical Imaging, 20(1), 45–57.