**Abstract:** Pertaining to the connectivity issues in wind power plants with grids, this study introduces an efficient mechanism based on a state feedback control structure to establish a fast and stable grid connection for a wind-driven doubly-fed induction generator (DFIG). Owing to a direct link through stator windings, a DFIG is significantly vulnerable to grid disturbances and experiences sizable inrush currents when connected to the power grid. The proposed control structure is designed based on a linear matrix inequality stabilization criterion, which is framed using a suitable Lyapunov candidate function. The control objective is to ensure that the stator voltage can exponentially converge to the grid voltage, accounting for balanced and unbalanced grid conditions. This is achieved by generating appropriate rotor voltage references for rotor-side converter control. This study also explores the capability of the proposed control structure to enhance the system’s robustness to external disturbances and uncertain parametric variations. Simulations confirmed the effectiveness and suitability of the developed structure in mitigating the adverse effects of the rapid onset of the grid voltage at the stator terminals of the DFIG under various grid conditions; the proposed structure could thus establish a reliable connection with negligible effects on the DFIG and the grid.
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1. **Introduction**

1.1. **Background**

An increase in the share of wind energy in existing electric networks affects the dynamic behaviors of power systems. Therefore, research on safe and stable power system operations with the massive integration of wind power plants (WPPs) has garnered significant attention [1,2]. Furthermore, evolving power systems are equipped with advanced control structures to ensure reliable and quality operations [3–6]. Grid synchronization is significant for aligning highly stable system operations with wind-driven doubly-fed induction generators (DFIGs). It involves the voltage amplitude, phase angle, and frequency between the wind-turbine-generator terminal voltage and the grid voltage, with minimal deviations before establishing a connection [7–9]. The advantages of soft and fast grid synchronization are twofold: (1) It permits the grid connection of a DFIG with the least impact on the power system, and (2) it enables the fast reclosing of DFIGs immediately after grid faults, which is favorable in terms of providing voltage support to the grid and improving the fault ride-through capability of wind-energy conversion systems (WECSs).

In recent years, wind has been viewed as a mainstream source for generating electricity owing to the continued developments in wind turbine (WT) technology, which have made modern wind power systems more efficient and reliable. DFIGs are widely adopted solutions for variable-speed WECSs and constitute a significant fraction of the energy generated by wind power owing to reduced-rating power electronic converters [10], unlike its counterpart, which is connected to the grid through full-scale converters [11]. Despite playing a vital role in WECSs, a DFIG is susceptible to power-system transients owing to a direct grid connection through its stator windings. Consequently, whenever a DFIG...
Many studies have focused on the modeling, operation, and control of DFIGs [12–14]. Owing to their ability to independently control the active and reactive powers of the generator, field-oriented control (FOC) and vector control have been employed for DFIGs in these previous studies. Stator voltage-oriented control and stator flux-oriented control (SFOC) are two prominent types of FOC, and they exhibit the same dynamic performance. However, few published studies explain the startup and synchronization process of a DFIG-based WECS with the grid [7,8,10,15–21]. The authors of [7] presented an efficient control scheme for the grid synchronization of a DFIG. It used integral variable structure control to achieve direct supervision of the stator voltage. To realize a smooth grid connection, the authors of [8] proposed state feedback controllers to circumvent the drawbacks of proportional–integral (PI) controllers. The authors of [10,15] suggested grid synchronization based on the appropriate control of rotor direct and quadrature currents. However, the absence of voltage feedback resulted in substantial variations between the stator and grid voltages, which were also significantly influenced by the established grid connection. In [16], the stator voltage was directly controlled to track the grid voltage. The proposed scheme reduced computational effort. In [17], a synchronization method for DFIGs based on SFOC was presented; in this method, the stator voltage was made equal to the grid voltage by adjusting the rotor $d$-axis current component. By contrast, a pitch-angle controller was employed to make the frequency of the stator voltage similar to the grid voltage frequency.

The authors of [18] suggested a synchronization method in which the grid voltage is decomposed into its positive- and negative-sequence components and each one is inserted into a separate control loop to observe the unbalanced grid voltage in the stator. The initial induced voltage at the open stator terminal of a DFIG was used to synchronize with the grid voltage in [19]. An open stator negative-sequence rotor-current controller was implemented to allow the induced stator voltage to become as unbalanced as the grid voltage, allowing for a smooth connection. In [20], a new control strategy for designing the start-up procedure of a WT system equipped with DFIG was developed, in which a fuzzy logic controller was implemented to boost the system performance and reinforce the robustness under uncertain conditions. The authors of [21] proposed a direct voltage control-based synchronization technique for DFIG-based WTs.

Synchronization methods, ranging from open-loop [22–24] to closed-loop [25–41] systems, have also been proposed. The difference between these methods lies in the approach adopted for acquiring the required information from a given signal. Open-loop methods directly measure the magnitude, frequency, and phase of a given input signal. By contrast, closed-loop systems adaptively detect signal parameters via loop structures. Open-loop systems, including zero-crossing detection (ZCD), Kalman filter (KF), and discrete Fourier transform (DFT), have been proposed previously. A ZCD method to obtain grid voltage information was reported in [22]. Despite its simple implementation and robustness to frequency deviations, it suffers from several disadvantages, including poor performance under grid voltage imbalance and susceptibility to transients and noise. In [23], the authors proposed an extended KF to estimate the system frequency and phase of an input signal. Nevertheless, the complex structure and computational burden of this method were significant drawbacks. The authors of [24] suggested a recursive DFT approach for grid synchronization. This scheme was effective against distorted situations. However, it produced a phase shift with the grid voltage during DFT sampling.
Owing to their simple implementation and excellent disturbance rejection, closed-loop systems such as adaptive notch filter (ANF), delayed-signal cancellation (DSC), phase-locked loop (PLL), and frequency-locked loop (FLL) have gained more attention. An ANF-based approach for synchronization was proposed in \cite{25,26}. Despite the excellent ability to detect symmetrical components and harmonics, this method is inherently sluggish. DSC is beneficial under grid voltage imbalance conditions. It is used for sequence separation with a fixed delay of 1/4 of a cycle \cite{27,28}. Considering the simple implementation and accurate synchronization under various grid conditions, PLLs are applied more commonly than the other methods. Various improved PLLs, including synchronous reference frame (SRF) PLL \cite{29–32}, enhanced PLL \cite{33}, quadrature-based PLL \cite{34}, fixed-reference-frame PLL \cite{35}, and variable sampling period filter PLL \cite{36}, have been developed to cater to different grid conditions. However, their performances deteriorate during asymmetrical grid faults, as the second harmonics generated by the negative-sequence components circulate through the PLL system. In \cite{37,38}, it was reported that an FLL can estimate the input signal frequency and is reliable under variations in the frequency and voltage phase angle. However, it requires high computation efforts.

In \cite{39}, the authors proposed a novel synchronization algorithm based on a hybrid filtering technique to improve the operation of quasi-type-1 PLL under unbalanced grid voltage conditions. The authors of \cite{40} proposed a novel FLL approach for grid synchronization that estimates the frequency and phase angle of the utility voltage in unbalanced and distorted conditions. A modified structure low-pass filter with selective harmonics filtering ability was used to enhance the disturbance rejection capability of the proposed FLL. Comprehensive research on three-phase FLLs was conducted in \cite{41}, including the FLL modeling and tuning, evaluating the benefits and drawbacks of using an in-loop filter in the FLL structure, and finally, establishing a connection between FLLs and PLLs.

1.3. Significance of Study

The aforementioned analyses indicate the practical significance of a soft and fast synchronization method for the smooth grid connection of WPPs; such a method warrants additional attention owing to its vital role in achieving system stability. Considering these circumstances, a simple and effective method covering the fundamental aspects of grid synchronization under various grid conditions was developed in this study. Based on a linear matrix inequality (LMI), efforts were directed toward developing a state feedback controller to address the stability issues caused by balanced and unbalanced grid conditions, model uncertainties, and external disturbances. Suitable control actions to improve the robustness and dynamic performance of the DFIG were conducted. The structure is insensitive to system parametric variations and suitable robustness to external disturbances. The proposed scheme was validated based on simulation studies, and the performances of the proposed and PI control schemes were compared. Finally, the control performances of both methods in tracking error were computed using some numerical indices such as integral square error (ISE), integral absolute error (IAE), integral time squared error (ITSE), and integral time absolute error (ITAE) for better judgment.

1.4. Contributions

In this study, the connectivity problems in a grid-connected WECS during the rapid onset of grid voltage under balanced and unbalanced grid conditions, parametric uncertainties, and exterior disturbances are discussed. This study contributes to the design of an LMI state feedback control structure that directly controls the stator voltage to establish a smooth and fast grid connection for a WECS, regardless of the grid conditions and with minimal impact on the system and the grid, thereby significantly improving system performance. Moreover, the advantages of this approach can be summarized as follows:

- Based on the Lyapunov approach, voltage stabilization criteria in terms of an LMI are determined. Effective steadiness is achieved using the proposed control structure un-
der balanced and unbalanced grid conditions, resulting in a substantial improvement in the performance of the DFIG control system.

- The proposed method requires neither component decomposition nor a chain of cascaded current loops. Moreover, it does not request any information regarding bounds on disturbances. It only involves some basic modifications in the DFIG controls to achieve the control target. Hence, this control design is feasible and suitable for WPPs.
- The proposed method guarantees robust system behavior unaffected by parametric uncertainties and exterior disturbances over the complete response.
- In the event of unsuccessful fault-ride through operations, the proposed structure would establish a quick and smooth grid connection since it tracks grid voltage conditions directly. Moreover, the proposed structure would not cause any malfunctions since the stator voltage is directly regulated to match the grid voltage.
- The proposed control scheme effectively controls stator voltages of the DFIG to reliably follow unbalanced grid voltage, frequency, and voltage phase, avoiding the impacts of inrush current to both the DFIG and the grid at the time of connection.

1.5. Paper Structure

The remainder of this paper is organized as follows. Section 2 presents the grid-connected DFIG-based WT system. Section 3 refers to the brief modeling of the DFIG. Section 4 describes the state-space modeling of the DFIG voltage dynamics. Section 5 presents the designed methodology of the proposed state feedback controller by solving an LMI condition based on a suitable Lyapunov candidate function. Section 6 justifies a closed-system stability analysis. Section 7 provides an extensive performance review of the proposed control structure with corresponding simulations. In addition, a comparative analysis with the PI control scheme is provided. Section 8 presents the conclusions of this study.

2. Overview of System Structure

For an overall perspective, a basic arrangement of a grid-connected DFIG-based WECS is presented in Figure 1. It comprises a WT, a wound rotor induction generator, and WPCs (referred to as rotor-side converter (RSC) and grid-side converter (GSC)). The stator windings of a DFIG are directly connected to a constant-frequency three-phase grid via a transformer and a circuit breaker. In contrast, the rotor windings are indirectly connected by the WPCs. The DFIG is controlled using RSC, whereas the GSC is responsible for ensuring DC-link voltage stability and the power exchange between the DC link and the grid.

![Figure 1. Basic arrangement of a grid-connected DFIG-based WECS.](image-url)
3. Modeling of a DFIG

This section starts with the fundamentals of a DFIG. Here, the dynamic model of a DFIG is examined in the SRF [4,12], and the stator and rotor voltages and flux linkages are expressed as follows:

\[ v_{ds} = R_s i_{ds} + \frac{d\psi_{ds}}{dt} - j\omega_s \psi_{qs} \]  
(1a)

\[ v_{qs} = R_s i_{qs} + \frac{d\psi_{qs}}{dt} + j\omega_s \psi_{ds} \]  
(1b)

\[ v_{dr} = R_r i_{dr} + \frac{d\psi_{dr}}{dt} - j\omega_s l_{qr} \]  
(2a)

\[ v_{qr} = R_r i_{qr} + \frac{d\psi_{qr}}{dt} + j\omega_s l_{dr} \]  
(2b)

Here, \( v_{ds} \) and \( v_{qs} \) are the direct (d) and quadrature (q) axes components of stator voltage, respectively; \( v_{dr} \) and \( v_{qr} \) are the dq axis components of rotor voltage, respectively; \( i_{ds} \) and \( i_{qs} \) are the dq axis components of stator current, respectively; \( i_{dr} \) and \( i_{qr} \) are the dq axis components of rotor current, respectively; \( \psi_{ds} \) and \( \psi_{qs} \) are the dq axis components of stator-flux linkages, respectively; \( \psi_{dr} \) and \( \psi_{qr} \) are the dq axis components of rotor-flux linkages, respectively; \( R_s \) and \( R_r \) are the stator and rotor resistances, respectively; \( \omega_s \) and \( \omega_{sl} \) are the electrical angular frequency and slip frequency, respectively. The dynamics of the stator- and rotor-flux linkages are written as

\[ \psi_{ds} = L_s i_{ds} + L_m i_{dr} \]  
(3a)

\[ \psi_{qs} = L_s i_{qs} + L_m i_{qr} \]  
(3b)

\[ \psi_{dr} = L_r i_{dr} + L_m i_{ds} \]  
(4a)

\[ \psi_{qr} = L_r i_{qr} + L_m i_{qs} \]  
(4b)

\[ \begin{align*}
L_s &= L_{ls} + L_m \\
L_r &= L_{lr} + L_m \\
\omega_{sl} &= \omega_s - \omega_r
\end{align*} \]  
(5)

Here, \( L_s, L_r, \) and \( L_m \) are the stator, rotor, and magnetizing inductances, respectively; \( L_{ls} \) and \( L_{lr} \) are the stator and rotor leakage inductances, respectively; and \( \omega_r \) is the rotor electrical angular. At startup, the stator currents of the DFIG will be zero. First, the aim is to develop a direct voltage control by considering the relationship among the voltage vectors in the stator and rotor. Bring Equation (4a,b) into Equation (2a,b), respectively, to obtain

\[ v_{dr} = R_r i_{dr} + L_r \frac{di_{dr}}{dt} - \omega_{sl} l_{qr}. \]  
(6a)

\[ v_{qr} = R_r i_{qr} + L_r \frac{di_{qr}}{dt} + \omega_{sl} l_{dr}. \]  
(6b)

From Equation (6a,b), the rotor current dynamics can be determined with d-axis and q-axis real component equations as

\[ \frac{di_{dr}}{dt} = \frac{1}{L_r} (v_{dr} - R_r i_{dr} + \omega_{sl} l_{qr}). \]  
(7a)

\[ \frac{di_{qr}}{dt} = \frac{1}{L_r} (v_{qr} - R_r i_{qr} - \omega_{sl} l_{dr}). \]  
(7b)

Substituting Equation (3a,b) into Equation (1a,b), respectively, yields

\[ v_{ds} = R_s i_{ds} + L_m \frac{di_{dr}}{dt} - \omega_s l_{qr}. \]  
(8a)
\[ v_{qs} = R_s i_{qs} + L_m \frac{d i_{qr}}{dt} + \omega_s L_m i_{dr}, \] (8b)

Considering the derivatives of Equation (8a,b), we obtain
\[
\frac{dv_{ds}}{dt} = L_m \frac{d^2 i_{dr}}{dt^2} - \omega_s L_m \frac{d i_{qr}}{dt}. \] (9a)
\[
\frac{dv_{qs}}{dt} = L_m \frac{d^2 i_{qr}}{dt^2} + \omega_s L_m \frac{d i_{dr}}{dt}. \] (9b)

Furthermore, substituting Equation (7b) into Equation (9a) and Equation (7a) into Equation (9b) yields the stator-voltage dynamics in terms of the rotor currents.
\[
\frac{dv_{ds}}{dt} = L_m \frac{d^2 i_{dr}}{dt^2} - \omega_s L_m \frac{d v_{qr} - R_s i_{qr} - \omega_s L_m i_{dr}}{L_r}. \] (10a)
\[
\frac{dv_{qs}}{dt} = L_m \frac{d^2 i_{qr}}{dt^2} + \omega_s L_m \frac{d v_{dr} - R_s i_{dr} + \omega_s L_m i_{qr}}{L_r}. \] (10b)

4. State-Space Representation of DFIG Voltage Dynamics for Grid Connection

The proposed approach is based on state transformation and linearization, which require information the WECS parameters to be regarded. As stated, the DFIG is modeled in the SRF, and in this regard, the \( d \)-axis of the SRF is associated with the grid voltage, whereas the \( q \)-axis component will be zero.

\[ u_{dq} = V_g, \ u_{qg} = 0 \] (11)

Here, \( V_g \) represents the grid voltage magnitude; \( u_{dq} \) and \( u_{qg} \) are the \( dq \) axis components of grid voltage, respectively. The errors between the reference and measured stator voltages are given by
\[
\begin{align*}
\xi_d &= v_{ds} - v_{ds\text{-ref}} = v_{ds} - u_{dg}, \\
\xi_q &= v_{qs} - v_{qs\text{-ref}} = v_{qs} - u_{qg},
\end{align*}
\] (12)

Taking the time derivative of Equation (12) yields
\[
\begin{bmatrix}
\frac{dx_d}{dt} \\
\frac{dx_q}{dt}
\end{bmatrix} = \begin{bmatrix}
\frac{dv_{ds}}{dt} \\
\frac{dv_{qs}}{dt}
\end{bmatrix}. \] (13)

On substituting Equation (10a,b) into Equation (13), the voltage-error dynamics can be obtained as
\[
\begin{align*}
\frac{dv_{ds}}{dt} &= \left[ L_m \frac{d^2 i_{dr}}{dt^2} + \omega_s L_m i_{dr} + \omega_s \frac{L_m}{L_r} i_{qr} - \omega_s \frac{L_m}{L_r} v_{qr} \right], \\
\frac{dv_{qs}}{dt} &= \left[ L_m \frac{d^2 i_{qr}}{dt^2} + \omega_s L_m i_{qr} - \omega_s \frac{L_m}{L_r} i_{dr} + \omega_s \frac{L_m}{L_r} v_{dr} \right].
\end{align*}
\] (14a)
\( (14b) \)

Combining Equation (14a,b) in a matrix form, as shown below, yields
\[
\frac{d}{dt} \begin{bmatrix} v_{ds} \\ v_{qs} \end{bmatrix} = \begin{bmatrix} L_m & \omega_s \frac{L_m}{L_r} \\ -\omega_s \frac{L_m}{L_r} & 0 \end{bmatrix} \begin{bmatrix} i_{dr} \\ i_{qr} \end{bmatrix} + \begin{bmatrix} \frac{L_m}{L_r} R_s & -1 \\ 1 & \frac{L_m}{L_r} \end{bmatrix} \begin{bmatrix} i_{qr} \\ i_{dr} \end{bmatrix} + \begin{bmatrix} 0 & -\omega_s \frac{L_m}{L_r} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v_{ds} \\ v_{qs} \end{bmatrix}. \] (15)

There exists a time-varying parameter, i.e., the slip speed (\( \omega_s \)). However, owing to the smaller time scales of electrical variables as compared to the mechanical system, Equation (14a,b) is assumed to be a set of linear systems in which the mechanical speed varies by approximately \( \pm 30\% \) of the synchronous speed.
Before connecting to the grid, the stator current is zero; then,
\[ i_{ds} = 0 \] (16a)
\[ i_{qs} = 0 \] (16b)

By substituting Equation (16a,b) into Equation (1a,b), respectively, the stator-voltage equations are simplified as
\[ v_{ds} = \frac{d\psi_{ds}}{dt} - \omega_s \psi_{qs} \] (17a)
\[ v_{qs} = \frac{d\psi_{qs}}{dt} + \omega_s \psi_{ds} \] (17b)

If the stator flux reaches steady state, the above equations can be simplified as
\[ v_{ds} = -\omega_s \psi_{qs} \] (18a)
\[ v_{qs} = \omega_s \psi_{ds} \] (18b)

Substituting Equation (16a,b) into Equation (3a,b), respectively, we get
\[ \psi_{ds} = L_m i_{dr} \] (19a)
\[ \psi_{qs} = L_m i_{qr} \] (19b)

By combining Equations (18a) and (19b), and Equations (18b) and (19a), the stator voltage can be represented by the rotor current.
\[ v_{ds} = -\omega_s L_m i_{qr} \] (20a)
\[ v_{qs} = \omega_s L_m i_{dr} \] (20b)

Thus, Equation (15) can be rewritten as
\[ \frac{d}{dt} \begin{bmatrix} v_{ds} \\ v_{qs} \end{bmatrix} = L_m \frac{d^2}{dt^2} \begin{bmatrix} i_{dr} \\ i_{qr} \end{bmatrix} + \begin{bmatrix} \frac{R_s}{L_s} & \omega_s L_m \\ -\omega_s & \frac{R_s}{L_s} \end{bmatrix} \begin{bmatrix} v_{ds} \\ v_{qs} \end{bmatrix} + \begin{bmatrix} 0 & -\omega_s L_m \\ \omega_s & 0 \end{bmatrix} \begin{bmatrix} v_{dr} \\ v_{qr} \end{bmatrix} \] (21)

The above expression in the state-space form can be expressed as
\[ \dot{x}_s = Ax_s + Bu + d \] (22)

The first term on the right-hand side of Equation (21) is considered a disturbance \(d\). Here,
\[ A = \begin{bmatrix} \frac{R_s}{L_s} & \omega_s L_m \\ -\omega_s & \frac{R_s}{L_s} \end{bmatrix}, \quad B = \begin{bmatrix} 0 & -\omega_s L_m \\ \omega_s & 0 \end{bmatrix} \]

5. System Stabilization Control via LMI-Based State Feedback

Precise tracking of the grid-side voltage is achieved via introducing appropriate control actions that make the stator voltage similar to the grid voltage; this is pursued throughout the study. This section explains the design of a state feedback control structure within the LMI framework. To this end, stator voltage control is emphasized owing to its ease and practicability.

Consider a system described by
\[ \dot{x} = Ax + Bu \] (23)

Here, \(x \in \mathbb{R}^n\) and \(u \in \mathbb{R}^n\) denote the state and system inputs, respectively. \(A \in \mathbb{R}^{n \times n}\) and \(B \in \mathbb{R}^{n \times n}\) are established real matrices. The objective of the state feedback is to provide
the system stability by \( x \to x_{\text{ref}} \), where \( x_{\text{ref}} \) is the reference signal. Prior knowledge of the following theorem and lemmas is necessary before initiating the control structure design.

**Lemma 1.** If and only if a system \( \dot{x} = Ax \) is exponentially stable, (a) \( A \) must be Hurwitz, which indicates that all eigenvalues of \( A \) have negative real parts, and (b) for a matrix \( L = L^T > 0 \), if there is a unique positive-definite symmetric matrix \( W \), it satisfies

\[
WA + A^T W = -L
\]  

(24)

**Proof.** Define a Lyapunov candidate function as

\[
V(x) = x^T W x
\]  

(25)

where \( W \) is a symmetric positive-definite matrix. Taking the time derivative of \( V \):

\[
\dot{V}(x) = x^T (WA + A^T W) x
\]  

(26)

If we want to ensure that the control target is achieved, then

\[
(WA + A^T W) < 0
\]  

(27)

Since \( A \) is Hurwitz, the above equation will be satisfied. Therefore,

\[
\dot{V}(x) = x^T (-L)x \leq 0
\]  

(28)

Thus, \( \dot{V} \) is negative definite if and only if \( L \) is positive definite. In other words, \( V \) and \( -\dot{V} \) are both positive-definite functions, and the system is exponentially stable. As a result, \( V \) exponentially converges to zero. \( \square \)

**Lemma 2.** Suppose \( f, Y : [0, \infty) \to \mathbb{R} \); then

\[
\dot{Y} \leq -\eta Y + f , \ \forall \ 0 \leq t_0 \leq t
\]

which implies that

\[
Y(t) \leq e^{-\eta(t-t_0)}Y(t_0) + \int_{t_0}^{t} e^{-\eta(t-\tau)} f(\tau) d\tau , \ \forall \ 0 \leq t_0 \leq t
\]

for any finite constant \( \eta \).

**Proof.** Suppose

\[
v(t) \triangleq \dot{Y} + \eta Y - f
\]

Here,

\[
v(t) \leq 0
\]

which implies that

\[
Y(t) \leq e^{-\eta(t-t_0)}Y(t_0) + \int_{t_0}^{t} e^{-\eta(t-\tau)} f(\tau) d\tau + \int_{t_0}^{t} e^{-\eta(t-\tau)} v(\tau) d\tau
\]
Then,

\[
Y(t) \leq e^{-\eta(t-t_0)}Y(t_0) + \int_{t_0}^{t} e^{-\eta(t-\tau)}f(\tau)d\tau
\]

Assuming that \( f = 0 \), then

\[
\dot{Y} \leq -\eta Y
\]

Integrating the above equation, we obtain

\[
Y(t) \leq e^{-\eta(t-t_0)}Y(t_0)
\]  

This implies that \( Y \to 0 \) exponentially for a positive constant \( \eta \). This completes the proof.

As the precise tracking of the grid-side \( dq \) voltages is necessary, the tracking error is defined as

\[
\varepsilon = x - x_{ref}
\]  

Then, taking the derivative of Equation (30),

\[
\dot{\varepsilon} = Ax + Bu - \dot{x}_{ref}
\]  

To ensure system stability, a controller is designed as

\[
u = Gx + u_e
\]

Here, \( G \) is the state feedback gain, and it is obtained by solving an LMI.

\[
u_e = -Gx_{ref} - B^{-1}Ax_{ref} + B^{-1}\dot{x}_{ref}
\]

Then,

\[
u = Gx - Gx_{ref} - B^{-1}Ax_{ref} + B^{-1}\dot{x}_{ref}
\]

and

\[
\dot{\varepsilon} = Ax + B(G\dot{\varepsilon} - B^{-1}Ax_{ref} + B^{-1}\dot{x}_{ref}) - \dot{x}_{ref}
\]

Remark 1. The controller gains matrix \( G \) is determined by solving an LMI, which is carried out by choosing an appropriate Lyapunov candidate function.

**Theorem 1.** Consider system (21) and control law (32). If there exists a positive-definite symmetric matrix \( P = P^T > 0 \), then the following LMI is satisfied:

\[
\sigma P + PA + A^TP + M^T + M < 0
\]

Here, \( \sigma > 0 \). Thus, the controller (32) guarantees the exponential stability of the system (21), and the controller gains matrix can be obtained as

\[
G = (PB)^{-1}M
\]
6. Closed-System Stability Analysis

A stability analysis is required to strengthen the system stability by forcing state trajectories to the equilibrium manifold after fulfilling system requirements. For this purpose, a Lyapunov candidate function is chosen as

$$V = \varepsilon^T P \varepsilon$$  \hspace{1cm} (38)

where $P$ is a positive-definite symmetrical diagonal matrix. Considering the derivative of Equation (38), we obtain

$$\sigma V + \dot{V} = \sigma V + (\varepsilon^T P)\dot{\varepsilon} + \varepsilon^T P \dot{\varepsilon}$$

$$= \sigma V + \varepsilon^T P \dot{\varepsilon} + \varepsilon^T P \dot{\varepsilon}.$$  \hspace{1cm} (39)

Substituting Equation (35) into Equation (39), we obtain

$$\sigma V + \dot{V} = \sigma V + \varepsilon^T [A \varepsilon + B G \varepsilon]^T P \varepsilon + \varepsilon^T P [A \varepsilon + B G \varepsilon]$$

$$= \sigma V + \varepsilon^T (A + B G) \varepsilon^T P \varepsilon + \varepsilon^T P (A + B G) \varepsilon$$

$$= \sigma V + \varepsilon^T A^T P \varepsilon + \varepsilon^T G^T B^T P \varepsilon +$$

$$\varepsilon^T P A \varepsilon + \varepsilon^T P B G \varepsilon$$

$$= \sigma V + \varepsilon^T (PA + A^T P + G^T B^T P + PB G) \varepsilon$$

$$= \sigma \varepsilon^T P \varepsilon + \varepsilon^T \phi \varepsilon$$

$$= \varepsilon^T (\sigma P + \phi) \varepsilon.$$  \hspace{1cm} (40)

where

$$\phi = PA + A^T P + G^T B^T P + PB G$$  \hspace{1cm} (41)

By adding Lemma 1 to Equation (40), the new inequality becomes

$$\sigma V + \dot{V} \leq \varepsilon^T (-L) \varepsilon$$  \hspace{1cm} (42)

As $G$ and $P$ are not known, we linearize Equation (41) by defining $M = PB G$. Using the LMI YALMIP toolbox, the values of $P$ and $M$ are obtained.

$$\sigma P + \phi = \sigma P + PA + A^T P + M^T + M < 0.$$  \hspace{1cm} (43)

In this context,

$$\sigma V + \dot{V} \leq 0$$  \hspace{1cm} (44)

Using Lemma 2, we get

$$V(t) \leq V(0) \exp(-\sigma t)$$  \hspace{1cm} (45)

This implies that if $t \to \infty$, then $V(t) \to 0$ and $\varepsilon \to 0$. As a result, the voltage error converges to zero exponentially.

**Theorem 2. Lyapunov Theorem for Exponential Stability**

Consider a time-invariant system

$$\dot{x} = f(x)$$  \hspace{1cm} (46)

where $f : D \subset \mathbb{R}^N \to \mathbb{R}^N$ is locally Lipschitz and $x = 0 \in D$ is an equilibrium point of the system. If there exists a function $V : D \subset \mathbb{R}$ such that it satisfies the following conditions, then $x = 0$ is exponentially stable.

**Proof.** Choose a Lyapunov candidate function (38). Here,

i. $V$ is continuously differentiable
ii. $V$ is positive-definite function

$$
\begin{align*}
V(0) &= 0 \\
V(x) &> 0 \quad \forall \ x \in D \setminus \{0\} \\
in D &= \mathbb{R}
\end{align*}
$$

(iii) The time derivative of $V$ is negative definite

$$
\begin{align*}
\dot{V}(0) &= 0 \\
\dot{V}(x) &< 0 \quad \forall \ x \in D \setminus \{0\} \\
in D &= \mathbb{R}
\end{align*}
$$

which was already established in Equation (44). It ensures the non-singularity of the control system (32) and the closed-system stability is guaranteed. □

Lemma 3. Consider the following system

$$
\dot{x} = f(x), \ x(0) = x_0
$$

where

$$
x = [x_1, x_2, x_3, \ldots, x_N] \in \mathbb{R}^N
$$

If there exists a continuous positive-definite function

$$
V(x) : D \rightarrow \mathbb{R}
$$

such that there exists a real number $n > 0$ and $\mu \in (0, 1)$ such that

$$
\dot{V}(x) + c(V(x))^\mu \leq 0, \ x \in \mathbb{R} \setminus \{0\}
$$

then the origin is a definite-time stable equilibrium of () and the settling time is

$$
T(x_0) \leq \frac{1}{n(1-\mu)} V(x_0)^{(1-\mu)}
$$

If $\mathbb{R} = D = \mathbb{R}^N$, $V$ is radically unbounded, and $\dot{V} < 0$ on $\mathbb{R}^N \setminus \{0\}$, then the origin is globally finite-time stable equilibrium of Equation (49).

Remark 2. The designed controller (32) ensures system (21) stabilization, and the controller gains matrix can be obtained using Equation (37). Consequently, the voltage-error dynamic reaches zero within a definite time, and the closed-loop system is exponentially stable.

Before establishing a grid connection of the DFIG, the stator voltage has to follow the grid voltage. The circuit breaker must be energized when the error between both voltages in terms of their amplitudes, frequencies, and phase angles is minimal, which is the ultimate objective of this study. The complete synchronization process is shown in Figure 2.
Figure 2. Proposed LMI-based state feedback control structure.

To obtain grid voltage angle information, an SRF-PLL is used, which can track the phase angle under unbalanced and distorted grid voltage conditions [12]. This angle information is used to obtain the stator and grid \(dq\) voltage components in the SRF. This is required to measure the slip angle \(\theta_{sl}\), which can be used to convert the rotor current from the \(abc\) to \(dq\) reference frames. The slip angle is used to transform the outputs of the proposed control structure to three-phase rotor voltage references and is calculated as

\[
\theta_{sl} = \theta_g - \theta_r
\]  

(53)

Here, \(\theta_g\) and \(\theta_r\) are the grid voltage angle and rotor angle, respectively. Moreover, based on Equation (33), we obtain

\[
\begin{bmatrix}
  u_{ed} \\
  u_{eq}
\end{bmatrix} = - \begin{bmatrix}
  0 & \delta_{12} \\
  \delta_{21} & 0
\end{bmatrix} \begin{bmatrix}
  v_{ds-ref} \\
  v_{qs-ref}
\end{bmatrix} - \begin{bmatrix}
  0 & b_{12} \\
  b_{21} & 0
\end{bmatrix}^{-1} \begin{bmatrix}
  a_{11} & a_{12} \\
  a_{21} & a_{22}
\end{bmatrix} \begin{bmatrix}
  v_{ds-ref} \\
  v_{qs-ref}
\end{bmatrix} +
\begin{bmatrix}
  0 & b_{12} \\
  b_{21} & 0
\end{bmatrix}^{-1} \begin{bmatrix}
  \dot{v}_{ds-ref} \\
  \dot{v}_{qs-ref}
\end{bmatrix}
\]  

(54)

Further, the aforementioned matrix can be rewritten as

\[
\begin{align*}
  u_{ed} &= k_{11} v_{ds-ref} + k_{12} v_{qs-ref} + k_{13} \dot{v}_{qs-ref} \\
  u_{eq} &= k_{21} v_{ds-ref} + k_{22} v_{qs-ref} + k_{23} \dot{v}_{ds-ref}
\end{align*}
\]  

(55a)  

(55b)
In Equation (55a,b), \( k_{11}, k_{12}, k_{13}, k_{21}, k_{22}, \) and \( k_{23} \) are constants and derived as

\[
A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \quad B^{-1} = \begin{bmatrix} 0 & b_{12} \\ b_{21} & 0 \end{bmatrix}^{-1} = \begin{bmatrix} 0 & k_{13} \\ k_{23} & 0 \end{bmatrix}, \quad G = \begin{bmatrix} 0 & g_{12} \\ g_{21} & 0 \end{bmatrix}
\]

\[
k_{11} = -k_{13}a_{21}, \quad k_{12} = -(g_{12} + k_{13}a_{22})
\]

\[
k_{21} = -(g_{21} + k_{23}a_{11}), \quad k_{22} = -k_{23}a_{12}
\]

The values of the constants and gains are provided in Appendix A (Table A4). Dynamic control inputs for the RSC via the proposed control scheme are defined as

\[
u_{dr-ref} = g_{12}v_{qs} + u_{ed}
\]

\[
u_{eq} = g_{21}v_{ds} + u_{eq}
\]

\[
u_{qr-ref} = g_{21}v_{ds} + u_{eq} + k_{21}v_{ds-ref} + k_{22}v_{qs-ref} + k_{23}v_{ds-ref}
\]

Here, \( u_{dr-ref} \) and \( u_{qr-ref} \) are the output signals of the proposed control method in \( dq \) axes that control RSC.

Remark 3. In real power systems, parametric uncertainties, which are unknown time-varying quantities, are inevitable, and it is helpful to incorporate them in modeling to achieve system stability. Despite considering no such uncertainties, the proposed scheme itself has the flexibility to adapt well with an insignificant impact on system performance.

7. Results and Discussion

This section emphasizes the validity of the proposed control structure (Figure 2) using MATLAB/Simulink simulations. The nominal machine parameters are provided in Appendix A. The capability of the proposed control structure to resolve the system stabilization issue under balanced and unbalanced grid conditions was evaluated. Furthermore, for a performance comparison, the PI control method was considered. At the end, the performance of both control approaches in terms of time integral indices such as ISE, IAE, ITSE, and ITAE is compared. Appendix B contains the tuning procedure of the PI controller.

7.1. Control Performance under Balanced Grid Conditions

The control performances of the proposed and PI control methods were investigated by applying the grid voltage at 100 ms. The following cases were considered:

- Case 1: Performance during sub-synchronous speed operation;
- Case 2: Performance during super-synchronous speed operation;
- Case 3: Performance under various parametric uncertainties during sub-synchronous speed operation;
- Case 4: Performance under external disturbance during sub-synchronous speed operation.

7.1.1. Case 1: Performance during Sub-Synchronous Speed Operation

Figure 3a shows the simulation results of the stator and grid voltages and their equivalent \( dq \) voltage components at sub-synchronous speed using the proposed control scheme. This figure (see Figure 3a) demonstrates that the stator voltage tracked the grid voltage quickly within one cycle. However, the \( d \)- and \( q \)-axis components of the stator voltage converged to their reference values with a fast and excellent response. The control performance of the system with the PI control method is presented in Figure 3b. The figure confirms that this method was relatively slower in tracking the grid voltage at sub-synchronous speed, as compared with the proposed method.
As seen in Figure 3b in case of the PI-based controller, the ripples were present even before the grid voltage was applied. However, the ripples were minimal with the aid of the proposed control structure, since it directly tracked grid voltage. The reason is as follows: It is necessary to know the initial position of the rotor-speed sensor/encoder. Because of the encoder’s mechanical coupling to the rotor axis, there are two sorts of errors to account for when calculating the initial position of the rotor. The first error is generated by the encoder being mounted incorrectly, and this error must be compensated for during the synchronization procedure. The second error is the correct adjustment of the encoder. This occurs when the absolute-zero position of the rotor encoder does not match with the zero-location of the rotor windings. These errors are related to the $q$-axis component of stator voltage [13,15]. In terms of the performance of the proposed control scheme, it was capable of minimizing such errors; hence, two different values of $q$-axis stator-voltage component were noticed. Therefore, in case of the PI control method, the measured value of $v_{qs}$ was different from the value obtained via the proposed control method.

![Figure 3](image.png)

**Figure 3.** Control performances during sub-synchronous speed operation under balanced grid conditions: (a) proposed scheme and (b) PI scheme.

### 7.1.2. Case 2: Performance during Super-Synchronous Speed Operation

Figure 4 presents the simulation results of the stator and grid voltages and their equivalent $dq$ voltage components at super-synchronous speed under both (proposed and PI) control schemes. As expected, the results were similar to those of the sub-synchronous speed operation (see Figure 3) and reflect the superior performance of the proposed control structure.
7.1.3. Case 3: Performance under Various Parametric Uncertainties during Sub-Synchronous Speed Operation

The robustness of the proposed control structure under model uncertainties in which the generator parameters are perturbed over a wide range of their rated values was investigated. In this context, the following scenarios for sub-synchronous speed operation were simulated:

- Scenario 1: Increase the $L_m$ of the generator to 200% of its rated value;
- Scenario 2: Increase the $R_r$ of the generator to 150% of its rated value;
- Scenario 3: Decrease the $R_r$ of the generator to 50% of its rated value.

The simulation results of the stator and grid voltages and their equivalent $dq$ voltage components for scenarios 1–3 at sub-synchronous speed are shown in Figures 5–7, respectively. When compared to the PI control, the simulation results show that the proposed control design effectively minimized voltage ripples. Despite large variations in parametric errors, the performance of the proposed control structure was admirable in delivering a significant settlement between the measured stator voltages and their references, as compared with the PI control method. As a result, unlike the PI control method, the proposed control structure was robust to machine parametric perturbations. Furthermore, the proposed design accommodated parametric uncertainties well, with almost comparable responses.
Figure 5. Control performances during sub-synchronous speed operation under balanced grid conditions for $L_m(perturbed) = 200\%$ $L_m$: (a) proposed scheme and (b) PI scheme.

Figure 6. Control performances during sub-synchronous speed operation under balanced grid conditions for $R_r(perturbed) = 150\%$ $R_r$: (a) proposed scheme and (b) PI scheme.
Figure 7. Control performances during sub-synchronous speed operation under balanced grid conditions for $R_{\text{perturbed}} = 50\% R_r$: (a) proposed scheme and (b) PI scheme.

7.1.4. Case 4: Performance under External Disturbance during Super-Synchronous Speed Operation

The capabilities of both schemes against external disturbances at super-synchronous speed were investigated and compared. In this regard, white Gaussian noise (i.e., equivalent to a signal-to-noise ratio of 3 dB) was inserted into the measured stator voltage and rotor current signals. Figure 8 presents the simulation results when using the proposed and PI control schemes. The proposed method effectively suppressed noise and features enhanced functioning against external disturbances. In contrast, the results achieved with the PI control method contained relatively large-amplitude high-frequency noises.

Figure 8. Control performances during sub-synchronous speed operation under external disturbance: (a) proposed scheme and (b) PI scheme.
The results of time integral indices of both control methods are presented in Table 1. Based on the above analyses, it can be inferred that the proposed control structure established a fast and smooth grid connection under balanced grid conditions and that it was robust to parametric uncertainties and external disturbances. Furthermore, the tracking performance when employing the proposed control method was superior to that when using the PI control method.

Table 1. Control performances under balanced grid conditions. C—Case, S—Scenario.

| Cases     | Proposed ISE | ITSE | IAE | ITAE  | PI ISE | ITSE | IAE | ITAE  |
|-----------|--------------|------|-----|-------|--------|------|-----|-------|
| C_1       | 0.004932     | 0.000959 | 0.01104    | 0.00654 | 0.001025 | 0.02122 | 0.002305 |
| C_2       | 0.005091     | 0.000862 | 0.01475    | 0.002226 | 0.007169 | 0.009543 | 0.02581  | 0.003019 |
| C_3, S_1  | 0.004975     | 0.0009604  | 0.01139   | 0.008199 | 0.0009346 | 0.02815 | 0.003782 |
| C_3, S_2  | 0.004935     | 0.0009269  | 0.01137   | 0.001375 | 0.005646 | 0.001023 | 0.02123  | 0.002308 |
| C_3, S_3  | 0.004931     | 0.0009514  | 0.01092   | 0.001329 | 0.005644 | 0.001026 | 0.02129  | 0.002319 |
| C_4       | 0.005165     | 0.001015   | 0.01456   | 0.002185 | 0.005664 | 0.0009101 | 0.02271  | 0.002686 |

7.2. Control Performance under Unbalanced Grid Conditions

The results achieved thus far suitably indicate that the stator and grid voltages were sufficiently similar; nevertheless, it would be more beneficial to review the credibility of the proposed control structure in an uncertain environment. In this regard, the validity of the proposed control method was examined in detail by exploring the results under unbalanced grid conditions and by applying the grid voltage at $t = 0$ s. The following cases were considered:

- Case 1: Performance during sub-synchronous speed operation;
- Case 2: Performance during super-synchronous speed operation;
- Case 3: Performance under various parametric uncertainties during super-synchronous speed operation;
- Case 4: Performance under variation in phase angle during super-synchronous speed operation;
- Case 5: Performance under variations in grid voltage frequency during sub-synchronous speed operation.

7.2.1. Case 1: Performance during Sub-Synchronous Speed Operation

In this setting, the voltage magnitudes of the two phases, i.e., Phase A and Phase B, were at their nominal values. By contrast, the magnitude of the Phase C voltage was constricted and reduced to 50% of the rated value in order to generate an unbalanced condition. Figure 9a shows the simulation results of the grid and stator voltages and their associated $dq$ voltage components at the sub-synchronous speed achieved by means of the proposed control structure. In this figure, the stator voltage rigorously followed the grid voltage and tracked it within one cycle. The test system was simulated again with the PI control method for comparison, and the resultant waveforms are shown in Figure 9b. It was determined that the proposed structure established a precise and fast grid connection, unlike the PI control method, which required more time.
7.2.2. Case 2: Performance during Super-Synchronous Speed Operation

In this case, the voltage magnitude of Phase C was reduced to 100% of the rated value, whereas the magnitudes of the other two phases, i.e., Phase A and Phase B, were set to their nominal values. The results at the super-synchronous speed under both schemes are presented in Figure 10. As expected, similar stator voltage responses were achieved in this case as those obtained at the sub-synchronous speed, as mentioned in Section 7.2.1 (see Figure 9).

Figure 9. Control performances during sub-synchronous speed operation under unbalanced grid conditions: (a) proposed scheme and (b) PI scheme.

Figure 10. Control performances during super-synchronous speed operation under unbalanced grid conditions: (a) proposed scheme and (b) PI scheme.
7.2.3. Case 3: Performance under Various Parametric Uncertainties during Super-Synchronous Speed Operation

The same scenarios used under the balanced grid voltage case (Section 7.1.3) were considered here to ensure the uniformity of the proposed control structure against machine parametric uncertainties. The magnitudes of the three phase voltages were similar to those at super-synchronous speed, as mentioned in Section 7.2.1. Figures 11–13 refer to the responses of the stator voltages at various machine parametric variations under scenarios 1–3. The results confirm that the proposed control structure was better than the PI control scheme in the fast-tracking of the grid voltage, even under numerous perturbed machine parameters.

**Figure 11.** Control performances during super-synchronous speed operation under unbalanced grid conditions for $L_m(perturbed) = 200\% L_m$: (a) proposed scheme and (b) PI scheme.

**Figure 12.** Control performances during super-synchronous speed operation under unbalanced grid conditions for $R_r(perturbed) = 150\% R_r$: (a) proposed scheme and (b) PI scheme.
7.2.4. Case 4: Performance under Variation in Phase Angle during Super-Synchronous Speed Operation

Here, the magnitudes of all three phases were set to their nominal values, whereas the initial phase angles of the three phases were reduced by 20° from their nominal values. Figure 14 presents the responses of the stator voltage and their corresponding dq voltage components at super-synchronous speed under both control schemes. Based on the voltage responses, it is worth mentioning that the proposed control structure exhibited better performance in terms of the fast convergence of the stator voltage to the grid voltage under changes in the phase angles of the grid voltage.

Figure 14. Control performances during super-synchronous speed operation under phase-angle variation: (a) proposed scheme and (b) PI scheme.
7.2.5. Case 5: Performance under Variations in Grid Voltage Frequency during Sub-Synchronous Speed Operation

The following variations in grid frequency were applied to explore the functioning of the proposed control structure:

- Scenario 1: Grid frequency is at 48 Hz, and all phase voltages are set to their nominal values;
- Scenario 2: Grid frequency is at 52 Hz, and all phase voltages are set to their nominal values.

The simulation results (Figures 15 and 16) show that the performance of the proposed control structure was independent of the variations in the grid voltage frequency.

![Figure 15. Control performances during sub-synchronous speed operation for \( f = 48 \) Hz: (a) proposed scheme and (b) PI scheme.](image)

![Figure 16. Control performances during sub-synchronous speed operation for \( f = 52 \) Hz: (a) proposed scheme and (b) PI scheme.](image)
Table 2 shows the results of the time integral indices for both control strategies. Thus, it can be concluded that the proposed control structure helped in the quick and precise tracking of grid voltages under balanced and unbalanced grid conditions, which is advantageous for the fast reclosing of the stator-grid contact after grid faults. Moreover, the proposed structure was robust against parametric model uncertainties and external disturbances.

Table 2. Control performances under unbalanced grid conditions. C—Case, S—Scenario.

| Cases | Proposed PI |  |  |  |  |  |  |  |
|-------|-------------|---|---|---|---|---|---|---|
|       | ISE         | ITSE | IAE | ITAE | ISE | ITSE | IAE | ITAE |
| C_1   | 0.005256    | 0.0002445 | 0.01048 | 0.001462 | 0.005584 | 0.0003418 | 0.02231 | 0.001466 |
| C_2   | 0.01121     | 0.0004142 | 0.04112 | 0.003704 | 0.01146 | 0.0004645 | 0.04143 | 0.003786 |
| C_3, S_1 | 0.007371 | 0.0002198 | 0.02771 | 0.001985 | 0.008003 | 0.0002264 | 0.02818 | 0.002314 |
| C_3, S_2 | 0.005746 | 0.0002321 | 0.02337 | 0.001563 | 0.008368 | 0.0003693 | 0.0295 | 0.002457 |
| C_3, S_3 | 0.00575 | 0.0002321 | 0.02337 | 0.001563 | 0.008368 | 0.0003693 | 0.0295 | 0.002457 |
| C_4   | 0.00794     | 0.000277 | 0.02255 | 0.001158 | 0.01189 | 0.0002023 | 0.02311 | 0.001118 |
| C_5, S_1 | 0.009207 | 0.0001123 | 0.01909 | 0.0001095 | 0.01151 | 0.0001792 | 0.0219 | 0.0005891 |
| C_5, S_2 | 0.006344 | 0.000379 | 0.01965 | 0.0008119 | 0.01052 | 0.0006346 | 0.01971 | 0.001121 |

The details of choosing the various types of test cases are as follows: The first two cases (Case 1 and Case 2) under balanced and unbalanced grid voltage conditions during sub-synchronous and super-synchronous speed operations, respectively, were similar. The only difference was the amplitude of the grid voltage. In Case 3, however, the authors used the same scenarios in terms of variations in machine parameters. Under balanced grid conditions, we evaluated synchronous speed operations, whereas the test system was simulated during super-synchronous speed operations under unbalanced grid conditions. Although both synchronous and super-synchronous speed operations could have been tested under balanced and unbalanced grid conditions, it would have increased the paper length.

As far as Case 4 under balanced grid conditions is concerned, it was related to the impact of external disturbance on the performances of both control methods during sub-synchronous speed operation. On the other hand, Case 4 under unbalanced grid conditions was concerned with the performance check of both approaches when the phase angle varied during super-synchronous speed operation. In relation to Case 4, the test system could have been simulated for both synchronous and super-synchronous speed operations. However, the authors believe that doing so would have lengthened the paper; therefore, we did not go over any of the possibilities. A sufficient number of test cases were simulated when evaluating the performance of their proposed control method. Since super-synchronous speed operations are more of a concern than sub-synchronous speed, the majority of the test cases under unbalanced grid conditions were attributed to super-synchronous speed operations. Case 5 was exclusively concerned with unbalanced grid conditions, in which the two scenarios in terms of variations in frequency were considered. In both scenarios, the test system was simulated for sub-synchronous speed operations.

8. Conclusions

This study focused on an important issue pertaining to the integration of WPPs, i.e., the smooth and soft grid connection of a DFIG-based WECS. Based on the Lyapunov theory, a state feedback controller was designed to cater to various grid conditions and resolve grid-coupling problems. The stability condition was stated in the configuration of an LMI. The study emphasized making the grid synchronization of WPPs as simple as possible, involving only suitable modifications for controlling the voltage at the point of common coupling. Furthermore, a comparison of time-integral performance standards such as IAE, ISE, ITSE, and ITAE was conducted, with the findings that the proposed control method
outperformed the PI method. The results confirm that the control target could be achieved with good performance. The following conclusions are drawn:

- Simulation studies showed that the proposed control structure offered fast and precise tracking of the grid voltage under various grid conditions, thus indicating its suitability in wind power applications.
- The proposed control structure accounted well for the rapid onset of the grid voltage at the stator terminals of the DFIG under diverse grid conditions, with negligible effects on the DFIG and the grid.
- The simple implementation of the proposed control structure makes it feasible and practical for wind energy integration.
- The proposed control structure is independent of machine parameter variations and directly injects the desired voltage vector into the power converter.
- It rapidly synchronizes the DFIG to the power grid, even in the presence of parametric uncertainties and exterior disturbances.

The experimental verification of the proposed control design will be the next step in this research area.
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### Appendix A

**Table A1.** Parameter of 1.5 MW WT.

| Parameter                  | Value | Unit   |
|----------------------------|-------|--------|
| Turbine rated mechanical power | 1.5   | MW     |
| Rated wind speed           | 12    | m/s    |
| Air density                | 1.225 | kg/m³  |
| Optimal tip-speed ratio    | 8.1   | -      |
| Maximum power coefficient  | 0.48  | -      |

**Table A2.** Parameter of 1.6 MW DFIG.

| Parameter                  | Value  | Unit |
|----------------------------|--------|------|
| Rated generator power      | 1.6    | MW   |
| Pole-pair number           | 2      | Nos. |
| Stator winding resistance  | 2.65   | mΩ   |
| Rotor winding resistance   | 2.63   | mΩ   |
| Stator leakage inductance  | 0.1687 | mH   |
| Rotor leakage inductance   | 0.1337 | mH   |
| Magnetizing inductance     | 5.4749 | mH   |
| Inertia constant           | 3      | s    |
| Friction factor            | 0.01   | -    |

**Table A3.** Grid data.

| Parameter                  | Value  | Unit |
|----------------------------|--------|------|
| Rated grid line-to-line voltage | 690 | V(rms) |
| Rated frequency            | 50     | Hz   |
| DC-link voltage reference  | 1150   | V    |
| DC-link capacitance        | 20     | mF   |
| Grid-side filter resistance| 1.8    | mΩ   |
| Grid-side filter inductance| 0.5    | mH   |
Table A4. Constants and gain values.

| Parameter | Value     | Parameter | Value     |
|-----------|-----------|-----------|-----------|
| $k_{11}$  | 0.2929    | $k_{12}$  | 5.6342    |
| $k_{21}$  | -5.6342   | $k_{22}$  | 0.2929    |
| $k_{13}$  | 0.9762    | $k_{23}$  | -0.9762   |
| $g_{12}$  | -5.6327   | $g_{21}$  | 5.6327    |

Table A5. Parameters of PI controllers.

| PI Gains                  | $k_p$       | $k_i$         |
|---------------------------|-------------|---------------|
| Current controllers       | 0.02123     | $9.938 \times 10^{-3}$ |
| Voltage controllers       | 0.1146      | 144           |

Appendix B. Tuning Procedure of PI Controllers

Bode plots were used to design the parameters of the PI controllers. A brief explanation is described here.

As shown in Figure A1, the $d$-axis (or $q$-axis) control diagram is composed of two cascaded feedback loops. In this regard, after designing the inner current loop, we can develop the controller for the outer voltage loop.

Figure A1. Control diagram of RSC with PI controllers.

Appendix B.1. Inner-Current PI Controller Design

First, the tuning of the PI controller of the inner current-control loop is carried out. The open-loop transfer function $G_{vi}(s)$ in the $s$-domain is expressed as

$$G_{vi}(s) = \frac{1}{(R_r + sL_r)}$$  \hspace{1cm} (A1)

It is a first-order system. Bode plots of the $G_i(s)$ are shown in Figure A2. The crossover frequency is about 20 kHz, and its phase delay is 90°.
Figure A2. Bode plot of the open-loop transfer function $G_i(s)$.

A horizontal line with an amplitude of 110 dB is a low-frequency asymptote, whereas a high-frequency asymptote is a straight line with a slope of $-20$ dB/decade. As illustrated in Figure A3, the intersection of these lines occurred at 0.0745 Hz.

Figure A3. Bode plot of the open-loop transfer function $G_i(s)$ showing the asymptotes.

The PI regulator in the inner current control loop is

$$G_{PIi}(s) = k_{pi} + \frac{k_{ii}}{s} \quad \text{(A2)}$$
The compensated open-loop function $G_{ii}(s)$ from the rotor-current reference to rotor current is expressed as

$$G_{ii}(s) = G_{PIi}(s)G_{vi}(s) = \left( k_{pi} + \frac{k_{ii}}{s} \right) \frac{1}{(R_r + sL_r)} \tag{A3}$$

The compensated open-loop transfer function has a bandwidth as wide as possible to improve the system dynamics. The crossover frequency ($f_c$) of the compensated open-loop transfer function is set to 1/5 of the switching frequency ($f_s$). Given that $f_s = 2000$ Hz, $f_c = 400$ Hz is chosen. Based on Equations (A2) and (A3), the following Equation (A4) is derived.

$$|G_{ii}(s)|_{2\pi f_c} = |G_{PIi}(s)G_{vi}(s)|_{2\pi f_c} = 1 \tag{A4}$$

The corner frequency of the PI controller $f_i$ is selected to be the corner frequency of the open-loop transfer function, which is related to the zero of the PI controllers:

$$|G_{PIi}(s)|_{2\pi f_i} = k_{pi} + \frac{k_{ii}}{2\pi f_i} = 0 \tag{A5}$$

where $f_i = 0.0745$ Hz. Finally, the PI parameters are derived as

$$|G_{ii}(2\pi f_c)| = \left| \left( k_{pi} + \frac{k_{ii}}{2\pi f_c} \right) \frac{1}{R_r + \frac{1}{2\pi f_c L_r}} \right| = 1 \tag{A6}$$

$$2\pi f_i = \frac{k_{ii}}{k_{pi}} \tag{A7}$$

The PI parameters $k_{pi} = 0.02123$, $k_{ii} = 9.938 \times 10^{-3}$ are calculated. Bode plots of the compensated system $G_{ii}(s)$, uncompensated system $G_{vi}(s)$, and PI regulator $G_{PIi}(s)$ are shown together in Figure A4. The crossover frequency of the compensated system is around 400 Hz, with a 90° phase margin.

![Bode Diagram](image)

Figure A4. Bode plots of the inner current-control loop design.
Appendix B.2. Outer-Voltage PI Controller Design

The closed-loop transfer function \( H_{ii}(s) \) for the inner current loop is expressed as

\[
H_{ii}(s) = \frac{G_{ii}(s)}{1 + G_{ii}(s)} \tag{A8}
\]

For the outer voltage loop, the open-loop transfer function \( G_{iv}(s) \) from the rotor-current reference to the stator voltage can be derived as

\[
G_{iv}(s) = H_{ii}(s)\omega_s L_m \tag{A9}
\]

The PI controller in the outer voltage loop is given by

\[
G_{PIv}(s) = k_{pv} + \frac{k_{iv}}{s} \tag{A10}
\]

The compensated open-loop function \( G_{vv}(s) \) for the outer voltage loop is described by

\[
G_{vv}(s) = G_{PIv}(s)G_{iv}(s) = \left(k_{pv} + \frac{k_{iv}}{s}\right)H_{ii}(s)\omega_s L_m \tag{A11}
\]

To ensure the stability of the cascade control, the outer loop is deliberately designed to be far slower than the inner current loop. Here, the crossover frequency \( f_c \) of the outer loop is selected to be 1/10 of the crossover frequency of the inner loop, that is, 40 Hz. Based on Equations (A10) and (A11), Equation (A12) is derived as

\[
|G_{vv}(s)|_{2\pi f_c} = |G_{PIv}(s)G_{iv}(s)|_{2\pi f_c} = 1 \tag{A12}
\]

The PI regulator must satisfy the following equation:

\[
|G_{PIv}(s)|_{2\pi f_i} = 0 \tag{A13}
\]

From Equations (A11) and (A12), the following two equations are derived as

\[
|G_{vv}(2\pi f_c)| = \left|\left(k_{pv} + \frac{k_{iv}}{2\pi f_c}\right)H_{ii}(2\pi f_c)\omega_s L_m\right| = 1 \tag{A14}
\]

\[
k_{pv} = \frac{k_{iv}}{2\pi f_i} \tag{A15}
\]

Solving the preceding two equations yields the PI parameters for the outer voltage loop, \( k_{pv} = 0.1146 \) and \( k_{iv} = 144 \). The parameters of the 1.6 MW DFIG test system are provided in Appendix A.

The Bode diagrams of the transfer function \( G_{iv}(s) \), the outer PI regulator \( G_{PIv}(s) \), and the compensated open-loop transfer function \( G_{vv}(s) \) are shown in Figure A5. The crossover frequency is about 40 Hz, with a phase margin of 90°.
Figure A5. Bode plots of the outer-voltage–control-loop design.
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