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Music rhythm detection and tracking is an important part of music understanding system and music visualization system. Based on the important position of rhythm in music expression and the wide range of multimedia applications, rhythm extraction has become an important hotspot in computer music analysis. In the field of audio recognition research, deep learning can automatically learn the features of audio and extract the rhythm of music. This paper takes music audio rhythm recognition as the main research object and carries out a series of researches with deep learning GRU neural network as the main technical support. A residual network is introduced into the GRU network model, and it is found that when the residual network is at 50 layers, the model has the highest accuracy for audio rhythm extraction. After adjusting the model parameters through experiments, this paper concludes that the average recognition accuracy of the ResNet_50-GRU model for recognizing the rhythm of the music audio in the MSD, AudioSet, and FMA data sets is 92.5%.

1. Introduction

Music is an acoustic sign, the most abstract of all human art genres, and its ideas and emotions have evolved over the centuries. The main elements of music are rhythm, melody, harmony, and sound. With the proper research and application of computer technology in the multimedia field, the multimedia process has developed rapidly. However, as the most important form of multimedia audio data, musicians perfectly combine the basic elements of music through computers, presenting a rich emotional world.

Deep learning [1] is a multilevel neural network that can recognize and simulate nonlinear mapping in specific situations and has achieved very successful results in the fields of image recognition and machine translation. Deep learning can be used as a classification tool in speech recognition research, but deeper network structures can enhance learning capabilities, and undersupervised learning, deep learning can automatically learn audio features.

Rhythm usually means the phenomenon of changes in the strength and weakness of music. Without rhythm, music loses its ability to express creativity. With the importance of rhythm in music performance and the expansion of multimedia applications, rhythm recognition has become an important focus of intelligent music analysis and has a wide range of applications in computer multimedia and other fields. At the same time, with the development of computer technology, communication, electronic technology, and multimedia, researchers will focus on the field of rhythm design using logical processes to control music production and try to establish the use of artificial intelligence for music creation.

The proposed models or algorithms for music rhythm extraction have long been a hot topic in computer analysis, and they are constantly being improved. The following are the main breakthroughs in audio rhythm recognition using a recurrent neural network: First, this paper uses a GRU neural network to build a short-term music audio rhythm extraction and recognition model. Second, in the experiment, the residual network is introduced into the GRU network model, and it is verified that the residual network can improve the model’s recognition accuracy to
some extent. Third, this paper examines the impact of various activation functions on the GRU model’s recognition accuracy.

2. Related Work

Holden proposed a real-time character control mechanism based on phase function neural network. In this network structure, the weights are calculated by a circular function using the phase as input. As the stage progresses, the system takes the previous state of the character, the geometry of the scene as input user controls and automatically generates high-quality motion to achieve the desired user controls. A new alternating update clique convolutional neural network structure (CliqueNet) can obtain deeper network, which improves the utilization of network features. To maximize the transfer of semantic information [2], Wu introduced the clique of CliqueNet. He proposed a new fully convolutional network based on the encoder-decoder structure, called CyclicNet, an alternating update network for semantic segmentation. In addition, long-hop connections and short-hop connections are added to the network to avoid vanishing gradients [2]. Granero-Molina proposed a recurrent neural network (RNN) for solving linear programming problems, which has good natural convergence and fast convergence. In order to achieve the optimal accuracy and computational complexity, an algorithm is also proposed. It presents the MATLAB-Simulink modeling and simulation verification of this recurrent neural network. The modeling and simulation results verify the theoretical analysis and effectiveness of the regression neural network for solving linear programming problems. The application of RNN to music recognition demonstrates the performance of recurrent neural networks [3]. Jin proposed an improved finite-time zero-convergence modified neural network (FTCZNN) to solve time-varying complex linear matrix formulas (TVLCM) online. To converge the error matrix to zero, the new FTCZNN uses a new design formula. The new FTCZNN converges to the TVLCM theoretical solution in finite time, according to theoretical analysis. He also developed CZN to solve the same TVLCM for comparison. The new FTCZNN has better convergence performance than the fast convergence CZNN [4]. To obtain the frequency spectrum, Ma uses a short-time Fourier transform of the music signal. The autocorrelation properties of the endpoint intensity curves were used to extract pulse code modulation (PCM) values. He proposed a multipath search and cluster analysis-based rhythm detection algorithm. That is, he proposed a multipath detection and tracking algorithm based on the clustering algorithm and incorporating the idea of multipath tracking. It eliminates the drawback that clustering algorithms necessitate the use of digital interface tools (MIDI) to assist the input in achieving the desired result. The algorithm uses a PCM signal as an input because it is more practical [5]. Based on the fusion of visual and acoustic features, Nanni et al. proposed a new and effective audio automatic classification method. They assess and compare sound’s acoustic characteristics. They then combined these characteristics into an ensemble that improved classification accuracy over more advanced methods. A different support vector machine (SVM) [6] is trained for each feature descriptor.

3. Music Audio Rhythm Recognition Based on Recurrent Neural Network

3.1. Recurrent Neural Network (RNN). RNN is a type of neural network that is very effective for data with sequence properties. It can mine time series information and semantic information in data and make use of this ability of RNN to make deep learning models make breakthroughs in solving problems in NLP fields such as speech recognition, language model, machine translation, and time series analysis [7]. The difference between RNN and fully connected neural network is that it can combine the content of the data before and after to train the model and introduces the time weight matrix, which can accurately identify the content in the context of special scenes. The RNN structure diagram is shown in Figure 1.

V and U are the parameter matrix from the hidden layer to the output layer and the parameter matrix from the input layer to the hidden layer, respectively. The training of RNN is similar to the training of traditional ANN, and the error back-propagation is used, but the parameters W, U, and V are shared. In the gradient descent algorithm, the output of each step is not only affected by the current step network but also depends on the network state of the previous steps [8].

(1) Forward propagation

RNN forward propagation is similar to the perceptron model with only one hidden layer. Assuming a sequence X of length T, the number of RNN network input layer units is A, and the number of hidden layer and output layer units is B and C. Iteratively calculate Formulas (1) and (2) from time $t = 1$ until the entire input sequence is completed. Among them, $x_{at}$ represents the value of the input unit a at time t, and $s_{at}$ and $q_{at}$ represent the value collected by the hidden unit b of the neural network at time t and the value calculated by the planning function, respectively.

$$s_{bt} = \sum_{a=1}^{A} w_{ab} x_{at} + \sum_{b'}^{B} w_{b'b} q_{b't}^{-1}, \hspace{1cm} (1)$$

$$q_{bt} = \theta_{b}(s_{bt}). \hspace{1cm} (2)$$

(2) Output layer

The output vector of the neural network is given by the output layer activation, and the input value of each output layer $c$ of the neural network is the sum of $q_{ct}$.

$$s_{ct} = \sum_{bc} w_{bc} q_{bt}. \hspace{1cm} (3)$$
The number of output layer units and the selection of the activation function should be determined according to the specific application scenario. When the number of classifications is large, the Softmax function can be used as the activation function to obtain the probability value of the classification result.

\[ P(C_c \mid x) = y_c = \frac{e^{x_c}}{\sum_{c=1}^{C} e^{x_{c'}}}. \]  

The target probability can be expressed as

\[ P(z \mid x) = \prod_{c=1}^{C} y_c^z. \]  

(3) Backward propagation

The loss function for a given RNN model is

\[ \mathcal{L}(x) = -\sum_{c=1}^{C} z_c \ln y_c. \]  

Model parameters are derived using the BPTT algorithm. BPTT is similar to standard back-propagation, BPTT contains repeated chain rules. The difference is that for a recurrent neural network, the activation function of the hidden layer from the loss function will not only affect the output layer but also affect the next moment of the hidden layer. The Formula is

\[ q_t^i = q_t^{i'}(s_b^t) \left( \sum_{c=1}^{C} q_t^{i'}w_{bc} + \sum_{b'} \sum_{b''} q_{t+1}^{i''}w_{b'b''} \right), \]  

\[ \hat{q}_t^i = \frac{\partial \mathcal{L}}{\partial s_t^i}. \]  

The complete sequence of \( q \) is iteratively calculated from time \( T \) using Formula (8), and the final derivation result of the completed parameters is

\[ \frac{\partial \mathcal{L}}{\partial w_q} = \sum_{t=1}^{T} \frac{\partial \mathcal{L}}{\partial s_t^i} \frac{\partial s_t^i}{\partial w_q} = \sum_{t=1}^{T} \hat{q}_t^i q_t^i. \]  

\[ z_t = \delta(w_t \cdot [h_{t-1}, x_t]), \]  

\[ r_t = \delta(w_r \cdot [h_{t-1}, x_t]). \]  

Then through the reset gate, calculate the candidate vector added to the hidden state of the current time step, as shown in Formula (12).

\[ \tilde{h}_t = \tanh (w \cdot [r_t \ast h_{t-1}, x_t]). \]
Finally, with the updated gate value as the weight, the candidate vector and the hidden layer state of the previous time step are mixed to obtain the output of the GRU network at time step $t$.

$$h_t = (1 - z_t) \cdot h_{t-1} + z_t \cdot \tilde{h}_t.$$  \hspace{1cm} (13)

The main reason why the GRU network can slow down the gradient disappearance phenomenon is that the gating unit acts as a "short circuit" mechanism. Through the control of the parameters of the gating unit, the previous memory is selectively retained without being erased, and the gradient is not easily attenuated when it propagates backward in the direction of the delay time axis, which greatly slows down the disappearance of the gradient.

### 3.2.2. LSTM Neural Network
LSTM is a long- and short-term memory model, which was proposed in 1997 and is also a special recurrent neural network structure. The key structure of LSTM is a unit state. This unit state has the ability to automatically add or delete information. The way to achieve these functions is to use a threshold to filter the information output by this memory unit. It includes input threshold layer and forgets threshold layer and output threshold layer. These thresholds can be self-looping parameters and can be changed according to the context. The invariance in the information flow process is guaranteed by the combination of multiple gate structures, and it is the mutual cooperation of these gate structures that the cell state can be well controlled and protected in LSTM [15–17]. The schematic diagram of its structure is shown in Figure 3.

### 3.3. Music Audio Rhythm Recognition Method

#### 3.3.1. MFCC Feature Extraction
MFCC is the most commonly used feature to solve audio recognition problems, mainly because MFCC can represent the processing results of human ears on audio. The Mel filter bank can relatively accurately describe the filtering effect of the cochlea. The Mel frequency is used in the Mel filter bank to describe the audio features, and the mapping relationship between it and the normal Hertz frequency can be described by Formula (14).

$$f = 2595 \log_{10} \left( 1 + \frac{f_{He}}{700} \right). \hspace{1cm} (14)$$

The MFCC parameter calculation method is shown in Figure 4. The main steps are preprocessing, FFT, Mel filtering, and discrete cosine transform:

Preemphasis is mainly to enhance the high frequency of the audio but also to highlight the formant. The calculation process is mainly to pass the digitally sampled signal, that is, the input signal, through a high-pass filter. The formula in the frequency domain is

$$H(z) = 1 - \frac{\alpha}{z}, \hspace{1cm} (0.9 \leq \alpha \leq 1). \hspace{1cm} (15)$$

Framing is the process of dividing the original audio into multiple short audio frames in audio signal preprocessing. The main reason is that the amplitude of the original audio changes drastically in the whole process, and the audio signal is approximately considered to be stable in a short period of time by framing. In general, the size of a frame is between 20 milliseconds and 40 milliseconds. If the frame length is set too small, it will result in too few sample points, which is not convenient for analysis. If the frame length is set too large, the signal will not be stable enough. In order to ensure the continuity of adjacent frames, adjacent frames will have a certain overlap, which also avoids the loss of critical point information.

After framing, each audio frame needs to be windowed to facilitate subsequent Fourier expansion to further analyze the audio. The advantage of windowing is that it can not only avoid the Gibbs effect but also make the global signal analysis more continuous. It can also make the original audio signal exhibit some characteristics of periodic functions and reduce the size of side lobes and spectral leakage after FFT. However, windowing will cause the loss of signal energy at both ends of the audio frame. In order to avoid missing important audio information, there is usually a partial overlap between adjacent frames. Windowing is performed on each frame of signal during calculation. There are many optional window functions, such as rectangular,
Hamming, and Gaussian windows. By using a windowing technique, the impact of performing the FFT in noninteger cycles can be minimized [18].

$$y_n(n) = z(n)y(n).$$  \hspace{1cm} (16)

Among them, $y(n)$ is the time domain signal, $z(n)$ is the window function, and $y_n(n)$ can be obtained by truncating the time domain signal by using the window function.

In order to get the frequency domain information of the signal, fast Fourier transform is performed.

$$y_i(k) = \sum_{n=1}^{N} y_i(k) \frac{1}{e^{-j2\pi kn/N}}, 1 \leq k \leq K.$$  \hspace{1cm} (17)

The modulus value of the calculated signal spectrum is squared, and the calculated power spectrum is the signal.

$$F_i(k) = \frac{|y_i(k)|^2}{N}.$$  \hspace{1cm} (18)

The Mel filter bank is composed of triangular bandpass filters. The triangular bandpass filter can have different forms, for example, the filter waveform can be of equal height, or it can change exponentially, and it can also be in the form of an inverse filter. Taking $f(r)$ to represent the center frequency of the rth triangular bandpass filter, the frequency response of the filter bank is

$$H_r(k) = \begin{cases} 
0, & k \leq f(r-1) \\
\frac{2[k-f(r-1)]}{[f(r+1)-f(r-1)] * [f(r)-f(r-1)]}f(r-1) \leq k \leq f(r) \\
\frac{2[f(r+1)-k]}{[f(r+1)-f(r-1)] * [f(r+1)-f(r)]}f(r) \leq k \leq f(r+1) \\
0, & k > f(r+1) 
\end{cases}.$$  \hspace{1cm} (19)

The discrete cosine transform actually reduces the dimensionality of the data, which is a kind of lossy compression. It is mainly aimed at some tasks that do not require high compression accuracy. The discrete cosine transform can concentrate the signal energy. $N$ is the dimension of the MFCC features to be extracted.

$$D_i = \sqrt{2 * N^{-1} \sum_{j=1}^{N} r_j \cos \left( \frac{\pi(j-0.5)}{N} \right)}.$$  \hspace{1cm} (20)

### 3.3.2. Description of Frequency Measurement Algorithm

In order to accurately measure the frequency of the output signal, the frequency measurement algorithm uses the method of measuring the cycle to indirectly convert the signal frequency, and the measurement signal cycle adopts the accumulation method to record the number of pulses $N$, the time $A$, and $B$ of the first and last pulse within 200 ms. The measurement cycle process is as follows:

First, the number of pulses is initialized, $N = 0$. Secondly, record the count value $A$ of the counter when the first pulse comes, and $N = 1$ at the same time. Then, record the count value $B$ of the counter when the next pulse comes, and $N = N + 1$, then calculate the time difference, if the result is less than 200 ms, return to the previous step, stop counting until the difference is greater than or equal to 200 ms, and then calculate the period [19, 20].

Using the evaluation algorithm, the measurement data are shown in Table 1.

| $f$ (Hz) | Theoretical value (ms) | Measured value (ms) |
|---------|-------------------------|---------------------|
| 12      | 86.36                   | 86                  |
| 16      | 74.39                   | 74                  |
| 20      | 65.56                   | 65                  |
| 24      | 52.62                   | 52                  |
| 28      | 41.84                   | 41                  |
| 32      | 36.5                    | 36                  |

The measured period is converted to obtain the corresponding signal frequency. The performance of the frequency measurement algorithm is shown in Figure 5, and the relative error is used as the performance index. The relative error calculation method is

$$\Delta T = \left| \frac{T - T_f}{T_f} \right|.$$  \hspace{1cm} (21)
As can be seen from the Figure 5, the frequency measurement algorithm takes the relative error as the performance index, and the calculated maximum relative error is 2.05%, which is about 1 ms. Therefore, for low-frequency signals, the error is negligible.

3.3.3. GRU-Based Audio Rhythm Extraction Model. The music signal will have a sudden change in energy at the general rhythm point if the music energy waveform is observed. The energy waveform of a piece of music is shown in Figure 6, and the energy difference between the rhythm and nonrhythm points can be clearly seen. As a result, the basic idea of audio rhythm extraction is that the maximum value of the sampling point frequency is compared as the rhythm point during a period of music audio. Then, by analyzing the time interval between the rhythm points, the interfering rhythm points are removed, and the maximum value detected in each second is used as the rhythm output point.

This paper uses GRU network for rhythm recognition of music audio. The specific structure is shown in Figure 7, which mainly includes audio data input, logarithmic Mel spectrogram feature extraction, feature learning and training of feature vectors by GRU network, Dropout layer, activation function for final recognition, and output rhythm recognition results. In the feature extraction step, logarithmic Mel spectrogram and CQT spectrogram are selected as system features. The logarithmic Mel spectrogram is based on MFCC extraction, and the step after DCT is removed in the MFCC extraction step. Then, two steps are added, namely, obtaining the energy spectrum and performing logarithmic operations on the energy spectrum. The choice of activation function will be compared in the experimental part to compare the recognition accuracy of models using different activation functions.

4. Music Audio Rhythm Recognition Experiment Based on GUR Recurrent Neural Network

4.1. Experimental Data and Settings. In the experiment of music audio rhythm recognition method based on GUR recurrent neural network, this paper chooses to use MATLAB for simulation. This paper selects three public music audio data sets, namely MSD (Million Song Dataset), FMA (Free Music Archive), and AudioSet. Taking MSD as an example to introduce the music audio data set, MSD is similar to a resource integration platform, which collects data from 7 well-known and authoritative music communities such as SecondHandSongs dataset and Last.fm dataset. In addition to the original data of major music websites, MSD also conducted necessary analysis and extraction on them. AudioSet is an extended ontology of 632 audio event classes and a collection of 2,084,320 human-labeled 10-second sound clips extracted from YouTube videos. FMA is a data set for music analysis, 1000 GB in size.

Before conducting the experiment, each data set should be preprocessed, a certain number of sample data should be selected, divided into training set and test set according to the ratio of 3: 1, and the music audio duration of the selected samples should be unified. It also performs Mel filtering to obtain a Mel spectrogram of the audio in the data
The results of preprocessing on three music audio data sets are shown in Table 2.

After the frame length and frame shift of the preprocessing are fixed, the size of the audio duration determines the value of the first dimension in the two-dimensional matrix, and the Mel filter fixes the value of the second dimension. Taking the MSD data set as an example, the size of the Mel spectrogram is 498 $\times$ 64, and 498 represents the number of audio frames divided by 8 seconds of audio with a frame length of 25 milliseconds and a frame shift of 10 milliseconds. 64 represents the energy information obtained by the Mel filter for each frame after FFT and other operations.

### 4.2. The Experimental Results of Audio Rhythm Recognition by Recurrent Neural Network

The first step in the experiment is to look at the recognition accuracy of traditional RNN neural networks, GRU neural networks, and LSTM neural networks, as well as the effect of the Lag Window size, or the size of the sliding window used for training and prediction, on the error value. The relative error of the model's recognition of audio rhythm points determines the accuracy value. The FMA sample data set is the data set used in this step. Figure 8 depicts the experimental results. Based on the experimental results, it can be concluded that the Lag Window value corresponding to each RNN’s minimum error is not consistent, and that determining a general Lag Window parameter that is suitable for most RNN models is difficult. And the neural network rhythm recognition model's relative error value SMAPE has a trend of decreasing and then increasing, indicating that the size of the Lag Window and the recognition accuracy of the cyclic neural network music audio rhythm recognition model are not completely correlated. The main reason is that if the selected Lag Window value is larger, the range of identification data of each node is enlarged. That is to say, a part of data that is far away from the time to be recognized will be introduced, which will bring redundant information or noise, which will lead to loss of recognition accuracy. In addition, the increase in the dimension of model input data will also reduce the recognition efficiency of the model. Then, if the selected Lag Window value is small, the recognition model does not recognize enough information, and it is impossible to learn the peak change pattern within the sequence, and it is difficult to make a relatively accurate recognition. This also shows that the Lag Window, whether large or small, will have an adverse effect on the prediction results, that is, each prediction model is very sensitive to this parameter. Then, for the three cyclic neural networks used in the comparative experiments in this paper, within a certain range, the error mean of the GRU and LSTM models is smaller than that of the RNN model. Compared with GRU and LSTM, the mean error of GRU will be relatively small.

The second step of the experiment is to introduce a residual network (Res Net) in the GRU music audio rhythm recognition model. The idea of ResNet is to assume that we involve a network layer and there is an optimized network layer, so often the deep network we design has many network layers as redundant layers. Then, we hope that these redundant layers can complete the identity mapping to ensure that the input and output through the identity layer are exactly the same. The specific layers are identity layers, which will be judged by yourself during network training. As the depth of the network increases, the model may degenerate. That is to say, if there are redundant network layers in the neural network model, the recognition accuracy may be lower than that of the model with fewer layers, so it

| Type    | Number of samples | Training set | Test set | Audio duration(s) | Mel map size |
|---------|------------------|--------------|----------|-------------------|--------------|
| MSD     | 1500             | 1125         | 375      | 8                 | 498 $\times$ 64 |
| AudioSet| 480              | 360          | 120      | 6                 | 398 $\times$ 64 |
| FMA     | 600              | 450          | 150      | 6                 | 398 $\times$ 64 |
Figure 8: Relative error changes under different Lag Window.

Figure 9: The effect of different layers of residual network on the recognition accuracy of GRU model.

Figure 10: Recognition accuracy of different activation functions.
is necessary for the model to train the redundant layers to be identical in the process of training the network model. Mapping layers, that is, data passing through these layers does not change the input and output values. In this step of the experiment, the rhythm recognition accuracy experiments were carried out on the MSD, AudioSet, and FMA data sets, respectively. The layers of the residual network were 20, 50, 80, and 110 layers, respectively. The experimental results are shown in Figure 9. It can be seen that in the experiments on the three types of audio data sets, the rhythm recognition accuracy is the highest when the residual network is 50 layers, and when the residual network layer is more than 50 layers, the increase in the number of residual network layers reduces the recognition accuracy. This may be because as the number of network layers deepens, a certain overfitting problem occurs, so the training accuracy cannot be improved, and the training time is also increasing. In summary, this paper chooses to introduce a residual network structure with 50 layers.

The experiment next studies the relationship between the choice of activation function in the ResNet_50-GRU model and the model’s rhythm recognition accuracy. The activation function is to introduce nonlinear factors into neurons, so that the neural network can approximate any nonlinear function arbitrarily, so that the neural network can be applied to many nonlinear models. The activation functions selected for comparative experiments are Softmax function, RELU function, and Tanh function, and experiments are also performed on different audio data sets. The experimental index is the recognition accuracy of audio rhythm. The training set experiment is carried out first, and then, the test set experiment is carried out. The experimental results are shown in Figure 10. It can be seen from the experimental results that the recognition accuracy of the ResNet_50-GRU recurrent neural network recognition model of the Softmax activation function is higher than that of the RELU activation function and the Tanh activation function model. This may be because the distribution of audio tempo over time may be closer to a discrete probability distribution, and the Softmax function is essentially a discrete probability distribution corresponding to multiclassification tasks. Taking the output recognition results of the test set as an example, compared with the model without the activation function, the recognition accuracy of the ResNet_50-GRU recurrent neural network recognition model with Softmax activation function on the MSD, AudioSet, and FMA audio data sets has been improved by 5.4%, 3.3% and 7.2%. The recognition accuracy on the FMA under the three data sets is relatively low, which may be due to the fact that the peak time of the audio signal of the experimental sample selected in this data set is relatively close, and the discrimination between the rhythm points of the audio is relatively low.

When evaluating the recognition system, in addition to statistical recognition accuracy, confusion matrix can also be used for intuitive description. Confusion matrix, also known as error matrix, is a visualization tool that can reflect the accuracy of recognition from different perspectives. For the ResNet_50-GRU model whose activation function is the Softmax function, the rhythm extraction and recognition tests are performed on the fast three music pieces. The energy envelope, frequency sampling points, and actual rhythm points of its audio is shown in Figure 11. The rhythm points in this segment of audio are represented by A-D, assuming that the identified rhythm points are represented by 1, and the nonrhythm points are represented by 0. The specific confusion matrix results are shown in Table 3.

The rhythm points in this segment of audio are represented by A-D, assuming that the identified rhythm points are represented by 1, and the nonrhythm points are represented by 0. The specific confusion matrix results are shown in Table 3.

The table shows that the majority of the rhythm points in the audio can be accurately identified, but the model does not recognize the timing node as a rhythm point for the fourth rhythm point in this audio segment. The reason for this analysis could be that the rhythm point’s peak value is

| Actual distinguish | A   | B   | C   | D   |
|-------------------|-----|-----|-----|-----|
| A                 | 11  | 0   | 0   | 0   |
| B                 | 0   | 11  | 0   | 0   |
| C                 | 0   | 0   | 11  | 0   |
| D                 | 0   | 0   | 0   | 10  |
not high enough to show the degree of discrimination, or the sampling frequency is too low, and the model incorrectly identifies the rhythm point as a nonrhythm point. Finally, the model parameters are adjusted appropriately, and the ResNet 50-GRU model is used to train and test all sample data sets; the final rhythm point recognition accuracy of all audio data is 92.5 percent, indicating that the model has a good recognition effect.

5. Discussion

The main research direction of this paper is to study the rhythm recognition of music audio based on cyclic neural network. The main technical and theoretical supports are cyclic neural network algorithm and audio rhythm extraction theory. The audio rhythm recognition method mainly includes the preprocessing and feature extraction methods of audio data, and the recurrent neural network is used to learn the extraction rules of audio rhythm and then perform adaptive analysis on the audio. This paper firstly reviews the related technical principles. In the introduction of cyclic neural network, it mainly includes the basic principles and related content introduction of traditional RNN neural network. This paper also introduces the variant models of traditional RNN, GRU neural network, and LSTM neural network. Both GRU and LSTM are sequence processing models based on gate control units. In the introduction of related principles of music audio rhythm recognition method, the main content is elaborated and analyzed around MFCC feature extraction and frequency measurement algorithm, and based on the previous theory, an audio rhythm extraction model based on GRU neural network is proposed.

The article’s subsequent experimental section is divided into two subsections. The first subsection provides an overview of the experimental data and basic settings, as well as information on the public music audio data sets used in this study and the preprocessing process. The analysis of the specific experimental results, which is divided into four stages, is the second subsection. The GRU model chosen in this paper is compared to traditional RNN and LSTM models in the first stage. The results show that GRU has a higher rhythm recognition accuracy than the other two, and that the influence of the size of the Lag Window on the model recognition accuracy is not purely linear. The GRU model’s influence on the number of residual network layers is investigated in the second stage. After conducting tests, it was discovered that the model’s recognition accuracy is highest when the number of residual network layers is 50 layers. The third stage of experiments is to study the relationship between different activation functions and GRU audio rhythm recognition accuracy. The experimental results show that under the Softmax function, the model’s ability to analyze and identify each data set is better than the other two activation functions. The fourth stage experiment is a specific verification experiment. It identifies an audio frequency of a fast three music rhythm and gives the signal envelope and experimental matrix of the audio frequency. After analyzing the results in this paper, the model parameters are adjusted, and finally the recognition accuracy of the ResNet_50-GRU model for all sample data sets is calculated.

6. Conclusions

Recurrent neural networks are very effective for meaningful processing of data with sequential characteristics and have made major breakthroughs in problems in the field of NLP such as language modeling and speech recognition. This paper is a research on the recognition of music audio rhythm based on recurrent neural network. This paper summarizes the RNN and its variant neural network model, conducts experimental analysis on the audio data set with a certain sample size, and has made certain research progress, but there are still many shortcomings. For example, in the experiment of the influence of Lag Window size on model recognition accuracy, due to the limitation of sample size, an optimal Lag Window size value has not been researched. And the number of residual network layers selected later may only show the best effect in the model of this paper, because there are many influencing factors, and it does not have good universality.
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