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Abstract

Bandits with covariates, a.k.a. contextual bandits, address situations where optimal actions (or arms) at a given time \( t \), depend on a context \( x_t \), e.g., a new patient’s medical history, a consumer’s past purchases. While it is understood that the distribution of contexts might change over time, e.g., due to seasonalities, or deployment to new environments, the bulk of studies concern the most adversarial such changes, resulting in regret bounds that are often worst-case in nature.

Covariate-shift on the other hand has been considered in classification as a middle-ground formalism that can capture mild to relatively severe changes in distributions. We consider nonparametric bandits under such middle-ground scenarios, and derive new regret bounds that tightly capture a continuum of changes in context distribution. Furthermore, we show that these rates can be adaptively attained without knowledge of the time of shift (change point) nor the amount of shift.

1. Introduction

Bandits with covariates, or contextual bandits, concern situations where the reward of an action depends on a current context \( x \), e.g., a patient’s medical record (actions are treatments), or a user’s profile and past history (actions are new products to propose). The problem is to maximize the total rewards of actions over time as similar contexts appear and rewards are observed over past actions. We consider the stochastic setting where covariates and rewards are jointly distributed at any time.

In the nonparametric version, little is assumed about the distribution of rewards over contexts, beyond Lipschitz conditions that capture the idea that rewards should be somewhat close for nearby contexts. Now suppose contexts are drawn from a fixed distribution; this ensures typicality, i.e., we can expect similar contexts to have appeared previously, so there is much potential to gradually learn the right actions for each context. Most recent advances have been made in nonparametric settings with a fixed distribution, with early consistency results in Yang et al. (2002), minimax rates in Rigollet and Zeevi (2010); Perchet and Rigollet (2013), followed by various refinements on the earlier algorithmic approaches (Reeve et al., 2018; Guan and Jiang, 2018).

However, it is understood that the distribution of contexts can change over time, e.g., seasonal changes in consumers’ profile and purchases, or the extension of clinical trials to new populations. This reality has received little attention so far\(^1\) in the nonparametric literature on the problem, although it has long been recognized in the more established parametric setting on contextual bandits, under various formalisms of often adversarial nature (Besbes et al., 2014; Hariri et al., 2015; Karnin and Anava, 2016; Luo et al., 2018; Liu et al., 2018; Wu et al., 2018; Chen et al., 2019; Chi Cheung et al., 2019).

\(^1\) We actually are not aware of any such work to date for the nonparametric setting.
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As an initial take on a nonparametric setting with changes in distributions, we focus attention to the less adversarial case of covariate-shift, a formalism often adopted in works on domain adaptation in classification, starting with Sugiyama et al. (2008); Cortes et al. (2008); Gretton et al. (2009); Ben-David and Urner (2012). For example, consider a situation where clinical trials are to be extended to a new population, or where the makeup of the underlying population changes unbeknownst to the experimenter. While the distribution on patients’ profiles \( X \) changes, the predictors in \( X \) (e.g., biometrics, medical history) are expected to remain predictive of treatment outcomes; in other words, the conditional distribution of rewards given \( X \) remains unchanged. Formally, in covariate-shift, \( Q_{Y|X} = P_{Y|X} \) but \( Q_X \neq P_X \), where \( P \) and \( Q \) denote previous and new joint-distributions on context-reward pairs \((X, Y)\).

**Algorithmic and Statistical Goals.** We are interested in achievable regret in the time period corresponding to a fixed distribution \( Q_X \) over contexts, right after one or multiple unknown shifts in context distribution. Let \( P_X \) be a previous such distribution. Intuitively, performance under \( Q_X \) depends on how far \( P_X \) is from \( Q_X \), since typical contexts under \( Q_X \) might not have been observed under \( P_X \). In particular, prior distributions \( P_X \) can bias an algorithm towards choices that are suboptimal to performance under \( Q_X \) (see Remark 2 for biased choices under typical nonparametric approaches). We therefore aim for a procedure which not only can automatically recover from such bias, but can draw as much benefit as possible from past covariate distributions \( P_X \), whenever they are not too far from \( Q_X \). As such, our analysis is more optimistic, and not only recovers the vanilla rates achievable without distributional shifts, but also integrates the information gained before the shift, resulting in faster rates. In particular, our regret bounds tightly characterize the effective amount of past experience contributed to \( Q \) by previous runs on earlier distributions \( P \)'s, in terms of both the length of previous runs and the discrepancies \( P_X \to Q_X \).

We remark that the covariate-shift problem in this setting is harder than in classification where established approaches would compare observed \( X \sim Q_X \) to prior observations \( X \sim P_X \) to evaluate and adjust to the change. Here, however, we might not know the change point, and therefore cannot readily identify which data is which: for example, in an ongoing clinical study, or online recommender system, seasonal shifts in population makeup are unlikely to be known a priori. Interestingly, while one might then try and detect such change points, we show that this is not necessary. Our proposed procedure automatically adapts to unknown change points, along with unknown levels of change in covariate distributions, while achieving regrets of near optimal order for the setting.

**Capturing distributional changes.** In order to admit a more natural range of covariate distributions across changes, we had to significantly relax the usual distributional conditions in prior work on nonparametric bandits. Namely, a so-called strong-density condition was always assumed, which roughly states that the density of covariates is nearly uniform on the support and greatly simplifies the analysis with respect to margin conditions on rewards (see Remark 1). We instead only assume that distributions are supported inside \([0, 1]^D\), yet are able to properly capture the benefits of margins in rewards through careful integration arguments. Such new arguments are likely of independent interest even in the vanilla bandit settings with no distributional shift.

Finally the relation between distributions across runs is captured through a so-called transfer-exponent adapted from earlier work on covariate-shift in classification (Kpotufe and Martinet, 2018).
Other Related Work. There is by now an expansive literature on parametric\(^2\) contextual bandits, ranging from fully adversarial to stochastic settings (see e.g., Hazan and Megiddo, 2007; Langford and Zhang, 2008; Bubeck and Cesa-Bianchi, 2012; Auer and Chiang, 2016; Rakhlin and Sridharan, 2016).

In the stochastic parametric setting, the earlier cited results (Besbes et al., 2014; Hariri et al., 2015; Karnin and Anava, 2016; Luo et al., 2018; Liu et al., 2018; Wu et al., 2018; Chen et al., 2019; Chi Cheung et al., 2019) are closest in spirit to the present work. However, they consider settings of a more adversarial nature, as their aim is to achieve regrets – over stationary periods of length \(\Delta_t\) – of similar order \(O(\sqrt{\Delta_t})\) as would have been achieved without distribution shifts; in other words, they contend that past experiences could adversarially affect regret over stationary periods, and the aim is to mitigate such adversity. In contrast, as we will see, past experience is actually useful under covariate-shift (to a variable extent depending on shift characteristics), as long as the bandits procedure is reasonably conservative in least-observed regions of context space. In a similar vein, Azar et al. (2013) considers a non-contextual setting where it is possible to benefit from previous experience. Moreover, the work assumes knowledge of the time of shift, whereas we do not.

In recent works on non-stationary bandits (Besbes et al., 2014; Luo et al., 2018; Chen et al., 2019; Chi Cheung et al., 2019), regret is expressed either in terms of the number of shifts or in terms of a budget on the total variation between subsequent distributions. The latter is somewhat more natural, as it captures a total shift in distribution rather than the number of shifts. In a similar natural way, our regret bounds are expressed over a total shift, as captured by an aggregate transfer-exponent, and thus do not worsen with the unknown number of shifts in distribution (see Theorem 2 of Appendix C, while for ease of presentation, Theorem 1 of the main text covers the case of a single unknown shift).

Slivkins (2014) considers nonparametric settings with Lipschitz rewards, however, with possibly adversarial non-stochastic contexts. Given adversarial assumptions on past contexts, the work requires more conservative procedures than ours (see e.g., experimental comparison in Appendix A). In particular, their regret bounds do not account for the benefits of margins in rewards between arms, which can significantly reduce achievable regrets. Nonetheless, their bounds are expressed in terms of notions of metric dimensions which can be tighter than the notion of box-dimension employed in the present work; however, their resulting bounds are only clearly tighter than ours in the regime without margin (\(\alpha = 0\) in our notation) since otherwise (e.g., for sufficient margin \(\alpha \geq d\)) our rates’ exponent changes to \(1/2\), i.e. no longer depend exponentially on dimension, which they cannot avoid without considering noise margin.

Finally, in the setting of active online regression with multiple domains, Chen et al. (2020) establishes adaptive regret guarantees in terms of the domain dimensions and durations.

We start with a formal setup in Section 2, followed by an overview of results in Section 3. Algorithms and proof ideas are discussed in Section 4.

2. Setup

2.1. Bandits With Covariate-Shift

We consider a finite set of actions (or arms) \([K] \doteq \{1, 2, \ldots, K\}\), and let \(Y \in [0, 1]^K\) denote the rewards of each action \(i \in [K]\). We assume that the covariate \(X\), lying in \(X' \doteq [0, 1]^D\), is jointly

\(^2\) The term characterizes settings displaying \(O(\sqrt{n})\) regrets, due to either parametric constraints on rewards or on hindsight baseline policies.
distributed with \(Y\), and we therefore assume a random independent sequence\(^3\) of covariate-reward pairs \(\{(X_t, Y_t)\}_{t \in \mathbb{N}}\), identically distributed over different and possibly unknown periods of time\(^4\).

**Single-shift vs Multiple shifts.** To simplify presentation, in the main part of the paper we focus on the case of a single shift in distribution, and analyze the case of multiple shifts in the appendix. The discussion loses little generality as the multiple shift case follows easily as shown in Appendix C.

In the simplest case of a single shift, we assume that for some \(n_P \geq 0\), possibly a priori unknown, the sequence \(\{(X_t, Y_t)\}_{t \in [n_P]}\) is i.i.d. according to a distribution \(P\), while \(\{(X_t, Y_t)\}_{t > n_p}\) is i.i.d. according to a new distribution \(Q\) with different marginals. We will be interested in performance under \(Q\), i.e., after such a shift.

**Assumption 1 (Covariate shift)** While the distribution of covariates \(X_t\) might change overtime, the conditional distribution of \(Y_t\mid X_t\) remains fixed (i.e., in our context \(Q_X \neq P_X\), but \(P_{Y|X} = Q_{Y|X}\)). In particular, the aim is to maximize expected rewards conditioned on \(X_t\); this is captured through the **fixed regression function** \(f: \mathcal{X} \rightarrow [0, 1]^K\) as \(f^i(x) = \mathbb{E}(Y^i|X = x), i \in [K]\).

In the bandits setting, a so-called policy\(^5\) (or bandit procedure) chooses actions at each round \(t\), based on observed covariates (up to round \(t\)) and passed rewards, whereby at each round \(t\) only the rewards \(Y^i_t\) of chosen actions \(i\) are revealed. We say an arm \(i\) is pulled if action \(i\) is chosen by the policy. We adopt the following formalism.

**Definition 1 (Policy)** A policy \(\pi = \{\pi_t\}_{t \in \mathbb{N}}\) is a random sequence of functions \(\pi_t: \mathcal{X}^t \times [K]^{t-1} \times [0, 1]^t \rightarrow [K]\). In an abuse of notation, in the context of a sequence of observations till round \(t\), we will let \(\pi_t \in [K]\) also denote the action chosen at round \(t\). In the case of a randomized policy, i.e., where \(\pi_t\) in fact maps to distributions on \([K]\), we will still let \(\pi_t \in [K]\) denote the (random) action chosen at round \(t\).

We let \(X_t = \{X_s\}_{s \leq t}, Y_t = \{Y_s\}_{s \leq t}\) denote the observed covariates and (observed and unobserved) rewards from rounds 1 to \(t\). The performance of a policy is evaluated as follows (visualized in Figure 1).

**Definition 2 (Cumulative regret)** Define the regret between rounds \(n_P < n\) of a policy \(\pi\), as

\[
R_{n_P, n}(\pi) = \sum_{t = n_P + 1}^{n} \max_{i \in [K]} \left( f^i(X_t) - f^{\pi_t}(X_t) \right).
\]

In our context of a shift to \(Q\), we often will use the short notation \(R^Q_n(\pi)\) to denote \(R_{n_P, n}(\pi)\).

The oracle policy \(\pi^*\) refers to the strategy that maximizes the expected reward at any round \(t\), and is given by \(\pi^*_t(X_t) = \arg\max_{i \in [K]} f^i(X_t)\). The regret of a policy \(\pi\) is therefore the **excess** expected reward of \(\pi^*\) relative to \(\pi\) over \(X_n\). We seek a policy \(\pi\) that minimizes \(\mathbb{E}_{X_n, Y_n} R^Q_n(\pi)\).

We emphasize that, while we will be interested in regret over particular periods \(n_P + 1 : n\) (corresponding to a fixed \(Q\)), it is understood by definition that \(\pi\) runs starting at \(t = 1\), and \(R^Q_n(\pi) = R_{n_P, n}(\pi)\) therefore depends on prior decisions up till time \(n_P\). Finally, usual bounds for stationary distributions are recovered simply by letting \(n_P = 0\).

---

3. The indexing set \(\mathbb{N}\) denotes the natural numbers excluding 0.
4. We use the terms time \(t\) or round \(t\) interchangeably, the latter in the context of a procedure.
5. We remark that the term policy is often used to denote a mapping from state (or covariate) to action; here we simply equate it with any decision procedure taking action based on current and past observations.
Fig. 1: We are interested in the regret $R_n^Q(\pi)$, w.r.t. a static distribution phase $Q$, restricted to the corresponding rounds.

2.2. Nonparametric Setting

Our main assumptions below are stated under the $\ell_\infty$ norm on $[0,1]^D$ for convenience, as we build our procedures $\pi$ over regular grids of $[0,1]^D$. It should be clear however that the relevant conditions hold under any norm (e.g., any $\ell_p$, $p \geq 1$) when they hold under $\ell_\infty$, by the equivalence of $\mathbb{R}^d$ norms.

- **Standard Assumptions and Conditions.** We assume, as in prior work on nonparametric contextual bandits (Rigollet and Zeevi, 2010; Perchet and Rigollet, 2013; Slivkins, 2014; Reeve et al., 2018; Guan and Jiang, 2018), that the regression function is Lipschitz, with some known upper-bound $\lambda$ on the Lipschitz constant (often simply assumed to be 1).

**Assumption 2 (Lipschitz $f$)** There exists $\lambda > 0$ such that for all $i \in [K]$ and $x, x' \in \mathcal{X}$,

$$|f^i(x) - f^i(x')| \leq \lambda \|x - x'\|_{\infty}. \quad (1)$$

Furthermore, the difficulty of detecting the optimal arm $\pi^*(x)$ at any $x$ is parametrized through the following margin condition of $f$ w.r.t. $Q$, originally due to Tsybakov et al. (2004) (for nonparametric classification).

**Definition 3 (Margin Condition)** Let $f^{(1)}(x)$, $f^{(2)}(x)$ denote the highest and second highest values of $f^i(x), i \in [K]$, if they are not all equal; otherwise let $f^{(1)}(x) = f^{(2)}(x)$ be that value. There exists $\delta_0 > 0, C_\alpha > 0$ so that $\forall \alpha \in [0, \delta_0]$,

$$Q_X(0 < |f^{(1)}(X) - f^{(2)}(X)| \leq \delta) \leq C_\alpha \delta^{\alpha}. \quad (2)$$

In particular, the above is always satisfied with at least $\alpha = 0$. Intuitively, the larger the margin $f^{(1)}(x) - f^{(2)}(x)$ at $x$, the easier it is to detect the best arm, in the sense that a rough approximation to $f$ is sufficient. The above condition, common in prior work on nonparametric bandits, encodes the margin distribution under $Q_X$. Interestingly, we need no assumption on the margin distribution under $P_X$, although our setting assumes that the procedure $\pi$ is first ran on covariates $X_t \sim P_X, t \leq np$; in fact, we will see that we only need to ensure that $\pi$ maintains good choices of arms for every potential $x \in \mathcal{X}$, along with sufficient arm pulls, up till the distribution shifts at round $np + 1$.

- **A Relaxed Distributional Condition.** In this work we only assume that marginals $P_X, Q_X$ are supported in $[0,1]^D$. The following definition then serves to capture the complexity of a support. The quantity $d$ therein, called a box dimension, can be viewed as capturing the intrinsic dimension of the support $\mathcal{X}_Q$: low-dimensional supports intersect fewer cells of a partition of $[0,1]^D$. We need no direct condition on past distributions $P_X$, as we simply need to capture their discrepancy from $Q_X$. 

---

---
Definition 4 (Support complexity) For $r \in \{2^{-i} : i \in \mathbb{N}\}$, let $\mathcal{P}_r$ denote the regular partition of $[0, 1]^D$ into hypercubes of side length $r$. Denote by $\mathcal{G}(\mathcal{X}_Q, r)$ the number of cells of $\mathcal{P}_r$ which intersect $\mathcal{X}_Q$. We say that $\mathcal{X}_Q$ has $(C_d, d)$ box dimension, for $d \geq 1$, $C_d \geq 1$, if $\forall r \in (0, 1]$, $\mathcal{G}(\mathcal{X}_Q, r) \leq C_d \cdot r^{-d}$.

The condition clearly holds for at least $d = D$, and would imply faster rates when $d \ll D$. It has been employed as a measure of the complexity of a data space, and we refer the reader, e.g., to Scott and Nowak (2006); Clarkson (2006) for detailed expositions.

We emphasize that we do not assume knowledge of such support complexity $d$.

Remark 1 (Strong Density Condition) Prior cited work on nonparametric contextual bandits invariably assumed that $Q_X$ is nearly uniform on its support, namely that for any ball $B$ of radius $r$, $Q_X(B) \gtrsim r^d$ for some $d$ ($d = D$ is usual). This in particular ensures that, uniformly over the data space, any small region receives a sufficient amount of covariates $X$’s for good estimation of the expected reward $f$ at candidate arms; this simplifies both algorithmic design and analysis. This is not the case here, and we therefore require refined algorithmic choices and integration arguments.

• Quantifying the Shift from $P$ to $Q$. Next we aim to quantify how much the earlier covariate distribution $P_X$ differs from the shift $Q_X$. Intuitively, $P_X$ has information on $Q_X$ if it yields data useful to $Q_X$, in other words, if it has sufficient mass in regions of large $Q_X$ mass. The next condition, adapted from recent work (Kpotufe and Martinet, 2018) on classification, parametrizes such intuition.

Definition 5 We call $\gamma \geq 0$ a transfer exponent between $P_X$ and $Q_X$, if $\exists C_\gamma \geq 0$ such that, for all $\ell_\infty$ balls $B \subset [0, 1]^D$ of diameter $r \in (0, 1]$, we have $P_X(B) \geq C_\gamma \cdot r^\gamma \cdot Q_X(B)$.

Note that the above condition always holds with at least $\gamma = \infty$ (this occurs, e.g., when $Q_X$ has mass outside $P_X$’s support). The larger the shift, the larger $\gamma$, with $\gamma = 0$ capturing the mildest such shifts in covariate distribution. Some examples, borrowed from Kpotufe and Martinet (2018), are given in Figure 2. As we will see, the transfer exponent $\gamma$ manages to tightly capture a continuum of easy to hard shifts in covariate distributions as evident in achievable regret rates $R_Q^Q$ over the period corresponding to the current distribution $Q_X$. 

Fig. 2: Some settings with $0 < \gamma < \infty$. Left: $Q_X$ is of smaller dimension $d$, while $P_X$ is of higher dimension $d_P$ (with gray support); $\gamma$ can then be shown to be $(d_P - d)$ under mild regularity. Center: the density $f_P \propto |x|^\gamma$ goes fast to 0, while $f_Q$ is uniform; $f_Q/f_P$ then diverges (so density ratios, and $f$-divergences are ill defined). Right: $P_X$ moves mass away from regions of large $Q_X$ mass, with relative densities captured by $\gamma$ and the size of the region ($r$).
3. Results Overview

A common algorithmic approach in nonparametric contextual bandits, starting from earlier work (Rigollet and Zeevi, 2010; Perchet and Rigollet, 2013), is to maintain tree-based (regression) estimates \( \hat{f}_t \) of the expected reward function \( f \), so that at any time \( t \), upon observing \( X_t \), only those arms \( i \) with \( f^*(X_t) \) close to \( f^{(1)}(X_t) \) might be played. This assumes a good estimate of \( f \) at any time \( t \), which in the context of tree-based estimates boils down to choosing an optimal level in the tree – where each level \( r \) corresponds to a piecewise-constant regression estimate \( f_t \) over bins of side-length \( r \) in \( X \).

**Remark 2 (Crucial algorithmic choices can be biased)** Assuming a strong density condition on \( Q_X \) (where balls of radius \( r \) have mass of order \( r^d \) for some \( d \)), in the usual setting with a stationary distribution \( Q \), an optimal level \( r = r_t \) is chosen as \( O(t^{-1/(2+d)}) \) yielding optimal regression that would result in the best provable regret rates (Rigollet and Zeevi, 2010). However, suppose in our context with distribution drift that covariates were at first distributed as \( P_X \), forcing a different choice of level \( O(t^{-1/(2+d_P)}) \), i.e., under a different covariate dimension \( d_P \). This would be suboptimal under \( Q_X \), which we wish to quickly detect.

Furthermore, under our relaxed conditions on \( Q_X \), it turns out that the optimal oracle choice of level \( r_t \) (even for a fixed distribution) is of the form \( t^{-1/(2+\alpha+d)} \) – i.e., higher levels in terms of unknown margin parameter \( \alpha \) – so as to ensure sufficient samples near decision boundaries.

The right choice of level is further complicated in context with distributional shift: if we want to optimally benefit from past observations under \( P \), after the shift to \( Q \), the optimal choice of level has to also account for the discrepancy between \( P \) and \( Q \) (as captured here by \( \gamma \)). As it turns out, a first analysis (not shown, but implicit in our arguments) reveals that the optimal choice of level is then of the form \( r_t(\gamma, n_P) = O(\min\{n_P^{-1/(2+\alpha+d+\gamma)}, (t - n_P)^{-1/(2+\alpha+d)}\}) \), i.e., now also depends on unknown discrepancy level \( \gamma \), and potentially unknown change point \( n_P \). A main aim is therefore to design a procedure which, without such knowledge, still makes near optimal adaptive choices of levels at any time \( t \).

Our adaptive strategies, detailed in Section 4, rely directly on the relative proportions of samples observed on a path from the root of a tree \( T \) down to a leaf containing \( X_t \). Roughly, let \( n_r(X_t) \) denote the covariate count in the bin containing \( X_t \) at level \( r \) (by time \( t \)) locally at \( X_t \). We then choose, roughly, the smallest level \( r \) such that \( n_r^{-1}(X_t) \leq r^2 \). For intuition, this choice roughly balances regression variance (controlled by \( n_r^{-1} \)) and bias (controlled by \( r \)). Such a choice stems from prior insights on adaptive tree-based regression with fixed data distribution but unknown \( d \) (see e.g. Kpotufe and Dasgupta, 2012), which we show here to yield a regression rate similar to that of the oracle choice \( r_t(\gamma, n_P) \). As a result, we can automatically adapt to unknown problem parameters \( d, \gamma, \alpha, n_P \) while the algorithm remains agnostic to underlying shifts in covariate distribution.

However, such an adaptive choice introduces nontrivial book-keeping issues which complicate the analysis. Namely, the number of observed rewards for a given arm \( i \) – which drive the estimates \( \hat{f}_t \) – might significantly differ from the number of covariates \( n_r(X_t) \) in a bin, as we eliminate suboptimal arms over time. Further care is thus required for such book-keeping on observed rewards (or arm pulls).

**Adaptive Bandits.** Our main theorem considers an adaptive policy \( \pi \) given by the randomized procedure of Algorithm 1 from Section 4, which operates with a confidence parameter \( \delta \in (0, 1) \). While \( \pi \) is randomized to simplify choices of arms to pull, we note that a deterministic variant with similar guarantees is feasible (see Remark 7).
As previously mentioned, the first theorem below is stated under a single change in distribution $P_X \rightarrow Q_X$, for simplicity of presentation, while a similar result for multiple (unknown) changes in distribution is given in Appendix C.

Just as in previous work for the stationary case, the margin parameter $\alpha$ needs not be known, while in addition here, we do not need to know the drift parameters $n_P, \gamma$, nor the dimension $d$ of $Q_X$ either. The expectation in the statement below is over the entire sequence $X_n, Y_n \sim P^n P \times Q^{n-n_P}$, plus the randomness in $\pi$.

**Theorem 1** Let $\pi$ denote the procedure of Algorithm 1, ran, with parameter $\delta \in (0, 1)$, up till time $n > n_P \geq 0$, with the change point $n_P$ possibly unknown. Suppose $P_X$ has unknown transfer exponent $\gamma$ w.r.t. $Q_X$, that $Q_X$ has $(C_d, d)$ box dimension, and that the average reward function $f$ satisfies a margin condition with unknown $\alpha$ under $Q_X$. Let $n_Q = n - n_P$ denote the (possibly unknown) number of rounds after the drift, i.e., over the phase $X_t \sim Q_X$. We have for some $C > 0$:

$$\mathbb{E} R^Q_n(\pi) \leq C n_Q \left[ \min \left( \left( \frac{K \log (K/\delta)}{n_P} \right)^{\frac{a+1}{2+a+d+\gamma}}, \left( \frac{K \log (K/\delta)}{n_Q} \right)^{\frac{a+1}{2+a+d+\gamma}} \right) + \frac{K \log (K/\delta)}{n_Q} + n_0 \right]$$

The following corollary is immediate.

**Corollary 1** Under the setup of Theorem 1, letting $\delta = O(1/n^2)$ yields:

$$\mathbb{E} R^Q_n(\pi) \leq C n_Q \left[ \min \left( \left( \frac{K \log (K n)}{n_P} \right)^{\frac{a+1}{2+a+d+\gamma}}, \left( \frac{K \log (K n)}{n_Q} \right)^{\frac{a+1}{2+a+d+\gamma}} \right) + \frac{K \log (K n)}{n_Q} \right]$$

The above rates interpolate between two terms: one involving $n_P$ past observations and the drift parameter $\gamma$, the other involving $n_Q$. This second term is of the form $n_Q^{-\frac{a+1}{2+a+d+\gamma}}$ and is attained by the adaptive $\pi$ when there is no drift, i.e., for $n_P = 0$. Note that, under the strong density assumptions of Rigollet and Zeevi (2010); Perchet and Rigollet (2013), the regret would have been $n_Q^{-\frac{a+1}{2+a+d+\gamma}}$, i.e., smaller due to the easier setting (our rates for the same algorithm would in fact be of the same order under the strong density assumption; see Theorem 5 of Appendix D).

The regret of $n_Q^{-\frac{a+1}{2+a+d+\gamma}}$, for $n_P = 0$, is however tight under our relaxed assumptions on $Q_X$: this becomes evident by noticing that the corresponding average regret of $n_Q^{-\frac{a+1}{2+a+d+\gamma}}$ matches minimax lower-bounds of Audibert and Tsybakov (2007) for classification under equivalent nonparametric conditions (see Remark 4 below).

For $n_P > 0$, the regret, interpolating both terms, can be rewritten as $n_Q \cdot \left( \frac{n_P}{n_P} + n_Q \right)^{-1\frac{a+1}{2+a+d+\gamma}}$ for $d_\gamma = (2 + \alpha + d)/(2 + \alpha + d + \gamma)$; in other words $n_P^{-d_\gamma}$ can be viewed as the effective amount of past experience contributed despite the drift; the quantity $n_P^{-d_\gamma}$ is largest when $\gamma = 0$, lowering regret, and vanishes as $\gamma \rightarrow \infty$, i.e., with larger discrepancy between $P_X$ and $Q_X$. At $\gamma = \infty$, e.g., when $Q_X$ has sizable mass outside the support of $P_X$, past experience under $P_X$ can only improve constants in the regret under $Q$, as the rate defaults to what it would have been under $Q$ without distributional shift. Such intuition on adapting to increasing $\gamma$ is confirmed in simulations (Figure 3).

**Corollary 2 (total regret vs. $R^Q_n$)** Under the setup of Theorem 1, suppose also that the support of $P_X, \mathcal{X}_P$, has $(C_{d_P}, d_P)$ box dimension and that the reward function $f$ additionally satisfies a margin
Fig. 3: Simulation Results. \( Q_X \sim \mathcal{U}([0, 1]^2) \), \( P_X \) has density \( \propto \|x\|^\gamma_2 \), \( K = 3 \) arms, with rewards \( Y_i = f_i(X) + \mathcal{N}(0, 0.05), i \in [K] \), where \( f_i(x) \propto \sum_k \omega_i,k (1 - \|x - z_k\|_2/r_k^2) \) for 25 randomly placed bumps with centers \( z_k \), Rademacher signs \( \omega_i,k \in \{\pm 1\} \), and radius \( r_k \). A profile of \( f \) is shown on the left, with lower gradient colors corresponding to least margins (white meaning no margin). The right plots average 20 runs of Algorithm 1, and verify the guarantees of Theorem 1, namely that the procedure adapts to unknown shift parameters \( n_p \) and \( \gamma \). In particular, the amount of past experience \( n_d \) clearly helps, and how much it helps depends on the level of shift \( P \rightarrow Q \) as captured by \( \gamma \). We also compare Algorithm 1 to an adversarial nonparametric contextual bandits algorithm from Slivkins (2014) in Appendix A.

**Remark 3 (Multiple shifts)**  As previously mentioned, the results readily extend to the case of multiple changes in distribution before time \( n_p \), with \( \gamma \) above replaced by a weighted average \( \bar{\gamma} \) of transfer exponents between past \( P_X \)'s and the current \( Q_X \) (see Theorem 2 of Appendix C).

**Remark 4 (Lower Bounds)**  Finally, we note that the above rates are tight (up to \( \log \) terms) in the sense that the average regret \( \left( n_d^p + n_Q \right)^{\frac{\alpha + 1}{2 + \alpha + 1 + d \gamma}} \) matches minimax lower bounds for classification under covariate-shift of (Kpotufe and Martinet, 2018). Formally, by a simple reduction via online-to-batch conversion, the contextual bandit problem is at least as hard as its classification counterpart (see discussion and Corollary 6 in Appendix D).

4. Algorithms and Analysis Overview

4.1. Algorithm Overview

All algorithms build on a dyadic partitioning tree \( T \) defined as follows.
Algorithm 1 Adaptive Bandits

1: **Requires:** upper bound on Lipschitz constant \( \lambda \geq 1 \), set of arms \([K]\), tree \( T \) with levels \( r \in \mathcal{R} \)
2: **Input Parameters:** \( \delta \in (0, 1) \), covariates \( X_1, X_2, \ldots \)
3: **Initialization:** For any bin \( B \) at any level in \( T \), set \( \mathcal{I}_B \leftarrow [K] \)  
   # Set of candidate arms in \( B \).
4: for \( t = 1, 2, \ldots \) do
5:     if \( t \leq [8K \log(K/\delta)] \), play a random arm \( i \in [K] \) selected with probability \( 1/K \).
6:     Otherwise, for \( t > [8K \log(K/\delta)] \):
7:         **Choose a level** \( r_t \in \mathcal{R} \) for \( X_t \); \( r_t \leftarrow \min \{ r \in \mathcal{R} : r \geq \sqrt{8K \log(K/\delta) \over n_r(X_t)} \} \)
8:         **Update candidate arms for the bin** \( B \) containing \( X_t \) at level \( r_t \):
9:             Set \( \mathcal{I}_B \leftarrow \bigcap_{B' \in T, B \subseteq B'} \mathcal{I}_{B'} \)  
                    # Discard arms previously discarded by ancestor bins
10:        Compute \( \hat{f}^i_t(B) \) for any \( i \in \mathcal{I}_B \) over \( B \)  
            # See Definition 7 for estimate \( \hat{f}^i \)
11:        Refine candidate arms: \( \mathcal{I}_B \leftarrow \mathcal{I}_B \setminus \{ i : \hat{f}^i_t(B) < \hat{f}^i_t(B) - 8\lambda r_t \} \).
12:        **Play a random arm** \( i \in \mathcal{I}_B \) selected with probability \( 1/|\mathcal{I}_B| \).
13: end for

**Definition 6 (Partition Tree)** Let \( \mathcal{R} = \{2^{-i} : i \in \mathbb{N} \cup \{0\}\} \), and let \( T_r, r \in \mathcal{R} \) denote a regular partition of \([0, 1]^D\) into hypercubes (which we refer to as bins) of side length (a.k.a. bin size) \( r \). We then define the dyadic tree \( T = \{ T_r \}_{r \in \mathcal{R}} \), i.e., a hierarchy of nested partitions of \([0, 1]^D\). We will refer to the level \( r \) of \( T \) as the collection of bins in partition \( T_r \). The parent of a bin \( B \in T_r, r < 1 \) is the bin \( B' \in T_{2r} \) containing \( B \); child, ancestor and descendant relations follow naturally. The notation \( T_r(x) \) will then refer to the bin at level \( r \) containing \( x \).

Note that, while in the above definition, \( T \) has infinite levels \( r \in \mathcal{R} \), at any round \( t \) in a procedure, we implicitly only operate on the subset of \( T \) containing data. Our procedures, as in prior work on nonparametric bandits, maintain estimates \( \hat{f} \) of the average reward function \( f \) over levels of \( T \).

**Definition 7 (Regression estimates and arm pull counts)** At any round \( t > [8K \log(K/\delta)] \), for any bin \( B \) at any level in the tree, we define the following regression estimate for arm \( i \):

\[
\hat{f}_t^i(B) \doteq \frac{1}{m_i(B, t)} \sum_{X_s \in B, s \leq t-1, \pi_s = i} Y_s^i,
\]

where \( m_i(B, t) \) denotes the number of times arm \( i \) was pulled in \( B \) before time \( t \). If \( m_i(B, t) = 0 \), we take \( \hat{f}_t^i(B) = 0 \). For any \( B \) at level \( r \) in the tree, \( \hat{f}_t^i(B) \) serves as a regression estimate for any covariate \( x \in B \). We often drop \( B \) or \( t \) in the above definitions, when understood from context.

**Definition 8 (Covariate counts)** Let \( B = T_r(X_t) \). We write: \( n_r(X_t) = \sum_{s \in [t-1]} 1 \{ X_s \in B \} \).

At any round \( t \), upon observing \( X_t \), a level \( r_t \) is chosen according to the covariate counts \( n_r(X_t) \) along the path \( \{ T_r(X_t) \}_{r \in \mathcal{R}} \). Roughly, \( r_t \) is picked as the smallest \( r \in \mathcal{R} \) such that \( 1/\sqrt{n_r(X_t)} \leq r \). The level \( r_t \), more precisely the bin \( B = T_{r_t}(X_t) \) containing \( X_t \) at that level, then determines the estimate \( \hat{f}(B) \) to be used at time \( t \).

To understand this choice, recall that a main aim is to quickly identify which arms are suboptimal – and shouldn’t be pulled for \( X_t \), and we ought to therefore use a good estimate of \( f(X_t) \). We
will show that \( r_t \) indeed provides such an estimate at a near optimal regression rate in terms of unknown \( n_P \) and \( \gamma \) (see Lemma 6). In particular, the covariate counts \( n_r(X_t) \), at any level \( r \), account for covariates from both \( P_X \) and \( Q_X \), whenever \( t > n_P \). Intuitively, we will then expect \( n_r(X_t) \approx n_P \cdot P_X(T_r(X_t)) + (t - 1 - n_P) \cdot Q_X(T_r(X_t)) \gtrsim n_P \cdot r^d + (t - 1 - n_P) \cdot r^d \). The choice of \( r_t \) can then be shown to properly balance regression variance and bias in terms of unknown \( n_P \) and \( \gamma \).

Once this choice is made, only those arms deemed safe are pulled for \( X_t \) at time \( t \). These so-called candidate arms are maintained as \( I_B \subseteq [K] \) for each bin \( B \) over time, and exclude identified suboptimal arms whose average rewards are clearly below that of the unknown best arm \( \pi^*(x) \) for any \( x \in B \). In particular, suppose at any time \( t \), we can ensure that \(|\hat{f}_i^2(B) - f_i(x)| \lesssim r_t \) for all remaining arms \( i \) over \( x \in B \). Then we can safely discard \( i \) if \( \hat{f}_i^2(B) - \hat{f}_i^2(B) \gtrsim r_t \). It then makes sense to also discard such an arm in all descendants of \( B \).

Remark 5 (Margin Adaptation) Adaptation to the unknown margin parameter \( \alpha \) comes through such decisions over \( I_B \). Namely, if the margin \( f^{(1)}(x) - f^{(2)}(x) \gtrsim r_t \) for all \( x \in B \), then all suboptimal arms are discarded by time \( t \) so we suffer no regret for \( X_t \in B \) at time \( t \). Otherwise, all arms \( i \) left in \( I_B \) satisfy \( f^{(1)}(x) - f^*(x) \lesssim r_t \), for \( x \in B \), i.e., a bound on regret; on the other hand, the margin distribution ensures that the \( Q_X \)-probability of \( X_t \) landing in such a bin with low margins is small (if \( r_t \) were not a function of \( X_t \)). The main difficulty is to ensure that \( r_t \) is of the right order in terms of \( t \) and the unknown \( n_P, \gamma \), even though it can significantly differ over the spatial location of \( X_t \) (as we have minimal assumptions on covariate distributions – see Section 4.2 below).

Remark 6 (Book-keeping) As discussed earlier, our adaptive choice of level \( r_t \) brings in additional difficulty in the book-keeping of arm pulls. In fact, the above discussion assumes that covariate counts \( n_r(X_t) \) (used in choosing \( r_t \), towards adapting to unknown \( n_P, \gamma \)) and arm-pull counts \( m_t(B, i) \) (used in estimating \( \hat{f}_i(B) \)) are of similar order. However, this needs not be the case for a couple reasons. First, a single arm \( i \) is pulled whenever a covariate \( X_t \) lands in a bin \( B \) so that \( m_t(B, i) \) is not updated for \( j \neq i \) even though covariate counts for \( B \) are. Second, more nuanced, the following situation can happen since we can have \( r_t > r_{t-1} \) as \( X_t, X_{t-1} \) fall in different regions of space: in a given bin \( B \) chosen at time \( t \), some arms in \( I_B \) might have been eliminated in a descendant of \( B \) at an earlier time, and therefore not pulled as much as other arms in \( I_B \). Such situations do not arise under more common global choice of \( r_t \leq r_{t-1} \), i.e., where choices of levels are monotonic in time.

It turns out that, in fact, enough regularity is built into our adaptive choice to mitigate this issue, namely our choices of levels are approximately monotonic in that a descendant of \( B \) cannot be chosen before the first time \( B \) is ever chosen. This fact, and its implications, are outlined below in Section 4.2.

Remark 7 (Deterministic Alternative) We note that a deterministic alternative to Algorithm 1 should be possible, by properly scheduling arms to be played in a round-robin fashion over \( I_B \). We instead focus in the present work on the simpler random choice as the additional technicality appears to add no significant further insight.

4.2. Outline for the Proof of Theorem 1

Continuing on the discussion of Section 4.1, here we give an outline of the proof of Theorem 1. Supporting lemmas, propositions, and their proofs are found in Appendix B.
• **Bounding the regression error.** First, it is easy to verify that the criterion for choosing \( r_t \) on Line 7 of Algorithm 1 is well-defined for \( t > \left\lceil 8K \log(\frac{K}{\delta}) \right\rceil \), that is, the set being minimized over is non-empty as it contains at least \( r = 1 \). At any such round \( t \) with selected bin \( B = T_{r_t}(X_t) \), we have by standard arguments (Lemma 1 Appendix B) that, with probability at least \( 1 - \delta \) (over random rewards, conditioned on all past covariates):

\[
\forall x \in B, i \in \mathcal{I}_B : |\hat{f}^i_t(B) - f^i(x)| \leq \sqrt{\frac{\log(2K/\delta)}{m_t(B, i)}} + 2\lambda r_t. \tag{3}
\]

Note that the first term on the RHS above contains \( m_t(B, i) \) while the second term \( r_t \) is chosen according to \( n_{r_t}(X_t) \). Following the discussion of Remark 6, we will relate these two terms by arguing that \( m_t(B, i) \geq n_{r_t}(X_t) \). To this end, as we will see, it will suffice to show that the first time \( B \) is picked, say at time \( s \leq t \), we indeed have \( m_s(B, i) \geq n_{r_s}(X_s) \) (where, by assumption, \( r_s = r_t \) since \( B \) is picked).

Therefore, suppose \( B \) is first visited at round \( s \leq t \). We establish in Lemma 2 that no descendant of \( B \) had been selected by time \( s \). Thus, at time \( s \), the second situation described in Remark 6 has not happened, i.e., no arm in \( \mathcal{I}_B \) has been eliminated in a descendant bin of \( B \). In other words, all arms in \( \mathcal{I}_B \) are expected to have so far been pulled the same amount of time, roughly \( \frac{n_{r_s}(X_s)}{|\mathcal{I}_B|} \). More precisely, as established w.h.p. in Lemma 3 via concentration, we have that \( m_s(B, i) \geq n_{r_s}(X_s)/(4K) \) for all \( i \in \mathcal{I}_B \).

Pulling it all together, observe that \( m_t(B, i) \geq m_s(B, i) \), while by the definition of \( r_s \) (Line 7 of Algorithm 1), we have \( \sqrt{1/n_{r_s}(X_s)} \leq r_s = r_t \), thus relating \( m_t(B, i) \) to \( r_t \).

Formally, plugging back into (3), we have:

\[
\forall x \in B, i \in \mathcal{I}_B : |\hat{f}^i_t(B) - f^i(x)| \leq \sqrt{\frac{\log(2K/\delta)}{m_s(B, i)}} + 2\lambda r_t \leq \sqrt{\frac{4K \log(2K/\delta)}{n_{r_s}(X_s)}} + 2\lambda r_t \leq 4\lambda r_t,
\]

establishing that the regression error at round \( t \) is at most \( 4\lambda r_t \) with high probability.

• **Relating regression error to the regret at time \( t \).** So far we have established that (4) holds with high probability at all rounds \( t \). It follows that, given our elimination criteria whereby we only discard an arm \( i \) if \( \hat{f}^i_t(B) - \hat{f}^i_t(B) \geq 8\lambda r_t \), the best arm for any \( x \in B \) is never discarded (Corollary 3), before or after the unknown shift time \( n_P \). In particular for \( t > n_P \), it follows by simple triangle inequalities that the regret \( |f^{(1)}(X_t) - f^{(m)}(X_t)| \leq \lambda r_t \) (Corollary 4).

Furthermore, we can similarly argue that whenever (4) holds at some \( x \in B \) with sufficient margin \( f^{(1)}(x) - f^{(2)}(x) \geq \lambda r_t \), the regret must be 0 at time \( t \), since then all suboptimal arms would have been eliminated (Corollary 4). This was discussed in Remark 5, and comes in handy below as we integrate the margin parameter \( \alpha \) into the regret bound (last bullet point).

• **Relating adaptive \( r_t \) to an oracle choice \( r^*_t \).** Next, we show that at each round \( t > n_P \), \( r_t \) is of small order in terms of \( n_P \) and \( t \). To this end, we will show that it cannot lead to worse regression estimates than a suitable global choice \( r^*_t \) (that in turn can be shown to yield optimal regret). First, Proposition 2 establishes that \( r_t \) satisfies:

\[
\lambda r_t \leq \min_{r \in \mathbb{R}} \{ n_r(X_t)^{-1/2} + \lambda r \}, \tag{5}
\]
in other words, by (3) (and the ensuing discussion leading to (4)), \( \lambda r_t \) is at most the best variance plus bias terms achievable by any other choice of level \( r \), in particular, any suitable \( r^*_t \). Therefore, consider \( r^*_t = r_t(\gamma, n_P) \), the oracle choice of level introduced in Section 3. As discussed, it will later become clear that it leads to our main (tight) upper-bound on regret. Formally, we define \( r^*_t \) as the smallest level \( r \in \mathcal{R} \) greater than or equal to

\[
\min \left( \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{1}{2+\alpha+d}}, \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+\alpha+\eta}} \right),
\]

where, to further simplify notation, we let \( \tau = t - n_P - 1 \), the time elapsed after round \( n_P \). Clearly, as discussed before, the choice \( r^*_t \) requires knowledge of all parameters \( n_P, \gamma, \alpha, d \), and is independent of \( X_t \) (it is a global choice at time \( t \)). Following (5), we can relate \( r_t \) to \( n_{r^*_t}(X_t) \) (and \( r^*_t \)). We therefore proceed to bounding \( n_{r^*_t}(X_t) \) as follows.

First, we restrict attention to times \( t \) where \( X_t \) falls in a bin of sufficient mass (for concentration) at level \( r^*_t \) (since the probability of \( X_t \) not falling in such a bin is negligible). To this end, define the event

\[
A_t = \left\{ \max(\tau Q_X(T^*_t(X_t)), n_P P_X(T^*_t(X_t))) \geq 8 \log(1/\delta) \right\}.
\]

Under event \( A_t \), by a Chernoff bound (Proposition 3), with probability at least \( 1 - \delta \) (over random rewards, conditioned on \( X_t \) and \( A_t \)):

\[
n_{r^*_t}(X_t) \gtrsim \max(\tau Q_X(T^*_t(X_t)), n_P P_X(T^*_t(X_t))). \tag{6}
\]

Then, combining (5) with (6), and recalling (4), gives the following bound on \( \lambda r_t \):

\[
\lambda r_t \lesssim \sqrt{\frac{K \log(K/\delta)}{n_{r^*_t}(X_t)}} + \lambda r^*_t \lesssim \sqrt{\frac{K \log(K/\delta)}{\max(\tau Q_X(T^*_t(X_t)), n_P P_X(T^*_t(X_t)))}} + \lambda r^*_t \tag{7}
\]

\[
\approx \sigma^*_t + \lambda r^*_t.
\]

Equipped with this upper-bound in terms of \( r^*_t \), we are now ready to take expectation (over all randomness till time \( t \)) and properly account for the margin parameter \( \alpha \). Now, as \( \lambda r_t \) controls the regret (either upper-bounds it, or drives it to 0 under margin as discussed above), so does \( \sigma^*_t + \lambda r^*_t \) (where \( \sigma^*_t \) is the first term on the R.H.S. of (7), and can be viewed as the regression variance induced by choosing level \( r^*_t \)).

- **Expected regret at time \( t \): integrating over margin distribution.** The arguments below constitute a second departure (on top of the above adaptive choice of \( r_t \)) from traditional analyses of Lipschitz bandits, due to the fact that we don’t constrain the covariate distribution to be near-uniform, nor even stationary (see Remark 8 on how the usual uniform conditions remove much of the technicality herein). As a result, although \( r^*_t \) is independent of location \( X_t \), the variance term \( \sigma^*_t \) can vary significantly with the random choice of \( X_t \) (as different bins at level \( r^*_t \) can have significantly different mass). This has to therefore be carefully integrated into the margin distribution across space. Since we consider a fixed round \( t \) for now, let \( X \doteq X_t \) to simplify notation.

Therefore, let \( \delta_f(X) \doteq f^{(1)}(X) - f^{(2)}(X) \) be the margin at \( X \). Next, we recall and condition on all the favorable events discussed thus far. First, let \( G_t \) be the event that (4) holds and, for rounds \( t > n_P \), additionally that (6) holds. Let \( F_t \doteq \cap_{s=1}^t G_s \). As a reminder, \( F_t \) occurs with high
probability so we can safely condition on this event in taking expectation. As discussed so far, under event $F_t$, a non-zero regret (at most $r_t$) is incurred at time $t$ only if $\delta_f(X) \leq r_t$. In other words, we have:

$$
\mathbb{E}[(f^{(1)}(X) - f^{\pi_t}(X))1\{F_t\}] \leq \mathbb{E}[(f^{(1)}(X) - f^{\pi_t}(X))1\{(f^{(1)}(X) - f^{\pi_t}(X)) \lor \delta_f(X) \leq \sigma^* + r^*_t\}]
\leq \mathbb{E}[r^*_t \cdot 1\{0 < \delta_f(X) \leq r^*_t\}] + \mathbb{E}[\sigma^*_t \cdot 1\{0 < \delta_f(X) \leq \sigma^*_t\}].
$$

(8)

where, in the second inequality above, we use $1\{x \leq a + b\} \leq 1\{x \leq 2a\} + 1\{x \leq 2b\}$. By the margin condition (Definition 3), the first term on the R.H.S. of (8) is of order at most $(r^*_t)^{1+\alpha}$. The main technicality left is to show that the second term is of the same order, despite the instability in $\sigma^*_t$ over the spatial choice of $x$. For this purpose, first consider the following two random quantities in the definition of $\sigma^*_t$:

$$
a(X) \equiv Q_X(T^*_t(X))^{-1/2}, \quad b(X) \equiv P_X(T^*_t(X))^{-1/2}.
$$

Notice that $\sigma^*_t$ is of order less than either of $a(X) \cdot \tau^{-1/2}$ and $b(X) \cdot n^{-1/2}_P$. As these are unstable quantities (unlike in the uniform distribution case), the main idea is to break integration into two terms, below and above a threshold $\sqrt{\epsilon}$, for some arbitrary $\epsilon > 0$, which will then be optimized over. Next we present the main argument in the case of $a(X)$, which yields a first bound on regret in terms of elapsed time $\tau$, while adapting the same line of arguments to $b(X)$ yields a second bound in terms of unknown $n_P$ and $\gamma$; both of these bounds are then combined into Theorem 1.

Thus, for some $\epsilon > 0$, decompose the second term on the R.H.S. of (8) as:

$$
\mathbb{E}[\sigma^*_t \cdot 1\{0 < \delta_f(X) \leq \sigma^*_t\} \cdot (1\{a(X) < \sqrt{\epsilon}\} + 1\{a(X) \geq \sqrt{\epsilon}\})]
$$

We start by handling the case where $a(X) < \sqrt{\epsilon}$. By definition, as mentioned above, we have:

$$
\sigma^*_t \leq a(X) \cdot \sqrt{\frac{K \log(K/\delta)}{\tau}}.
$$

(9)

Combining the above with the margin condition (Definition 3) gives

$$
\mathbb{E}[\sigma^*_t \cdot 1\{0 < \delta_f(X) \leq \sigma^*_t, a(X) < \sqrt{\epsilon}\}] \leq \sqrt{\frac{\epsilon K \log(K/\delta)}{\tau}} \cdot \mathbb{E}[1\{0 < \delta_f(X) \leq \sqrt{\epsilon}\}]
\lesssim \left(\sqrt{\frac{\epsilon K \log(K/\delta)}{\tau}}\right)^{\alpha+1}.
$$

(10)

Next, in the case where $a(X) \geq \sqrt{\epsilon}$, we have again by (9) that:

$$
\mathbb{E}[\sigma^*_t \cdot 1\{0 < \delta_f(X) \leq \sigma^*_t\} \cdot 1\{a(X) \geq \sqrt{\epsilon}\}] \leq \sqrt{\frac{K \log(K/\delta)}{\tau}} \cdot \mathbb{E}[1\{a(X) \geq \sqrt{\epsilon}\}]
\lesssim \sqrt{\frac{K \log(K/\delta)}{\tau}} \cdot \frac{(r^*_t)^{-d}}{\sqrt{\epsilon}},
$$

(11)

where the last inequality is a technical result derived in Proposition 4, relying on the fact that $\mathbb{E}[a^2(X)] \lesssim (r^*_t)^{-d}$ (this latter fact is relatively standard under box cover dimension $d$ – Definition 4).
Finally, \((10) + (11)\) is optimized by setting \(\epsilon \propto \tau^{\frac{\alpha + d}{2 + \alpha + d}}\), showing that the second term of \((8)\) is \(\tilde{O}(\tau^{-\frac{\alpha + 1}{2 + \alpha + d}})\). We can similarly show an upper-bound of \(\tilde{O}(n_P^{-\frac{\alpha + 1}{2 + \alpha + d + \gamma}})\) by decomposing expectation in terms of \(b(X)\), where analogously, a term of the form \(\mathbb{E}[b(X)1\{b(X) > \sqrt{\epsilon}\}]\) is bounded via the technical result of Proposition 4, and using the (less standard but similarly obtained) fact that \(\mathbb{E}[b^2(X)] \lesssim (r_t^\alpha)^{-(\gamma + d)}\).

Thus, we have that the regret at round \(t\), under event \(F_t\), is \(\tilde{O}(\min(\tau^{-\frac{\alpha + 1}{2 + \alpha + d}}, n_P^{-\frac{\alpha + 1}{2 + \alpha + d + \gamma}})) \propto (r_t^\alpha)^{1+\alpha}\). Summing over \(t\) then yields the bound of Theorem 1.

The case of multiple shifts is handled similarly by properly bounding \(\mathbb{E}[n_{r_t^*_t}(x)]\) in the derivation of \((6)\) to incorporate multiple previous distributions \(P_{X_j}^t\) for \(j \in [N]\) (see Appendix C).

**Remark 8 (Contrast with the strong density case)** We note that under the usual strong density condition on \(Q_X\) (see Remark 1 for a definition), bringing \(\alpha\) into the regret bound is more direct. Namely, due to the near-uniformity of \(Q_X\) under strong density, the optimal regression rate is of the same order \(r_t^{**} \propto \tau^{-1/(2+d)}\) spatially for all possible \(X_t\). As a consequence, since nonzero regret only happens when the margin \(\delta_f(X_t) \lesssim r_t^{**}\) (a non-random quantity), we almost immediately have that the regret at time \(t\) – upon optimal regression – is upper-bounded by
\[
Q_t^{**} \cdot \mathbb{E}[\mathbb{1}\{\delta_f(X_t) \lesssim r_t^{**}\}] \lesssim (r_t^{**})^{\alpha + 1}.
\]

On the other hand, we note the following interesting but nuanced point: even in our current setting without the strong density assumption, it can be shown that the optimal choice of level w.r.t. \(L_2\) regression (i.e. in bounding \(\mathbb{E}[(\hat{f}_i^i(X_t) - f^i_i(X_t))^2]\) remains \(r_t^{**}\), rather than than \(r_t^{*}\) as defined in our case. In particular, our larger (oracle) choice of level \(r_t^{*} > r_t^{**}\) – is required to mitigate variance in lower-density regions over space – and implies that the bandit problem differs in this case more significantly from the underlying regression problem (enough that the optimal regression choice of \(r_t^{**}\) is now suboptimal for bandits).

Finally, the case of strong density with unknown \(d, \gamma\) and \(\alpha\) is handled in Theorems 5 and 6.

**Remark 9 (Beyond Covariate Shift)** Under more severe shifts in the rewards, for instance ones where previously discarded arms now become optimal, our procedure will be sub-optimal as it has no mechanism to detect such changes. However, the regret rates of Theorem 1 can still be attained by Algorithm 1 under mild changes in the reward function \(f_P \to f_Q\). Let \(\epsilon(x) \equiv \max_{i \in [K]} |\hat{f}_i(x) - f^i_Q(x)|\), which roughly quantifies the amount of change in the rewards. Intuitively, if \(\epsilon(x) \ll \sqrt{1/n_P(r_{n_P})}\) for all \(x \in X_Q\) where \(n_P(r)\) is the covariate count in bin \(T_r(x)\) from \(P_X\), then the amount of change is so small that the new best arm under \(Q\), \(i^*_Q(x)\), must have been retained as a candidate arm at time \(n_P\). Moreover, we can still accurately estimate \(f^i\) using \(\hat{f}^i_i\) for any candidate arm \(i\) as if there was no shift. To see this, consider decomposing \(\hat{f}^i_i = \alpha \cdot \hat{f}^i_P + (1-\alpha) \cdot \hat{f}^i_Q\) as a weighted sum of oracle estimates \(\hat{f}^i_P\) (resp. \(\hat{f}^i_Q\) using only the observed data from \(P\) (resp. \(Q\) with weight \(\alpha \equiv n_P(r_i)/(n_P(r_i) + n_Q(r_i))\) \((n_Q(r)\) defined analogously): \[
\max_{i \in [I]} |\hat{f}^i_i(x) - f^i_Q(x)| \lesssim \alpha \cdot |\hat{f}_P(x) - f^i_P(x)| + \alpha \cdot \epsilon(x) + (1 - \alpha) \cdot |\hat{f}_Q(x) - f^i_Q(x)|
\]
\[
\lesssim r_t + \sqrt{\frac{1}{n_P(r_i) + n_Q(r_i)}} \lesssim r_t.
\]

On the other hand, a different approach is required to handle the more challenging setting of severe shifts in the rewards.
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Appendix A. Additional Experiments

For all our experiments, we fix a covariate space $\mathcal{X} = [0,1]^2$. Our terminal covariate distribution is $Q_X \sim \mathcal{U}([0,1]^2)$, the uniform on $[0,1]^2$, and our initial covariate distribution $P_X$ has density $\propto \|x\|_2^\gamma$ so that $P_X$, $Q_X$ satisfy Definition 5 with transfer exponent $\gamma$.

The reward function common to both $P$ and $Q$ is constructed as the sum of 25 bump functions, each with a circular support disjoint from the other bumps, in the following manner:

1. The bump centers $\{z_k\}_{k=1}^{25}$ are first randomly sampled from the Gaussian $\mathcal{N}((0.5,0.5),0.5 \cdot \text{Id}_2)$ in Figure 3 and from the uniform $\mathcal{U}([0,1]^2)$ in Figure 4.

2. The bumps’ radii $\{r_k\}_{k=1}^{25}$ are then chosen in a random order to maximize the bump areas.

3. Then, for each of the $K = 3$ arms, we determined the sign of each of the 25 bumps randomly and independently.

4. To introduce additional heterogeneity in the top arm identity $\pi^*(x)$, each reward function $f_i$ was further raised or lowered by a randomly selected height in the range $[-0.3,0.3]$, in the area outside of the bumps.

The fourth step determines a unique top arm (Arm 1 in Figure 3 and Arm 2 in Figure 4) in the region outside of the bumps. To summarize the above, the reward functions $f_i$ can be written as

$$f_i(x) \propto \sum_k \omega_{i,k} (1 - \|x - z_k\|_2/r_k)_+,$$

where $\omega_{i,k}$ are independent random Rademacher variables. Furthermore, Gaussian noise was added to each $f_i$ to produce the observed rewards $Y^i$ according to $Y^i = f^i(X) + \mathcal{N}(0,0.05)$ for each $i \in [K]$.

Now, having determined $f$, we considered a range of different values for the parameters $n_Q, n_P, \gamma$, shown in the horizontal axes of Figures 3 and 4. Then, Algorithm 1 was run on 20 simulations of data $(X_n,Y_n)$ for each choice of parameters, so that the plots show the mean and standard deviation of the regret $R^Q_n$ across 20 trials.

The first plot in each of Figures 3 and 4 exhibits the guarantee of increasing past experience $n_P$ improving the regret, for fixed $n_Q, \gamma$. The second plot in each figure shows the effect of increasing $\gamma$
worsening the regret, for fixed \( n_P, n_Q \). Together, the two plots in each of Figure 3 and 4 demonstrate the guarantees of Theorem 1.

We also compare Algorithm 1 to the *adversarial* nonparametric contextual bandits algorithm “ContextualBandit” of Slivkins (2014) under the same setting as Figure 4. We instantiate their algorithm using the static bandits algorithm Exp3 with a common learning rate \( \eta = \sqrt{\log K/K} \). These simulations show that adversarial design can be too conservative in leveraging past experience: for small \( n_P \) we see no benefit for either procedure, while our procedure better leverages the past for sufficiently large \( n_P \).

**Appendix B. Proof of Theorem 1**

Throughout the proof, \( c_0, c_1, c_2, \ldots \) will denote positive constants not depending on \( t, n_P, n_Q, K \).

First, it is straightforward to verify that the criterion for choosing \( r_t \) on Line 7 of Algorithm 1 is well-defined for \( t > \lceil 8K \log(K/\delta) \rceil \), i.e. \( r = 1 \) satisfies the minimization criterion.

**Bias-Variance Bound.** This first proposition establishes a standard bias-variance bound on the error of a regression function estimate \( \hat{f}_i(B) - f_i(x) \) for a bin \( B \), a round \( t \), an arm \( i \in I_B \), and a covariate \( x \in B \).

We use \( Z_t \) to denote the randomness of Algorithm 1 at round \( t \) in choosing the particular arm \( \pi_t \) to play.

**Lemma 1** Consider any round \( t > 8K \log(K/\delta) \) with observed covariate \( X_t \), and fix any bin \( B \) containing \( X_t \). Consider the estimate \( \hat{f}_i(B) \) as in Definition 7, and let \( m_t(B, i) \) be defined therein (i.e., the number of times arm \( i \) is pulled in \( B \) by time \( t \)). We then have at round \( t \), that with probability at least \( 1 - \delta \) with respect to the conditional distribution \( Y_{t-1}|X_t, \{Z_s\}_{s<t} \):

\[
\forall x \in B, i \in [K] : |\hat{f}_i(B) - f_i(x)| \leq \sqrt{\frac{\log(2K/\delta)}{m_t(B, i)}} + 2\lambda r. \tag{12}
\]

**Proof** Fix bin \( B \) and let \( r \in \mathcal{R} \) be its side length. If \( m_t(B, i) = 0 \), then the desired bound is vacuously true. So, suppose \( m_t(B, i) > 0 \). Now, recall from Definition 7,

\[
\hat{f}_i(B) \triangleq \frac{1}{m_t(B, i)} \sum_{X_s \in B, s \leq t-1, \pi_s = i} Y_s^i.
\]

For the sake of introducing a bias term of \( \hat{f}_i(B) \), define

\[
\hat{f}_i(B) \triangleq \mathbb{E}_{Y_{t-1}|X_{t-1}}[\hat{f}_i(B)] = \frac{1}{m_t(B, i)} \sum_{X_s \in B, s \leq t-1, \pi_s = i} \mathbb{E}[Y_s^i|X_s].
\]

Triangle inequality then yields

\[
|\hat{f}_i(B) - f_i(x)| \leq |\hat{f}_i(B) - \hat{f}_i(B)| + |\hat{f}_i(B) - f_i(x)|.
\]
The second term on the R.H.S. above is at most $2\lambda r$ by the Lipschitz assumption (Assumption 2). Now, fix the values of $\{m_t(B, i)\}_{i \in [K]}$. By Hoeffding inequality and union bound, the first term on the R.H.S. above satisfies with probability at least $1 - \delta$ w.r.t. the distribution of $Y_{t-1} | X_t, \{m_t(B, i)\}_{i \in [K]}$.

$$\forall i \in [K] : |\hat{f}_t^i(B) - \tilde{f}_t^i(B)| \leq \sqrt{\frac{\log(2K/\delta)}{m_t(B, i)}}.$$ 

In fact, by the tower property, the above holds with probability at least $1 - \delta$ w.r.t. the distribution of $Y_{t-1} | X_t, \{Z_s\}_{s < t}$.

In particular, the bound of (12) holds for $r = r_t$ and $B = T_{r_t}(X_t)$. At $r = r_t$, the first term on the R.H.S. of (12) depends on the arm-pull count $m_t(B, i)$, while the second term is chosen according to $n_{r_t}(X_t)$ (Line 7 of Algorithm 1). We next relate the counts $m_t(B, i)$ and $n_{r_t}(X_t)$ to show that the R.H.S. of (12) is $O(r_t)$.

**Relating Arm-Pull Counts $m_t(B, i)$ to Covariate Counts $n_{r_t}(X_t)$**. We start by showing that the chosen level $r_t$ and bin $B = T_{r_t}(X_t)$ cannot “skip” levels in the sense that $B$ is selected before any of its descendants. Thus, each arm in $B_t$ had a chance of being pulled once (by the randomization in Line 12 of Algorithm 1) for each of the $n_{r_t}(X_t)$ covariates.

This will ensure that each arm in $B_t$ has been played roughly the same number of times, so that $m_t(B, i) \gtrsim n_{r_t}(X_t)/K$ (Lemma 3 further below), thus relating the two counts.

**Lemma 2** Fix a bin $B$, and suppose $t$ is the first round that $B$ is selected. Then, no descendant bin of $B$ was selected in a round previous to $t$.

**Proof** For contradiction, suppose a descendant $B' \subset B$ was selected at round $s < t$. W.L.O.G., let $s$ be the first round that any descendant of $B$ was selected. Then, by the criterion for choosing $r_s$ on Line 7 of Algorithm 1, we have:

$$r_s \geq \sqrt{\frac{8K \log(K/\delta)}{n_{r_s}(X_s)}} \implies n_{r_s}(X_s) \geq \frac{8K \log(K/\delta)}{r_s^2}.$$ 

However, since $r_t \geq 2r_s$, we have

$$\frac{8K \log(K/\delta)}{r_t^2} \leq \frac{8K \log(K/\delta)}{(2r_s)^2} \leq \left[\frac{n_{r_s}(X_s)}{4}\right] < n_{r_s}(X_s).$$

The above implies that there was an earlier round $s' < s$ and a covariate $X_{s'} \in B'$ such that

$$n_{r_s}(X_{s'}) \geq \frac{8K \log(K/\delta)}{r_t^2} \implies r_t \geq \sqrt{\frac{8K \log(K/\delta)}{n_{r_s}(X_{s'})}} \geq \sqrt{\frac{8K \log(K/\delta)}{n_{r_t}(X_{x'})}}.$$ 

According to the minimization criterion for choosing $r_{s'}$ on Line 7 of Algorithm 1, we must have $r_{s'} \leq r_t$, a contradiction to either $t$ being the first round that $B$ is selected or $s$ being the first round that a descendant of $B$ was selected.

We next use a concentration argument to show that $m_t(B, i) \gtrsim n_{r_t}(X_t)/K$. 
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Lemma 3  Fix a round $t > \lceil {8K \log (K/\delta)} \rceil$ with observed covariate $X_t$ and selected bin $B$. Suppose that $t$ is the first round that $B$ is selected. Then, with probability at least $1 - \delta$ with respect to the distribution of $Y_{t-1}, \{Z_s\}_{s < t}|X_t$, we have

$$\forall i \in \mathcal{I}_B : m_t(B, i) \geq \frac{n_{r_t}(X_t)}{4K}.$$  

Proof Fix the values of $X_t, Y_{t-1}, \mathcal{I}_B$ and fix some $i \in \mathcal{I}_B$. Recall:

$$m_t(B, i) = \sum_{X_s \in B, s \leq t-1} 1\{\pi_s = i\}.$$  

We first handle the case where $r_t = 1$ and thus $B = [0, 1]^D$. Then, we have

$$n_{r_t}(X_t) = n_1(X_t) = \lceil {8K \log (K/\delta)} \rceil + 1.$$  

By Line 5 of Algorithm 1, for each of the $t$ rounds elapsed thus far, we pulled arm $i$ with probability $1/K$. Thus, we have

$$E[m_t(B, i)] = n_1(X_t) \cdot \frac{1}{K} \geq 8K \log (K/\delta).$$  

Then, by a Chernoff bound, since $\{Z_s\}_{s < t}$ are independent:

$$\mathbb{P}\left(m_t(B, i) \leq \frac{n_1(X_t)}{2K}\right) \leq \mathbb{P}\left(m_t(B, i) \leq \frac{E[m_t(B, i)]}{2}\right) \leq \delta/K.$$  

This gives us the desired result for $r_t = 1$.

The general case of $r_t < 1$ will follow similarly from a Chernoff bound. However, more care is required in that the sequence $\{Z_s\}_{s < t}$ is no longer independent since each $Z_s$ depends on $\mathcal{I}_B$ (Line 12 of Algorithm 1), a random object possibly varying with time and depending on $\{Z_s\}_{s < t}, Y_{t-1}, X_{t-1}$.

To overcome this, we relate $m_t(B, i)$ to a smaller count of independently randomized arm-pulls so that we can use concentration.

First, let $t_0$ be the first round that the parent $B' = T_{2r_t}(X_t)$ of bin $B$ was used. Let $m_{[t_0, t]}(B, i)$ be the number of arm pulls of arm $i$ in bin $B$ between rounds $t_0$ and $t$. Then, it suffices to show $m_{[t_0, t]}(B, i) \geq n_{r_t}(X_t)/(4K)$.

Let $\mathcal{A}_{t_0}$ be the set of candidate arms determined in $B'$ at time $t_0$ so that $\mathcal{A}_{t_0} \supseteq \mathcal{I}_B$. Next, let $\tilde{m}_{[t_0, t]}(B, i)$ be a draw from a Binomial$(m_{[t_0, t]}(B, 1/|\mathcal{A}_{t_0}|))$ distribution where $m_{[t_0, t]}(B)$ is the number of covariates observed in $B$ between times $t_0$ and $t$. More plainly, $\tilde{m}_{[t_0, t]}(B, i)$ is the number of pulls of arm $i$ in $B$ between times $t_0$ and $t$ if Algorithm 1 was prohibited from eliminating any arms in $\mathcal{A}_{t_0}$ between times $t_0$ and $t$ in bin $B'$ – in other words, $\tilde{m}_{[t_0, t]}(B, i)$ counts the number of times arm $i$ is selected with probability $1/|\mathcal{A}_{t_0}|$ instead of with probability $1/|\mathcal{I}_B|$, as in Line 12 of Algorithm 1.

Then, since $|\mathcal{I}_B| \leq |\mathcal{A}_{t_0}|$, we have that $m_{[t_0, t]}(B, i) \geq \tilde{m}_{[t_0, t]}(B, i)$ so that it remains to show $\tilde{m}_{[t_0, t]}(B, i) \geq n_{r_t}(X_t)/(4K)$.

We first show that the number $n_{[t_0, t]}(B)$ of covariates observed in $B$ between $t_0$ and $t$ is at least $n_{r_t}(X_t)/2$. Since $t$ is the first time that $B$ is chosen, we must have by Line 7 of Algorithm 1

$$r_t \geq \sqrt{\frac{8K \log (K/\delta)}{n_{r_t}(X_t)}} \implies n_{r_t}(X_t) \geq \frac{8K \log (K/\delta)}{r_t^2}.$$  

(13)
By similar reasoning, since \( t_0 \) is the first time that \( B \)’s parent at level \( 2r_t \) is chosen, we must have

\[
\sqrt{8K \log(K/\delta)} \left( \frac{8K \log(K/\delta)}{n_{2r_t}(X_{t_0}) - 1} \right) > 2r_t \implies n_{2r_t}(X_{t_0}) \leq \frac{8K \log(K/\delta)}{4r_t^2} + 1. \tag{14}
\]

Then, putting (13) and (14) together, we have \( n_{r_t}(X_t) - n_{[t_0,t]}(B) \leq n_{2r_t}(X_{t_0}) \leq \frac{n_{r_t}(X_t)}{2} \). This implies that \( n_{[t_0,t]}(B) \geq n_{r_t}(X_t)/2 \).

Then, by Lemma 2, at every round \( s \in [t_0, t) \cap \mathbb{N} \) during which a covariate was observed in \( B \), we pulled arm \( i \) with probability at least \( 1/K \). Thus, we have

\[
\mathbb{E}[\tilde{m}_{[t_0,t]}(B, i) \mid X_{t_0}, Y_{t_0}, A_{t_0}] \geq n_{[t_0,t]}(B) \cdot \frac{1}{K} \geq \frac{n_{r_t}(X_t)}{2K}.
\]

Furthermore, we have from (13) and the fact that \( r_t \leq 1/2 \) that the above R.H.S. is further lower bounded by:

\[
\frac{8 \log(K/\delta)}{2r_t^2} \geq 8 \log(K/\delta).
\]

Then, since \( \tilde{m}_{[t_0,t]}(B, i) \) is a sum of independent Bernoulli’s conditioned on \( X_{t_0}, Y_{t_0}, A_{t_0} \), by a Chernoff bound, we have:

\[
\mathbb{P}\left( \tilde{m}_{[t_0,t]}(B, i) \leq \frac{n_{r_t}(X_t)}{4K} \right) \leq \mathbb{P}\left( \tilde{m}_{[t_0,t]}(B, i) \leq \frac{\mathbb{E}[\tilde{m}_{[t_0,t]}(B, i) \mid X_{t_0}, Y_{t_0}, A_{t_0}]}{2} \right) \leq \delta/K.
\]

Re-tracing our previous steps, we have with probability at least \( 1 - \delta/K \):

\[
m_t(B, i) \geq m_{[t_0,t]}(B, i) \geq \tilde{m}_{[t_0,t]}(B, i) > \frac{n_{r_t}(X_t)}{4K}.
\]

By a union bound and the tower property, we have that the event \( \{ \forall i \in \mathcal{I}_B : m_t(B, i) \geq \frac{n_{r_t}(X_t)}{4K} \} \) holds with probability at least \( 1 - \delta \) w.r.t. the distribution of \( Y_{t-1}, \{Z_s\}_{s < t} \mid X_t \).

Now, consider a round \( t > \lceil 8K \log(K/\delta) \rceil \) with observed covariate \( X_t \) and selected bin \( B \). Suppose \( s \leq t \) is the first round when bin \( B \) is selected. Then, the set of candidate arms determined at round \( s \) in \( B \) must contain any arm currently retained in \( B \) at round \( t \).

Furthermore, by Lemma 3, we have that with probability at least \( 1 - \delta, m_t(B, i) \geq m_s(B, i) > n_{r_s}(X_s)/(4K) \). Thus, combining this with our earlier bias-variance bound (12):

\[
|\hat{f}_t^i(B) - f^i(x)| \leq \sqrt{\frac{4K \log(2K/\delta)}{n_{r_s}(X_s)} + 2\lambda r_t} \leq 2\lambda r_s + 2\lambda r_t = 4\lambda r_t.
\]

This shows that the regression error at round \( t \) is at most \( 4\lambda r_t \).

**Justifying Arm Eliminations.** For each round \( t > 8K \log(K/\delta) \), define the event \( G_t \) on which Lemma 1 and Lemma 3 hold or

\[
G_t \doteq \left\{ \forall i \in \mathcal{I}_B, x \in B : |\hat{f}_t^i(B) - f^i(x)| \leq 4\lambda r_t, B = T_r(X_t) \right\}.
\]

This is the “good” event on which our regression function estimates \( \hat{f}_t^i(B) \) are accurate enough to be able to discern which arms have low and high rewards. For the sake of brevity, from here on, let \( B \) be the selected bin at round \( t \). This first proposition asserts that an eliminated arm cannot have a better reward than the best candidate arm.
Proposition 1 Suppose at round \( t \), under event \( G_t \), we select bin \( B \). Then for any two arms \( i, j \in \mathcal{I}_B \) and any \( x \in B \),
\[
\hat{f}_i^B(B) - \hat{f}_j^B(B) > 8\lambda r_t \implies f^i(x) > f^j(x)
\]

Proof Using the definition of \( G_t \), we have
\[
f^i(x) - f^j(x) \geq \hat{f}_i^B(B) - \hat{f}_j^B(B) - 8\lambda r_t > 0.
\]

The first implication of Proposition 1 is that under event \( \bigcap_{s=1}^t G_s \), the best arm \( i^*(x) \) at any covariate \( x \in B \) is always retained in \( \mathcal{I}_B \). This is immediate since \( i^*(x) \) can never be discarded for any \( x \in B \) as long as the regression bounds of \( G_s \) hold.

Corollary 3 Suppose at round \( t \), under event \( \bigcap_{s=1}^t G_s \), we select bin \( B \). Then \( \mathcal{I}_B \) contains the best arm \( i^*(x) = \arg\max_{j \in [K]} f^j(x) \) for all \( x \in B \).

The next corollary gives us that the margin and regret of playing any candidate arm at any point in \( B \) is bounded by \( \lambda r_t \). Following the discussion of Section 4.2, it will then suffice to bound \( r_t \) in terms of \( n_P \) and \( t \).

Corollary 4 Suppose at round \( t \), under event \( \bigcap_{s=1}^t G_s \), we select bin \( B \). Then, both of the following hold for all \( x \in B \):

1. \( |f^{(1)}(x) - f^j(x)| \leq 16\lambda r_t \) for all \( j \in \mathcal{I}_B \).
2. Either \( 0 < |f^{(1)}(x) - f^{(2)}(x)| \leq 16\lambda r_t \) or \( f^j(x) = f^{(1)}(x) \) for all \( j \in \mathcal{I}_B \).

Proof Fix \( x \in B \), and let \( i^*(x) = \arg\max_{j \in [K]} f^j(x) \). Using the definition of \( G_t \) and the fact that \( i^*(x) \in \mathcal{I}_B \) (Corollary 3), we first establish (1):
\[
f^{i^*(x)}(x) - f^j(x) \leq \hat{f}^{i^*(x)}(x) - \hat{f}^j(x) + 8\lambda r_t \\
\leq \hat{f}^{(1)}(x) - \hat{f}^j(x) + 8\lambda r_t \\
\leq 16\lambda r_t \text{ (because } j \text{ was not eliminated)}
\]

To show (2), we have if \( \mathcal{I}_B \) contains a sub-optimal arm \( j \in \mathcal{I}_B \) at \( x \), then by (1),
\[
|f^{(1)}(x) - f^{(2)}(x)| = f^{(1)}(x) - f^{(2)}(x) \leq f^{(1)}(x) - f^j(x) \leq 16\lambda r_t.
\]

On the other hand, if \( \mathcal{I}_B \) does not contain a sub-optimal arm at \( x \), then \( f^j(x) = f^{(1)}(x) \) for all \( j \in \mathcal{I}_B \).
Relating adaptive $r_t$ to an oracle choice $r^*_t$ Following the outline of Section 4.2, we relate $r_t$ to the oracle choice $r^*_t \doteq r_t(\gamma, n_P)$ for rounds $t > n_P$. We do this by first establishing that $r_t$ leads to near optimal regression estimates. Let

$$\phi_t(r) \doteq \sqrt{\frac{8K \log(K/\delta)}{n_r(X_t)}} + \lambda r. $$

This is essentially the bias-variance decomposition from earlier bounding the regression error $|f^i(x) - \hat{f}_t^i(B)|$. Next, we show that $r_t$, the high probability regret bound achieved thus far (Corollary 4), is less than $\phi_t(r)$ for any $r \in \mathcal{R}$.

**Proposition 2 ($r_t$ minimizes $\phi_t(\cdot)$)** We have $r_t \leq 2 \cdot \min_{r \in \mathcal{R}} \phi_t(r)$.

**Proof** Fix $r \in \mathcal{R}$. If $r_t \leq r$, then using the fact that $\lambda \geq 1$:

$$r_t \leq r \leq \lambda r \leq \phi_t(r).$$

If $r_t > r \implies r_t/2 \geq r$, then using the definition of $r_t$ on Line 7 of Algorithm 1:

$$r_t = 2(r_t/2) \leq 2 \sqrt{\frac{8K \log(K/\delta)}{n_r/2(X_t)}} \leq 2 \sqrt{\frac{8K \log(K/\delta)}{n_r(X_t)}} \leq 2 \cdot \phi_t(r).$$

Proposition 2 directly gives us that $\lambda r_t \leq 2 \lambda \cdot \min_{r \in \mathcal{R}} \phi_t(r)$. Thus, using the level $r_t$ at time $t$ achieves regression error no worse than that of any other choice of level $r$.

Recall from Section 4, we let $\tau = t - n_P - 1$, the time elapsed after round $n_P$, to further simplify notation. Also, let $r^*_t$ be the oracle choice of level introduced in Section 3, or the smallest level of $\mathcal{R}$ greater than or equal to

$$\min \left( \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{1}{2+\alpha+d+\gamma}}, \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+\alpha+d+\gamma}} \right).$$

Then, by Proposition 2, we have $\lambda r_t \leq 2 \lambda \cdot \phi_t(r^*_t)$. From here, it remains to integrate $\phi_t(r^*_t)$ over the covariate space.

**Expected regret at time $t$: integrating over margin distribution.** To later use the margin condition (Definition 3) for all relevant bounds $\Delta$ on the margin, we first need to ensure that $\Delta \leq \delta_0$, where $\delta_0$ is as in Definition 3. It turns out that this will only amount to constraining our analysis to rounds for which $\tau \geq K \log(K/\delta)$, which will not pose an issue since the regret of any fixed $O(K \log(K/\delta))$ rounds among rounds $\{n_P + 1, \ldots, n\}$ is of the right order with respect to Theorem 1. Formally, let $\tau_0$ be the largest positive integer such that

$$\tau_0 \leq \left( \frac{c_0 \vee c_3}{\delta_0} \right)^{2+\alpha+d} K \log(K/\delta),$$

(15)
where $c_0, c_3 \geq 1$ are constants to be determined (see Lemma 4 and (22), respectively, for where they arise). Rearranging (15), we obtain:

$$c_0 \left( \frac{K \log(K/\delta)}{\tau_0} \right)^{\frac{1}{2(\alpha+d)}} \geq \delta_0.$$

Thus, for rounds $t$ such that $\tau > \tau_0$, from the above, we have $c_0 r_t^* \leq \delta_0$.

Similarly, again rearranging (15), we obtain for $\tau > \tau_0$:

$$c_3 \sqrt{\left( \frac{K \log(K/\delta)}{\tau} \right)^{1-\frac{8K \log(K/\delta)}{2(\alpha+d)}}} \leq \delta_0.$$

(16)

The above inequality will later be useful in integrating over low-margin regions of $\mathcal{X}$ with respect to the variance term in $\phi_t(r_t^*)$.

Next, following the outline of Section 4.2, we consider bins of sufficient mass at level $r_t^*$ to use concentration. So, define the event $A_t$:

$$A_t = \left\{ \max(\tau Q_X(T_{r_t^*}(X_t)), n_P P_X(T_{r_t^*}(X_t))) \geq 8 \log(1/\delta) \right\}.$$

Then, in the following proposition, we use concentration to relate the variance term of $\phi_t(r_t^*)$ to the masses $Q_X(T_{r_t^*}(X_t)), P_X(T_{r_t^*}(X_t))$, under event $A_t$.

**Proposition 3** Consider any round $t$ with $\tau > K \log(K/\delta)$ and with observed covariate $X \sim X_t$. We then have, at round $t$, that with probability at least $1 - \delta$ w.r.t. the conditional distribution $X_{t-1}|X_t, A_t$:

$$\phi_t(r_t^*) \leq 2 \sqrt{\frac{8K \log(K/\delta)}{\max(\tau Q_X(T_{r_t^*}(X_t)), n_P P_X(T_{r_t^*}(X_t)))}} + 2\lambda r_t^*. \quad (17)$$

**Proof** We note that

$$E(n_{r_t^*}(X_t)) = n_P P_X(T_{r_t^*}(X)) + \tau Q_X(T_{r_t^*}(X)) \geq \max(\tau Q_X(T_{r_t^*}(X_t)), n_P P_X(T_{r_t^*}(X_t))).$$

Then, we have, under event $A_t$, by a Chernoff bound that:

$$P\left(n_{r_t^*}(X_t) \leq \frac{1}{2} E[n_{r_t^*}(X_t)] \right) \leq \exp \left(-\frac{1}{8} E[n_{r_t^*}(X_t)] \right) \leq \delta.$$

Thus, with probability at least $1 - \delta$:

$$\phi_t(r_t^*) \leq 2 \left( \sqrt{\frac{8K \log(K/\delta)}{\max(\tau Q_X(T_{r_t^*}(X_t)), n_P P_X(T_{r_t^*}(X_t)))}} + \lambda r_t^* \right).$$

Combining Proposition 3 with Proposition 2, we have with probability at least $1 - \delta$:

$$\lambda r_t \leq 2\lambda \sqrt{\frac{8K \log(K/\delta)}{\max(\tau Q_X(T_{r_t^*}(X_t)), n_P P_X(T_{r_t^*}(X_t)))}} + 2\lambda^2 r_t^* \quad (18)$$

From here on, fix a round $t$ with corresponding $\tau > \tau_0$. 
We note that Thus, it suffices to bound the expectation of \( \sigma_t^* \). Let \( \delta_f(X_t) = f^{(1)}(X_t) - f^{(2)}(X_t) \) be the margin at \( X_t \). Define the event \( E_t \) as the event on which the bound of Proposition 3 holds or:

\[
E_t \doteq \left\{ n_{rt_t}(X_t) > \frac{1}{2}\mathbb{E}[n_{rt_t}(X_t)] \right\}.
\]

Finally, let \( F_t \doteq A_t \cap E_t \cap \left( \cap_{s=1}^t G_s \right) \), which is the event on which all the high-probability bounds established thus far hold.

**Lemma 4** For \( \tau > K \log(K/\delta) \):

\[
\mathbb{E}[(f^{(1)}(X_t) - f^{rt}(X_t))1\{F_t\}] \leq c_0 \left( \mathbb{E}[r_t^* \cdot 1\{0 < \delta_f(X_t) \leq c_0 r_t^*\}] + \mathbb{E}[\sigma_t^* \cdot 1\{0 < \delta_f(X_t) \leq c_0 \sigma_t^*\}] \right).
\]  

(19)

**Proof** As in Section 4.2, to simplify notation, let \( X \doteq X_t \). From Corollary 4, we have that a non-zero regret (of at most \( 16 \lambda r_t \)) is incurred only if \( \delta_f(X_t) \leq 16 r_t \). Combining this fact with (18), we have the regret at round \( t \) of pulling arm \( j \) under event \( F_t \) is

\[
\mathbb{E}[(f^{(1)}(X) - f^{rt}(X))1\{F_t\}] \leq \mathbb{E}[(f^{(1)}(X) - f^{rt}(X))1\{0 < (f^{(1)}(X) - f^{rt}(X)) \\vee \delta_f(X) \leq c_1(r_t^* + \sigma_t^*)\}].
\]

Next, using \( 1\{x \leq a + b\} \leq 1\{x \leq 2a\} + 1\{x \leq 2b\} \), we decompose the above R.H.S.:

\[
\mathbb{E}[(f^{(1)}(X) - f^{rt}(X))1\{F_t\}] \leq \mathbb{E}[(f^{(1)}(X) - f^{rt}(X)) \cdot 1\{0 < \delta_f(X) \leq c_0 r_t^*\}] + \mathbb{E}[(f^{(1)}(X) - f^{rt}(X)) \cdot 1\{0 < \delta_f(X) \leq c_0 \sigma_t^*\}].
\]

(19)

We next show that the R.H.S. of (19) is of order at most \( (r_t^*)^{1+\alpha} \). For the first term on the R.H.S. of (19), this is immediate: we use the margin assumption (Definition 3) along with (15) to write:

\[
\mathbb{E}_{X_t}[r_t^* \cdot 1\{0 < \delta_f(X_t) \leq c_0 r_t^*\}] \leq c_2(r_t^*)^{1+\alpha}.
\]

Thus, it remains to analyze the second term, involving \( \sigma_t^* \), on the R.H.S. of (19). Now, since \( r_t^* \) is a minimum of two terms, one involving \( \tau \) and one involving \( n_P \), it suffices to show separately that \( \mathbb{E}[\sigma_t^* \cdot 1\{0 < \delta_f(X_t) \leq c_0 \sigma_t^*\}] \) is \( \tilde{O}(\tau^{-\frac{\alpha+1}{2\alpha+3}}) \) and is also \( \tilde{O}(n_P^{-\frac{\alpha+1}{2\alpha+3}}) \). We show the first bound involving \( \tau \); the bound involving \( n_P \) will follow from the same arguments with the appropriate modifications (which we will make explicit hereafter).

Proceeding with the bound involving \( \tau \), first consider the quantity \( a(X_t) \doteq Q_X(T_{r_t^*}(X_t))^{-1/2} \). We note that

\[
\sigma_t^* \leq 2\lambda \cdot a(X_t) \cdot \sqrt{\frac{8K \log(K/\delta)}{\tau}}.
\]

(20)

Thus, it suffices to bound the expectation of \( a(X_t) \) over regions of low-margin. We achieve this by splitting the integral into two terms, conditioned on the value of \( a(X_t) \) being above or below a
threshold $\sqrt{\epsilon}$ for some fixed $\epsilon > 0$ (to be optimized over later). More precisely, for some $\epsilon > 0$, we decompose the second term on the R.H.S. of (19) as:

$$
\mathbb{E} \left[ \sigma_t^* \cdot 1 \{0 < \delta_f(X_t) \leq c_0 \sigma_t^* \} \cdot (1 \{a(X_t) < \sqrt{\epsilon}\} + 1\{a(x_t) \geq \sqrt{\epsilon}\}) \right].
$$

(21)

This gives us two cases to consider: $a(X_t) < \sqrt{\epsilon}$ and $a(X_t) \geq \sqrt{\epsilon}$. We start by handling the case where $a(X_t) < \sqrt{\epsilon}$. Plugging (20) into the first term above gives (using $c_3$ to collect constants):

$$
c_3 \cdot \sqrt{\frac{K \log(K/\delta)}{\tau}} \cdot \mathbb{E} a(X_t) 1 \left\{0 < \delta_f(X_t) \leq c_3 \cdot a(X_t) \cdot \sqrt{\frac{K \log(K/\delta)}{\tau}} \right\} \cdot 1\{a(X_t) < \sqrt{\epsilon}\}.
$$

Next, bounding $a(X_t)$ by $\sqrt{\epsilon}$ inside the expectation and using the margin assumption (justified by (16) for our eventual optimal value $\epsilon = \left(\frac{\tau}{K \log(K/\delta)}\right)^{\frac{a + d}{a + d + 2}}$), the above is bounded by:

$$
c_4 \left(\sqrt{\frac{\epsilon K \log(K/\delta)}{\tau}}\right)^{a + 1}. \quad (22)
$$

For the case where $a(X_t) \geq \sqrt{\epsilon}$, we again have by (20) that:

$$
\mathbb{E} \left[ \sigma_t^* \cdot 1 \{0 < \delta_f(X_t) \leq c_0 \sigma_t^* \} \cdot 1\{a(x_t) \geq \sqrt{\epsilon}\} \right] \leq c_5 \sqrt{\frac{K \log(K/\delta)}{\tau} \mathbb{E} X_t a(X_t) 1\{a(X_t) \geq \sqrt{\epsilon}\}}. \quad (23)
$$

Note that the expectation on the R.H.S. is only over $X_t \sim Q_X$ since $a(\cdot)$ depends only on $X_t$. We use the following proposition to bound this integral over $X_t$.

**Proposition 4** For some $c_6, c_7 > 0$, we have for any $r \in \mathcal{R}$:

$$
\mathbb{E}_{X \sim Q_X} \left[ \frac{1}{\sqrt{Q_X(T_r(X))}} \cdot 1 \left\{ \frac{1}{\sqrt{Q_X(T_r(X))}} \geq \sqrt{\epsilon} \right\} \right] \leq c_6 \frac{r^{-d}}{\sqrt{\epsilon}} \quad (24)
$$

$$
\mathbb{E}_{X \sim Q_X} \left[ \frac{1}{\sqrt{P_X(T_r(X))}} \cdot 1 \left\{ \frac{1}{\sqrt{P_X(T_r(X))}} \geq \sqrt{\epsilon} \right\} \right] \leq c_7 \frac{r^{-d-\gamma}}{\sqrt{\epsilon}} \quad (25)
$$

**Proof** We first show (24); (25) will be shown nearly identically. In an abuse of notation, let $a(X) = Q_X(T_r(X))^{-1/2}$. We first use the tail probability formula for expectations:

$$
\mathbb{E}_X [a(X) \cdot 1\{a(X) \geq \sqrt{\epsilon}\}] = \int_{\sqrt{\epsilon}}^{\infty} Q_X(a(X) \cdot 1\{a(X) \geq \sqrt{\epsilon}\}) \cdot s \, ds.
$$

Next, we observe that

$$
a(X) 1\{a(X) \geq \sqrt{\epsilon}\} \geq s \iff a(X) \geq \sqrt{\epsilon} \lor s.
$$

This gives us

$$
\int_{\sqrt{\epsilon}}^{\infty} Q_X(a(X) 1\{a(X) \geq \sqrt{\epsilon}\} \geq s) \, ds = \int_{\sqrt{\epsilon}}^{\infty} Q_X(a(X) \geq s) \, ds + \int_{\sqrt{\epsilon}}^{\infty} Q_X(a(X) \geq \sqrt{\epsilon}) \, ds.
$$

$$
\leq \int_{\sqrt{\epsilon}}^{\infty} \mathbb{E}_Q X a(X)^2 \frac{ds}{s^2} + \sqrt{\epsilon} \cdot \mathbb{E}_Q X a(X)^2 / \epsilon, \quad (26)
$$
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where we used Chebyshev’s inequality above to bound the masses $Q_X(\cdot)$. To bound the second moments in (26), we observe a fairly standard implication of the box cover dimension $d$ (Definition 4): for any $r \in \mathcal{R}$:

$$
E_{Q_X}(a^2(X)) = E_{Q_X}\left(\frac{1}{Q_X(T_r(X))}\right) \leq C_d \cdot r^{-d}.
$$

Plugging the above into (26) gives us that

$$
E_X[a(X) \cdot 1\{a(X) \geq \sqrt{\epsilon}\}] \leq c_6 r^{-d} \sqrt{\epsilon}.
$$

To show (25), we repeat the argument above using $b(X) \doteq P_X(T_r(X))^{-1/2}$ and the following analogous bound on $E_{Q_X}(b^2(X))$ (using the definition of transfer exponent in Assumption 5):

$$
E_{Q_X}\left(\frac{1}{P_X(T_r(X))}\right) \leq E_{Q_X}\left(\frac{1}{C \gamma \cdot r \gamma \cdot Q_X(T_r(X))}\right) \leq \frac{C_d}{C \gamma} \cdot r^{-d-\gamma}.
$$

Thus, by (24) of Proposition 4, (23) is bounded by

$$
C_8 \sqrt{\frac{K \log(K/\delta)}{r}} \cdot \frac{(r_t^*)^{-d}}{\sqrt{\epsilon}}.
$$

Then, (22) and (27) are balanced by setting $\epsilon = \left(\frac{K \log(K/\delta)}{n \tau}\right)^{\frac{\alpha+1}{2+\alpha+d+\gamma}}$, which makes (19), and hence the regret at round $t$ under event $F_t$, order $O\left(\left(\frac{K \log(K/\delta)}{n \tau}\right)^{\frac{\alpha+1}{2+\alpha+d+\gamma}}\right)$.

Next, we claim that (19) is bounded by

$$
O\left(\left(\frac{K \log(K/\delta)}{n \tau}\right)^{\frac{\alpha+1}{2+\alpha+d+\gamma}}\right).
$$

For this, we can follow an identical line of reasoning as above, with the following substitutions:

(a) Replace the measure $Q_X$ for $P_X$, and, thus, the quantity $a(X_t)$ by $b(X_t) \doteq P_X(T_{r_t}(X_t))^{-1/2}$.

(b) Use instead the threshold value $\epsilon = \left(\frac{n \tau}{K \log(K/\delta)}\right)^{\frac{\alpha+4+d+\gamma}{2+\alpha+d+\gamma}}$ in the analogue of (21).

(c) Use (25) instead of (24) from Proposition 4.

Thus, (19) is of order $O\left(\min\left(\left(\frac{K \log(K/\delta)}{n \tau}\right)^{\frac{\alpha+1}{2+\alpha+d+\gamma}}, \left(\frac{K \log(K/\delta)}{n \tau}\right)^{\frac{\alpha+1}{2+\alpha+d}}\right)\right)$. 
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Bounding the Regret on Bad Events and Summing the Regrets over \( t \) It remains to bound the regret under the low-probability event \( F_t^c \) and sum our bounds over \( \tau \in [nQ] \). By an integral approximation, we have

\[
\sum_{\tau=K\log(K/\delta)}^{nQ} \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{\alpha+1}{2+\alpha+d}} \leq c_9 \int_{K\log(K/\delta)}^{nQ} \left( \frac{K \log(K/\delta)}{z} \right)^{\frac{\alpha+1}{2+\alpha+d}} dz
\]

If \( \alpha \leq d + \alpha + 1 \), this integral, for some \( c_{10} > 0 \), is bounded by

\[
c_{10} nQ \left( \frac{K \log(K/\delta)}{nQ} \right)^{\frac{\alpha+1}{2+\alpha+d}}.
\]

Otherwise, it is bounded by \( O(K \log(K/\delta)) \).

Since the regret at round \( t \) is bounded by 1 on \( F_t^c \), it remains to show \( \mathbb{P}(F_t^c) \) is appropriately small. First, by the definition of \( F_t \), the definition of event \( A_t \), and Proposition 3, we have:

\[
\mathbb{P}(F_t^c) \leq \mathbb{P}(A_t^c) + \mathbb{P}(E_t^c) + \mathbb{P}(\cup_{s=1}^t G_s^c) \leq \mathbb{P}(A_t^c) + \delta + 2 \cdot t \cdot \delta,
\]

Summing \( \delta + 2 \cdot t \cdot \delta \) over \( t \) accounts for the \( O(nQn\delta) \) term in the desired regret bound of Theorem 1. Finally, to handle the term \( \mathbb{P}(A_t^c) \), we use the definition of the transfer exponent (Assumption 5) and the definition of the support complexity (Definition 4):

\[
\mathbb{P}(A_t^c) = \mathbb{P}\left( Q_X(T_{t*}^c(X_t)) < \frac{8 \log(1/\delta)}{\tau} \cap P_X(T_{t*}^c(X_t)) < \frac{8 \log(1/\delta)}{n_P} \right)
\leq \mathbb{P}\left( Q_X(T_{t*}^c(X_t)) < \frac{8 \log(1/\delta)}{\tau} \cap C_\gamma \cdot (r_{t*}^c)^\gamma \cdot Q_X(T_{t*}^c(X_t)) < \frac{8 \log(1/\delta)}{n_P} \right)
= \sum_{B \in T_{t*}^c} \mathbb{P}\left( Q_X(B) < \min\left( \frac{8 \log(1/\delta)}{\tau}, \frac{8 \log(1/\delta)}{n_P \cdot C_\gamma \cdot (r_{t*}^c)^\gamma} \right) \cap B = T_{t*}^c(X_t) \right)
\leq C_d \cdot (r_{t*}^c)^{-d} \cdot \min\left( \frac{8 \log(1/\delta)}{\tau}, \frac{8 \log(1/\delta)}{n_P \cdot C_\gamma \cdot (r_{t*}^c)^\gamma} \right)
\leq c_{11} \min\left( \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{\alpha+2}{2+\alpha+d}}, \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{\alpha+2}{2+\alpha+d+\gamma}} \right).
\]

This is clearly smaller than the bound on the regret at time \( t \) we derived in the previous section. Thus, summing the above bound over \( \tau \) using an integral approximation in the same manner as before, we see that \( \sum_{t=nP+1}^{n}\mathbb{P}(A_t^c) \) is of the right order. This concludes the proof of Theorem 1. □

Appendix C. Multiple Shifts

In this section, we give an extension of Theorem 1 to multiple distribution shifts. Let \( \mathcal{P} \doteq \{P_j\}_{j=1}^N \) be a sequence of \( N \) initial distributions on the covariate-reward pair \( (X, Y) \). Suppose each \( P_j \) satisfies covariate shift with respect to the terminal distribution \( Q \). We then consider bandits with a sequence of shifts

\[
P_1 \rightarrow P_2 \rightarrow \cdots \rightarrow P_N \rightarrow Q.
\]
In this setup, data from each $P_j$ is observed for $n_j$ consecutive rounds. Then, there are $n_P \doteq \sum_{j=1}^{N} n_j$ total rounds played under distributions from the class $\mathcal{P}$. We then consider the regret $R_Q^\mathcal{P}(\pi)$ of a policy $\pi$ playing $n = n_P + n_Q$ total rounds, over the last $n_Q$ rounds of data observed from $Q$.

**Theorem 2** Let $\pi$ denote the procedure of Algorithm 1, ran, with parameter $\delta \in (0, 1)$, up till time $n > n_P \geq 0$, with $n_P, N, \{n_j\}_{j=1}^{N}$ all possibly unknown. Suppose the marginal of the covariate $X$ under each $P_j$ has unknown transfer exponent $\gamma_j$ w.r.t. $Q_X$, that $Q_X$ has $(C_d, d)$ box dimension and that the average reward function $f$ satisfies a margin condition with unknown $\alpha$ under $Q_X$. Let $n_Q \doteq n - n_P$ denote the (possibly unknown) number of rounds after the drifts, i.e., over the phase $X_t \sim Q_X$. Let $\gamma = \sum_{j=1}^{N} \gamma_j \cdot \frac{n_j}{n_P}$. We have for some constant $C > 0$:

$$
\mathbb{E} R_Q^\mathcal{P}(\pi) \leq C n_Q \left[ \min \left( \left( \frac{K \log (K/\delta)}{n_P} \right)^{\frac{\alpha+1}{2+\alpha+d+\tau}}, \left( \frac{K \log (K/\delta)}{n_Q} \right)^{\frac{\alpha+1}{2+\alpha+d+\tau}} \right) + \frac{K \log (K/\delta)}{n_Q} + n_0 \right]
$$

**Proof** [Proof Outline] The proof is almost identical to that of Theorem 1. Let $r_t^* \in [n_P]$ be the oracle level or the smallest level of $\mathcal{R}$ greater than or equal to

$$
\min \left( \left( \frac{\log (K/\delta)}{n_P} \right)^{\frac{1}{2+\alpha+d+\tau}}, \left( \frac{\log (K/\delta)}{\tau} \right)^{\frac{1}{2+\alpha+d+\tau}} \right),
$$

where, recall the notation $\tau \doteq t - n_P - 1$. Consider a round $t$ for $\tau > K \log (K/\delta)$. For a fixed level $r \in \mathcal{R}$, let $n_P(r)$ be the covariate count in $T_r(X_t)$ from any of the distribution $P_j$ for $j \in [N]$ or

$$
n_P(r) \doteq \sum_{s \in [n_P]} 1 \{ X_s \in T_r(X) \}.
$$

Then, similar to Proposition 3, we have that, at round $t$, with probability at least $1 - \delta$ with respect to the conditional distribution $X_{t-1} \mid X_t$:

$$
\phi_t(r_t) \leq 2 \sqrt{\frac{8K \log (K/\delta)}{\max(\tau Q_X(T_{r_t^*}(X_t)), \mathbb{E}[n_P(r_t^*)])}} + 2 \lambda r_t^*.
$$

Next, observe that if $P_j^X$ is the covariate marginal of $P_j$, then:

$$
\mathbb{E}[n_P(r_t^*)] = n_P \cdot \left[ \sum_{j=1}^{N} \frac{n_j}{n_P} \cdot P_j^X(T_{r_t^*}(X_t)) \right].
$$

Then, following the same steps and notation as the proof of Theorem 1, let

$$
a(X_t) \doteq \sqrt{\frac{1}{\sum_{j=1}^{N} \frac{n_j}{n_P} \cdot P_j^X(T_{r_t^*}(X_t))}}.
$$
Then, using the definition of the transfer exponent (Definition 5) and Definition 4, we have an analogous inequality to that used in deriving (25) in Proposition 4

\[
E[a^2(X_t)] = E\left[\frac{1}{\sum_{j=1}^{N} \frac{n_j}{n_P} P_j^X(T_{r_t}^i(X_t))}\right] \\
\leq c_{12} E\left[\frac{1}{Q_X(T_{r_t}^i(X_t)) \sum_{j=1}^{N} \frac{n_j}{n_P} (r_t^*)^{\gamma_j}}\right] \\
\leq c_{13} \sum_{j=1}^{N} \frac{n_j}{n_P} (r_t^*)^{\gamma_j} \cdot (r_t^*)^{-d}.
\]

Next, since the function \( x \mapsto r^x \) is convex for any \( r > 0 \), by Jensen’s inequality we have

\[
\sum_{j=1}^{N} \frac{n_j}{n_P} \cdot (r_t^*)^{\gamma_j} \geq (r_t^*)^{\frac{1}{n_P} \sum_{j=1}^{N} n_j \gamma_j} = (r_t^*)^{\gamma}.
\]

Thus, \( E[a^2(X_t)] \leq c_{13} (r_t^*)^{-d - \gamma} \). This yields essentially the same bound as (25), except \( \gamma \) replaces \( \gamma \). Using this in place of (25) in the proof of Theorem 1, we obtain the result. \( \square \)

**Appendix D. Lower Bound**

Here, we establish that the bound of Theorem 1 is minimax optimal, up to log terms in the case where \( K = 2 \), over a continuum of regimes of choices of \( n_P, n_Q, \gamma, \alpha \).

Our strategy is to use online-to-batch conversion to convert an online algorithm with regret \( R_{n_P, n} \) during the last \( n_Q \) rounds to a classifier with excess risk of order \( R_{n_P, n}/n_Q \). This then implies a conversion from classification lower-bounds to bandits lower-bounds.

We note that online-to-batch conversion results – which we call as a black-box – are usually given for i.i.d. sequences of covariate-reward pairs, while we instead consider a setting with a shift in distribution \( P \rightarrow Q \). Therefore, in much of what follows, we treat the first phase \((\{(X_t, Y_t)\}_{t=1}^{n_P} \sim P^{n_P})\) as a separate input randomness \( Z \), and apply conversion arguments to the second phase \((\{(X_t, \tilde{Y}_t)\}_{t=n_P+1}^{n} \sim Q^{n_Q})\).

First, we claim a bandit policy \( \pi \) can be converted to an online classification algorithm where \( \pi_t \in [K] \) indicates the predicted label for covariate \( X_t \). This requires defining a reward \( Y^i \) for each label \( i \in [K] \), which is done in Definition 9 below. To simplify notation, we will denote the set of \( K = 2 \) arms as \( \{0, 1\} \).

**Definition 9 (Conversion from Labels to Rewards)** *In the case of binary classification with covariate \( X \in \mathcal{X} \) and label \( \tilde{Y} \in \{0, 1\} \), we define the reward of arm \( i \in \{0, 1\} \) as \( Y^i = 1 \{\tilde{Y} = i\} \). We use \( \mathcal{T} \) to denote a class of tuples \((P, Q)\) of distributions on the covariate-label pair \((X, \tilde{Y})\). Each distribution on \((X, \tilde{Y})\) then induces a distribution on the covariate-reward pair \((X, Y)\). Let \( \mathcal{T}' \) be the class of tuples of distributions on \((X, Y)\), induced by \( \mathcal{T} \). To simplify notation, in what follows, tuples \((P, Q)\) will refer to either tuples in \( \mathcal{T} \) or their one-to-one mapping to tuples in \( \mathcal{T}' \), which will be clear from context.*

*We will also let \( \{(X_t, \tilde{Y}_t)\}_{t=1}^{m} \) be a sequence of covariate-label pairs and let \( \{(X_t, Y_t)\}_{t=1}^{m} \) be the sequence of corresponding covariate-reward pairs.*
In this constructed bandits problem, the regression function of arm $i$ is $f^i(x) = \mathbb{P}(\hat{Y} = i|X = x)$. Next, let $h^*(x) = 1\{f^i(x) \geq 1/2\} = \pi^*(x)$ be the Bayes classifier; the excess risk of a classifier $h$ w.r.t. distribution $Q$ is then given as:

$$\mathcal{E}_Q(h) \doteq \mathbb{E}_Q \left[1\{h(X) \neq \hat{Y}\} - 1\{h^*(X) \neq \hat{Y}\} \right].$$

Consider an arbitrary online learner $\Lambda = \Lambda(Z)$, based on additional randomness $Z$ independent of the training data. We let $\Lambda_1, \Lambda_2, \ldots$ denote the sequentially generated classifiers of $\Lambda$. We also define the mistake count $\mathcal{M}_m(\Lambda)$ over $m$ rounds of $\Lambda$ as:

$$\mathcal{M}_m(\Lambda) \doteq \sum_{t=1}^m \mathbb{1}\{\Lambda_t(X_t) \neq \hat{Y}_t\} - \mathbb{1}\{h^*(X_t) \neq \hat{Y}_t\}.$$ In expectation, we have that the mistake count $\mathcal{M}_m(\Lambda)$ is equal to the regret $R^Q_N(\pi)$ of a bandits policy $\pi$ when $\Lambda$ is the online learner induced by $\pi$, via the conversion of Definition 9. Thus, in lower bounding $\mathcal{M}_m(\Lambda)$, we obtain a lower bound on the regret.

The next few definitions and results will be stated in terms of an arbitrary online learner $\Lambda$ and, in Corollary 6, we will specialize $\Lambda$ to the online learner induced by policy $\pi$.

First, we formalize the types of black-box guarantees on online-to-batch conversion our arguments will rely on. In what follows, let $X_m \doteq \{X_t\}_{t=1}^m$ and $Y_m \doteq \{Y_t\}_{t=1}^m$.

**Definition 10**: In what follows, let $a \doteq \{a_m\}$, $b \doteq \{b_m\}$ denote bounded sequences in $[0, 1]$, indexed over $m \in \mathbb{N}$. An online to batch conversion rate is a mapping $F$ from sequences $a \mapsto b$ such that the following holds:

If there exists an online learner $\Lambda = \Lambda(Z)$, for additional randomness $Z$, which achieves expected mistake count $\mathbb{E}_{Z,X_m,Y_m}(\mathcal{M}_m(\Lambda)) \leq m \cdot a_m$ for some sequence $a$, then there exists a classifier $\tilde{h} = \tilde{h}(\Lambda)$ with excess risk $\mathbb{E}_{Z,X_m,Y_m}(\mathcal{E}_Q(\tilde{h})) \leq (F(a))_m$.

Now, for any $b = \{b_m\}$, define the pseudo-inverse $F^\dagger(b) \doteq \inf\{a = \{a_m\} : (F(a))_m > b_m\}$, where the inf over a set of sequences is defined pointwise over $m \in \mathbb{N}$ (that is, $(F^\dagger(b))_m = \inf\{a_m : (F(a))_m > b_m\}$ for $m \in \mathbb{N}$).

Next, we formally define the notion of a minimax lower bound for offline and online classification problems in terms of a rate $\{a_m\}$.

**Definition 11**: Fix $n,n \in \mathbb{N}$. We say that the class $\mathcal{T}$ (of distribution pairs $(P, Q)$) has a classification minimax lower bound of $b = \{b_m\}$ if the following holds:

For any $m \in \mathbb{N}$ and any classifier $\tilde{h}$ learned on data $\{(X_t, \hat{Y}_t)\}_{t=1}^m \sim Q^m$, and additional randomness $Z = \{(X_t', \hat{Y}_t')\}_{t=1}^m \sim P^n$, we have:

$$\sup_{(P,Q) \in \mathcal{T}} \mathbb{E}_{Z,X_m,Y_m}[\mathcal{E}_Q(\tilde{h})] > b_m.$$ Similarly, a class $\mathcal{T}$ has an online minimax lower bound of $a = \{a_m\}$ if the following holds:

For any $m \in \mathbb{N}$ and any online learner $\Lambda = \Lambda(Z)$ trained on data $\{(X_t, \hat{Y}_t)\}_{t=1}^m \sim Q^m$, and additional randomness $Z = \{(X_t', \hat{Y}_t')\}_{t=1}^m \sim P^n$, we have:

$$\sup_{(P,Q) \in \mathcal{T}} \mathbb{E}_{Z,X_m,Y_m}[\mathcal{M}_m(\Lambda)] > m \cdot a_m.$$
Given an online to batch conversion rate, the next lemma allows us to deduce an online minimax lower bound from a classification minimax lower bound.

**Lemma 5 (Minimax Lower Bound Conversion)** Suppose \( b = \{b_m\} \) denotes a classification minimax lower bound for the class \( T \). Then, if there exists an online to batch conversion rate \( F \) with \( (F^\dagger(b))_m > 0 \) for all \( m \in \mathbb{N} \), we have that \( \frac{1}{2} \cdot (F^\dagger(b))_m \) is an online minimax lower bound for the class \( T \).

**Proof** Consider an online learner \( \Lambda = \Lambda(Z) \), with additional randomness \( Z = \{(X_t, \tilde{Y}_t)\}_{t=1}^m \), with mistake count \( a = \{a_m\} \). For contradiction, suppose there exists \( m \in \mathbb{N} \) such that:

\[
\sup_{(P,Q) \in T} \mathbb{E}_{Z,X_m,Y_m}[M_m(\Lambda)] \leq m \cdot a_m \leq m \cdot \frac{1}{2} \cdot (F^\dagger(b))_m < m \cdot (F^\dagger(b))_m.
\]

Then, by the definition of \( F \) and the pseudo-inverse \( F^\dagger \), there exists a classifier \( \hat{h} = \hat{h}(\Lambda) \) such that:

\[
\sup_{(P,Q) \in T} \mathbb{E}_{Z,X_m,Y_m}[\mathcal{E}_Q(\hat{h})] \leq (F(a))_m \leq b_m.
\]

This is a contradiction on \( b \) being a classification minimax lower bound for the class \( T \).

We next specify the online to batch conversion rate \( F \) that we will use with Lemma 5.

**Theorem 3 (Theorem 4 of (Cesa-Bianchi et al., 2004), paraphrased)** Let \( \Lambda = \Lambda(Z) \) be an arbitrary online learner, trained on \( \{(X_t, \tilde{Y}_t)\}_{t=1}^m \), with additional randomness \( Z \). Then, for any \( \delta \in (0,1) \), there exists a classifier \( \hat{h} = \hat{h}(\Lambda) \), trained on \( \{(X_t, \tilde{Y}_t)\}_{t=1}^m \), such that:

\[
\Pr\left( \Pr_{(X,Y) \sim Q}(\hat{h}(X) \neq \tilde{Y}) \geq \frac{1}{m} \sum_{t=1}^m 1(\Lambda_t(X_t) \neq \tilde{Y}_t) + 6 \sqrt{\frac{\log(2(m + 1)/\delta)}{m}} \mid Z \right) \leq \delta.
\]

**Corollary 5** Let \( \Lambda = \Lambda(Z) \) be an online learner trained on data \( \{(X_t, \tilde{Y}_t)\}_{t=1}^m \) with additional input \( Z \). Then, there exists a classifier \( \hat{h} = \hat{h}(\Lambda) \) such that for any distribution on \( X_m, Y_m, Z \):

\[
\mathbb{E}_{Z,X_m,Y_m}[\mathcal{E}_Q(\hat{h})] \leq \mathbb{E}_{Z,X_m,Y_m}[M_m(\Lambda)] + 6 \sqrt{\frac{2 \log(m \sqrt{3})}{m}} + \frac{1}{m}.
\]

**Proof** Fix a value of \( Z \) and let the event \( A \) be as in Theorem 3:

\[
A = \left\{ \Pr_{(X,Y) \sim Q}(\hat{h}(X) \neq \tilde{Y}) \geq \frac{1}{m} \sum_{t=1}^m 1(\Lambda_t(X_t) \neq \tilde{Y}_t) + 6 \sqrt{\frac{\log(2(m + 1)/\delta)}{m}} \mid Z \right\}.
\]

Then, letting \( \delta = 1/m \) and conditioning on the event \( A \), we have:

\[
\mathbb{E}_{X_m,Y_m}[\mathcal{E}_Q(\hat{h}) \mid Z] \leq \mathbb{E}_{X_m,Y_m}\left[ \frac{1}{m} \sum_{t=1}^m 1(\Lambda_t(X_t) \neq \tilde{Y}_t) - 1(h^*(X_t) \neq \tilde{Y}_t) \mid Z \right] + 6 \sqrt{\frac{2 \log(m \sqrt{3})}{m}} + \frac{1}{m}
\]

\[
= \mathbb{E}_{X_m,Y_m}[M_m(\Lambda) \mid Z] + 6 \sqrt{\frac{2 \log(m \sqrt{3})}{m}} + \frac{1}{m}.
\]
Taking a further expectation with respect to $Z$ on both sides of the inequality gives the desired result.

Theorem 1 of Kpotufe and Martinet (2018) provides us the classification minimax lower-bound, which we restate it here.

**Theorem 4 (Theorem 1 of Kpotufe and Martinet (2018))** Let $T'$ be the class of all tuples $(P, Q)$ of distributions satisfying Assumption 2 and Definition 4, and Definitions 3 and 5, with some fixed parameters $(\lambda, C_d, d, C_\alpha, \alpha, \delta_0, C_\gamma, \gamma)$. In what follows, let $T$ be the one-to-one mapping of $T'$ to tuples of distributions on covariate-label pairs as in Definition 9. Then, there exists a constant $c > 0$ such that for any $n_P, n_Q \in \mathbb{N}$ and classifier $\hat{h}$ learned on $\{(X_t, \tilde{Y}_t)\}_{t=1}^{n_P} \sim P^{n_P}$ and $\{(X_t, \tilde{Y}_t)\}_{t=n_P+1}^{n_P+n_Q} \sim Q^{n_Q}$, we have:

$$\sup_{(P, Q) \in T} \mathbb{E} \left( \mathcal{E}_Q(\hat{h}) \right) > c \left( n_P^{\frac{2 + \alpha + d}{2 + \alpha + d}} + n_Q \right)^{-\frac{\alpha + 1}{2 + \alpha + d}}.$$ 

Next, we will take $b_m = c \left( n_P^{\frac{2 + \alpha + d}{2 + \alpha + d}} + m \right)^{-\frac{\alpha + 1}{2 + \alpha + d}}$ as our classification minimax lower-bound where $m$ here stands for $n_Q$. Combining Lemma 5, Corollary 5, and Theorem 4, we obtain the following minimax lower bound for bandits:

**Corollary 6 (Matching Lower Bounds over Given Regimes)** Let the class $T'$ and the constant $c > 0$ be as in Theorem 4. Suppose that $n_P, n_Q$ satisfy:

$$6\sqrt{\frac{2 \log(n_Q \sqrt{3})}{n_Q}} + \frac{1}{n_Q} < c \left\{ \frac{2 + \alpha + d}{2 + \alpha + d} \right\} \left( n_P^{\frac{2 + \alpha + d}{2 + \alpha + d}} + n_Q \right)^{-\frac{\alpha + 1}{2 + \alpha + d}}. $$ (28)

Then, for any fixed such $n_P, n_Q$ and any contextual bandits policy $\pi$, we have:

$$\sup_{(P, Q) \in T'} \mathbb{E}_{X_n, Y_n} \left[ R_n^Q(\pi) \right] \geq c \left( n_P^{\frac{2 + \alpha + d}{2 + \alpha + d}} + n_Q \right)^{-\frac{\alpha + 1}{2 + \alpha + d}}.$$ 

**Proof** Fix $n_P, n_Q$ satisfying the inequality in (28) and let $n = n_P + n_Q$. Let $\pi_Q$ be the online learner induced by a policy $\pi$ restricted to the $Q$ phase $\{(X_t, Y_t)\}_{t=1}^{n_P + n_Q}$ with additional randomness $Z = \{(X_t, Y_t)\}_{t=n_P+1}^{n_P+n_Q}$. Then, by Corollary 5, we have there exists a classifier $\hat{h}$ such that:

$$\mathbb{E}_{X_n, Y_n}[\mathcal{E}_Q(\hat{h})] \leq \mathbb{E}_{X_n, Y_n}[\mathcal{M}_{n_Q}(\pi_Q)] + 6\sqrt{\frac{2 \log(n_Q \sqrt{3})}{n_Q}} + \frac{1}{n_Q}.$$ 

We then have that the map $F$, defined below on a sequence $a = \{a_m\}$, is an online to batch conversion rate:

$$(F(a))_m = a_m + 6\sqrt{\frac{2 \log(m \sqrt{3})}{m}} + \frac{1}{m},$$
Let \( b_m \doteq c \left( n_P^{2+\alpha+d+\gamma} + m \right)^{-\frac{\alpha+1}{2+\alpha+d}} \) be as in Theorem 4. Then, by Theorem 4 and Lemma 5, we have:

\[
\sup_{(P,Q) \in \mathcal{T}} \mathbb{E}_{X_n,Y_n} [\mathcal{M}_{nQ}(\pi_O)] \geq \frac{n_Q \cdot (F^1(b)) n_Q}{2}.
\]

Next, we observe:

\[
\mathbb{E}_{X_n,Y_n} [\mathcal{M}_{nQ}(\pi_O)] = \mathbb{E}_{X_n,Y_n} \left( \sum_{t=1}^{n_Q} \mathbbm{1}(\pi_{O,t}(X_t) \neq \tilde{Y}_t) - \mathbbm{1}(h^*(X_t) \neq \tilde{Y}_t) \right)
\]

\[
= \mathbb{E}_{X_n,Y_n} \left( \sum_{t=1}^{n_Q} \pi_t^*(X_t) - Y_t^{\pi_t}(X_t) \right)
\]

\[
= \mathbb{E}_{X_n,Y_n} \left[ R_{\nQ}^Q(\pi) \right].
\]

Thus,

\[
\sup_{(P,Q) \in \mathcal{T}'} \mathbb{E}_{X_n,Y_n} \left[ R_{\nQ}^Q(\pi) \right] \geq \frac{n_Q \cdot (F^1(b)) n_Q}{2}
\]

\[
\geq \frac{n_Q}{2} \cdot \left( b_{nQ} - 6 \sqrt{2 \log(n_Q \sqrt{3})} - \frac{1}{n_Q} \right)
\]

\[
\geq \frac{n_Q}{2} \cdot \frac{c}{2} \left( \frac{n_P^{2+\alpha+d+\gamma}}{n_P^{2+\alpha+d+\gamma}} + n_Q \right)^{-\frac{\alpha+1}{2+\alpha+d}}.
\]

Remark 10  The inequality in (28) corresponds to the regime \( n_P = \tilde{O} \left( n_Q^{\frac{2+\alpha+d+\gamma}{2+\alpha+d}} \right) \) with \( \alpha < d \).

In particular this includes the following subregimes.

- **Performance on** \( Q \) **depends mostly on covariates** \( X_t \sim Q_X, t > n_P \). This is the subregime where \( n_P \lesssim n_Q^{\frac{2+\alpha+d+\gamma}{2+\alpha+d}} \), roughly, that is when (in the upper-bound of Theorem 1) \( \min(n_P^{-\frac{\alpha+1}{2+\alpha+d+\gamma}}, n_Q^{-\frac{\alpha+1}{2+\alpha+d}}) \approx n_Q^{-\frac{\alpha+1}{2+\alpha+d}} \), i.e., past experience under \( P \) is too short to significantly influence regret under \( Q \). The lower-bound of Corollary 6 then is of the form

\[
\sup_{(P,Q) \in \mathcal{T}'} \mathbb{E} \left[ R_{\nQ}^Q(\pi) \right] \gtrsim n_Q \cdot n_Q^{-\frac{\alpha+1}{2+\alpha+d}},
\]

which confirms that the threshold \( n_P = \tilde{O} \left( n_Q^{\frac{2+\alpha+d+\gamma}{2+\alpha+d}} \right) \) (on when past experience is too short) is indeed tight.

- **Performance on** \( Q \) **depends mostly on covariates** \( X_t \sim P_X, t \leq n_P \). This is the subregime where

\[
\frac{n_P^{2+\alpha+d+\gamma}}{n_Q^{2+\alpha+d+\gamma}} \lesssim n_P \lesssim n_Q^{\frac{2+\alpha+d+\gamma}{2+2\alpha+d+\gamma}}.
\]
In other words \( \min(n_P^{-\alpha/2+\alpha+d+\gamma}, n_Q^{-\alpha/2+\alpha+d+\gamma}) = n_P^{-\alpha/2+\alpha+d+\gamma} \), i.e., past experience under \( P \) significantly influences regret under \( Q \). The lower-bound of Corollary 6 then is of the form

\[
\mathbb{E} R^Q_n(\pi) \geq n_Q \cdot n_P^{-\alpha/2+\alpha+d+\gamma},
\]

that is, the upper-bounds of Theorem 1 are again tight up to log factors.

### Appendix E. Bounded Mass Assumption

Here, we consider the strong density condition of Remark 1, differing from our more relaxed condition on the marginal distribution \( Q_X \) in Definition 4. The strong density assumption ensures that \( Q_X \) has good coverage of \([0,1]^d\). It holds, for instance, if \( Q_X \) has lower-bounded Lebesgue density on \([0,1]^d\). We note that, unlike the notion of support dimension used in previous sections (Definition 4), the “dimension” of our support now coincides with the ambient dimension, denoted \( D \) in previous sections. This is defined formally as follows:

**Assumption 3 (Mass under \( Q \))** \( \exists C_d > 0 \) s.t., \( \forall \ell_\infty \) balls \( B \subset [0,1]^d \) of diameter \( r \in (0,1] \):

\[
Q_X(B) \geq C_d \cdot r^d.
\]

Under this assumption, we obtain similar regret rates as Theorem 1 with \( d \) now being defined as in Assumption 3. However, as discussed in Remark 8, the analysis differs heavily from that of Theorem 1 and is closer in spirit to that of Perchet and Rigollet (2013). We first consider the case of a single shift \( P \to Q \) and handle multiple shifts in Theorem 6, by a similar extension to that made in Appendix C.

**Theorem 5** Let \( \pi \) denote the procedure of Algorithm 1, ran, with parameter \( \delta \in (0,1) \), up till time \( n > n_P \geq 0 \), with \( n_P \) possibly unknown. Suppose \( P_X \) has unknown transfer exponent \( \gamma \) w.r.t. \( Q_X \), that \( Q_X \) satisfies Assumption 3 with \( (C_d,d) \), and that the average reward function \( f \) satisfies a margin condition with unknown \( \alpha \) under \( Q_X \). Let \( n_Q = n - n_P \) denote the (possibly unknown) number of rounds after the drift, i.e., over the phase \( X_t \sim Q_X \). We have for some constant \( C > 0 \):

\[
\mathbb{E} R^Q_n(\pi) \leq C n_Q \left[ \min \left( \left( \frac{K \log(K/\delta)}{n_P} \right)^{\alpha+1/2+d+\gamma}, \left( \frac{K \log(K/\delta)}{n_Q} \right)^{\alpha+1/2+d+\gamma} \right) + \frac{K \log(K/\delta)}{n_Q} + n\delta \right]
\]

**Corollary 7** Under the setup of Theorem 1, letting \( \delta = O(1/n^2) \) yields:

\[
\mathbb{E} R^Q_n(\pi) \leq C n_Q \left[ \min \left( \left( \frac{K \log(Kn)}{n_P} \right)^{\alpha+1/2+d+\gamma}, \left( \frac{K \log(Kn)}{n_Q} \right)^{\alpha+1/2+d+\gamma} \right) + \frac{K \log(Kn)}{n_Q} \right].
\]
E.1. Outline of the Proof of Theorem 5

The first part of the proof is nearly identical to the proof of Theorem 1. Lemmas 1, 2, and 3 remain true without modification. Thus, we have, at round $t$ with chosen bin $B = T_r(X_t)$, that with probability at least $1 - \delta$ with respect to the distribution $Y_{t-1} | X_t$:

$$\forall x \in B, i \in I_B : |\hat{f}^i_t(B) - f^i(x)| \leq 4\lambda r_t.$$ 

Additionally, Proposition 1 and Corollaries 3 and 4 still hold so that the regret and margin at round $t$ are both bounded by $16\lambda r_t$. Thus, following the intuition of Remark 8, it suffices to show $r_t$ is of optimal regression order.

**Showing $r_t$ is of Optimal Regression Order.** As in Section 4.2, for each round $t$, define the event $G_t$ on which the high-probability bound on the regression error holds or

$$G_t = \left\{ \forall i \in I_B, x \in B : |\hat{f}^i_t(B) - f^i(x)| \leq 4\lambda r_t, B = T_r(X_t) \right\}.$$ 

Recall that this is the “good” event on which we can identify unfavorable arms. Recall also, from Section 4.2, that we define $\tau = t - 1 - n_P$ to simplify notation.

**Lemma 6** Fix a round $t$ with observed covariate $X_t$. Then, for some $c_{14} > 0$, with probability at least $1 - \delta$ w.r.t. the distribution of $X_{t-1} | X_t$, we have

$$r_t \leq c_{14} \min \left( \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{1}{2+d+\gamma}}, \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+d}} \right).$$

**Proof** It suffices to show

$$r_t \leq c_{14} \begin{cases} \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{1}{2+d+\gamma}} & \text{when } n_P > K \log(K/\delta) \\ \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+d}} & \text{when } \tau > K \log(K/\delta) \end{cases},$$

since this implies the desired result for any $n_P, \tau$. We first show that when $\tau > K \log(K/\delta)$:

$$r_t \leq c_{14} \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+d}}.$$

The other bound on $r_t$ involving $n_P$ will follow similarly, with the appropriate modifications. First, we simplify notation for the sake of this proof: at round $t$, it will be understood that the observed covariate is represented by $X = X_t$. We also let $n(r) \doteq n_r(X)$ be the covariate count for a fixed arbitrary level $r$.

First, by Assumption 3 and the definition of transfer exponent (Definition 5), we have for some $c_{15} > 0$:

$$E[n(r)] = n_P P_X(T_r(X)) + \tau Q_X(T_r(X)) \geq c_{15} (n_P r^{d+\gamma} + \tau r^d). \tag{29}$$

In fact, without loss of generality, we can assume

$$c_{15} \leq C_d^{\frac{2+d}{d}}. \tag{30}$$
Thus, by a Chernoff bound similar to that used in the proof of Proposition 3, for any fixed level \( r \) satisfying \( n(r) \geq K \log(1/\delta) \), we have with probability at least \( 1 - \delta \) that

\[
\sqrt{\frac{K \log(K/\delta)}{n(r)}} \leq \sqrt{\frac{8K \log(K/\delta)}{c_{15} \tau r^d}}.
\]

(31)

Now, let \( r^*_t \in \mathcal{R} \) be the smallest level greater than or equal to \( c_{14} \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+d}} \). Then, it suffices to show \( r_t \leq r^*_t \). For the next part of the proof, we define \( n_Q(r) \) as the covariate count coming exclusively from \( Q_X \) for any given level \( r \):

\[
n_Q(r) = \sum_{s \in \{r\}} \mathbb{1}\{X_{n_P+s} \in T_r(X)\}.
\]

Then, we claim \( r^*_t \) satisfies \( n_Q(r^*_t) \geq \log(1/\delta) \) with probability at least \( 1 - 2\delta \), so that (31) holds with probability at least \( 1 - 2\delta \) for \( r = r^*_t \), by the aforementioned Chernoff bound. Since \( \tau > 8K \log(K/\delta) \) by hypothesis, we have by (30) and Assumption 3 that

\[
\mathbb{E}[n_Q(r)] \geq C_d \cdot \tau \cdot (r^*_t)^d \geq C_d \cdot \tau \cdot c_{15} \left( \frac{8K \log(K/\delta)}{\tau} \right)^{\frac{d}{2+d}} \geq 8 \log(1/\delta).
\]

Thus, by a Chernoff bound, we have

\[
Q_X(n_Q(r^*_t) < \log(1/\delta)) \leq Q_X \left( n_Q(r^*_t) < \frac{1}{2} \mathbb{E}[n_Q(r)] \right) \leq \exp \left( -\frac{1}{8} \mathbb{E}[n_Q(r)] \right) \leq \delta.
\]

Then, we have that by virtue of how \( r^*_t \) is defined, with probability at least \( 1 - 2\delta \):

\[
r_t^* \geq \sqrt{\frac{8K \log(K/\delta)}{c_{15} \tau (r^*_t)^d}} \geq \sqrt{\frac{8K \log(K/\delta)}{n(r^*_t)}}.
\]

This gives us that \( r_t \leq r^*_t \) by the minimization criteria for selecting \( r_t \) on Line 7 of Algorithm 1, as desired.

The other inequality

\[
r_t \leq c_{14} \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{1}{2+d+\gamma}},
\]

can be shown in an identical fashion to the case above with the appropriate modifications: specifically, \( \tau \) is replaced with \( n_P \), (29) is further lower bounded by \( c_{15} n_P^{d+\gamma} \), and \( n_Q(r) \) is replaced with \( n_P(r) \) which is defined as the bin covariate counts from distribution \( P \):

\[
n_P(r) = \sum_{s \in [n_P]} \mathbb{1}\{X_s \in T_r(X)\}.
\]
Cumulative Regret Bound. Next, we put the previous conclusions together to bound the cumulative regret by bounding the regret accrued at each round and then summing over \( t \in \{n_P + 1, \ldots, n\} \). Similarly to the proof of Theorem 1, for rounds \( s < t \), define the event \( E_s \) as the event on which the bound of Lemma 1 holds or \( E_s \supseteq G_s \). For round \( t \), define the event \( E_t \) as the event on which the bounds of Lemma 1 and Lemma 6 hold or:

\[
E_t = G_t \cap \left\{ r_t \leq c_{14} \min \left( \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{1}{2+\gamma}}, \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+\gamma}} \right) \right\}.
\]

To sum the regrets across time \( t \), the argument will involve conditioning on the event \( \cap_{s=1}^{t} E_s \), on which (a) Algorithm 1 correctly eliminates arms and (b) \( r_t \) is of the optimal order.

To this end, let \( F_t \supseteq \cap_{s=1}^{t} E_s \). Also, to simplify notation, let \( U_t \) denote

\[
U_t = c_{14} \min \left( \left( \frac{K \log(K/\delta)}{n_P} \right)^{\frac{1}{2+\gamma}}, \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{1}{2+\gamma}} \right).
\]

Recall \( U_t \) is the earlier high-probability upper bound on \( r_t \) in the definition of \( E_t \). If \( n_Q \leq K \log(K/\delta) \), we are already done since the regret is then bounded by \( K \log(K/\delta) \), which is the right order. Assume for the rest of the proof that \( K \log(K/\delta) < n_Q \).

To later use the margin condition (Definition 3), we require that \( U_t \approx \delta_0 \) (where \( \delta_0 \) is as in Definition 3). To ensure this, we need only constrain our analysis to rounds for which \( \tau \geq K \log(K/\delta) \), which is not an issue since the regret of any \( O(K \log(K/\delta)) \) rounds is of the desired order. More precisely, let \( \tau_0 \) be the largest positive integer satisfying

\[
c_{16} \left( \frac{K \log(K/\delta)}{\tau_0} \right)^{\frac{1}{2+\gamma}} > \delta_0,
\]

where \( c_{16} > 0 \) will be determined later. The regret for the first \( \tau_0 \) rounds among rounds \( \{n_P + 1, \ldots, n\} \) is \( O(K \log(K/\delta)) \) which is always of the right order. For the rest of the proof, we now assume that the round \( t \) is such that \( \tau > \tau_0 \) and \( c_{16} U_t \leq \delta_0 \).

Next, let the event \( H_t \) be

\[
H_t = \{ \hat{\pi}_t(B) - \hat{\pi}_t^0(B) \leq 8\lambda r_t, B = T_{r_t}(X_t) \}.
\]

Conditioned on \( X_t \), \( H_t \) is the event where one arm remains in contention at round \( t \) according to Line 11 of Algorithm 1. For the remainder of the proof, let \( B \) be the bin that was selected at round \( t \) given an understood value of \( X_t \). To further simplify notation, let \( X \equiv X_{t-1} \) and \( Y \equiv Y_{t-1} \) since we are fixing \( t \) momentarily here.

Consider the expected regret of pulling arm \( \pi_t \) at round \( t \), and decomposing it by conditioning the events \( F_t \) and \( H_t \):

\[
\mathbb{E} f_t^0(X_t) - f_t^0(X_t) = \mathbb{E}_{X_t} \left[ \mathbb{E}_{Y|X_t} \left( f_t^0(X_t) - f_t^0(X_t) \right) \cdot (1 \{ F_t \} + 1 \{ F_t^c \}) \cdot (1 \{ H_t \} + 1 \{ H_t^c \}) \right].
\]

The above gives us three different cases depending on whether event \( F_t \cap H_t \), or \( F_t \cap H_t^c \), or \( F_t^c \) holds.
1) Suppose event $F_t \cap H_t$ holds. Suppose also that there is a suboptimal arm $i \in \mathcal{B}$ for which $f^i(X_t) < f^{(1)}(X_t)$, lest the regret at time $t$ be zero. Then, by Corollary 4, we have for $c_{16} = c_{14} \cdot 16\lambda$ and any $j \in \mathcal{B}$:

$$|f^{(1)}(X_t) - f^j(X_t)| \leq 16\lambda r_t \leq c_{16}U_t.$$ 

Furthermore:

$$0 < |f^{(1)}(X_t) - f^{(2)}(X_t)| \leq 16\lambda r_t \leq c_{16}U_t.$$ 

This above inequality happens with probability at most $C_\alpha(c_{16}U_t)^\alpha$, under $X_t \sim Q_X$, by the margin condition (Definition 3). Thus, we have

$$\mathbb{E}_{X_t} \mathbb{E}_{X,Y|X_t} (f^{(1)}(X_t) - f^j(X_t)) \cdot 1 \{ F_t \cap H_t \} \leq C_\alpha(c_{16})^{\alpha+1}U_t^{\alpha+1}.$$ 

2) Next, on $F_t \cap H_c^t$, the pointwise regret is zero by Corollary 3 since $\mathcal{B}$ must contain the optimal arm at $X_t$ and no other arms.

3) On $F_c^t$, the pointwise regret is trivially bounded above by 1. By Lemma 6, this happens with probability at most

$$\mathbb{P}(F_c^t) \leq \mathbb{P}(\cup_{s=1}^t E_s^c) \leq \sum_{s=1}^t 2\delta.$$ 

Thus, $\mathbb{E}_{X_t} \mathbb{E}_{X,Y|X_t} (f^{(1)}(X_t) - f^j(X_t)) \cdot 1 \{ F_c^t \} \leq 2t\delta$.

Next, we put the three cases above together. We have that, for some $c_{17} > 0$, the cumulative regret over the rounds $\{\tau_0 + 1, \ldots, n\}$ is then at most

$$c_{17} \left[ \sum_{\tau=\tau_0+1}^{nQ} \min \left( \left( \frac{K \log(K/\delta)}{nP} \right)^{\frac{\alpha+1}{\alpha+d}}, \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{\alpha+1}{\alpha+d}} \right) + (nP + \tau)\delta \right].$$ 

Taking the sum over the last term on the R.H.S. above, we have $\sum_{\tau=1}^{nQ} (nP + \tau)\delta = O(nQn\delta)$. For the remaining term in the sum, it suffices to bound

$$\sum_{\tau=\tau_0+1}^{nQ} \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{\alpha+1}{\alpha+d}}.$$ 

As in the proof of Theorem 1, by an integral approximation, we have since $\tau_0 \propto K \log(K/\delta)$:

$$\sum_{\tau=\tau_0+1}^{nQ} \left( \frac{K \log(K/\delta)}{\tau} \right)^{\frac{\alpha+1}{\alpha+d}} \leq c_{18} \int_{K \log(K/\delta)}^{nQ} \left( \frac{K \log(K/\delta)}{z} \right)^{\frac{\alpha+1}{\alpha+d}} dz$$ 

If $\alpha \leq d + 1$, the above integral, for some $c_{18} > 0$, is bounded by

$$c_{19} nQ \left( \frac{K \log(K/\delta)}{nQ} \right)^{\frac{\alpha+1}{\alpha+d}}.$$ 

Otherwise, said integral is bounded by $O(K \log(K/\delta))$. This concludes the proof of Theorem 5. ■
E.2. Multiple Shifts under Bounded Mass

Here, we derive an analogue to Theorem 2 under the bounded mass assumption and the same setup as Appendix C. The proof is nearly identical as that of Theorem 2, relying on the same bound on $\sum_{j=1}^{N} \frac{n_j}{n_P} \cdot \gamma_j$.

**Theorem 6** Let $\pi$ denote the procedure of Algorithm 1, ran, with parameter $\delta \in (0, 1)$, up till time $n > n_P \geq 0$, with $n_P, N, \{n_j\}_{j=1}^{N}$ all possibly unknown (see definitions in Appendix C). Suppose the marginal of the covariate $X$ under each $P_j$ has unknown transfer exponent $\gamma_j$ w.r.t. $Q_X$, that $Q_X$ satisfies Assumption 3 with $(C_d, d)$, and that the average reward function $f$ satisfies a margin condition with unknown $\alpha$ under $Q_X$. Let $n_Q = n - n_P$ denote the (possibly unknown) number of rounds after the drifts, i.e., over the phase $X_t \sim Q_X$. Let $\tau = \sum_{j=1}^{N} \gamma_j \cdot \frac{n_j}{n_P}$. We have for some constant $C > 0$:

$$
\mathbb{E} R^Q_n(\pi) \leq C n_Q \left[ \min \left( \left( \frac{K \log (K/\delta)}{n_P} \right)^{\frac{s+1}{s+2+d+\gamma}}, \left( \frac{K \log (K/\delta)}{n_Q} \right)^{\frac{s+1}{s+2+d+\gamma}} \right) + \frac{K \log (K/\delta)}{n_Q} + n\delta \right]
$$

**Proof** [Proof Idea] Consider a round $t > n_P$ and any level $r \in \mathbb{R}$ such that $n_r(X_t) > \log(1/\delta)$. Similarly to the proof of Lemma 6, by a Chernoff bound and the definition of the transfer exponent (Definition 5), we have that the covariate count $n_r(X_t)$, with probability at least $1 - \delta$ satisfies

$$
n_r(X_t) \gtrsim \left( t - 1 - n_P \right) r^d + \sum_{j=1}^{N} n_j \cdot r^{d+\gamma_j}.
$$

Next, by Jensen’s inequality we have

$$
\sum_{j=1}^{N} \frac{n_j}{n_P} \cdot r^{d+\gamma_j} \geq r^{d+\tau}.
$$

Thus, combining the above two inequalities, $n_r(X_t) \gtrsim n_P \cdot r^{d+\tau}$. Using this bound, we can derive a generalization of Lemma 6 where $\gamma$ is replaced by $\tau$. All other parts of the proof of Theorem 5 remain the same in showing Theorem 6.

E.3. Lower Bound under Bounded Mass Assumption

Finally, we present an analogue to Corollary 6 under the bounded mass assumption, thus showing the regret bound of Theorem 5 is minimax optimal in a certain regime. The proof is identical to that of Corollary 6, relying on the same online-to-batch conversion procedure. The same theorem cited in Appendix D (Theorem 1 of Kpotufe and Martinet, 2018) provides us the classification minimax lower-bound required for the online-to-batch conversion.

**Corollary 8 (Matching Lower Bounds over Given Regimes)** Let $\mathcal{T}'$ be the class of all tuples $(P, Q)$ of distributions satisfying Assumptions 2 and 3, and Definitions 3 and 5, with some fixed parameters $(\lambda, C_d, d, C_\alpha, \alpha, \delta_0, C_\gamma, \gamma)$. Suppose that $n_P, n_Q$ satisfy:

$$
6 \sqrt{\frac{2 \log(n_Q \sqrt{3})}{n_Q}} + \frac{1}{n_Q} < \frac{c}{2} \left( \frac{n_P^{\frac{2+d}{2+d+\gamma}}}{n_Q} + n_Q \right)^{-\frac{s+1}{s+2+d+\gamma}}.
$$

(32)
Then, for any fixed such $n_P, n_Q$ and any contextual bandits policy $\pi$, we have:

$$\sup_{(P,Q) \in T} \mathbb{E}_{X_n,Y_n} [R_n^Q(\pi)] \geq \frac{c}{4} n_Q \left( \frac{2 + d}{n_P^{2 + d + \gamma}} + n_Q \right)^{-\alpha + 1/2 + d}.$$ 

**Remark 11** Similarly to Remark 10, the inequality in (32) corresponds to the regime $n_P = \tilde{O} \left( \frac{n_Q^{2 + \alpha}}{2 + 2\alpha} \right)$ with $\alpha < d/2$. 

