Comparison of spatial orientation skill between real and virtual environment
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Abstract
Virtual reality (VR) is a promising tool and is increasingly used in many different fields, in which virtual walking can be generalized through detailed modeling of the physical environment such as in sports science, medicine and furthermore. However, the visualization of a virtual environment using a head-mounted display (HMD) differs compared to reality, and it is still not clear whether the visual perception works equally within VR. The purpose of the current study is to compare the spatial orientation between real world (RW) and VR. Therefore, the participants had to walk blindfolded to different placed objects in a real and virtual environment, which did not differ in physical properties. They were equipped with passive markers to track the position of the back of their hand, which was used to specify each object’s location. The first task was to walk blindfolded from one starting position to different placed sport-specific objects requiring different degrees of rotation after observing them for 15 s (0°, 45°, 180°, and 225°). The three-way ANOVA with repeated measurements indicated no significant difference between RW and VR within the different degrees of rotation \((p > 0.05)\). In addition, the participants were asked to walk blindfolded three times from a new starting position to two objects, which were ordered differently during the conditions. Except for one case, no significant differences in the pathways between RW and VR were found \((p > 0.05)\). This study supports that the use of VR ensures similar behavior of the participants compared to real-world interactions and its authorization of use.
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1 Introduction

In recent years, virtual reality (VR) has been increasingly used for a lot of purposes, e.g., rehabilitation for people with impaired vision (Palieri et al. 2018), sports training (Pastel et al. 2020a, b, c; Petri et al. 2018, 2019) or therapy for anxiety disorders (Powers and Emmelkamp 2008). The use of VR is not only restricted to entertainment, but also integrated into science due to its enormous advantages. The VR applications allow a user to explore large virtual environments in a smaller physical space (Hirt et al. 2018). Advanced computer technology enables to use realistic computer-generated virtual environments for having a greater degree of control and offers less physically demanding experiences (Kimura et al. 2017). It also provides the potential to increase the motivation of children (Harris and Reid 2005), or when it comes to enhance learning (Sattar et al. 2019).

A factor that has an impact on the quality of perceiving virtual environments is what kind of VR application is used since they differ in the sense of being present in the virtual environment. A head-mounted display (HMD) is known for an increased feeling of being present and for providing high immersion compared to other applications (Mondellini et al. 2018). Since the majority of the population is not familiar with wearing the HMD, physical discomfort, better known as cybersickness, may occur. This could affect the feeling of being present (Mondellini et al. 2018; Witmer and Singer 1998). An established method to measure cybersickness is the simulator sickness questionnaire (SSQ) (Kennedy et al. 1993), which was used in numerous studies (e.g., Christensen et al. 2018; Tregillus et al. 2017; Walch et al. 2017).

Spatial orientation skill should not be reduced to only one ability. Generally, spatial orientation skill allows us to determine our location in relation to the environment.
(Carbonell-Carrera and Saorin 2018). It is also known as the ability to remain oriented in a spatial environment when the objects in this environment are observed from different positions (Fleishman and Dusek 1971). Wolbers and Hegarty (2010) gave a good impression of all included components that ensure spatial orientation. The authors stated the ability to find one’s way that involved basic perceptual and memory-related processes are seen as a complex construct due to the multisensory process in which information needs to be adjusted over space and time (Wolbers and Hegarty 2010).

The correlation between the spatial orientation and memory is shown in a study in which deficits of them are known as an early marker for pathological cognitive declines (Flanagin et al. 2019). Therefore, different tests were used to analyze spatial memory by letting the participants conduct a test that required them to memorize the order of objects on a map and to reconstruct it from memory (Lehnung et al. 1998). Besides, a lot of studies focused on spatial navigation which is defined as the ability to find the way between places in the environment (Bruder et al. 2012; Diersch and Wolbers 2019). The participants were often asked to complete wayfinding- or homing in tasks, which is essential in our daily life (Cao et al. 2019; Ishikawa 2019; Kitchin 1994). During those tasks, the user perceives the space and acquires spatial knowledge and orientation about it (Carbonell-Carrera and Saorin 2018). The user develops a cognitive map, which is defined as the internal cartographic representation of the surrounding environment (Carbonell-Carrera and Saorin 2018). An additional factor of helping us to orientate in an unknown environment is the distance perception. The comparisons of the perceived distances in VR to the real environment were already examined by letting the participants estimate verbally and by walking different distances using a head-mounted display, which showed no significant differences between both conditions, or at least tendencies of equal estimations (Kelly et al. 2017). Since we used a successor system of the HTC Vive (the HTC Vive pro, Taiwan), distance estimation was not considered in the current study due to already proven equal estimations for egocentric perception. The egocentric reference systems specify location and orientation relative to the observer, whereas the allocentric reference frame works independently of it (Wolbers and Wiener 2014). Previous studies showed that allocentric information is used for coding targets for memory-guided reaching in depth (Klinghammer et al. 2016). The authors emphasized the meaning of both reference systems but also referred to studies that crystallized the egocentric reference system as the dominant role to specify objects’ locations (Battaglia-Mayer et al. 2003; Klatzky 1998). For measuring environmental spatial abilities, pointing is a commonly used method that can be varied to examine different aspects of spatial ability (Flanagin et al. 2019; Kimura et al. 2017). Kimura et al. (2017) found out that participants could reorient by using either the geometry of the room or the implemented features (objects), whereas feature-based cues seem to have more impact on spatial ability skills in virtual environments. Previous research has shown that allocentric information was used for memory-guided reaching in depth (Klinghammer et al. 2016).

Despite its development due to higher computing power and practicable applications, it is still unknown whether information processing occurs similarly in RW and VR. Only a few studies have investigated whether the visual perception works equally in VR compared to RW (Pastel et al. 2020a, b, c), although the visualization of the VR environment took place artificially. The visual system relies on the distance and depth indicators which helps us to determine objects in a virtual scene (Ghinea et al. 2018). Most studies considered spatial navigation due to its high relevance in our daily life. Furthermore, pointing was frequently used to measure the ability to orientate in a new environment. During sports, it is important to move precisely to defend the opponent’s attacks, to build up an imagination of the position of each teammate, or to grasp appropriated objects such as a ball or racket. When it comes to adequate training in VR, it should be ensured that those skills can be realized in the same way as it works under reality condition without seeing the whole body, as it was the case in other studies (Kimura et al. 2017; Petri et al. 2018).

The aim of the study was to compare the ability to orientate in a new environment by letting the participants move to different sport-specific objects in a real and virtual environment. The focus was to examine whether the participants were able to move actively to each object without using other locomotion technique such as teleportation or cyberwalk (Brewster et al. 2019; Souman et al. 2011). Therefore, two main tasks were developed to examine the spatial orientation skills by first letting the participants walk blindfolded to different placed objects including different degrees of rotation (rotation task). In the second task, they had to walk blindfolded to a previously announced order of objects to observe free movement under more complex conditions (pathway task). Due to the repeated task demands, possible habituation leading to improved performances was examined in the rotation task (first and second run). More co-factors have been chosen to examine, which can have an impact on the participants’ performances, such as memory, previous experiences in VR and time for completion the tasks. Other studies reported that user characteristics such as cognitive abilities can have an impact on spatial orientation (Coughlan et al. 2018; León et al. 2016). At present, the rising computing power leads to more realistic graphics and the perception of virtual environments aligns to natural scenes. Nevertheless, based on conflicting research findings, the comparison of the spatial orientation between the virtual and real environment should be further examined.
2 Methods

A within-subject-study was designed and conducted under the declaration of Helsinki. The approval of the Ethics Committee of the Otto-von-Guericke University at the Medical Faculty and University Hospital Magdeburg was obtained under the number 132/16.

2.1 Experimental apparatus

2.1.1 Hardware

An HTC Vive (HTC, Taiwan) was used with a field of view of 110° (a total resolution of 2880 × 1600 Pixel) for visualization of the virtual environment. To execute the VR environment smoothly, a high-performance desktop equipped with Intel i7 CPU, 16 GB memory, 512 GB SSD, and Nvidia GTX 1080 8GB graphics card was used. A motion capture system (Vicon, Oxford, UK) including 13 cameras with a sampling rate of 200 Hz was used to capture the location of each marker accurately. The VR-controller (HTC Vive) was used to match the position of the virtual objects with those from reality.

2.1.2 Software

The creation of a VR environment with high fidelity preventing the participants from a conflict between the real-world and the virtual environment was created with Blender using the scales and the textures of the objects in the real world. The same room was also used during the experiment in the real environment (see Fig. 1). The created virtual environments were then imported into Unity3D (version 2019.1), and the SteamVR (version 2.5) was used to enable users to interact in the virtual reality. Visual Studio 2017 was used for implementing the C# program for Unity to control the studies.

Fig. 1 Overview of the experimental setup of the orientation test in RW and VR. The order of the objects varied between RW and VR. The rope was placed to fix the area where the participants completed the tasks. The white arrow indicates the starting position. On the right side, the degrees of rotation were presented from the bird’s perspective. For better visualization, the objects were rotated 90 degree of the horizontal axis. SP means starting position. P1, P2 and P3 indicate the varied position, from which the participants should walk with a blindfold to the different order of objects (see Table 1) in the pathway task.
The raw data were captured and prepared with Vicon Nexus (version 2.4, Oxford, UK). The results of the studies in the next section were processed and calculated with MATLAB R2019a. Finally, statistical analyses were performed with SPSS ($\alpha=0.05$), and the relevant and detailed statistical methods are explained later.

### 2.1.3 Participants and experimental setup

Twenty young and healthy adults (8 males and 12 females, averaged age = $23.1 \pm 3.32$ years) were recruited in this study. 10 participants stated having previous experiences of immersion in virtual environments. Previous experiences in VR consisted of the participation of other VR-studies, but no one possessed or owned VR-application for private uses. The study was done in a test room (see Fig. 1) equipped with a Vicon system as described previously. In the middle of the test room, an area was marked with a white rope that was placed between four chairs to ensure sensory feedback for the participants during blindfolded walking. During the experiment, all tasks were conducted by the participants in this fixed area ($5.5 \times 7.5 \text{ m}$). Inside the area, the four different objects (a red pylon, a pink ball, a yellow slalom pole, and a white ergometer) were placed also on fixed positions in the test room. The objects in VR were placed via a controller with a programmed function at the same coordinates of the objects in the real environment. As perceivable in Fig. 1, the position of each object was switched, when the condition (RW or VR) changed. This reduced the learning process, which could occur due to each participant completing every task in both real and virtual environment on the same day. The distances and the required degrees of rotation remained the same. Six reflective markers, one on the sternum, two at the center of each scapular, one was placed orthogonally of the glenoid cavity from the shoulder, one at the back of the hand right next to the joint of the index finger (this marker was used for the calculation of the deviations later) and a further one on the elbow on the participants to capture movement coordinates using the Vicon system.

### 2.2 Procedure

Before the conduction of the experiments started, the participants agreed and signed the consent form and then filled in a questionnaire regarding their previous experience in the VR, including VR gaming, immersive 360-degree movies, or other relevant applications. After the questionnaires were filled out, the experimenter explained the whole experimental procedure and measured the participants’ interpupillary distance to have a clear visual input from the HMD. Each participant completed the experiment in both conditions, but the order was randomized. Before starting the experiment, the participant had to go through the first memory and orientation test. For memory, ten words were observed by the participants for one minute. Afterward, they performed the orientation test (part of the Berliner-intelligence-structure test—BIS), which consisted of an observation phase (90 s observation of black colored buildings from a bird’s eye perspective). On the next step, the participants received the same sheet without colored buildings. The task was to mark all previously colored buildings they could remember. Afterward, the participant was asked to reproduce all words named in the memory test. The words were then repeated at the end of the study.

When all preliminary tests were completed, the participants were guided to the starting position (SP) as shown in Fig. 1 and received further instructions. The first task was the rotation task (RT). Each object was observed for 15 s from the SP. Thereafter, the visual scene was darkened in VR and in RW their eyes were covered with a blindfold. The participants should then walk to the object by using the marker placed at the back of their hand right next to their joint of the index finger as reference. Afterward, the participants were guided back to the SP without getting any feedback about their performances. The visual scene was presented again to observe the next object, which was placed at a different degree of rotation in the room (see Fig. 1). Each object should be approached only once.

After the RT, the participants in RW had their blindfolds removed and in VR the visual scene became visible again. The participants then had 2 min observation phase in which they could walk without covered vision through the whole scene to gain further experience with the environment. Then, they had to return to the SP and the vision was covered again (Fig. 1). Afterward, they were guided to a new position (P1, P2, P3) from where they had to walk blindfolded to a previously announced order of objects (e.g., first to the ball and second to the ergometer). This task was referred to as the pathway task (PT). A total of three pathways including two minutes previously conducted observation phases were performed. For each pathway, the participants walked to two objects (Table 1).

The last task was again the first task that required to walk to objects including different degrees of rotation for measuring possible habituation (see Fig. 2). After completing all tasks in both environments, the 10 words at the beginning of the study were queried again. After the tasks were done in VR, the SSQ was handed over. When the experiment was finished, the participants were asked to fill out a self-created questionnaire about used strategies. To obtain the subjective estimated difficulty of each task across the conditions (RW and VR), a scale was used from 0 points (no subjective difficulty) to 10 points (very difficult).
2.2.1 Data analysis

The quality of the orientation to the objects was measured by the two-dimensional deviation (cm) of the marker which was placed on the back of the hand right next to the joint of the index finger on the preferred hand to the real position of each object. In addition, the time (seconds) from the starting position (or changed perspective for the pathways) until the participant reached the object was captured. The deviations were calculated by using a MATLAB script for the rotation and pathway task. The dataset was checked for the requirements of the statistical analysis (normal distributions, no significant outliers, and given sphericity). Effect sizes were obtained using Cohen's $f$ being defined as $f = 0.1$ small effect, $f = 0.25$ moderate effect, and $f = 0.4$ large effect (Cohen 2013, pp. 285–287). SPSS, version 25, was used to run the statistics. To detect memory skills, a Wilcoxon signed-rank test was used to reveal possible differences in remembering the listed words and the buildings. To determine the correlation coefficient between the memory skills and the accurate walking (distance to the objects in cm) exists, the spearman rank correlation was used due to the small sample size and non-parametric data. This was also done for the analysis of correlations between RW and VR including the RT and PT. The level of significance was set to $\alpha = 0.05$.

2.3 Rotation task (RT)

For the comparisons between the deviations (cm), time for completion (time in seconds) and subjective estimation of difficulty, which all define the dependent variable, a three-way ANOVA with repeated measurements with degrees of rotation [$0^\circ$, $45^\circ$, $180^\circ$, $225^\circ$], the conditions [RW, VR], and the runs [first, second] was conducted. If sphericity was not given, the Greenhouse-Geisser corrected data were chosen for analyses. Although non-parametric data set was given in some cases, we chose to conduct the ANOVA since previous studies showed the robustness in terms of power and violations of normality by considering the distribution of skewness and kurtosis (Blanca et al. 2017). Dunn-Bonferroni corrected post-hoc tests were used to determine the pairwise comparisons within the different placed objects. Significant outliers were removed using boxplot (participant 12 and 17).
2.4 Pathway task (PT)

For the pathways, participant 14 was removed from the data set due to technical problems. Due to normal distributed data and given sphericity, a two-way ANOVA with repeated measurements was conducted. Furthermore, Dunn-Bonferroni corrected post-hoc tests were used to analyze the pairwise comparisons using the corrected significance to avoid the alpha error accumulation. Similar to the first task, the dependent variables were deviation (cm), subjective estimation of difficulty (0 points = no subjective difficulty to 10 points = very difficult) and for time completion (time in seconds), whereas the pathways (three in each condition) were treated as independent variable.

We compared the performances of the participants between the conditions (RW and VR). In addition, an analysis within each condition was made to get supportive information about similar behavior in both environments independently. The comparison of the first and the second run of the RT allows us to examine possible habituation to the task demands in both conditions. The first step was to examine whether habituation from the starting condition to the following one occurred. This step was completed first to exclude possible learning from one condition to the following. After that, further analyses with the associated factors were conducted.

3 Results

The results are divided into two parts. The first part focuses on the comparison of the performances within and between each condition (RW and VR) by comparing the deviations (measured in cm) and time for completions (s) for the rotation task and pathway task. The second part describes the analysis of the memory skills and orientation skills (BIS), and the subjective estimation of difficulty. Before starting with the analysis, it was examined whether there occurred differences from the starting and the subsequent condition. No significant differences were found between the starting condition and the following one for all dependent variables [deviations in cm, time for completion in s, subjective estimation of difficulties] neither within the rotation nor for the pathway task (p > 0.05). This was done before to be able to focus on the comparison of both conditions afterward. In addition, two runs were made within the rotation task, and the analysis within and between each condition was made separately.

3.1 Rotation task

The deviation (cm), time for completion (s), and subjective estimation (1–10) of difficulty in the rotation task are presented in Tables 2, 3, and 4.

For the deviations, no significant differences were found between the conditions (RW and VR) and the runs (first and second run). The results indicate significant differences within the deviations of the different placed objects that needed different degrees of rotation. The participants walked most accurately to the object requiring no rotation (in RW the bar and in VR the pylon). The other objects were reached in the same manner in both conditions. Participants needed more time to walk to objects that required increased rotations in both conditions. Similar to the deviations within accuracy, the most differences were shown between the object that required no rotation in comparison with the others. This is observable in both conditions. No significant differences were found between the first and the second run for each rotation (p > 0.05). An overview of the estimations of difficulty is given in Table 4. Generally, no differences were detected between RW and VR for each degree of rotation in each run (p > 0.05). For all rotation degrees existed no significant differences between the first and the second run in both conditions (p > 0.05). The objects which required less rotation were subjectively easier to reach than the others. In VR, the participants specified higher difficulty to complete the tasks. However, those differences were not significant (p > 0.05).

The comparison of the different rotations showed that the participants estimated the task as more difficult when the degree of rotation increased (see Table 4). This is shown by an increased effect size, e.g., when the first object which required no rotation was compared to the last object required a 225° rotation (Fig. 1).

3.2 Pathways

The results of the pathways indicate no significant difference between the RW and VR for the deviations, time for completion and subjective estimation of difficulty (see Table 5). For pathway 2, the participants needed significantly more time to reach the end compared to the others. However, this had a greater impact in RW than in VR.

3.3 Simulator of sickness

The results of the SSQ showed high values for nausea (11.45 ± 12.61), oculomotor (18.95 ± 14.02) and for disorientation (20.88 ± 19.43). The overall average value was 19.45. Previous research (Stanney et al. 1997) stated negligible symptoms lower than 5, minimal (5–10), significant (10 to 15), concerning (15 to 20), and worst-case and not appropriated simulator (higher than 20). However, the participants did not complain about any symptoms nor did they criticize the VR-environment. The participants mostly complained about not given feedback, which made it hard to estimate their accomplishments. Only one participant complained...
about dizziness due to a lost signal from the lighthouses to the HMD which was normally not the case. Four participants appeared to perceive smaller distances and decreased objects’ sizes in VR compared to RW, but this did not affect the physical discomfort.

### 3.4 Memory

No significant differences were found after the first and second-time points in the numbers of remembered words (p>0.05). A high significant correlation between the results of the short-term and long-term memory test was found (r = 0.81, p < 0.01, N = 20). No significant correlations were found between the test of remembering the buildings and the short-term memory (r = 0.16, p = 0.954, N = 20) and for long-term memory testing (r = 0.088, p = 0.711, N = 20). The ability to memorize the number of words did not influence the remembering of marked buildings from the birds-eye perspective. No significant correlations were found between the memorizing ability (neither for the words nor for the remembered buildings) and the accuracy of reaching the objects neither for the rotations nor for the pathways (p > 0.05).

### 4 Discussion

The goal of this study was to compare the ability to orientate in a virtual and real environment towards different placed objects. To check whether the participants differed in terms of accuracy (cm), they were equipped with markers to trace their positions in a two-dimensional space. The sport-specific objects were placed in positions that required different degrees of rotation to reach them blindfolded. In addition, the starting position varied, and the participants then had to walk blindfolded to a different order of objects. The two-dimensional deviation was captured and calculated for the degrees of rotation and for each pathway the participants had to walk. The results are divided into two main parts. The first part concentrates on the ability to rotate within RW and VR (rotation task). The second part shows whether the participants were able to memorize each object in each...
condition by walking to two objects as accurately as possible in a specific order (pathway task). In both tasks, the two-dimensional deviations (cm), the time for completion, and the subjective estimation of difficulty were treated as the dependent variable, and they were defined as parameters revealing the quality of spatial orientation skills within both conditions. Furthermore, we used the SSQ to test whether the VR simulation impacted participants’ state of mind. We also examined possible correlations between memory and orientation skills.

Although doubts about using the HTC Vive for scientific use still exist (Niehorster et al. 2017), the results showed no significant differences between RW and VR in the two-dimensional deviations of the objects that required different degrees of rotation (0°, 45°, 180°, and 225°). A closer look revealed differences from object 1 (required no rotation, 0°) to the other placed objects (see Table 2). The extent of rotation had predominantly no impact on the ability to rotate in both conditions (see Tables 2, 3, and 4). The same observed quality of walking including different degrees of rotation in both conditions endorses that the perception of the environments worked similarly, which is essential for virtual walking (Cirio et al. 2013).

Nevertheless, the ability to orientate was only measured by walking towards the objects and by measuring the two-dimensional distance (in cm). To reveal more information about the ability to rotate between objects, further analysis of the degrees of rotation should be done, such as locomotion trajectories between two oriented points in space (Cirio et al. 2013). Although a higher performance of the participant can be expected due to active exploration in the wayfinding task (Cao et al. 2019), the statistics showed no significant differences between the first and the second run. No habituation occurred after remaining longer in VR or also for RW. Although, the participants found the second run to be easier, no significant differences were found in terms of accuracy (deviations in cm) and pace (time in seconds).

The study did not represent a realistic setting, since normally visual feedback is always present during exploring new environments. The locations of objects are represented

| Time for completion | 0°        | 45°       | 180°      | 225°      |
|---------------------|-----------|-----------|-----------|-----------|
| **First run (n = 18)** |           |           |           |           |
| RW                  | M + SD (in cm) | 5.8 ± 1.3 | 9.4 ± 2.6 | 10.4 ± 2.7 | 11.1 ± 3.1 |
| VR                  | M + SD (in cm) | 7.2 ± 2.1 | 8.1 ± 2.0 | 10.8 ± 3.5 | 11.0 ± 2.5 |
| **Second run (n = 18)** |           |           |           |           |
| RW                  | M + SD (in cm) | 5.8 ± 2.2 | 9.2 ± 2.9 | 9.7 ± 2.6  | 11.1 ± 4.9  |
| VR                  | M + SD (in cm) | 5.5 ± 1.7 | 8.3 ± 2.7 | 10.4 ± 3.3 | 11.0 ± 3.0  |

| Factor            | df, error, F value, p value, eta-quadrat, effect size | Bonferroni corrected post-hoc comparisons revealed significant differences (RW and VR) |
|-------------------|-------------------------------------------------------|-------------------------------------------------------------------------------------|
| Degrees of rotation | F(3, 51) = 50.095, p < 0.001, η^2 = 0.747 (effect size = 1.12, large effect) | 0°–45° (p < 0.001) RW, VR |
| Condition (RW vs. VR) | F(1, 17) = 0.003, p = 0.958, η^2 = .001 (effect size = 0.01, small effect) | No significant difference between RW and VR was found |
| Runs               | F(1, 17) = 1.015, p = 0.328, η^2 = .056 (effect size = 0.05, small effect) | No significant difference between the first and the second run was found |
| Degrees of rotation* condition (RW vs. VR) | F(3, 51) = 4.930, p = 0.004, η^2 = .225 (effect size = 0.23, small effect) | Small differences occur between RW and VR concerning the interaction effects between degree of rotation and condition within the time for completion |

The number of participants is given by n. The three-way ANOVA was performed with the depended variable (deviations in cm) as the outcome and the factors rotation degree [0°, 45°, 180°, 225°], condition [RW, VR] and runs [first, second] were included. The level of significance was set to α = 0.05. Effect sizes were obtained using Cohen’s f being defined as f = 0.1–0.25 small effect, f = 0.25–0.4 moderate effect, and f = 0.4 large effect. The examination of the degrees of rotation was extended by using Bonferroni-corrected post-hoc comparisons to reveal where the differences are. The asterisk indicates the interaction between two factors.
in egocentric (Thompson and Henriques 2011) and allocentric reference system (Schütz et al. 2015). Both systems are necessary when humans perform memory-guided reaching movements (Byrne and Crawford 2010). The current study included both, since the participants had to observe and simultaneously extract information from the starting position, as well as exploring the scenes by walking through them. Therefore, it is difficult to differentiate between the two reference systems since other studies showed that allocentric information was used in 3D VR to reach out for memorized objects (Klinghammer et al. 2016) and within perceptual tasks (Murgia and Sharkey 2019). We refer to Klinghammer et al. (2016), who gave a good overview of the role of each reference system.

Examining the pathways also revealed no significant differences between RW and VR (see Table 5). Changing the starting position and therefore also changing the perspective led to no significant differences between the conditions in the two-dimensional deviations. Except for one case, no differences of the time needed to complete each pathway were found. The only difference was found within the RW condition. The deviations in the rotation task were less than those from the pathways. The participants stated to have less problems to imagine the position of each object from egocentric perspective. Since no differences in the deviation could be found, it can be assumed that the performance of the basic locomotion tasks was done in a stereotyped manner, which means that the participants followed similar trajectories when walking from object to object (Hicheur et al. 2007).

The subjective estimation of difficulty and time to completion did not deliver surprising results. Higher rotations were estimated more difficult or needed longer to complete in both conditions. This is not consistent with previous studies, which reported that tasks in VR were completed with longer time durations compared to RW (Pastel et al. 2020a, b, c; Read and Saleem 2017). The participants stated verbally to be less accurate or needed more time in VR.

### Table 4: Comparison of the subjective estimation of difficulty in the rotation task

| Factor                     | df, error, F value, p value, eta-quadrat, effect size | Bonferroni corrected post-hoc comparisons revealed significant differences (RW and VR) |
|---------------------------|-------------------------------------------------------|----------------------------------------------------------------------------------------|
| Degrees of rotation       | F(1.607, 28.918) = 21.298, p < 0.001, \( \eta_p^2 = 0.542 \) (effect size = 0.64, large effect) | 0°–45° (p < 0.001) RW, VR                                                              |
|                           |                                                       | 0°–180° (p < 0.05) RW, VR                                                             |
|                           |                                                       | 0°–225° (p < 0.001) RW, VR                                                            |
|                           |                                                       | 180°–225° (p < 0.001) RW, VR                                                          |
|                           |                                                       | 45°–225° (p < 0.001) VR                                                               |
| Condition (RW vs. VR)     | F(1, 18) = 2.446, \( p = 0.135, \eta_p^2 = 0.120 \) (effect size = 0.12, small effect) | No significant difference between RW and VR was found                                 |
| Runs                      | F(1, 18) = 17.532, \( p = 0.001, \eta_p^2 = 0.493 \) (effect size = 0.57, large effect) | The second run was found to be easier than the first in both conditions               |
| Degrees of rotation* Condition (RW vs. VR) | F(3, 54) = 0.573, \( p = 0.636, \eta_p^2 = 0.031 \) (effect size = 0.03, small effect) | No significant interaction effects were found concerning the degrees of rotation and conditions within the subjective estimation of difficulty |

The number of participants is given by \( n \). The three-way ANOVA was performed with the depended variable (deviations in cm) as the outcome and the factors rotation degree [0°, 45°, 180°, 225°], condition [RW, VR] and runs [first, second] were included. The level of significance was set to \( \alpha = 0.05 \). Effect sizes were obtained using Cohen’s \( f \) being defined as \( f = 0.1–0.25 \) small effect, \( f = 0.25–0.4 \) moderate effect, and \( f = 0.4 \) large effect. The examination of the degrees of rotation was extended by using Bonferroni-corrected post-hoc comparisons to reveal where the differences are. The asterisk indicates the interaction between two factors.
However, those differences were not significant between the different degrees of rotation (Table 4) and the different pathways (Table 5) between RW and VR. Those differences were not consistent with other studies, in which tasks completed in VR were rated more difficult (Pastel et al. 2020a, b, c). A reason for that could be the simple task demands of the present study since no complex movements were needed to successfully complete them. The results showed that the bar and the pylon were estimated as the easiest to reach, whereas the ergometer and the ball were rated higher in terms of difficulty.

The task demands consisted of localizing the objects with the marker placed at the back of the hand right next to the joint of the index finger and no vision was provided. This presupposes proprioceptive knowledge to be able to specify an accurate position of the objects. During the observation of the scene between each pathway, no visualization of the subject’s own body was provided. Previous studies have shown that this factor could lead to a negative impact on performances (Pastel et al. 2020a, b, c). We ensured that there was no loss in tracking during the observation of the virtual scene due to high shifting in the offset to the physical ground plane (Niehorster et al. 2017). However, the results of this study showed that reaching to an object (grasping the object and associating it to a specific position) could be completed without any restrictions compared to the real condition, also when no whole-body visualization was provided.

Overall, the study showed that VR is a useful tool for analyzing the spatial orientation in VR and the visual input received from the HMD worked equally, which is in line with previous studies (Kimura et al. 2017; Pastel et al.
Table 5  Comparison of the pathways (P1, P2, P3) between RW and VR

| Object 1 | Deviation (in cm) n = 19 | Pathway 1 (P1) | Pathway 2 (P2) | Pathway 3 (P3) | Two-way ANOVA with repeated measurements and calculated effect sizes | Bonferroni corrected post-hoc comparisons revealed significant differences |
|----------|--------------------------|----------------|----------------|----------------|---------------------------------------------------------------|-------------------------------------------------------------------------|
| RW       | M ± SD (in cm)           | 203.2 ± 110.0  | 145.6 ± 79.9  | 283.4 ± 85.1  | Pathways F(2, 36) = 3.213, p = .052, \( \eta^2_p = .151 \) (effect size = 0.15, small effect) | No differences were found between the pairwise comparisons |
|          |                          | 201.3 ± 89.1  | 194.2 ± 129.9 | 157.7 ± 65.6  | Condition F(1, 18) = 1.853, p = .190, \( \eta^2_p = .093 \) (effect size = 0.09, small effect) | No significant difference between RW and VR was found |
| Object 2 | Deviation (in cm) n = 20 | 233.9 ± 75.4  | 247.3 ± 115.6 | 184.4 ± 149.4 | Pathways F(2, 38) = 0.416, p = .663, \( \eta^2_p = .021 \) (effect size = 0.02, small effect) | No differences were found between the pairwise comparisons |
| VR       | M ± SD (in cm)           | 209.6 ± 100.4 | 220.3 ± 74.9  | 237.8 ± 100.0 | Condition F(1, 19) = 0.003, p = .961, \( \eta^2_p = .001 \) (effect size = 0.01, small effect) | No significant difference between RW and VR was found |
|          |                          | 201.3 ± 89.1  | 194.2 ± 129.9 | 157.7 ± 65.6  | No significant difference between RW and VR was found |
| Object 1 + Object 2 (n = 20) | Deviation (in cm) | 221.4 ± 74.4  | 199.9 ± 80.5  | 232.7 ± 98.0  | Pathways F(2, 38) = 0.516, p = .601, \( \eta^2_p = .026 \) (effect size = 0.03, small effect) | No differences were found between the pairwise comparisons |
|          |                          | 209.6 ± 71.0  | 204.9 ± 89.1  | 206.5 ± 88.0  | Condition F(1, 19) = 0.608, p = .445, \( \eta^2_p = .031 \) (effect size = 0.03, small effect) | No significant difference between RW and VR was found |
|          |                          | 221.4 ± 74.4  | 199.9 ± 80.5  | 232.7 ± 98.0  | No significant difference between RW and VR was found |
| Time for completion (in s) (n = 19) |          | Pathways F(2, 36) = 5.891, p = 0.006, \( \eta^2_p = .247 \) (effect size = 0.25, small effect) | P2–P3 (p < 0.05) |
| RW       | M ± SD (in s)            | 32.9 ± 10.5   | 36.6 ± 13.2   | 28.5 ± 7.3    | Pathways F(2, 36) = 6.411, p = 0.004, \( \eta^2_p = .263 \) (effect size = 0.27, moderate effect) | P1–P2 (p < 0.05) |
| VR       | M ± SD (in s)            | 31.5 ± 8.8    | 33.3 ± 8.9    | 31.0 ± 8.9    | Condition F(1, 18) = 0.426, p = 0.522, \( \eta^2_p = .023 \) (effect size = 0.02, small effect) | No significant difference between RW and VR was found |
| Subjective estimation of difficulty (n = 19) |          | Pathways F(2, 36) = 6.411, p = 0.004, \( \eta^2_p = .263 \) (effect size = 0.27, moderate effect) | No significant difference between RW and VR was found |
| RW       | M ± SD                   | 6.1 ± 2.0     | 6.8 ± 2.3     | 5.9 ± 2.0     | Pathways F(2, 36) = 6.411, p = 0.004, \( \eta^2_p = .263 \) (effect size = 0.27, moderate effect) | No significant difference between RW and VR was found |
| VR       | M ± SD                   | 5.6 ± 2.0     | 6.2 ± 2.3     | 6.1 ± 2.5     | Condition F(1, 18) = 0.649, p = 0.431, \( \eta^2_p = .035 \) (effect size = 0.04, small effect) | No significant difference between RW and VR was found |

The number of participants is given by n. The two-way ANOVA was performed with the depended variable (deviations in cm, time for completion, subjective estimation of difficulty) as the outcome and the factors rotation degree [P1, P2, P3], condition [RW, VR]. Effect sizes were obtained using Cohen’s f being defined as f = 0.1–0.25 small effect, f = 0.25–0.4 moderate effect, and f = 0.4 large effect.
2020a, b, c). Since navigational deficits in cognitive aging or neurodegenerating disease could be found (Cushman et al. 2008; Laczó et al. 2018), further investigations with seniors should be conducted to compare the ability to orientate precisely to objects in a virtual scene.

5 Limitation

The current study has its limitation on the transfer on realistic scenarios due to its laboratory setting and standardized conduction. In sports, for example, the accurate movement needs to be done under time pressure and in a more complex scenario including teammates, opponents, field restrictions, and interacting objects (ball, racket, etc.). Besides, the current task demands guided the participants to set the focus only on one feature such as one static object in the rotation task, and stepwise through the pathways, which is also not in line within realistic sports scenarios. During the observation phases, the subject’s own body was not visualized which could have had an impact on performances. To form a valid conclusion, more people should be tested to increase the statistical power and to substantiate the equality of RW and VR in terms of spatial skills. Therefore, further excluding criteria concerning the selection of participants should be considered such as experience in VR, gender distribution or the testing time.

6 Conclusion

The results of the current study supported the similarity of the ability to reach objects in VR compared to the real environment. Nevertheless, the subjective impression of the virtual environment seems to differ due to graphical limitation and restricted field of view (110°). Regarding the use of VR in sports, more sport-related tasks should be implemented and completed by the participants to verify this tool as a valid and reliable method.
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