Exploration of machine learning methods for prediction and assessment of soil properties for agricultural soil management: a quantitative evaluation
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Abstract. Soil is a heterogeneous and complex natural resource that is the factual basis of almost all agriculture production activities. The soil's inherent nutrients or physiochemical properties help the researchers better understand the soil ecosystem dynamics and play a crucial role in guiding farmland decision-makers in their routine decisions. Therefore, the accurate forecasting of soil leads to improved and better soil health management (SHM). The recent advances in sensing and computational technologies have led to the expanding accessibility of farmland data either obtained distantly or proximally. The increasing availability of massive data and unreservedly accessible open-source algorithms have prompted a quickened use of machine learning (ML) procedures to investigate soil conditions. Therefore, to understand the usage of ML techniques in exploring soil properties and related applications, this paper concentrates on reviewing and analyzing ML techniques precisely to predict and assess soil properties for improved decisions on agricultural SHM. The article also explores various other vital factors like algorithms, implementation tools, and performance metrics employed in numerous soil assessment application domains and different challenges and future research directions for SHM using ML techniques. The detailed assessment concludes that the response for ML in the prediction and evaluation of soil properties for SHM is very promising for the sustainable growth of agriculture.

1. Introduction
Agriculture is an indispensable wellspring of food and livelihood for a significant portion of the global population [1]. It plays a vital role in producing both food and employment opportunities for a massive community (2). Today information-driven economy, with its emphasis on creating insightful sensor-based gadgets, data sharing framework, data-driven machines, and sensor network-driven decision support systems (DSS) [3], will play a groundbreaking activity in smart agriculture and horticulture frameworks [4]. The agriculture production systems are mainly affected by environmental and climate conditions, soil ecological characteristics, water availability, and farming practices. Out of these, the soil is the complex and heterogeneous ecosystem whose monitoring, characterization, and management, if not done timely, will lead to its degradation, loss of fertility, reduction in plant growth/yields, and economic losses. Soil degradation emerges as one of the significant challenges for sustainable global food production [5].

The technological advances in remote and proximal sensing and other related technologies like wireless sensor networks (WSNs) [6] have raised the capacity to monitor and acquire more critical spatial and temporal soil data to the manifold, so as the need to accelerate the processing and analysis of information into reliable decisions. The high availability of soil data and open-source ML algorithms on various Govt. and public web domains have raised the usage of machine learning (ML) techniques
to develop further soil analysis and management applications [7].

Due to the high availability of ML algorithms and associated applications in soil management and analysis, plenty of research papers are available in databases on the above said context. Most of the research papers mainly focused on the application of ML for a specific soil analysis problem. However, a comprehensive review of soil properties prediction and assessment considering various technical aspects like type of datasets, algorithms, performance metrics, and applications have not been specifically reviewed and presented in a single study. Therefore, the work presented in the paper concentrates on:

a) Review the existing literature on ML techniques applications on prediction and assessment of agricultural soil properties with a focus on soil nutrient and fertility management.
b) Analyzing the usage of different techniques and associated performance metric in each respective application
c) Exploration of various research issues and challenges, along with a discussion on future research directions.

The next subsection shall discuss the motivation and need for conducting the review and analysis.

1.1 Motivation
In recent times, the emergence of new-age technologies like wireless sensor networks (WSNs) and the internet of things (IOT) has enabled crop growers to adopt a data-oriented approach to collect enormous amounts of data on farm conditions (soil, plants, water) from distributed and networked sensors. Post data collection, high available storage, and efficient ML-based data analytic models utilize this data to build prediction and decision support applications for various on-farm activities like mitigation of pest and disease risk, irrigation, and fertilizer management to improve crop yields to gain economic benefits.

In the context of data analytics and its usage in building important decision-making models, the ML techniques that are one of the fastest-growing areas of artificial intelligence (AI) is playing an important role in the agriculture sector. The domain of ML involves a variety of modeling techniques and algorithms that are utilized in many agricultural applications. This paper comprehensively assesses the potential of ML techniques for soil nutrient management and fertilizer recommendation application.

1.2 Research Approach
Various steps of the adopted research approach in the presented research work are depicted in figure-1.

![Figure 1. Methodology in Research Work](image)

Stage 1 (Planning) defines the scope of study and formulate the research question, in which the information sources and keywords related to the research questions are identified and finalized. To accomplish this, six keywords, i.e., 'Machine Learning,' 'Soil Fertility,' 'Agriculture,' 'Soil Nutrients,' 'Soil Properties,' 'Fertilizer,' were identified and selected for the search of relevant articles. Step-2 covers the explicit inclusion, exclusions, and limitation criteria covering article name, publishing year, country,
journal, relevant keywords, and most importantly, relevant content. In step-3, the source of relevant studies that meet the research requirements was identified, selected, and broadly assessed based on content quality. The research content only from peer-reviewed journals and sources that fulfills the search criteria as per defined keywords are only considered for detailed review and analysis. All this is done to reduce bias errors. The relevant information on machine learning techniques, associated performance metrics, application domain, limitations, and merits were extracted, collected, and analyzed, and a detailed summary is prepared in step-5.

Post analysis/synthesis of review outcome, the future scope of research is proposed. The comprehensive investigations of various research papers studied in this research work are given in the next section. The remaining portion of the document is organized into sections, where the second section, i.e., section-2, discusses the existing related literature on ML algorithms’ applications in the soil analysis domain. Section-3 presents the applications of ML techniques in predictive analysis of agricultural soils and tools utilized for implementation of ML methods. section 4 explains the ML techniques and their quantitative usage in existing research. Section 5 explores the most widely used performance metrics in predictive analytics using ML techniques followed by the discussion on results and findings. The last section i.e. section 6 concludes the quantitative analysis.

2. Related Work
There are numerous applications in the agriculture domain, where a variety of ML techniques are used to solve different agricultural problems like crop protection, i.e., weed detection, identification of plant diseases, and integrated pest management [8], digital soil mapping [9] - [14] forecasting of crop yields and suitability [15] [16], irrigation recommendation [17], modeling of soil properties like temperature [18] [19] and, soil organic carbon (SOC) [20], development and accuracy assessment of soil grid system [21] and, assessment of soil dryness [22]. Padarian et al. [7] surveyed the usage of ML techniques in soil science applications and emphasizes that ML techniques can be applied to formulate a model that explains the distribution of soils and the reasons for spatial variation and estimation of soil properties [23] [24]. In the given study, overfitting and the interpretability of the ML models are identified as few of the research gaps for better understanding of soil conditions.

As observed from the review of existing surveys, there are various applications where ML techniques are used to solve different problems in the agriculture sector. However, there are applications where the usage of ML techniques has not been adequately reviewed and analyzed. For example, the utilization of ML specifically in prediction and assessment of soil properties, soil and plant nutrients, fertilizer management cum recommendation and, soil classification for the agricultural purpose has not been precisely surveyed, analyzed, and presented. The most widely used ML technique(s) still remains untouched and available in a single concise document. The kinds of datasets, performance metrics for assessment of widely used methods, their limitations, and future research directions have also not collectively available on the said problem domains.

Therefore, to get a detailed analysis of the said context, this review work-study the research work on the application of ML techniques that is conducted in the last five to seven-year or so. Only a few exceptional good older papers (more than ten years old) have also been considered for review. The next subsequent sections shall discuss the applications of ML Techniques for the prediction, assessment and evaluation of soil parameters for soil health management (SHM) in detail.

3. ML Techniques in Prediction and Assessment of Soil Properties: Applications and Tools
In the agricultural production system, the fertile soil plays a key role which is governed by its physical and chemical properties. The functional properties of soil are related to a its capacity to support essential ecosystem services such as inherent productivity, nutrient and water retention, and resistance to soil erosion and fertility degradation. The expanding accessibility of soil data, which is captured either distantly or proximally along with easy availability of open-source algorithms, have prompted a quickened use of ML procedures to investigate soil properties.
3.1. Categorization of ML Applications:

In reference to the context of this review work, the applications related to prediction and assessment of soil can be sub-divided into four main categories like (a) prediction of soil properties (physical and chemical properties) (PSP) [25]-[47], (b) predictive-fertilizer-recommendation (PFR) using soil properties [48]-[53], (c) soil fertility and plant nutrient assessment (SFPN) [54]-[58], (d) soil nutrient prediction (SNP)[59]-[64] and, (e) soil classification (SC)[65]-[75] (Figure-2).

The prediction of soil properties (PSP) covers estimation or forecasting of various properties of agricultural soils. Figure-3 depicts the further classification of applications of ML techniques for the prediction of soil properties. PSP caters for estimation or modeling of multiple soil parameters or properties [66][80] like soil organic carbon (SOC) [25][27][29][40],[41],[42][60][76], Bulk Density (BD) [25][26][33], Cation exchange capacity (CEC) [25][27][28][34], pH [25][27][28][44], soil texture, fractions and course fragments [25], Sand C:N Cmin Thickness [26][29], Calcium (Ca) [27][29], Phosphorous (P) [27][29][62][63], Al, H, H-Al, sum of bases, % of base saturation (V), Al saturation (m), sand, silt/clay (S/C), L. chinensis carbon [62], degree of flocculation [27][29], and Soil Organic Matter (SOM)[28][78], Potassium (K) [28] and, yield monitoring of Corn [28]. Clay content [34] and, soil salinity [43].
The ML techniques has also been applied for estimation of soil types or taxonomic classes [30] [31] [32] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75], soil moisture content (SMC) [37] [38] [39] [60] [82] and, soil temperature (STemp) [45] [46] [47].

Figure 4. Contribution of ML Techniques in Prediction/Assessment of Soil Properties

The graph depicted in fig-4 represents data collected from more than fifty research articles collected from useful repute journals. These papers are extensively studied and reviewed for data collection and chart preparation. Figure 4 shows that the application of soil classification utilizes ML techniques more than others. The prediction of pH, OC, P, and K is the second-highest compared to classification applications. ML’s usage in the estimation of soil temperature, moisture content, texture, and CEC is somewhat similar and near about 13.5 %, which is slightly less than the contribution of ML in the forecasting of the ratio of carbon to nitrogen. Only about 10% of papers show the contribution of ML in predicting key macro-nutrients, i.e., NPK, that are responsible for soil fertility and play an essential role in prescribing fertilizers for crop and soil specific needs.

3.2 Categorization of ML Tools:
Most of the methods have been implemented and executed using standard tools like R Software (with Classification and Regression Training (Caret), ranger, xgboost, nnet, RF, geoR, gmap, and sp packages) [25] [26][28] [3] [31] [32] [40] [41] [51][61] [63][69][71] [72][81], MATLAB [29] [36][37][47] [56] [62][67] [68] [72] [80], Weka [33][41] [52] [72] [74][77] and SPSS [39][44] or any other statistical tool[60][66] [76] [78] [79] [83], Python programming platform libraries (Keras Deep Learning and scikit-learn libraries like xGboost) [38][48][50] [53] [57][64] except a few that utilizes other tools like Microsoft Excel®2010, ARC GIS tools, land-surface model (LSM) [35], IDL (Interactive Data Language), GenStat [55], Digital Signal Processing (DSP) boards with commercial imaging libraries [70], RapidMiner [73] and other gives no information on development tools [27] [34][42][45][46] [49] [54] [58] [59][65][75][82]. The figure-5 shows the contribution of various well-known tools that helps in the analysis of agricultural soils. R software packages are the most popular tools for the implementation of ML techniques in soil analysis applications. The MATLAB and python libraries and the WEKA tool are also a good choice in plenty of applications. The usage of the SPSS tool is less as compared to the mentioned tools. The selection and choice of implementation tools largely depend on the user's skill and the features/functions present in the respective tool that meets the needs.
of the application. The next section shall discuss the ML methods/algorithms used in various soil analysis applications as given in figure-2.

Figure 5. Usage of Tool/Software in ML Implementations

4. ML Techniques in Assessment and Prediction of Soil parameters
This section shall review 57 research papers to analyze the contribution of different ML techniques in soil analysis. The extensive study helps identify the most popular and widely used methods for analyzing soil for the agriculture domain. The assessment and evaluation of soil properties categorized into various applications like soil property analysis, fertilizer recommendation, prediction of soil physio-chemical properties, and nutrient conditions. Furthermore, the quantitative analysis of research papers has been done w.r.t. usage of ML techniques. Table-1 gives the list of ML techniques and the number of papers where a particular method is used. From the analysis of the table-1, SVM, RF, TBM, ANN, and BPNN, along with their variants, are the top five methods used in 25 21,13, 12, and 10 research work papers, respectively. Also, SVM and its variants are the most preferred method in many agricultural applications due to its significant accuracy with less computation power. Also, SVM is useful for both regression and classification tasks.

RF is the second-highest supervised ML technique used for soil analysis and prediction applications. RF builds multiple decision trees and merges them to get a more accurate and stable prediction.

The tree-based models (TBM), like decision trees (DT), are instrumental in predicting and classifying the different properties and soil types. DT helps in establishing the relationship between various parameters of agricultural soils. In DT analysis, observations enter at the root node, and a iterative test is applied to differentiate the measurements into best classes, making groups cleaner. This process of testing and splitting the observations into classes continues till it reaches a terminal node. DT with fewer elements on terminal nodes yields higher accuracy, and reduced ' precision of prediction.
## Table 1. List of ML Techniques and their contribution in soil analysis

| Techniques                              | Research Papers where ML techniques used for SA                                                                 |
|-----------------------------------------|---------------------------------------------------------------------------------------------------------------|
| Random Forest (RF)                      | [25],[26],[28],[30],[31],[32],[41],[42],[47],[51],[52],[53],[57],[58],[63],[69],[71],[72],[80],[81],[82]     |
| Support Vector Machine (SVM) and variants | [28],[30],[31],[36],[37],[39],[42],[46],[52],[54],[57],[58],[59],[60],[62],[65],[66],[69],[70],[72],[73],[74],[75],[80],[81] |
| Tree Based Models (TBM)                 | [30],[31],[33],[35],[54],[55],[57],[65],[68],[69],[72],[75],[81]                                            |
| K-Nearest Neighbor (K-NN)               | [26],[30],[31],[53],[57],[69],[75],[80],[81]                                                                |
| Stochastic Gradient Boosting Model (SGBM) | [25],[28],[31],[58],[72],[80],[82]                                                                           |
| Statistical/Geo-Statistical Model (GSM) | [26],[27],[40],[45],[57],[66],[76],[79]                                                                       |
| Principle Component Analysis (PCA)      | [32],[51],[55],[61]                                                                                            |
| Extreme Learning Model (ELM)            | [29],[36],[47],[64]                                                                                            |
| Naive Bayesian                          | [58],[66],[73],[80]                                                                                            |
| k-Means                                 | [59],[61]                                                                                                     |
| Linear Discriminant Analysis (LDA)      | [30]                                                                                                          |
| Artificial Neural Network (ANN)         | [31],[34],[38],[39],[42],[46],[49],[53],[57],[65],[69],[80]                                                  |
| Backpropagation neural networks (BPNN) and Variants (Resilient/Radial) | [28],[41],[49],[47],[55],[56],[62],[73],[77],[49]                                                           |
| Multilayer Perceptron Neural Network (MLP) | [30],[41],[48],[49],[57],[78]                                                                                 |
| Single-hidden-layer neural networks (NNET) |                                                                                                               |
| Long Short-Term Memory Network (LSTM)-Class of Recurrent Neural Network (RNN) |                                                                                                               |
| Generalized Regression Neural Networks (GRNN) | [47],[54]                                                       |
| Convolutional Deep Neural Network (CDNN) | [42],[49]                                                                                                     |
| Generalized additive models (GAM)       | [26]                                                                                                          |
| Generalized linear regression (GLM)     | [26],[80]                                                                                                     |
| Boosted Regression Tree (BRT)/Extreme Gradient Boosting (xGBrading)/Gradient Boosting and its Variant | [26],[40],[42],[50],[80]                                                                                   |
Ordinary/Partial Least Squares Regression (PLSR) or Multiple Linear Stepwise Regression (MLSR)  
Regression Tree - Cubist (CU)  
Linear Regression Model (LRM) and RR/SR Variant  
Multinomial Logistic Regression (MLogR)  
Bagged Classification Tree (BCT)  
Nearest Shrunken Centroid (NSC)  
Support Vector Regression (SVR) and Variants  
Random Forest Regression (RFR)  
Multivariate/Multiple/Factorial Linear Regression (MLR)  
Least Absolute Shrinkage and Selection Operator (LASSO)  
Principal Component Regression (PCR)  
Elastic Net Regression (ENR)  
Gaussian Process (GP)  
Classification/Regression Trees (CART) Variants  
Deep Learning Regression (DNNR)  
Other Methods

[27],[44],[51],[57],[60],[66],[77],[80],[83]  
[28],[35],[60]  
[28],[33],[50],[51],[57],[66],[80],[81]  
[25],[30],[31],[57],[69],[80]  
[30]  
[30],[31],[69]  
[41],[43],[66],[80]  
[43],[80]  
[34],[37],[43],[54],[55]  
[50],[51],[80],[81]  
[51],[60],[80]  
[51]  
[53]  
[69]  
[39],[80]  
[26],[37],[67],[71],

ANN is the next highest contributor in soil analysis, precisely estimating soil properties and soil nutrients prediction. ANNs are widely used to approximate complex systems challenging to model using conventional mathematical modeling techniques. There is no specific sure-shot method for selecting proper ANNs structure and training algorithm as trial and error is the only method to get the best solution. ANNs have a high prediction capability as compared to their counterparts. BPNN method targets determining the learning rate parameter and training cycle adaptively to get the best value in stock data training to achieve high prediction accuracy.
Figure 6. ML Methods in Prediction of Soil parameters for SHM

Figure 6 and figure 7 depict the ML technique distribution graphically across the number of research papers written to predict soil parameters and soil physiochemical properties, respectively, for soil health management (SHM). As per figure 6, SVM is the top contributor for predicting soil parameters, followed by RF with 25 and 20 papers. TBM, ANN, BPNN, PLSR, MLSR are the next highest contributor to various prediction models. The prediction of physiochemical soil properties is explicitly considered, then RF and ANN come out to equally excellent and top contributors, followed by SVM usage in 9 and 8 numbers of research papers. TM or TBM and MLR are the next highest contributors with 04 numbers of articles w.r.t. estimation of soil's physiochemical soil properties.

Figure 7. ML Techniques in Prediction of Soil Physio-chemical Properties

For fertilizer prediction applications, RF and ridge regression (RR) is the highest contributor in with 06 numbers of research work followed by RR and LASSO used in 04 number of research papers related to fertilizer prescription applications. The other methods, like KNN, SVM, Neural network variants, regression-based methods, are equally participating in fertilizer recommendation applications.
Figure 8. ML Methods used in Fertilizer Recommendation

Figure 9. ML Techniques in Prediction of Soil Nutrients

In prediction of soil nutrients specifically (figure-9), SVM is the highest contributor in with 05 numbers of research work followed by BPNN, PCA, TM or TBM, K-Means and RF used in 02 number of research papers respectively. The other methods, like KNN, SVM, Neural network variants, regression-based methods, are equally participating in fertilizer recommendation applications.

The most commonly used ML models are divided into seven groups: 1) Kernel-based ML models (Gaussian process with linear kernel, Gaussian process with radial basis function kernel, SVM with linear kernel, and SVM with radial basis function kernel); 2) TBM (RF, conditional inference RF, generalized boosted models and cubist); 3) regression models (generalized linear model with stepwise feature selection, multivariate adaptive regression spline and bagged multivariate adaptive regression spline); 4) NN models (ANN); 5) instance-based model (K-NN); 6) Mathematical models and 7) Miscellaneous.
Figure 10. ML based models in Predictive Analysis of Agricultural Soils

The pictorial representation as given in the figure 10 reveals that the collective contribution of regression-based techniques like PLSR, MLSR, Cubist, MLR, GLM, BRT, XP boosting, MlogR, and their variants is higher than any other method used for predictive analysis of agricultural soils discussed in the present study with 52 contributions. The other methods like TBM and NNET follows regression-based methods with 45 and 34 grants in the research work. Therefore, regression models and tree-based models are the most preferred soil analysis methods, i.e., prediction of soil properties, prescription of fertilizers, estimation of soil nutrients, and classification of soils.

5. Performance Metrics

Figure 11 depicts the tools for measuring the performance of the ML based prediction and classification techniques applied in soil analysis applications.

Figure 11. Performance metrics used for various application

The tools have been widely used in various research works listed in the literature. The top six tools are RMSE, R2, MAE, Accuracy and correlation which have been used in 27, 21, 11, 11 and 6 related
works, respectively. Both RMSE and, $R^2$ are the top contenders for usage in maximum soil analysis and prediction applications.

6. Results and Discussion
This research work given in this paper categories the soil analysis domain in different sub-categories like prediction of soil properties, physio-chemical properties, nutrients, fertilizer recommendation etc. In addition, the review work also divides the types of ML techniques in predictive analysis of agricultural soils. The results of analysis reveal that regression-based methods are the most popular one in predictive analysis of agricultural soils. Tree based models and Neural network-based techniques are the next most preferred choices for soil analysis applications such as estimation, classification and fertilizer prescription. The other key findings or results of the review work are as under.

a) SVM and RF are the top ML Methods in prediction of soil parameters for SHM.
b) RF, RR and LASSO are the most widely used techniques in prediction of physio-chemical properties of agricultural soils.
c) RF and RR are the best fitted solution for fertilizer recommendation application.
d) SVM and BPNN are preferred methods for estimation of soil nutrients.
e) Overall regression-based models are the top choice for ML based analysis in soil health management applications
f) RMSE and $R^2$ are the top most tools for performance evaluation of ML models utilized in soil analysis.

7. Conclusion
The literature discussed in the research work has provided a complete understanding of the soil's physio-chemical properties. Also, it gives deep insight into the usage of ML techniques in the analysis and estimation of various physical, chemical, and nutrient properties of the agricultural soil. The work findings also reveal that the ML techniques are the most promising methods for predicting the soil properties in current scenario. In short, there are different techniques for different applications related to predictive analysis of soil. SVM and RF are the top most ML methods in predicting soil parameters as a whole. The estimation of soil physio-chemical properties and essential nutrients, when considered RF individually, RR and LASSO and SVM BPNN are the most preferred methods, respectively. RF and RR prove to be the best fit solution for fertilizer recommendation application.

Furthermore, the RMSE and R-square are the most popular metrics for performance evaluation of predictive algorithms. In summary, finding the best-suited ML technique is a complex task as it requires extensive study and application-specific knowledge. This research will guide the researchers in the soil analysis domain to learn about application-oriented ML techniques that are popular and most widely used in existing research.
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