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Internet finance is a direction for the development of the new system. The existing research mostly analyzes how to build a risk early warning system from a qualitative perspective to promote a more healthy development of Internet finance companies. This paper aims to study the role of machine learning algorithm in the dynamic audit of Internet finance. It proposes Apriori algorithm, data mining, Bayesian network, and other methods, and related experiments are also conducted on the dynamic audit of Internet financial risk based on machine learning algorithm. The experimental results show that in Internet finance, private enterprises have the highest profit rate, which can reach 20%. But the higher the profit, the greater the financial risk. The machine learning algorithm can make a good intelligent identification of the capital circulation of Internet financial enterprises. This can provide timely feedback on abnormal capital problems, which can help auditors better manage the company’s capital circulation.

1. Introduction

The fast improvement of economy and science and innovation has together advanced the improvement of humankind into the data age. In the data age, people can more efficiently collect, store, dissect, and process information of different designs and types to make important choices. Thusly, machine learning calculations arise. In the context of big data, it has become easier and more convenient for people to obtain data, but they still face a situation where there are too much data and useful information is too confusing. For this, people are looking for a tool that can quickly process a variety of different types of data in a short period of time and can be filtered and analyzed according to the requirements of the user. Therefore, the number machine learning algorithms related to this problem arise.

The previous financial risk early warning system has the disadvantages of unity and delay. Through the development of big data and the application of machine learning algorithms, people can realize multi-dimensional financial risk analysis in real time and quickly. Simultaneously, in the period of huge information, organizations are confronting the problem of a lot of information and tough choice making. Utilizing information mining and monetary gamble early admonition frameworks can actually take care of the troublesome issues of corporate decision production continuously, understand the coordination of monetary administrations, and give groundbreaking plans to corporate directors to simply decide.

With the development of society, machine learning algorithms are also constantly developing. Machine learning algorithms are able to extract value from data with four V’s: quantity, variety, speed, and authenticity. The Tawalbeh et al. study discusses the role of network healthcare as well as mobile cloud computing and machine learning algorithms in its implementation, and described a cloudlet-based mobile cloud computing infrastructure for medical big data applications [1]. Also in the application research of cloud computing, Massobrio et al. proposed a big data analysis paradigm related to smart cities using cloud computing infrastructure [2]. Xu et al. look at the privacy issues related to data mining from a broader perspective and study various methods that help protect sensitive information [3]. Zhao mainly focuses on the problem of privacy data leakage in current financial data mining. Data mining and privacy protection are combined with existing machine learning
algorithms for studying [4]. In Internet finance, machine learning algorithms are also very widely used, and a large number of researchers have conducted research on Internet finance itself. In Oruc’s research, Oruc and Tatar obtained the structural equation model used by online banking. His model can help banks understand the determinants that affect users, and they can also formulate correct policies to attract customers to use online banking [5]. In the research work of Khattak et al., it is evaluating the security of IBS by developing a framework based on in-depth analysis of big data (provided in various formats) and the country’s existing security requirements [6]. The purpose of Namahoot and Laohavichien’s research on Internet finance is to examine the relationship between the five dimensions of service quality and Thailand’s overall behavioral intention to use online banking and use perceived risk and trust as an intermediary to explain the indirect influence between service quality and the behavior intention of using online banking [7]. In the research of these researchers, most of their research results have not been well used in social practice. The innovation of this article lives in the new perspective of topic selection. Since the rise of Internet finance has not been long, scholars’ research on Internet finance is still in the exploratory development stage, and many fields have not yet been involved. In this article, the research focuses on Internet finance and its risks, and a series of related experiments and analyses are also carried out.

2. Machine Learning Algorithm and Internet Finance

2.1. Machine Learning. The main goal of machine learning algorithm applications is to help companies make more informative business decisions about [8]. It may include web server logs, Internet clickstream data, social media content and activity reports, text from customer emails, mobile phone call details, and machine data captured by multiple sensors [9]. At present, machine learning algorithms are widely used in many aspects. As shown in Figure 1, the fields where machine learning computing is widely used are shown.

2.2. Data Mining. Information mining ordinarily alludes to the method involved with looking for buried data in a lot of information through calculations. Information mining is typically connected with software engineering, and the above objectives are accomplished through different techniques like insights, online examination and handling, and data recovery [10]. Figure 2 shows a schematic diagram of the data mining process.

A basic and complete information mining engineering is the most common way of consolidating information stockrooms with other data frameworks [11]. The capacity of the information stockroom is to channel, arrange, clean and basically dissect the information from other data frameworks or information assortment devices, and gather the handled information into the capacity unit [12]. Data warehouse and database are two completely different concepts [13]. The former is a sub-data set extracted from the latter and collected after preliminary screening and processing. Figure 3 shows the data mining structure diagram.

Data mining technology has been applied to the following areas.

2.2.1. Retail Industry. Department stores and large supermarkets such as Walmart are all conducting data mining on the historical data of daily customer purchases. In order to guess the recent consumption habits of customers, predict the general sales of goods in the future or the correlation between different kinds of goods [14]. Data mining technology does not predict consumer behavior through the analysis of historical data, but only analyzes a certain information mode implicit in the historical data [15].

2.2.2. E-Commerce Field. Now Taobao customers only need to log in to their account, and the home page of the page will appear on the home page of the page that they have previously entered in the search bar to search for a certain type of product, or the product that the customer has bought [16]. Alibaba’s data mining analysis system will lock customers’ preferences through data mining technology in many products, recommend products that customers may prefer, and greatly increase transaction opportunities.

2.2.3. Fraud Detection Area. Telecommunications, insurance, and bank credit card departments often face customer fraud, such as vicious credit card overdrafts and mis-reporting insurance incidents, which have caused a lot of economic losses to the insurance and banking industries. If you can distinguish between normal customers and abnormal customers, predict potential fraud and its customer groups in advance. Even if few predictions can be obtained, they can reduce losses in the telecommunications industry, insurance industry, and banks [17].

2.2.4. Risk Control. There are many factors in the financial industry that will have varying degrees of impact on the efficiency of loan repayment and the calculation of customer credit ratings. In order to further prevent the occurrence of financial risk rates, financial institutions often use data mining methods to conduct some surveys on customers. Feature selection and attribute correlation calculation help to identify important and nonrelevant factors.

2.3. Apriori Algorithm. In order to better find the relevance in the transaction data set, the researchers put forward the concept of association rule mining technology. Along with the concept of association rules, it has attracted the attention of many researchers at home and abroad. They have conducted a lot of analysis in this field, many of the data mining algorithms derived from it have not been applied before, and the most eye-catching is the Apriori algorithm [18]. But the Apriori algorithm is not mature enough and has many shortcomings. In order to solve its shortcomings, some good
solutions have been proposed. On the basis of previous research algorithms, it provides algorithmic support for association rules, so that it can display its characteristics in practical applications. With the development of the times, association rule analysis technology has also been used in various industries, such as the design and layout of shelves [19]. In the modern electronic information industry, in industries where there are a large number of customers, such as banks and commerce, association rules are the most common application scenarios. It can analyze the data resources existing in these industries [20]. At the same time, association rules have also made major breakthroughs in economics, medical and health, etc., fully demonstrating its broad prospects and advantages.

The basic idea of the Apriori algorithm: mining transaction data sets, first scan the transaction data set, and count each item set. Then, it is compared with the minimum support count set by the user. If the number of itemsets is larger than the minimum support count, then the itemsets are regarded as a frequent itemset. If it is smaller, delete it; the second is to self-join the frequent itemsets obtained from the first scan to obtain candidate item sets. Then, scan the transaction data set again, and count the candidate item sets obtained by the connection. If it is larger than the minimum support count, then the item set is regarded as a frequent item set; if it is smaller, then it is deleted; repeat this step continuously until there is no \( k+1 \) candidate item set, and the final \( k \)th item set is the final frequent \( k \) item set.

2.4. Bayesian Network. Bayesian network is a graphical model used to express the relationship between variables [21]. Each node in the graphical model of the Bayesian network represents a corresponding variable. If there is a connecting arc between two nodes, it means that the two probability variables are probabilistically dependent; if there is no connecting arc between the two nodes, the two variables depend on each other. Parameter learning is an important part of Bayesian networks. Parameter learning assumes a known network structure and obtains specific probability dependence relationships between variables by analyzing data. The purpose of parameter learning is to obtain the probability density function \( G(\alpha|X,\delta) \) of each node. The first is the maximum likelihood estimation method: under a given \( \alpha \), the conditional probability density \( G(X|\alpha) \) of the data \( X \) is called the likelihood of \( \alpha \). If \( X \) is fixed and \( \alpha \) changes in its domain, then let

![Figure 1: Application of machine learning algorithms.](image)

![Figure 2: Data mining flowchart.](image)
\[ S(\alpha|X) = G(X|\alpha). \] (1)

\[ S(\alpha|X) \] is called the likelihood function of \( \alpha \). Therefore, the maximum likelihood estimation of the parameter \( \alpha \) is the \( \alpha \) value corresponding to the maximum value of the function, namely,

\[ \alpha^* = \arg \sup_{\alpha} S(\alpha|X). \] (2)

Suppose a Bayesian network composed of \( x \) variables \( N = \{N_1, N_2, \ldots, N_n\} \), and node \( N_i \) has \( t_i \) values. Then, there are \( z_i \) value combinations of its parent node \( \phi(N_i) \). If node \( N_i \) has no parent node, then \( z_i = 1 \), so the parameters of the Bayesian network are

\[ \alpha_{ivc} = G(N_i = L|\phi(N_i) = v). \] (3)

The value of \( i \) is \( 1 \sim n \), and the values of \( v \) and \( c \) are \( 1 \sim z_i \) and \( 1 \sim t_i \) respectively. These parameters are not relatively independent, so for any \( i \) and \( v \), the normality of the probability distribution can be obtained:

\[ \sum_{L=1}^{t_i} \alpha_{ivc} = \sum_{L=1}^{t_i} G(N_i = L|\phi(N_i) = v) = 1. \] (4)

For a set of complete data \( N = \{N_1, N_2, \ldots, N_n\} \) on the assumption of independent and identical distribution of the Bayesian network, the maximum likelihood function corresponding to \( \alpha \) is

\[ S(\alpha|X) = \log \prod_{l=1}^{m} G(X_l|\alpha) = \sum_{l=1}^{m} \log G(X_l|\alpha). \] (5)

\[ \text{In:} \]

\[ \log G(X_l|\alpha) = \sum_{i=1}^{n} \sum_{c=1}^{z_i} \lambda(i, v, c: X_l) \log \alpha_{ivc}, \] (6)

\[ \lambda(i, v, c: X_l) = \begin{cases} 1, & N_i = \text{Land} \phi(N_i) = v, \\ 0, & N_i \neq \text{Land} \phi(N_i) \neq v. \end{cases} \]

If the sufficient statistic \( w_{ivc} \) is the number of samples satisfying \( N_i = k \) and \( \phi(N_i) = v \) in the data, that is,

\[ w_{ivc} = \sum_{i=1}^{n} \lambda(i, v, c: X_l), \] (7)

\[ S(\alpha|X) = \sum_{l=1}^{m} \log G(X_l|\alpha) = \sum_{l=1}^{m} \sum_{i=1}^{n} \sum_{c=1}^{z_i} w_{ivc} \log \alpha_{ivc}. \] (8)

Then, the maximum likelihood estimate corresponding to \( \alpha \) is

\[ \alpha^* = \begin{cases} \frac{w_{ivc}}{w_{ivc}}, & \text{if } \sum_{i=1}^{n} w_{ivc} > 0, \\ 1, & \text{if } \sum_{i=1}^{n} w_{ivc} = 0. \end{cases} \] (9)

The second is the bass estimation method. In the Bayes estimation process, the parameter \( \alpha \) is considered as a probability change. First, the probability distribution \( G(\alpha) \) represents the predistribution of the previously known information \( \alpha \) and then uses the Bayesian expression
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likelihood function to combine to synthesize the sample information, namely,

$$G(a|X) \propto G(a)S(a|X).$$  \hspace{1cm} (10)

According to the calculation of formula (8), the likelihood function of $\alpha$, and the relationship between the likelihood function and statistic $w_{nc}$ can be obtained as shown below.

$$G(a|X) \propto G(a) \prod_{i=1}^{n} \prod_{v=1}^{l} w_{nc}^{v}. \hspace{1cm} (11)$$

2.5. Least Squares Support Vector Regression Algorithm. The optimization index of the least squares support vector is the sum of squares, and the loss function adopted is the quadratic loss function $v(m,n,f(m,x)) = |n - f(m,x)|^2$. Given a set of data,

$$\% E[(m_1, n_1), \ldots, (m_i, n_i)] \in (M * N)^t, M = P^t, Y = P.$$  \hspace{1cm} (12)

The optimization problem of this set of data is

$$\min \frac{1}{2} \|z\|^2 + \frac{1}{2} \sum_{i=1}^{u} \epsilon_i.$$  \hspace{1cm} (13)

The constraints of this set of data are

$$n_i = z^t m_i + y + \epsilon_i, \hspace{0.5cm} i = 1, 2, \ldots, u.$$  \hspace{1cm} (14)

Construct the Lagrange function according to the given data:

$$L = \frac{1}{2} \|z\|^2 + \frac{1}{2} \sum_{i=1}^{u} \epsilon_i^2 - \sum_{i=1}^{u} \alpha_i (z^t m_i + y + \epsilon_i - n_i).$$  \hspace{1cm} (15)

The extreme value of function $L$ satisfies the following conditions:

$$\frac{\partial}{\partial \alpha_i} L = 0, \hspace{0.5cm} \frac{\partial}{\partial y} L = 0, \hspace{0.5cm} \frac{\partial}{\partial \epsilon_i} L = 0, \hspace{0.5cm} \frac{\partial}{\partial n_i} L = 0.$$  \hspace{1cm} (16)

According to the formula, the following equation can be obtained:

$$z = \sum_{i=1}^{u} \partial m_i, \hspace{0.5cm} i = 1, 2, \ldots, u,$$

$$\sum_{i=1}^{u} \partial_i = 0, \hspace{0.5cm} i = 1, 2, \ldots, u,$$

$$\partial_i = d \epsilon_i, \hspace{0.5cm} i = 1, 2, \ldots, u,$$

$$z^t m_i + y + \epsilon_i - n_i = 0, \hspace{0.5cm} i = 1, 2, \ldots, u.$$  \hspace{1cm} (17)

The optimized function can be written as the following:

$$\begin{bmatrix} I & 0 & 0 & -m \end{bmatrix} \begin{bmatrix} z \\ y \\ \epsilon \\ \theta \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}.$$  \hspace{1cm} (18)

Among them, $m = [m_1, \ldots, m_u], n = [n_1, \ldots, n_u]$; according to these formulas, we can get

$$\begin{bmatrix} 0 \\ I^t \\ m^t + d \end{bmatrix} \begin{bmatrix} y \\ \epsilon \\ \theta \end{bmatrix} = \begin{bmatrix} 0 \\ n \end{bmatrix}.$$  \hspace{1cm} (19)

Among them, $z = \sum \partial_m m_i$.

2.6. Internet Finance. Web finance (ITIN) alludes to another monetary plan of action, wherein monetary establishments and Internet organizations use Internet innovation and data correspondence advancements to acknowledge reserve installment, speculation, and different administrations [23].

2.7. The Development Model of Internet Finance. With the rapid development of Internet finance, Internet finance includes several different development models such as P2P online loan models, third-party settlements, digital currencies, and big data financing.

2.7.1. Crowdfunding. Crowdfunding means to collect funds from the people collectively. Crowdfunding financing generally involves three parties, namely, the initiator, the supporter, and the platform. The working method of crowdfunding supporting is that the initiator conveys an innovative venture that needs assets to the crowdfunding stage, and the crowdfunding stage checks the undertaking. After the task is endorsed, a site page connected with the undertaking can be made on the crowdfunding stage to draw in allies to contribute. The essence of crowdfunding financing is that the initiator uses the project as a unit to raise funds from netizens.

2.7.2. Third-Party Payment. Third-party payment can be divided into a narrow sense and a broad sense. The narrow concept is that nonbanking institutions create an electronic payment model that links users and the bank’s payment settlement system by signing an order with the bank. The broad concept is that nonfinancial institutions act as intermediaries of income and expenditure and engage in other aspects of payment services specified by the People’s Bank of China.

2.7.3. Big Data Finance. Huge information finance alludes to the utilization of registering apparatuses, for example, distributed computing by monetary help stages to work out monstrous measures of unstructured information got through network innovation, and to perform comprehensive information analysis on customer data. It is a model to discover customers’ transaction consumption habits and accurately predict customer consumption trends to reduce
risks. This model is mainly implemented based on computing tools such as cloud computing and big data, and its requirement is that the amount of unstructured data for computing analysis must be large enough.

2.7.4. Information-Based Financial Institutions. Data-based monetary establishments allude to the utilization of data through specialized means to change and rearrange existing business processes, and to accomplish thorough informatization of the whole monetary foundation start to finish. The comprehensive informatization of financial institutions is an inevitable development trend in the current economic and technological environment, and it is also a necessary development direction to establish its own strategic advantages.

2.8. Basic Theory of Internet Finance. Internet finance has its own basic theories. The basic theories of Internet finance mainly include information asymmetry theory, long tail theory, and transaction cost theory.

2.8.1. Information Asymmetry Theory. The essence of information asymmetry theory is that there is a difference in the information that the two parties who trade in the market have and understand. People who have a large amount of trading market information can better use the information to serve themselves, and the less trading market information they know, the more passive they are in trading. Even traders who know the information can get a certain amount of income by passing information to other traders who do not know the information. In the Internet financial model, the gap in the amount of information held between the two parties in a transaction is getting smaller and smaller, but the party who borrows the funds still has more information than the party who lends the funds.

2.8.2. Long Tail Theory. The long tail theory believes that as long as the storage cost of holding the goods and the cost of obtaining information are quite small, the number of buyers with special needs for the product in the market is very large. Then, products with small sales and products with large sales but limited varieties have the same market share [24]. The long tail theory overturns the traditional rule of focusing only on a small number of buyers who purchase a large number of products. For Internet finance, information asymmetry and transaction costs are significantly reduced. The long tail of Internet finance is more biased toward small and medium-sized enterprises and low-income groups, showing the characteristics of inclusive finance.

2.8.3. Transaction Cost Theory. Transaction cost is the cost of both parties to the transaction in order to achieve a certain purpose. In Internet finance, because Internet finance can use network information technology to replace operating costs and service costs in traditional finance and shorten the enterprise value chain, transaction costs will be greatly reduced [25]. The decline in transaction costs will promote more and more active financial market activities.

2.9. Dynamic Audit and Early Warning of Internet Financial Risks. Risk early warning refers to the establishment of early warning indicator models and systems by the main body of risk prevention by collecting and analyzing a large amount of data and information and relying on advanced information technology [26]. It monitors the changes in all aspects, hoping that when the indicators change, certain means and methods can be adopted in advance to manage, so that the company can operate as expected. Risk early warning is advanced; that is, when risks have not yet occurred, risks can be analyzed and evaluated through risk early warning models, and some scientific and effective methods can be used to transfer, reduce, or eliminate risks. Table 1 shows the judgment matrix of Internet financial risk evaluation.

In the business activities of enterprises, the method of mixed operation is often used. Table 2 shows the risk judgment matrix of mixed operation.

2.9.1. Internet Financial Risk Dynamic Audit System. The overall structure of the Internet financial risk dynamic audit system is divided into two parts: the network topology of the network audit information system and the functional modules of the network audit system. Figure 4 shows a topology diagram of the network structure of the networked audit information system:

2.9.2. Monitoring and Early Warning. Monitoring and early warning is a continuous real-time dynamic financial risk analysis technology, that is, real-time collection and mining of data, real-time calculation of key indicators, and comparison and analysis with budget values. Once the difference between the two exceeds the set threshold, an early warning will be made in time to remind the manager to find and deal with the problem. Financial crisis early warning is the most important application of data mining financial analysis platform in financial risk forecasting and analysis. Figure 5 shows the structure diagram of a common Internet financial risk early warning analysis system.

Although monitoring and early warning technology can well find some problems that may exist in financial enterprises. However, due to the high production cost of this technology and the high requirements for personnel quality, only a few companies will use this technology.

2.9.3. Audit and Early Warning Client. The audit and early warning client software is an important part of the entire early warning system. It directly faces the audit staff and fully realizes the audit and analysis functions of the fund’s operation status. The software can analyze the possible situation of financial funds in the future and discover the key points of the audit according to the preset early warning monitoring indicators. Its specific functions are as follows:
(1) Query, filter, and graphical analysis of incremental data. Through the analysis of incremental data, auditors can discover the status of data changes.

(2) Perform audit early warning function on incremental data, and be able to browse and process audit early warning results.

(3) Multi-angle and multi-level analysis of audit early warning results. Through further analysis, we can discover the focus of the next audit.

(4) Provide visual analysis function of data and some commonly used auxiliary functions, thus facilitating the analysis of data by auditors.
3. **Dynamic Audit Experiment of Internet Finance Risk Based on Machine Learning Algorithm**

3.1. *The Transaction Scale of the Internet Third-Party Payment Market.* The main body of third-party payment is usually a third-party independent institution with strong strength and guaranteed reputation. The business development method is generally through the cooperation with the bank and facilitates the transaction between the two parties to the transaction to realize the network payment mode of the transfer of funds. It mainly completes the settlement of funds through the interface docking with the bank’s payment and settlement system. Table 3 shows the changes in the transaction scale of the domestic third-party payment market in recent years.

3.2. *Survey on the Status Quo of Internet Financial Transactions.* In the course of this investigation and experiment, we will give full play to the role of big data mining and big data analysis. It has conducted surveys and data collation on the order volume data of some financial companies in recent years. Table 4 shows the order volume of Internet finance companies obtained during this survey.

3.3. *Internet Financial Market Risk Survey.* Due to the large number of Internet financial service platforms, there is greater competition among various platforms, and some platforms attract customers through higher annualized yields, resulting in greater market risks for the platforms; interest rates change with changes in the market. The comprehensive interest rate level in the Internet financial service platform refers to the total level of interest rates that belong to the platform in the current month, which can reflect market risks. The higher the interest rate level, the more interest that needs to be repaid, and the greater the risk. The current status of the comprehensive interest rate level of the Internet financial service platform is shown in Table 5.

4. **The Results of the Dynamic Audit Experiment on Internet Financial Risks**

4.1. *The Survey Results of the Transaction Scale of the Internet Third-Party Payment Market.* According to the survey of the transaction scale of the domestic third-party payment market, a graph of the changes in the domestic third-party payment market transaction scale in the past few years can be drawn, as shown in Figure 7.

With the continuous development of Internet technology and continuous improvement of network infrastructure, domestic third-party payment services have developed rapidly in recent years. It can be seen from Figure 7 that a
total of 12.4 trillion yuan of transactions were completed in 2012 and 57.1 trillion yuan in 2016. Compared with 2012, it has increased nearly four times.

4.2. Analysis of the Current Survey Results of Internet Financial Transactions Based on Machine Learning Algorithm. In this research, a statistical analysis of data is carried out on the current transaction status of Internet finance. According to the data in Table 4, a statistical graph of the transaction volume of the domestic Internet financial market in recent years can be obtained. The details are shown in Figure 8.

It can be seen from Figure 8 that the transaction volume of private financial service platforms has grown from 125.6 billion yuan in 2012 to 456.1 billion yuan in 2017. The huge transaction volume truly reflects the characteristics of
inclusive finance in Internet finance. However, combined with the two comprehensive data of the number of Internet financial platforms and transaction volume, it can be judged that the transaction volume of a single private financial service platform is lower than that of other departments.

4.3. The Results of the Internet Financial Market Risk Survey. Market risk refers to the risk of a sharp decline in the share of the Internet financial service platform due to market changes during the production and operation of the Internet financial service platform. In the investigation of the risks of the Internet financial market, this experiment sorted out the survey data. According to the data in Table 5 and some other experimental data, a graph of the changes in the market rate of return of Internet finance in recent years can be drawn. The details are shown in Figure 9.

It can be seen from Figure 9 that from 2012 to 2017, the comprehensive interest rate level of various platforms has shown a downward trend. However, the comprehensive interest rate level of private Internet finance companies is still significantly higher than that of other departments, reaching a profit rate level of more than 20% in 2014. However, the greater the value of the comprehensive interest rate level, the greater the market risk.
Figure 10 shows the current status of historical outstanding balances of various platforms in 2014 and 2015. It can be seen from Figure 10 that the pending balances of various platforms are increasing, especially private enterprises have the largest pending balances. In 2015, the average monthly outstanding balance exceeded 100 billion yuan. The higher the balance, the greater the repayment pressure of the enterprise and the greater the credit risk. If the loan cannot be recovered on time and the platform’s capital chain is broken, the company may go bankrupt.

5. Conclusions

In recent years, under the rapid development of mobile communication technology and machine learning algorithms, Internet finance has achieved breakthrough development. Because Internet finance has the dual attributes of Internet and finance, Internet finance not only faces all the risks of traditional finance, but also faces some major risks. This article analyzes the current situation and existing problems of Internet finance, investigates some market transactions and profit margins of Internet finance, and fully carried out research on the dynamic audit and early warning of Internet financial risks. The research results of this paper show that it is necessary to strengthen the analysis of corporate financial information data and construct a dynamic audit and early warning system for Internet financial risks as soon as possible. This can be the first to find abnormalities in corporate funds, prevent the abnormal operation of the corporate capital chain, and further prevent the occurrence of financial crises.
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