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A theory explaining how deep learning works is yet to be developed. Previous work suggests that deep learning performs a coarse graining, similar in spirit to the renormalization group (RG). This idea has been explored in the setting of a local (nearest neighbor interactions) Ising spin lattice. We extend the discussion to the setting of a long range spin lattice. Markov Chain Monte Carlo (MCMC) simulations determine both the critical temperature and scaling dimensions of the system. The model is used to train both a single RBM (restricted Boltzmann machine) network, as well as a stacked RBM network. Following earlier Ising model studies, the trained weights of a single layer RBM network define a flow of lattice models. In contrast to results for nearest neighbor Ising, the RBM flow for the long ranged model does not converge to the correct values for the spin and energy scaling dimension. Further, correlation functions between visible and hidden nodes exhibit key differences between the stacked RBM and RG flows. The stacked RBM flow appears to move towards low temperatures whereas the RG flow moves towards high temperature. This again differs from results obtained for nearest neighbor Ising.

I. INTRODUCTION

In recent years machine learning has shown remarkable success in a wide range of problems. These algorithms can outperform humans at a number of tasks including image classification and complex strategy games [1–6]. In many fields efforts to harness the power machine learning offers are being pursued. Specifically in physics, machine learning is being explored as a tool to uncover properties of systems that are difficult to study analytically [7–14]. However, there is at present no convincing explanation of how these networks learn and why they can achieve such remarkable feats [15–18].

Recent studies have aimed to gain insight into how and why deep learning works, by employing the statistical mechanics of spin systems as simple toy models[19–26]. The idea is that deep learning, which is a form of coarse graining, is related to the renormalization group (RG) of statistical mechanics and quantum field theory. This is a natural idea since both problems are concerned with reducing many degrees of freedom to an effective description employing far fewer degrees of freedom. Spin systems are an ideal setting in which to explore this proposal, thanks to their simplicity. In addition to the simplicity of these models, their statistical mechanics is well understood making them a reasonable laboratory for deep learning studies. Further, spin systems are also not far removed from more standard applications of deep learning including image analysis: the state of a spin system is composed of local interacting patches much in the same way that an image is made up of local collections of pixels which are highly correlated [27].

Although a number of recent studies have explored the link between Kadanoff’s variational renormalization group (RG) and deep learning [19–26], it is still not settled whether such a link exists. Studies have so far focused on nearest neighbor Ising models. We add to this discussion by considering long range interacting spin systems which, as we will see, exhibit important differences from their short ranged cousins.

The paper [20] trained three (Restricted Boltzmann machines) RBM networks on Ising model data. The first was trained on data generated at temperatures ranging from above to below the critical temperature, the second network on data above the critical temperature and the third at temperatures below the critical temperature. The trained weights of each network were used to define a map from the visible spins back to the visible spins. Iterating this map defines an RBM flow. Results produced by the first network show interesting behavior suggesting that RBMs learn the critical temperature in the sense that the RBM flow terminates on the critical point of the Ising model. This is in contrast to RG flows: the critical point of the Ising model is an unstable fixed point and fine tuning is required to construct an RG flow trajectory that terminates on this critical point.

In a follow up paper, [21], scaling dimensions are used to provide precise quantitative tests that probe whether or not the network reproduces the critical point dynamics. The approach recognizes that the critical point of the Ising model is described by a conformal field theory (CFT), so that correlation functions of the spins in patterns generated by the RBM can be compared to known CFT predictions. The results of [21] show that the network correctly reproduces the smallest scaling dimension, which belongs to the Ising spin itself. The network does not correctly reproduce the next smallest scaling dimension, which is related to the energy density. This implies that although the RBM has correctly learned the largest scale correlations in the critical spin states, it fails on
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shorter length scales.

Our goal is to repeat the above investigations, for a two-dimensional long range spin lattice. Training a network on a system with a different range of interactions will allow us to probe how robust the claim is that RBMs learn the critical temperature of a given spin system and we can again probe what length scales are captured by training. We use Markov Chain Monte Carlo methods (MCMC) to determine the critical temperature of the long range spin lattice and corresponding scaling dimensions, as well as to generate the RBM training data. Our results suggest that the RBM flow does not converge to the critical temperature. Further, stacking RBMs does not appear to generate a flow that matches the coarse features of RG flows. Consequently, one lesson we learn is that it is dangerous to draw general conclusions from numerical experiments conducted on a single system. Furthermore an interesting question which suggests itself (but which we will not manage to answer) is the question of what classes of models a given conclusion applies to.

The long range spin lattice we study is described in Section IA. A quick overview of RG and RBMs is given in sections IB and IC. MCMC is discussed in Section ID along with the numerical approximations made for various properties of the long range spin lattice. The results of our study are presented in Section II.

A. Long range spin lattice model

The long range spin lattice is a model of a magnet made up of binary spins. Considering the two-dimensional model we have a square lattice of sites with a spin at each site. Each spin, \( s_k \), can take values of \( \pm 1 \) and each site \( k \) is labelled by a two-dimensional vector of integer coordinates \( k = (x, y) \). Spins on sites \( i \) and \( j \) interact with a strength of \( J_{ij} \). Each spin also interacts with an external magnetic field, with strength \( \mu \).

The Hamiltonian of the long range spin lattice model is given by

\[
H = -\sum_{(i,j)} J_{ij} s_i s_j - \mu \sum_j s_j. \tag{1}
\]

The interaction strength \( J_{ij} \) is inversely proportional to a power of the distance between sites \( i \) and \( j \)

\[
J_{ij} = \frac{1}{r^\alpha} \tag{2}
\]

where \( r = |i - j| \). We set \( \alpha = 3 \) and \( \mu = 0 \).

For the two-dimensional nearest neighbour Ising model, analytic results give precise values for the critical temperature and scaling dimensions. When moving to models such as the long range spin lattice, no analytic results exist and we thus rely on MCMC methods to determine these properties before training the RBM [28].

The critical point of the long ranged spin system will again be described by a CFT. The two point functions of primary operators of this CFT will have the usual power law fall off, something that can be explored numerically. The two point function of primary operators at the fixed point of the spin lattice are of the form [29]

\[
\langle \phi(x_1)\phi(x_2) \rangle = \frac{B}{|x_1 - x_2|^{2\Delta}} \tag{3}
\]

where \( \Delta \) is the scaling dimension and \( B \) is a constant. To probe the largest scales of the patterns generated by the RBM we will focus on the two operators of the lowest dimension. The first operator is the spin itself. The two point correlator between spins \( \langle s_is_j \rangle \), with scaling dimension \( \Delta_s \) takes the form

\[
\langle s_is_j \rangle = \frac{B_s}{|1 - J^{2\Delta_s}|} \tag{4}
\]

with \( \Delta_s \) to be determined numerically. The second operator of interest is the energy density where we study the correlator between \( \langle \epsilon_i\epsilon_j \rangle \), with scaling dimension \( \Delta_{\epsilon} \)

\[
\langle \epsilon_i\epsilon_j \rangle = \frac{B_\epsilon}{|1 - J^{2\Delta_{\epsilon}}|} \tag{5}
\]

with

\[
\epsilon_i = s_i \sum_{(i,j)} J_{ij} s_j - \bar{\epsilon}_i, \tag{6}
\]

\[
\bar{\epsilon}_i = \frac{1}{N_s} \sum_{k=1}^{N_s} \epsilon_i^{(k)} \tag{7}
\]

where \( N_s \) is the number of sample configurations summed and \( (k) \) denotes the kth sample. We use MCMC sampling methods to determine the critical temperature of this model which is found to be \( T_c \approx 7.7 \) (details are discussed later in Section ID).

B. RG

RG defines a coarse graining transformation which is applied repeatedly to a microscopic description of a system to eventually arrive at a macroscopic description of the system [30, 31]. Each application of RG results in a rescaling where unimportant degrees of freedom are removed and important degrees of freedom remain. The degrees of freedom or operators are characterized as either relevant, irrelevant or marginal. At each step of applying RG, couplings between variables change and we obtain a new coarse grained Hamiltonian [30]. The only change that occurs when obtaining a new Hamiltonian at each step is the couplings update. The couplings that are relevant will become larger and the couplings that are irrelevant will get smaller as more steps of coarse graining are applied. The marginal terms in the Hamiltonian will remain unchanged.
In this paper we study a discrete spin lattice and so are interested in a discrete version of RG, defined by Kadanoff, which performs a block spin average [32]. Block spin averaging four spins as seen in Figure 1 in red, and averages these spins to produce the blue spin found in the centre of each group of four red spins. The average value of the red spins becomes the value of the new centre blue spin. By performing this averaging we rescale lengths in the system by a factor of 1/2.

![Block-spin averaging](image)

**FIG. 1:** Block-spin averaging as introduced by Kadanoff. Groups of four red sites are averaged to obtain blue sites within their centre.

The RG flow halts at a critical point where the system exhibits scale invariant properties. This is because all couplings remain unchanged regardless of the length scale studied [29]. A basic observable of the fixed point is the scale invariant properties. This is because all results. Nodes in both layers take values of ±1, the number of nodes in the hidden layer is an iterative process, the number of nodes in the visible layer is dependant on the number of nodes in the same layer are forbidden. The connection between a visible node and a hidden node has an associated weight \( W_{ia} \). Each visible node \( v_i \) and hidden node \( h_a \) has an associated bias \( b_i^{(v)} \) and \( b_a^{(h)} \) respectively.

The energy function of an RBM is given by

\[
E(v, h) = - \sum_{i=1}^{N_v} \sum_{a=1}^{N_h} v_i W_{ia} h_a - \sum_{i=1}^{N_v} v_i b_i^{(v)} - \sum_{a=1}^{N_h} h_a b_a^{(h)}
\]

where \( N_v \) is the number of visible nodes and \( N_h \) is the number of hidden nodes. This energy determines the probability of a visible and hidden vector occurring together, which is given by

\[
P(v, h) = \frac{e^{-E(v, h)}}{Z}
\]

where

\[
Z = \sum_{v, h} e^{-E(v, h)}
\]

is the partition function. The goal of training is to match the distribution of the input data \( q(v) \) to the distribution generated by the RBM model \( p(v) \) [33], where

\[
p(v) = \frac{1}{Z} \sum_{h} e^{-E(v, h)}.
\]

To achieve this the weights and biases are updated using derivatives of the Kullback-Liebler divergence

\[
D_{KL}(q||p) = \sum_{i=1}^{N_v} q(v_i) \log \left( \frac{q(v_i)}{p(v_i)} \right)
\]

Computation of the partition function \( Z \) is practically impossible due to the enormous number of states summed over. To overcome this an approximate method, contrastive divergence, is used to train the network [33–35]. Rather than summing over the entire space of vectors, we sum only over the vectors given in the training set [36]. During training the weights and biases are updated according to the following update rules

\[
\frac{\partial D_{KL}(q||p)}{\partial W_{ia}} = \langle v_i h_a \rangle_{\text{data}} - \langle v_i h_a \rangle_{\text{model}}
\]

\[
\frac{\partial D_{KL}(q||p)}{\partial b_i^{(v)}} = \langle v_i \rangle_{\text{data}} - \langle v_i \rangle_{\text{model}}
\]

\[
\frac{\partial D_{KL}(q||p)}{\partial b_a^{(h)}} = \langle h_a \rangle_{\text{data}} - \langle h_a \rangle_{\text{model}}.
\]

We use values from the training data set to determine expectations given by \( \langle \cdot \rangle_{\text{data}} \), and values from the model to determine expectations given by \( \langle \cdot \rangle_{\text{model}} \). To obtain the expectation of \( \langle v_i h_a \rangle_{\text{data}} \) we simply use the training data set, however we do not have a set of hidden vectors in the training set to determine \( \langle h_a \rangle_{\text{data}} \) or \( \langle h_a \rangle_{\text{data}} \). In order to find a set of data hidden vectors which we can use in the data expectations we sample hidden vectors using the training data set with a probability given by equation (16)

\[
p(h_a | v) = \tanh(\sum_i v_i W_{ia} + b_a^{(h)}).
\]

We also do not have a set of visible vectors and hidden vectors for the model expectation values. We use the data hidden vectors (generated using equation (16) and...
the training data set) to generate model visible vectors with equation (17)

\[
p(v_i | h) = \tanh(\sum_a h_a W_{ia} + b_i^{(v)}).
\]

Then using these model visible vectors, we can generate a set of model hidden vectors using equation (16). This occurs at each step of training in order to calculate the updates given by equations (13), (14) and (15).

Once training is complete, we can generate configurations, which we call an RBM flow, using the trained RBM [20, 24]. Starting from a set of visible vectors \(v^{(1)}\) (could be the initial training data or MCMC data at a specific temperature), we generate a flow of visible and hidden vectors by sampling with the probabilities given in equations (16) and (17), each time using the most recently generated set of vectors

\[
v^{(1)} \rightarrow h^{(1)} \rightarrow v^{(2)} \rightarrow h^{(2)} \rightarrow v^{(3)} \rightarrow \cdots.
\]

In order to get \(h^{(1)}\) we would sample hidden nodes given the visible vectors \(v^{(1)}\). To get \(v^{(2)}\) we would sample visible nodes given the hidden vectors \(h^{(1)}\). We can iterate the process to generate an RBM flow. In Section II A we discuss results derived from RBM flows.

D. Markov chain Monte Carlo

Studying the long range spin lattice analytically is difficult. We rely on MCMC numerical simulations to determine key statistical properties of the fixed point of the long range spin lattice. The fixed point theory is a conformal field theory, with a special class of operators, primary operators, that have two point functions that have a power law fall off. Probing these correlation functions provides detailed quantitative tests for the RBM output. We are most interested in two primary operators: the basic spin and energy density operators given in equations (4) and (5).

We begin with a randomly initialized lattice with each spin taking values of \(\pm 1\) and a fixed temperature. A single step of MCMC consists of the following:

1. Randomly select a site \(i\).
2. Determine the change in energy, \(\Delta E\), that results from flipping \(s_i\).
3. If \(\Delta E \leq 0\), accept the new configuration with probability 1.
4. If \(\Delta E > 0\), accept the new configuration with probability \(e^{-\Delta E/T}\).

We can generate a chain of lattice states by repeating the above process. Starting from a randomly initialized lattice means that a number of MCMC steps are required before we have a state that resembles states at the temperature we are concerned with. To ensure we sample valid states, allow a burn in period of sufficiently many MCMC steps before keeping samples generated. The number of steps required for the burn in period is not known precisely but a good rule of thumb is to measure observables such as the magnetization or specific heat of the samples generated and ensure these values have stabilized before keeping samples generated.

We generate 2000 samples at each temperature \(T = 0, 0.1, 0.2, \ldots, 14\) using a burn in period of 50000 MCMC steps. From the magnetization plot in Figure 2c we see the critical temperature lies between \(T = 5\) and \(T = 8\).

We can give an independent determination of the critical temperature by studying correlation functions of the primary operators given in equations (4) and (5). The scaling dimension related to the energy, \(\Delta_\epsilon\), must have a value of 1 at the critical point. From Figure 2a we see that \(\Delta_\epsilon = 1\) when \(T = 7.7\). This value for the critical temperature lies in the correct range given by the magnetization plot. Using 7.7 for \(T_0\) we determine \(\Delta_\epsilon\) from Figure 2b which is shown by the vertical and horizontal lines as 0.53.

II. NUMERICAL RESULTS

We perform two separate numerical experiments - one investigating a single RBM network and one investigating a simple "deep" network. The first experiment studies the RBM flow, while the second explores the possibility that the layers in a stacked RBM network mimic steps in an RG flow.

The RBM flow is generated using a trained RBM. The flow produces sets of visible vectors, one for each given initial vector, as described in Section IC. Our RBM flows for the two-dimensional long range spin lattice can be compared to existing results for the two-dimensional Ising spin lattice with nearest neighbour interactions. As we will see, this comparison sheds light on the possible connection between RBM and RG flows. Existing work shows that for the two-dimensional nearest neighbour Ising model, the RBM flows converge to the critical temperature of the system [20, 24]. This is in contrast to RG flows because the Ising critical point is unstable and significant fine tuning is needed to ensure that a flow will terminate at the critical point.

Do RBM flows of the long range spin lattice flow to the critical point? We have interrogated this question by comparing scaling dimensions for the spin and energy density operators, as well as temperatures, calculated using the configurations generated by the RBM flow. By calculating these quantities for successive configurations in an RBM flow we determine if there is a fixed point of the flow and whether or not this fixed point is related to critical point of the long range spin lattice. The results obtained from the RBM flows are reported in Section II A.

The second experiment chooses the number of nodes in the stacked RBM networks in such a way that if there
is a correspondence to RG, the block spinning of each step combines spins in groups of 4. This corresponds to scaling the input lattices by a factor of 1/2. To accomplish this, choose the number of hidden nodes to be 1/4 of the number of visible nodes. We study the flow generated by each RBM layer. Each layer of the RBM network produces a set of hidden vectors that are input to the next RBM network in the stack. Comparing each RBMs hidden layer configurations to steps in the coarse grained configurations produced by RG gives a quantitative comparison between the two methods.

The stacked network of RBMs is trained in a greedy layer-wise manner [37]. In greedy layer-wise training, each layer is trained independently and the hidden vectors produced by a trained layer are used as training data for the next layer. Once all layers have been trained, we use the initial set of visible configurations (generated from MCMC at $T_c$) and the hidden configurations from each layer to calculate correlations between visible and hidden nodes. This ⟨vh⟩ correlator provides a diagnostic for comparing the coarse graining performed by RG versus that performed by stacked RBM networks.

For the variational RG ⟨vh⟩ correlators for v configurations we use the initial set of configurations generated by MCMC, while the h configurations are generated by block spinning. Results comparing RG to the stacked RBM are reported in Section IIB.

A. RBM flows

In this experiment we train a single RBM network and study the associated RBM flow. An RBM flow is a sequence of configurations generated by the trained network, starting from a set of initial visible configurations (see Section I C for more details). The RBM network we consider has $N_v = 10 \times 10 = 100$ visible neurons and $N_h = 9 \times 9 = 81$ hidden neurons.

The data used to train the network is generated using MCMC using the long range spin lattice Hamiltonian. 2000 configurations are generated at each temperature $T = 0, 0.5, \ldots, 14$. The network is trained using 30000 training steps, a learning rate of $10^{-3}$ and batches of 1000 samples. Once the network has been trained, we generate flows starting from (i) low temperature $T = 0$, (ii) the critical temperature $T_c = 7.7$ and (iii) high temperature $T = 14$. The configurations generated for different flow lengths determine the scaling dimensions of the spin, $\Delta_s$, and energy density, $\Delta_r$, operators. In addition, by employing a supervised neural network, we also measure the average temperature of flows at different lengths. This allows us to determine both how the dimensions and the temperature evolve with the RBM flow. The supervised network is trained on the same data as is used to train the RBM. Note however that for the supervised case this data contains temperature labels.

Results for flows starting from (i) low temperature configurations are given in Figure 3, (ii) the critical temperature in Figure 4 and (iii) high temperature in Figure 5. Figure 3a converges after a flow length of ±20 to a value for $\Delta_s$ of approximately 0.175 which underestimates the value determined from MCMC of 0.53 shown by the red horizontal line. This implies that the patterns generated by the RBM are more correlated on large length scales than they should be. In contrast to this, results obtained in [21] show that flows generated by an RBM trained on two-dimensional Ising model configurations, starting from low temperature configurations, converge to the cor-
FIG. 3: RBM flows starting from low temperature ($T = 0$) configurations. The RBM has $N_v = 100$ visible nodes and $N_h = 81$ hidden nodes. The training set is comprised of 2000 configurations at each temperature $T = 0, 0.5, \ldots, 14$ giving 30000 configurations in total.

FIG. 4: RBM flows starting from configurations near the critical temperature ($T_c \approx 7.7$). The RBM has $N_v = 100$ visible nodes and $N_h = 81$ hidden nodes. Training uses 2000 configurations at temperatures $T = 0, 0.5, \ldots, 14$ giving 30000 configurations in total.

correct value for $\Delta s$ [21]. There is not improvement when these RBM configurations are used to estimate the scaling dimension of the energy density: Figure 3b shows that the flows generate a value of $\Delta s = 0.25$, which is again an under estimate of the correct value $\Delta s = 1$. The RBM has consistently underestimated the scaling dimensions, implying that distant spins are more correlated than they should be. Intuitively, more correlation suggests that we are below the critical temperature and we indeed find that the flows converge to a temperature of approximately 6 which is below $T_c$. A configuration below the critical temperature, has more correlation between distant spins than those at the critical temperature.

Clearly the RBM has not correctly determined the critical point of the long range spin lattice, which is in tension with conclusions reached when studying the nearest neighbor Ising spin lattice: in that case flows converge to the critical temperature [20, 24].

Starting the flow from configurations at the critical temperature gives the results shown in Figure 4a. The flows converge to a value close to 0 for $\Delta s$, well below the critical point value. For $\Delta s$ the flow converges to a value near 1.2, as shown in Figure 4b. This is an over estimate of the critical point value $\Delta s = 1$. Figure 4c shows that the flow converges to a temperature of 3.75, again lower
than the critical temperature. These results suggest that the configurations generated by the RBM flow have not managed to capture the physics of the long ranged spin lattice.

For the RBM flow starting from high temperature, results in Figure 5a suggest that $\Delta_s < 0$, which is completely unphysical: this corresponds to a situation when the correlation between two spins grows with the distance between the spins. The results in Figure 5b suggest that the $\Delta_s$ value does not converge. In the flow starting from high temperature configurations, the temperature appears to remain high as the RBM flow length increases.

B. Stacked RBM and RG comparison

In this section we study the flow generated by successive stacked layers of a 3-layer deep RBM network. The first layer has $N_v = 64 \times 64 = 4096$ visible and $32 \times 32 = 1024$ hidden nodes, the second $32 \times 32 = 1024$ visible and $16 \times 16 = 256$ hidden nodes and the third $16 \times 16 = 256$ visible and $8 \times 8 = 64$ hidden nodes. The networks are trained in a greedy layer wise manner, i.e. each layer is trained separately and in order.

The first network is trained on 30000 configurations at a temperature of $T = 7.7 \approx T_c$ with lattice size $64 \times 64$ [37]. Once this network is trained, hidden configurations are generated by feeding training data to the first network. The hidden configurations generated by the first RBM are the training data for the second RBM. Once trained the second RBM generates training data for the third and final layer.

To test if the stacked RBM flow resembles an RG flow, we compare to three steps of an RG flow. The deep network we have studied eliminates a quarter of the spins in each layer, which we mirror by block spinning groups of four spins. Consequently, the first step of RG will coarse grain lattices with $N_v = 64 \times 64 = 4096$ spins to lattices with $32 \times 32 = 1024$ spins, the second step then coarse grains to lattices with $16 \times 16 = 256$ spins and the third to lattices with $8 \times 8 = 64$ spins.

To develop a quantitative comparison of the flows of the stacked RBM and those of block spin RG, we calculate $\langle vh \rangle$ correlators between the initial spins populating the $64 \times 64 = 4096$ lattice and the spins populating each subsequent coarse grained lattice. The result is a matrix of values, $\langle v_i h_a \rangle$, indexed by a label $i$ for a site of the original lattice and a label $a$ for a site of a coarse grained lattice. Selecting a specific column, for example $\langle v_i h_1 \rangle$, gives the correlation of a specific coarse grained spin with all of the original spins. Rearranging the resulting $\langle v_i h_1 \rangle$ vector into a $64 \times 64$ matrix, produces a visual pattern of the correlation between the coarse grained spin and the original spins. In this way our results are used to produce a picture of how the coarse graining is achieved.

Figure 6 shows $\langle vh \rangle$ plots obtained from the RG flow. Plots (a) to (d) show typical correlation between the input spins and a block spin after one application of RG. The first four plots show a small highly correlated local patch with other areas having lower correlation values. The highly correlated patch corresponds to the set of spins averaged to produce the block spin, so that the coarse graining is indeed reflected in this correlator plot. Plots (e) to (h) show $\langle vh \rangle$ plots between the original spins and a block spin produced by two steps of RG. The plots clearly demonstrate that the patch of high correlation has increased in size, which is a consequence of the fact that after two steps of RG each block spin averages 16 of the original spins. Plots (i) to (l) show $\langle vh \rangle$ plots between the

![Figure 5](image-url)
original spins and block spins produced by three steps of RG. The high correlation region has again increased, reflecting the fact that now each block spin summarizes 64 of the original spins. A significant feature of these plots is that the regions of correlation are local, which is a hallmark of the RG coarse graining in which short distance features are removed first by the coarse graining.

Figure 7 shows \( \langle vh \rangle \) plots for the stacked RBM. Again here plots (a) to (d) show \( \langle vh \rangle \) correlation between the training configurations (64 \( \times \) 64 visible nodes) and hidden configurations (32 \( \times \) 32 hidden nodes) from the first RBM, plots (e) to (h) show \( \langle vh \rangle \) correlations between the training configurations (64 \( \times \) 64 visible nodes) and the hidden configurations (16 \( \times \) 16 hidden nodes) from the second RBM and plots (i) to (l) show \( \langle vh \rangle \) correlations between configurations (64 \( \times \) 64 visible nodes) of the training data and the hidden configurations (8 \( \times \) 8 hidden nodes) from the third RBM. There is no clear difference between the plots for the first layer, second layer and third layer. There are some local patches but these are not as distinct as those of the RG flow of Figure 6. Comparison of figures 6 and 7 reveals that there is not much similarity, suggesting that the two coarse graining schemes are quite different.

Another interesting aspect to explore is the temperature of each successive flow. Here we make use of the same supervised network used to measure temperature in Section II A. Figure 8 shows the average measured temperature of configurations at different steps in the RG and stacked RBM flows. After each step of RG, the temperature of the coarse-grained configurations appears to increase. After one application of RG we measure an average temperature of 6.25 which increases to 7 after two applications of RG and further increases to 7.5 after the third step of RG as seen in Figure 8b.

The stacked RBM appears to cause a decrease in temperature as we move through successive layers. The hidden vectors from the first RBM are at a high temperature with a maximum probability at a temperature of 12.5, the second and third RBMs have hidden vectors at a temperature just above 7.5.

Considering the comparison between \( \langle vh \rangle \) plots and the temperature measurement of flows for the RG and stacked RBM network, we do not see convincing evidence that suggest the two are equivalent. In the case of the measured temperatures, we see very different behavior with the temperature flowing in opposite directions. With RG we see temperature increasing with increased steps in the flow and with the stacked RBM we see a decrease in temperature with successive hidden vectors produced by the RBM layers.

For the two-dimensional Ising model as explored in [21], the flows went to a higher temperature in both the case of RG and that of the stacked RBM network. This contrasts with the flow of the long range spin model where we see an increase in temperature when applying successive steps of RG and a decrease in temperature when applying successive RBMs.

III. CONCLUSIONS AND DISCUSSION

We have explored the link between RG and deep learning using RBM’s trained on data taken from states of a long range spin lattice. This generalizes existing work [20, 24] exploring the two-dimensional Ising model with nearest neighbor interactions. Our results show important differences from those of [20, 24], which are discussed and interpreted in this section.

We have explored the RBM flow generated by the weights of single RBM network, trained using spin configurations of a two-dimensional long range spin lattice. Data sets generated at low temperature, at high temperature and near the critical temperature, have been considered. Our results demonstrate that regardless of the temperature from which the flow begins, the RBM flow fixed point does not resemble the critical point of the long range spin lattice. The scaling dimensions for the spin and energy operators do not converge to the values we
FIG. 7: RBM \langle vh \rangle correlation plot.

Plots (a), (b), (c) and (d) show a sample of the \langle v^{(1)} h^{(1)} \rangle plots where \( v^{(1)} \) is an input spin and \( h^{(1)} \) is a hidden spin produced by the first RBM in the stacked network.

Plots (e), (f), (g) and (h) show a sample of the \langle v^{(1)} h^{(2)} \rangle plots where \( v^{(1)} \) is an input spin and \( h^{(2)} \) is a hidden spin produced by the second RBM in the stacked network.

Plots (a), (b), (c) and (d) show a sample of the \langle v^{(1)} h^{(3)} \rangle plots where \( v^{(1)} \) is an input spin and \( h^{(3)} \) is a hidden spin produced by the third RBM in the stacked network.

In all 12 plots a single hidden node’s correlator with the complete collection of 64 x 64 input spins is plotted.

expect at the critical point. In addition, when measuring the temperature of the flows, they do not converge to the critical temperature. This contrasts with results obtained for the Ising spin lattice where the \( \Delta s \) correlator is correctly reproduced and the flows appear to converge to the critical temperature [21].

Our study has also compared RG flow to the flow produced by a stacked deep RBM network. Following proposals put forward in [21] this comparison was performed by comparing the \langle vh \rangle correlator resulting from the two flows. \langle vh \rangle plots from RG show local correlated patches surrounded by a large uncorrelated region. As the number of steps in the RG flow increases so does contrast between the patch of high correlation and the surrounding uncorrelated environment. This is very clearly a signature of the locality built into the block spinning RG procedure. Plots for the stacked RBM show random patches of correlation surrounded by dark uncorrelated regions. The patches lack the regularity of the patterns that emerge in the case of RG, and consequently they are not enhanced by subsequent layers of the deep RBM. As we move through successive layers of the RBM flow’s \langle vh \rangle plots there is no noteworthy organized change in the size or shape of the correlated patches which were observed for the RG flow.

In addition to the \langle vh \rangle plots, the average temperature of successive steps in both the RG and the stacked RBM flows were determined. As expected the RG flow shows a clear increase in temperature with the length of the flow. This simply reflects the presence of relevant operators in the theory so that the fixed point is unstable. The RBM however shows a different behavior: the temperature decreases with the depth of the stacked network. For nearest neighbor Ising lattices temperature increases both along the RG flow and with the depth of the stacked RBM network, showing agreement on this very basic question. Even for this most basic question, the RBM flow and RG flow disagree for the long ranged spin lattice.

Our results clearly demonstrate that the coarse graining performed by the RBM does not correspond to block
spin RG of the long range spin lattice. For the nearest neighbor Ising model there is at least some evidence that deep RBM’s are reproducing some features of the RG flow. Why does the long ranged spin lattice differ so significantly from the nearest neighbor Ising lattice? In the long range spin lattice, interactions decrease smoothly in strength as the distance between the interacting spins increases. The net result is that more distant spins are correlated by interactions in the long range spin lattice, as compared to the Ising lattice whose interactions switch off abruptly as one moves beyond nearest neighbors. Consequently, it is harder for the RBM to recognize locality in the emergent patterns. Without locality, the resulting coarse graining is nothing like RG.

Setting aside this disagreement, there maybe a more fundamental obstacle to comparing the flows. The RBM energy function is simple and linear in $v$ and $h$. Setting the coefficient of the term linear in $v$ corresponds to fixing the single spin expectation value, i.e. the magnetization of the lattice. There are no further parameters in the RBM energy function that could be used to fix higher order correlators, such as two point or three point spin correlators. This implies that not all relevant parameters in the theory have been fixed, so that it would be surprising if the RBM and RG flows terminate at the same point in the space of all possible lattice models. Small differences between the two will be magnified by the flow making the two look very different. Including higher order terms in the RBM energy function might allow us to use additional properties present in the input data, during training. This would allow the RBM to correctly learn essential physical characteristics of the long range spin lattice. Clearly our most credible conclusion is that more work is required to explore the connection that may exist between RG and deep learning!
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