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Abstract—Multi-label learning in the presence of missing labels (MLML) is a challenging problem. Existing methods mainly focus on the design of network structures or training schemes, which increase the complexity of implementation. This work seeks to fulfill the potential of loss function in MLML without increasing the procedure and complexity. Toward this end, we propose two simple yet effective methods via robust loss design based on an observation that a model can identify missing labels during training with a high precision. The first is a novel robust loss for negatives, namely the Hill loss, which re-weights negatives in the shape of a hill to alleviate the effect of false negatives. The second is a self-paced loss correction (SPLC) method, which uses a loss derived from the maximum likelihood criterion under an approximate distribution correction (SPLC) method, which uses a loss derived from the maximum likelihood criterion under an approximate distribution. Comprehensive experiments on a vast range of multi-label image classification datasets demonstrate that our methods can remarkably boost the performance of MLML and achieve new state-of-the-art loss functions in MLML. Codes are available at https://github.com/xinyu1205/robust-loss-mlml.

Index Terms—Multi-Label Learning, Multi-label Learning with Missing Labels, Noise-robust Learning.

I. INTRODUCTION

RECOGNIZING multiple labels of a given image, also known as multi-label image recognition, is an important and practical computer vision task, as images are intrinsically multi-labeled, e.g., containing multiple objects, conditions, or scene types. In fact, the single-label dataset ImageNet has a large portion being composed of images with multiple labels. It has been shown in [1] that re-labeling ImageNet [2] from single-label to multi-labels can yield remarkable performance improvement.

A main challenge for multi-label learning is the difficulty in collecting “full” labels for supervised training. In the case of a large number of categories, it is difficult and even impractical to simultaneously annotate the full label set for each training image. As a result, images are usually annotated with partial labels and, hence, available training data is often plagued by false negatives due to miss-labeling. In this context, multi-label learning in the presence of missing labels (MLML) has attracted much research attention [3]–[6].

Generally, learning in the presence of missing labels is not straightforward, since for a given negative label there are two possibilities, 1) either it is truly negative that the class corresponding to it does not exist in the image, 2) or it is truly positive but simply not identified by the labeling mechanism. Existing works on MLML mainly utilize label correlation or transition matrix to estimate the missing labels by modifying the network or training procedures [5], [7], [8], which typically require extra complex architectures or training schemes.

Besides, missing labels can also be regarded as a branch of label noise, where noise-robust loss design has shown remarkable performance in single-label recognition tasks [9]–[12]. However, robust loss design remains underexplored in multi-label learning.

This work aims to provide some insights into MLML through investigating the efficacy of robust loss function. In particular, we demonstrate that a careful design of the loss function can greatly boost the robustness against the missing labels and the performance of classification accuracy, while still maintaining a simple and efficient solution, based on standard architectures and training schemes. This benefits from the distinctive observation and characteristic in multi-label learning. We observe that the predicted probability from a model can be used to identify the false negatives (missing labels) with a surprisingly high precision even at the early stage of training. Specifically, it is a consensus that there exists an imbalance between positives and negatives in multiple binary classifiers, which results in the domination of negatives on positives. Due to this fact, the predicted positives are inclined to be true positives (including labeled positives and
missing labels) with a high confidence.

Inspired by this observation, we propose two simple yet effective methods to diminish the effect of missing labels. 1) The first is a new robust loss for negatives, namely the Hill loss, which is derived by re-weighting the MSE loss to alleviate the effect of false negatives. Specifically, the Hill loss puts less weight on potential false negatives and easy ones, but more weight on middle semi-hard ones to make the training of the model insensitive (robust) to false negatives. 2) The second is a Self-Paced Loss Correction (termed SPLC) method, which uses a loss derived from the maximum likelihood (ML) criterion under an approximate probability distribution of the missing labels. Different from traditional correction techniques utilizing extra networks [13], [14] or extra training procedure [8], the SPLC method gradually corrects missing labels based on model prediction in an automatically self-paced manner.

Moreover, we propose the Focal margin loss to exploit semi-hard positives by a simple modification to the Focal loss [15]. Improvements brought by the Focal margin demonstrates that semi-hard mining is more appropriate than hard mining for positives. Extensive experiments show that our approaches can significantly outperform existing methods while do not introduce extra complex architectures or training schemes. The main contributions are summarized as follows:

- An interesting observation in multi-label learning that a model can identify false negatives (missing labels) even in the early stage of training;
- A systematic loss study on the problem of multi-label learning with missing labels that can simplify the pipeline in this field;
- A novel Hill loss to re-weight negatives and a simple self-paced loss correction method that are robust against missing labels;
- Comprehensive experiments that validate the effectiveness of our approaches and establish the new state-of-the-arts of loss function in MLML on multiple datasets.

II. RELATED WORK

A. Multi-label Learning with Missing Labels

Multi-label learning with incomplete labels has been a hot topic in the community of weakly-supervised learning, due to the difficulty of annotating all the ground-truth labels [16]. There are two popular related research topics for incomplete labels, Partial Multi-Label Learning (PML) [17], [18], and Multi-label Learning with Missing Labels (MLML) [3], [4]. To avoid the ambiguity of settings, we clarify the difference in Table I. PML requires labeling all positive labels, which possibly introduces extra false positive labels and costs more. In other words, methods designed for PML typically rely on a candidate label set that includes all the positive labels occurring in the image. By comparison, not all positive labels are required in MLML, which is more practical due to the lower labeling cost. In this work, we further relax the MLML setting, where no exact negative labels [4] are utilized and the number of positive labels is not limited to single [6]. This means the scenario we are working on is more flexible and general in real-world scenarios.

Current works on MLML mainly focus on the design of networks and training schemes. The common practice is to utilize the customized networks to learn label correlations or classification confidence to realize correct recognition in missing labels. [10] built a generative model to approximate the distributions of observed labels, by which the mislabeled samples can be recognized. [4] proposed multi-stage training procedures to correct the missing labels. They utilized curriculum learning based strategies with the Bayesian uncertainty strategy for missing label correction.

This domain has seen fast progress recently, at the cost of requiring more complex methods. In contrast, this work seeks to fulfill the potential of the loss function in MLML, which is based on standard architectures, does not increase training and inference pipelines and time. Besides, our methods are fully complementary to existing works and can be combined with them to further improve the performance at the cost of increasing the complexity.

B. Noisy-robust Learning

Noisy-robust learning is an important problem in training Deep Neural Networks (DNNs) since label noise is ubiquitous in real-world scenarios. The label noises can lead the DNNs to overfit to such noises due to the "memorization effect" proposed by [19], [20], eventually degrading the model generalization performance. Sample re-weighting and loss correction are two typical approaches in this field.

Sample re-weighting methods [9], [11] typically reduce the contribution of noisy samples by down-weighting the loss of them. Many researchers [21], [22] extended this idea to face recognition for noisy-robust feature learning.

Loss correction refers to the modification of the loss to compensate for the incorrect guidance provided by noisy samples. A basic approach is the pseudo label [23], which utilizes a trained model to correct annotations and then retrain the model using the updated labels. In [24], researchers found that clean and noisy samples can be distinguished from the loss distribution in noisy single-label datasets. Inspired by this observation, they proposed a mixture distribution method to correct noisy labels. [6] proposed ROLE to jointly train classifiers and label estimator, by which the true labels can be estimated and corrected in the training phase.

Though many works about the loss design achieve notable success and push forward the research in noise-robust learning, most (if not all) of the existing works focus on the single-label

---

**Table I**

Comparison among different settings in multi-label classification. ✓ (resp. x, ◯) means a label is present (resp. absent, unknown). Falsely marked labels are in red color. PML requires all positive labels are annotated. By comparison, MLML relaxes the requirement of annotations.

| Settings | label1 | label2 | label3 | label4 | label5 |
|----------|--------|--------|--------|--------|--------|
| Full labels | ✓ | ✓ | ✓ | x | x |
| PML | ✓ | ✓ | ✓ | x | ✓ |
| MLML | ✓ | ✓ | ✓ | ✓ | ✓ |
task and ignore the multi-label task. This work validates that typical noise-robust loss functions in the single-label task (both sample re-weighting and loss correction) can also be efficiently applied in multi-label learning.

III. SIMPLE AND ROBUST LOSS DESIGN FOR MLML

In this section, we first review classic losses in multi-label learning. Then, we make an observation in the scenario of missing labels, based on which the Hill loss and the SPLC method are introduced to deal with the probably mislabeled negatives. Furthermore, we make a simple modification on the positive part of the Focal loss to highlight semi-hard positives.

A. Preliminary

Multi-label classification is usually transformed into a multiple binary classification problem, in which multiple binary classifiers are trained to predict one-vs.-rest for each label independently. Given $K$ labels, networks predict the logits $x_i$ of the $i$-th label independently, then the probabilities are given by normalizing the logits with the sigmoid function as

$$\hat{p}_i = \sigma(x_i) = \frac{1}{1 + e^{-x_i}}.$$ 

Let $y_i$ denote the label for the $i$-th class, the binary classification loss is generally given by

$$L = -\sum_{i=1}^{K} (y_i L^+_i + (1-y_i) L^-_i),$$

where $L^+_i$ and $L^-_i$ stand for the positive and negative losses of $i$-th label, respectively. For simplicity, in the sequel we ignore the subscript $i$ in $L^+_i$ and $L^-_i$ to use $L^+$ and $L^-.$

The Binary Cross Entropy (BCE) loss is the most popular loss function in multi-label classification, which is defined as

$$L_{BCE} = \log(p)$$

$$L_{BCE} = \log(1-p).$$

Further, the Focal loss [15] is proposed to address the problem of positive-negative imbalance and hard-mining, which is given by

$$L_{Focal}^+ = \alpha_+(1-p)^\gamma \log(p)$$

$$L_{Focal}^- = \alpha_- p^\gamma \log(1-p),$$

where $\gamma$ is a focus parameter, and $\alpha_+$ and $\alpha_-$ are utilized to balance positives and negatives. By using $\gamma > 0,$ hard samples are delivered more attention.

More recently, ASL [25] is proposed to relieve positive-negative imbalance by operating differently on positives and negatives, which is defined as:

$$L_{ASL}^+ = (1-p_m)^\gamma \log(p_m)$$

$$L_{ASL}^- = p_m^\gamma \log(1-p_m),$$

where $\gamma_+ < \gamma_-$ and are focus parameters for positive and negative labels, respectively, and $p_m = \max(p - m, 0).$ The probability margin $m \geq 0$ is a tunable hyper-parameter. The ASL loss reduces the weight of easy negatives via using $\gamma_+ < \gamma_-$, and discards negatives with low predicted probability via the $m$ shifted probability.

B. An Observation in MLML

Under a typical missing label setting, Fig. 2 shows the probability distribution of a network prediction at the early and late stages of training with BCE and Focal loss. We make an observation: Missing labels (false negatives, FN) can be distinguished from true negatives (TN) according to the predicted probabilities of a network at the early training stage.

Fig. 2(a) and (c) show that although most missing labels are poorly classified at the early training stage, partial missing labels can be identified with high precision but low recall by setting a proper threshold. For example, when using the BCE loss, partial FNs can be distinguished from TNs with a threshold of 0.3 on prediction probability. Similarly, when using the Focal loss, such a threshold can be set to 0.4.

The reason behind this phenomenon is the distinctive features in multi-label learning: 1) the domination of negatives on positives in multiple binary classifiers; In the multi-label setting, an image typically contains a few positives but much more negatives, which results in serious positive-negative imbalance [26]. 2) Missing labels exacerbate the positive-negative imbalance and plague the learning of recognizing positives. Therefore, the low ratio of positives make the model conservative in recognizing positives, once it makes such a prediction we can be confident it is correct.

Furthermore, it can be seen from Fig. 2(b) and (d) that, at the late stage of training, the network tends to over-fitting. As a result, the distribution of the network prediction for missing labels (FNs) is similar to that for TNs, which makes the missing labels indistinguishable from true negatives. That is, the network tends to prioritize learning simple patterns (e.g., true labels) first before eventually memorizing (over-fitting to) hard ones (e.g., noisy/false labels). This phenomenon accords well with the mainstream of viewpoint in noise-robust learn-
Fig. 3. Gradient analysis of Hill loss (shaped like a hill) in comparison with current loss functions. Hill loss puts more attention on semi-hard negatives, with less emphasis on true negatives.

C. Re-weighting Negatives into a “Hill”

A straightforward method to alleviate the effect of missing labels is to design a robust loss that is insensitive to false negatives. Generally, the prediction probability of a well-trained model should be closer to 1 than 0 for false negatives. Hence, the effect of false negatives can be mitigated by putting less weight on the prediction probability closing to 1 in the loss for negative labels. As shown in Fig. 3, the Mean Squared Error (MSE) loss naturally satisfies this desirable robustness property, as it has a low weight on prediction probability closing to 1. Hence, it would be more robust than the BCE loss and can yield a better performance in the presence of missing labels.

To further improve the robustness against false negatives, we propose the Hill loss by re-weighting the MSE loss as

\[ \mathcal{L}_{\text{Hill}} = -w(p) \times MSE = -(\lambda - p)p^2. \] (5)

The weighting term \( w(p) = \lambda - p \) is designed to down-weight the loss for possibly false negatives. To fulfill this goal, considering a typical threshold of 0.5 for sigmoid-based binary classification, the hyper-parameter \( \lambda \) can be selected to satisfy \( \frac{\partial^2 \mathcal{L}_{\text{Hill}}}{\partial p^2} = 0 \) for \( p = \sigma(x) = 0.5 \). Accordingly, the solution is given by \( \lambda = 1.5 \), with which we obtain the Hill loss as illustrated in Fig. 3. Clearly, it can be seen from Fig. 3 that the Hill loss has less weight than the MSE loss for \( p \geq 0.5 \). Hence, it can be expected to achieve more robust performance against missing labels than MSE.

Fig. 3 compares the gradients of different loss functions for negative labels. It is noteworthy that each of the ASL, MSE and Hill losses has less weight on possible false negatives compared with the BCE loss. However, ASL can still be seriously affected by missing labels, since it only down-weights the region very close to 1, e.g., \( p > 0.9 \). In fact, a large part of missing labels has a prediction probability less than 0.9, as shown in Fig. 2. Though the ASL loss can be adjusted by the parameters in Eq. (4), the adjustable extent is restricted, which is analyzed in detail in Appendix B.

D. Self-Paced Loss Correction

This subsection presents a loss correction method to alleviate the effect of missing labels. It can gradually correct the potential missing labels during training, so we term it Self-Paced Loss Correction (SPLC). SPLC can be viewed as an approximate maximum likelihood (ML) method, as it adopts a loss derived from the ML criterion under an approximate distribution of missing labels.

First, for the full label setting (without missing labels), the BCE loss (Eq. (2)) is optimal from the ML criterion under Bernoulli distribution

\[ P_r(y) = p^y(1-p)^{1-y} = \begin{cases} p, & y = 1 \\ 1-p, & y = 0 \end{cases} \] (6)

Meanwhile, minimizing Eq. (2) is equivalent to minimizing the KL divergence between the model output. When in the presence of missing labels, for a negative label \( y = 0 \), let \( q \in [0,1] \) be the probability of its corresponding class being truly negative, while \( 1 - q \) is the probability of its corresponding class being false negative (caused by missing-labeling). In this setting, the distribution Eq. (6) on longer applies and a modification is:

\[ P_r(y,s) = (qp)^y(1-q)^s[(1-q)p]^{1-s} \] (7)

where \( s \in \{0,1\} \) is an indicating variable of true and false negatives, with \( s = 0 \) standing for a false negative. With this distribution, the optimal loss from the ML criterion is given by

\[ \begin{align*}
L^+ &= \log(p) \\
L^- &= s \log(1-p) + (1-s) \log(p)
\end{align*} \] (8)

Due to labeling mechanism, which negative labels are missing labels is not a prior known, i.e., \( s \) is not a prior known. Hence, the loss (Eq. (8)) cannot be directly used for training. However, in practice the missing labels can be empirically identified based on the model prediction as analyzed in Sec. III-B. Hence, for a given negative label \( y = 0 \), we can set a threshold \( \tau \in (0,1) \) to identify whether it is a truly negative or false negative based on the model prediction probability \( p \). Specifically, for a given negative label, it would be a missing label with high probability if \( p > \tau \). In light of
this understanding, a new loss that is robust to missing labels can be designed by recasting Eq. (8) into:

\[
\begin{align*}
L^+ &= \log(p) \\
L^- &= \log(1 - p) \log(1 - p) + (1 - \log(p)) \log(p),
\end{align*}
\]

where \(\mathbb{I}(\cdot) \in \{0, 1\}\) is the indicator function.

Furthermore, we can combine SPLC with the generalized loss function as

\[
\begin{align*}
L^+_{\text{SPLC}} &= \text{loss}^+(p) \\
L^-_{\text{SPLC}} &= \mathbb{I}(p \leq \tau) \log(1 - p) + (1 - \mathbb{I}(p \leq \tau)) \log^+(p),
\end{align*}
\]

where \(\text{loss}^+(\cdot)\) and \(\text{loss}^-(\cdot)\) refer to generalized loss functions for positives and negatives, respectively.

In implementation, SPLC adopts the label correction for the probability that exceeds a fixed threshold during training. It presents two main advantages compared with the pseudo label method: 1) SPLC is more efficient. In the pseudo-label method, a trained model is utilized to correct the labels, then the network is retrained. In contrast, the network only needs to be trained once in SPLC. 2) SPLC is more accurate. In the pseudo-label method, the network for label correction is trained to converge by noisy data, leading to poor capability in recognizing missing labels. In contrast, correcting missing labels with SPLC at the early stage of training reduces the influence of noisy data.

**E. Semi-hard Mining for Positives**

In addition to dealing with negatives via Hill and SPLC, we also delicately tailor the loss for positives to exploit the feature of multi-label learning. In fact, hard-mining methods that can yield improvement in single-label learning are not widely used in multi-label learning. For example, the recent state-of-the-art method ASL only adopts the naive BCE loss for positives.

Here, we attempt to explain why hard-mining does not perform well in multi-label learning by the comparative analysis of Fig. 2 (b) and (d). It indicates that excessively hard mining brought by Focal loss is inappropriate for multi-label learning. Specifically, despite the decrease in the number of hard positives (low probability, below 0.2), Focal loss only pushes the proportion of 1.5% hard positives to a high probability (above 0.5). Meanwhile, Focal loss ignores a large proportion of semi-hard ones with moderate probability (e.g., in the region \([0.3, 0.5]\)).

Therefore, we seek to further emphasize semi-hard positives compared with Focal loss. An intuitive approach is to subtract a margin from the logits. In this manner, they are regarded as smaller values and given larger gradients because of the feature of Focal loss. Meanwhile, thanks to the characteristic “S”-shaped curve of sigmoid function, classes with probability in the middle region (the logit value around 0, with the corresponding probability value around 0.5) are heavily affected, meaning that they are given larger gradients compared with those at both ends (easy and hard samples).

Formally, we propose the Focal margin loss as:

\[
L_{\text{Focal margin}}^+ = (1 - p_m) \gamma \log(p_m)
\]

where \(p_m = \sigma(x - m)\) and \(m\) is a margin parameter. Focal margin loss degrades to Focal loss when \(m = 0\). \(\gamma\) is set to 2, a commonly used value in Focal loss.

The gradients of BCE and Focal margin losses with different \(m\) are shown in Fig. 4. It can be observed that Focal margin endows larger weight on semi-hard positives compared with Focal loss. In our work, \(m \in [0.5, 1.0]\) is recommended to avoid the highlight of easy positives.

Actually, the introduction of margin is widely used in the design of loss function, most notably in SVMs [27]. Recently, Large-Margin Softmax [28] and Arcface [29] have been proposed to minimize intra-class variation and at the meantime enlarge the inter-class margin by using the angular margin. This paper is the first work to perform semi-hard mining through the combination of margin and sigmoid activation.

To sum up, the Focal margin loss for positives is integrated with Hill loss and SPLC for negatives respectively into our final approaches (denoted by Hill and Focal margin + SPLC).

**IV. Experiment**

In this section, we firstly introduce the experimental settings. Secondly, we compare proposed methods with existing classic loss functions on four multi-label datasets. Thirdly, ablation study and comprehensive analysis are given to delve into the working mechanism of Hill and SPLC. Finally, more discussions and experiments are provided to answer the common questions in implementation.

**A. Experimental Settings**

1) Datasets: We conduct experiments on multiple standard multi-label benchmarks: MS-COCO (COCO) [30], PASCAL VOC 2012 (VOC) [31], NUS-WIDE (NUS) [32], and the large-scale Open Images [33]. COCO [30] consists of 82,081 images with 80 classes for training and 40,137 images for test. VOC [31] contains 5,717 training images with 20 classes, and additional 5,823 images are used for test. Following [26], we collect NUS-wide [32] with 119,103 and 50,720 images as training set and test set, consists of 81 classes. Due to many download urls of Openimages [33] are expired, we were able
to collect 1,742,125 training images and 37,306 test images, which contain 567 unique classes.

We construct the training sets of missing labels by randomly dropping positive labels for each training image with different ratios. The number of remaining labels per image $n_r(x) = \lfloor n(x) \times (1 - r) \rfloor + 1$, where $n(x)$ refers to the number of all positive labels per image and $r$ controls the ratio of missing labels. In particular, $r = 1$ means single positive label per image, the same setting as $[6]$. We report results for $r \in \{0.5, 0.8, 1\}$ respectively on COCO and single positive label ($r = 1$) results on VOC, NUS and Open Images. Note that the test sets are fully labeled. The detailed statistics of datasets are shown in Table II.

2) Evaluation metrics: Following previous multi-label image classification researches $[6, 26]$, mean Average Precision (mAP) is used as the primary metric to evaluate model performance. We also report the overall F1-measure (OF1) and per-category F1-measure (CF1) with the positive threshold of 0.5. Precision (P) and recall (R) results are reported in Appendix B.

3) Implementation details: We use the Resnet50 $[34]$ pre-trained on ImageNet $[2]$ as the backbone network for feature extraction. The input images are uniformly resized to $448 \times 448$. The optimizer is the Adam with a weight decay of $0.8$. The cycle learning rate schedule $[35]$ is used with the max learning rate of 1e-4. Following $[26]$, we use the exponential moving average trick for higher baselines.

4) Compared methods: We firstly compare our methods with three classic baseline methods. Weak Assume Negatives (WAN) and Label Smoothing (LS) $[6]$ are selected as the stronger baselines than BCE in MLML. Secondly, we compare the Hill loss with loss re-weighting methods, Focal $[15]$ and the recently proposed ASL $[26]$. Thirdly, we choose the loss correction methods, including Pseudo Label $[23]$ and Regularized Online Label Estimation (ROLE) $[6]$ to validate the effectiveness of the SPLC. For a fair comparison, we reproduce these methods using open-source codes from the authors under the same dataset configuration. We adopt the hyper-parameters recommended in their papers.

B. Comparisons with Existing Methods

1) Different missing ratios on COCO: Table III summarizes results of different methods on COCO under different missing ratios. As the increase of missing ratio, the model performance becomes worse and the efficacy of loss becomes significant. Though Weak Assume Negatives (WAN) and Label Smoothing (LS) are stronger baselines than BCE, the proposed Hill and SPLC show considerable superiority. Specifically, for the loss re-weighting methods, Hill significantly surpasses Focal and ASL by $+3.49\%$ and $+2.45\%$ respectively under the setting of 40% labels left. For the loss correction methods, BCE + pseudo label is a two-stage method: we first train a model using BCE, afterwards use the trained model to correct the data and then retrain the model. ROLE requires additional space to store the label prediction matrix. In contrast, SPLC can correct missing labels in the training phase and does not need additional storage space. Therefore, SPLC improves the performance without any bells and whistles.

2) Single label on VOC, Nus-wide and Open Images: The single positive label results on VOC and NUS are shown in Table IV. Hill and SPLC improve mAP performance remarkably on the NUS-single label dataset, but do not achieve obvious improvements on VOC. The reason may be that the VOC dataset only contains 20 labels, resulting in a relatively balanced ratio of positives and negatives. To further validate the effectiveness of proposed methods on extreme multi-label classification, we conduct experiments on Open Images with 567 labels as shown in Table V. It can be observed that both Hill and SPLC achieve improvements remarkably compared with common loss functions on Open Images, demonstrating that the proposed methods are robust in large-scale datasets and extreme classification cases.

C. Analysis of Proposed Methods

1) Ablation study of Hill loss: Since Hill loss is composed of positive and negative loss, we conduct the ablation study on the basis of BCE to verify the effectiveness of positive and negative parts in Hill loss as shown in Table VI. For the positive part, the hard-mining method (Focal$^+$) brings a slight gain for BCE, whereas Focal margin$^+$ brings a relatively significant improvement. This shows semi-hard mining is more appropriate for positives than hard-mining in MLML. For the negative part, we first down-weight the whole negatives with a weight parameter termed WAN$^-$, which provides a stronger baseline than BCE with solid improvements on different metrics. Second, we compare different re-weighting losses. Hill$^-$ surpasses Focal$^-$ and ASL$^-$ by above $+2\%$ mAP score. The main reason is that though ASL$^-$ seeks to attenuate the effect of hard negatives, the gradient analysis in Fig. 4 illustrates that ASL$^-$ still puts too much focus on these possibly false negatives compared with Hill$^-$. Third, the superiority of Hill$^-$ over MSE$^-$ also demonstrates the necessity of re-weighting. The performance is further improved via the integration of Focal margin$^+$ and Hill$^-$.}

2) SPLC boosts existing losses: Table VII shows that both pseudo label and SPLC methods can complement existing losses and lead to consistent improvements, while SPLC performs better than the pseudo label method in both training efficiency and accuracy. SPLC corrects the missing labels dynamically along with the training, while pseudo label method needs an extra training process to predict the labels.
TABLE III
COMPARISON RESULTS OF mAP, CF1 AND OF1 OVER OTHER METHODS ON COCO WITH DIFFERENT MISSING RATIOS.

|              | 75% labels left | 40% labels left | single label |
|--------------|-----------------|-----------------|--------------|
|              | mAP CF1 OF1     | mAP CF1 OF1     | mAP CF1 OF1  |
| BCE (full labels) | 80.32 74.39 78.95 | 70.49 45.81 40.42 | 68.57 43.78 37.72 |
| BCE          | 76.81 67.73 71.07 | 72.05 67.72 64.87 | 70.17 58.02 58.60 |
| WAN          | 77.25 72.19 75.86 | 73.13 44.92 41.17 | 70.53 40.85 37.26 |
| BCE-LS [6]   | 78.27 67.77 71.10 | 73.13 44.92 41.17 | 70.53 40.85 37.26 |

Loss re-weighting:

|              |                |                |              |
|--------------|----------------|----------------|--------------|
| BCE + pseudo label | 77.05 68.18 71.47 | 71.46 52.17 46.48 | 69.77 48.91 42.99 |
| ROLE [6]     | 78.43 72.90 77.03 | 73.67 66.73 70.65 | 70.90 57.59 61.16 |
| Focal margin + SPLC (Ours) | 78.44 73.18 76.55 | 75.69 67.91 73.33 | 73.18 61.55 67.35 |

Fig. 5. Probability distributions on the COCO test set of different loss functions. Note that only (a) is obtained from a model trained with full labels on the COCO dataset, and the rest of the figures are obtained from models trained via different methods on the COCO-40% labels left.

TABLE IV
COMPARISON RESULTS OF mAP ON VOC-SINGLE LABEL AND NUS-SINGLE LABEL DATASETS.

|              | VOC-single | NUS-single |
|--------------|------------|------------|
| BCE (full labels) | 89.04 60.63 | 85.55 51.71 |
| BCE          | 87.03 52.89 | 87.23 52.47 |
| Loss correction: | 86.85 53.58 | 87.75 55.03 |
| BCE + pseudo label | 89.67 51.79 | 89.00 50.61 |
| ROLE [6]     | 87.75 55.03 | 88.07 55.18 |

TABLE V
COMPARISON RESULTS OF mAP ON OPEN IMAGES-SINGLE LABEL DATASETS.

|              | BCE | Focal | ASL | Hill | SPLC |
|--------------|-----|-------|-----|------|------|
| Open Images  | 60.83 | 62.14 | 61.95 | 62.71 | 62.86 |

Fig. [7] is drawn to explain why SPLC achieves better accuracy. It can be observed that during the training process, SPLC gradually recalls more missing labels and correct them, guaranteeing the precision meanwhile. By comparison, it is hard for the pseudo label method to make a good compromise between precision and recall, since the model is trained by noisy datasets and is not robust to the missing labels.

Moreover, Focal margin performs best when combined with SPLC, which obtains a remarkable mAP gain up to 3.43%. The reason is that the Focal margin highlights semi-hard positives as shown in Fig. [4] leading to more missing labels being corrected than the Focal loss.

TABLE VI
ABLATION STUDY OF THE HILL LOSS ON THE COCO-40% LABELS LEFT. NOTATIONS “+” AND “−” REPRESENT THE MODIFICATION OF POSITIVE AND NEGATIVE LOSS RESPECTIVELY ON THE BASIS OF BCE.

|              | mAP CF1 OF1 |
|--------------|-------------|
| BCE          | 70.49 45.81 40.42 |
| Focal + [15] | 70.87 49.42 44.63 |
| Focal margin (Ours) | 71.50 57.66 58.37 |
| WAN [6]      | 72.05 62.77 64.87 |
| Focal − [15] | 72.10 56.43 54.04 |
| ASL [26]     | 72.70 67.72 71.67 |
| MSE          | 74.08 65.12 68.17 |
| Hill (Ours)  | 74.98 66.56 71.87 |
| Hill (Ours)  | 75.15 68.56 73.08 |
 Fig. 6. Example results of our proposed methods and BCE from the COCO test set. Green and red color mean positive and missing labels respectively. Generally, the model trained with BCE tends to overfit to the missing labels, as their predicted probabilities are quite low. By comparison, models trained by Hill and SPLC predict higher probabilities for missing labels, implying that they are more robust against missing labels. We also show the results from the first and third epoch of SPLC to demonstrate the feasibility and rationality of loss correction at the early stage. More examples are shown in Appendix B.

3) Probability distribution analysis: Fig. 5 illustrates the probability distributions of different methods. As shown in Fig. 5(g) and (h), our proposed methods outperform existing works obviously, as positives and negatives are well differentiated and the probability distribution are similar to that of BCE trained on the COCO full labels dataset. Specifically, decreasing the weighting of hard negatives and correcting noisy labels mitigate the effects of mislabeled samples. Besides, paying more emphasis on semi-hard positives is conducive to the learning of positive samples. More concretely, From Fig. 5(a) and (b), it can be observed that many positives are incorrectly identified under the impact of missing labels. Comparing Fig. 5(c) and (d), we observe that more positives are recalled by Focal margin loss than Focal loss, which indicates that semi-hard mining is conducive on multi-label image recognition. As for ASL (Fig. 5(f)), although it

| Method        | mAP  | CF1   | OF1   |
|---------------|------|-------|-------|
| BCE           | 70.49| 43.81 | 40.42 |
| BCE + pseudo label | 71.46| 52.17 | 46.48 |
| BCE + SPLC    | 73.63| 65.56 | 72.14 |
| Focal         | 71.66| 48.67 | 44.01 |
| Focal + pseudo label | 73.67| 52.43 | 47.68 |
| Focal + SPLC  | 73.83| 57.95 | 56.04 |
| ASL           | 72.70| 67.72 | 71.07 |
| ASL + pseudo label | 73.75| 68.73 | 72.06 |
| ASL + SPLC    | 74.23| 69.23 | 72.74 |
| Focal margin  | 72.26| 60.79 | 61.58 |
| Focal margin + pseudo label | 74.10| 65.53 | 66.17 |
| Focal margin + SPLC | 75.69| 67.91 | 73.33 |

TABLE VII
QUANTITATIVE RESULTS OF SPLC WITH DIFFERENT LOSS FUNCTIONS ON THE COCO-40% LABELS LEFT.

Fig. 7. The precision and recall curves of missing labels during training on the COCO training set of 40% labels left with and without SPLC. The yellow and green rectangles refer to the precision and recall of a well-trained model used for pseudo labeling with the thresholds between 0.4 and 0.6.
demonstrates the effectiveness of down-weighting negatives, it only down-weights extremely hard negatives (\( p > 0.8 \)), leaving semi-hard negative samples (\( p \in [0.5, 0.8] \)) large weights. As a result, too large weights for hard negatives and too small weights for easy ones make insufficient distinction between positives and negatives. Despite higher mAP obtained by ROLE than baseline methods, the distribution ofROLE suffers the problem of insufficient discrimination especially for the negatives, as shown in Fig. 5 (f). Even more, Role requires additional memory to store the label matrix for online estimation, which is not negligible for large-scale datasets.

Furthermore, we give examples of the predicted probabilities from different methods in Fig. 5. Hill and SPLC present better robustness against missing labels, as they allocate relatively higher probability values to missing labels than BCE.

D. Additional Discussions and Experiments

1) Impact of the hyper-parameters: Despite the introduction of extra hyper-parameters in Hill and SPLC compared with BCE, we can empirically select them as described in the method part. Here we give more detailed analysis and answer some common questions in practical use. In principle, we did not invest too much efforts in finding the best hyper-parameters for each dataset. The optimal parameters searched on the COCO-40% labels left are shared for all other datasets.

How to set \( m \) of Focal margin? The margin \( m \) of Focal margin controls the importance of different positives. A small \( m \) focuses more on hard positives, and the focus shift to semi-hard positives as \( m \) increases. Based on our empirical evaluation in Table VIII we recommend \( m \in [0.5, 1.0] \) and set \( m = 1 \) in all the experiments.

How to determine the certain time of early stage for SPLC? SPLC is insensitive to the determination of the certain time of early stage. Experiments show that a selection from the 2-nd to 5-th epoch has little effect (mAP within 0.2) on performance shown in Table VIII. The reason is that the model recalls only a small part of FNs (but with high precision) at the early stage. Therefore, we correct the labels after the first epoch for all the experiments of SPLC.

What if FNs are identified incorrectly for SPLC? In fact, it cannot be guaranteed that all identified FNs are correct, even in well-studied single-label tasks. However, our methods would perform well as long as most identified FNs are correct, as demonstrated by the extensive experiments. The error rate of false differentiation in training set is below 5% by setting a high threshold (above 0.6) in Fig. 5. The underlying reason behind this is the distinctive features in MLML as described in Sec. III-B.

How to set the threshold of SPLC to differentiate TNs and FNs? The threshold \( \tau \) controls the trade-off between precision and recall of FNs as shown in Fig. 7. \( \tau \) is a relatively sensitive parameters as shown in Table VIII. A higher (stricter) threshold means less FNs are recalled but the precision is higher. We set the threshold \( \tau \) to a fixed high value of 0.6 to alleviate the incorrect identification of FNs. The reason why \( \tau \) is greater than the commonly used 0.5 is that the Focal margin focuses more on positives and recalls more missing labels compared with the BCE. It is predictable that setting different thresholds for different classes and training stages, instead of a fixed one, will bring better accuracy but more parameters to be tuned. Thus, we leave the study of adaptive and efficient threshold for the future work.

Does the Hill loss adjust the ratio of positive and negative part by the hyper-parameters, similar to Focal loss and ASL? Hill loss has a fixed formulation for positive and negative part by the hyper-parameters, similar to Focal loss and ASL. Therefore, no hyper-parameter is needed to balance positives and negatives.

2) More experiments with different backbones: In Table IX we test the applicability of Hill and SPLC for different backbones, by comparing the different loss functions on three representative architectures: MobilenetV3-Large [36], ResNet101 [34] and Swin-transformer-Small [37]. The consistent improvements brought by Hill and SPLC demonstrate that our methods are robust to different backbones.

V. Conclusion

In this paper, we designed simple and robust loss functions for multi-label learning with missing labels without sacrificing training and inference efficiency. First, we presented an observation that partial missing labels can be distinguished from negatives in the early stage of training with a high precision. Then, two novel approaches are proposed to alleviate the effect of missing labels by down-weighting and correcting potential missing labels, respectively. Besides, we proposed to perform semi-hard mining on positives, which further promoted the performance. Extensive experiments on several widely used benchmarks have demonstrated the superiority of the proposed methods. Our methods substantially simplify the existing pipeline of MLML. We hope the new state-of-the-arts established by our methods can serve as a starting point for future research on MLML.
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Appendix A

A. Gradient Analysis of ASL

The negative gradients of ASL [26] with different $\gamma$ and $m$ are shown in Fig. 8. Despite attempts at different hyperparameters, the turning point is limited as $p \in [0.8, 0.9]$. Given that, ASL still focuses too much on most possibly missing labels samples (false negatives with $p > 0.5$).

![Gradient Analysis](image)

Fig. 8. Gradient analysis of ASL loss with different $\gamma$ and $m$. ASL only downweights extremely hard negatives ($p > 0.9$), but leaves semi-hard negative samples ($p \in [0.5, 0.8]$) large weights.

B. Additional Evaluation Metrics and Examples

Following previous multi-label image classification researches [6], [26], mean Average Precision (mAP) is adopted as the primary metric to evaluate model performance. In Table XI, Table XII, Table XIII, Table XIV and Table XV respectively, we report additional evaluation results including OF1 CF1, OP, OR, CP and CR on different datasets. The positive threshold is set to a commonly used value of 0.5 for all methods, except ROLE [6]. As shown in Fig. 5(f), the ROLE has a threshold offset (the lowest prediction value $p_l$ is generally around 0.3 rather than 0). Therefore, the positive threshold is set to $\tau = (1 + p_l)/2$ for a relatively fair comparison.

The results show that our proposed Hill loss and SPLC outperform existing methods. Precision (P) and Recall (R) are trade-off metrics, which are sensitive to the selected threshold. Thus, we should take a comprehensive look at the two metrics, instead of focusing each single metric.

More example results of our proposed methods and BCE from the COCO test set are provided in Fig. 9.

Table X

Comparison Results of Various Metrics Over Other Methods on the COCO-40% Labels Left.

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| BCE (full labels) | 80.3 | 80.8 | 70.3 | 74.9 | 84.3 | 74.2 | 78.9 |
| BCE | 70.5 | 89.2 | 34.4 | 45.8 | 94.1 | 25.7 | 40.4 |
| WAN [6] | 72.1 | 81.0 | 53.2 | 62.8 | 86.3 | 52.0 | 64.9 |
| BCE-LS [6] | 73.1 | 92.9 | 33.5 | 44.9 | 96.4 | 26.2 | 41.2 |

Sample re-weighting:

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| Focal [15] | 71.7 | 88.9 | 37.0 | 48.7 | 93.7 | 28.8 | 44.0 |
| ASL [26] | 72.7 | 71.4 | 65.6 | 67.7 | 75.3 | 68.4 | 71.7 |
| Hill (Ours) | 75.2 | 80.4 | 61.4 | 68.6 | 85.5 | 63.8 | 73.1 |

Loss correction:

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| BCE + pseudo label | 71.5 | 88.0 | 40.8 | 52.2 | 92.4 | 31.1 | 46.5 |
| ROLE [6] | 73.7 | 78.9 | 60.0 | 66.7 | 83.6 | 61.2 | 70.7 |
| SPLC (Ours) | 75.7 | 81.6 | 66.7 | 67.9 | 87.7 | 63.0 | 73.3 |

Table XI

Comparison Results of Various Metrics Over Other Methods on the COCO-75% Labels Left.

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| BCE (full labels) | 80.3 | 80.8 | 70.3 | 74.9 | 84.3 | 74.2 | 78.9 |
| BCE | 70.5 | 89.2 | 34.4 | 45.8 | 94.1 | 25.7 | 40.4 |
| WAN [6] | 72.1 | 81.0 | 53.2 | 62.8 | 86.3 | 52.0 | 64.9 |
| BCE-LS [6] | 73.1 | 92.9 | 33.5 | 44.9 | 96.4 | 26.2 | 41.2 |

Loss re-weighting:

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| Focal [15] | 77.0 | 83.8 | 59.4 | 68.4 | 88.6 | 59.8 | 71.4 |
| ASL [26] | 77.9 | 63.1 | 78.8 | 69.7 | 64.9 | 82.2 | 72.5 |
| Hill (Ours) | 78.8 | 73.6 | 74.4 | 73.6 | 76.4 | 78.3 | 77.3 |

Loss correction:

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| BCE + pseudo label | 77.1 | 84.9 | 58.7 | 68.2 | 89.7 | 59.4 | 71.5 |
| ROLE [6] | 78.4 | 77.4 | 70.0 | 72.9 | 80.9 | 73.5 | 77.0 |
| SPLC (Ours) | 78.4 | 72.6 | 75.1 | 73.2 | 74.0 | 79.3 | 76.6 |

Table XII

Comparison Results of Various Metrics Over Other Methods on the COCO-Single Label.

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| BCE (full labels) | 80.3 | 80.8 | 70.3 | 74.9 | 84.3 | 74.2 | 78.9 |
| BCE | 68.6 | 88.6 | 33.0 | 43.8 | 93.9 | 23.6 | 37.7 |
| WAN [6] | 70.2 | 82.4 | 47.9 | 58.0 | 88.2 | 43.9 | 58.6 |
| BCE-LS [6] | 70.5 | 89.3 | 30.8 | 40.9 | 96.5 | 23.1 | 37.3 |

Loss re-weighting:

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| Focal [15] | 70.2 | 88.2 | 36.0 | 47.0 | 93.4 | 41.4 | 26.6 |
| ASL [26] | 71.8 | 90.4 | 33.4 | 44.8 | 94.7 | 23.7 | 37.9 |
| Hill (Ours) | 73.2 | 79.7 | 58.0 | 65.5 | 85.3 | 58.7 | 69.5 |

Label correction:

| Method | mAP | CP | CR | CF1 | OP | OR | OF1 |
|--------|-----|----|----|-----|----|----|-----|
| BCE + pseudo label | 69.8 | 87.2 | 38.3 | 48.9 | 92.5 | 28.0 | 43.0 |
| ROLE [6] | 70.9 | 83.3 | 49.1 | 57.6 | 88.3 | 46.8 | 61.2 |
| SPLC (Ours) | 73.2 | 83.8 | 53.1 | 61.6 | 90.1 | 53.8 | 67.4 |
### TABLE XIII
**Comparison results of various metrics over other methods on the VOC-single label.**

| Method                  | mAP | CP  | CR  | CF1 | OP  | OR  | OF1 |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|
| BCE (full labels)       | 89.0| 82.9| 84.1| 83.3| 86.4| 84.7| 85.6|
| BCE                     | 85.6| 87.8| 71.6| 77.4| 91.1| 68.7| 78.4|
| WAN [6]                 | 87.0| 83.9| 78.4| 80.4| 87.5| 77.7| 82.3|
| BCE-LS [6]              | 87.2| 92.0| 67.7| 75.4| 94.6| 65.9| 77.7|

**Sample-reweighting:**

| Method                  | mAP | CP  | CR  | CF1 | OP  | OR  | OF1 |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|
| Focal [15]              | 86.8| 87.2| 73.6| 78.2| 90.6| 70.3| 79.1|
| ASL [26]                | 87.3| 68.4| 87.2| 75.9| 72.8| 86.9| 79.2|
| Hill (Ours)             | 87.8| 85.3| 78.7| 81.1| 88.5| 79.6| 83.8|

**Label correction:**

| Method                  | mAP | CP  | CR  | CF1 | OP  | OR  | OF1 |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|
| BCE + pseudo label      | 89.7| 86.5| 81.8| 84.0| 89.1| 83.5| 86.2|
| ROLE [6]                | 89.0| 87.6| 78.2| 81.5| 90.6| 79.0| 84.4|
| SPLC (Ours)             | 88.1| 88.7| 75.0| 80.2| 91.9| 75.8| 83.0|

### TABLE XIV
**Comparison results of various metrics over other methods on the NUS-single label dataset.**

| Method                  | mAP | CP  | CR  | CF1 | OP  | OR  | OF1 |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|
| BCE (full labels)       | 60.6| 62.7| 58.0| 59.1| 73.8| 73.4| 73.6|
| BCE                     | 51.7| 67.8| 23.2| 30.9| 84.0| 20.7| 33.3|
| WAN [6]                 | 52.9| 61.5| 41.2| 47.2| 75.1| 46.7| 57.6|
| BCE-LS [6]              | 52.5| 66.9| 19.8| 27.0| 85.6| 21.0| 33.7|

**Sample-reweighting:**

| Method                  | mAP | CP  | CR  | CF1 | OP  | OR  | OF1 |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|
| Focal [15]              | 53.6| 69.1| 26.2| 34.2| 83.4| 22.1| 35.0|
| ASL [26]                | 53.9| 53.5| 55.0| 53.2| 67.7| 67.3| 67.5|
| Hill (Ours)             | 55.0| 54.7| 56.3| 54.1| 68.5| 68.7| 68.6|

**Label correction:**

| Method                  | mAP | CP  | CR  | CF1 | OP  | OR  | OF1 |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|
| BCE + pseudo label      | 51.8| 66.8| 24.8| 32.5| 83.6| 22.2| 35.1|
| ROLE [6]                | 50.6| 56.3| 31.7| 37.4| 75.7| 50.8| 60.8|
| SPLC (Ours)             | 55.2| 56.6| 54.0| 52.4| 68.4| 73.0| 70.6|

### TABLE XV
**Comparison results of various metrics over other methods on the Open Images-single label dataset.**

| Method                  | mAP | CP  | CR  | CF1 | OP  | OR  | OF1 |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|
| BCE                     | 60.8| 72.9| 30.6| 38.2| 85.9| 14.3| 24.9|
| Focal [15]              | 62.1| 72.3| 32.3| 39.8| 85.6| 15.2| 25.8|
| ASL [26]                | 62.0| 60.1| 55.5| 53.4| 69.2| 38.3| 49.3|
| Hill (Ours)             | 62.7| 51.7| 66.5| 55.0| 59.0| 50.5| 54.4|
| SPLC (Ours)             | 62.9| 61.7| 56.8| 55.4| 71.8| 38.2| 49.9|
Fig. 9. More example results of our proposed methods and BCE from the COCO test set. Green and red color mean positive and missing labels respectively.