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Abstract. The properties of matrix valued polynomials generated by the scalar-type Rodrigues’ formulas are analyzed. A general representation of these polynomials is found in terms of products of simple differential operators. The recurrence relations, leading coefficients, completeness are established, as well as, in the commutative case, the second order equations for which these polynomials are eigenfunctions and the corresponding eigenvalues, and ladder operators.

The conjecture of Durán and Grünbaum that if the weights are self-adjoint and positive semidefinite then they are necessarily of scalar type is proved for $Q = x$ and $Q = x^2 - 1$ in dimension two, and for any dimension under genericity assumptions.

Commutative classes of quasi-orthogonal polynomials are found, which satisfy all the properties usually associated to orthogonal polynomials.

1. Introduction

Orthogonal matrix valued polynomials have been the subject of substantial investigation in recent years, due not only to their intrinsic interest, but also to their applications. A beautiful introduction in the topic and a wealth of references can be found in [1], [2], [3], and in the recent overview [4].

The present paper investigates the properties of matrix valued polynomials generated by the scalar-type Rodrigues’ formulas. These have also been considered in [5] under the assumption that the weight is self-adjoint and positive semidefinite. The present paper investigates the properties of resulting polynomials under no assumptions on the ”weight”; in fact such polynomials appear in classification problems of differential equations [6].

It is shown that the scalar-type Rodrigues’ formulas can be reformulated as a product of simple differential operators, Proposition 1, and their commutation relations yield a very simple derivation of the recurrence relations, leading coefficients, completeness, and, in the commutative case, the second order equations for which these polynomials are eigenfunctions, and the corresponding eigenvalues.
The problem of finding in which cases the "weights" are indeed weights, in the sense that they are self-adjoint and positive semidefinite, is investigated in the present paper for \( Q(x) = x \) and \( Q(x) = x^2 - 1 \). It is found that under appropriate nonresonance conditions (satisfied by generic matrices) the conjecture of Durán and Grünbaum in [5] is true: self-adjoint weights reduce to scalar ones (Proposition 2) in the sense that for some \( S \) we have \( W(x) = S \Lambda(x) S^{-1} \) with \( \Lambda(x) \) diagonal. In two dimensions the same is true for most of the resonant cases (Proposition 3). There exists one (resonant) case when there are self-adjoint weights not reducible to scalar ones (Proposition 4); interestingly, all the generated polynomials belong to a commutative algebra of matrices. However, these weights are positive semidefinite only when reducible to scalar ones; this completes the proof of Durán-Grünbaum conjecture in dimension two.

The generated polynomials in this last case form a quasi-orthogonal family which satisfies all the usual properties associated to orthogonal polynomials, and they can be generalized to higher dimensions, §2.5.

2. Main Results

2.1. The product representation. In this paper \( V \) denotes a finitely-dimensional complex vector space, \( \mathcal{M} \) denotes the matrices \( \mathcal{L}(V,V) \), \( \mathcal{M}[x] \) are the \( \mathcal{M} \)-valued polynomials, and let \( \mathcal{M}(x) \) denote the set of \( \mathcal{M} \)-valued functions.

Let \( Q(x) \) be a polynomial degree at most two:

\[
Q(x) = \sigma x^2 + \tau x + \delta
\]

(real or complex-valued) and let \( L_1, L_2 \in \mathcal{M} \) with \( L_1 \) satisfying the (nonresonance) assumption:

\[
L_1 + k \sigma \text{ is invertible in } \mathcal{M} \text{ for all } k = 1, 2, \ldots
\]

Let \( W(x) \) be an \( \mathcal{M} \)-valued function satisfying the Pearson equation

\[
Q(x) W(x)^{-1} W'(x) = x L_1 + L_2
\]

**Definition** Let \( P_n(x) \) be the \( \mathcal{M} \)-valued function defined by the Rodrigues formula

\[
P_n(x) = W(x)^{-1} \frac{d^n}{dx^n} [ Q(x)^n W(x) ]
\]

Note that \( P_0 = I \) and \( P_1(x) = (2 \sigma + L_1)x + \tau + L_2 \). Proposition 3 below shows that in fact \( P_n(x) \) are polynomials in \( x \), \( P_n \in \mathcal{M}[x] \).

**Remark 1.** For one-dimensional \( V \), \( P_n(x) \) are the classical orthogonal polynomials.

**Remark 2.** In the construction of the present paper \( V \) can also be infinite-dimensional (and then \( \mathcal{M} \) is the Banach space of bounded linear operators on \( V \)). For simplicity we restrict here to matrices.
Relations (3), (4) are used in [5] in a different order of multiplication which is, of course, not essential, since it can be changed by transposition.

The representation (5), (6) is new\footnote{However, a special instance was used by the author in [7].} and is instrumental in the deduction of the properties usually associated with orthogonal polynomials, \S 2.4.

Notation. For simplicity we denote $\frac{d}{dx} = \partial_x$.

**Proposition 1.** Denote by $A_k$ the following linear operators on $M(x)$

\begin{equation}
A_k = k Q'(x) + x L_1 + L_2 + Q(x) \partial_x
\end{equation}

Then the matrices $P_n$ defined by (4) satisfy

\begin{equation}
P_n = A_1 A_2 \ldots A_n I
\end{equation}

for $n \geq 1$. ($I$ denotes the identity matrix.)

**Proof.**

Calculating successively the $n$ derivatives in (4) we obtain, using (3) and (5),

$$
\frac{d}{dx} [Q(x)^n W(x)] = Q(x)^{n-1} W(x) A_n I
$$

then

$$
\frac{d^2}{dx^2} [Q(x)^n W(x)] = Q(x)^{n-2} W(x) A_{n-1} A_n I
$$

and so on. \hfill \Box

2.2. **The weights $W(x)$ defined by (3).**

(o) The case $\deg Q = 0$ corresponds in the one-dimensional case to the Hermite polynomials, for which the operators (5) are $A_k = -2x + \partial_x$. For the general matrix setting, besides the general properties proved for all $Q$, the special features of this case will not be considered in the present paper.

(i) The case $\deg Q = 1$, say $Q(x) = x$, corresponds in the one-dimensional case to the Laguerre polynomials and $L_n^{(\alpha)}$ have the representation (5), (6) with $A_k = -x + (k + \alpha) + x \partial_x$.

In the general matrix setting equation (3) is in this case

\begin{equation}
W'(x) = W(x) \left( \frac{1}{x} L_2 + L_1 \right)
\end{equation}

If the eigenvalues of $L_2$ are nonresonant, in the sense that no two eigenvalues differ by an integer, then the general solution of (7) has the form $W(x) = x^{L_2} \Phi(x)$ with $\Phi(x)$ analytic \cite{9}. The behavior at infinity is exponential if no eigenvalue of $L_1$ is zero. (See \S 4.1, \S 4.2 for details.)
(ii) The case $\deg Q = 2$ corresponds in dimension one to the Jacobi polynomials. Choosing $Q(x) = x^2 - 1$, the Jacobi polynomials $P_k^{(\alpha, \beta)}$ have the representation \((5), (6)\) with
\[
A_k = (2k + \alpha + \beta)x + (\alpha - \beta) + (x^2 - 1)\partial_x
\]
In the general matrix setting equation \((3)\) is
\[
W'(x) = W(x) \begin{pmatrix} \frac{1}{1-x} & A & \frac{1}{x+1} & B \end{pmatrix}
\]
with $A = \frac{1}{2}(-L_1 - L_2), B = \frac{1}{2}(L_1 - L_2)$

With general solution $W(x) = (1 - x)^A \Phi_+(x) = (x + 1)^B \Phi_-(x)$ where $\Phi_\pm$ are analytic at $x = \pm 1$ (see \([1]\) for details).

(iii) An exotic type of polynomials with $Q = x^2 - 1$ appears naturally in a problem of classification of ordinary differential equations in singular regions and was studied in \([7]\).

(iv) The commutative cases. In dimension two, if $L_1$ and $L_2$ commute, it is easy to see that one of the following cases occurs in a suitable basis of $V$:
(a) $L_1$ and $L_2$ are both diagonal;
(b) one of $L_i$ is a multiple of the identity (this case can be regarded as a particular instance of (a) or (c));
(c) one of $L_i$ is a Jordan block, and the other one, an ”almost” Jordan block:
\[
L_i = \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix}, \quad L_j = \begin{pmatrix} \mu & b \\ 0 & \mu \end{pmatrix}
\]
Note that in this last case, as a consequence of Proposition\([11]\) all the polynomials generated by \([11]\) belong to the commutative algebra of matrices
\[
C = \left\{ \begin{pmatrix} \alpha & \beta \\ 0 & \alpha \end{pmatrix} : \alpha, \beta \in \mathbb{C} \right\}
\]
In higher dimensions the commutative cases are built up of blocks as described above.

2.3. Self-adjoint weights $W(x)$. Since orthogonality is relative to an interval $J$, then self-adjointness $W(x) = W(x)^*$ should be required on this interval (only); in what follows it will be assumed that $x \in J = [0, +\infty)$ in the case $Q = x$, respectively $x \in J = [-1, 1]$ for $Q = x^2 - 1$.

Proposition 2. Consider the matrix $W(x)$ satisfying the Pearson formula \((3)\).

Assume the following nonresonance condition: (i) in the case $Q(x) = x$ the eigenvalues of $L_2$ do not differ by an integer, respectively, (ii) in the case $Q(x) = x^2 - 1$ the eigenvalues of $-L_1 - L_2$, or those of $L_1 - L_2$, or do not differ by an integer.
If \( W(x) = W(x)^* \) for \( x \in J \) then \( W(x) \) reduces to scalar weights.

The proof of Proposition 2 in found in §4.3.

**Proposition 3.** In the two-dimensional case, \( \dim V = 2 \), the conclusions of Proposition 2 hold under the more general assumption that \( L_2 \) is diagonalizable in case (i), respectively \(-L_1 - L_2\), or \( L_1 - L_2 \), is diagonalizable in case (ii).

The proof of Proposition 3 in found in §4.4.

**Proposition 4.** Assume \( \dim V = 2 \).

The following are the only solutions of (3), self-adjoint for \( x \in J \), not reducible to scalar weights.

Define the matrices \( D, L, T \) by

\[
L = \begin{pmatrix}
\alpha & \beta \\
0 & \alpha \\
\end{pmatrix}, \quad D = \begin{pmatrix}
\lambda & 1 \\
0 & \lambda \\
\end{pmatrix}, \quad T = \begin{pmatrix}
0 & c \\
c & d \\
\end{pmatrix}, \quad \text{with } \alpha, \beta, \lambda, c, d \in \mathbb{R}, c \neq 0
\]

Let \( S \) be an invertible matrix and let \( L_1 = S^{-1}LS \) and \( L_2 = S^{-1}DS \).

The following are self-adjoint solutions of (3):

(i) for \( Q = x \):

\[
W(x) = S^*TS e^{xL_1} x^{-L_2} = e^{\alpha x} x^\lambda S^* \begin{pmatrix} 0 & c \\ c & (\beta x + \ln x) + d \end{pmatrix} S
\]

(ii) for \( Q = x^2 - 1 \):

\[
W(x) = S^*TS (1 - x)^A (1 + x)^B = (1 - x)^{-\lambda - \alpha} (1 + x)^{\lambda - \alpha} S^* \begin{pmatrix} 0 & c \\ c & cf(x) + d \end{pmatrix} S
\]

where \( f(x) = (-\beta - 1) \ln(1 - x) + (\beta - 1) \ln(1 + x) \)

The proof of Proposition 4 is found in §4.5.

Since all the weights (12), (13) have eigenvalues of opposite sign we have the following

**Corollary 5.** If \( \dim V = 2 \) any self-adjoint and positive semidefinite solution of (3) with \( \deg Q > 0 \) reduces to scalar weights.

2.4. **General Properties.**

2.4.1. **Commutation relations.** The commutation relations (14)-(16) are key to the beautiful properties of the classical orthogonal polynomials:

**Proposition 6.** For \( r \in \mathcal{M}(x) \) the operators \( A_k \) satisfy the identities

\[
A_k(xr) = x A_k r + Q r
\]
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(15) \[ Q\mathcal{A}_k r = \mathcal{A}_{k-1}(Q r) \]

(16) \[ \partial_x\mathcal{A}_k r = \mathcal{A}_{k+1}\partial_x r + (2\sigma_k + L_1)r \]

These identities follow by an immediate calculation.

2.4.2. Recurrence relation.

**Proposition 7.** The matrix-valued polynomials \( P_n(x) \) satisfy the following two-step recurrence relation

(17) \[ x P_n(x) = P_{n+1}(x)\alpha_n + P_n(x)\beta_n + P_{n-1}(x)\gamma_n \]

with \( \alpha_n, \beta_n, \gamma_n \in \mathcal{M} \) uniquely determined; in particular

(18) \[ \alpha_n = [L_1 + (2n + 1)\sigma]^{-1} [L_1 + (2n + 2)\sigma]^{-1} [L_1 + (n + 1)\sigma] \]

Proof of Proposition 7.

Let \( q \in \mathcal{M} \). The identities (14), (15) give by iteration

\[ \mathcal{A}_1 \mathcal{A}_2 \ldots \mathcal{A}_n(x q) = \mathcal{A}_1 \mathcal{A}_2 \ldots \mathcal{A}_{n-1}(x \mathcal{A}_n q) + \mathcal{A}_1 \mathcal{A}_2 \ldots \mathcal{A}_{n-1}(Q q) \]

Using (6) and (19) relation (17) follows if we have

\[ \mathcal{A}_n x - nQ = \mathcal{A}_n \mathcal{A}_{n+1}\alpha_n + \mathcal{A}_n \beta_n + \gamma_n \]

which expanded yields an identity of quadratic polynomials in \( x \), and by identifying the coefficients we obtain the following equations for \( \alpha_n, \beta_n, \gamma_n \):

(20) \[ L_1 + (n + 1)\sigma = [L_1 + (2n + 1)\sigma] [L_1 + (2n + 2)\sigma] \alpha_n \]

(21) \[ L_2 + \tau = (2n\sigma + L_1) \beta_n \\ + [2(2n + 1)\sigma L_2 + 2(n + 1)\tau L_1 + 2(n + 1)(2n + 1)\sigma\tau + L_1 L_2 + L_2 L_1] \alpha_n \]

(22) \[ -(n - 1)\delta = \gamma_n \\ + \{(n\tau + L_2)[(n + 1)\tau + L_2] + \delta[2(n + 1)\sigma + L_1]\} \alpha_n + (n\tau + L_2)\beta_n \]

Due to condition (2), the system (20)-(21) has a unique solution \( \alpha_n, \beta_n, \gamma_n \). \( \square \)
2.4.3. A second order equation for which $P_n$ are eigenfunctions in the commutative case.

**Proposition 8.** If $L_1$ and $L_2$ commute then $P_n$ are eigenfunctions for the operator $A_1 \partial_x$ and

$$A_1 \partial_x P_n = n[(n+1)\sigma + L_1] P_n$$  \hspace{1cm} (23)

**Proof.** Using the representation (6) and (16) iteratively we obtain

$$A_1 \partial_x P_n = A_1 \partial_x A_1 A_2 \ldots A_n I = (2\sigma + L_1) P_n + A_1 A_2 \partial_x A_3 \ldots A_n I$$

$$= \ldots = [(2\sigma + L_1) + \ldots + (2n\sigma + L_1)] P_n$$

which is (23). \hspace{1cm} \Box

2.4.4. The dominant coefficient. It is clear that $P_n(x)$ are polynomials of degree at most $n$, as an immediate consequence of the representation (6). The assumption (2) ensures that the degree of $P_n(x)$ is precisely $n$:

**Proposition 9.** The coefficient of $x^n$ in $P_n(x)$ ($n \geq 1$) is

$$C_n = (L_1 + 2n\sigma) [L_1 + (2n-1)\sigma] \ldots [L_1 + (n+1)\sigma]$$  \hspace{1cm} (24)

which is invertible under the assumption (2).

**Proof.** The dominant term of $P_n(x)$ is found by retaining only the dominant terms in (5), and using (6):

$$P_n(x) = (2\sigma x + xL_1 + \sigma x^2 \partial_x) \ldots [(2n-2)\sigma x + xL_1 + \sigma x^2 \partial_x] (2n\sigma x + xL_1) + O(x^{n-1})$$

and using the fact that $(\lambda xL_1 + \sigma x^2 \partial_x)x^k = (\lambda L_1 + \sigma k)x^{k+1}$ the coefficient (24) is found after a short iterative calculation. \hspace{1cm} \Box

2.4.5. Completeness. The sequence $\{P_n\}_{n=0,1,2,\ldots}$ is complete in the following sense:

**Proposition 10.** For any $p \in \mathcal{M}[x]$ a polynomial degree $n$, there exist $q_0, \ldots, q_n \in \mathcal{M}$ so that

$$p(x) = \sum_{k=0}^{n} P_k(x) q_k$$  \hspace{1cm} (25)

and the representation (25) is unique.

**Proof.** The decomposition (25) follows easily by induction on $n$, relying on the fact that the dominant coefficients (24) are invertible. \hspace{1cm} \Box
2.4.6. Orthogonality. In this section the interval $J$ is chosen so that $Q(x)W(x)$ vanishes at its endpoints.

**Proposition 11.** The following quasi-orthogonality relations hold:

\[
\int_J P_j(x)^* W(x) P_k(x) \, dx = 0 \quad \text{for } j < k
\]

and

\[
\int_J P_j(x)^* W(x)^* P_k(x) \, dx = 0 \quad \text{for } j > k
\]

provided that the integrals exist.

Relations (26) and (27) are an immediate consequence of the Rodrigues formula (4) using integration by parts (which holds for matrix multiplication).

2.4.7. Ladder equations in the commutative case. The ladder relations for orthogonal polynomials have the form

\[ L_n P_n(x) = a_n P_{n-1}(x) \]

where $L_n$ are first order linear differential operators and $a_n$ are constants. These type of relations for orthogonal families of polynomials are found in [8] for quite general weight functions. In this section it is shown that in the commutative case, if the sequence $P_n$ satisfies a scalar type Rodrigues’ formula, then the representation (5), (6) yields easily the ladder relations.

Indeed, consider operators of the form

\[ L = Ax + B + CQ(x)\partial_x, \quad \text{where } A, B, C \in \mathbb{C} \]

Note that the operators (28) commute with $A_k$ modulo a multiple of $Q(x)$:

\[ LA_k = A_k L + \theta_k Q(x), \quad \text{where } \theta_k = 2\sigma kC + CL_1 - A \]

We then have

\[ L_n P_n = L_n A_1 A_2 \ldots A_n = A_1 L_n A_2 \ldots A_n + \theta_1 Q A_2 \ldots A_n \]

and using (15) we obtain further

\[ = A_1 L_n A_2 \ldots A_n + \theta_1 A_1 \ldots A_{n-1} Q \]

and iterating

\[ = A_1 A_2 L_n A_3 \ldots A_n + (\theta_1 + \theta_2) A_1 \ldots A_{n-1} Q \]

until

\[ = A_2 \ldots A_{n-1} [ A_n L_n + (\theta_1 + \ldots + \theta_n) Q ] \]

The numbers $A, B, C$ are now determined so that

\[ A_n L_n + (\theta_1 + \ldots + \theta_n) Q = 1 \]
Expanding (29) we obtain a polynomial second degree in \( x \), whose coefficients must vanish:

\[
(n\sigma + \sigma + L_1)(A + n\sigma C) = 0
\]
\[
(\tau + L_2)A + (2n\sigma + L_1)B + n(n\sigma + \sigma + L_1)\tau C = 0
\]
\[
-\gamma (n-1)A + (n\tau + L_2)B + n(n\sigma + \sigma + L_1)\gamma C = 0
\]

This system has a unique solution for \( n \geq 1 \) under the assumption (2):

\[
B = [\sigma L_2 - \tau n\sigma - \tau L_1] G^{-1}, \quad C = \frac{1}{n} \left[2n\sigma + L_1\right] G^{-1}, \quad A = -n\sigma C
\]

where

\[
G = n \left(4\sigma \gamma - \tau^2\right)(n\sigma + L_1) + \gamma L_1^2 + \sigma L_2^2 - \tau L_1 L_2
\]

2.5. Commutative families of quasi-orthogonal polynomials. Let \( L_1 \) and \( L_2 \) belong, in a suitable basis of \( V \), to the commutative algebra (10):

\[
L_i = \begin{pmatrix}
\alpha_i & \beta_i \\
0 & \alpha_i
\end{pmatrix}, \quad i = 1, 2
\]

(not both diagonal). Then \( P_n(x) \in C \) for all \( n \). This is a genuine matrix setting, since there is no basis of \( V \) in which these polynomials are diagonal - in other words, the algebra \( C \) is not semisimple.

The polynomials \( P_n \) satisfy the general properties of orthogonal polynomials, as shown in [2,4]. What is missing is orthogonality in the proper sense!

There exists, however, a signed weight (12), or (13) with respect to which the polynomials are quasi-orthogonal.

An approach serving the function of orthogonality is the following. We will refer here to the case \( Q = x \), the case \( Q = x^2 - 1 \) being similar.

Noting that \( P_n \) do not depend on the choice of the solution \( W(x) \) of (3) let us choose a solution belonging to \( C \): taking \( T = I \) in (12) (note that \( S = I \)) we obtain

\[
W(x) = e^{x L_1} x^{L_2} = e^{x \alpha_1} x^{\alpha_2} \begin{pmatrix} 1 & \beta_1 x + \beta_2 \ln x \\ 0 & 1 \end{pmatrix}
\]

Assume \( \alpha_1 < 0 \) and \( \alpha_2 > 0 \). As in Proposition [11] we have

\[
\int_0^\infty P_j(x) W(x) P_k(x) \, dx = 0 \quad \text{for} \ j \neq k
\]

Denote

\[
M_k = \int_0^\infty x^k W(x) \, dx
\]

which is obviously invertible.
Integration by parts gives
\[
\int_0^\infty P_k(x) W(x) P_k(x) \, dx = (-1)^k C_k \, M_k
\]
where \( C_k \) is given by (24), and therefore (34) is invertible.

Then the coefficients \( q_k \) in the decomposition (25) of any \( p \in \mathcal{M}[x] \) as an expansion in \( \{P_k\}_{k \geq 0} \) can be found analytically as
\[
q_k = (-1)^k C_k^{-1} M_k^{-1} \int_0^\infty p(x) W(x) P_k(x) \, dx
\]
providing another justification to the use of the term "quasi-orthogonal" family.

Note that the matrices \( P_n(x) \) have classical orthogonal polynomials on the diagonal.

Generalization to higher dimensions can be made using the structure of commutative algebras which are not semisimple.

Note that the algebra \( \mathcal{C} \) can be re-written as the set of matrices of the form \( \alpha I + \beta N \) where \( N \) is a nilpotent, \( N^2 = 0 \), and \( \alpha, \beta \in \mathbb{C} \). In higher dimensions one can consider commutative algebras consisting of elements \( \sum_{k=0}^{n-1} \alpha_k N^k \) where \( N \) is nilpotent with \( N^n = 0 \), and \( \alpha_k \in \mathbb{C} \).
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4. Appendix

4.1. Solutions of linear systems near regular singular points - Frobenius series. A linear differential equation in \( \mathbb{C}^d \) with a regular singularity placed, say, at \( x = 0 \) has the form \( u'(x) = \frac{1}{x} M(x) u(x) \) where the matrix \( M(x) \) is holomorphic at \( x = 0 \). If the eigenvalues of \( M(0) \) are nonresonant, in the sense that no two eigenvalues differ by an integer, then the fundamental solution has the form \( U(x) = \Phi(x)x^{M(0)} \) with \( \Phi(x) \) holomorphic at \( x = 0 \) (see [9], §2.4). The matrix \( \Phi \) satisfies the differential equation \( \Phi' = \frac{1}{x} \Phi (M - M(0)) \) which has formal power series solution \( \Phi(x) = I + O(x) \), and this series converges.

In resonant cases the fundamental solution is also a convergent series, only it may also contain logarithms besides besides the (noninteger) powers (see also [10]).

These convergent representations of solutions at a regular singularity are called Frobenius series.
In the case (i) of §2.2 the matrix \( M(x) \) has the form \( M(x) = xL_1 + L_2 \), and, since the only singularities of the linear differential equation are \( x = 0 \) and \( x = \infty \) the function \( \Phi(x) \) is entire.

In the case (ii) we use \( M(x) = A + \frac{1}{x+1}B \) to write the Frobenius series at \( x = 1 \), respectively \( M(x) = B + \frac{1}{1-x}1 \) for the Frobenius series at \( x = -1 \). The point at infinity is also a regular singularity: substituting \( x = 1/\xi \) in the equation \( (x^2 - 1)u' = xL_1 + L_2 \) we obtain \( \frac{du}{d\xi} = \frac{1}{\xi}\frac{1}{\xi^2-1}(L_1 + \xi L_2)u \) and the general solution has the form \( u = \Psi(\xi)\xi^{-L_1} \) with \( \Psi \) analytic at \( \xi = 0 \) if the eigenvalues of \( L_1 \) are nonresonant.

4.2. Local behavior of linear systems near irregular singular points. For systems \( u'(x) = (L_1 + \frac{1}{x}L_2)u \) the point \( x = \infty \) is an irregular singularity. Assuming the nonresonance condition that the eigenvalues of \( L_1 \) are distinct, and working in the basis where \( L_1 \) is diagonal, there exists a transformation of the type \( u = (I + \frac{1}{x}S) v \) after which the equation becomes \( v' = (L_1 + \frac{1}{x}D + \frac{1}{x^2}g(x))v \) with \( D \) diagonal and \( g \) analytic at infinity. The fundamental system of solutions has the representation \( v = \hat{\Psi}(1/x)x^D \exp(L_1x) \) where \( \hat{\Psi} \) is a formal power series in \( \frac{1}{x} \) which is Borel summable in generic cases, on appropriate sectors in the complex plane (see [10] for formal solutions, [11] for Borel summability in the linear case, and for nonlinear equations see [12] and the references therein).

4.3. Proof of Proposition 2. (i) The case \( Q = x \). By the nonresonance assumption, in particular the eigenvalues of \( L_2 \) are distinct, therefore after a change of basis of \( V \) the matrix \( L_2 \) can be assumed diagonal:

\[
L_2 \equiv D \equiv \text{diag} \{ \lambda_1, \ldots, \lambda_d \}, \quad (\lambda_i \neq \lambda_j \text{ for } i \neq j)
\]

and the equation (31) defining \( W \) is

\[
W' = W \left( \frac{1}{x}D + L_1 \right)
\]

Using the structure of solutions at a regular singular point, see §4.1 there is a solution of the form \( W_0 = x^D \Phi(x) \) with \( \Phi \) analytic at \( x = 0 \). From (36) we obtain that

\[
\Phi' + \frac{1}{x}(D \Phi - \Phi D) = \Phi L_1
\]

which has an analytic solution \( \Phi(x) = I + x\Phi_1 + O(x^2) \) with \( \Phi_1 \) satisfying

\[
\Phi_1 + D\Phi_1 - \Phi_1 D = L_1
\]

Clearly any solution of (36) can be written as \( W(x) = KW_0(x) \) for a suitable constant matrix \( K \).

Assume that \( W(x) \) is a solution which is self-adjoint for \( x > 0 \). Then each term in its power expansion \( W(x) = K x^D(I + x\Phi_1 + O(x^2)) \) must be self-adjoint.
For the first term we have $Kx^D = x^D K^*$ which implies $K_{ii} x^{\lambda_i} = \overline{K_{ii}} x^{\overline{\lambda_i}}$ for all $x > 0$ hence $K_{ii}, \lambda_i \in \mathbb{R}$. Also we must have $K_{ij} x^{\lambda_j} = \overline{K_{ji}} x^{\overline{\lambda_i}}$ for all $x > 0$ and all $i \neq j$ which implies $K_{ij} = 0$ for $i \neq j$, therefore $K$ is diagonal and real.

The auto-adjointness of the next term, $Kx^D \Phi$ implies that $\Phi$ is diagonal and real by similar arguments. Finally, relation (38) implies that $L_1$ is diagonal and real, which completes the proof.

(ii) The case $Q = x^2 - 1$ follows in a similar way, by writing the series of $W(x)$ at $x = 1$ if $L_1 + L_2$ is nonresonant, respectively at $x = -1$ if $L_1 - L_2$ is nonresonant.

4.4. Proof of Proposition 3.

Note that if the matrices assumed diagonalizable have equal eigenvalues, then the proof is exactly as the proof of Proposition 2.

In the other resonant cases a solution of (36) has the form $W_0 = x^D \Phi(x)$, where now $\Phi(x)$ is a convergent series containing both $x$ and $\ln x$ [10]. The type of logarithmic terms is determined by the resonant terms.

Consider for example the case

$L_2 \equiv D \equiv \text{diag} \{\lambda_1, \lambda_2\}$ with $\lambda_2 - \lambda_1 = 1$

In this case $W_0 = x^D \Phi(x)$ is a solution if

\begin{equation}
\Phi(x) = I + \sum_{n \geq 1} x^n \Phi_n + \sum_{n \geq 1} c_n x^n \ln x \ E_{21}
\end{equation}

where $E_{21}$ is the matrix with entry 1 in the position (2, 1) and zero everywhere else.

Substituting (39) into (37) we obtain that $\Phi_1$ must satisfy

\begin{equation}
\Phi_1 + D \Phi_1 - \Phi_1 D + c_1 E_{21} = L_1
\end{equation}

which has a unique solution when $c_1$ equals the entry (2,1) of $L_1$. From this point on the proof follows as in §4.3.

The general case $\lambda_i - \lambda_j \in \mathbb{Z} \setminus 0$ is similar, with the position of $\ln x$ in (39) modified according to the resonance - see [10] for a detailed description of Frobenius series.

4.5. Proof of Proposition 4.

(i) Noting that $L_1$ and $L_2$ commute then clearly (12) are solutions of (3). It only remains to show that these are the only self-adjoint solutions not reducing to the scalar case.

Using Propositions [2] and [3] the weights not reducing to the scalar case can only be found when $L_2$ is not diagonalizable, therefore when $\hat{L}_2 = S^{-1} D S$ with $D$ as in (11), for some $S$.

The line of the proof is similar to the one of §4.3 (only with a different outcome!). Details are provided below, for completeness.
Denote \( L = SL_1 S^{-1} \). Equation (3) becomes \( \tilde{W}' = \tilde{W} \left( \frac{1}{2} D + L \right) \) where \( \tilde{W} = WS \), therefore \( \tilde{W} = Ke^D \Phi(x) \) with \( \Phi \) satisfying (37), \( \Phi(x) = I + x \Phi_1 + O(x^2) \). We have \( W = Ke^D \Phi S \).

Denote \( T = S^{-1} K \) (a constant matrix); the relation \( W = W^* \) is equivalent to the self-adjointness of \( Te^D \Phi \) for \( x > 0 \), which implies self-adjointness of all the terms in the series, in particular of the first term \( Tx^D \), and of the second term \( Tx^D \Phi_1 \).

We have
\[
x^D = x^\lambda \begin{pmatrix} 1 & \ln x \\ 0 & 1 \end{pmatrix}
\]
and a simple calculations shows that \( Tx^D \) is self-adjoint only for \( \lambda \in \mathbb{R} \) and \( T \) as in (11).

Then \( Tx^D \Phi_1 \) is self-adjoint only for matrices of the form
\[
\Phi_1 = \begin{pmatrix} \alpha & \beta \\ 0 & \alpha \end{pmatrix}, \quad \alpha, \beta \in \mathbb{R}
\]

Since \( \Phi_1 \) must solve (38) (with \( L_1 = L \)), it follows that \( L = \Phi_1 \), which completes the proof of Proposition 4 in the case \( Q = x \).

(ii) The case \( Q = x^2 - 1 \) is similar. \( \square \)

References
[1] F. A. Gr"unbaum, Matrix valued Jacobi polynomials, Bulletin des Sciences Mathematiques, Volume 127, Number 3, May 2003, pp. 207-214(8)
[2] F. A. Gr"unbaum, I. Pacharoni, J. A. Tiaro Matrix valued orthogonal polynomials of Jacobi type: the role of group representation theory, Annales de L'Institut Fourier, Tome 55, No 6 (2005), p. 2051-2068
[3] M. M. Castro, F. A. Gr"unbaum, The Algebra of Differential Operators Associated to a Family of Matrix-Valued Polynomials: Five Instructive Examples, IMRN, Vol. 2006, P. 1-33
[4] B. Simon, The Analytic Theory of Matrix Orthogonal Polynomials, Surveys in Approximation Theory, Vol. 4, 2008, pp.1-85
[5] A. J. Dur"ana, F. A. Gr"unbaum, Orthogonal matrix polynomials, scalar-type Rodrigues formulas and Pearson equations, Journal of Approximation Theory 134 (2005) 267–280
[6] R. D. Costin, Nonlinear perturbations of Fuchsian systems: corrections and linearization, normal forms, submitted
[7] R. D. Costin, A class of matrix-valued polynomials generalizing Jacobi Polynomials, submitted
[8] M. E. H. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, with two chapters by W. Van Assche, (Encyclopedia of Mathematics and its Applications), Cambridge University Press, 2005
[9] D. V. Anosov, V. I. Arnold (Eds.), Dynamical Systems I Springer-Verlag, 1988
[10] W. Wasow, Asymptotic Expansions for Ordinary Differential equations, New York: Interscience, 1965
[11] W. Balser, B.L.J. Braaksma, J.-P. Ramis, Y. Sibuya, Asymptotic Anal. 5 (1991), 27-45
[12] O. Costin, R. D. Costin, On the formation of singularities of solutions of nonlinear differential systems in antistokes directions, Inventiones Mathematicae 145, 3, pp 425-485 (2001)