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For the affine and hyperbolic root system the symmetric part of the centralizers of root subgroups in the corresponding Steinberg groups are calculated. In the affine case the corresponding root subsystems can be computed in term of the centralizers in the spherical root systems, while in the hyperbolic case there emerges a “zoo” of examples, many of them non-hyperbolic. This also delivers many examples of naturally occuring root subsystems of infinite rank.

1. Introduction

Let $A$ be a symmetrizable GCM, $\Phi$ the associated root system, $\Pi$ its fundamental roots, $\Phi_{\text{re}}$ the set of real roots.

Definition 1.1. The Kac—Moody Steinberg group $\text{St}(\Phi, R)$ over a commutative ring $R$ is defined by generators $x_\alpha(\xi)$, $\alpha \in \Phi_{\text{re}}$, $\xi \in R$, and relations

$$x_\alpha(\xi)x_\alpha(\zeta) = x_\alpha(\xi + \zeta), \quad (1.1)$$

$$[x_\alpha(\xi), x_\beta(\zeta)] = \prod_{i\alpha + j\beta \in C(\alpha, \beta)} x_{i\alpha + j\beta}(N_{\alpha\beta ij}\xi^i\zeta^j), \quad \text{if the product on the RHS is finite,} \quad (1.2)$$

$$w_\alpha(\varepsilon)x_\beta(\xi)w_\alpha(-\varepsilon) = x_{s_{\alpha\beta}}(\eta_{\alpha\beta}\varepsilon^{-\beta(h_\alpha)}\xi), \quad \varepsilon \in R^*, \quad (1.3)$$

where $C(\alpha, \beta) = (\mathbb{Z}_{>0}\alpha + \mathbb{Z}_{>0}\beta) \cap \Phi_{\text{re}}$, $N_{\alpha\beta ij}$ are certain integers, $\eta_{\alpha\beta} = \pm 1$ and $w_\alpha(\varepsilon) = x_\alpha(\varepsilon)x_{-\alpha}(-\varepsilon^{-1})x_\alpha(\varepsilon)$, while $s_\alpha$ is the simple reflection associated to $\alpha$.

Assume $\alpha \in \Phi_{\text{re}}$, we are interested in the structure of $Y = C(x_\alpha(\xi))$, the centralizer of the elementary root unipotent, in $G(\Phi, R)$ or in $\text{St}(\Phi, R)$. An explicit description of $Y$ for finite type root systems was used, for example, by M. Stein in his study of central extensions of Chevalley groups over rings [Ste71].
From the definition of $\text{St}(\Phi, R)$ one sees that (in generic case/characteristic 0) $x_\beta(\zeta) \in Y$ if and only if $C(\alpha, \beta) = \emptyset$, while $h_\beta(\varepsilon) \in Y$ if and only if $\beta(h_\alpha) = 0$.

Define

$$Z(\alpha) = \{ \beta \in \Phi \mid C(\alpha, \beta) = \emptyset \}.$$ 

This set splits into the union of two parts:

$$Z_\upsilon(\alpha) = Z(\alpha) \cap -Z(\alpha),$$

$$Z_u(\alpha) = Z(\alpha) \setminus Z_s(\alpha).$$

We are interested in the structure of $Z_\upsilon(\alpha)$ and the corresponding subgroup of $\text{St}(\Phi, R)$, which is not the whole (Levi part of the) centralizer, but is reasonably close.

We mostly focus our attention on the case of affine and hyperbolic root systems, because in this case there is a uniform criterion for real roots, which we will use implicitly.

**Lemma 1.2** ([Kac90, Proposition 5.10]). If $A$ is a GCM of finite, affine or hyperbolic type, then

$$\Phi_{re} = \left\{ \alpha = \sum_i k_i \alpha_i \mid |\alpha|^2 > 0, \ k_i \cdot |\alpha_i|^2/|\alpha|^2 \in \mathbb{Z} \right\}.$$ 

The paper is organized as follows. In Section 2 we recall and establish some basic properties of $Z_\upsilon(\alpha)$. In Section 3 the centralizers are calculated for the root systems of affine types. The rest of the paper is devoted to the study of indefinite type root systems, with the main focus on the hyperbolic ones. The latter split into three principal cases:

- root systems of rank 3 (Section 4.1), which is the easiest part;
- root systems of rank $\geq 4$ with finite rank centralizers (Section 4.2), where some additional computational effort delivers a complete answer;
- root systems of rank $\geq 4$ with the centralizers of (apparently) infinite rank (Section 4.2.2), where we only collect some experimental observations.

An example of an infinite rank subsystem inside a rank 3 root system was presented in [MP89] by providing an infinite family of real roots which serve as a “weak basis” for a certain subsystem (for a definition of weak independence see Section 4). The coefficients of these roots are given by polynomials. Here we find many examples of (apparently) infinite-rank subsystems cut out by a simple condition on its elements. Inside it one can find an infinite weakly independent family of roots which is very likely the basis of this subsystem. However, apart from the simplest cases this family is not given by a single polynomial formula. The most striking example is the root system with the following Dynkin diagram:

![Dynkin diagram](image)

Here the basis of $Z_\upsilon(\alpha_4)$ seems to be covered by infinitely many polynomial families parametrized by a product of two primes congruent to ±1 modulo 12.
2. Properties of $Z_s(\alpha)$

Lemma 2.1. For $\alpha, \beta \in \Phi_{re}$ the following statements are equivalent:

1. $C(\alpha, \beta) = C(\alpha, -\beta) = \emptyset$;
2. $\langle \beta, \alpha^\vee \rangle = 0$ and $\alpha + \beta \notin \Phi_{re}$.

Proof. The proof is very similar to the proof of [PK83, Lemma 1].

Consider the $\alpha$-string through $\beta$:

$$\beta - p\alpha, \ldots, \beta, \ldots, \beta + q\alpha.$$ 

The first and the last roots of the root string are real, so if $C(\alpha, \beta) = \emptyset$, then $q = 0$. Similarly, $p = 0$ if $C(\alpha, -\beta) = \emptyset$. But $\langle \beta, \alpha^\vee \rangle = p - q = 0$.

Now suppose that $\langle \beta, \alpha^\vee \rangle = 0$ and $\alpha + \beta \notin \Phi_{re}$. Assume that $\gamma = ma + n\beta \in \Phi$ for some $m, n > 0$. Note that $w_\alpha w_\beta(\gamma) = -\gamma$, so $\gamma$ is real.

We can choose $\gamma$ so that $m$ is minimal. Consider the $\gamma$-string through $\gamma$:

$$\gamma - p\alpha, \ldots, \gamma, \ldots, \gamma + q\alpha.$$ 

Since $m$ is minimal, $\gamma - \alpha \notin \Phi$ unless $m = 1$. But then $\gamma - \alpha = n\beta$, which is not a root unless $n = 1$, while $\alpha + \beta \notin \Phi_{re}$ by assumption. Thus we conclude that $\gamma$ is the first root of this root string and $p = 0$. But $p - q = \langle \gamma, \alpha^\vee \rangle = 2m$, so $q < 0$, a contradiction.

Since $\alpha + \beta \notin \Phi_{re}$ implies $w_\beta(\alpha + \beta) = \alpha - \beta \notin \Phi_{re}$ when $\langle \beta, \alpha^\vee \rangle = 0$, it follows that $C(\alpha, -\beta)$ is empty as well. \hfill \Box

As a corollary, one can describe $Z_s(\alpha)_{re}$ as

$$Z_s(\alpha)_{re} = \{ \beta \in \Phi_{re} \mid \langle \alpha, \beta^\vee \rangle = 0 \text{ and } \alpha + \beta \notin \Phi_{re} \}.$$ 

Lemma 2.2. $Z_s(\alpha)$ is closed, i.e. if $\beta, \gamma \in Z_s(\alpha)$ and $\beta + \gamma \in \Phi$, then $\beta + \gamma \in Z_s(\alpha)$.

Proof. Let $\beta, \gamma \in Z_s(\alpha)$ be two roots such that $\beta + \gamma \in \Phi$. Suppose that $\beta + \gamma \notin Z_s(\alpha)$. Then, since $\langle \beta + \gamma, \alpha^\vee \rangle = \langle \beta, \alpha^\vee \rangle + \langle \gamma, \alpha^\vee \rangle = 0$, $\alpha + \beta + \gamma$ is a root. Consider the $\beta$-string through $\alpha + \beta + \gamma$:

$$\alpha + \beta + \gamma, \ldots, \alpha + \beta + \gamma + q\beta,$$

$\alpha + \beta + \gamma$ is the first root of this string because $\alpha + \gamma \notin \Phi$. Then

$$0 - q = \langle \alpha + \beta + \gamma, \beta^\vee \rangle = 0 + 2 + \langle \gamma, \beta^\vee \rangle, \quad \text{so} \quad \langle \gamma, \beta^\vee \rangle \leq -2.$$ 

Similarly, considering the $\gamma$-string through $\alpha + \beta + \gamma$, one gets $\langle \beta, \gamma^\vee \rangle \leq -2$. But in a root system of type $(\frac{2}{a}, \frac{-b}{2})$ with $a, b \geq 2$ the sum of the two fundamental roots is never a real root, a contradiction. \hfill \Box

Lemma 2.3. $Z_s(\alpha)$ is closed under the action of the corresponding Weyl group.

Proof. Since $\alpha + \gamma \notin \Phi$, also $s_\beta(\alpha + \gamma) \notin \Phi$. But $\langle \beta, \alpha^\vee \rangle = 0$, so $s_\beta(\alpha + \gamma) = \alpha + s_\beta(\gamma)$, hence $s_\beta(\gamma) \in Z_s(\alpha)$. \hfill \Box

This allows to describe the subgroup of $\text{St}(\Phi, R)$ generated by all $X_\beta$ for $\beta \in Z_s(\alpha)$ as the image of $\text{St}(Z_s(\alpha), R)$ under the homomorphism induced by the inclusion $Z_s(\alpha) \hookrightarrow \Phi$. 

3
3. Centralizers in affine root systems

In the affine case the calculation of centralizers can be briefly described as “affinization of the centralizer in a finite subsystem” (the centralizers in the finite case are listed in [Ste71, table after Corollary 5.9]). Namely, using the standard notation for affine root systems [Kac90, §4.8], one divides them into three classes as follows: if Φ = Ψ(r), where Ψ is of finite type and r = 1, 2, 3, then the set of real roots is described as follows:

If r = 1,

$$\Phi_{re} = \{\alpha + n\delta \mid \alpha \in \Psi, n \in \mathbb{Z}\};$$

If r = 2 or 3, \(\Phi = A^{(2)}_{2\ell}\),

$$\Phi_{re} = \{\alpha + n\delta \mid \alpha \in \Psi^<, n \in \mathbb{Z}\} \cup \{\alpha + nr\delta \mid \alpha \in \Psi^>, n \in \mathbb{Z}\};$$

If \(\Phi = A^{(2)}_{2\ell}\),

$$\Phi_{re} = \{1/2 \cdot (\alpha + (2n - 1)\delta) \mid \alpha \in \Psi^>, n \in \mathbb{Z}\} \cup \{\alpha + n\delta \mid \alpha \in \Psi^<, n \in \mathbb{Z}\} \cup \{\alpha + 2n\delta \mid \alpha \in \Psi^>, n \in \mathbb{Z}\}.$$}

Here \(\Psi^<\) and \(\Psi^>\) denote the subsets of all short and long roots of \(\Psi\) respectively, and \(\delta\) is (in the basis of the fundamental roots) the unique entry-wise positive primitive vector in the kernel of the Cartan matrix of \(\Phi\) (listed in [Kac90, Tables Aff 1, Aff 2 and Aff 3]). In particular, \(\delta\) is an isotropic root and is orthogonal to all real roots of \(\Phi\).

Consider the case \(r = 1\). It is easy to see that \(\beta + n\delta \in \mathbb{Z}\_s(\alpha)\) if and only if \(\beta \in \mathbb{Z}\_s(\alpha)\). Indeed, since the expression of a root in \(\Psi\) in the form \(\beta + n\delta\) is unique, \(\alpha + \beta + n\delta \in \Phi_{re}\) if and only if \(\alpha + \beta \in \Psi\). On the other hand, by the definition of \(\delta\) one has \(\langle \beta + n\delta, \alpha \rangle = \langle \beta, \alpha \rangle\).

A very similar calculation works for other cases. The computation of the centralizers is summarized in Table 1.

4. Centralizers in hyperbolic root systems

Following [MP89], we say that a tuple \(\mathcal{D} = (A, \Pi, \Pi^\vee, V, V^\vee, \langle \cdot, \cdot \rangle)\) is a set of root data if \(A = (A_{ij})_{i,j \in J}\) is a GCM, \(V\) and \(V^\vee\) are vector spaces over \(\mathbb{R}\), \(\langle \cdot, \cdot \rangle : V \times V^\vee \to \mathbb{R}\) is a non-degenerate pairing, \(\Pi = \{\alpha_i\}_{i \in J} \subset V\) and \(\Pi^\vee = \{\alpha_i^\vee\}_{i \in J} \subset V^\vee\) are such that \(\langle \alpha_i, \alpha_j^\vee \rangle = A_{ij}\) and \(Q = \sum_j \mathbb{Z}\alpha_i, Q^\vee = \sum_j \mathbb{Z}\alpha_i^\vee\) are free abelian groups with bases \(\{\gamma_i\}_{i \in I} \subset Q, \{\gamma_i^\vee\}_{i \in I} \subset Q^\vee\), satisfying

$$\Pi \subset \bigoplus_j \mathbb{Z}_{\geq 0}\gamma_i, \quad \Pi^\vee \subset \bigoplus_j \mathbb{Z}_{\geq 0}\gamma_i^\vee.$$}

The fundamental roots \(\alpha_i\) are not assumed to be linearly independent, but satisfy the weak independence property:

**Proposition 4.1** ([MP89, Proposition 1]). For all \(k \in J\)

$$\mathbb{Z}\alpha_k \cap \sum_{j \neq k} \mathbb{Z}_{\geq 0}\alpha_j = \{0\}, \quad \mathbb{Z}\alpha_k^\vee \cap \sum_{j \neq k} \mathbb{Z}_{\geq 0}\alpha_j^\vee = \{0\}.$$}

In [MP89, end of Section 7] the following procedure for finding a (weak) basis \(\Upsilon\) of a subsystem \(\Omega\) is indicated:
1. Fix a well-ordering $\beta_1, \beta_2, \ldots$ on $\Omega^+_{\alpha}$, which respects the height.

2. $\beta_1 \in \Upsilon$. 

3. For $n > 1$ set $\beta_n \in \Upsilon$ if and only if $\beta_n \notin \sum_{i=1}^{n-1} \mathbb{Z}_{\geq 0} \beta_i$.

Checking the weak independence is done by means of integer linear programming. Namely, we use the following variant of integer Farkas’ lemma.

**Lemma 4.2** (Integer Farkas’ lemma). Given $A \in M(m, n, \mathbb{Z})$ and $b \in \mathbb{Z}^m$, 
\[ \forall x \in \mathbb{Z}^m_{\geq 0} \quad \forall r \in \mathbb{Z}_{> 0} \quad Ax \neq br \iff \exists y \in \mathbb{Z}^m \text{ such that } y^\top A \geq 0, \ y^\top \cdot b < 0. \]

Here inequalities of the form “$\geq 0$”, “$< 0$”, etc. are applied entry-wise. Note that setting $A$ to be the matrix with columns formed by the coefficient of the first $n$ roots $\gamma_1, \ldots, \gamma_n$ in $\Upsilon$ and $b$ the coefficients column of $\beta$ the left hand side of the equivalence expresses the weak independence of $\beta$ with respect to $\gamma_1, \ldots, \gamma_n$.

Note also that to check the weak independence for a set $\Gamma$ of positive roots it is enough to only check that $m\gamma, \gamma \in \Gamma, m \neq 0$, cannot be expressed as a nonnegative integer linear combination of positive roots $\beta \in \Gamma$ of smaller height than $\gamma$.

So this iterative procedure will reach every element of a basis in finite time. However, a priori there is no definite termination point, when one can be sure that all the elements of a basis have been found.

We propose the following procedure to certify the computation of a basis, depending on the rank of $\Phi$. This procedure covers most of the cases, but leaves some for additional manual calculation. Each such case which can be worked out is elaborated below. The notation is as follows: we display the Dynkin diagram of $\Phi$, the matrix of the bilinear form $B$ in the basis of the fundamental roots (which is the symmetrization of the Cartan matrix of $\Phi$), and the root $\alpha$ (meaning that we calculate $Z_s(\alpha)$).

The calculations for the hyperbolic root systems are summarized in the Appendices. The order of appearance of the root systems coincides with the order in the classification in [CCC+10]. The numbering of the root systems is different, for we are only interested in the 142 symmetrizable systems. The numbering of the fundamental roots is mostly the same, with a few exceptions (those dealt in Section 4.2.2). The particular choice of $\alpha$ is such that the number of the fundamental roots of $\Phi$ lying in $Z_s(\alpha)$ is maximized and also such that the symmetry of the diagram is most preserved. We choose only one fundamental root in each Weyl group orbit, and we also unite roots mapped to each other by a diagram automorphism.

### 4.1. Root systems of rank 3

**Lemma 4.3.** There is no rank 2 root system in dimension 1.

**Proof.** Suppose that the rank 2 root system with the fundamental roots $\alpha$ and $\beta$ and GCM \( \begin{pmatrix} 2 & -b \\ -a & 2 \end{pmatrix} \) is realized in dimension 1. That is, $V = \langle v \rangle$ and $V^\vee = \langle v^\vee \rangle$, so that for some non-zero real numbers $\lambda, \lambda^\vee, \mu, \mu^\vee$ one has
\[ \alpha = \lambda v, \quad \lambda^\vee = \lambda^\vee v^\vee, \quad \beta = \mu v, \quad \beta^\vee = \mu^\vee v^\vee. \]

Then one can calculate the values of the pairing $\langle \cdot, \cdot \rangle$ on the pairs of roots:
\[
\begin{align*}
2 &= \langle \alpha, \alpha^\vee \rangle = \lambda \lambda^\vee \langle v, v^\vee \rangle, & -b &= \langle \alpha, \beta^\vee \rangle = \lambda \mu^\vee \langle v, v^\vee \rangle, \\
2 &= \langle \beta, \beta^\vee \rangle = \mu \mu^\vee \langle v, v^\vee \rangle, & -a &= \langle \beta, \alpha^\vee \rangle = \mu \lambda^\vee \langle v, v^\vee \rangle.
\end{align*}
\]
Denote $\nu = \langle v, v \rangle$. Note that $\nu \neq 0$ by the non-degeneracy of the pairing. Then

$$\lambda^\vee = \frac{2}{\lambda \nu}, \quad \mu^\vee = \frac{2}{\mu \nu}, \quad \frac{-b}{\nu} = \lambda \mu^\vee = \frac{2 \lambda}{\mu \nu}, \quad \frac{-a}{\nu} = \mu \lambda^\vee = \frac{2 \mu}{\lambda \nu}. $$

Hence $2 \lambda = -b \mu$ and $2 \mu = -a \lambda$, and so $2 \lambda = \frac{ab \lambda}{\nu}$, thus $ab = 4$.

If $(a, b) = (2, 2)$, then $\lambda = -\mu$. If $(a, b) = (1, 4)$, then $\lambda = -2 \mu$. In both cases the weak independence property fails, a contradiction.

**Lemma 4.4.** *There is no rank 3 root system in dimension 2.*

**Proof.** Suppose that the rank 3 root system $\Phi$ with the fundamental roots $\alpha, \beta, \gamma$ is realized in dimension 2. Then, in particular, each of the 3 subsystems

$$(\mathbb{Z} \alpha + \mathbb{Z} \beta) \cap \Phi, \quad (\mathbb{Z} \alpha + \mathbb{Z} \gamma) \cap \Phi, \quad (\mathbb{Z} \beta + \mathbb{Z} \gamma) \cap \Phi$$

is a rank 2 root system in dimension 2.

Assume first that all of these subsystems are infinite. Then by the structure of affine and hyperbolic rank 2 root systems [CKMS15] each one possesses a non-empty cone of imaginary roots, lying between the two fundamental roots. These cones form one of the configurations shown at Fig. 1. Since these root systems share the bilinear form, both options are impossible (in one case, the positive part of the cone is disconnected, in the other one of the fundamental roots is not real).

![Figure 1: Possible planar configurations of $\alpha$, $\beta$ and $\gamma$ (up to reordering) and the imaginary cones of the corresponding rank 2 subsystems.](image)

If one of these subsystems if finite, then the bilinear form on the ambient 2-dimensional space is positive-definite, thus $\Phi$ is finite, but in dimension 2 there are only five non-empty finite root systems ($A_1, A_1 \times A_1, A_2, C_2, G_2$), all of rank $\leq 2$.

As a corollary, once one finds two weakly independent roots in $\mathbb{Z}_s(\alpha)$, one can stop, since this subsystem is realized in the 2-dimensional space $\langle \alpha \rangle^\perp$. In fact, it is enough to find any two roots, for otherwise one gets an $A_1$ root system or no roots at all.

All centralizers in hyperbolic root systems of rank 3 are listed in Appendix A. Below we discuss how to certify the basis of $\mathbb{Z}_s(\alpha)$ when it is either $A_1$ or empty.
4.1.1. Centralizers of rank < 2

Let us now consider the case when there are no two distinct positive roots $\beta \in Z_s(\alpha)$.

Denote $\beta = x_1 \alpha_1 + x_2 \alpha_2 + x_3 \alpha_3$. Since such $\beta$ is orthogonal to $\alpha$, the coefficients $x_i$ must satisfy the equation of the form

$$c_1 x_1 + c_2 x_2 + c_3 x_3 = 0$$

for some integers $c_i$ (they form a column equal to $B \alpha$). Thus one can eliminate one of the variables, say, $x_1$, from the ternary quadratic form $(\beta, \beta) \in \mathbb{Z}[x_1, x_2, x_3]$ to obtain a binary quadratic form $f$ in variables $x_2, x_3$. In most cases this quadratic form factors into the product of two degree 1 terms. If so, one can find all non-negative integer solutions to the equations $f(y, z) = |\alpha_i|^2$ for each $i$ (there are only finitely many solutions) and then check whether they deliver a root $\beta$ that is strictly orthogonal to $\alpha$ or, indeed, define a real root at all.

The three remaining cases when no root $\beta \in Z_s(\alpha)$ can be found and the quadratic form $f$ does not factorize are dealt with below.

**Case**

\[
B = \begin{pmatrix} 2 & -1 & -1 \\ -1 & 1 & -1 \\ -1 & -1 & 2 \end{pmatrix}, \quad \alpha = \alpha_2 \quad |\beta|^2 = 1
\]

Compute $0 = (\beta, \alpha) = -x + y - z$ and $1 = (\beta, \beta) = 2x^2 - 2xy - 2xz + y^2 - 2yz + 2z^2$, the latter simplifies (modulo the former) to $6x^2 - 6xy + y^2 = 1$. This implies $y \equiv 1 \pmod{2}$. If $\beta$ is a real root orthogonal to $\alpha$, then $|\beta + \alpha|^2 = |\beta|^2 + |\alpha|^2 = 2$, so $\beta + \alpha$ being a real root is equivalent to

$$2x : 2, \quad y + 1 : 2, \quad 2z : 2,$$

which are all satisfied. Hence no root $\beta$ is strictly orthogonal to $\alpha$.

**Case**

\[
B = \begin{pmatrix} 2 & -2 & -1 \\ -2 & 4 & -2 \\ -1 & -2 & 2 \end{pmatrix}, \quad \alpha = \alpha_1 \quad |\beta|^2 = 2
\]

Again, such $\beta \in Z_s(\alpha)$ must satisfy $2x - 2y - z = 0$ and hence $6x^2 - 24xy + 20y^2 = 2$, which implies $2x^2 \equiv 2 \pmod{4}$, hence $x$ is odd. Now $|\beta + \alpha|^2 = 4$, and $\beta + \alpha$ is a real root if

$$2(x + 1) : 4, \quad 4y : 4, \quad 2z : 4,$$

and these conditions are always satisfied.

**Case**

\[
B = \begin{pmatrix} 2 & -1 & -2 \\ -1 & 1 & -1 \\ -2 & -1 & 2 \end{pmatrix}, \quad \alpha = \alpha_2 \quad |\beta|^2 = 1
\]
(β, α) = −x + y − z, so (β, β) = 8x^2 − 8xy + y^2 = 1, thus y is odd. Since |β + α|^2 = 2 and
\[ 2x : 2, \quad y + 1 : 2, \quad 2z : 2, \]
β + α is a real root.

### 4.2. Root systems of rank \( \geq 4 \)

For \( v \in V^\vee \setminus \{0\} \) define the hyperplane and two half-spaces
\[ H_v = v^\perp = \{ x \in V \mid \langle x, v \rangle = 0 \}, \quad H_v^\pm = \{ x \in V \mid \langle x, v \rangle \in \pm\mathbb{R}_{>0} \} \]
Define the fundamental chamber for \( \Phi \) as
\[ F = \{ x \in V \mid \langle x, \alpha_j^\vee \rangle > 0 \text{ for all } j \in J \} \]
For a set \( \mathcal{H} \) of hyperplanes define the equivalence relation \( \sim_{\mathcal{H}} \) as
\[ x \sim_{\mathcal{H}} y \iff \text{ for every } H \in \mathcal{H} \text{ either } x, y \in H \text{ or } x, y \in H^+ \text{ or } x, y \in H^- . \]
For a subsystem \( \Omega \) of \( \Phi \) set \( \mathcal{H}(\Omega) = \{ H_\alpha^\vee \mid \alpha \in \Omega \} \). Define the fundamental chamber for \( \Omega \) as
\[ F(\Omega) = \{ x \in V \mid \langle x, \alpha_j^\vee \rangle > 0 \text{ for all } \alpha \in \Omega^+ \} \]
The equivalence relation \( \sim_{\mathcal{H}(\Omega)} \) is coarser than \( \sim_{\mathcal{H}(\Phi)} \), and hence \( F(\Omega) \subseteq F(\Phi) \). Now \( F(\Phi) \) can be defined in term of its fundamental roots as
\[ F(\Phi) = \{ x \in V \mid \langle x, \alpha_j^\vee \rangle > 0 \text{ for all } j \in J \} \]
Suppose that \( \Gamma \subset \Omega^+ \) is a set of roots. They determine a convex cone
\[ C(\Gamma) = \{ x \in V \mid \langle x, \alpha_j^\vee \rangle > 0 \text{ for all } \alpha \in \Gamma \} \]
If \( \Gamma \) is a basis for \( \Omega \), then \( C(\Gamma) = F(\Omega) \), i.e. there is no \( \beta \in \Omega \) such that \( H_\beta^\vee \) cuts \( C(\Gamma) \).

Given the chain of closed convex polyhedral cones inclusions \( F(\Phi) \subseteq F(\Omega) \subseteq C(\Gamma) \), one can represent each of \( F = F(\Phi) \) and \( C = C(\Gamma) \) as the conical hull of a set of vectors:
\[ F = \mathbb{R}_{>0}r_1 + \ldots + \mathbb{R}_{>0}r_n, \quad C = \mathbb{R}_{>0}s_1 + \ldots + \mathbb{R}_{>0}s_k . \]
With the bounding hyperplanes of the convex polyhedral cone known, the spanning vectors \( r_i \) can be calculated via the Double Description method [MRTT53, FP95]. Now for each face of \( F \) one can determine its supporting hyperplane \( H \) and find \( \alpha \in \Phi \) such that \( H = H_\alpha^\vee \). Then, if \( \alpha \notin \Omega \), the reflection \( \sigma \) of \( F \) with respect to \( H \) leaves the images \( \sigma(r_1), \ldots, \sigma(r_n) \) inside \( F(\Omega) \). One can repeat this procedure for each of the cones \( F \) and for each of its faces. If one reaches \( s_i \) without ever crossing hyperplanes from \( \mathcal{H}(\Omega) \), then one proves that \( s_i \in F(\Omega) \). If \( s_i \in C(\Gamma) \) for all \( i \), then \( C \subseteq F(\Omega) \), and \( \Gamma \) is the basis of \( \Omega \).
However, this procedure never works as stated for \( \Omega = Z_4(\alpha) \) and infinite \( \Phi \), because in this case \( F(\Omega) \) contains the line \( \mathbb{R} \alpha \), while the Tits cone \( \cup_{w \in W} wF(\Phi) \) is pointed.

Note that for any \( \beta \in \Omega \) one has \( \alpha \in H_{\beta^\vee} \), so the hyperplanes from \( \mathcal{H}(\Omega) \) cutting \( C \) can already be seen on \( H_\alpha^\vee \). Thus one can look at projections \( s_i' \) and \( r_i' \) of \( s_i \) and \( r_i \) onto \( H_\alpha^\vee \), as well as the projections of all \( \sigma(r_i) \), see Fig. 2.

The bases and the diagrams for all symmetrizable root systems of rank \( \geq 4 \) are listed in Appendix B, with the exceptions discussed in Section 4.2.2.

The procedure described above allows to certify the basis for most hyperbolic root systems, but fails to work in two extreme cases: no roots in \( \Omega \) or too many roots in \( \Gamma \).
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Figure 2: The convex cone \( F \), spanned by three rays \( r_1, r_2, r_3 \), and its reflection \( \sigma F \) with respect to \( H_{\beta^\vee} \). Once all of \( s'_i \) are in the expanding list of \( r'_i \), it is proved that \( \Gamma \) is a basis for \( \Omega \).

4.2.1. Empty centralizers

Case

\[
\begin{bmatrix}
2 & -1 & -1 & -1 \\
-1 & 2 & -1 & -1 \\
-1 & -1 & 2 & -1 \\
-1 & -1 & -1 & 2
\end{bmatrix}
\]

\[ \alpha = \alpha_1 \]

The root \( \beta = x\alpha_1 + y\alpha_2 + z\alpha_3 + w\alpha_4 \) is orthogonal to \( \alpha_1 \) if \( 2x - y - z - w = 0 \). Substituting the expression for \( w \) into the quadratic form \( (\beta, \beta) \) one gets that

\[
2 = |\beta|^2 = 6(x^2 - 2xy - 2xz + y^2 + yz + z^2),
\]

which is impossible for integer \( x, y, z \), thus \( \mathcal{Z}_s(\alpha_1) = \emptyset \).

The above argument works for any complete graph on \( \geq 2 \) points (including \( A_2 \) and \( A_2^{(1)} \)).

Case

\[
\begin{bmatrix}
2 & 0 & 0 & -2 \\
0 & 2 & 0 & -2 \\
0 & 0 & 2 & -2 \\
-2 & -2 & -2 & 4
\end{bmatrix}
\]

\[ \alpha = \alpha_4 \]

The root \( \beta = x\alpha_1 + y\alpha_2 + z\alpha_3 + w\alpha_4 \) is orthogonal to \( \alpha_4 \) if \( 2w = x + y + z \). Then

\[
2 = |\beta|^2 = x(x - 2y - 2z) + (y - z)^2.
\]

This equation has no integer solutions, because it has no solutions modulo 4. Hence \( \mathcal{Z}_s(\alpha_4) = \emptyset \).
4.2.2. Infinite rank centralizers

In case the Dynkin diagram of $\Phi$ is of the form “simply-laced cycle + something”, the procedure continues finding new fundamental roots for $Z_s(\alpha)$ indefinitely. This phenomena also occurs for root systems with multiply-laced Dynkin diagrams obtained from those described above by the operation of “diagram folding”. Below we describe several cases when $Z_s(\alpha)$ has infinite rank.

**Case 1**

The basis for $Z_s(\alpha_4)$ is provided by the family of roots

$$\beta_n = \frac{3n(n + 1)}{6n(n + 1)} = \frac{n(3n + 2)}{(n + 1)(3n + 1)}, \quad n \in \mathbb{Z}_{\geq 0}$$

and those obtained from these by swapping the coefficients of $\alpha_2$ and $\alpha_3$ (we call them $\beta'_n$). In particular, $\beta_0 = \alpha_3$ and $\beta'_0 = \alpha_2$. Set

$$y = (-n, n, n - 1, 1), \quad y' = (-n, n - 1, n, 1),$$

so that for $m < n$

$$y \cdot \beta_m = n - m - 1 \geq 0, \quad y \cdot \beta'_m = m + n \geq 0, \quad y \cdot \beta_n = -1 < 0,$$

$$y' \cdot \beta_m = m + n \geq 0, \quad y' \cdot \beta'_m = n - m - 1 \geq 0, \quad y' \cdot \beta'_n = -1 < 0.$$  

Hence by Integer Farkas lemma $\beta_n$ and $\beta'_n$ cannot be expressed in terms of $\beta_m, \beta'_m$, $m < n$. Since $\text{ht}(\beta_n) = \text{ht}(\beta'_n)$, we see that $\beta_1, \beta'_1, \ldots, \beta_n, \beta'_n$ are weakly independent.

**Case 2**

The basis for $Z_s(\alpha_5)$ is given by $\alpha_2, \alpha_3, \alpha_4, 2\alpha_1 + \alpha_2 + \alpha_4 + \alpha_5$ together with the family of roots

$$2n(n + 1) \to \frac{n(2n + 1)}{4n(n + 1)} \to 2n(n + 1), \quad n \in \mathbb{Z}_{\geq 1}$$

and those obtained from these by swapping the coefficients for $\alpha_2$ and $\alpha_4$. 
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In this case experimental evidence suggests that the basis of $\mathbb{Z}_s(\alpha_6)$ is not given by polynomials. It starts with $\alpha_2, \ldots, \alpha_5$ together with the following roots (and their symmetric images):

\[
\begin{array}{cccccccc}
1 & 2 & 1 & 0 & 1 & 0 & 3 & 6 & 2 & 3 & 5 & 4 & 10 & 20 & 8 & 9 & 13 & 11 \\
20 & 40 & 17 & 19 & 24 & 21 & 33 & 66 & 29 & 32 & 38 & 35 & 50 & 100 & 45 & 48 & 56 & 52 \\
70 & 140 & 64 & 68 & 77 & 72 & 93 & 186 & 86 & 91 & 101 & 96 & 120 & 240 & 112 & 117 & 129 & 123 \\
150 & 300 & 141 & 147 & 160 & 153 & 184 & 368 & 174 & 180 & 195 & 187 & & & & & &
\end{array}
\]

The basis of $\mathbb{Z}_s(\alpha_7)$ starts with $\alpha_2, \ldots, \alpha_6$ and the following roots (together with their symmetric images):

\[
\begin{array}{cccccccc}
1 & 2 & 1 & 0 & 1 & 0 & 0 & 3 & 6 & 2 & 2 & 3 & 5 & 4 & 3 & 9 & 18 & 7 & 8 & 12 & 10 & 9 \\
18 & 36 & 15 & 16 & 22 & 20 & 18 & 30 & 60 & 26 & 28 & 35 & 32 & 30 & 45 & 90 & 40 & 42 & 51 & 48 & 45 & 45 \\
63 & 126 & 57 & 60 & 70 & 66 & 63 & 84 & 168 & 77 & 80 & 92 & 88 & 84 & 108 & 216 & 100 & 104 & 117 & 112 & 108 \\
135 & 270 & 126 & 130 & 145 & 140 & 135 & 165 & 330 & 155 & 160 & 176 & 170 & 165 & & & & & &
\end{array}
\]
The roots listed above are covered (up to symmetry) by two disjoint polynomial families

\[
\begin{align*}
6n^2 - 5n + 1 & \quad 6n^2 - 4n \\
6n^2 - n & \quad 6n^2 - 2n \\
6n^2 + n & \quad 6n^2 + 2n \\
6n^2 + 5n + 1 & \quad 6n^2 + 4n
\end{align*}
\]

, \( n \in \mathbb{Z}_{\geq 1} \).

Note that they can be combined into a single “almost polynomial” family as even and odd members of the sequence:

\[
\begin{align*}
\frac{3}{2}n(n + 1) & \quad \frac{n}{2}(3n + 1) \\
3n(n + 1) & \quad \frac{3}{2}n(n + 1) \\
\frac{1}{2}(3n^2 + 5n + 2) & \quad ?
\end{align*}
\]

, \( n \in \mathbb{Z}_{\geq 1} \).

Case

The beginning of the basis of \( Z_s(\alpha_4) \) is listed in Table 2. From the experimental evidence it seems that some subsets of the basis of \( Z_s(\alpha_4) \) are (up to symmetry swapping \( \alpha_1 \) and \( \alpha_3 \)) parametrized by polynomials. The roots with \( c_2 = 1 \) are of the form

\[
\begin{align*}
2n(3n - 1) & \quad 2n(3n + 1) \\
6n^2 &
\end{align*}
\]

, \( n \in \mathbb{Z}_{\geq 0} \).

Roots with \( c_2 = 13 \) are covered by

\[
\begin{align*}
13 & \quad 78n^2 - 122n + 52 \\
78n^2 - 96n + 36 & \quad 78n^2 - 70n + 20 \\
78n^2 - 34n + 8 & \quad 78n^2 - 60n + 18
\end{align*}
\]

, \( n \in \mathbb{Z}_{\geq 0} \).
Roots with $c_2 = 37$ are covered by

\[
\begin{align*}
(222n^2 - 326n + 132) & \quad 37 & (222n^2 - 178n + 48), & n \in \mathbb{Z}_{\geq 0}, \\
(222n^2 - 252n + 90) & \quad 37 & (222n^2 - 197n + 90), & n \in \mathbb{Z}_{\geq 0}
\end{align*}
\]

The found possible values of $c_2$ are

1, 13, 37, 61, 73, 97, 121, 181, 193, 241, 253, 277, 337, 349, 397, 421, 433, 481, 517, 673, 781, \ldots

The order of their first appearances is not coherent with height. All of them except for 1 are either primes $p$, $p \equiv 1 \pmod{12}$, or products of two primes $pq$, $p \equiv q \equiv \pm 1 \pmod{12}$. It is not clear whether the products with $p = q$ appear in this sequence except for $p = q = 11$.
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| $\Phi$ | $\alpha$ | $Z_\ast(\alpha)$ | particular cases |
|-------|--------|-----------------|------------------|
| $A_\ell^{(1)}$ | long | $A_{\ell-2}^{(1)}$ | $\varnothing$ for $\ell = 2$ |
| short | $D_{\ell-1}^{(1)}$ | $A_3^{(1)}$ for $\ell = 4$, $A_1^{(1)} \oplus A_1^{(1)}$ for $\ell = 3$ |
| $B_\ell^{(1)}$ | long | $B_{\ell-2}^{(1)} \oplus A_1^{(1)}$ | $C_2^{(1)} \oplus A_1^{(1)}$ for $\ell = 4$, $A_1^{(1)} \oplus A_1^{(1)}$ for $\ell = 3$ |
| short | $D_{\ell-2}^{(1)}$ | $A_3^{(1)}$ for $\ell = 4$, $A_1^{(1)} \oplus A_1^{(1)}$ for $\ell = 3$ |
| $C_\ell^{(1)}$ | long | $C_{\ell-1}^{(1)}$ | $A_3^{(1)}$ for $\ell = 3$, $\varnothing$ for $\ell = 2$ |
| short | $C_{\ell-2}^{(1)}$ | $A_3^{(1)}$ for $\ell = 3$, $\varnothing$ for $\ell = 2$ |
| $D_\ell^{(1)}$ | long | $D_{\ell-2}^{(1)} \oplus A_1^{(1)}$ | $A_3^{(1)} \oplus A_1^{(1)}$ for $\ell = 5$, $3A_1^{(1)}$ for $\ell = 4$ |
| $G_2^{(1)}$ | any | $A_1^{(1)}$ | |
| $F_4^{(1)}$ | long | $C_3^{(1)}$ | |
| short | $A_3^{(1)}$ | |
| $E_6^{(1)}$ | long | $A_5^{(1)}$ | |
| $E_7^{(1)}$ | long | $D_6^{(1)}$ | |
| $E_8^{(1)}$ | long | $E_7^{(1)}$ | |
| $A_{2\ell}^{(2)}$ | long | $A_{2\ell-2}^{(2)}$ | $\varnothing$ for $\ell = 1$ |
| medium | $A_{2\ell-4}^{(2)} \oplus A_1^{(1)}$ | $A_1^{(1)}$ for $\ell = 2$ |
| short | $A_{2\ell-3}^{(2)}$ | |
| $A_{2\ell-1}^{(2)}$ | long | $A_{2\ell-3}^{(2)}$ | |
| short | $A_{2\ell-5}^{(2)} \oplus A_1^{(1)}$ | $2A_1^{(1)}$ for $\ell = 3$ |
| $D_{\ell+1}^{(2)}$ | long | $D_{\ell-1}^{(2)} \oplus A_1^{(1)}$ | $2A_1^{(1)}$ for $\ell = 3$, $A_1^{(1)}$ for $\ell = 2$ |
| short | $B_{\ell-1}^{(2)}$ | $C_2^{(1)}$ for $\ell = 3$, $A_1^{(1)}$ for $\ell = 2$ |
| $E_6^{(2)}$ | long | $A_7^{(2)}$ | |
| short | $B_3^{(1)}$ | |
| $D_4^{(3)}$ | any | $A_1^{(1)}$ | |

| Table 1: Centralizers for the root systems of affine types |
Table 2: The basis of $Z_4(\alpha_4)$ in the root system $\mathfrak{n}45$. Each root comes with its symmetric image (the coefficients for $\alpha_1$ and $\alpha_3$ are swapped).
### A. Centralizers in rank 3

| № | $\Phi$ | $\alpha$ | $Z_3(\alpha)$ | basis |
|---|---|---|---|---|
| 1 | ![Diagram 1](image1.png) | $\alpha_1$ | $1\rightarrow4\rightarrow10\rightarrow2$ | $(1, 2, 0)$ $(3, 2, 4)$ |
| | | $\alpha_2$ | | |
| 2 | ![Diagram 2](image2.png) | $\alpha_1$ | | |
| | | $\alpha_2$ | $1\rightarrow4\rightarrow10\rightarrow2$ | $(2, 1, 0)$ $(0, 1, 2)$ |
| 3 | ![Diagram 3](image3.png) | $\alpha_1$ | $1\rightarrow34\rightarrow3\rightarrow2$ | $(1, 2, 0)$ $(3, 2, 4)$ |
| | | $\alpha_2$ | $1\rightarrow4\rightarrow10\rightarrow2$ | $(2, 3, 0)$ $(0, 3, 2)$ |
| 4 | ![Diagram 4](image4.png) | $\alpha_1$ | $1\rightarrow34\rightarrow3\rightarrow2$ | $(3, 2, 0)$ $(9, 2, 12)$ |
| | | $\alpha_2$ | $1\rightarrow4\rightarrow10\rightarrow2$ | $(2, 1, 0)$ $(0, 1, 2)$ |
| 5 | ![Diagram 5](image5.png) | $\alpha_1$ | $1\rightarrow2\rightarrow1\rightarrow2$ | $(0, 0, 1)$ $(1, 2, 0)$ |
| | | $\alpha_2$ | $1\rightarrow2\rightarrow6\rightarrow2$ | $(0, 1, 2)$ $(2, 3, 0)$ |
| | | $\alpha_3$ | $1\rightarrow4\rightarrow1\rightarrow2$ | $(1, 0, 0)$ $(1, 6, 6)$ |
| 6 | ![Diagram 6](image6.png) | $\alpha_1$ | $1\rightarrow4\rightarrow2\rightarrow2$ | $(0, 0, 1)$ $(3, 2, 0)$ |
| | | $\alpha_2$ | $1\rightarrow4\rightarrow10\rightarrow2$ | $(2, 1, 0)$ $(2, 3, 2)$ |
| | | $\alpha_3$ | $1\rightarrow1\rightarrow6\rightarrow2$ | $(1, 0, 0)$ $(0, 2, 1)$ |
| 7  | 8  | 9  | 10 | 11 | 12 | 13 |
|----|----|----|----|----|----|----|
| ![Diagram 7](image) | ![Diagram 8](image) | ![Diagram 9](image) | ![Diagram 10](image) | ![Diagram 11](image) | ![Diagram 12](image) | ![Diagram 13](image) |
| $\alpha_1$ | $\alpha_1$ | $\alpha_1$ | $\alpha_1$ | $\alpha_1$ | $\alpha_2$ | $\alpha_1$ |
| $\alpha_2$ | $\alpha_2$ | $\alpha_2$ | $\alpha_2$ | $\alpha_2$ | $\emptyset$ | $\emptyset$ |
| $\alpha_3$ | $\alpha_3$ | $\alpha_3$ | $\alpha_3$ | $\alpha_2$ | $\emptyset$ | $\emptyset$ |
| $\quad \quad \quad (0, 0, 1)$ | $\quad \quad \quad (2, 3, 0)$ | $\quad \quad \quad (0, 1, 2)$ | $\quad \quad \quad (2, 3, 0)$ | $\quad \quad \quad (2, 1, 0)$ | $\emptyset$ | $\emptyset$ |
|   |   | \( \alpha_1 \) | \( \emptyset \) | \( \emptyset \) |
|---|---|---|---|---|
| 14 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 15 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 16 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 17 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 18 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 19 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 20 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 21 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
| 22 | ![Diagram] | ![Diagram] | ![Diagram] | ![Diagram] |
|   |   | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ |
|---|---|------------|------------|------------|
| 23 | ![Diagram](image) | $\emptyset$ | $\emptyset$ |   |
| 24 | ![Diagram](image) | $1$ | $0$ | $1$ | $(0, 0, 1)$ |
| 25 | ![Diagram](image) | $1$ | $0$ | $1$ | $(0, 0, 1)$ |
| 26 | ![Diagram](image) | $1$ | $0$ | $1$ | $(0, 0, 1)$ |
| 27 | ![Diagram](image) | $1$ | $\emptyset$ |   |
| 28 | ![Diagram](image) | $1$ | $0$ | $1$ | $(0, 0, 1)$ |
| 29 | ![Diagram](image) | $1$ | $\emptyset$ |   |
| 30 | ![Diagram](image) | $1$ | $0$ | $1$ | $(0, 0, 1)$ |
|   | \( \alpha_1 \) | \( \alpha_2 \) | \( \alpha_3 \) |
|---|---|---|---|
| 31 | \( \begin{array}{c} \text{2} \\ \text{2} \end{array} \) | \( \emptyset \) | \( \begin{array}{c} 1 \\ 2 \\ 2 \\ 2 \end{array} \) |
|   | (0, 0, 1) |   | (1, 0, 0)  
|   |   |   |   |
|   | (0, 2, 1) |
| 32 | \( \begin{array}{c} 1 \\ 2 \end{array} \) | \( \begin{array}{c} 1 \\ 1 \\ 1 \end{array} \) | \( \begin{array}{c} 1 \\ 6 \\ 6 \\ 6 \end{array} \) |
|   | (0, 0, 1) | (0, 1, 2) | (1, 0, 0)  
|   |   |   |   |
|   | (1, 2, 2) |
| 33 | \( \begin{array}{c} 1 \\ 2 \end{array} \) | \( \emptyset \) | \( \begin{array}{c} 1 \\ 2 \\ 2 \end{array} \) |
|   | (0, 0, 1) |   | (0, 2, 3)  
|   |   |
| 34 | \( \begin{array}{c} 1 \\ 2 \end{array} \) | \( \begin{array}{c} 1 \\ 1 \\ 1 \end{array} \) | \( \begin{array}{c} 1 \\ 4 \\ 4 \\ 4 \end{array} \) |
|   | (0, 0, 1) | (0, 1, 2) | (1, 0, 0)  
|   |   |   |   |
|   | (0, 2, 3) |
| 35 | \( \begin{array}{c} 1 \\ 2 \end{array} \) | \( \begin{array}{c} 1 \\ 1 \\ 1 \end{array} \) | \( \begin{array}{c} 1 \\ 4 \\ 4 \\ 4 \end{array} \) |
|   | (0, 0, 1) | (0, 3, 2) | (1, 0, 0)  
|   |   |   |   |
|   | (0, 2, 1) |
| 36 | \( \begin{array}{c} 1 \\ 2 \end{array} \) | \( \emptyset \) | \( \begin{array}{c} 1 \\ 2 \\ 2 \end{array} \) |
|   | (0, 0, 1) |   | (1, 0, 0)  
|   |   |
| 37 | \( \begin{array}{c} 1 \\ 2 \end{array} \) | \( \emptyset \) | \( \begin{array}{c} 1 \\ 2 \\ 2 \end{array} \) |
|   | (0, 0, 1) |   | (1, 0, 0)  
|   |   |   |   |
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|   | α₁ | α₂ | α₃ |
|---|---|---|---|
| 38 | ![Diagram](image1) | 1 | (0, 0, 1) |
|    | α₁ | ![Diagram](image2) | (0, 3, 2) |
|    | α₃ | 1-2-8-2 | (1, 0, 0) (0, 2, 1) |
| 39 | ![Diagram](image3) | 1 | (0, 0, 1) |
|    | α₁ | ![Diagram](image4) | (0, 1, 2) |
|    | α₃ | 1-8-2-2 | (1, 0, 0) (0, 2, 3) |
| 40 | ![Diagram](image5) | 1-8-2-2 | (0, 0, 1) (1, 2, 0) |
|    | α₂ | ![Diagram](image6) | (2, 3, 0) |
|    | α₃ | ![Diagram](image7) | (1, 0, 0) |
| 41 | ![Diagram](image8) | 1-2-8-2 | (0, 0, 1) (3, 2, 0) |
|    | α₂ | ![Diagram](image9) | (2, 1, 0) |
|    | α₃ | ![Diagram](image10) | (1, 0, 0) |
| 42 | ![Diagram](image11) | 1 | (0, 0, 1) |
|    | α₂ | ∅ |
|    | α₃ | ![Diagram](image12) | (1, 0, 0) |
| 43 | ![Diagram](image13) | 1 | (0, 0, 1) |
|    | α₂ | ∅ |
| 44 | ![Diagram](image14) | 1 | (0, 0, 1) |
|    | α₂ | ∅ |
B. Centralizers in rank ≥ 4

| №  | \( \Phi \) | \( \alpha \) | \( Z_4(\alpha) \) | basis |
|----|---|---|---|---|
| 45 | ![Diagram 1](image1.png) | \( \alpha_1 \) | \( \emptyset \) | see Table 2 |
| 46 | ![Diagram 2](image2.png) | \( \alpha_4 \) | \( \infty \) | (0,1,0,0), (8,1,4,6), (4,1,8,6), (28,13,8,18), (8,13,28,18), (28,1,20,24), (20,1,28,24), (52,13,20,36), (20,13,52,36), (92,37,28,60), (28,37,92,60), (104,61,28,66), (28,61,104,66), (188,97,52,120), (52,97,188,120) |
| 47 | ![Diagram 3](image3.png) | \( \alpha_4 \) | \( \infty \) | \( \alpha_2, \alpha_3 \) (12,8,5,6), (12,5,8,6), (36,21,16,18), (36,16,21,18), (72,40,33,36), (72,33,40,36), (120,65,56,60), (120,56,65,60), (180,96,85,90), (180,85,96,90) |
| 48 | ![Diagram 4](image4.png) | \( \alpha_1 \) | \( \infty \) | (2,2,0,1), (2,0,2,1), (14,16,10,1), (14,10,16,1), (38,16,10,25), (38,10,16,25), (38,42,32,1), (38,32,24,1), (74,80,66,1), (110,42,32,73), (110,32,42,73), (170,192,98,25), (170,98,192,25), (206,234,128,25), (206,128,234,25) |

| \( \alpha_4 \) | ![Diagram 5](image5.png) | (0,1,0,0), (0,0,1,0), (2,0,0,1) | |
| $\alpha_2$ |  | \( \infty \) | \((0,0,0,1)\) \((4,4,0,1)\) \((0,4,4,1)\) \((12,16,4,1)\) \((4,16,12,1)\) \((24,36,12,1)\) \((12,36,24,1)\) \((40,64,24,1)\) \((24,64,40,1)\) \((60,100,40,1)\) \((40,100,60,1)\) \((84,144,60,1)\) \((60,144,84,1)\) |
| --- | --- | --- | --- |
| $\alpha_4$ |  | \((0,1,0,0)\) \((2,0,0,1)\) \((0,0,2,1)\) |
| 57 | $\alpha_1$ |  | \((0,0,1,0)\) \((2,2,1,0)\) \((2,0,1,2)\) \((8,6,1,2)\) \((8,2,1,6)\) \((18,12,1,6)\) \((18,6,1,12)\) \((32,20,1,12)\) \((32,12,1,20)\) \((50,30,1,20)\) \((50,20,1,30)\) \((72,42,1,30)\) \((72,30,1,42)\) |
| 58 | $\alpha_3$ |  | \((1,1,1,0)\) \((1,0,1,1)\) \((0,1,1,1)\) \((0,0,1,2)\) |
|  | $\alpha_4$ |  |  | \(\alpha_1, \alpha_2, \alpha_3\) \((0,0,2,3)\) |
| 59 | $\alpha_3$ |  | \((1,1,1,0)\) \((0,0,3,2)\) \((3,0,3,1)\) \((0,3,3,1)\) |
|  | $\alpha_4$ |  |  | \(\alpha_1, \alpha_2\) \((0,0,2,1)\) |
| 60 | $\alpha_1$ |  | \(\alpha_3, \alpha_4, \alpha_1, \alpha_2\) \((1,2,0,0)\) |
|  | $\alpha_3$ |  | \(\alpha_1, \alpha_4, \alpha_3, \alpha_4\) \((0,2,1,2)\) \((2,4,2,1)\) \((2,6,3,2)\) |
|  | $\alpha_4$ |  | \(\alpha_1, \alpha_2, \alpha_3, \alpha_4\) \((0,2,1,2)\) \((1,4,0,4)\) |
| \(\alpha_1\) | \(\alpha_2\) | \(\alpha_3, \alpha_4, (1,2,0,0)\) |
|---|---|---|
| \(\alpha_3, \alpha_4, (4,8,1,4)\) | \(\alpha_1, \alpha_3, (1,8,4,4)\) | \(\alpha_3, \alpha_4, (9,24,4,12)\) |
| \(\alpha_4\) | \((4,24,9,12)\) | \((16,48,9,24)\) |
| \(\alpha_2, \alpha_3, (9,48,16,24)\) | \((25,80,16,40)\) | \((16,80,25,40)\) |
| \(\alpha_4\) | \((25,120,25,60)\) | \((36,120,25,60)\) |
| \(\alpha_3, \alpha_4, (4,24,9,12)\) | \((25,120,36,60)\) | \((49,168,36,84)\) |
| \(\alpha_2, \alpha_3, (1,8,4,4)\) | \((36,168,49,84)\) | \((64,224,49,112)\) |
| \(\alpha_4\) | \(\alpha_1, \alpha_3, (2,2,0,1)\) | \(\alpha_1, \alpha_3, (2,2,0,1)\) |
| \(\alpha_4\) | \(\alpha_1, \alpha_3, (2,2,0,1)\) | \(\alpha_1, \alpha_3, (2,2,0,1)\) |
| \(\alpha_1\) | \(\alpha_2, \alpha_3, (2,1,0,2)\) | \(\alpha_2, \alpha_3, (2,1,0,2)\) |
| \(\alpha_4\) | \(\alpha_2, \alpha_3, (2,0,1,2)\) | \(\alpha_2, \alpha_3, (2,0,1,2)\) |
| \(\alpha_3\) | \(\alpha_1, \alpha_4, (1,0,0,2)\) | \(\alpha_1, \alpha_4, (1,0,0,2)\) |
| \(\alpha_1\) | \(\alpha_2, \alpha_3, (2,2,0,1)\) | \(\alpha_2, \alpha_3, (2,2,0,1)\) |
| \(\alpha_2\) | \(\alpha_3, \alpha_4, (2,2,0,1)\) | \(\alpha_3, \alpha_4, (2,2,0,1)\) |
| \(\alpha_3\) | \(\alpha_2, \alpha_3, (4,1,0)\) | \(\alpha_2, \alpha_3, (4,1,0)\) |
| \(\alpha_4\) | \(\alpha_1, \alpha_4, (0,2,1,0)\) | \(\alpha_1, \alpha_4, (0,2,1,0)\) |
| $\alpha_2$ | $\infty$ | $(0,1,2,0)$, $(2,3,2,0)$, $(0,3,2,2)$, $(6,9,2,2)$, $(2,9,2,6)$, $(12,19,2,6)$, $(6,19,2,12)$, $(20,33,2,12)$, $(12,33,2,20)$, $(30,51,2,20)$, $(20,51,2,30)$, $(42,73,2,30)$, $(30,73,2,42)$, $(56,99,2,42)$, $(42,99,2,56)$ |
| $\alpha_3$ | $\begin{array}{cccc}
 1 & - & 2 & - \\
 3 & - & 4 & - \\
 1 & - & 2 & - \\
 4 & - & 3 & - \\
\end{array}$ | $\alpha_1$, $\alpha_4$, $(1,4,4,0)$, $(0,4,4,1)$ |
| 67 | $\begin{array}{cccc}
 1 & - & 2 & - \\
 3 & - & 4 & - \\
\end{array}$ | $\alpha_1$, $\alpha_3$, $\alpha_4$, $(1,2,2,2)$ |
| 68 | $\begin{array}{cccc}
 1 & - & 2 & - \\
 3 & - & 4 & - \\
\end{array}$ | $\alpha_1$, $\alpha_3$, $\alpha_4$, $(3,6,6,2)$ |
| 69 | $\begin{array}{cccc}
 1 & - & 2 & - \\
 3 & - & 4 & - \\
\end{array}$ | $\alpha_1$, $\alpha_3$, $\alpha_4$, $(1,2,2,0)$ |
| 70 | $\begin{array}{cccc}
 1 & - & 2 & - \\
 3 & - & 4 & - \\
\end{array}$ | $\alpha_1$, $\alpha_3$, $\alpha_4$, $(1,2,2,0)$, $(1,0,0,0)$, $(1,2,2,0)$, $(1,2,6,4)$, $(1,8,12,4)$, $(1,8,20,12)$, $(1,18,30,12)$, $(1,18,42,24)$, $(1,32,56,24)$, $(1,32,72,40)$, $(1,50,90,40)$, $(1,50,110,60)$, $(1,72,132,60)$, $(1,72,156,84)$, $(1,98,182,84)$, $(1,98,210,112)$ |
| $\alpha_3$ | $\infty$ | $|$
| $\alpha_4$ | $\begin{array}{cccc}
 1 & - & 2 & - \\
 3 & - & 4 & - \\
\end{array}$ | $\alpha_1$, $\alpha_3$, $(0,0,2,1)$ |
| 71 | $\begin{array}{cccc}
 1 & - & 2 & - \\
 3 & - & 4 & - \\
\end{array}$ | $\alpha_3$, $\alpha_4$, $(2,4,2,1)$ |
\begin{table}
\begin{tabular}{|c|c|c|}
\hline
\(\alpha_2\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((0,0,0,1)\) \\
& & \((2,1,0,0)\) \\
& & \((1,1,1,0)\) \\
& & \((0,1,2,2)\) \\
\hline
\(\alpha_4\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, (0,0,2,3)\) \\
\hline
78 & \begin{tikzpicture}
\node (1) at (0,0) {1};
\node (2) at (1,0) {2};
\node (3) at (2,0) {3};
\node (4) at (3,0) {4};
\draw (1) -- (2);
\draw (2) -- (3);
\draw (3) -- (4);
\end{tikzpicture} & \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, (1,2,0,0)\) \\
\hline
\(\alpha_1\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((0,0,0,1)\) \\
& & \((2,3,0,0)\) \\
& & \((0,1,2,2)\) \\
& & \((1,3,3,0)\) \\
\hline
\(\alpha_2\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, (0,0,2,3)\) \\
\hline
79 & \begin{tikzpicture}
\node (1) at (0,0) {1};
\node (2) at (1,0) {2};
\node (3) at (2,0) {3};
\node (4) at (3,0) {4};
\draw (1) -- (2);
\draw (2) -- (3);
\draw (3) -- (4);
\end{tikzpicture} & \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, (3,2,0,0)\) \\
\hline
\(\alpha_1\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((0,0,0,1)\) \\
& & \((2,1,0,0)\) \\
& & \((1,1,1,0)\) \\
& & \((0,1,2,2)\) \\
\hline
80 & \begin{tikzpicture}
\node (1) at (0,0) {1};
\node (2) at (1,0) {2};
\node (3) at (2,0) {3};
\node (4) at (3,0) {4};
\draw (1) -- (2);
\draw (2) -- (3);
\draw (3) -- (4);
\end{tikzpicture} & \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, (1,2,0,0)\) \\
\hline
\(\alpha_2\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((0,0,0,1)\) \\
& & \((2,2,0,0)\) \\
& & \((0,1,2,2)\) \\
& & \((1,3,3,0)\) \\
& & \((0,3,6,2)\) \\
\hline
81 & \begin{tikzpicture}
\node (1) at (0,0) {1};
\node (2) at (1,0) {2};
\node (3) at (2,0) {3};
\node (4) at (3,0) {4};
\draw (1) -- (2);
\draw (2) -- (3);
\draw (3) -- (4);
\end{tikzpicture} & \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, (1,2,0,0)\) \\
\hline
\(\alpha_2\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((0,0,0,1)\) \\
& & \((2,3,0,0)\) \\
& & \((0,1,2,2)\) \\
& & \((1,3,3,0)\) \\
& & \((0,3,6,2)\) \\
\hline
82 & \begin{tikzpicture}
\node (1) at (0,0) {1};
\node (2) at (1,0) {2};
\node (3) at (2,0) {3};
\node (4) at (3,0) {4};
\draw (1) -- (2);
\draw (2) -- (3);
\draw (3) -- (4);
\end{tikzpicture} & \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, (3,2,0,0)\) \\
\hline
\(\alpha_1\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((0,0,0,1)\) \\
& & \((0,4,4,1)\) \\
& & \((8,8,4,1)\) \\
& & \((8,12,4,1)\) \\
& & \((8,24,16,1)\) \\
& & \((24,40,16,1)\) \\
& & \((24,60,36,1)\) \\
& & \((48,84,36,1)\) \\
& & \((48,112,64,1)\) \\
& & \((80,144,64,1)\) \\
& & \((80,180,100,1)\) \\
& & \((120,220,100,1)\) \\
\hline
\(\alpha_2\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((0,0,0,1)\) \\
& & \((0,4,4,1)\) \\
& & \((8,12,4,1)\) \\
& & \((8,24,16,1)\) \\
& & \((24,40,16,1)\) \\
& & \((24,60,36,1)\) \\
& & \((48,84,36,1)\) \\
& & \((48,112,64,1)\) \\
& & \((80,144,64,1)\) \\
& & \((80,180,100,1)\) \\
& & \((120,220,100,1)\) \\
\hline
\(\alpha_3\) & \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\end{tikzpicture} & \((1,0,0,0)\) \\
& & \((0,2,1,0)\) \\
& & \((0,2,3,2)\) \\
\hline
\end{tabular}
\end{table}
| \( \alpha_5 \) | \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5
\end{array} | \begin{array}{c}
\alpha_2, \alpha_3, \alpha_4, \\
(2,1,0,0,2) \\
(2,0,0,1,2)
\end{array} |
|---|---|---|

| \( \alpha_3 \) | \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5
\end{array} | \begin{array}{c}
\alpha_1, \alpha_3, \\
(0,1,1,1,0) \\
(4,5,3,1,2) \\
(4,1,3,5,2) \\
(4,6,4,2,1) \\
(4,2,4,6,1) \\
(16,20,16,12,1) \\
(16,12,16,20,1) \\
(20,25,19,13,2) \\
(20,13,19,25,2) \\
(36,34,20,6,17) \\
(36,6,20,34,17) \\
(48,52,32,12,17) \\
(48,12,32,52,17)
\end{array} |
| \( \alpha_5 \) | \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5
\end{array} | \begin{array}{c}
\alpha_2, \alpha_3, \alpha_4, \\
(2,0,0,0,1)
\end{array} |

| \( \alpha_2 \) | \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5
\end{array} | \begin{array}{c}
\alpha_4, \alpha_5, \\
(1,1,1,0,0) \\
(0,2,4,2,1) \\
(4,2,0,1,2) \\
(4,10,16,9,2) \\
(16,10,4,2,9) \\
(16,40,64,32,9) \\
(64,40,16,9,32)
\end{array} |
| \( \alpha_5 \) | \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5
\end{array} | \begin{array}{c}
\alpha_2, \alpha_3, \\
(2,0,0,0,1) \\
(1,0,0,1,1) \\
(0,0,2,2,1)
\end{array} |

| \( \alpha_2 \) | \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5
\end{array} | \begin{array}{c}
\alpha_4, \alpha_5, \\
(1,1,1,0,0) \\
(0,1,2,2,0) \\
(2,1,0,0,2)
\end{array} |
| \( \alpha_5 \) | \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5
\end{array} | \begin{array}{c}
\alpha_2, \alpha_3, \\
(1,1,1,0,0) \\
(0,1,2,4,2) \\
(6,1,2,4,8) \\
(2,1,6,12,8) \\
(12,1,6,12,18) \\
(6,1,12,24,18) \\
(20,1,12,24,32) \\
(12,1,20,40,32) \\
(30,1,20,40,50) \\
(20,1,30,60,50)
\end{array} |
| 90 | $\alpha_5$ | \( (0,0,0,1,0) \)  
|    |           | \( (1,1,0,0,1) \)  
|    |           | \( (0,1,0,1,1) \)  
|    |           | \( (4,1,1,2,3) \)  
|    |           | \( (1,4,1,2,3) \)  
|    |           | \( (9,4,1,6,7) \)  
|    |           | \( (9,4,1,6,7) \)  
|    |           | \( (19,4,6,7) \)  
|    |           | \( (41,9,6,7) \)  
|    |           | \( (149,4,6,7) \)  
|    |           | \( (169,1,12,13) \)  
|    |           | \( (9,1,12,13) \)  |
| 91 | $\alpha_4$ | $\alpha_1$, $\alpha_2$, $\alpha_3$, \( (0,0,0,1,2) \)  |
|    |           | \( (1,1,0,0,1) \)  
|    |           | \( (1,0,1,0,1) \)  
|    |           | \( (0,1,1,0,1) \)  
|    |           | \( (2,0,0,1,2) \)  
|    |           | \( (0,2,0,1,2) \)  
|    |           | \( (0,1,0,2,2) \)  
|    |           | \( (1,1,0,2,3) \)  
|    |           | \( (1,0,1,2,3) \)  
|    |           | \( (0,1,1,2,3) \)  |
| 92 | $\alpha_4$ | $\alpha_1$, $\alpha_2$, $\alpha_3$, \( (1,0,0,2,2) \)  
|    |           | \( (1,0,0,2,2) \)  
|    |           | \( (0,1,0,2,2) \)  
|    |           | \( (0,0,1,2,2) \)  |
|    |           | \( (1,1,0,0,1) \)  
|    |           | \( (1,0,1,0,1) \)  
|    |           | \( (0,1,1,0,1) \)  
|    |           | \( (1,0,0,1,1) \)  
|    |           | \( (0,1,0,1,1) \)  
|    |           | \( (0,0,1,1,1) \)  
|    |           | \( (0,0,0,2,1) \)  |
| 93 | $\alpha_1$ | $\alpha_3$, $\alpha_4$, $\alpha_5$, \( (2,4,4,2,1) \)  
|    |           | \( (2,4,4,1,2) \)  |
|    | $\alpha_5$ | $\alpha_1$, $\alpha_2$, $\alpha_4$, \( (0,0,2,0,1) \)  |
| 94 | $\alpha_1$ | $\alpha_3$, $\alpha_4$, $\alpha_5$, \( (1,2,2,1,1) \)  
|    |           | \( (1,2,2,0,2) \)  |
|    | $\alpha_5$ | $\alpha_1$, $\alpha_2$, $\alpha_4$, \( (0,1,2,0,2) \)  
|    |           | \( (0,0,2,1,2) \)  |
| Page | | | |
|------|---|---|---|
| 99   | $\alpha_3$ | $\alpha_5$ | $\alpha_1, \alpha_2, \alpha_3, (0,0,0,0,1)$ |
|      | $1 \leftrightarrow 2 \leftrightarrow 3$ | $1 \leftrightarrow 3 \leftrightarrow 4$ | $(1,1,1,0,0)$ |
|      | | | $(2,0,2,1,0)$ |
|      | | | $(0,2,2,1,0)$ |
|      | | | $(0,0,2,2,1)$ |
|      | | | $(1,1,3,2,0)$ |
| 100  | $\alpha_3$ | $\alpha_5$ | $\alpha_1, \alpha_2, \alpha_3, (0,0,2,2,1)$ |
|      | $1 \leftrightarrow 3 \leftrightarrow 4$ | $1 \leftrightarrow 2 \leftrightarrow 5 \leftrightarrow 6$ | $(0,0,0,0,1)$ |
|      | | | $(1,1,1,0,0)$ |
|      | | | $(1,0,1,1,0)$ |
|      | | | $(0,1,1,1,0)$ |
|      | | | $(0,0,1,2,0)$ |
| 101  | $\alpha_1$ | $\alpha_4$ | $\alpha_3, \alpha_4, \alpha_5, (1,2,2,0,0)$ |
|      | $1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow 4 \leftrightarrow 5 \leftrightarrow 6$ | $1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow 4 \leftrightarrow 5 \leftrightarrow 6$ | $\alpha_1, \alpha_2, (0,0,1,1,1)$ |
|      | | | $(0,0,0,1,2)$ |
|      | | | $(1,2,4,2,0)$ |
|      | | | $(0,2,4,3,2)$ |
| 102  | $\alpha_1$ | $\alpha_5$ | $\alpha_3, \alpha_4, \alpha_5, (2,4,2,1,0)$ |
|      | $1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow 4 \leftrightarrow 5 \leftrightarrow 6$ | $1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow 4 \leftrightarrow 5 \leftrightarrow 6$ | $\alpha_1, \alpha_5, (0,2,1,0,0)$ |
|      | | | $(0,1,1,1,0)$ |
|      | | | $(0,2,3,4,2)$ |
| 103  | $\alpha_1$ | $\alpha_5$ | $\alpha_3, \alpha_4, \alpha_5, (1,2,2,0,0)$ |
|      | $1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow 4 \leftrightarrow 5 \leftrightarrow 6$ | | $\alpha_1, \alpha_5, (1,2,2,0,0)$ |
|      | | | $(0,1,2,2,0)$ |
|      | | | $(1,2,6,8,4)$ |
|      | | | $(1,8,12,8,4)$ |
|      | | | $(1,8,20,24,12)$ |
|      | | | $(1,18,30,24,12)$ |
|      | | | $(1,18,42,48,24)$ |
|      | | | $(1,32,56,48,24)$ |
|      | | | $(1,32,72,80,40)$ |
| Page | Diagram 1 | Diagram 2 | Description |
|------|-----------|-----------|-------------|
| 127  | ![Diagram 1](image1.png) | ![Diagram 2](image2.png) | $\alpha_1$, $\alpha_6$, $\alpha_3, \ldots, \alpha_7$, $(1,2,2,1,0,0,1)$, $(2,4,4,4,2,1)$ |
| 128  | ![Diagram 1](image3.png) | ![Diagram 2](image4.png) | $\alpha_7$, $\alpha_2, \ldots, \alpha_6$, $(2,1,0,0,0,1,1)$, $(6,5,4,3,2,2,3)$, $(6,2,2,3,4,5,3)$, $(18,12,10,9,8,7,9)$, $(18,7,8,9,10,12,9)$ |
| 129  | ![Diagram 1](image5.png) | ![Diagram 2](image6.png) | $\alpha_1$, $\alpha_8$, $\alpha_3, \ldots, \alpha_8$, $(1,2,2,1,1,0,0,0)$, $(1,2,2,0,2,2,1,1)$ |
| 130  | ![Diagram 1](image7.png) | ![Diagram 2](image8.png) | $\alpha_1$, $\alpha_8$, $\alpha_3, \ldots, \alpha_8$, $(1,2,2,1,0,0,0)$, $(1,2,2,0,2,2,2,2)$ |
| 131  | ![Diagram 1](image9.png) | ![Diagram 2](image10.png) | $\alpha_1$, $\alpha_8$, $\alpha_3, \ldots, \alpha_8$, $(2,4,1,1,0,0,0)$, $(2,4,4,1,4,4,4,2)$ |
| 132  | ![Diagram 1](image11.png) | ![Diagram 2](image12.png) | $\alpha_1$, $\alpha_8$, $\alpha_3, \ldots, \alpha_7$, $(2,1,0,0,0,0,1,1)$, $(6,5,4,3,2,2,3)$, $(6,2,2,3,4,5,3)$, $(16,11,10,9,8,7,6,8)$, $(16,6,7,8,9,10,11,8)$ |
| 133  | ![Diagram 1](image13.png) | ![Diagram 2](image14.png) | $\alpha_1$, $\alpha_8$, $\alpha_3, \ldots, \alpha_6$, $(0,1,0,1,2,2,2,1)$ |
| 134  | ![Diagram 1](image15.png) | ![Diagram 2](image16.png) | $\alpha_1$, $\alpha_8$, $\alpha_3, \ldots, \alpha_8$, $(1,2,2,1,1,0,0,0)$, $(1,2,2,0,2,2,2,2)$ |
| 135  | ![Diagram 1](image17.png) | ![Diagram 2](image18.png) | $\alpha_1$, $\alpha_9$, $\alpha_3, \ldots, \alpha_9$, $(1,2,2,1,1,0,0,0)$, $(1,2,2,0,2,2,2,2)$ |
| 136  | ![Diagram 1](image19.png) | ![Diagram 2](image20.png) | $\alpha_1$, $\alpha_9$, $\alpha_3, \ldots, \alpha_9$, $(1,2,2,1,1,0,0,0)$, $(2,4,1,1,4,4,4,2)$ |
