Bulk-edge and bulk-hinge correspondence in inversion-symmetric insulators
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We show that a slab of a three-dimensional inversion-symmetric higher-order topological insulator (HOTI) in class A is a 2D Chern insulator, and that in class AII is a 2D Z2 topological insulator. We prove it by considering a process of cutting the three-dimensional inversion-symmetric HOTI along a plane, and study the spectral flow in the cutting process. We show that the Z2 indicators, which characterize three-dimensional inversion-symmetric HOTIs in classes A and AII, are directly related to the Z2 indicators for the corresponding two-dimensional slabs with inversion symmetry, i.e. the Chern number parity and the Z2 topological invariant, for classes A and AII respectively. The existence of the gapless hinge states is understood from the conventional bulk-edge correspondence between the slab system and its edge states. Moreover, we also show that the spectral-flow analysis leads to another proof of the bulk-edge correspondence in one- and two-dimensional inversion-symmetric insulators.

I. INTRODUCTION

Bulk-edge correspondence is one of the key concepts in the field of a topological insulator (TI) [1,2], which associates the nontrivial topology of the bulk wave functions with existence of anomalous surface states. In the quantum Hall insulator (QHI), which is characterized by the bulk Chern number, chiral edge modes appear at the edges of the system [3]. In the quantum spin Hall insulator [4], which is the time-reversal-symmetric counterpart of the QHI and characterized by the Z2 topological invariant, helical edge modes appear at the edges of the system.

In inversion-symmetric insulators, inversion parities at time-reversal-invariant momenta (TRIM) are topological invariants. When they take nontrivial values, the insulator shows unusual properties at the edges. In one-dimensional centrosymmetric insulators, the Zak phase is quantized, and its value is evaluated from the inversion parities [5]. As the Zak phase is proportional to polarization, in the system with the nonzero Zak phase, fractional surface charges appear at the end of the system [6,7]. In two-dimensional centrosymmetric insulators, the Chern number parity is evaluated from the inversion parities [8,9]. When the Chern number parity is odd, an odd number of chiral edge modes appear at the edges of the system.

In recent years, a new class of a TI, called higher-order topological insulator (HOTI) [10,11], has been proposed. A three-dimensional HOTI is insulating both in the bulk and in the surface. However, it has one-dimensional anomalous gapless states at the hinges, which are intersections of two surfaces. The correspondence between the bulk topology and the anomalous gapless states at the hinges is called bulk-hinge correspondence, which is an extension of the conventional bulk-edge correspondence.

To the best of our knowledge, in the previous studies, explanations of bulk-hinge correspondence are roughly classified into two: (i) \( k \cdot p \) theory approach [12,22,24–26,31–33,35,37,40,41], and (ii) Wannier approach [22,23,30,32]. In (i), one starts from the surface Dirac Hamiltonian, which represents anomalous gapless surface states as a low-energy effective Hamiltonian for the surface. By adding a symmetry-respecting mass term, the surface energy spectrum becomes gapped. However, on the surface of the HOTI, the sign of the mass term depends on the surface direction. Therefore, at the hinge, shared by two surfaces with opposite signs of the mass terms, the mass term is zero. It means that the hinge states remain gapless. In (ii), we consider the two two-dimensional high-symmetry subspaces (e.g. \( k_z = 0 \) and \( k_z = \pi \)) in the three-dimensional \( k \)-space as pseudo two-dimensional systems, and calculate the Wannier centers (WCs) for the states in these subspaces. If excess corner charges at the two subspaces calculated from the WCs are different, there exist hinge states which compensate for the difference of the corner charges.

Both approaches have some drawbacks. Both of them are proofs only for special models, and it is not clear whether they can be applied to general systems. First, the \( k \cdot p \) theory approach cannot be applied to systems whose surfaces are not described by the Dirac model. Therefore, one cannot conclude existence of hinge states for general systems from this argument. Second, in the WC approach, the exact value of the excess corner charge is concluded only in the case of completely localized Wannier states, which have no hopping terms. Therefore, in order to complete the proof, it is necessary to relate the value of the excess corner charge with topological invariants for general systems.

In this paper, we introduce another approach, which is applicable to more general tight-binding models with inversion symmetry. We introduce an open boundary to a 3D inversion-symmetric HOTI via cutting procedure [12]. In this process, the boundary condition continuously changes from the periodic one to the open one, while maintaining inversion symmetry. By examining the spectral flow in the cutting process, we obtain restrictions.
on the inversion parities of the resulting 2D slab system. Thus, in this paper, we show that the Z₄ indicator μ₁, which characterizes 3D inversion-symmetric HOTIs in class A, is directly related to the Chern number parity of the resulting 2D slab system in class A. Likewise, we also show that the Z₄ indicator κ₁, which characterizes 3D inversion-symmetric HOTIs in class AII, is directly related to the Z₂ topological invariant of the resulting 2D slab system in class AII. If we cut the 3D HOTI via the cutting procedure, the corresponding 2D topological invariant of the resulting 2D system always takes a nonzero value, as we show in this paper. Due to the conventional bulk-edge correspondence, the resulting 2D system has an odd number of anomalous edge modes at the edges. Since the edges of the resulting 2D system are nothing but the hinges of the original 3D system, this gives a proof of the bulk-hinge correspondence.

Moreover, we apply the same approach to one- and two-dimensional inversion-symmetric topological insulators. As a result, we obtain another proof of bulk-edge correspondence. In the previous papers, inversion parities are related to bulk topological invariants, such as the Zak phase and the Chern number parity. In our approach, inversion parities are directly related to unusual surface properties, such as the fractional end charge and the chiral edge modes.

We note that, in this paper, we consider a process of cutting the three-dimensional HOTI along a plane. In another paper, we consider a process of cutting the three-dimensional HOTI along two planes. In the paper, we discuss allowed positions of the hinge states, which is determined only if we consider a cutting along two planes. Thus, different cutting procedure reveal different aspects of hinge states.

This paper is organized as follows. In Sec. II, we introduce the cutting procedure and study the spectral flow in the cutting process. As a result, we obtain another proof of bulk-edge correspondence in a 1D inversion-symmetric topological insulator. In Sec. III, by using the result of Sec. II, we show another proof of the famous relation between the number of chiral edge modes and the inversion parities at time-reversal-invariant momenta (TRIM). In Sec. IV, we show that μ₁, the indicator of 3D inversion-symmetric HOTI, is directly connected to the 2D indicator, i.e., Chern number parity. In Sec. V, we generalize the results of Sec. II-IV to time-reversal symmetric systems, i.e. class AII systems, and show that κ₁ is directly connected to the Z₂ topological invariant. Conclusion are given in Section VI.

II. BULK-EDGE CORRESPONDENCE IN 1D CLASS A

We start with a noninteracting centrosymmetric system on a one-dimensional lattice with periodic boundary conditions. In such a system, n±(Γⱼ), the number of occupied states with even (+) and odd (−) parities at a TRIM Γⱼ are topological invariants. Particularly for insulators, their sum is equal to the number of occupied bands ν, i.e. n⁺(Γⱼ) + n⁻(Γⱼ) = ν (ν₁). In one-dimensional systems, there are two TRIM, k₁ = 0, π, where k₁ is the momentum. Therefore, in an inversion-symmetric insulator, we have three independent topological numbers (ν, n⁺(0), n⁻(π)). If one of these numbers is different between two insulators, they are topologically different in that they cannot be continuously deformed to each other without gap closing or breaking inversion symmetry.

Here, we briefly discuss a choice of the unit cell and the inversion center. We take the unit cell to be invariant under the inversion operation. Then, there are two inequivalent inversion centers for the unit cell; one is at the center of the unit cell and the other at the boundary of the unit cell, and they are displaced by a half of the primitive lattice vector. In this section, we assume that the number of unit cells, L, is odd, and we choose the inversion center to be the center of the unit cell. As we explain later in Appendix B, when L is even, we should change the choice of the inversion center. We also note that our unit-cell choice cannot be applied to some models, as we explain at the end of this section.

In this section, we show that for a centrosymmetric one-dimensional system with an open boundary condition, when n⁺(0) − n⁻(π) = 1 (mod 2), the number of occupied states (Nopen) have a different parity from that of bulk (Nbulk), i.e. Nopen = Nbulk + 1 (mod 2). More precisely, we show the following relation:

\[ N_{\text{open}} = N_{\text{bulk}} + n^+(0) - n^-(\pi) \pmod{2}. \]

As we will mention later, this result is closely related to a fractional end charge.

A. General proof

Here, we assume that no atomic site is located at the unit-cell boundary. We set the system size to be L|a|, where a is the primitive lattice vector. For simplicity, let L be an odd integer, that is, L = 2M + 1 with an integer M. The case of even L is discussed in Appendix B. For each unit cell, we associate a lattice site with the
FIG. 2. (Color online) Two examples of the bulk energy levels at \( \lambda = \pm 1 \). All of the states except for those at TRIM are preserved. Let \( \lambda = 1 \), the state at \( k_1 = 0 \) is not paired. \( \lambda = -1 \), the state at \( k_1 = \pi \) is not paired.

middle of the unit cell. Let \( x_1 \) be the coordinate along the 1D system, with \( x_1 = -M, -M + 1, \cdots, M - 1, M \) being the lattice sites for the tight-binding model. We first begin with a periodic chain, by connecting between the unit cells at the two sites \( x \). Next, in the following way, we introduce a cutting procedure, which is used in appendix of Ref. [42] for class AII systems. We replace the hopping amplitudes \( t_j \) for all the bonds that cross the boundary between \( x_1 = -M \) and \( x_1 = M \) by \( \lambda t_j \), where \( \lambda \) is real. We note that if \( \lambda = 1 \) the system is periodic in \( x_1 \), and if \( \lambda = 0 \) the system is open in the \( x_1 \) direction. Figure 1 is a conceptual figure of the one-dimensional inversion-symmetric insulator cut at the boundary. For any real values of \( \lambda \), inversion symmetry is always preserved. Let \( N_{\pm} \) be the number of occupied states with odd (even) parity; these values depend on \( \lambda \). First of all, we show that the value of \( N_- \) is evaluated from \( n_- (\Gamma_j) \) for some specific values of \( \lambda \).

First, we consider the case of \( \lambda = 1 \), when the system is periodic in \( x_1 \). In this case, the Bloch wave number \( k_1 \) takes the following values:

\[
k_1 = \frac{2\pi}{L} m_1 \quad (-M \leq m_1 \leq M, \; M : \text{integer}).
\]

Because \( L = 2M + 1 \) is an odd number, \( k_1 = 0 \) as shown in Fig. 2(a). For other values of \( k_1 = k_s (+ \neq 0) \), the inversion operation changes \( k_s \) to \(-k_s \). One can construct eigenstates of the inversion operator \( \mathcal{P} \) with eigenvalues \(+1\) and \(-1\) from \( \psi_m(k_s) \) and \( \psi_m(-k_s) = \frac{1}{\sqrt{2}} (\psi_m(k_s) \mp \mathcal{P} \psi_m(k_s)) \), where \( \psi_m(k) \) is a Bloch eigenstate and \( \mathcal{P} \psi_m(k_s) \propto \psi_m(-k_s) \). Therefore, each pair \((k_s, -k_s) \) contributes 1 to \( N_- \). For an insulating system, the total number of non-TRIM pairs is evaluated as \((L-1)\nu/2 \), where \( \nu \) is the number of occupied bands. Therefore, when \( \lambda = 1 \), \( N_- \) can be expressed as follows:

\[
N_-|_{\lambda=1} = \frac{(L-1)\nu}{2} + n_- (0).
\]

Next, we consider the case of \( \lambda = -1 \), when the system is anti-periodic in \( x_1 \). In this case, by performing a unitary transformation \( U_1 = \exp(i\pi \hat{x}_1/L) \), where \( \hat{x}_1 \) is the position operator, the periodicity in the \( x_1 \) direction can be restored, but the Bloch wave vector is shifted as \( k_1 \to k_1 + \pi/L \) (see Appendix A). Then \( k_1 \) takes the following values:

\[
k_1 = \frac{2\pi}{L} m_1 + \frac{\pi}{L}, \quad (-M \leq m_1 \leq M).
\]

Now, as shown in Fig. 2(b), \( k_1 \) is a TRIM if and only if \( k_1 = \pi \). Therefore,

\[
N_-|_{\lambda=-1} = \frac{(L-1)\nu}{2} + n_- (\pi).
\]

Next, we follow the change in \( N_- \) through the change of \( \lambda \) from 1 to \(-1 \). From Eqs. (3) and (5), the total change in \( N_- \) is evaluated from \( n_- (\Gamma_j) \):

\[
N_-|_{\lambda=-1} - N_-|_{\lambda=1} = n_- (0) - n_- (\pi).
\]

We consider the energy spectrum in the process of changing \( \lambda \). In this process, the Hamiltonian changes only at the boundary. Therefore, only the boundary localized states have strong \( \lambda \) dependence. We can show that, for sufficiently large L, the energy spectrum is symmetric with respect to the transformation \( \lambda \leftrightarrow -\lambda \), and the bound states \( |\psi_l (\lambda)\rangle \) and \( |\psi_l (-\lambda)\rangle \) have opposite parities (see Appendix B). This means that the following relation holds (double sign in the same order):

\[
[N_+]|_{\lambda=b} = [N_-]|_{\lambda=0}.
\]

Here, we used the following notation: \(|X|_{\lambda=a} \equiv X|_{\lambda=a} + X|_{\lambda=-a} \). By using Eqs. (6) and (7), the difference between \( N_{\text{bulk}} \equiv N|_{\lambda=1} \) and \( N_{\text{open}} \equiv N|_{\lambda=0} \) is evaluated as follows:

\[
[N]|_{\lambda=0} = [N_+]|_{\lambda=0} + [N_-]|_{\lambda=0} = [N_-]|_{\lambda=1} + 2[N_-]|_{\lambda=0}.
\]

Therefore, we get

\[
N|_{\lambda=0} = N|_{\lambda=1} + n_- (0) - n_- (\pi) + 2[N_-]|_{\lambda=0}.
\]

Equation (1) is derived by taking modulo 2 on both sides of the Eq. (9).

Here, we explain the relation of this result and the fractional end charge. From Eq. (1), when \( n_- (0) - n_- (\pi) \equiv 1 \) (mod 2), the change of the energy from \( \lambda = 1 \) to \( \lambda = 0 \), the number of occupied states changes by an odd number. Since the Hamiltonian is changed only at the boundary, newly occupied states are localized at the boundary, and it causes total excess charges \( (2m + 1)e \) (\( m: \text{integer} \)) at the two ends of the system. If we assume that the system preserves inversion symmetry, the excess charges should be divided equally to the two ends. Therefore, each end have a fractional excess charge \( (m + \frac{1}{2})e \).
parity with that of case (iii) ($\lambda=2\pi$, $n=0$) (d) ($2\pi$, $n=0$) and (ii) ($2\pi$, $n=0$). In (a-b), $N_{\text{open}}$, the number of states below the Fermi energy $E_F$ at $\lambda=0$, is one less or more than that of the bulk, $N_{\text{bulk}}$. In (c-d), $N_{\text{open}}$ and $N_{\text{bulk}}$ are equal.

**B. Illustrative examples**

Here, we illustrate how the spectrum changes through the change of $\lambda$ for three examples: (i) $\langle n_{-}(0), n_{-}((\pi)) \rangle = (1,0)$, (ii) $\langle 0,0 \rangle$ and (iii) $\langle 2,0 \rangle$. By considering the spectral flow, we can visualize how Eq. (9) is satisfied. In the case (i), when $\lambda$ is changed from $+1$ to $-1$, one state with odd parity crosses the Fermi energy $E_F$ from below, and one state with even parity crosses $E_F$ from above. Furthermore, the energy spectrum is symmetric with respect to the transformation $\lambda \leftrightarrow -\lambda$, and the bound states $|\psi_1(\lambda)\rangle$ and $|\psi_1(-\lambda)\rangle$ have opposite parities (see Appendix B). Figures 3(a,b) show two representative examples of the energy spectra which satisfy these requirements. In Fig. 3(a), the number of occupied states is one less than that of the bulk, i.e. $N_{\text{open}} = N_{\text{bulk}} - 1$. In Fig. 3(b), the number of occupied states is one more than that of the bulk, i.e. $N_{\text{open}} = N_{\text{bulk}} + 1$. In both cases $N_{\text{open}}$ have different parity from that of $N_{\text{bulk}}$. In the case (ii) $\langle n_{-}(0), n_{-}((\pi)) = (0,0)$, the total change in $N_{-}$ is equal to 0. Figure 3(c) shows an example of the energy spectrum. In Fig. 3(c), there is no state which crosses $E_F$, and $N_{\text{open}} = N_{\text{bulk}}$. Finally, we consider case (iii) $\langle n_{-}(0), n_{-}((\pi)) = (2,0)$. In this case, when $\lambda$ is changed from $+1$ to $-1$, two odd- (even-) parity states cross $E_F$ from below (above). One of the examples is shown in Fig. 3(d), and $N_{\text{open}}$ is equal to that of the bulk. In both cases (ii) and (iii), $N_{\text{open}}$ have the same parity with that of $N_{\text{bulk}}$.

**C. Assumptions on the unit-cell choice**

In our theory, we begin with a periodic chain consisting of an integer number of unit cells, and cut the chain at an inversion center. From this construction, we see that not every open chain can be treated within our theory. For example, the open chain in Fig. 4(a-1), where blue and red balls represent different atoms, is outside of our theory because the chain is cut not at an inversion center. The open chain in Fig. 4(a-2) is also outside of our theory because it cannot be constructed from a periodic chain. Therefore, the periodic chain Fig. 4(b) cannot be treated within our scenario.

Here, we discuss the assumptions on the unit-cell choice used in our proof. We have two assumptions: (i) the unit cell is invariant under the inversion operation, and (ii) no atomic site is located at the unit-cell boundary. In the following, we briefly explain that this assumption is physically reasonable as long as we only use the knowledge of the bulk inversion eigenvalues. We also show an example which cannot meet these two assumptions simultaneously, and it is outside the scope of our proof. However, in such an example, the bulk-edge correspondence cannot be understood only from the knowledge of the bulk inversion eigenvalues. In this sense, our proof fully covers the bulk-edge correspondence detected only from the knowledge of the bulk inversion eigenvalues.

First, we explain the assumption (ii). Figures 5(a-1) and (a-2) show two examples of the unit cell of the same
periodic system, whose difference is the choice of the center of the unit cell. Here, the balls represent the atomic sites, and the dashed lines represent the inversion centers. In Fig. 5(a-1), there are no atomic sites at the unit-cell boundary, and the assumption (ii) is satisfied. On the other hand, in Fig. 5(a-2), the atomic site is located at the unit-cell boundary. Since we cannot cut the chain at the atomic site, the unit-cell boundary cannot coincide with the edge of the open system, and this choice of the unit cell in Fig. 5(a-2) cannot be adopted.

We mentioned that the periodic chain Fig. 4(b) cannot be treated within our scenario. From the viewpoint of the above two assumptions (i), (ii), we can equivalently say that we cannot choose a unit cell that simultaneously satisfies the two assumptions (i), (ii), as we can see from Figs. 5(b-1) and (b-2).

Finally, we briefly explain that our assumptions are physically natural for the purpose of obtaining information on the edge state from inversion eigenvalues, in the light of recent works on the Zak phase. In Ref. 45, the Zak phase $\gamma_{\text{Zak}}$ is splitted to the intracellular part $\gamma_{\text{intra}}$ and the intercellular part $\gamma_{\text{inter}}$, and the latter is proportional to the excess edge charge,

$$\gamma_{\text{Zak}} = \gamma_{\text{intra}} + \gamma_{\text{inter}}$$

where $Q_{\text{acc}}^{(R)}$ represents the excess edge charge accumulated at the left (right) edge of the insulating open system. Equation (11) holds when the assumption (ii) is satisfied. The intracellular part, $\gamma_{\text{intra}}$, corresponds to the electronic part of the classical polarization of the bulk's unit cell. Though, the Zak phase $\gamma_{\text{Zak}}$ is independent of the choice of the unit cell, the intracellular and intercellular parts of the Zak phase, $\gamma_{\text{intra}}$ and $\gamma_{\text{inter}}$, depend on the choice of the unit cell. If the unit cell is taken to be invariant under the inversion symmetry (assumption (i)), $\gamma_{\text{intra}}$ vanishes, and $\gamma_{\text{inter}} = \gamma_{\text{Zak}}$. Moreover, if we choose the real-space origin at one of the inversion centers, $\gamma_{\text{Zak}}$ is quantized to 0 or $\pi$ and calculated by the bulk inversion eigenvalues. Therefore, $Q_{\text{acc}}^{(R)}$ is calculated by the bulk inversion eigenvalues if the assumptions (i) and (ii) are met.

III. BULK-EDGE CORRESPONDENCE IN 2D CLASS A

In this section, we show that for an insulating system with an open boundary condition, when $\sum_{j} n_{-}(\Gamma_{j}) = 1 \mod 2$, there are an odd number of chiral edge modes at the boundary. A similar result has been already shown in previous works in the form

$$\prod_{\Gamma_{j} \in \text{TRIM}} (-1)^{n_{-}(\Gamma_{j})} = (-1)^{\text{Ch}}, \tag{12}$$

where Ch is the Chern number of the system. Since the Chern number is equal to the number of chiral edge modes, this equation also means the existence of chiral edge modes when $\sum_{j} n_{-}(\Gamma_{j}) = 1 \mod 2$. In this sense, we give another proof of this equation. We note that, as is the case with for the one-dimensional systems, we take the inversion-symmetric unit cell which is commensurate with the open system.

A. General proof

We consider a two-dimensional crystal with primitive vectors $a_{i}$ ($i = 1, 2$). Let $L_{1}$ ($i = 1, 2$) be the length of the system along $a_{i}$, measured in units of $|a_{i}|$ ($i = 1, 2$). For simplicity, let $L_{1}$ be an odd integer, $L_{1} = 2M_{1} + 1$ ($M_{1} : \text{integer}$), and let $L_{2} \to \infty$. The centers of the unit cells are located at $x_{1} = -M_{1}, -M_{1} + 1, \ldots, M_{1}$, measured in the unit of $|a_{1}|$. As in the one-dimensional case, we replace the hopping amplitudes $t_{j}$ for all bonds that cross the boundary between $x_{1} = -M_{1}$ and $x_{1} = M_{1}$ by $\lambda t_{j}$, where $\lambda$ is real. Note that we impose a periodic boundary condition along the $x_{2}$ direction in the rest of this section. Figure 6 is a conceptual figure of a two-dimensional inversion-symmetric insulator cut at the boundary between $x_{1} = -M_{1}$ and $x_{1} = M_{1}$. For real $\lambda$, inversion symmetry is always preserved.

The inversion operator $\mathcal{P}$ changes the 2D wave vector $k = (k_{1}, k_{2})$ to $(-k_{1}, -k_{2})$. Let us focus on the 1D $\mathcal{P}$-invariant subspaces $k_{2} = 0$ and $k_{2} = \pi$, which we call $\Gamma$ and $\Pi$, respectively. We can regard $\Gamma$ and $\Pi$ as 1D TRIM. Both of the subspaces can be considered as an effective 1D inversion-symmetric system. Let $N_{\mathcal{P}}$ and $N_{\overline{\mathcal{P}}}$ be the numbers of occupied states at $k_{2} = 0$ and that of $k_{2} = \pi$, respectively. From Eq. (11), the change of $N_{\mathcal{P}}$ and $N_{\overline{\mathcal{P}}}$

\begin{center}
\begin{tabular}{c c c}
$\lambda = 1$ & $\lambda = 0$ & $\lambda = -1$
\end{tabular}
\end{center}

FIG. 6. (Color online) Conceptual figure of a two-dimensional inversion-symmetric insulator cut at the boundary along the $x_{1}$ direction. When $\lambda = 1$, the system is periodic, and when $\lambda = 0$ the system is an open finite system at $x_{1} = \text{const}$. When $\lambda = -1$, this system is anti-periodic along the $x_{1}$ direction.
Since the system is insulating for \( \lambda = 1 \), we get \( N_{\Gamma}\lambda = 1 = N_{\Gamma}\lambda = 1 = L_1 \nu \). By subtracting Eq. (14) from Eq. (13), we obtain the following equation:

\[
N_{\Gamma}\lambda = 0 - N_{\Gamma}\lambda = 0 \equiv n_-(\Gamma) - n_-(X) - n_-(Y) + n_-(M) \equiv \sum_{\Gamma_j \in \text{TRIM}} n_-(\Gamma_j) \quad \text{(mod 2)}.
\]

From Eq. (15), when \( \sum n_-(\Gamma_j) = 1 \) (mod 2), for the system with an open boundary condition, the parity of \( N_{\Gamma} \) is different from that of \( N_{\Gamma} \). In order to compensate the difference, an odd number of chiral edge modes must exist between \( \Gamma \) and \( \Gamma \).

Moreover as pointed out in \cite{42}, inversion parities at the respective TRIM have more information than their sum over all the TRIM. For example, if \( \sum_{\Gamma_j} n_-(\Gamma_j) = 1 \), we have two possibilities

\[
([N_{\Gamma}\lambda = 1], \quad [N_{\Gamma}\lambda = 0]) \equiv (1, 0), (0, 1) \quad \text{(mod 2)},
\]

and we can identify which possibility is realized from parity eigenvalues \( n_-(\Gamma_j) \), from Eqs. (13) and (14). This indicates which of the 1D TRIM \( \Gamma \) and \( \Gamma \), is “inside of the boundary Fermi surface”. Here, we define “inside of the boundary Fermi surface” as a subspace of \( k \)-space where the number of occupied states is more or less than that of the bulk by an odd number. In order to express this feature, we define boundary fermion parity at \( k_y \) to be \( n_{\text{boundary}}(k_y) = [N_{\Gamma}\lambda = 0] \), as an analogue of the surface fermion parity in \cite{42}. This boundary fermion parity \( n_{\text{boundary}}(k_y) \) is always an integer. From (13) and (14), we define the boundary fermion parity at \( \Gamma \) to be \( \sum_{\Gamma_j} n_-(\Gamma_j) \) (mod 2) where the sum is taken over the 2D TRIM \( \Gamma \), which is projected onto \( \Gamma_j = (\Gamma, \Gamma) \). As long as inversion symmetry is preserved, when we modify the system perturbatively without closing the gap, \( n_{\text{boundary}}(\Gamma_j) \) changes by an even number. Therefore, the parity of \( n_{\text{boundary}}(\Gamma_j) \) is a topological number, and it is natural that it is given by the parities at the 2D TRIM.

Here, we note the relation of our study and the previous works. Previous works\cite{14,15} have shown that, for two-dimensional systems, the quantity \((-1)^{\text{Ch}}\), where \( \text{Ch} \) is the Chern number along a crystal plane of the system, is equal to the product of the inversion parities at TRIM on the plane in \( k \)-space. Other studies\cite{43,44} have shown that, for two-dimensional systems, the number of chiral edge modes is equal to the Chern number of the system. By combining these two results, we conclude that the quantity \((-1)^{\text{N}_{\text{edge}}}\), where \( \text{N}_{\text{edge}} \) is the number of chiral edge modes, is equal to the product of the inversion parities at TRIM. This is exactly the same statement which we have shown in this section. However, compared to the previous studies on bulk-edge correspondence\cite{41}, our proof directly relates the bulk inversion parities to the existence of the chiral edge modes. Moreover, our proof clarifies that the inversion parities at each TRIM have more information than their product\cite{12,13,15}, leading to the notion of boundary fermion parity \( n_{\text{boundary}}(\Gamma_j) \). Therefore, our proof gives a new perspective to the existing results.

**B. Illustrative examples**

Here, we show two examples to see how the system evolves by the change of \( \lambda \). Figure 7 shows two examples of the bulk parity and corresponding surface energy spectrum. Figure 7(b-1) shows the case with \( \sum n_-(\Gamma_j) = 0 \). In this case, inversion parities at \( \Gamma \) and \( \Gamma \) do not depend on \( \lambda \), as shown in Fig. 7(b-2) and (b-3). Therefore, the corresponding surface energy spectrum, Fig. 7(b-4), do not have a chiral edge mode. Figure 7(c-1) shows the case with \( \sum n_-(\Gamma_j) = 1 \). In this case, inversion parities at \( \Gamma \) depend on \( \lambda \), as shown in Fig. 7(c-2) and (c-3). Therefore, when \( \lambda = 0 \), the number of states at \( \Gamma \) is one less than that of bulk. On the other hand, inversion parities at \( \Gamma \) do not depend on \( \lambda \) as shown in Fig. 7(c-2). Therefore, the corresponding surface energy spectrum, Fig. 7(c-4), have a chiral edge mode, which compensates the difference of the number of occupied states at \( \Gamma \) and \( \Gamma \).

**IV. BULK-HINGE CORRESPONDENCE IN 3D CLASS A**

In this section, we consider a three-dimensional noninteracting centrosymmetric insulator with periodic boundary conditions. In a three-dimensional system, there are eight TRIM. As in the case of one- and two-dimensional insulators, we have nine independent topological numbers \( \nu \), \( n_-(\Gamma_j) \), where \( \nu \) is filling, and \( n_-(\Gamma_j) \) is the number of occupied states with odd parity at the TRIM \( \Gamma_j \). Interestingly, some combinations of \( \{n_-(\Gamma_j)\} \) cannot be realized in atomic insulators. The following four numbers, calculated from \( n_-(\Gamma_j) \), are indicators which specify whether the combinations of \( \{n_-(\Gamma_j)\} \) can be realized in an atomic insulator or not:\cite{14,15,16,17}

\[
\nu_a = \sum_{\Gamma_j : \text{TRIM} \ni k_y = \pi} n_-(\Gamma_j) \quad (\text{mod 4}), \quad (17)
\]

We note that, for insulators, \( \nu_1 \) takes only the values 0 or 2. If \( \nu_1 = 1 \) or 3, there are Weyl points somewhere in
In this section, we show a direct correspondence between the bulk topological invariant \( \mu_1 \) and the existence of chiral hinge states. To this end, we introduce a cutting procedure along one direction, which we call \( x_1 \) axis, and study the 2D system after cutting the system along \( x_1 \) direction as an internal degree of freedom, this system can be regarded as a two-dimensional system. Then

\[ k \] space between the valence bands and the conduction bands, meaning that the system is not an insulator.

In this section, we show a direct correspondence between the bulk topological invariant \( \mu_1 \) and the existence of chiral hinge states. To this end, we introduce a cutting procedure along one direction, which we call \( x_1 \) axis, and study the 2D system after cutting the system along

\[ \lambda = 1 \]

\[ \l_1 = 0 \]

\[ \lambda = -1 \]

a plane \( x_1 = \text{const.} \), which corresponds to \( \lambda = 0 \) in the cutting process. We show that in a system with an open boundary condition in one direction, when \( \mu_1 = 2 \), (i) the surface band structure is gapless or (ii) the surface band structure is gapped and the Chern number of the system is equal to \( 1 \) (mod 2). More precisely, under the assumption that the system is insulating both in the bulk and the surface, we show the following relation:

\[ \sum_{j} \tilde{n}_\lambda - (\Gamma_j | \mu_1, 0) \equiv \frac{1}{2} (\mu_1) \pmod{2}, \tag{19} \]

where \( \tilde{n}_\lambda - (\Gamma_j) \) is the number of occupied states with odd parity at the 2D TRIM \( \Gamma_j \). Equation (19) is a central result of this paper, which shows the direct relationship of the 3D indicator in the bulk and the 2D indicator with an open boundary. We note that, as is similar to the one-dimensional case, we take an inversion-symmetric unit cell which is commensurate with the open system.

A. General proof

We set the system size along the \( x_1 \) axis to be \( L_i \) (\( i = 1, 2, 3 \)) measured in units of \( |a_i| \) \( (i = 1, 2, 3) \). For simplicity, let \( L_1 \) be an odd integer, \( L_1 = 2M_1 + 1 \) (\( M_1 \) : integer), and let \( L_2, L_3 \to \infty \). The centers of the unit cells are located at \( x_1 = -M_1, -M_1 + 1, \ldots, M_1 \), measured in the units of \( |a_1| \). We first start with a periodic system with \( x_1 = M_1 \) and \( x_1 = -M_1 \) being connected. We then replace the hopping amplitudes \( t_j \) for all bonds that cross the boundary between \( x_1 = M_1 \) and \( x_1 = -M_1 \) by \( \lambda t_j \), where \( \lambda \) is real. Note that we impose a periodic boundary condition for \( x_2 \) and \( x_3 \) directions in the rest of this section. Figure 8 is a conceptual figure of a three-dimensional inversion-symmetric insulator cut at the boundary between \( x_1 = M_1 \) and \( x_1 = -M_1 \). For any real values of \( \lambda \), inversion symmetry is always preserved.
we regard \( \mathbf{k}_\parallel \equiv (k_2, k_3)^T \) as a wave vector in this effective 2D system, where \( k_2 \) and \( k_3 \) take the value \(-\pi < k_i \leq \pi \) \((i = 2, 3)\). \( \mathbf{k}_\parallel \) is a TRIM if and only if \( \mathbf{k}_\parallel = (0, 0), (\pi, 0), (0, \pi), (\pi, \pi) \), which we call \( \mathbf{\Gamma}, \mathbf{Y}, \mathbf{Z}, \mathbf{T} \), respectively. Let \( N_{\mathbf{\Gamma}}(\lambda) \) be the total number of occupied states at \( \mathbf{k}_\parallel = \mathbf{\Gamma} \) for a given value of \( \lambda \).

We show that \( \hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=0} \) is evaluated from the knowledge of \( n_-(\mathbf{\Gamma}_j) \) and \( N_{\mathbf{\Gamma}'}(\lambda) = 0 \). We note that \( \mathbf{k}_\parallel = \mathbf{\Gamma} \) represents a one-dimensional \( \mathcal{P} \)-invariant subspace in 3D \( k \)-space. In this subspace, \( \hat{n}_-(\mathbf{\Gamma}_j) \) corresponds to \( n_-(\mathbf{\Gamma}_j) \) in the one-dimensional case discussed in Sec. II. Therefore, from Eqs. (19) and (20), we get the following equation:

\[
\hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=0} = (L_1 - 1)\nu + n_-(0, \mathbf{\Gamma}_j),
\]

(20)

\[
\hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=1} = (L_1 - 1)\nu + n_-(\pi, \mathbf{\Gamma}_j),
\]

(21)

\[
\hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=1} = \frac{1}{2} \left[ N_{\mathbf{\Gamma}}(\lambda) + n_-(\pi, \mathbf{\Gamma}_j) - n_-(0, \mathbf{\Gamma}_j) \right]
\]

(22)

where \((0, \mathbf{\Gamma}_j)\) and \((\pi, \mathbf{\Gamma}_j)\) are 3D TRIM. By adding Eq. (20) and Eq. (22), we get the following equation:

\[
\hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=0} = \frac{N_{\mathbf{\Gamma}}(\lambda) - \nu}{2} + \frac{n_-(0, \mathbf{\Gamma}_j) + n_-(\pi, \mathbf{\Gamma}_j)}{2},
\]

(23)

where we use the relation \( N_{\mathbf{\Gamma}}|_{\lambda=1} = L_1\nu \). By summing Eq. (23) over \( \mathbf{\Gamma}_j \), we obtain the following equation:

\[
\sum_{\mathbf{\Gamma}_j} \hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=0} = \frac{1}{2} \sum_{\mathbf{\Gamma}_j} N_{\mathbf{\Gamma}}|_{\lambda=0} - 2\nu + \frac{1}{2} \sum_{\mathbf{\Gamma}_j} n_-(\mathbf{\Gamma}_j).
\]

(24)

Next, let us assume that the system at \( \lambda = 0 \) is also insulating, which means that the surface is also insulating. Then the values of \( N_{\mathbf{\Gamma}'}|_{\lambda=0} \) at the four TRIM are equal, i.e. \( N_{\mathbf{\Gamma}'}|_{\lambda=0} = N_{\text{open}} \). Then, we get the following equation:

\[
\sum_{\mathbf{\Gamma}_j} \hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=0} = 2N_{\text{open}} - 2\nu + \frac{1}{2} (-\mu_1).
\]

(25)

Then we note that the l.h.s. of Eq. (25) is equal to the parity of the Chern number at \( \lambda = 0 \). It is because, in a two-dimensional centrosymmetric system, \((-1)^{\text{Ch}}\) is equal to the product of the \( \mathcal{P}_2 \) eigenvalues at TRIM, where \( \mathcal{P}_2 \) is the inversion operator of the two-dimensional system, as shown in the Sec. III and in some previous works. Equation (19) is derived by taking modulo 2 in Eq. (25).

In particular, when \( \mu_1 = 2 \), we conclude that \( \text{Chern}|_{\lambda=0} = 1 \) (mod 2). It means that if we make the system to be open also along \( x_2 \)-, and \( x_3 \)-directions, this system supports chiral edge modes with the number of chiral modes being an odd number. These chiral modes can be on surfaces or on hinges, as shown in Fig. 9(a-c). If we further assume that all the surfaces are gapped, these chiral modes are localized on the hinges.

**B. Illustrative examples**

In this subsection, we consider two typical examples and demonstrate the validity of the formula (19) holds: (A) \( \mu_1 = 2, \nu_a = 0 \) (HOTI) and (B) \( \mu_1 = 2, \nu_1 = 1, \nu_2 = \nu_3 = 0 \) (weak Chern insulator). In the rest of this subsection, we assume that the surface band structure, i.e. the band structure at \( \lambda = 0 \), is gapped. Since \( \mu_1 = 2 \) in both cases, from the formula (19), both systems have a nontrivial Chern number when \( \lambda = 0 \). However, due to the difference of the weak topological number, \( \nu_1 \), their topological nature is completely different. Here, we illustrate the spectral flow for the change of \( \lambda \), and we confirm the result by a model calculation. We find that the spectral flows of (A) and (B) are completely different.

The difference comes from the difference of \( \nu_1 \).

\[
\nu_1 = 2, \nu_a = 0 \quad (a = 1, 2, 3)
\]

One of the simplest examples to realize \( \mu_1 = 2, \nu_a = 0 \) \((a = 1, 2, 3)\) is \( n_-(\mathbf{\Gamma}) = 2, n_-(\mathbf{\Gamma}_j) = 0 \) \((\mathbf{\Gamma}_j \not= \mathbf{\Gamma})\) and \( \nu = 2 \). The bulk parity corresponding to this example is illustrated in Fig. 10(b). We note that, since \( \nu = 2 \) and \( L_1 - 1 = 2M_1 \), from Eq. (20) and (21), \( \hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=1} = 2M_1 + n_-(\pi, \mathbf{\Gamma}_j) \), and \( \hat{n}_-(\mathbf{\Gamma})|_{\lambda=1} = 2M_1 \).

Then following relations hold:

\[
\hat{n}_-(\mathbf{\Gamma})|_{\lambda=1} = 2M_1 + 2, \quad \hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=-1} = 2M_1,
\]

(26)

\[
\hat{n}_-(\mathbf{\Gamma})|_{\lambda=\pm 1} = \hat{n}_-(\mathbf{Z})|_{\lambda=\pm 1} = \hat{n}_-(\mathbf{\Gamma})|_{\lambda=\pm 1} = 2M_1.
\]

(27)

Next we calculate \( \hat{n}_-(\mathbf{\Gamma}_j)|_{\lambda=0} \) for TRIM \( \mathbf{\Gamma}_j \). First, let us consider the case of \( \mathbf{k}_\parallel = \mathbf{\Gamma} \). From Eq. (26), when...
the cases of \( k_\parallel = Z, T \) are the same as the case of \( k_\parallel = Y \).

We consider the energy spectrum at \( \Gamma \) in changing \( \lambda \) from 1 to -1. Since \( \tilde{n}_-(\Gamma)|_{\lambda=1} = 2M_1 \), the number of states with even (odd) parity which cross \( E_F \) from above is equal to that from below through the change of \( \lambda \) from 1 to \( \lambda = -1 \). Figure 10(f-g) shows two representative examples of energy spectrum which satisfy this requirement. In Fig. 10(f), \( N_T|_{\lambda=0} \), \( N_Z|_{\lambda=0} \) is equal to that of bulk, and in Fig. 10(g), \( N_T|_{\lambda=0} \) is two less than that of bulk. The differences in the value of \( \tilde{n}_-(Y) \) between \( \lambda = 0 \) and \( \lambda = 1 \) are \( |\tilde{n}_-(Y)|_{\lambda=0} = 0 \) in Fig. 10(f) and \( |\tilde{n}_-(Y)|_{\lambda=0} = -1 \) in Fig. 10(g). Therefore, \( \tilde{n}_-(Y)|_{\lambda=0} \equiv 0 \) (mod 2) in Fig. 10(f), and \( \tilde{n}_-(Y)|_{\lambda=0} \equiv 1 \) (mod 2) in (g).

Finally, we combine the results at \( \Gamma, Y, Z \) and \( \Gamma \). First of all, from the assumption that the bulk is insulating, the number of bulk occupied states is equal for all the 2D TRIM \( \Gamma_j \):

\[
N|_{\lambda=1} \equiv N_T|_{\lambda=1} = N_Z|_{\lambda=1} = N_T|_{\lambda=0} = N_T|_{\lambda=1}. \quad (28)
\]

Secondly, from the assumption that the surface is insulating, the following equation holds:

\[
N|_{\lambda=0} \equiv N_T|_{\lambda=0} = N_T|_{\lambda=0} = N_T|_{\lambda=0} = N_T|_{\lambda=0}. \quad (29)
\]

Hence, there are two possibilities, depending on the difference between \( N|_{\lambda=1} \) and \( N|_{\lambda=0} \), being 0 or 2 modulo 4. This constrains combinations of evolutions of states at \( \Gamma, Y, Z \) and \( \Gamma \) upon a change of \( \lambda \). First, when \( N|_{\lambda=1} = N|_{\lambda=0} \), the spectrum at \( \Gamma \) is like Fig. 10(d), while that at \( Y, Z \) and \( \Gamma \) are Fig. 10(f). Therefore, \( \tilde{n}_-(\Gamma)|_{\lambda=0} \equiv 1 \) and \( \tilde{n}_-(Y)|_{\lambda=0} \equiv \tilde{n}_-(Z)|_{\lambda=0} \equiv \tilde{n}_-(\Gamma)|_{\lambda=0} \equiv 0 \) (mod 2), and the sum of the number of states with odd parity at 2D TRIM \( \Gamma_j \) is 1 (mod 2). Figure 10(h) shows inversion parities at \( \lambda = -1, 0, 1 \), and 1, corresponding to Fig. 10(d,f),(f). Second, when \( N|_{\lambda=1} = N|_{\lambda=0} = 2 \) (mod 4), the spectrum at \( \Gamma \) is Fig. 10(e) while that at \( Y, Z \) and \( \Gamma \) are Fig. 10(g). Therefore, \( \tilde{n}_-(\Gamma)|_{\lambda=0} \equiv 0 \) and \( \tilde{n}_-(Y)|_{\lambda=0} \equiv \tilde{n}_-(Z)|_{\lambda=0} \equiv \tilde{n}_-(\Gamma)|_{\lambda=0} \equiv 1 \), and their sum is 3 (mod 2). To summarize, in either case, \( \sum_{\Gamma_j} \tilde{n}_-(\Gamma_j)|_{\lambda=0} \equiv 1 \) (mod 2), which means that the Chern number of the system is 1 (mod 2).

We confirm this by a model calculation. We use the following tight-binding Hamiltonian:

\[
\mathcal{H}(k) = -\left( m - c \sum_{j=x,y,z} \cos k_j \right) \tau_z - t \sum_{j=x,y,z} \sigma_j \tau_z \sin k_j + \mathbf{B} \cdot \sigma + A \tau_z \sigma_z, \quad (30)
\]

where \( m = 4, c = 2, t = 1, \mathbf{B} = (0.3, 0.3, 0.3) \) and \( A = 0.3 \). This Hamiltonian is symmetric under inversion operation \( \mathcal{P} = \tau_z \), and the inversion parities at TRIM are shown in Fig. 10(b). If \( \mathbf{B} = 0 \) and \( A = 0 \), the model (30) describes a conventional topological insulator protected by time-reversal symmetry [12]. \( \mathbf{B} \) is considered

FIG. 10. (Color online) Illustrative examples of \( \mu_1 = 2 \) topological insulators. (a) 1/8 of the 3D Brillouin zone and the symmetry labels shown in black, and 1/4 of the 2D Brillouin zone and the symmetry labels shown in orange. (b-c) Two examples of inversion parities at TRIM for (b) \( \nu_0 = 0 \) (HOTI) and (c) \( \nu_1 = 1, \nu_2 = \nu_3 = 0 \) (weak Chern insulator). (d-g) Four representative examples of the energy spectrum on \( \lambda \). Red and blue lines represent bound states with even and odd parity, respectively. (f) and (g) differ only by the Fermi energy. (h-i) Two examples of inversion parities at 2D TRIM for (b) \( \nu \) and (c) \( \nu \). Figure 10(f) shows two representative examples of energy spectrum on \( \lambda \). States cross \( E_F \) from above. Furthermore, as we show in Appendix A, the energy spectrum is symmetric under the flipping of the sign of \( \lambda \), and the bound states \( |\psi(\lambda)\rangle \) and \( |\psi(-\lambda)\rangle \) have opposite parities. Figure 10(d-e) shows two representative examples of the energy spectrum which satisfy these requirements. The number of states below the Fermi energy \( E_F \) at \( \lambda = 0 \), \( N_T|_{\lambda=0} \), is equal to that of bulk in (d) and two less than that of bulk in (e). The differences in the value of \( \tilde{n}_-(\Gamma) \) between \( \lambda = 0 \) and \( \lambda = 1 \) are \( |\tilde{n}_-(\Gamma)|_{\lambda=0} = 1 \) in Fig. 10(d) and \( |\tilde{n}_-(\Gamma)|_{\lambda=0} = -2 \) in (e). Therefore, \( \tilde{n}_-(\Gamma)|_{\lambda=1} \equiv 1 \) (mod 2) in Fig. 10(d), and \( \tilde{n}_-(\Gamma)|_{\lambda=0} \equiv 0 \) (mod 2) in (e). Next, let us consider the case of \( k_\parallel = T \). We note that \( \lambda \) is decreased from 1 to -1, two odd-parity states cross the Fermi energy \( E_F \) from below, and two even parity states cross \( E_F \) from above. Furthermore, as we show in Appendix A, the energy spectrum is symmetric under the flipping of the sign of \( \lambda \), and the bound states \( |\psi(\lambda)\rangle \) and \( |\psi(-\lambda)\rangle \) have opposite parities. Figure 10(d-e) shows two representative examples of the energy spectrum which satisfy these requirements. The number of states below the Fermi energy \( E_F \) at \( \lambda = 0 \), \( N_T|_{\lambda=0} \), is equal to that of bulk in (d) and two less than that of bulk in (e). The differences in the value of \( \tilde{n}_-(\Gamma) \) between \( \lambda = 0 \) and \( \lambda = 1 \) are \( |\tilde{n}_-(\Gamma)|_{\lambda=0} = 1 \) in Fig. 10(d) and \( |\tilde{n}_-(\Gamma)|_{\lambda=0} = -2 \) in (e). Therefore, \( \tilde{n}_-(\Gamma)|_{\lambda=1} \equiv 1 \) (mod 2) in Fig. 10(d), and \( \tilde{n}_-(\Gamma)|_{\lambda=0} \equiv 0 \) (mod 2) in (e).
as a uniform magnetic field, which breaks time-reversal symmetry. $A$ is considered as an orbital-dependent magnetic field which depends on the orbital degrees of freedom $\tau$. The Fermi energy is set to be $E_F = 0$. The energy spectrum on $\lambda$ at $\Gamma$ and $\Upsilon$ is shown in Fig. 11 (a) and (b) respectively. As expected from the theoretical calculation, the energy spectrum at $\Gamma$ has crossing points as shown in Fig. 11 (a), and there is no crossing point at $\Upsilon$ as shown in Fig. 11 (b). This corresponds to the case with Fig. 10 (d) and (f). These results support our theoretical calculation.

2. $\mu_1 = 2, \nu_1 = 1, \nu_2 = \nu_3 = 0$

As an example to realize $\mu_1 = 2, \nu_1 = 1, \nu_2 = \nu_3 = 0$, here we take $n_-(\Gamma) = n_1(X) = 1, n_-(\Gamma) = 0 \ (\Gamma \neq \Gamma, X)$ and $\nu = 2$. The bulk parity corresponding to this example is illustrated in Fig. 10 (c).

First, we note that the cases of $k_{||} = \Upsilon, \Sigma$ and $T$ are the same as the case of $k_{||} = \Gamma$ in the previous example in Sec. IV B1. Therefore, for $\Gamma = \Upsilon, \Sigma$ and $T$, we get $\tilde{n}_-(\Gamma)|_{\lambda = 0} = 0 (\text{mod } 2)$ in Fig. 10(f), and $\tilde{n}_-(\Gamma)|_{\lambda = 0} \equiv 1 (\text{mod } 2)$ in (g).

Next, let us consider the case of $k_{||} = \Gamma$. Since $\nu = 2$ and $L_1 - 1 = 2M_1$, from Eq. (20) and (21), we get $\tilde{n}_-(\Gamma)|_{\lambda = 1} = 2M_1 + n_-(\Gamma) = 2M_1 + 1$, and $\tilde{n}_-(\Gamma)|_{\lambda = -1} = 2M_1 + n_-(X) = 2M_1 + 1$. Therefore, there is a change from $\lambda = 1$ to $\lambda = -1$, the number of states with even (odd) parity which cross $E_F$ from above is equal to that from below as a whole. Two examples of the possible energy spectra are shown in Fig. 10(f) and (g). We get $\tilde{n}_-(\Gamma)|_{\lambda = 0} \equiv 1 (\text{mod } 2)$ in Fig. 10(f), and $\tilde{n}_-(\Gamma)|_{\lambda = 0} \equiv 0 (\text{mod } 2)$ in (g).

Finally, we combine the results at $\Gamma, \Upsilon, \Sigma$ and $T$. First of all, from the assumption that both the bulk and the surface is insulating, $N_{\Gamma_j}|_{\lambda = 0}$ and $N_{\Gamma_j}|_{\lambda = 1}$ do not depend on $\Gamma_j$. Therefore, in Fig. 10 within the two cases (f) and (g), the energy spectrum at the four 2D TRIM $\Gamma_j$ ($\Gamma_j = \Gamma, \Sigma, \Upsilon, T$) are the same, because $N_{\lambda = 1} - N_{\lambda = 0} = 1$ equal to 0 (mod 4) in Fig. 10(f) and 2 (mod 4) in Fig. 10(g). In Fig. 10(f), since $\tilde{n}_-(\Gamma)|_{\lambda = 0} \equiv 1$ and $\tilde{n}_-(\Gamma)|_{\lambda = 0} \equiv \tilde{n}_-(\Sigma)|_{\lambda = 0} \equiv \tilde{n}_-(\Upsilon)|_{\lambda = 0} \equiv 0$, their sum is 1 (mod 2). Figure 10(f) shows inversion parities at $\lambda = -1, 0$ and 1, corresponding to Fig. 10(f).

In Fig. 10(g), $\tilde{n}_-(\Gamma)|_{\lambda = 0} \equiv 0$ and $\tilde{n}_-(\Sigma)|_{\lambda = 0} \equiv \tilde{n}_-(\Gamma)|_{\lambda = 0} \equiv \tilde{n}_-(\Upsilon)|_{\lambda = 0} \equiv 1$, their sum is 3 $\equiv 1$ (mod 2). In either case, $\sum_{\Gamma_j} \tilde{n}_-(\Gamma_j)|_{\lambda = 0} = 1 (\text{mod } 2)$, which means that the Chern number of the system is 1 (mod 2).

We confirm this by model calculation. We use the following tight-binding Hamiltonian:

$$\mathcal{H}(k) = -\left( m - c \sum_{j=x,y,z} \cos k_j \right) \tau_z - t \sum_{j=x,y,z} \sigma_j \tau_x \sin k_j + B \cdot \sigma + A \tau \sigma_z,$$

where $m = 4, c = 2, t = 1, B = (1.5, 0.5, 0.5)$ and $A = 0.3$. This Hamiltonian is symmetric under inversion operation $P = \tau_z$, and the inversion parities at TRIM are shown in Fig. 10(c). The main difference between the models (30) and (31) is presence/absence of the term $\tau_z \cos k_x$. The energy spectrum on $\lambda$ at $\Gamma$ and $\Upsilon$ is shown in Fig. 11 (c) and (d) respectively. As expected from the theoretical calculation, the energy spectrum at $\Gamma$ and $\Upsilon$ have no crossing point as shown in Fig. 11 (c) and (d) respectively. From these calculations, in the case with $(\mu_1, \nu_1) = (2, 1)$, we conclude that the Chern number perpendicular to the $x_1$-axis is always 1: $(\text{Chern})|_{\lambda = 1} = (\text{Chern})|_{\lambda = 0} = 1 (\text{mod } 2)$. This is different from the previous example with $(\mu_1, \nu_1) = (2, 0)$. In that case, the Chern number depends on $\lambda$: $(\text{Chern})|_{\lambda = 1} = 0 (\text{mod } 2)$ and $(\text{Chern})|_{\lambda = 0} = 1 (\text{mod } 2)$.

V. BULK-EDGE AND BULK-HINGE CORRESPONDENCE IN CLASS AII

In this section, we extend the results of the previous sections to spinful systems with time-reversal sym-
metry, i.e. class AII systems. In class AII systems, due to the time-reversal symmetry, all energy eigenstates are Kramers-degenerate. Therefore, the number of occupied states $N$ should be an even number. Moreover, since the inversion operator $\mathcal{P}$ commutes with the time-reversal operator $\Theta$, all the inversion eigenstate $|\psi\rangle$ and its Kramers partner $\Theta |\psi\rangle$ have the same parity. This means that, the number of occupied states with odd parity is always an even number. Therefore, $N_-$ and $n_-(\Gamma_j)$ should be even. Here, we define $M$, $M_-$ and $m_-(\Gamma_j)$ as halves of $N$, $N_-$ and $n_-(\Gamma_j)$, respectively, i.e.,

$$M = \frac{N}{2}, \quad M_- = \frac{N_-}{2}, \quad m_-(\Gamma_j) = \frac{n_-(\Gamma_j)}{2}. \quad (32)$$

By replacing $N$, $N_-$ and $n_-$ in the previous sections with $M$, $M_-$ and $m_-$ respectively, we obtain an extension of our theory to class AII systems. We note that $M$ is equal to the total number of occupied Kramers pairs of states. Likewise, $M_-$ is equal to the number of occupied Kramers pairs of states with odd parity, and $m_-(\Gamma_j)$ is the number of occupied Kramers pairs of states with odd parity at a TRIM $\Gamma_j$. We also note that one- and two-dimensional cases are already discussed in the previous study\cite{fu2007}. However, for convenience of the readers, we rewrite these discussions in the previous study in our notation.

A. 1D

By replacing $N_-$ and $n_-$ in Eq. (9) with $M_-$ and $m_-$, respectively, we obtain the following relation:

$$M_{\text{open}} = M_{\text{bulk}} + m_-(0) - m_-(\pi) + 2[M_-]_{\lambda=0}, \quad (33)$$

$$\equiv M_{\text{bulk}} + m_-(0) - m_-(\pi) \quad (\text{mod 2}). \quad (34)$$

This means that the number of occupied Kramers pairs of states at $\lambda = 0$ and $\lambda = 1$ differ by 1 (mod 2) if $m_-(0) - m_-(\pi) \equiv 1 \pmod{2}$.

B. 2D

By replacing $N$ and $n_-$ in Eq. (15) with $M$ and $m_-$ respectively, we obtain the following relation:

$$M_{0|\lambda=0} - M_{\pi|\lambda=0} \equiv \sum_{\Gamma_j, \text{TRIM}} m_-(\Gamma_j) \quad (\text{mod 2}) \quad (35)$$

This means that if the r.h.s. of Eq. (35) is 1 mod 2, the number of occupied Kramers pairs of states for $\lambda = 0$ at $k_0 = 0$ is different from that at $k_1 = \pi$. In order to compensate the difference, there should be an odd number of helical edge modes between $k_0 = 0$ and $k_1 = \pi$. We note that this result is consistent with the well-known Fu-Kane formula\cite{fu2007}, which shows that the r.h.s. of Eq. (35) is equal to the $Z_2$ topological invariant of the system.

C. 3D

By replacing $N$ and $n_-$ in Eq. (25) with $M$ and $m_-$ respectively, we obtain the following relation:

$$\sum_{\Gamma_j} m_-(\Gamma_j)|_{\lambda=0} = 2M|_{\lambda=0} - \nu + \frac{1}{2}(-\kappa_1) \equiv \frac{1}{2}(-\kappa_1) \quad (\text{mod 2}). \quad (36)$$

Here, $\kappa_1$ is defined as follows\cite{fu2007}:

$$\kappa_1 = \sum_{\Gamma_j, \text{TRIM}} (n_+(\Gamma_j) - n_-(\Gamma_j))/4 \equiv - \sum_{\Gamma_j, \text{TRIM}} n_-(\Gamma_j)/2 \quad (\text{mod 4})$$

$$\equiv - \sum_{\Gamma_j, \text{TRIM}} m_-(\Gamma_j) \quad (\text{mod 4}). \quad (37)$$

The l.h.s. of Eq. (36) is equal to the $Z_2$ topological invariant of the system in a slab geometry\cite{fu2007}. Therefore, if $\kappa_1 = 2 \pmod{4}$, the system in a slab geometry is a quantum spin Hall insulator. It means that if we make the system to be open also along $x_2$-, and $x_3$-directions, this system supports helical edge modes with the number of helical modes being an odd number. As in the previous section, these “edge” modes can be on surfaces or on hinges. If we further assume that all the surfaces are gapped, these helical edge modes are at the hinges. This gives a proof of the bulk-hinge correspondence in inversion-symmetric 3D class AII systems\cite{fu2007,leijnse2011}.

VI. Conclusion

In the present paper, we studied the bulk-edge and bulk-hinge correspondences in inversion-symmetric insulators. We used a cutting procedure, and study the spectral flow in the cutting process. In one- and two-dimensional centrosymmetric systems, we showed that the proof of the bulk-edge correspondence is simplified by introducing a cutting procedure. For a three-dimensional centrosymmetric system, we proved the bulk-hinge correspondence by considering the spectral flow in the cutting process. Unlike the previous approach for the explanation of the bulk-hinge correspondence, our proof is applicable to more general tight-binding models with inversion symmetry. We also confirmed this by model calculations, and showed that the spectral flow is consistent with the theoretical calculation.

One of the advantages of our method is its generality. Our method is applicable to any tight-binding models with inversion symmetry, as long as the unit cell is taken to be invariant under the inversion symmetry. In the main text, we have only considered systems with an odd value of $L$, the number of unit cells in the system. However, as shown in Appendices B and C, our proof can
FIG. 12. (Color online) Conceptual figure of the boundary geometry and the gapless 1D states of the 3D inversion-symmetric HOTI. Red lines represent the gapless hinge states. As long as an infinite slab with surfaces at $x_1 = \pm M_1$ preserves the inversion symmetry, gapless hinge states appear on the side surfaces.

also be applied to systems with even $L$. Moreover, in the main text, we only consider the simple boundary condition. However, as shown in Appendix D, our approach is also applicable to other boundary conditions, as long as $L$ is sufficiently large.

Our result brings about a new perspective to an interplay between topology and system geometry of the HOTI. In the present paper, we showed that, when we impose an open boundary condition in one direction, a 3D inversion-symmetric HOTI in class A (class AII) becomes a 2D quantum Hall insulator (2D quantum spin Hall insulator). Since the edge modes of these 2D topological insulators appear irrespective of the shape of the boundary, the hinge states of these 3D HOTI always appear irrespective of the boundary shape of the other two directions, $x_2$ and $x_3$, as shown in Fig. 12. This means that even if the crystal shape of the HOTI does not respect the inversion symmetry, the “hinge” states remain gapless as long as the crystal shape is wide enough in the $x_2$-$x_3$ direction (compared with the localization length of the hinge states) as shown in Fig. 12.

ACKNOWLEDGMENTS

R.T. thanks Motoaki Hirayama for useful comments and discussions. This work was supported by JSPS KAKENHI Grant Numbers JP18J23289 and JP18H03678.

Appendix A: Unitary operator $U_x$ and approximation of $\mathcal{H}(-\lambda)$

In this appendix we show two results which are used in Sec. II: (i) the Hamiltonian with the anti-periodic boundary condition is unitary equivalent to that with the periodic boundary condition with a shifted Bloch wave vector, and (ii) for sufficiently large $L$, the bound states $|\psi(\lambda)\rangle$ and $|\psi(-\lambda)\rangle$ have opposite parities. Both are derived from the fact that $\mathcal{H}(-\lambda)$ is well-approximated by $U_x\mathcal{H}(\lambda)U_x^\dagger$, where $U_x = \exp[i\pi x/L]$ is a phase twist operator along $x$.

First, we see how $U_x\mathcal{H}(\lambda)U_x^\dagger$ is related to $\mathcal{H}(-\lambda)$. We consider a one-dimensional periodic system with the coordinate $x$. Let the system size in $x$-direction be $L = 2M+1$ with an integer $M$ measured in the unit of the lattice constant $|a|$. We introduce an open boundary via cutting procedure. We replace the hopping amplitudes $t_j$ for all the bonds that cross the boundary between $x = -M$ and $x = M$ by $\lambda t_j$. For simplicity, at first, we only consider the nearest neighbor hopping. Then the Hamiltonian is expressed as follows:

$$\mathcal{H}(\lambda) = \begin{pmatrix} H_0 & H_1^\dagger & \lambda H_1 \\ H_1 & H_0 & \ddots \\ \ddots & \ddots & H_1^\dagger \\ \lambda H_1^\dagger & H_1 & H_0 \end{pmatrix}$$

$$= \sum_{x=-M}^{M} H_0 \otimes |x\rangle\langle x| + \sum_{x=-M}^{M-1} \left(H_1 \otimes |x+1\rangle\langle x| + \text{H.c.}\right) + \left(\lambda H_1 \otimes |-M\rangle\langle M| + \text{H.c.}\right).$$  \hspace{1cm} (A1)

Here, $H_0$ and $H_1$ are $N_0 \times N_0$ matrices, where $N_0$ is the number of states at each unit cell, coming from internal degrees of freedom. $H_0$ and $H_1$ represent the intra-unit-cell term and the nearest-neighbor hopping term, respectively. $|x\rangle$ is an eigenstate of the position operator $\hat{x}$ at the site $x$. Then $U_x\mathcal{H}(\lambda)U_x^\dagger$ is calculated as follows:

$$U_x\mathcal{H}(\lambda)U_x^\dagger = \sum_{x=-M}^{M} H_0 \otimes |x\rangle\langle x|$$

$$= \sum_{x=-M}^{M} H_0 \otimes |x\rangle\langle x|$$

$$+ \sum_{x=-M}^{M-1} \left(H_1 \otimes |x+1\rangle\langle x| + \text{H.c.}\right) + \lambda \left(H_1 \otimes |-M\rangle\langle M| + \text{H.c.}\right)$$

$$= \mathcal{H}(-\lambda)\big|_{H_1 \rightarrow \lambda H_1}. \hspace{1cm} (A2)$$

More generally, if we include a $m$th-nearest hopping term $\sum_x H_m \otimes |x+m\rangle\langle x| + \text{H.c.}$, we get

$$U_x\mathcal{H}(\lambda)U_x^\dagger = \mathcal{H}(-\lambda)\big|_{H_m \rightarrow \lambda H_m e^{i\pi m/2}}. \hspace{1cm} (A3)$$

Therefore, if $m$ is finite and $L$ is sufficiently large, $U_x\mathcal{H}(\lambda)U_x^\dagger$ is well-approximated by $\mathcal{H}(-\lambda)$. 
1. Anti-periodic Hamiltonian

Here, we show that the Hamiltonian $\mathcal{H}_{\lambda=1}$ is unitary equivalent to the periodic Hamiltonian. For this purpose, one introduces the translational operator $T_x$ defined as $T_x = \sum_{x=-M}^{M-1} |x+1\rangle \langle x| + |M\rangle \langle M|$. For $\lambda = 1$, the Hamiltonian is expressed as follows:

$$\mathcal{H}_{\lambda=1} = H_0 \otimes \sum_{x=-M}^{M-1} |x\rangle \langle x| + H_1 \otimes \left( \sum_{x=-M}^{M-1} |x+1\rangle \langle x| + |M\rangle \langle M| \right) + \text{H.c.}$$

For $\lambda = -1$, $U_x \mathcal{H}_{\lambda=-1} U_x^\dagger$ is expressed as follows:

$$U_x \mathcal{H}_{\lambda=-1} U_x^\dagger = H_0 \otimes \sum_{x=-M}^{M-1} |x\rangle \langle x| + H_1 \otimes \left( \sum_{x=-M}^{M-1} |x+1\rangle \langle x| + |M\rangle \langle M| \right) + \text{H.c.}$$

where $T_x = e^{i\pi x/L} T_x$. Let $e^{i k}$ be eigenvalues of $T_x, \bar{T}_x$ respectively. $k, \bar{k}$ take values as follows:

$$k = \frac{2\pi m}{L} \quad (-M \leq m \leq M),$$

$$\bar{k} = \frac{2\pi m}{L} + \frac{\pi}{L} \quad (-M \leq m \leq M).$$

By comparing Eqs. (A4) and (A5), we conclude that $U_x \mathcal{H}_{\lambda=-1} U_x^\dagger$ is equivalent to the Hamiltonian with the periodic boundary condition with $k$ shifted to $k + \pi/L$. This is natural from the following argument. The case with $\lambda = -1$ corresponds to antiperiodic boundary conditions, leading to the Aharonov-Bohm phase $\pi$ for the whole system. This additional phase $\pi$ appears as an additional term $\pi$ in the formula of $\bar{k}L$.

2. Localized states and $U_x$

Here, we show that if $|\psi(\lambda)\rangle$ is an eigenstate of $\mathcal{H}(\lambda)$ with parity $p (= \pm 1)$ localized at the boundaries $x = \pm M$, then $U_x |\psi(\lambda)\rangle$ is an eigenstate of $\mathcal{H}(-\lambda)$ with parity $-p$ localized at the boundaries $x = \pm M$. That is because

$$\mathcal{H}(-\lambda)U_x |\psi(\lambda)\rangle \simeq U_x \mathcal{H}(\lambda) U_x^\dagger U_x |\psi(\lambda)\rangle = E(\lambda) U_x |\psi(\lambda)\rangle,$$

where $E(\lambda) = \langle \psi(\lambda) | H(\lambda) | \psi(\lambda) \rangle$. Let $\lambda = \lambda_0(=1)$, that is $\mathcal{H}(\lambda) = \mathcal{H}_{\lambda=1}$, where $|\psi(\lambda_0)\rangle$ is a localized eigenstate of $\mathcal{H}(\lambda_0)$ with parity $p = \pm 1$ localized at $x = \pm M$. Therefore, we can express $\mathcal{H}(\lambda) U_x |\psi(\lambda)\rangle$ in the form of $U_x |\psi(\lambda)\rangle$.

$$\mathcal{P}_L U_x |\psi(\lambda)\rangle = U_x^\dagger \mathcal{P} |\psi(\lambda)\rangle = (U_x^\dagger)^2 p U_x |\psi(\lambda)\rangle \simeq (-p) U_x |\psi(\lambda)\rangle,$$

where $\simeq$ asymptotically holds true when $L \to \infty$. Here, we used the relation $(U_x^\dagger)^2 = \exp[-2i\pi x/L] \simeq -1 (x \sim \pm M)$, which holds for localized states at the boundaries $x \sim \pm M$. From Eqs. (A8) and (A9), we conclude that $|\psi(\lambda_0)\rangle$ is a boundary localized energy eigenstate with parity $p$, there is an eigenstate at $\lambda = -\lambda_0$, which have almost the same energy and have opposite parity $-p$. Therefore, if we label the localized states by an integer $l$, $|\psi(\lambda)\rangle$ and $|\psi(-\lambda)\rangle$ asymptotically have the same energy for a large system size, and have opposite parities.

Appendix B: One-dimensional system with an even value of $L$

In this section, we show that our theory is also applicable to a one-dimensional system with an even value of $L$. There are two different points from the case with an odd value of $L$. The first one is the inversion center for the inversion operation $\mathcal{P}$. Since the boundary point in the cutting procedure should be the inversion center, the other inversion center $x = 0$ is at the center of a unit cell when $L$ is odd, and in between two unit cells when $L$ is even. Therefore, the definition of the bulk inversion operator $\mathcal{P}$ is different between odd $L$ and even $L$. Let $\mathcal{P}^{\text{even}} (\mathcal{P}^{\text{odd}})$ denote the bulk inversion operators, with the inversion center being at the center of a unit cell (in the border between two neighboring unit cells). The following equations hold:

$$\mathcal{P}^{\text{even}} = T_x \mathcal{P}^{\text{odd}},$$

$$\rho^{\text{even}}(\Gamma_j) = e^{-i\pi j} \rho^{\text{odd}}(\Gamma_j),$$

where $\rho^{\text{even}}(\Gamma_j)$ $(\rho^{\text{odd}}(\Gamma_j))$ is an eigenvalue of $\mathcal{P}^{\text{even}} (\mathcal{P}^{\text{odd}})$ at TRIM $\Gamma_j = 0, \pi$. Therefore,

$$n^{\text{even}}_{\nu}(0) = n^{\text{odd}}_{\nu}(0),$$

$$n^{\text{even}}_{\nu}(\pi) = n^{\text{odd}}_{\nu}(\pi),$$

$$= n^{\text{odd}}_{\nu}(\pi),$$

where $\nu$ is the number of bulk occupied bands.

The other difference between cases with even $L$ and odd $L$ is the allowed values of $k$. For even $L$, $k = 2\pi n/L$ can take both $0$ and $\pi$. On the other hand, $k = 2\pi n/L + \pi/L$ does not take the values of the TRIM. Therefore, $N_{\lambda=\pm 1}$ are calculated as follows:

$$N_{\lambda=1} = \frac{(L-2)\nu}{2} + n^{\text{even}}_{\nu}(0) + n^{\text{even}}_{\nu}(\pi),$$

$$N_{\lambda=-1} = \frac{L\nu}{2}.$$

Therefore,

$$N_{\lambda=1} - N_{\lambda=-1} = -\nu + n^{\text{even}}_{\nu}(0) + n^{\text{even}}_{\nu}(\pi),$$

(A7)
In this section, we show that our theory is also applicable to a three-dimensional system with even $L_1$. The important point is that $\nu_1$ depends on the choice of the inversion center, if and only if $\nu_1 \neq 0$. Since the choice of the inversion center depends on the even-oddness of $L_1$ as explained in Appendix B, $\mu_1$ depends on $L_1$. Therefore, the Chern number of the system with open boundary also depends on $L_1$ when $\nu_1 \neq 0$. As shown below, the $L_1$ dependence of the Chern number is physically reasonable. This is the main focus of this section.

First, as in the case of odd $L_1$ studied in Sec. IV A, we show that the Chern number (mod 2) of the system with open boundary condition is equal to the bulk topological number $\mu_1$. We write $n^\text{even}_\nu$ as $n^\text{ev}_\nu$ in this section. From Eqs. (B5) and (B9), the following relation holds:

$$\tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=1} = \frac{(L_1 - 2\nu)}{2} + n^\text{ev}_\nu(0, \Gamma_j) + n^\text{ev}_\nu(\pi, \Gamma_j),$$  

(C1)

$$[\tilde{n}^\text{ev}_\nu(\Gamma_j)] |_{\lambda=0} = \frac{N_{\Gamma_j} |_{\lambda=0} - \nu - n^\text{ev}_\nu(0, \Gamma_j) - n^\text{ev}_\nu(\pi, \Gamma_j)}{2}.$$

(C2)

By adding Eq. (C1) and Eq. (C2), we obtain the following equation:

$$\tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=0} = \frac{1}{2} N_{\Gamma_j} |_{\lambda=0} - \nu + \frac{n^\text{ev}_\nu(0, \Gamma_j) + n^\text{ev}_\nu(\pi, \Gamma_j)}{2},$$

(C3)

where we used the relation $N_{\Gamma_j} |_{\lambda=0} = L\nu$. By taking the summation of Eq. (C3) over the 2D TRIM $\Gamma_j$, we obtain the following relation:

$$\sum_{\Gamma_j} \tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=0} = \nu + \frac{\nu}{2} + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(0, \Gamma_j) + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(\pi, \Gamma_j).$$

(C4)

Equation (C5) is completely the same form with Eq. (19), except for the definitions of $\tilde{n}_-$ and $n_-$. The parity is defined by $P^\text{odd}$ in Eq. (19) and by $P^\text{even}$ in (C5). Here, $P^\text{odd}$ and $P^\text{even}$ are defined as in appendix B. Therefore, from Eqs. (B3) and (B4), Eqs. (C4) and (C5) are rewritten in terms of as follows:

$$\sum_{\Gamma_j} \tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=0} = \nu + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(0, \Gamma_j) - \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(\pi, \Gamma_j).$$

(C6)

$$\sum_{\Gamma_j} \tilde{n}^\text{ev}_\nu(\Gamma_j) = \nu + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(0, \Gamma_j) - \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(\pi, \Gamma_j).$$

(C7)

### Appendix C: Three-dimensional system with even $L_1$

In this section, we show that our theory is also applicable to a three-dimensional system with even $L_1$. The important point is that $\mu_1$ depends on the choice of the inversion center, if and only if $\nu_1 \neq 0$. Since the choice of the inversion center depends on the even-oddness of $L_1$ as explained in Appendix B, $\mu_1$ depends on $L_1$. Therefore, the Chern number of the system with open boundary also depends on $L_1$ when $\nu_1 \neq 0$. As shown below, the $L_1$ dependence of the Chern number is physically reasonable. This is the main focus of this section.

First, as in the case of odd $L_1$ studied in Sec. IV A, we show that the Chern number (mod 2) of the system with open boundary condition is equal to the bulk topological number $\mu_1$. We write $n^\text{even}_\nu$ as $n^\text{ev}_\nu$ in this section. From Eqs. (B5) and (B9), the following relation holds:

$$\tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=1} = \frac{(L_1 - 2\nu)}{2} + n^\text{ev}_\nu(0, \Gamma_j) + n^\text{ev}_\nu(\pi, \Gamma_j),$$

(C1)

$$[\tilde{n}^\text{ev}_\nu(\Gamma_j)] |_{\lambda=0} = \frac{N_{\Gamma_j} |_{\lambda=0} - \nu - n^\text{ev}_\nu(0, \Gamma_j) - n^\text{ev}_\nu(\pi, \Gamma_j)}{2}.$$

(C2)

By adding Eq. (C1) and Eq. (C2), we obtain the following equation:

$$\tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=0} = \frac{1}{2} N_{\Gamma_j} |_{\lambda=0} - \nu + \frac{n^\text{ev}_\nu(0, \Gamma_j) + n^\text{ev}_\nu(\pi, \Gamma_j)}{2},$$

(C3)

where we used the relation $N_{\Gamma_j} |_{\lambda=0} = L\nu$. By taking the summation of Eq. (C3) over the 2D TRIM $\Gamma_j$, we obtain the following relation:

$$\sum_{\Gamma_j} \tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=0} = \nu + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(0, \Gamma_j) + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(\pi, \Gamma_j).$$

(C4)

Equation (C5) is completely the same form with Eq. (19), except for the definitions of $\tilde{n}_-$ and $n_-$. The parity is defined by $P^\text{odd}$ in Eq. (19) and by $P^\text{even}$ in (C5). Here, $P^\text{odd}$ and $P^\text{even}$ are defined as in appendix B. Therefore, from Eqs. (B3) and (B4), Eqs. (C4) and (C5) are rewritten in terms of as follows:

$$\sum_{\Gamma_j} \tilde{n}^\text{ev}_\nu(\Gamma_j) |_{\lambda=0} = \nu + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(0, \Gamma_j) - \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(\pi, \Gamma_j).$$

(C6)

$$\sum_{\Gamma_j} \tilde{n}^\text{ev}_\nu(\Gamma_j) = \nu + \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(0, \Gamma_j) - \frac{1}{2} \sum_{\Gamma_j} n^\text{ev}_\nu(\pi, \Gamma_j).$$

(C7)
FIG. 14. (Color online) Conceptual figures of a stacking of $L_1$ layers of Chern insulators with (a) odd $L_1$ and (b) even $L_1$. Gray planes mean Chern insulator layers stacked along the $x_1$-direction. In (a), the inversion center is within one of the Chern insulator layer. In (b), the inversion center is in between the two layers. (c) An example of inversion parities of the stacked Chern insulator layer. (d,e) The inversion parities of the stacked Chern insulators with (d) odd $L_1$ and (e) even $L_1$. The difference of the parities comes from the difference of the inversion center.

From Eqs. (19) and (C7), we have the following relation:

$$\sum_{\Gamma_j} \tilde{n}_\text{even}^{(\Gamma_j)}|_{\lambda=0} \equiv \sum_{\Gamma_j} \tilde{n}_\text{odd}^{(\Gamma_j)}|_{\lambda=0} \equiv \nu_1 \pmod{2},$$

(C8)

$$\text{(Chern)}^{\text{even}}|_{\lambda=0} \equiv \text{(Chern)}^{\text{odd}}|_{\lambda=0} \equiv \nu_1 \pmod{2}.$$  

(C9)

Therefore, if $\nu_1 \neq 0$, the Chern number of the open 2D system depends on the even-oddness of $L_1$.

Here, we give an illustrative example, in order to show that the $L_1$ dependence of the Chern number is physically reasonable. Let us consider a system formed by stacking 2D Chern insulators with Chern number $+1$. We assume that the stacking direction is the $x_1$ direction. In Fig. [14] we illustrate the stacked Chern insulators with (a) an odd number of layers and (b) an even number of layers. For simplicity, we assume the inter-layer hopping term to be 0. Then the 2D Chern number of the system perpendicular to $x_1$ axis is simply calculated as a sum of the Chern number of each layer, and therefore it is equal to the thickness of the layer $L_1$. In this case, obviously, the Chern number (mod 2) is equal to $L_1$ in accordance with Eq. (C9).

Next, we additionally assume that the Chern insulator preserves inversion symmetry. Then, we can calculate the Chern number (mod 2) from the knowledge of the bulk inversion parity, via Eq. (19) or Eq. (C5). As an example, we consider the case that the parity eigenvalues of the Chern insulator are as shown in Fig. 14(c), i.e. $n_{-}(\overline{\Gamma}) = 1$ and $n_{-}(\overline{\Gamma}) = 0$ ($\overline{\Gamma} = \overline{Y}, \overline{Z}, \overline{T}$). When we stack the Chern insulator with no inter-layer hopping, the bulk parity of the stacked 3D system at TRIM are directly calculated from the 2D bulk parity of the Chern insulator layer. The results depend on the even-oddness of the number of layers $L_1$, and shown in Fig. 14(d,e). The $L_1$ dependence comes from the difference of the inversion center as shown in Fig. 14(a,b).

Appendix D: Boundary term

In the main text, we only consider the simple open boundary condition. Here, we show that our results can also be applied to cases with other boundary conditions. We consider the boundary term defined as follows:

$$\mathcal{H}_S = \begin{pmatrix} \mathcal{H}_A & 0 \\ \vdots & \ddots \\ 0 & \mathcal{H}_B \end{pmatrix} = \sum_{x,x' = 0}^{l_A} \mathcal{H}_x^A |x\rangle \langle x'| + \sum_{x,x' = 0}^{l_B} \mathcal{H}_x^B |L-x\rangle \langle L-x'|,$$

(D1)

where $l_A, l_B$ are small finite integers compared with the system size $L$. $\mathcal{H}_x^A$ and $\mathcal{H}_x^B$ are $N_0 \times N_0$ matrices which represent the change of the boundary condition. We assume that the boundary term does not break the inversion symmetry: $\mathcal{P} \mathcal{H}_S \mathcal{P}^\dagger = \mathcal{H}_S$. We add this term to the Hamiltonian with the simple boundary condition defined in Eq. (A1): $\mathcal{H}_{\text{basic}}(\lambda) \equiv \mathcal{H}(\lambda)$. Then the Hamiltonian with the general boundary condition $\mathcal{H}_{\text{general}}(\lambda)$ is defined as follows:

$$\mathcal{H}_{\text{general}}(\lambda) = \mathcal{H}_{\text{basic}}(\lambda) + (1 - \lambda^2) \mathcal{H}_S.$$  

(D2)

The additional term is added with a factor $1 - \lambda^2$ in order to guarantee that it vanishes at $\lambda = \pm 1$. In this section, we show that the additional term $(1 - \lambda^2) \mathcal{H}_S$ does not change the results in the previous sections.

First, the Hamiltonian $\mathcal{H}_{\text{general}}(\lambda)$ at $\lambda = \pm 1$ is completely the same with $\mathcal{H}_{\text{basic}}(\lambda)$. Therefore, Eq. (A5) holds even when $\mathcal{H}(\lambda)$ is replaced by $\mathcal{H}_{\text{general}}(\lambda)$. Next,
we show that $U_x \mathcal{H}_S U_x^\dagger$ is well-approximated by $\mathcal{H}_S$:

\[
U_x \mathcal{H}_S U_x^\dagger = \sum_{x,x'=0}^{l_A} \mathcal{H}_{x,x'}^A e^{\frac{i\pi}{2}(x-x')} |x\rangle\langle x'|
+ \sum_{x,x'=0}^{l_B} \mathcal{H}_{L-x,L-x'}^B e^{\frac{i\pi}{2}(x-x')} |L-x\rangle\langle L-x'|
\simeq \mathcal{H}_S \quad (L \to \infty).
\]  

(D3)

Here, we used the fact that $e^{\frac{i\pi}{2}(x-x')} \to 1 \quad (L \to \infty)$, since $|x-x'| \leq l_A, l_B$ holds. From Eqs. (A3) and (D3), we obtain the following relation:

\[
U_x \mathcal{H}_{\text{general}}(\lambda) U_x^\dagger = U_x \mathcal{H}_{\text{basic}}(\lambda) U_x^\dagger + (1 - \lambda^2) U_x \mathcal{H}_S U_x^\dagger
\simeq \mathcal{H}_{\text{basic}}(-\lambda) + (1 - (-\lambda)^2) \mathcal{H}_S.
\]  

(D4)

By comparing Eq. (A8) and Eq. (D4), we can see that Eq. (A8) hold even when $\mathcal{H}(\lambda)$ is replaced by $\mathcal{H}_{\text{general}}(\lambda)$. Combining the above two results, we conclude that our calculation holds true even when $\mathcal{H}(\lambda)$ is replaced by $\mathcal{H}_{\text{general}}(\lambda)$.
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