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Abstract  A novel adjoint-based framework oriented to optimal flow control in compressible direct numerical simulations is presented. Also, a new formulation of the adjoint characteristic boundary conditions is introduced, which enhances the stability of the adjoint simulations. The flow configuration chosen as a case study consists of a two dimensional open cavity flow with aspect ratio $L/H = 3$ and Reynolds number $Re = 5000$. This flow configuration is of particular interest, as the turbulent and chaotic nature of separated flows pushes the adjoint approach to its limit. The target of the flow actuation, defined as cost, is the reduction of the pressure fluctuations at the sensor location. To exploit the advantages of the adjoint method, a large number of control parameters is used. The control consists of an actuating sub-domain where a two-dimensional body force is applied at every point within the sub-volume. This results in a total of $2^{256} \times 10^6$ control parameters. The final actuation achieved a successful reduction of the cost of 79.6%, by altering the directivity of the sound radiated by the trailing edge of the cavity and breaking up the large shear layer instabilities into smaller structures.
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1 Introduction

The control of separated flows has caught the attention of numerous researchers for several decades. The current computational capabilities permit the use of more advanced techniques for their study, which give a new perspective to develop flow control schemes. The use of the adjoint method to fluid flows is gaining in popularity amongst the flow control community to carry out gradient-based optimal flow control. Examples of successful applications of adjoint-based optimal flow control are turbulence reduction in a channel flow [2], aero-acoustic jet noise reduction [6,14], or optimal porous media distribution in an aerofoil’s trailing edge to minimise aero-acoustic radiation [29]. Note that due to the high computational demands of the method, it is a common practice to make simplifications of the flow, such as assuming incompressibility [3], constant viscosity [33] or even linearising the dynamics of the flow [7].

In the current investigation we present a recently developed multi-block full compressible Navier-Stokes continuous adjoint solver with non-constant viscosity. The code is applied to a two dimensional separated flow scenario to explore the capabilities and limitations of the method. In particular, we focus on the importance of the sensor and actuator locations. Additionally, the derivation of the method and especially a novel formulation of the adjoint characteristic boundary conditions are explained in detail, which adds to this article a pedagogical value. The flow configuration chosen for the present investigation is an open cavity flow with aspect ratio $L/H = 3$ (figure [13]). Despite its simple geometry, this flow configuration gives rise to complex non-linear flow phenomena with constant flow separation and constant reattachment. Kelvin-Helmholtz type
Fig. 1: (a) Instantaneous contours of \( z \)-vorticity. Red dashed lines represent the sound radiation from the trailing edge. (b) Sketch of the flow control setup with an instantaneous snapshot of the flow dilatation field in the background. The green box and the blue dashed circle depict the flow actuation and sensing regions, respectively.

Instabilities grow in the separated shear layer, creating non-linear structures which impinge on the trailing edge of the cavity. This unsteady interaction radiates acoustic waves that also propagate upstream. Due to the high receptivity of the leading edge, these compressible flow events further excite some of the unstable shear layer modes. The concatenation of these phenomena results in a feedback loop that is responsible for self-sustained oscillations, which are also known as Rossiter’s modes [25]. For further reading about open cavity flows, a summary of the recent computations and experimental techniques can be found in [16].

In summary, the present investigation uses adjoint-based optimal flow control on a cavity flow to minimise the acoustic radiation at the sensor location actuating on the upstream flow (figure 1b). The control methodology is introduced in section 2, where the different branches within adjoint-based optimisation and their limitations are discussed. Sections 3 and 4 describe the governing equations and the numerical treatment employed for the flow and adjoint simulations respectively. The flow control exercise alongside the results is described in section 5. Finally, section 6 presents the conclusions.

2 Flow Control and Optimization

To evaluate the performance of a flow control strategy a generic quadratic cost functional is defined as

\[
\mathcal{J}(Q, \phi) = \frac{1}{2} \int_0^T \int_{\Omega} \left[ W(x) Q^T M_1 Q + \phi^T M_2 \phi \right] \, dx \, dt,
\]

where \( Q \) represents the state variables and \( \phi \) is the vector of control parameters. \( M_1 \) sets the relation of the state variables in the cost function and \( M_2 \) accounts for the cost in the actuation parameters. The function \( W(x) \) weights the cost in the domain \( \Omega \). The optimal control will be the values of the actuation parameters that result in the absolute minimum of the cost functional for the time horizon \( T \).

To drive the cost function towards its minimum, the gradient

\[
\frac{D\mathcal{J}}{D\phi} = \frac{\partial \mathcal{J}}{\partial Q} \frac{dQ}{d\phi} + \frac{\partial \mathcal{J}}{\partial \phi}
\]

must be computed. The challenging part of obtaining the gradient resides in the computation of the sensitivities of the system \( dQ/d\phi \). The most intuitive method to calculate this term is perturbing individually each of the control parameters, and then using a finite difference scheme to approximate the derivatives. This process would be repeated until the minimum value of the cost functional is reached, where \( D\mathcal{J}/D\phi = 0 \). With this method, the amount of required fluid simulations increases proportionally with the number of control parameters, which makes this approach unattainable when dealing with practical CFD simulations [28]. Fortunately for the present investigation, there are alternatives which provide optimal control with a much lower computational cost.
2.1 Adjoint Method

The Lagrangian functional $L$ is defined as

$$L(Q, Q^*, \phi) = J(Q, \phi) - (Q^*)^T \cdot N(Q, \phi),$$

where $N$ is the operator representing the set of governing equations and $Q^*$ are the co-state or adjoint variables. The governing equations, the adjoint equations and the optimality condition can be derived from the Lagrangian functional [19] by setting its first variation with respect to $Q^*$, $Q$ and $\phi$ equal to zero, respectively

$$\frac{\delta L}{\delta Q^*} = 0 \quad \Rightarrow \quad \text{State equations}$$

$$\frac{\delta L}{\delta Q} = 0 \quad \Rightarrow \quad \text{Adjoint equations}$$

$$\frac{\delta L}{\delta \phi} = 0 \quad \Rightarrow \quad \text{Optimality condition.}$$

From these three systems of equations the optimal control can be achieved by solving iteratively the state equations, followed by the solution of the adjoint equations, to finally use these two results to compute the updated control parameters with the optimality condition. Unfortunately, this method is equivalent to a steepest descent algorithm with a fixed step size [10], which can converge very slowly. Due to the great cost of performing DNS, we instead use the L-BFGS algorithm [21], which is more efficient [1]. Note that the tolerances of the optimisation algorithm might require modification to satisfy the Wolfe conditions [23]. The authors recommend a low tolerance in the descent condition. High tolerances are likely to not satisfy this condition, resulting into the line search algorithm changing direction, converging to the initial control state. As shown later in section [4] the reader should bear in mind that the state equations march forward in time starting from an initial condition at $t = 0$, whereas the adjoint equations are posed backwards in time starting from a terminal condition at $t = T$.

2.1.1 Adjoint-based Gradient

The sensitivity equations can be derived by differentiating the state equations with respect to $\phi$, resulting in

$$\frac{\partial N}{\partial Q} \frac{dQ}{d\phi} + \frac{\partial N}{\partial \phi} = 0.$$  \hspace{1cm} (7)

Rearranging (7) and substituting it into (2) leads to

$$\frac{DJ}{D\phi} = \frac{\partial J}{\partial \phi} - \frac{\partial J}{\partial Q} \left( \frac{\partial N}{\partial Q} \right)^{-1} \left( \frac{\partial N}{\partial \phi} \right),$$

where the solution to the adjoint system (5) is

$$Q^* = \left[ \frac{\partial J}{\partial \phi} \left( \frac{\partial N}{\partial Q} \right)^{-1} \right]^T.$$  \hspace{1cm} (9)

The adjoint equations can now be expressed as

$$\left( \frac{\partial N}{\partial Q} \right)^T Q^* = \left( \frac{\partial J}{\partial Q} \right)^T.$$  \hspace{1cm} (10)

Its solution can be used to compute the gradient of the functional as

$$\frac{DJ}{D\phi} = \frac{\partial J}{\partial \phi} - (Q^*)^T \frac{\partial N}{\partial \phi}.$$  \hspace{1cm} (11)

Note that for (11), the cost of computing the gradient is independent of the number of control parameters and is only necessary to solve the adjoint system once to obtain the gradients for every control parameter.
There are two different approaches to derive the adjoint of a system, where both of them have their advantages and disadvantages with respect to each other. These two methods are the continuous or differentiate then discretise, and the discrete or discretise then differentiate. The continuous approach consists of deriving the adjoint equations analytically following (5), where they are then discretised with a numerical scheme to be solved numerically. This procedure provides great flexibility in terms of choosing the numerical discretisation. On the other hand, the discrete approach starts from the already discretised forward system which is then differentiated to obtain the discrete adjoint operator. Note that with this method, the numerics used to solve the forward system of equations are kept during the entire derivation. This includes the numerical scheme used, boundary conditions, and so on. Note also that if any of these numerical methods are changed the whole derivation procedure must be repeated. To make this process simpler, automatic differentiation tools [20] or matrix-free methods [7] can be used.

The main characteristic of the discrete approach is that the sensitivities and the gradients obtained are consistent with the discretised problem. This means that, for example, in a very under-resolved simulation, the discrete adjoint will provide the ‘right’ gradients to minimise the cost function even though the physics of the problem are corrupted due to poor grid resolution. On the contrary, the continuous adjoint would fail to give the the ‘correct’ gradients to minimise the given cost function. This same situation would occur if the forward equations suffer from modelling errors. Theoretically, both continuous and discrete approaches would converge to the same result when the discretisation errors vanish ($\Delta x \to 0$) and the equations are physically correct. Vishnampet et al. [33] claimed a higher ‘accuracy’ in the sense above of their discrete adjoint code against their continuous one when comparing the gradients from both adjoint solvers with a finite difference approach. In their study, they considered a shear-layer in an open flow, where the boundary conditions were of characteristic-type and they also assumed viscosity to be constant. A common practice when dealing with characteristic boundary conditions in continuous adjoint codes is to neglect the boundary terms that arise from the derivation of the continuous adjoint equations (see section 4.2.1). Similarly, the assumption of constant viscosity might have a different effect in the forward and adjoint continuous equations. In the authors’ opinion it is unsurprising that they claimed an accuracy down to numerical precision for the discrete adjoint, as both forward and discrete adjoint systems are the same. Further discussion about the differences of both approaches can be found, for example, in [19, 9].

### 2.1.2 Limitations of Adjoint-based Optimisation: Model Predictive Control

In a separated flow, the trajectories of two neighbouring fluid particles diverge exponentially with time due to the chaotic behaviour of turbulence. Consequently, the initial condition is ‘forgotten’ by the system and the system’s sensitivities cannot be computed because the initial and final conditions are unrelated. This means that if the prediction time horizon is longer than the time it takes two neighbouring trajectories to diverge, the computed sensitivities will be incorrect. Lea et al. [17] used the Lorenz attractor as an example of chaotic systems, showing how the adjoint analysis failed to give the correct time-averaged sensitivities. They suggested that for relatively long time horizons with respect to the predictability of the system’s time scales, the adjoint quantities diverge exponentially due to cumulative error growth (figure 2a). Hence, the use of techniques such as receding horizon [18] are necessary.

Bewley et al. [2] carried out flow control on a turbulent channel flow, where a larger time horizon was shown to be beneficial when controlling time-averaged flow quantities. On the other hand, they stated that as the prediction horizon is increased, the required effort to optimise the dynamical system for a given control scheme increases exponentially. An intrinsic limitation...
in the choice of this time horizon $T$ resides in the travelling time of the control flow scales from the actuation location to the target region, which depends exclusively on the flow characteristics between these two locations (figure 1b). Note that the same limitation occurs in adjoint simulations in the opposite direction (figure 2b).

3 Flow Simulations

3.1 Governing Equations

The full compressible Navier-Stokes equations govern the fluid flow in our simulations. This set of equations are derived by applying the mass conservation, Newton’s second law (momentum conservation) and the conservation of energy, resulting into a non-linear set of five partial differential equations (PDEs), known as continuity (12), momentum (13) and energy (14) equations, which are defined for the entire flow domain $\Omega$. The equations are used in their conservative form, where the variables are density $\rho$, the three-dimensional velocity vector $u$ and the total energy $E = T/ [\gamma (\gamma - 1) M_\infty^2] + \frac{1}{2} u \cdot u$,.

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0
\]  
(12)

\[
\frac{\partial \rho u}{\partial t} + \nabla \cdot (\rho u \otimes u) = -\nabla p + \nabla \cdot \tau + \rho f
\]  
(13)

\[
\frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho E u) = -\nabla \cdot (\rho u) + \nabla \cdot (\tau \cdot u) + \nabla \cdot q + \rho u \cdot f,
\]  
(14)

where the vector $f$ represents an external body force. Since the flow is considered compressible, the equation of state (15) gives closure to the system linking pressure $p$ with density $\rho$ and temperature $T$.

\[ p = \frac{\rho T}{\gamma M_\infty^2}. \]
(15)

The shear stress $\tau$ tensor is symmetric and is defined as

\[ \tau = \frac{\mu}{Re_\infty} \left( \nabla u + (\nabla u)^T \right) - \left( \frac{2}{3} \frac{\mu}{Re_\infty} \nabla \cdot u \right) \delta, \]
(16)

with $\mu$ as dynamic viscosity and $\delta$ as the identity matrix. The term $q$ in (14) is known as heat flux vector, which is defined as

\[ q = \frac{\mu}{Re_\infty (\gamma - 1) M_\infty^2 Pr_\infty}\nabla T, \]
(17)

where the Prandtl number is assumed to be constant at $Pr = 0.72$, and $\gamma = 1.4$. The molecular viscosity $\mu$ is computed using Sutherland’s law [34], setting the ratio of the Sutherland constant over free-stream temperature to 0.36867.

3.2 Numerical Method

The software used to carry out the numerical simulations is a parallel in-house FORTRAN code called HiPSTAR (High-Performance Solver for Turbulence and Aeroacoustics Research; [26]), which solves the governing equations by using generalized curvilinear coordinates. If running three-dimensional simulations, the code assumes periodicity in the spanwise direction, hence this direction is discretised using Fourier transformations (FFTW library [8]). The streamwise and vertical directions are discretised with an explicit fourth-order accurate standard central finite difference scheme. At the boundaries, one-sided explicit schemes are used [5], being as accurate as the interior scheme. The solution advances in time with an explicit ultra-low storage Runge-Kutta method, which achieves fourth order accuracy with a five step method [12]. To enhance the stability of the numerical scheme, skew-symmetric splitting of the non-linear terms present in the forward equations is applied using the method suggested by Kennedy and Gruber [13]. A sixth-order accurate explicit filter [4] with a weighting of 0.2 is applied after every Runge-Kutta cycle to remove the spurious numerical high-wavenumber oscillations. The parallelisation is achieved with a combined method of MPI calls in the streamwise and vertical directions with OMP threads in the spanwise direction.
Open boundaries are treated with characteristic boundary conditions (CBC, \cite{11, 31, 32}), which are used to avoid spurious numerical reflections from the boundaries. An integral formulation of CBC \cite{11} is applied at the inflow boundary, whereas a zonal CBC \cite{27} is used at the outflow. Wall boundaries are modelled as isothermal no-slip walls where the conditions imposed are

\[
  u_w = v_w = w_w = 0, \quad T_w = \text{const.}
\]

4 Adjoint Simulations

As introduced in section \cite{24} there are two main approaches to tackle the adjoint problem, the discrete and the continuous approaches. One of the fundamental sources of disagreement between both methods resides in the resulting gradient of the cost functional as the spatial resolution decreases. Direct Numerical Simulations (DNS) are carried out in the current research, which implies that no modelling assumptions are considered, and also the temporal and spatial discretisations are sufficiently fine to capture all the events contained in the flow field. Given these conditions, the discrepancies between the continuous and discrete approaches should be minimal \cite{24}. For convenience and flexibility in the implementation, the continuous approach is chosen in the present investigation.

4.1 Adjoint Equations

The present adjoint formulation uses the energy equation (14) rearranged in terms of pressure. This is done by deriving the kinetic energy equation from the total energy equation. The internal energy equation is obtained by subtracting the kinetic energy equation from the total energy equation. The kinetic energy is calculated as

\[
  \frac{\partial \rho \dot{e}_{\text{kin}}}{\partial t} = \mathbf{u} \cdot \text{momentum} - \frac{1}{2} \mathbf{u}^2 \cdot \text{continuity},
\]

where the derivatives can be summed up using the product rule. Hence, subtracting equation (19) from the total energy equation and using the equation of state (15) gives

\[
  \frac{\partial p}{\partial t} + \nabla \cdot (p \mathbf{u}) + (\gamma - 1) [p (\nabla \cdot \mathbf{u}) + \nabla \cdot \mathbf{q} + tr (\tau \cdot \nabla \mathbf{u})] = 0.
\]

Following the definition given in \cite{5}, the adjoint equations arise from the linearisation of eqs. (12), (13) and (20) as

\[
  \lim_{\epsilon \to 0} \left( \mathcal{L} \left( \hat{Q} + \epsilon \hat{Q}^*, \phi \right) - \mathcal{L} \left( Q^*, \phi \right) \right) = 0,
\]

where \( \hat{Q} \) is an arbitrary state. As the equations considered here are partial differential equations, integration by parts is required to remove, if possible, the derivatives from the arbitrary state \( \hat{Q} \). This last step introduces additional terms which are only defined at the boundary of the domain \( \Gamma \), known as boundary terms. Note that (21) satisfies the Green-Lagrange identity

\[
  \langle Q^*, \mathcal{N}^* (Q, \phi) \rangle = \langle \mathcal{N}^* (Q, \phi) Q^*, \hat{Q} \rangle + BT,
\]

where \( BT \) represents the boundary terms. These boundary terms should not be neglected since they determine the correct boundary conditions of the adjoint problem.

4.1.1 Adjoint Euler Equations

The state variables chosen for the derivation of the adjoint governing equations are \( Q = [p, \rho u, \rho v, \rho w, \rho] \), where their corresponding co-state or adjoint variables are \( Q^* = [\rho^*, m^*, m_w^*, m_w^*, p^*] \). For the sake of clarity, the viscous terms of the governing equations are grouped as the RHS \( Sv \) terms for each equation. Hence, the adjoint Euler equations can be written as

\[
  -\frac{\partial \rho^*}{\partial t} - \mathbf{u} \cdot \nabla \rho^* + (\gamma - 1) \rho^* \nabla \cdot \mathbf{u} - \nabla \cdot \mathbf{m}^* = Sv_{\rho^*},
\]

\[
  -\frac{\partial \mathbf{m}^*}{\partial t} - \gamma \frac{\rho^*}{\rho} \nabla \rho^* - (\gamma - 1) \frac{\rho^*}{\rho} \nabla p - \mathbf{u} \left( \nabla \mathbf{m}^* + (\nabla \mathbf{m}^*)^T \right) - \nabla p^* = Sv_{\mathbf{m}^*},
\]

\[
  -\frac{\partial p^*}{\partial t} + \gamma \frac{\rho u}{\rho} \cdot \nabla \rho^* + (\gamma - 1) \frac{\rho^*}{\rho} \mathbf{u} \cdot \nabla p + \mathbf{u} \cdot (\mathbf{u} \cdot \nabla) \mathbf{m}^* = Sv_{p^*}.
\]
Note that the derivation of the above adjoint equations relates the adjoint density with pressure and the adjoint pressure with density [6]. Hence, both forward and adjoint equations present a "logical zero-Mach-number limit", where in case of constant $\rho$ and $\rho^*$ the $p$ and $p^*$ equations cancel out. A detailed derivation of these equations can be found in [2].

### 4.1.2 Adjoint Navier-Stokes Equations

In previous studies based on Lagrangian optimisation, the derivation of the adjoint viscous terms has usually been carried out under the assumptions of constant viscosity and negligible viscous dissipation terms in the pressure equation [30]. On the other hand there is no guarantee that these assumptions have the same effect in the forward and adjoint equations, which might contribute to an inconsistent adjoint field. Hence, no assumptions were made during the derivation of the viscous terms in the present study. The viscous terms of eqs. (23), (24) and (25) are

\[
Sv_{\rho^*} = q^* + \mu^* \gamma \\
Sv_{m^*} = \frac{1}{\rho} \nabla \cdot \sigma^* \\
Sv_{p^*} = - \frac{u}{p} \cdot \nabla \cdot \sigma^* - \frac{p}{\rho} (q^* + \mu^* \chi)
\]

where $q^*$ and $\sigma^*$ are

\[q^* = \frac{\gamma}{Pr_{\infty} Re_{\infty} p} \nabla \cdot (\mu \nabla \rho^*) , \quad \sigma^* = \tau^* - 2(\gamma - 1) \rho^* \tau.
\]

As the adjoint simulation propagates information in a backward sense, energy must be transmitted from small to bigger structures, hence $\sigma^*$ must consist of a combination of dissipation and production terms. The dissipation is accounted for with

\[\tau^* = \frac{\mu^*}{Re_{\infty}} \left( \nabla m^* + (\nabla m^*)^T \right) - \left( \frac{2}{3} \frac{\mu^*}{Re_{\infty}} \nabla \cdot m^* \right) \delta,
\]

which could be seen as an adjoint momentum shear stress tensor, whereas the production term depends on the forward shear stress tensor $\tau$. Note that if the viscous dissipation term is neglected in (20) this production term would vanish. For simplicity, the terms that arise from considering varying viscosity have been collected into the adjoint viscosity ($\mu^*$), which leads to the following algebraic equation closing the full adjoint Navier-Stokes equations

\[\mu^* = tr \left( \left( \nabla m^* - (\gamma - 1) \rho^* \nabla u \right) \cdot \left( \frac{2}{\mu^*} \right) \right) + \frac{1}{Pr M^2 \infty Re_{\infty}} \left( \nabla \rho^* \cdot (\nabla T)^T \right).
\]

The adjoint viscosity term is weighted in (26) and (28) by $\chi$, which follows directly from assuming the variations in viscosity according to the Sutherland’s law, giving

\[\chi = \frac{T^{3/2}}{p} \left( \frac{1 + R_{Su}}{T + R_{Su}} \right) \left( \frac{T}{(T + R_{Su}) - \frac{3}{2}} \right).
\]

### 4.2 Adjoint Boundary Conditions

The derivation of appropriate boundary conditions (temporal and spatial) for a continuous adjoint approach starts by accounting for the forward boundary conditions in the Lagrange functional. This will introduce additional adjoint variables ($\psi$) which are only defined at the boundaries and they are uncoupled from the adjoint governing equations

\[\mathcal{L} (Q, Q^*, \phi) = J (Q, \phi) - Q^T \cdot N (Q, \phi) - \psi^T \cdot BC (Q, \phi).
\]

Hence, additional boundary terms are also introduced, closing the algebraic system of equations formed by the boundary terms, whose solution is the adjoint boundary conditions.

As the adjoint equations are posed backwards in time, the adjoint initial condition or ‘terminal condition’ is required to start the simulation. If no specific term is included in the Lagrangian functional to impose a given terminal condition, the adjoint variables are initialized as $\rho^*|_{t=T} = 0$, $m^*|_{t=T} = 0$ and $p^*|_{t=T} = 0$, the ‘null condition’.

The adjoint isothermal no-slip wall conditions are obtained after substituting forward wall boundary conditions into (33) and solving the system of equations of the full viscous boundary terms. This leads to

\[m_u^*|_w = (m_u^*)^T|_w = (m_u^*)^T|_w = (\rho^*)^T|_w = 0.
\]
4.2.1 Adjoint Characteristic Boundary Conditions

To achieve an equivalent treatment as in the forward simulations, the free-stream, inflow and outflow boundaries, are also modelled as characteristic boundary conditions. The idea behind the method of characteristics is to transform the derivatives that are normal to the computational boundary into combinations of the amplitudes of the characteristic waves $\mathcal{L}$, where each one of them has its own characteristic velocity $\lambda$. The derivation of the adjoint characteristic equations in the $\xi$ direction for a uniform Cartesian grid can be found in the appendix A. With the equations in this form it is relatively straightforward to model a ‘non-reflecting boundary’. This is done by setting to zero the amplitude of the waves $\mathcal{L}$ whose characteristic velocity $\lambda$ propagates into the domain. Similarly to the forward simulations, this boundary condition results in an ill-posed problem where the quantities would drift with time marching [24]. Hence, this condition is only suitable for free-stream boundaries.

If the terminal condition of the adjoint simulation is the null condition, one could model the far-stream or infinity conditions $(Q^*_\infty)$ as if all the quantities far away from the computational domain are set to zero. Hence, equivalent local one-dimensional inviscid (LODI) relations [24] can be derived at the inflow and outflow boundaries, leading to suitable boundary conditions that will prevent a drift of the adjoint quantities. The boundary conditions for inflow and outflow as streamwise boundaries follow from (54), where after assuming the flow at the boundaries to be locally one-dimensional and inviscid the source term $C_{\xi}$ can be neglected giving the LODI system

$$-\frac{\partial Q^*}{\partial t} + S_\xi \mathcal{L} = 0.$$  (35)

Solving the above system of equations for $\mathcal{L}$ the adjoint LODI relations can be written as

$$\mathcal{L}_1 = \frac{\partial p^*}{\partial t} + u \frac{\partial m^*_u}{\partial t}$$  (36)
$$\mathcal{L}_2 = \frac{\partial m^*_w}{\partial t}$$  (37)
$$\mathcal{L}_3 = \frac{\partial m^*_v}{\partial t}$$  (38)
$$\mathcal{L}_4 = \frac{1}{2c} \left( - \frac{\partial m^*_u}{\partial t} + \frac{\partial p^*}{\partial t} + \left( \frac{c^2}{2} \frac{\partial \rho^*}{\partial t} + \frac{\partial m^*_w}{\partial t} u + \frac{\partial m^*_v}{\partial t} v \right) \right)$$  (39)
$$\mathcal{L}_5 = \frac{1}{2c} \left( - \frac{\partial m^*_u}{\partial t} + \frac{\partial p^*}{\partial t} + \left( \frac{c^2}{2} \frac{\partial \rho^*}{\partial t} + \frac{\partial m^*_w}{\partial t} u + \frac{\partial m^*_v}{\partial t} v \right) \right),$$  (40)

where each time derivative can be replaced by

$$\frac{\partial Q^*}{\partial t} = c \left( 1 - M^2 \right) \sigma_{in/out} \left[ Q^* - Q^*_\infty \right].$$  (41)

The value of $\sigma_{in/out}$ determines the strength of the incoming waves and is chosen to be 0.25 as recommended by [24] for the Navier-Stokes equations. These boundary conditions ensure a well-posed system, where for the case of an outflow (adjoint inflow) the values of $\mathcal{L}_1$, $\mathcal{L}_2$, $\mathcal{L}_3$ and $\mathcal{L}_4$ are determined by (36) to (39), and in case of an inflow (adjoint outflow) $\mathcal{L}_5$ is only modified by (40).

5 Open Cavity Noise Control

The cavity flow considered in this article has a laminar inflow with Reynolds number $Re = 5000$, based on the cavity height and free-stream velocity. The cavity height is also chosen to non-dimensionalise the streamwise and vertical directions. With the coordinate origin at the lower-left corner of the cavity, the domain ranges from -20 to 20 in $\xi$ and from 0 to 10 in $\eta$. The grid consists of a total of 480000 points, where the DNS resolution was only kept in the vicinity of the cavity. The boundary layer thickness is $\delta \approx 0.28$ at the separation point, where the non-dimensional free-stream velocity is $U_\infty = 1$. The Prandtl and Mach numbers are respectively $Pr_\infty = 0.72$ and $M_\infty = 0.5$. To carry out the adjoint simulations, the flow field is stored every 250 time-steps (at intervals of 0.1375 time units) and it is linearly interpolated in between for every sub-step of the Runge-Kutta scheme. Note that this implicitly decreases the Nyquist frequency of our sensor, acting as a low-pass filter.

$$\frac{\partial Q^*}{\partial t} = c \left( 1 - M^2 \right) \sigma_{in/out} \left[ Q^* - Q^*_\infty \right].$$  (41)
To cost the noise radiation from the trailing edge of the cavity, a convenient cost function for this particular problem is

$$J(Q, \phi) = \frac{1}{T} \int_0^T \int_{\Omega} \frac{1}{2} (p - \bar{p})^2 W_s(x) \, d\Omega \, dt,$$

(42)

where $T$ represents the optimisation horizon and $\bar{p}$ is the averaged pressure over this time period. $W_s(x)$ is a spatial weighting function that represents the sensing region, which is defined as

$$W_s(x) = e^{-\frac{(x-x_0)^2 + (y-y_0)^2}{\sigma^2}}.$$  (43)

To exploit the advantages of the adjoint method, the actuation is chosen to be a time-dependent body forcing sub-domain $f(x,t)$, where every grid point within the sub-domain has two control parameters (the streamwise and vertical components of the forcing vector $f$). Including both cost function and forcing terms in the Lagrangian functional (3), which are then substituted into (21), leads to their respective adjoint terms which can be written as

$$-\frac{\partial \rho^*}{\partial t} = RHS + (p - \bar{p}) W_s(x).$$

(44)

$$-\frac{\partial \rho^*}{\partial t} = RHS + (m^* \cdot f) W_a(x).$$

(45)

From (11) the gradient for each of the control parameters follows as

$$\frac{DJ}{D\phi_\xi} = \rho m^*_u$$

and

$$\frac{DJ}{D\phi_\eta} = \rho m^*_v.$$  (46)

To choose an appropriate location for the actuation, an initial statistical study of the adjoint quantities is carried out for an entire time horizon $T$, which gives a measure of the flow sensitivities. Given the time-dependency of the chosen actuation, its control authority should be proportional to the temporal fluctuations of $m^*$. Figure 3 reveals that the area with the highest root mean square values in $m^*$ is in the boundary layer before the flow separation point, reaching maximum values right after the leading edge of the cavity. Hence, the location of our actuation is defined as

$$W_a(x) = \begin{cases} 1 & \text{if } x \in [(-1,0), (1.015,1.3)] \\ 0 & \text{if } x \notin [(-1,0), (1.015,1.3)] \end{cases}.$$  (47)

The actuating sub-domain contains a total of 8000 grid points. In a similar fashion as for the flow variables in the adjoint simulations, the control parameters are updated every 250 time iterations and they are linearly interpolated in between every capture. Note that this also removes implicitly the high frequencies from the controller. The fact that the sensing region is located downstream of the cavity, in a region of the flow with strong convection, reduces the communication time between the sensor and the actuation. Based on the growth of the adjoint field shown in figure 2a and a preliminary spectral analysis of the pressure fluctuations at the sensor location, the receding horizon is chosen to be $T = 19.25$ time units, and the leap forward after the optimisation over the time horizon has converged is $T_a = 8.25$ time units. The optimisation is run for 5 complete horizons, which covers a total of 52.25 time units. This results in a total of 2.256 million control parameters per receding horizon $T$, and 6.096 million control parameters over the five total optimisation periods.

5.1 Optimisation Results

The entire optimisation required a total of 76 function and gradient evaluations, with 4 additional forward simulations to advance the optimisation between receding horizons once the previous one is converged. For the present case, the adjoint computations required a similar amount of time as the forward simulations. Figure 4a illustrates the significant reduction in cost for all receding horizons. The local sudden increases in the cost function value (especially in $T_1$) are caused by a poor estimation of the control parameters by the control update algorithm (L-BFGS), which are rapidly corrected in the next iteration. The convergence criterion consisted in the last two function evaluations of every horizon to be equal down to three significant figures, and being the lowest value of the series. Due to limitations in computational resources, the maximum
Fig. 3: Root mean square of the magnitude of the adjoint momentum $m^*$. Red and blue contours indicate high and low values, respectively. The green-dashed rectangle indicates the actuating sub-volume. The red-dashed circle represents the sensing region.

(a) Fig. 4: (a) Value of the cost function for every iteration of the optimisation framework, for all five receding horizons. Note that the required number of iterations to achieve convergence varies for each horizon. (b) Sound pressure level (SPL) at the center of the sensing region for the non-actuated and actuated simulations. The vertical line indicates the flow-capturing frequency, which is also the sampling frequency of the sensor.

number of functions evaluations per receding horizon was limited to 30.

Once the iterative optimisation has concluded, the effect of the control is evaluated over the entire optimisation horizon by performing controlled and uncontrolled simulations for 52.25 time units each. The reduction achieved in the value of the cost function is $79.6\%$ (without control $J(Q, \phi) = 2.679 \cdot 10^{-6}$, with control $J(Q, \phi) = 5.458 \cdot 10^{-7}$). Figure 4b shows the spectrum of the pressure fluctuations at the center of the sensing region with and without the actuation. The reduction of energy in the lower resonant frequencies is evident, where the amplitude of the resonant frequency located at $St = 0.2678$ lowers from $-46.76$ dB to $-65.70$ dB. Note that there is a considerable increase in the energy present in the high frequencies above the flow-field sampling frequency ($St \approx 7.272$). As mentioned earlier, these high frequency fluctuations cannot be captured by the cost function due to an induced aliasing effect, which acts as a low-pass filter in the cost function.

Figures 5 shows the root mean square of pressure ($p_{rms}$) for the non-actuated and actuated simulations. Figure 5b suggests that the actuator excites some of the unstable shear layer modes, triggering shorter wave-length Kelvin-Helmholtz instabilities that (as seen in figure 4b) would radiate a higher frequency sound when impinging onto the trailing edge of the cavity. Additionally, the directivity of the sound radiation has been altered by the flow actuation. The $p_{rms}$ contours in the controlled case have lower levels in the area surrounding the sensor. Also, the contours show higher values towards the leading edge of the cavity, which indicates an upstream noise propagation.
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Fig. 5: Root mean square pressure ($p_{rms}$) contours for uncontrolled (a) and controlled (b) cases, respectively. Sensing region is indicated with a dashed-blue circle. Darker contours represent higher values of $p_{rms}$, ranging from 0 to 0.05.

6 Conclusions

A newly developed framework oriented to adjoint-based optimal flow control was successfully applied on a two-dimensional open cavity flow. The target of the actuation was to minimise the pressure fluctuations at the sensor location, and an amplitude reduction of 79.6% respect to the non-actuated case was achieved. A statistical study of the adjoint-field prior to the optimisation indicated the ideal location for the actuator. To exploit the advantages of the adjoint method, a large number of control parameters was used. Decreasing the flow-field sampling frequency acted as an implicit low-pass filter in the sensor. This resulted into an increase in the energy content for frequencies higher than the sampling frequency of the sensor. Finally, $p_{rms}$ contours revealed a decrease of pressure fluctuations in the area surrounding the sensor, by changing the directivity of the noise radiation of the cavity’s trailing edge.
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A Adjoint Equations in Characteristic Form

The method of characteristics can be applied to the adjoint equations in the same manner as for the Navier-Stokes equations [31]. Note that eqs. (23), (24) and (25) lack conservative or flux form, hence the procedure gets easier since the conversion to primitive variables is already done [32]. The code used in the present investigation only allows periodic boundary conditions in the spanwise direction, which means that the characteristic equations only need to be derived in the streamwise ($\xi$) and vertical ($\eta$) directions. This appendix only illustrates the derivation of the characteristic equations in the $\xi$ direction on a uniform Cartesian grid. The derivation for the $\eta$ direction proceeds similarly. The idea behind the method is to transform the derivatives that are normal to the computational boundary into combinations of the amplitudes of the characteristic waves $L$, where each one of them has its own characteristic velocity $\lambda$. The $L$ values, which are initially computed from the data within the domain, are corrected afterwards by imposing the appropriate conditions. To achieve this transformation, the governing equations first need to be written in the form

$$\frac{\partial Q^*}{\partial t} + A_\xi \frac{\partial Q^*}{\partial \xi} + C_\xi = 0,$$

where $C_\xi$ contains the non-normal derivatives to the boundary, the source terms and the viscous terms. If the full viscous equations are considered, the system of equations becomes non-hyperbolic, which makes necessary the use of certain assumptions. The LODI relations [24] assume that the system is one-dimensional and inviscid at the boundaries, which implies that the contribution of $C_\xi$ can be neglected. Following this strategy, the boundary conditions are ‘designed’ for the LODI problem, but the solution is advanced in time without any assumptions. The matrix $A_\xi$ contains all the coefficients multiplying the normal derivatives to the computational boundary. Hence, the matrix $A_\xi$ can be written as

$$A_\xi = \begin{pmatrix} 
-u & -1 & 0 & 0 & 0 \\
-c^2 & -2u & -v & -w & -1 \\
0 & 0 & -u & 0 & 0 \\
c^2u & u^2 & uw & uw & 0 
\end{pmatrix}.$$
where the speed of sound $c$ is

\[ c^2 = \frac{\gamma p}{\rho}. \]  

(50)

The characteristic propagation velocities can be obtained by calculating the eigenvalues of $A_{\zeta}$, giving

\[ \lambda = \begin{pmatrix} -u \\ -u \\ -u \\ -u - c \\ -u + c \end{pmatrix}. \]  

(51)

At this point it can be seen already that the propagation of the adjoint characteristics occurs (as expected) in the opposite direction to the forward system [15]. The amplitude of the characteristics is defined as

\[ \mathcal{L} \equiv \lambda \left[ S_{\zeta}^{-1} \frac{\partial Q^*}{\partial \zeta} \right]^T, \]  

(52)

where the rows of the matrix $S_{\zeta}^{-1}$ are left eigenvectors of $A_{\zeta}$. The matrix $S_{\zeta}^{-1}$ can be written as

\[ S_{\zeta}^{-1} = \begin{pmatrix} 0 & u & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} \\ \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} & \frac{{\gamma - 1}}{\gamma} \end{pmatrix}. \]  

(53)

At this stage, boundary conditions can be applied by modifying $\mathcal{L}$, giving corrected $\mathcal{L}'$ values. Hence, (48) must be rewritten to get the corrected time derivative as

\[ -\frac{\partial Q^*}{\partial t} + S_{\xi} \mathcal{L}' + C_{\xi} = 0, \]  

(54)

with $S_{\xi}$ being a matrix whose columns are the right eigenvalues of $A_{\zeta}$. The $S_{\xi} \mathcal{L}'$ term can be written as

\[ S_{\xi} \mathcal{L}' = \begin{pmatrix} \frac{1}{u} & -\frac{1}{u} & -\frac{1}{u} & -\frac{1}{u} & -\frac{1}{u} \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & u & u \end{pmatrix} \begin{pmatrix} \mathcal{L}'_{\xi} \\ \mathcal{L}'_{\zeta} \end{pmatrix}. \]  

(55)
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