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Abstract. The software package to calculate parameters of three-dimensional steady and unsteady gas flows in complex devices is presented. The mathematical flow model used in package is based on the Reynolds-averaged Navier Stokes equations for a two-component equilibrium turbulent medium and a two-parameter semiempirical turbulence model. A numerical implementation of the software package to modelling three complex flows in modern devices is described.
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1. Introduction

The computation of characteristics of steady gas flows around prospective flight vehicles is a complicated task combining external and internal aerodynamics problems, which can be addressed with state-of-the-art computers. Formally, an aircraft can be represented as a streamlined body equipped with an internal gasdynamic nozzle. The ambient gas flow interacts heavily with the nozzle flow. Additionally, it should be noted that the flow characteristics in an extended region surrounding the nozzle are not known beforehand. The difficulties arising in the numerical simulation of a flow of this type are as follows:

- the flow is essentially three-dimensional and turbulent and, in the general case, can be of mixed type (sub- and supersonic);
- the computational domain has to be large, which is required for the flow characteristics near the aircraft to be reliably determined;
- relatively narrow boundary layers developing on the aircraft surface have to be resolved;
- the moving medium is multicomponent. In the general case, this is a mixture of fuel combustion products and the ambient air flowing past the aircraft;
- additionally, some difficulties are usually associated with the representation of numerically computed three-dimensional gasdynamic fields in a convenient form.

The goal of this work is to demonstrate developed mathematical model of the flow, numerical algorithm and a software package in order to estimate the influence exerted on the aircraft characteristics by user-specified input parameters.

2. Mathematical formulation of the problem

The moving gas was simulated as an equilibrium two-component mixture of ambient air (fraction 1) and fossil fuel combustion products (fraction 2). The flow of an equilibrium gas mixture was described by the three-dimensional unsteady Reynolds-averaged compressible Navier-Stokes equations closed with a model of eddy viscosity and thermal conductivity (RANS model) (see, for example, [1, 2]).

2.1 Basic Equations

In Cartesian coordinates, these equations can be written as

\[
\frac{\partial \rho V}{\partial t} + \nabla \cdot (\rho A - \Pi) + \nabla p = 0, \quad \frac{\partial (\rho H - p)}{\partial t} + \nabla \cdot (\rho H V - \Pi V) - k_{\Sigma} V T = 0,
\]

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho V) = 0, \quad \frac{\partial \rho H}{\partial t} + \nabla \cdot (\rho H V - D_{2} \nabla \rho) = 0, \quad \gamma = \frac{\rho_{a}}{\rho_{a}},
\]

\[
\Lambda = [u_{i} u_{j}]^{T}, \quad \Pi = \mu_{\Sigma} + \frac{2}{3} \frac{\partial j}{\partial x_{j}} \nabla \cdot V + \frac{\partial u_{i}}{\partial x_{j}} + \frac{\partial u_{j}}{\partial x_{i}}], \quad H = h + \frac{1}{2} \sum_{i=1}^{3} u_{i}^{2},
\]

\[
p = R_{0} \sigma T \left( \frac{1 - \gamma}{m_{1}} + \frac{\gamma}{m_{2}} \right), \quad h = \int_{t_{0}}^{T} C_{p} dT + b_{0}, \quad C_{p} = (1 - \gamma) C_{p1} + \gamma C_{p2},
\]

\[
\mu_{\Sigma} = \mu + \mu_{T}, \quad k_{\Sigma} = C_{p} \left( \frac{\mu}{\mu_{T}} + \mu_{r} \right), \quad D_{2} = \frac{1}{\rho} \left( \frac{\mu}{S_{e}} + \mu_{r} \right).
\]

Here, \( t \) is time; \( x_{1} = x, x_{2} = y \) and \( x_{3} = z \) are the Cartesian coordinates; \( V = \|u\|^{T} \) is the flow velocity with the components \( u_{i} \) (\( i = 1, 2, 3 \)); \( \delta_{ij} \) - Kronecker Delta; \( \rho, p, T, h, \)
3. Computational Algorithm

The numerical solution to the boundary value problem stated above was obtained using finite differences.

3.1 Numerical Grid

The first step in the finite-difference implementation was the generation of a uniform three-dimensional mesh in the computational domain. This problem was an important inherent element of the numerical algorithm and was comparable in complexity with the other algorithmic parts. The accuracy of the results was determined to a large extent by the quality of the mesh used.

The grid algorithm generates three-dimensional boundary-conforming structured meshes with hexahedral cells. Degenerate (pentahedral) cells could be used on the axis of symmetry of the domain (if any).

There are numerous commercial and open-access grid generators for constructing boundary-conforming hexahedral structured meshes (see [4-6]). As a rule, algorithms for generating such grids involve two principal stages:

- The construction of a parametric representation of the surfaces bounding the computational domain (including grid node arrangement on these surfaces);
- The generation of a three-dimensional structured mesh inside the domain.

The term "quality of a numerical grid" cannot be defined rigorously. In this case, by such we mean the following collection of intuitive and, generally speaking, quite incompatible requirements:

- The construction to a parametric parallelepiped used in structured mesh generation must be continuously differentiable and its Jacobian must not vanish.
- The mapping to a parametric parallelepiped used in structured mesh generation must be continuously differentiable and its Jacobian must not vanish.
- The state of the unperturbed air flow far away from the aircraft (at the outer boundary of the computational domain and in the outlet cross section);
- The heat transfer conditions on the solid walls;
- The state of the flow in the inlet cross section of the nozzle (if present).

In the case of supersonic gas flows, the flow state away from the aircraft was specified by three parameters: the free-stream velocity \( \mathbf{V}_\infty \), the static pressure \( p_\infty \), and the static temperature \( T_\infty \).

The boundary conditions on the solid walls were set as follows:

\[
\begin{align*}
\frac{\partial u_i}{\partial n} &= 0, \quad (i=1,2,3), \\
T &= T_w \quad (or \quad \partial T/\partial n = 0), \\
q &= 0, \quad \partial \omega/\partial n = 0,
\end{align*}
\]

where \( T_w \) is a given wall temperature and \( n \) is the normal to the wall.
themselves. Anyway, the ratio of the characteristic lengths of neighboring cells must not be too large.

The numerical results presented below were obtained on grids generated by the algorithms described in [6].

### 3.2 Conservative Approximation of Spatial Operators

The approximations of the spatial operators used in the algorithm are described as applied to the Navier-Stokes equations given in Section 2. These approximations are underlain by the following identities, which are often used as definitions of the corresponding operators:

\[
\text{div} \mathbf{g} = -\lim_{\Delta \to 0} \frac{\int_{\partial \Omega} \mathbf{g} \cdot \mathbf{n} d\Gamma}{|\Omega|}, \quad \text{grad} \, p = -\lim_{\Delta \to 0} \frac{\int_{\partial \Omega} \mathbf{n} \cdot \mathbf{g} d\Gamma}{|\Omega|},
\]

where \( \mathbf{n} \) is the inward normal to the boundary \( \Gamma \) of the domain \( \Omega \), \( |\Omega| \) is the volume of \( \Omega \), and \( \mathbf{g} \) and \( p \) are arbitrary vector and scalar fields. Note also that such approximations lead to skew-symmetric matrices approximating first spatial derivatives.

To explain what was said above, we consider the case of flat structured meshes consisting of quadrilaterals. Cells in structured meshes are numbered by indices. Each face is adjacent to two cells, whose indices differ in one position. The faces are numbered by half-integer indices: \((i - 1/2, j), (i + 1/2, j), (i, j - 1/2), \) and \((i, j + 1/2)\). Assume that all the sought quantities \( \mathbf{g} \) and \( f \) are associated with cells (in the smooth case, with barycenters, i.e., the centers of mass of cells).

To use previous formulas, the sought quantities have to be extended to faces. To recover the values \( \varphi \) of the function \( \varphi \) on faces, we introduce two extension procedures, \( M_+ \) and \( M_- \). The input data are the values of \( \varphi \) on both sides of a face. For the face between the cells \((i, j)\) and \((i, j+1)\), the procedures are defined as

\[
\varphi_{i,j+1/2}^+ = M_{+}^{ij+1/2} \varphi_{i+1/2} = \varphi_{i,j}, \quad \varphi_{i,j+1/2}^- = M_{-}^{ij+1/2} \varphi_{i+1/2,j+1} = \varphi_{i,j+1}.
\]

For the face between the cells \((i, j)\) and \((i+1, j)\), they are defined in a similar manner. Note that these extension procedures ensure only the first order of accuracy. For simplicity, we consider the approximation of the derivative

\[
\frac{\partial f}{\partial x} = -\lim_{\Delta \to 0} \frac{\int_{\partial \Omega} n_x f \mathbf{n} \cdot d\Gamma}{|\Omega|},
\]

where \( n_x \) is the projection of the inward normal onto the \( x \) axis. To use the above formula, we need to know the values of \( f \) on the faces of the current cell. Assume that, on a structured quadrilateral mesh, the face extensions are produced by the procedure \( M_+ \). Then the above derivative is approximated as

\[
f_{x,i,j}^+ = \frac{f_{i-1/2,j}^+ - f_{i+1/2,j}^- + f_{i-1/2,j+1}^- - f_{i+1/2,j+1}^+}{|\Omega|},
\]

where \( S \) is the edge length and \( |\Omega_\partial| \) is the cell area. For each cell \((i, j)\), we have

\[
(S_{\partial,i,j})_{i-1/2,j}^+ + (S_{\partial,i,j})_{i+1/2,j}^- + (S_{\partial,i,j})_{i,j+1/2}^- + (S_{\partial,i,j})_{i+1/2,j+1}^+ = 0.
\]

Consider the scalar product of the derivative \( f_x^+ \) and an arbitrary compactly supported function \( \varphi \):

\[
(f_x^+, \varphi) = \sum_{i,j} f_{x,i,j}^+ \varphi_{i,j} |\Omega_{i,j}|.
\]

In this sum, we group the terms involving \( f_{x,i,j} \). There are four of them: two correspond to the cell \((i, j)\) and a single term corresponds to each of the cells \((i+1, j)\) and \((i, j+1)\); specifically,

\[
((S_{\partial,i+1,j})_{i+1/2,j} + (S_{\partial,i,j})_{i,j+1/2}) \varphi_{i,j} - (S_{\partial,i+1,j})_{i+1/2,j} \varphi_{i+1,j} - (S_{\partial,i,j})_{i,j+1/2} \varphi_{i,j+1} = 0.
\]

In the terms corresponding to the cell \((i, j)\), the sum of edge lengths multiplied by the corresponding components of the normals is replaced using the above equality. As a result, we obtain the relation

\[
(f_x^+, \varphi) = -(f_x, \varphi),
\]

where the derivative \( f_x \) of the function \( f \) is given by the same formula as for \( f_x^+ \) but with \( \varphi \) extended to the faces with the help of the procedure \( M_- \). The first \( y \)-derivatives \( f_y \) of the function \( f \) can be approximated in a similar fashion. Using the basis vectors \( e_x \) and \( e_y \), we can construct the operations \( \text{grad} f, \text{div} g, \) and \( \text{curl} g \).

To determine the order of accuracy of the proposed formulas, we consider a uniform rectangular mesh with edge lengths \( S_i \) and \( S_j \). The formula for computing the derivative \( f_{x,i,j}^+ \) involves \( f_{x,i,j} \) and \( f_{x,i+1,j} \), which can be represented as

\[
f_{x,i,j} = f_{x,i,j} - \frac{\partial f_{x,i,j}}{\partial S_i} S_i + 0.5 \frac{\partial^2 f_{x,i,j}}{\partial S_i^2} S_i^2 + o(S_i^2), \quad f_{x,i+1,j} = f_{x,i+1,j} - \frac{\partial f_{x,i+1,j}}{\partial S_i} S_i + 0.5 \frac{\partial^2 f_{x,i+1,j}}{\partial S_i^2} S_i^2 + o(S_i^2).
\]

After substituting these representations into the formula for \( f_{x,i,j}^+ \), it is easy to see that the truncation error in the approximation of \( \frac{\partial f}{\partial x} \) by \( f_{x}^+ \) is first order. Note that the leading terms of the truncation errors in \( f_{x}^+ \) and \( f_{x} \) are identical in absolute value but opposite in sign. Therefore, the derivative \( \frac{\partial f}{\partial x} \) is approximated with second order accuracy by the combination \( 0.5(f_{x}^+ + f_{x}^{-}) \) in a cell and by
0.5\left( f_{x,i,j}^+ + f_{x,i+1,j}^- \right) and 0.5\left( f_{x,i,j}^- + f_{x,i,j+1}^+ \right) on the corresponding edge. This idea was used in [7].

An alternative approach to an increase in the order of accuracy is to extrapolate or interpolate function values from the cells adjacent to the given face.

Next, the values on cell boundaries can be obtained using exact (iterative) or approximate Riemann solvers (see [8]). This approach was implemented in a software code.

### 3.3 Approximation of Viscous Operators

The second-order operators related to viscosity are approximated by applying the variation principle. Specifically, the viscous operators in momentum equations (see Section 2) can be obtained by varying a special functional with a symmetric nonnegative quadratic part

\[ J(V) = \int_{\Omega} \left( I(V) - 2(V \cdot \Theta) \right) dx dy dz \]

with respect to the components \( u, v \) and \( w \) of the velocity \( V \); here,

\[ I(V) = \mu \left[ \frac{2}{3} (u_x^2 + v_y^2 + w_z^2 - u_x v_y - v_y w_z - w_z u_x) + (u_x + v_y) \right]^2 + \left[ (u_x + w_z)^2 + (v_y + w_z)^2 \right] \]

is a dissipation function, \( \Theta \) is the vector \( \Theta = (\text{div } \tau, \text{ div } \tau, \text{ div } \tau) \), and \( \tau \) is the viscous stress tensor. The first variation of functional \( I(V) \) is computed in the class of functions satisfying given boundary conditions.

In each mesh cell \( c \), the components of the velocity gradient are determined as described for the pressure gradient. Then the approximate value \( J_d(V) \) of functional \( I(V) \) is calculated as

\[ J_d(V) = \sum_{c \in \Omega} \left( 0.5 \left[ \hat{I}^+(V(c)) + \hat{I}^-(V(c)) \right] - 2(V \cdot \Theta) \right) |\Omega_c|, \]

where the sum is taken over all cells of the computational domain, \(|\Omega_c|\) is the volume of the \( c \)-th cell, and \( \hat{I}^+ \) and \( \hat{I}^- \) are approximations of \( I(V) \) with first derivatives determined by the procedures \( M_c \) and \( M_{-c} \), respectively. Note that

\[ I(V) \leq 2\mu (u_x^2 + u_y^2 + u_z^2 + v_x^2 + v_y^2 + v_z^2 + w_x^2 + w_y^2 + w_z^2). \]

Relying on this inequality, a simple algorithm can be constructed in which the viscous terms in the considered equations are taken into account in the form of correction terms at the next iteration (see [9]).

### 3.4 Implicit Scheme and Iterative Algorithm

Governing Equations are numerically solved using a two-level fully implicit difference scheme of the form

\[ \frac{\phi^k - \phi^{k-1}}{\Delta t} + A^{-1}H(\phi^k) = 0, \]

where \( \phi \) is a grid vector function involving all unknown functions, \( k \) is the time level index, \( \Delta t \) is the time step, \( H \) is an operator containing first and second difference derivatives with respect to spatial variables, and \( A^{-1} \) is an operator improving the convergence of the iterations (in the simplest case, \( A = E \), where \( E \) is the identity operator). The norm of \( H(\phi^k) \) is a measure indicating the proximity of the solution to a steady state.

We use conservative (flux) approximations of the spatial operators. Conservative variables are associated with mesh cells, while flux variables, with cell boundaries. The resulting system of nonlinear algebraic equations is solved using the following simple iterative procedure at each grid node:

\[ \phi^{(s+1)}_c = \phi^{(s)}_c - \xi G(\phi^{(s)}_c), \quad G(\phi^{(s)}_c) = \phi^{(s)}_c - \phi^{(s-1)}_c + \Delta t A^{-1}H(\phi^{(s)}_c). \quad \phi^{(0)}_c = \phi^{k-1}_c. \]

Here, \( s \) is the iteration number and \( \xi > 0 \) is an iteration parameter.

Note that one step of this iterative procedure with \( \xi = 1 \) is equivalent to computation based on an explicit scheme.

At every time step, the iterations are continued until \( \| G(\phi^{(s)}_c) \| \leq \varepsilon \), where \( \varepsilon \) is the prescribed accuracy of these inner iterations. It turns out that the iterative error introduced at the \( k \)-th time step is not accumulated at the subsequent steps but decays.

Accordingly, in the case of nonstationary problems, we can use \( \varepsilon \approx 0.1 \), which ensures the stability of the computation. In the case of a linear operator \( H \) and \( A = E \), necessary conditions for the convergence of iterative process were obtained in [7].

Consider the general case in more detail. Let the discrete approximation of the spatial derivatives be represented as

\[ H(\phi^k) = T(\phi^k) + V(\phi^k), \]

where the first term approximates the first derivatives (convective terms of the equations) and the second term approximates the viscous terms. Both terms are nonlinear functions of their arguments. To analyze them, we consider their linear approximation of the form

\[ H(\phi^k) = T(\phi^k) + V^\prime(\phi^k), \]

where the coefficients of the corresponding matrices \( T \) and \( V' \) are calculated using the values of the unknowns from the preceding iteration step.

Let the operator \( A \) be given by
\[ A = E + \frac{1}{d} \tilde{V}, \quad d = \|T\|, \]

where \( \| V \| \leq \| \tilde{V} \| \) and the matrix \( A \) is easily invertible (see [13]). Then we have the estimate

\[ \| A^{-1} H \| \leq \| A^{-1} \| \| H \| = (1 + \frac{1}{d} \| V \|)^{-1} \| H \| \leq \| T \|. \]

This estimate is used to analyze the convergence of the iterative process mentioned. Indeed, the matrix \( T \) approximates the first derivatives of the unknown quantities. It is determined by the approximation of only the convective terms. As a result, the norm of the operator \( A^{-1} H' \) to be inverted can be substantially reduced in the case of fine grids (see also [10]).

4. Numerical Results

Several interesting problems were numerically solved by applying the algorithm described above and developed software package. Some of the results are presented below.

4.1 Gas Flows around Aircraft with Allowance for the Flow/Exhaust Jet Interaction

Below are the numerical results obtained for the complex gas flow around a prospective flight vehicle. An external view of this vehicle is shown in Fig. 1.

The vehicle is a blunt cylinder of radius \( R = 0.3 \) m with a spherical cap of radius \( R/10 \) (the distance along the axis of symmetry from the cylinder to the outer boundary of the sphere is \( 1.9 \) \( R \)). The cylinder and the cap are adjusted by a spline surface of revolution around of the cylinder's axis of symmetry. The nozzle radius is 80% of the radius of the vehicle rear end. The tail of the vehicle is equipped with rudders.

It is assumed that fuel combustion products are exhausted from the nozzle of the vehicle. The exhaust jet has a high temperature. In the general case, the physical characteristics of the jet differ noticeably from those of the ambient air. The task is to determine the flow parameters near the vehicle and some of its integral characteristics.

Fig. 2 shows the Mach number distributions in a longitudinal cross section of the computational domain containing a rudder. As expected, the Mach number decreases near the body surface, the rudders, and in the gas mixing zone. Inspection of the figure reveals an external shock wave determined by the overall vehicle shape, an internal shock wave arising due to the interaction of the outer airflow with the combustion...
products, and a rarefaction wave caused by the airflow past the convex part of the body. Figs. 3 and 4 present the temperature and fraction distributions near a rudder. The temperature near body surface, the rudders, and in the mixing zone increases and becomes close to that of the combustion products exhausted from the nozzle. The fraction distribution near a rudder shows that the combustion products nearly do not propagate upstream toward the rudders.

Figs. 5-7 illustrate the distributions in a transverse cross section of the computational domain near the rear end. As in the case of longitudinal cross sections, the Mach number near the body surface and the rudders is observed to decrease. The temperature near the body and the rudders increases and becomes close to that of the combustion products exhausted from the nozzle. The fraction distribution shows that the combustion products do not propagate upstream toward the rudders.

An analysis of the results suggests that complex flows of a mixture of widely different gases can be fairly well described by applying the algorithm developed. This algorithm well reproduces external and internal shock waves, rarefaction waves, and gas mixing zones. A priori information on the features of a flow (obtained, for example, via computations on a coarse grid) can be used to improve the quality of the computed flow by the refining mesh in areas of strong variations in the flow parameters.

4.2 Three-Dimensional Turbulent Gas Flows in Complex Nozzle Systems

The computation of gas flow parameters in nozzles is a classical numerical problem in internal aerodynamics. Another classical problem is that of external aerodynamics consisting in the computation of gas flows past various bodies. In some cases, problems combining the features of flows of both types have to be considered in practice.

An example of such problems combining internal and external aerodynamics is the computation of the steady gas flow in a nonaxisymmetric supersonic ejector nozzle system. Fig. 8 displays an example of a nozzle system of this kind. The system consists of an internal gasdynamic (primary) nozzle and a surrounding ejector contour. Such a primary nozzle is placed, for example, at the exit of a jet combustor with the combustion gases being exhausted through it. The ejector contour is a system of air inlets designed so that the air stream from the surrounding space mixes with the hot combustion gas flow at the exit from the primary nozzle.
The gas flows in the different regions of the ejector nozzle strongly interact with each other. It should be mentioned that the flow characteristics in the rather long external-flow region is not known in advance.

Fig. 9. Temperature distribution in the middle section.

Fig. 10. Streamlines in a vertical plane through the interwall spacing.

Some results of test computations imitating a cold flow are presented. In this case, air is drawn in the primary nozzle and air flows past the system. Figs. 9-11 display some of the computed gasdynamic fields. Fig. 9 shows the distribution of the static temperature (°K) in the middle section 0xy of the nozzle. The behavior of some streamlines for gas flows is shown in Figs. 10, 11.

The figures demonstrate a complex flow pattern, various vortex regions inside the nozzle (Fig. 10), and a vortex sheet forming behind the nozzle (Fig. 11). For more details of this work and comparison with results of other authors see [11].

4.3 Simulation of gas flow in cooled axial turbines

Numerical simulations of the working flow in gas turbines are the complex problem of internal aerodynamics. The flow under consideration occurs in the regions of complex shapes, representing the channels between rotor and stator blades moving relative to each other. In addition, from surfaces of the turbine’s blades can usually be blowing the cooling air.

Software package based on algorithm described above are considered all flows within all channels between the blades of each blade row (stators and rotors) as the same, that the process of generation of long wave axial disturbances is ignored. The governing equations of gas flow within the interblade channels of stators are written with the use of a fixed system of coordinates and within the interblade channels of rotors, these equations are written with the use of a rotating system of coordinates. The numerical solution for the fixed and rotating regions are joint at the expense of requirements based on the continuity of the mass, momentum end energy fluxes. The calculation of these fluxes are carried out with the use of axial average values. This axial average allows to avoid the high frequency pulsation of the flow and to reach its average stationary state with the use of a numerical iterative procedure. Some results of computations are shown on Figs. 12-14.
5. Conclusion
The submitted results show the ability to use the software package for solving wide range of stationary and non-stationary aerodynamic problems
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