Let $\Gamma$ be an oriented Jordan smooth curve and $\alpha$ a diffeomorphism of $\Gamma$ onto itself which has an arbitrary nonempty set of periodic points. We prove criteria for one-sided invertibility of the binomial functional operator

$$A = aI - bW$$

where $a$ and $b$ are continuous functions, $I$ is the identity operator, $W$ is the shift operator, $Wf = f \circ \alpha$, in a reflexive rearrangement-invariant space $X(\Gamma)$ with Boyd indices $\alpha_X, \beta_X$ and Zippin indices $p_X, q_X$ satisfying inequalities

$$0 < \alpha_X = p_X \leq q_X = \beta_X < 1.$$
Criteria for the two-sided invertibility of the operator (1.1) in Lebesgue spaces $L^p(\Gamma)$, $1 < p < \infty$, were obtained by V. G. Kravchenko and the second author [15]. Criteria for one-sided invertibility of (1.1) in $L^p(\Gamma)$ were established by R. Mardiev [23, 24]. These results were extended by V. Aslanov and the second author to the case of reflexive Orlicz spaces $L^M(\Gamma)$ and were announced in [5], the full proofs were given in [3, Section 4]. All these results are contained in the survey [14] of the second author. The paper [13] of the first author was devoted to a further generalization and development of ideas and results of [5, 6] to the case of reflexive rearrangement-invariant spaces and shifts having only two fixed points.

In this paper we extend the results of [13] to the case of shifts $\alpha$ preserving or changing the orientation on $\Gamma$ and having an arbitrary nonempty set of periodic points. A nontrivial example of such shift was constructed in [15] (see also [16, p. 74]). We obtain criteria for one-sided invertibility of the functional operator (1.1) in a reflexive rearrangement-invariant space $X(\Gamma)$ of fundamental type with nontrivial Boyd indices. Such spaces are wide generalizations of Lebesgue and Orlicz spaces.

The paper is organized as follows. In Section 2 we formulate necessary properties of rearrangement-invariant spaces and their interpolation characteristics (the Boyd and Zippin indices). We also describe the structure of the set $\Lambda$ of periodic points of the shift $\alpha$ (which have the same multiplicity $m \in \mathbb{N}$ if $\alpha$ preserves the orientation on $\Gamma$ and have multiplicities 1 and 2 otherwise, in the latter case we put $m = 2$). Difficulties appear in the case of the infinite boundary $\partial \Lambda$ of the set of periodic points. In that case the curve $\Gamma$ to within a finite subset can be represented as a finite union of pairwise disjoint open arcs of three types: on the arcs of first type the shift $\alpha$ is Carleman (that is, $\alpha_m(t) \equiv t$), on the arcs of second type the shift $\alpha_m$ has only two fixed points (the endpoints of the arc), and the closure of the union of the arcs of third type contains the set $(\partial \Lambda)'$ of all limit points of the boundary $\partial \Lambda$ of $\Lambda$. Moreover, we can choose the arcs of third type so small as we want. All these arcs are invariant with respect to the shift $\alpha_m$.

In Section 3 we prove sufficient conditions for the two-sided invertibility of the functional operator (1.1) in $X(\Gamma)$. These results are based on an estimate from above for the spectral radius of the weighted shift operator $gW$ ($g \in C(\Gamma)$) in rearrangement-invariant spaces, which is obtained with the help of interpolation from known results for Lebesgue spaces.

Section 4 is devoted to criteria for one-sided invertibility of the functional operator (1.1) in $X(\Gamma)$ in the case of an arbitrary nonempty set of fixed points of $\alpha$. In their proofs we essentially use a decomposition of $\Gamma$ into a union of arcs of three types. Further, for the functional operator (1.1) we define five sets $\Gamma_j$, $j \in \{1, 2, \ldots, 5\}$, and in terms of these sets we prove a criterion for one-sided invertibility of $A$. Roughly speaking, $\Gamma_1$ is a Carleman part of $\Gamma$, the sets $\Gamma_2$ and $\Gamma_3$ control the two-sided invertibility of $A$ if, respectively, the coefficient $a$ or $b$ dominates, the set $\Gamma_4$ controls the right invertibility of $A$, and the set $\Gamma_5$ controls the left invertibility of $A$. Stress also that according to Corollary 4.3, if $\alpha$ has a finite set of fixed points on $\Gamma$, then for considered rearrangement-invariant spaces (with the non-coinciding Boyd indices) in contrast to Lebesgue spaces, the intersection of the left and right spectra of the shift operator $W$ consists of a finite union of annuli depending on the
values of the derivative $\alpha'$ at the fixed points of $\alpha$ and the both Boyd indices. In the case of Lebesgue spaces these annuli degenerate into circles. This shows a new quality arising for functional operators in rearrangement-invariant spaces in view of the non-coincidence, in general, of the Boyd indices.

In Section 5 we extend the results of Section 4 to the case of periodic points of arbitrary multiplicity $m$. The proof is based on the equivalence of the right invertibility of $A$ and the conjunction of the right invertibility of an operator of the form (1.1), with the shift $\alpha_m$ having only fixed points, and some additional conditions. Using that equivalence, we reduce the general case to the case of fixed points. The left invertibility is studied by passing to adjoint operators and making use of the reflexivity of the space $X(\Gamma)$. At the end of this section we calculate the spectrum of the weighted shift operator $gW$ with the continuous coefficient $g$.

2 Spaces and shifts

2.1 Rearrangement-invariant spaces

For a general discussion of rearrangement-invariant spaces, see [7, 17, 19]. In this subsection we collect necessary facts in the abstract setting of (finite) measure spaces.

Let $(\mathcal{R}, \mu)$ be a nonatomic finite measure space. Denote by $\mathcal{M} = \mathcal{M}(\mathcal{R}, \mu)$ the set of all $\mu$-measurable complex-valued functions on $\mathcal{R}$, and let $\mathcal{M}^+$ be the subset of functions from $\mathcal{M}$ whose values lie in $[0, \infty]$. The characteristic function of a $\mu$-measurable set $E \subset \mathcal{R}$ will be denoted by $\chi_E$. A mapping $\rho : \mathcal{M}^+ \to [0, \infty]$ is called a function norm if for all functions $f, g, f_n \in \mathcal{M}^+$ ($n \in \mathbb{N}$), for all constants $a \geq 0$ and for all $\mu$-measurable subsets $E$ of $\mathcal{R}$, the following properties hold:

\begin{enumerate}
  \item $\rho(f) = 0 \Leftrightarrow f = 0$ $\mu$-a.e., $\rho(af) = a\rho(f)$, $\rho(f + g) \leq \rho(f) + \rho(g)$,
  \item $0 \leq g \leq f$ $\mu$-a.e. $\Rightarrow \rho(g) \leq \rho(f)$ \quad (the lattice property),
  \item $0 \leq f_n \uparrow f$ $\mu$-a.e. $\Rightarrow \rho(f_n) \uparrow \rho(f)$ \quad (the Fatou property),
  \item $\rho(\chi_E) < \infty$, $\int_E f \, d\mu \leq C_E \rho(f)$
\end{enumerate}

with $C_E \in (0, \infty)$ depending on $E$ and $\rho$ but independent of $f$. The collection $X = X(\rho)$ of all functions $f \in \mathcal{M}$ for which $\rho(|f|) < \infty$ is called a Banach function space. For each $f \in X$, the norm of $f$ is defined by

$$\|f\|_X := \rho(|f|).$$

If $\rho$ is a function norm, its associate norm $\rho'$ is defined on $\mathcal{M}^+$ by

$$\rho'(g) := \sup \left\{ \int_{\mathcal{R}} fg \, d\mu : f \in \mathcal{M}^+, \rho(f) \leq 1 \right\}, \quad g \in \mathcal{M}^+.$$

The Banach function space $X(\rho')$ determined by the function norm $\rho'$ is called the associate space of $X = X(\rho)$ and is denoted by $X'$. The associate space $X'$ is a subspace of the dual space $X^*$. 
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In the following we will consider only separable measure spaces. Note that the Lebesgue measure is separable (for the definition and the proof of this fact, see, e.g., [12, Ch. 1, Subsection 6.10]).

**Lemma 2.1.** Let \( \mu \) be a separable measure.

(a) A Banach function space \( X \) is separable if and only if its associate space \( X' \) is canonically isometrically isomorphic to the dual space \( X^* \) of \( X \).

(b) A Banach function space \( X \) is reflexive if and only if both \( X \) and its associate space \( X' \) are separable.

This lemma follows from Corollaries 4.3, 4.4 and 5.6 [7, Ch. 1].

Let \( M_0 \) and \( M_0^+ \) be the classes of \( \mu \)-a.e. finite functions in \( M \) and \( M^+ \), respectively. Two functions \( f, g \in M_0 \) are said to be equimeasurable if

\[
\mu \{ x \in \mathcal{R} : |f(x)| > \lambda \} = \mu \{ x \in \mathcal{R} : |g(x)| > \lambda \} \quad \text{for all} \quad \lambda \geq 0.
\]

A function norm \( \rho : M^+ \to [0, \infty] \) is said to be rearrangement-invariant, if \( \rho(f) = \rho(g) \) for every pair of equimeasurable functions \( f, g \in M_0^+ \). In that case, the Banach function space \( X = X(\rho) \) generated by \( \rho \) is said to be the rearrangement-invariant space (briefly r.-i. space). Lebesgue, Orlicz, Lorentz spaces are important classical examples of r.-i. spaces.

### 2.2 Boyd and Zippin indices

A measurable function \( \varrho : (0, \infty) \to (0, \infty) \) is said to be submultiplicative if

\[
\varrho(x_1 x_2) \leq \varrho(x_1) \varrho(x_2) \quad \text{for all} \quad x_1, x_2 \in (0, \infty).
\]

The behavior of the measurable submultiplicative function \( \varrho \) in neighborhoods of zero and infinity is described by the quantities (see [17, Ch. 2, Theorem 1.3])

\[
\alpha(\varrho) := \sup_{x \in (0,1)} \frac{\log \varrho(x)}{\log x} = \lim_{x \to 0} \frac{\log \varrho(x)}{\log x}, \quad \beta(\varrho) := \inf_{x \in (1,\infty)} \frac{\log \varrho(x)}{\log x} = \lim_{x \to \infty} \frac{\log \varrho(x)}{\log x}.
\]

One can prove that \( \alpha(\varrho) \leq \beta(\varrho) \) and these numbers are finite. The numbers \( \alpha(\varrho) \) and \( \beta(\varrho) \) are called the lower and upper indices of the measurable submultiplicative function \( \varrho \).

The idea of using indices of some submultiplicative functions for the description of properties of Orlicz spaces goes back to W. Matuszewska and W. Orlicz, 1960. Matuszewska-Orlicz indices were generalized by D. W. Boyd and M. Zippin to the case of rearrangement-invariant spaces (for the history and precise references, see [21]).

By the Luxemburg representation theorem [7, Ch. 2, Theorem 4.10], there is the unique rearrangement-invariant function norm \( \overline{\rho} \) over \([0, \mu(\mathcal{R})]\) with Lebesgue measure \( m \) such that

\[
\rho(f) = \overline{\rho}(f^*) \quad \text{for all} \quad f \in M_0^+,
\]

where \( f^* \) is the non-increasing rearrangement of \( f \) (see, e.g., [7, p. 39]). The r.-i. space over \(([0, \mu(\mathcal{R})], m)\) generated by \( \overline{\rho} \) is called the Luxemburg representation of \( X \) and is denoted by \( \overline{X} \). For each \( x > 0 \), let \( E_x \) denote the dilation operator defined on \( M_0([0, \mu(\mathcal{R})], m) \) by

\[
(E_x f)(t) := \begin{cases} f(xt), & xt \in [0, \mu(\mathcal{R})] \\ 0, & xt \notin [0, \mu(\mathcal{R})] \end{cases}, \quad t \in [0, \mu(\mathcal{R})].
\]

(2.2)
Together with $E_x$ consider the family of operators
\[
E_x^{(\lambda)} := \Pi_x E_x \Pi_{\lambda}, \quad \lambda \in (0, \mu(\mathcal{R})],
\]
where $\Pi_{\lambda} := \chi_{\lambda} I$ and $\chi_{\lambda}$ is the characteristic function of the segment $[0, \lambda]$. Consider the function
\[
h_X(x, \lambda) := \|E_{1/x}^{(\lambda)}\|_{\mathcal{B}(X)}, \quad x \in (0, \infty), \quad \lambda \in (0, \mu(\mathcal{R})],
\]
where $\mathcal{B}(X)$ is the Banach algebra of the bounded linear operators on $\mathcal{X}$.

**Lemma 2.2.** (a) For every $x \in (0, \infty)$, we have $h_X(x, \mu(\mathcal{R})) \leq \max\{1, x\}$;
(b) for $x \in (0, \infty)$, the function $h_X(x, \lambda)$ is non-decreasing in $\lambda \in (0, \mu(\mathcal{R})]$;
(c) for $\lambda \in (0, \mu(\mathcal{R})]$, the function $h_X(x, \lambda)$ is non-decreasing and submultiplicative in $x \in (0, \infty)$;
(d) if $X'$ denotes the associate space of $X$, then
\[
h_X(x, \lambda) = x h_{X'}\left(\frac{1}{x}, \lambda\right), \quad x \in (0, \infty), \quad \lambda \in (0, \mu(\mathcal{R})];
\] (2.3)
(e) if $x \in (0, 1]$ and $\lambda \in (0, \mu(\mathcal{R})/2]$, then $h_X(x, 2\lambda) \leq 2h_X(x, \lambda)$;
(f) if $0 < \lambda \leq \nu \leq \mu(\mathcal{R})$, then there is a constant $C_{\lambda, \nu} > 0$ such that
\[
h_X(x, \lambda) \leq h_X(x, \nu) \leq C_{\lambda, \nu} h_X(x, \lambda), \quad x \in (0, \infty).
\]

**Proof.** The statement (a) is well-known (see, e.g., [1], p. 165).
(b) If $\lambda_1 < \lambda_2$, then $\Pi_{\lambda_1} = \Pi_{\lambda_1} \Pi_{\lambda_2} = \Pi_{\lambda_2} \Pi_{\lambda_1}$. Hence,
\[
E_{1/x}^{(\lambda_1)} = \Pi_{\lambda_1} E_{1/x} \Pi_{\lambda_1} = \Pi_{\lambda_1} \Pi_{\lambda_2} E_{1/x} \Pi_{\lambda_2} \Pi_{\lambda_1} = \Pi_{\lambda_1} E_{1/x}^{(\lambda_2)} \Pi_{\lambda_1}.
\] (2.4)
Since $\|\Pi_{\lambda_1}\|_{\mathcal{B}(X)} \leq 1$, we infer from (2.4) that
\[
h_X(x, \lambda_1) = \|E_{1/x}^{(\lambda_1)}\|_{\mathcal{B}(X)} \leq \|E_{1/x}^{(\lambda_2)}\|_{\mathcal{B}(X)} = h_X(x, \lambda_2).
\]
(c) and (d). For every $x \in (0, \infty)$ and every $\lambda \in (0, \mu(\mathcal{R})]$, we have
\[
(E_x^{(\lambda)} f^*)(t) \leq E_x^{(\lambda)} f^*(t), \quad t \in (0, \mu(\mathcal{R})].
\] (2.5)
Using this inequality, one can obtain by analogy with the remark after [1], Ch. 3, Corollary 6.11] that the function $h_X(x, \lambda)$ is non-decreasing and submultiplicative in $x \in (0, \infty)$. Moreover, (2.3) holds.
(e) From (2.4), (2.5) and the monotonicity of $f^*$ we see that for $t \in (0, \mu(\mathcal{R})$,
\[
(E_{1/x}^{(\lambda)} f^*)(t) \leq E_{1/x}^{(\lambda)} f^*(t) = E_{1/x}^{(\lambda)} (\chi_{\lambda} f^*)(t) + E_{1/x}^{(\lambda)} (\chi_{[\lambda, 2\lambda]} f^*)(t)
\]
\[
= \chi_{\lambda}(t) E_{1/x}^{(\lambda)} (\chi_{\lambda} f^*)(t) + E_{1/x}^{(\lambda)} (\chi_{[\lambda, 2\lambda]} f^*)(t) = E_{1/x}^{(\lambda)} f^*(t) + E_{1/x}^{(\lambda)} (\chi_{[\lambda, 2\lambda]} f^*)(t),
\] (2.6)
\[
(E_{1/x}^{(\lambda)} (\chi_{[\lambda, 2\lambda]} f^*))^*(t) \leq E_{1/x}^{(\lambda)} (\chi_{[\lambda, 2\lambda]} f^*)^*(t) = E_{1/x}^{(\lambda)} (\chi_{\lambda}(t) f^*(t + \lambda)) \leq E_{1/x}^{(\lambda)} (\chi_{\lambda} f^*(t)) = E_{1/x}^{(\lambda)} \chi_{\lambda}(t) f^*(t).
\] (2.7)
Inequalities (2.6), (2.7) and properties of the r.-i. invariant function norm \( \overline{\rho} \) give
\[
\overline{\rho}(|E_{1/x}^{(2\lambda)} f|) = \overline{\rho}((E_{1/x}^{(2\lambda)} f)^+) \leq 2\overline{\rho}(E_{1/x}^{(\lambda)} f^+). \tag{2.8}
\]
Obviously, \( \{ f^+ : f \in X, \overline{\rho}(|f|) \leq 1 \} \subset \{ |f| : f \in X, \overline{\rho}(|f|) \leq 1 \}. \) Hence, from (2.8) we get
\[
h_X(x, 2\lambda) = \| E_{1/x}^{(2\lambda)} \|_{L(X)} = \sup_{f \in X, \overline{\rho}(|f|) \leq 1} \overline{\rho}(|E_{1/x}^{(2\lambda)} f|) \leq 2 \sup_{f \in X, \overline{\rho}(|f|) \leq 1} \overline{\rho}(E_{1/x}^{(\lambda)} f^+) \leq 2 \sup_{f \in X, \overline{\rho}(|f|) \leq 1} \overline{\rho}(|E_{1/x}^{(\lambda)} f|) = 2 \| E_{1/x}^{(\lambda)} \|_{L(X)} = 2 h_X(x, \lambda).
\]

(f) Choose \( n \in \mathbb{N} \) such that \( \nu/2^n \leq \lambda < \nu/2^{n-1} \). Then from (b) and (e) we get
\[
h_X(x, \lambda) \leq h_X(x, \nu) \leq 2^n h_X(x, \nu/2^n) \leq 2^n h_X(x, \lambda), \quad x \in (0, 1]. \tag{2.9}
\]
If \( x \in (1, \infty) \), then from (2.8) and (2.9) we get the same inequality (2.3) for \( x \in (1, \infty) \).

The indices of the non-decreasing (and hence, measurable) and submultiplicative function \( h_X(\cdot, \mu(\mathcal{R})) \) are called the Boyd indices of the r.-i. space \( X \) \[8\] and denoted by
\[
\alpha_X := \alpha(h_X(\cdot, \mu(\mathcal{R}))), \quad \beta_X := \beta(h_X(\cdot, \mu(\mathcal{R}))).
\]
From Lemma 2.2(a), (d) and equalities (2.1) it follows that
\[
0 \leq \alpha_X \leq \beta_X \leq 1,
\]
\[
\alpha_X + \beta_X = \alpha_X + \beta_X = 1. \tag{2.10}
\]

For each \( t \in (0, \mu(\mathcal{R})) \), let \( \Omega \) be a \( \mu \)-measurable subset of \( \mathcal{R} \) with \( \mu(\Omega) = t \), and let \( \varphi_X(t) := \| \chi_\Omega \|_X \). The function \( \varphi_X \) so defined is called the fundamental function of the r.-i. space \( X \). Put
\[
M_X(x) := \limsup_{t \to 0} \frac{\varphi_X(tx)}{\varphi_X(t)}, \quad x \in (0, \infty).
\]
The function \( M_X \) is non-decreasing (and hence, measurable) and submultiplicative (see [21, Section 4]). The indices of this function are called the Zippin (or fundamental) indices of the r.-i. space \( X \) [23] and denoted by \( p_X := \alpha(M_X), q_X := \beta(M_X) \). Generally, it can be proved (see, e.g., [21, Section 4]) that
\[
\alpha_X \leq p_X \leq q_X \leq \beta_X.
\]

**Lemma 2.3.** Let \( (\mathcal{R}, \mu) \) be a finite measure space and \( \Omega \) be a \( \mu \)-measurable subset of \( \mathcal{R} \) with \( \lambda := \mu(\Omega) > 0 \). Let \( X \) be an r.-i. space over \( (\mathcal{R}, \mu) \) generated by an r.-i. function norm \( \rho \). Then its subspace \( P_\Omega X \), where \( P_\Omega := \chi_\Omega I \), is an r.-i. space over \( (\Omega, \mu) \) generated by the same r.-i. function norm \( \rho \), but defined on functions with support in \( \Omega \). Moreover, \( X \) and \( P_\Omega X \) have the same Boyd and Zippin indices.
Proof. It is easy to check that an r.-i. function norm \( \rho \) defined on \( \mathcal{M}^+(\mathcal{R}, \mu) \) is a Banach function norm on \( \mathcal{M}^+(\Omega, \mu) \) as well. Moreover, \( \rho \) is an r.-i. function norm on \( \mathcal{M}^+(\Omega, \mu) \). Hence, \( P_\Omega X \) is an r.-i. space.

It is easy also to see that \( \Pi_\lambda X \) is the Luxemburg representation for the subspace \( P_\Omega X \), and
\[
\| E_{1/x}(\lambda) \|_{B(X)} = \| E_{1/x}(\Pi_\lambda X) \|,
\]
where the operator \( E_{1/x} \) from the right is defined by (2.2) on functions in \( \mathcal{M}^+([0, \lambda], m) \). From (2.1), (2.11) and Lemma 2.2(f) it follows that the Boyd indices of \( X \) and \( P_\Omega X \) coincide.

On the other hand, \( \varphi_X(t) = \varphi_{P_\Omega X}(t) \) for every \( t \in (0, \lambda] \). Hence, \( M_X(x) = M_{P_\Omega X}(x) \) for every \( x \in (0, \infty) \). Consequently, the Zippin indices of \( X \) and \( P_\Omega X \) coincide too.

An r.-i. space \( X \) is said to be of fundamental type if its Boyd and Zippin indices coincide:
\[
\alpha_X = p_X, \quad \beta_X = q_X.
\]
Lebesgue, Orlicz, and Lorentz spaces are examples of spaces of fundamental type \( [10] \). For the Lebesgue spaces \( L^p, 1 \leq p \leq \infty \), all indices are equal to \( 1/p \). But there are r.-i. spaces for which the Boyd and Zippin indices do not coincide, that is, there exist r.-i. spaces of non-fundamental type (see \( [21] \) and the references given there). We will say that the Boyd indices are nontrivial if
\[
0 < \alpha_X \leq \beta_X < 1.
\]
In the case of Orlicz spaces these inequalities are equivalent to the reflexivity of the space (see, e.g., \( [21] \)). Examples of Young functions which generate reflexive Orlicz spaces whose Boyd indices do not coincide are given in \( [3] \) and \( [22, p. 93] \).

Boyd indices are interpolation characteristics of r.-i. spaces.

Theorem 2.4 (see \( [8] \) and \( [13, Theorem 2.2] \)). Let \( X \) be an r.-i. space with nontrivial Boyd indices. If there are numbers \( p_0, p_1 \in (1, \infty) \) such that
\[
1/p_1 < \alpha_X \leq \beta_X < 1/p_0,
\]
and if an operator \( T \) is bounded in the Lebesgue spaces \( L^{p_0} \) and \( L^{p_1} \), then \( T \) is bounded in \( X \) and
\[
r(T; X) \leq \max \left\{ r(T; L^{1/\alpha_X}), r(T; L^{1/\beta_X}) \right\},
\]
where \( r(T; X) \) is the spectral radius of \( T \) in the r.-i. space \( X \), and \( r(T; L^{1/\alpha_X}) \) and \( r(T; L^{1/\beta_X}) \) are the spectral radii of \( T \) in the Lebesgue spaces \( L^{1/\alpha_X} \) and \( L^{1/\beta_X} \), respectively.

Note that the estimate (2.12) is sharp, that is, there is an operator \( T \), for which we have the equality in (2.12) (see Subsection 5.3).

2.3 Structure of the set of periodic points

In the following we will consider Jordan curves or arcs of two types. We say that an arc \( \gamma \) is closed (open) if it is homeomorphic to the segment \( [0, 1] \) (to the interval \( (0, 1) \)). Let \( \Gamma \) be
an oriented Jordan smooth curve. A homeomorphism $\alpha : \Gamma \to \Gamma$ is called a shift function (shift). Put $\alpha_0(t) = t$ and $\alpha_n(t) = \alpha[\alpha_{n-1}(t)]$ for $n \in \mathbb{Z}$ and $t \in \Gamma$.

A point $\tau \in \Gamma$ is called a periodic point of the multiplicity $m \geq 1$ for the shift $\alpha$, if $\alpha_m(\tau) = \tau$ and $(\text{in the case } m > 1) \alpha_j(\tau) \neq \tau$ for every $j = 1, 2, \ldots, m - 1$. A periodic point of the multiplicity one is called a fixed point. Let $\Lambda$ be the set of all periodic points.

A classification of shifts with respect to the set $\Lambda$ is given in [16, Ch. 1, Section 3]. In the following we assume that the set $\Lambda$ is nonempty. It is known that if $\alpha$ preserves the orientation on $\Gamma$ then all periodic points of $\alpha$ have the same multiplicity [16, Theorem 1.3.1]. If $\alpha$ changes the orientation on $\Gamma$ then $\alpha$ has two fixed points on $\Gamma$, and all other periodic points of $\alpha$ (if they exist) have the multiplicity two [16, Theorem 1.3.2]. Clearly, the set $\Lambda$ is closed. Let $m$ be the multiplicity of periodic points of the shift $\alpha$ if $\alpha$ preserves the orientation on $\Gamma$, and put $m := 2$ otherwise. Then $\Lambda$ is the set of all fixed points of the shift $\alpha_m$.

Put
$$\Phi := \{ t \in \Gamma : \alpha_m(t) \neq t \},$$
and decompose the contour $\Gamma$ into disjoint sets
$$\Gamma = (\Gamma \setminus \Phi) \cup \Phi = (\Gamma \setminus \Phi) \cup (\Phi \setminus \Lambda) \cup Y$$
where the set $Y := \partial \Lambda = \Lambda \cap \Phi$ is the boundary of $\Lambda$. Clearly,
$$\Phi \setminus \Lambda = \Gamma \setminus \Lambda, \quad \text{and} \quad (\Gamma \setminus \Phi) \cup Y = \Lambda.$$

The open set $\Phi \setminus \Lambda$ can be represented as a countable (or finite) union of connected components (open arcs), every of which is invariant with respect to the shift $\alpha_m$ ($\alpha_m$-invariant) and does not contain its fixed points. The open set $\Gamma \setminus \Phi$ also can be represented as a countable (or finite) union of $\alpha_m$-invariant open arcs but consisting of inner points of $\Lambda$.

Let $Y'$ denote the set of all limit points of the boundary $Y$ of $\Lambda$.

**Lemma 2.5.** (a) If the set $Y$ is finite, then there is a finite decomposition
$$\Gamma = \left( \bigcup_i \omega_i \right) \cup \left( \bigcup_j \gamma_j \right),$$
(2.13)
where $\omega_i \subset \Gamma \setminus \Phi$, $\gamma_j \subset \Phi \setminus \Lambda$ are pairwise disjoint, $\alpha_m$-invariant open arcs with endpoints in $Y$.

(b) Let $f : \Gamma \to \mathbb{R}$ be a continuous function. If the set $Y$ is infinite and $f(\tau) > 0$ for all $\tau \in Y'$, then there is a finite decomposition
$$\Gamma = \left( \bigcup_i \omega_i \right) \cup \left( \bigcup_j \gamma_j \right) \cup \left( \bigcup_k v_k \right),$$
(2.14)
where $\omega_i \subset \Gamma \setminus \Phi$, $\gamma_j \subset \Phi \setminus \Lambda$, $v_k \subset \Gamma$ are pairwise disjoint, $\alpha_m$-invariant open arcs with endpoints in $Y$, $v_k \cap Y' \neq \emptyset$, and $f(t) > 0$ for all $t \in v_k$ and all arcs $v_k$. 
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Proof. If the set $Y$ is finite, then the set $\Gamma \setminus Y = (\Gamma \setminus \Phi) \cup (\Phi \setminus \Lambda)$ consists of a finite set of pairwise disjoint open arcs with endpoints in $Y$. Since the set $Y$ consists of fixed points of $\alpha_m$, these arcs are $\alpha_m$-invariant. Denoting these arcs lying in $\Gamma \setminus \Phi$ and $\Phi \setminus \Lambda$ by $\omega_i$ and $\gamma_j$, respectively, we get

$$\Gamma \setminus \Phi = \bigcup_i \omega_i, \quad \Phi \setminus \Lambda = \bigcup_j \gamma_j,$$

which proves part (a).

(b) If the set $Y$ is infinite, then the set $Y'$ of its limit points is nonempty, and vice versa. Moreover, since $Y'$ is closed in $\Gamma$ and $\Gamma$ is compact, $Y'$ is compact as well.

Since $f$ is continuous, for every $\varepsilon > 0$ and every $\tau \in Y'$, there is an open arc $\gamma(\tau) \ni \tau$ of the length $|\gamma(\tau)| < \varepsilon$ and such that $f(t) > 0$ for all $t \in \gamma(\tau)$. Without loss of generality, we can choose endpoints of $\gamma(\tau)$ such that either the right (left) half-neighborhood of the point $\tau$ is separated from $Y \setminus \{\tau\}$ or the right (left) endpoint of the arc $\gamma(\tau)$ belongs to $Y$ (in the second case the point $\tau$ is a limit point of the subset of $Y$, which lies from the right (from the left) of the point $\tau$).

As $Y'$ is a compact set, from the open overlapping $\{\gamma(\tau) : \tau \in Y'\}$ we may extract a finite overlapping $\{\gamma(\tau_k) : k = 1, 2, \ldots, n\}$. From each arc $\gamma(\tau_k)$ we delete half-neighborhoods of $\tau_k$ which wholly lie in $\Lambda$ or in $(\Gamma \setminus \Lambda) \cup \{\tau_k\}$. Since the point $\tau_k$ is not an isolated point of the set $Y$, we can delete at most one neighborhood of $\tau_k$. Thus, from each arc $\gamma(\tau_k)$ we obtain an arc $u(\tau_k)$, endpoints of which belong to $Y$, and

$$(u(\tau_k) \cap Y) \cup \{\tau_k\} = \gamma(\tau_k) \cap Y.$$  \hfill (2.15)

From (2.13) we see that the set

$$\left(\Gamma \setminus \left(\bigcup_{k=1}^n \gamma(\tau_k)\right)\right) \cap Y = \left(\Gamma \setminus \left(\bigcup_{k=1}^n u(\tau_k)\right)\right) \cap Y$$

is empty or finite.

We consecutively exclude from the set $\{u(\tau_k) : k = 1, 2, \ldots, n\}$ the arcs $u(\tau_k)$ contained in the union of the remaining arcs. After that we obtain a system of arcs such that every two arcs either are not intersected, or are intersected but each arc does not contain the other one. Moreover, the intersection of any three such arcs is empty. Without loss of generality, we assume that the original system $\{u(\tau_k) : k = 1, 2, \ldots, n\}$ has this property. In that case there are pairwise disjoint open arcs $v_k, k = 1, 2, \ldots, n$, with endpoints in $Y$, such that $v_k \subset u(\tau_k)$ and

$$\bigcup_{k=1}^n v_k = \bigcup_{k=1}^n u(\tau_k) \supset Y'.$$ \hfill (2.16)

Clearly, all arcs $v_k, k = 1, 2, \ldots, n$, are $\alpha_m$-invariant, and for every arc $v_k$,

$$f(t) > 0 \quad \text{for all} \quad t \in v_k, \quad v_k \cap Y' \neq \emptyset.$$
is empty, then we have the desired decomposition of $\Gamma$.

Otherwise, the open set $v_0$ is non-empty and $\alpha_m$-invariant. From (2.10) we see that

$$v_0 \cap Y = \left( \Gamma \setminus \left( \bigcup_{k=1}^{n} \overline{u(\tau_k)} \right) \right) \cap (Y \setminus Y'),$$

that is, the set $v_0 \cap Y$ is finite.

Since the open set $v_0$ is not empty, the set

$$v_0 \cap (\Gamma \setminus Y) = \left( v_0 \cap (\Gamma \setminus \Phi) \right) \cup \left( v_0 \cap (\Phi \setminus \Lambda) \right)$$

consists of a finite set of open arcs with endpoints in $v_0 \cap Y$. Denoting these arcs by $\omega_i$ and $\gamma_j$ if they lie, respectively, in $\Gamma \setminus \Phi$ and $\Phi \setminus \Lambda$, we obtain

$$v_0 \cap (\Gamma \setminus \Phi) = \bigcup_i \omega_i, \quad v_0 \cap (\Phi \setminus \Lambda) = \bigcup_j \gamma_j.$$

Clearly, these arcs are $\alpha_m$-invariant, and we get the desired decomposition (2.14).

**Proposition 2.6.** The set $Y \setminus Y'$ of all isolated points of $Y$ is contained in the set of all endpoints of connected components $\gamma \subset \Phi \setminus \Lambda (= \Gamma \setminus \Lambda)$.

The proof is obvious.

3 Two-sided invertibility: sufficient conditions

3.1 Estimate for the spectral radius of weighted shift operators

In Sections 3 and 4 we suppose that $\Gamma$ is an oriented Jordan smooth curve and $\alpha$ is an orientation preserving diffeomorphism of $\Gamma$ onto itself which has an arbitrary nonempty set $\Lambda$ of fixed points. We equip $\Gamma$ with the Lebesgue length measure $|d\tau|$. In the following we will consider all rearrangement-invariant spaces over the finite measure space $(\Gamma, |d\tau|)$. Also we always suppose that r.-i. spaces $X(\Gamma)$ have nontrivial Boyd indices $\alpha_X, \beta_X$. In that case the operator $A = aI - bW$ is bounded in the space $X(\Gamma)$, due to the Boyd interpolation theorem [8].

If $\Omega$ is a subset of $\Gamma$ of a positive measure, then we will denote by $X(\Omega)$ the subspace of $X(\Gamma)$ which consists of functions supported in $\Omega$. In view of Lemma 2.3, $X(\Omega)$ is an r.-i. space with the same Boyd and Zippin indices as the whole space $X(\Gamma)$.

Denote by $C(\Gamma)$ the set of all continuous functions on $\Gamma$.

**Theorem 3.1.** The spectral radius of the weighted shift operator $gW$ with coefficient (weight) $g \in C(\Gamma)$ in the Lebesgue space $L^p(\Gamma), 1 < p < \infty$, is calculated by the formula

$$r(gW; L^p(\Gamma)) = \max_{\tau \in \Lambda} |g(\tau)||\alpha'(\tau)|^{-1/p}.$$

This theorem follows from the results of [15]. For further generalizations of the formula for the spectral radius of the weighted shift operator, see [2, Ch. 1, Section 5].
The spectral radius of the weighted shift operator $gW$ with coefficient (weight) $g \in C(\Gamma)$ in an r.-i. space $X(\Gamma)$ with nontrivial Boyd indices $\alpha_X, \beta_X$ satisfies the estimate

$$r(gW; X(\Gamma)) \leq \max_{\tau \in \Lambda} \left( |g(\tau)| \max \left\{ |\alpha'(\tau)|^{-\alpha_X}, |\alpha'(\tau)|^{-\beta_X} \right\} \right).$$

**Proof.** By Theorem 3.1, the spectral radii of the operator $gW$ in the Lebesgue spaces $L^{1/\alpha_X}(\Gamma)$ and $L^{1/\beta_X}(\Gamma)$, are calculated by

$$r(gW; L^{1/\alpha_X}(\Gamma)) = \max_{\tau \in \Lambda} |g(\tau)||\alpha'(\tau)|^{-\alpha_X}, \quad r(gW; L^{1/\beta_X}(\Gamma)) = \max_{\tau \in \Lambda} |g(\tau)||\alpha'(\tau)|^{-\beta_X},$$

respectively. Theorem 2.4 and the latter equalities give

$$r(gW; X(\Gamma)) \leq \max \left\{ r(gW; L^{1/\alpha_X}(\Gamma)), r(gW; L^{1/\beta_X}(\Gamma)) \right\} = \max \left\{ \max_{\tau \in \Lambda} |g(\tau)||\alpha'(\tau)|^{-\alpha_X}, \max_{\tau \in \Lambda} |g(\tau)||\alpha'(\tau)|^{-\beta_X} \right\} = \max_{\tau \in \Lambda} \left( |g(\tau)| \max \left\{ |\alpha'(\tau)|^{-\alpha_X}, |\alpha'(\tau)|^{-\beta_X} \right\} \right).$$



### 3.2 Sufficient conditions for the two-sided invertibility

For the functional operator (1.1) define the two continuous functions $\eta_i : \Gamma \to \mathbb{R}, i \in \{0, 1\}$, by the formulas

$$\eta_0(t) := |a(t)| - |b(t)| \min \left\{ |\alpha'(t)|^{-\alpha_X}, |\alpha'(t)|^{-\beta_X} \right\},$$

$$\eta_1(t) := |a(t)| - |b(t)| \max \left\{ |\alpha'(t)|^{-\alpha_X}, |\alpha'(t)|^{-\beta_X} \right\}. \tag{3.1} \tag{3.2}$$

**Lemma 3.3.** Let $\gamma$ be a closed $\alpha$-invariant arc of $\Gamma$.

(a) If $\eta_0(t) < 0$ for every $t \in \gamma$, then the operator $A$ is two-sided invertible in $X(\gamma)$, and

$$A^{-1} = -W^{-1} \sum_{n=0}^{\infty} (b^{-1}aW^{-1})^n b^{-1}I. \tag{3.3}$$

(b) If $\eta_1(t) > 0$ for every $t \in \gamma$, then the operator $A$ is two-sided invertible in $X(\gamma)$, and

$$A^{-1} = \sum_{n=0}^{\infty} (a^{-1}bW)^n a^{-1}I.$$

**Proof.** We consider the more difficult part (a). From the definition of $\eta_0$ we see that if $\eta_0(t) < 0$ for all $t \in \gamma$, then

$$0 \leq |a(t)| < |b(t)| \min \left\{ |\alpha'(t)|^{-\alpha_X}, |\alpha'(t)|^{-\beta_X} \right\}, \quad t \in \gamma. \tag{3.4}$$

Hence, $b$ is invertible in $C(\gamma)$. In that case

$$A = -b(I - b^{-1}aW^{-1})W. \tag{3.5}$$
Let us show the invertibility of the factor $I - b^{-1}aW$. For fixed points of $\alpha$ we get $\alpha'_{-1}(\tau) = 1/\alpha'[\alpha_{-1}(\tau)] = 1/\alpha'(\tau)$. Then, taking into account that $W_{a^{-1}} = W_{a_{-1}}$ and the arc $\gamma$ is $\alpha$-invariant, we infer from Theorem 3.2 that

$$r(b^{-1}aW^{-1}; X(\gamma)) \leq \max_{\tau \in \Lambda \cap \gamma} \left( |b(\tau)|^{-1} |a(\tau)| \max \left\{ |\alpha'_{-1}(\tau)|^{-\alpha_X} |\alpha_{-1}'(\tau)|^{-\beta_X} \right\} \right)$$

From (3.4) and (3.6) we see that $\alpha$ is invertible in $X$. The assertion (b) can be proved analogously. \hfill \blacksquare

4 One-sided invertibility: case of fixed points

4.1 Case of only two fixed points

Let $X(\Gamma)$ be a reflexive r.-i. space of fundamental type with nontrivial Boyd indices, i.e., Boyd and Zippin indices satisfy the inequalities

$$0 < \alpha_X = p_X \leq q_X = \beta_X < 1.$$

We say that an $\alpha$-invariant set $\Omega \subset \Gamma$ satisfies, respectively, the condition

\begin{align*}
R(\Omega) & \quad \text{if for every } t \in \Omega \text{ there exists a } k_0 = k_0(t) \in \mathbb{Z} \text{ such that } a[\alpha_k(t)] \neq 0 \text{ for } k < k_0 \quad \text{and} \quad b[\alpha_k(t)] \neq 0 \text{ for } k \geq k_0, \\
L(\Omega) & \quad \text{if for every } t \in \Omega \text{ there exists a } k_0 = k_0(t) \in \mathbb{Z} \text{ such that } a[\alpha_k(t)] \neq 0 \text{ for } k > k_0 \quad \text{and} \quad b[\alpha_k(t)] \neq 0 \text{ for } k < k_0.
\end{align*}

Denote by $GC(\Omega)$ the set of all functions invertible in $C(\Omega)$, that is, the set of all functions $a \in C(\Omega)$ such that $\inf_{t \in \Omega} |a(t)| > 0$.

In the case of only two fixed points we obtain from \cite{13}, Theorem 6.8 and Lemma 2.3 the following result.

**Theorem 4.1.** Let $\gamma \subset \Gamma$ be an open arc with endpoints $\tau_\pm$ and $\Lambda \cap \overline{\gamma} = \{\tau_-, \tau_+\}$. The operator $A$ is right (left) invertible in the subspace $X(\gamma)$ if and only if one of the three conditions holds:

\begin{align}
\eta_1(\tau_-) > 0, \quad \eta_1(\tau_+) > 0, \quad a \in GC(\overline{\gamma}) & \quad (4.1) \\
\eta_0(\tau_-) < 0, \quad \eta_0(\tau_+) < 0, \quad b \in GC(\overline{\gamma}) & \quad (4.2)
\end{align}
$$\eta_0(\tau_+)<0<\eta_1(\tau_-) \quad \text{and} \quad R(\gamma) \text{ is fulfilled }$$

(respectively, (4.1), (4.2), or

$$\eta_0(\tau_-)<0<\eta_1(\tau_+) \quad \text{and} \quad L(\gamma) \text{ is fulfilled }.$$ (4.3)

The restrictions $\alpha_X = p_X$ and $\beta_X = q_X$ are essential for the proof of this theorem given in [13]. From Theorem 4.1 and the inequality $\eta_1(t) \leq \eta_0(t), t \in \Gamma$, it follows

**Corollary 4.2.** If the operator $A$ is one-sided invertible in the subspace $X(\gamma)$, then

$$\eta_0(\tau)\eta_1(\tau)>0, \quad \tau \in \{\tau_-^-, \tau_+^+\}.$$ 

**Corollary 4.3.** The intersection of the left and right spectra of the shift operator $W$ in the subspace $X(\gamma)$, that is, the set

$$\sigma_0(W) := \{\lambda \in \mathbb{C} : \lambda I-W \text{ is not right and not left invertible in } X(\gamma)\},$$

is given by the formula

$$\sigma_0(W) = \bigcup_{\tau \in \{\tau_-^-, \tau_+^+\}} \{\lambda \in \mathbb{C} : \delta(\tau) \leq |\lambda| \leq \Delta(\tau)\},$$

where $\delta(\tau) := \min\{|\alpha'(\tau)|^{-\alpha_X}, |\alpha'(\tau)|^{-\beta_X}\}$, $\Delta(\tau) := \max\{|\alpha'(\tau)|^{-\alpha_X}, |\alpha'(\tau)|^{-\beta_X}\}$.

**Proof.** By Corollary 4.2, if the operator $\lambda I-W$ is one-sided invertible in $X(\gamma)$, then

$$\eta_0(\tau)\eta_1(\tau) = (|\lambda| - \delta(\tau))(|\lambda| - \Delta(\tau)) > 0 \quad \text{for} \quad \tau \in \{\tau_-^-, \tau_+^+\},$$

or, equivalently,

$$|\lambda| \notin [\delta(\tau), \Delta(\tau)] \quad \text{for} \quad \tau \in \{\tau_-^-, \tau_+^+\}. \quad (4.4)$$

On the other hand, if (4.4) does not hold, then one of the following four conditions is satisfied:

1) $|\lambda| < \min\{\delta(\tau_-), \delta(\tau_+)\} \iff \eta_0(\tau_-) < 0$ and $\eta_0(\tau_+) < 0$,
2) $|\lambda| > \max\{\Delta(\tau_-), \Delta(\tau_+)\} \iff \eta_1(\tau_-) > 0$ and $\eta_1(\tau_+) > 0$,
3) $\Delta(\tau_-) < |\lambda| < \delta(\tau_+) \iff \eta_0(\tau_+) < 0 < \eta_1(\tau_-)$,
4) $\Delta(\tau_+) < |\lambda| < \delta(\tau_-) \iff \eta_0(\tau_-) < 0 < \eta_1(\tau_+)$.

Since $\lambda \neq 0$ in the cases 2)–4), we infer from Theorem 4.1 that the operator $\lambda I-W$ is two-sided invertible in $X(\gamma)$ in cases 1)–2), right invertible in case 3), and left invertible in case 4).

Thus, the operator $\lambda I-W$ is one-sided invertible in the subspace $X(\gamma)$ if and only if (4.4) holds. Hence, $\lambda I-W$ is neither left invertible, nor right invertible in the subspace $X(\gamma)$ if and only if $\lambda \in \sigma_0(W)$. ■

Clearly, if $\alpha_X < \beta_X$, then $\sigma_0$ is the union of two annuli which degenerate in two circles whenever $\alpha_X = \beta_X$. Thus, in the case of arbitrary r.-i. spaces, in contrast to Lebesgue spaces, the following new quality appears: the intersection of the left and right spectra of the shift operator $W$ becomes massive (i.e., admits non-zero plain measure) in general.
4.2 Case of arbitrary nonempty set of fixed points

In this subsection we prove a criterion for one-sided invertibility of the operator $A$ when the shift $\alpha$ has an arbitrary nonempty set of fixed points. In the proof we essentially use a decomposition of $\Gamma$ into a union of arcs of three types (see Lemma 2.3). Since these arcs are invariant with respect to the shift $\alpha$, we can check one-sided invertibility of $A$ in each subspace of functions supported in these arcs.

**Theorem 4.4.** The operator $A$ is right (left) invertible in the space $X(\Gamma)$ if and only if the following three conditions simultaneously hold:

(i) the operator $A$ is right (left) invertible in $X(\gamma)$ for every connected component $\gamma \subset \Phi \setminus \Lambda$;

(ii) $a(t) \neq b(t)$ for every $t \in \Gamma \setminus \Phi$;

(iii) if the set $Y$ is infinite, then $\eta_0(\tau)\eta_1(\tau) > 0$ for every $\tau \in Y'$.

**Proof.** *Necessity.* Suppose the operator $A$ is right (left) invertible in $X(\Gamma)$. Since the set $\Gamma \setminus \Phi$ and every connected component $\gamma \subset \Phi \setminus \Lambda$ are $\alpha$-invariant, the operator $A$ is bounded and right (left) invertible in every subspace $X(\gamma), \gamma \subset \Phi \setminus \Lambda$, and in the subspace $X(\Gamma \setminus \Phi)$. So, we get (i).

Since $\Gamma \setminus \Phi = \{t \in \Gamma \setminus Y : \alpha(t) = t\}$, we have $A = (a - b)I$ in the subspace $X(\Gamma \setminus \Phi)$. In view of the one-sided invertibility of $(a - b)I$, we obtain (ii). If the set $Y$ is finite, the necessity is proved.

Now we prove (iii) when the set $Y$ is infinite. Assume the contrary: $\eta_0(\tau_0)\eta_1(\tau_0) \leq 0$ for some point $\tau_0 \in Y'$. In view of the stability of one-sided invertibility of an operator under small (in the operator norm) perturbations (see, e.g., [1, Ch. 2, Theorem 5.4]), there are $\tilde{a}, \tilde{b} \in C(\Gamma)$ such that the operator $\tilde{a}I - \tilde{b}W$ is right (left) invertible in $X(\Gamma)$, and at some point $\tau \in Y \setminus Y'$, which is sufficiently close to $\tau_0$, the following inequality holds: $\tilde{\eta}_0(\tau)\tilde{\eta}_1(\tau) \leq 0$. Here quantities $\tilde{\eta}_0$ and $\tilde{\eta}_1$ are defined for the operator $\tilde{a}I - \tilde{b}W$ by formulas (3.1) and (3.2). Proposition 2.6 tells us that $\tau$ is an endpoint of some connected component $\gamma \subset \Phi \setminus \Lambda$. From Corollary 1.2 we obtain that the operator $\tilde{a}I - \tilde{b}W$ is not one-sided invertible in $X(\gamma)$. This contradicts to condition (i) just proved. Hence, condition (iii) is fulfilled. Necessity is proved.

* Sufficiency. Since by (i) the operator $A$ is right (left) invertible in $X(\gamma)$ for every connected component $\gamma \subset \Phi \setminus \Lambda$, it follows from Corollary 1.2 that $\eta_0(\tau)\eta_1(\tau) > 0$ for each endpoint $\tau$ of every such $\gamma$. Hence, by Proposition 2.6,

$$\eta_0(\tau)\eta_1(\tau) > 0 \quad \text{for every} \quad \tau \in Y \setminus Y',$$

which together with (iii) gives

$$\eta_0(\tau)\eta_1(\tau) > 0 \quad \text{for every} \quad \tau \in Y. \quad (4.5)$$

Since $\alpha'(\tau) = 1$ in every endpoint $\tau$ of every connected component $\omega \subset \Gamma \setminus \Phi$, we infer from (3.1)-(3.2) and (4.3) that $a(\tau) \neq b(\tau)$ for all those points $\tau$. Then in view of (ii), for every connected component $\omega \subset \Gamma \setminus \Phi$,

$$a(t) \neq b(t) \quad \text{for every} \quad t \in \omega. \quad (4.6)$$
If the set $Y$ is finite, then condition (iii) disappears. Moreover, by Lemma 2.5(a) there is a finite decomposition

$$
\Gamma = \left( \bigcup_i \omega_i \right) \cup \left( \bigcup_j \gamma_j \right),
$$

where $\omega_i \subset \Gamma \setminus \Phi$ and $\gamma_j \subset \Phi \setminus \Lambda$ are pairwise disjoint, $\alpha$-invariant open arcs with endpoints in $Y$. Decompose the space $X(\Gamma)$ into the (finite) direct sum of its subspaces:

$$
X(\Gamma) = \left( \bigoplus_i X(\omega_i) \right) \oplus \left( \bigoplus_j X(\gamma_j) \right).
$$

(4.7)

Clearly, the operator $A$ acts in each subspace of the decomposition (4.7). Since $\omega_i \subset \Gamma \setminus \Phi = \{ t \in \Gamma \setminus Y : \alpha(t) = t \}$, from (4.8) we see that the operator $A = (a - b)I$ is invertible in each subspace $X(\omega_i)$. Hence, taking into account condition (i), we obtain that the operator $A$ is right (left) invertible in the space $X(\Gamma)$. Thus, in the case of finite $Y$ sufficiency is proved.

Now we consider the case of infinite set $Y$. Since the functions $\eta_0$ and $\eta_1$ are continuous on $\Gamma$, from Lemma 2.5(b) and condition (iii) it follows that there is a finite decomposition

$$
\Gamma = \left( \bigcup_i \overline{\omega_i} \right) \cup \left( \bigcup_j \overline{\gamma_j} \right) \cup \left( \bigcup_k \overline{v_k} \right),
$$

where $\omega_i \subset \Gamma \setminus \Phi$, $\gamma_j \subset \Phi \setminus \Lambda$ and $v_k \subset \Gamma$ are pairwise disjoint, $\alpha$-invariant open arcs with endpoints in $Y$. Moreover, $\overline{v_k} \cap Y' \neq \emptyset$ and

$$
\eta_0(\tau)\eta_1(\tau) > 0 \quad \text{for all} \quad t \in \overline{v_k}
$$

(4.8)

and all arcs $v_k$. Decompose the space $X(\Gamma)$ into the (finite) direct sum of its subspaces:

$$
X(\Gamma) = \left( \bigoplus_i X(\omega_i) \right) \oplus \left( \bigoplus_j X(\gamma_j) \right) \oplus \left( \bigoplus_k X(v_k) \right).
$$

(4.9)

Clearly, the operator $A$ acts in each subspace of the decomposition (4.9). From (4.8) we see that either $\eta_0(\tau) \geq \eta_1(\tau) > 0$, or $\eta_1(\tau) \leq \eta_0(\tau) < 0$ for every $\tau \in \overline{v_k}$. Hence, by Lemma 3.3, the operator $A$ is invertible in each subspace $X(v_k)$. As in the previous case, we see that the operator $A$ is invertible in each subspace $X(\omega_i)$ and is right (left) invertible in each subspace $X(\gamma_j)$. Thus, taking into account (4.9), we see that the operator $A$ is right (left) invertible in the space $X(\Gamma)$.

4.3 Another form of the criterion for one-sided invertibility

In this subsection we reformulate results of the previous subsection in terms of a function, which controls the two- and one-sided invertibility of the operator $A$. We start with the following important property of fixed points.
Lemma 4.5 (see [16, Ch. 1, Lemma 2]). Let \( \tau_1, \tau_2 \in \Gamma \) be fixed points of an orientation preserving shift \( \alpha \). If the arc \((\tau_1, \tau_2)\) does not contain fixed points of the shift \( \alpha \), then for each point \( t \in (\tau_1, \tau_2) \) the iterative sequence \( \alpha_n(t) \) \((\alpha_n(t))\) converges to a fixed point, either to the point \( \tau_1 \) (respectively, \( \tau_2 \)) or to the point \( \tau_2 \) (respectively, \( \tau_1 \)) independently of \( t \).

In view of Lemma 4.5 and the continuity of \( a, b, \alpha \), preserving shift \( \alpha \).

Hence the functions \( \eta_i \) are well-defined. From the definition of fixed points we see that

\[
\eta_i(t) = \eta_i^+(\tau) = \eta_i^-(\tau), \quad \tau \in \Lambda, \quad i \in \{0, 1\}.
\]

For the functional operator (4.14), define five sets: \( \Gamma := \Gamma \setminus \Phi \),

\[
\begin{align*}
\Gamma_1 & := \{ t \in \Phi : \eta_1^-(t) > 0, \eta_1^+(t) > 0 \}, \\
\Gamma_2 & := \{ t \in \Phi : \eta_1^-(t) < 0, \eta_1^+(t) < 0 \}, \\
\Gamma_3 & := \{ t \in \Phi : \eta_0^-(t) < 0, \eta_0^+(t) < 0 \}, \\
\Gamma_4 & := \{ t \in \Phi : \eta_0^+(t) < 0 < \eta_1^-(t) \}, \\
\Gamma_5 & := \{ t \in \Phi : \eta_0^-(t) < 0 < \eta_1^+(t) \}.
\end{align*}
\]}

Clearly, these sets are pairwise disjoint and \( \alpha \)-invariant. Moreover, we infer from (4.11), the inequality \( \eta_1(t) \leq \eta_0(t) \) and the definitions of \( \Gamma_4 \) and \( \Gamma_5 \), that

\[
\Gamma_4 \cap \Lambda = \Gamma_5 \cap \Lambda = \emptyset.
\]

Indeed, if, for example, \( \tau \in \Gamma_4 \cap \Lambda \), then \( \eta_1^+(\tau) \leq \eta_0^+(\tau) < 0 < \eta_1^-(\tau) \leq \eta_0^-(\tau) \), which is impossible due to (4.11). Define the function

\[
\sigma_A(t) := \begin{cases} 
  a(t) - b(t), & t \in \Gamma_1, \\
  a(t), & t \in \Gamma_2, \\
  -b(t), & t \in \Gamma_3, \\
  0, & t \in \Gamma \setminus (\Gamma_1 \cup \Gamma_2 \cup \Gamma_3).
\end{cases}
\]

Now reformulate Theorem 4.6 in terms of the function \( \sigma_A \) and sets \( \Gamma_j, j \in \{1, 2, \ldots, 5\} \).

**Theorem 4.6.** The operator \( A \) is right (left) invertible in the space \( X(\Gamma) \) if and only if

\[
\sigma_A(t) \neq 0 \text{ for all } t \in \Gamma \setminus \Gamma_4 \quad \text{and} \quad R(\Gamma_4) \text{ holds}
\]

(respectively,

\[
\sigma_A(t) \neq 0 \text{ for all } t \in \Gamma \setminus \Gamma_5 \quad \text{and} \quad L(\Gamma_5) \text{ holds}.
\]

**Proof.** *Necessity.* Let the operator \( A \) be one-sided invertible in the space \( X(\Gamma) \). Then conditions (i)–(iii) of Theorem 4.4 are satisfied. The proof of sufficiency in that theorem shows that conditions (i) and (iii) imply (4.3). Hence, for \( \tau \in Y \), either \( \eta_0(\tau) \geq \eta_1(\tau) > 0 \), or \( \eta_1(\tau) \leq \eta_0(\tau) < 0 \), which gives \( Y \subset \Gamma_2 \cup \Gamma_3 \). Taking into account (3.2) and (4.11), we conclude that in the first case \( \tau \in \Gamma_2 \cap Y \) and then

\[
|a(\tau)| > |b(\tau)| \max \left\{ |\alpha'(\tau)|^{-\alpha x}, |\alpha'(\tau)|^{-\beta x} \right\} \geq 0.
\]
Hence,
\[ \sigma_A(\tau) \neq 0 \quad \text{for all} \quad \tau \in \Gamma_2 \cap Y. \]  
(4.17)

Analogously, in the second case \( \tau \in \Gamma_3 \cap Y \) and
\[ \sigma_A(\tau) \neq 0 \quad \text{for all} \quad \tau \in \Gamma_3 \cap Y. \]  
(4.18)

On the other hand, condition (ii) of Theorem 4.4 implies
\[ \sigma_A(t) \neq 0 \quad \text{for all} \quad t \in \Gamma_1. \]  
(4.19)

Consider the case of the right invertibility. By Theorem 4.4(i), the operator \( A \) is right invertible in the subspace \( X(\gamma) \) for every connected component \( \gamma \subset \Phi \setminus \Lambda \). Hence, Theorem 4.4 yields that one of the three conditions holds:
\[ \gamma \subset (\Phi \setminus \Lambda) \cap \Gamma_2 \quad \text{and} \quad \sigma_A(t) \neq 0, \quad t \in \gamma; \]  
(4.20)
\[ \gamma \subset (\Phi \setminus \Lambda) \cap \Gamma_3 \quad \text{and} \quad \sigma_A(t) \neq 0, \quad t \in \gamma; \]  
(4.21)
\[ \gamma \subset \Gamma_4 \quad \text{and} \quad R(\gamma) \quad \text{is fulfilled}. \]  
(4.22)

Clearly, \( \gamma \cap \Gamma_5 = \emptyset \). Thus,
\[ \Gamma = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \cup \Gamma_4, \quad Y \subset \Gamma_2 \cap \Gamma_3, \quad \Gamma_5 = \emptyset, \]
and (4.17)–(4.22) imply that \( \sigma_A(t) \neq 0 \) for all \( t \in \Gamma \setminus \Gamma_4 = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \). Moreover, from (4.22) we see that \( R(\Gamma_4) \) holds.

Analogously, in the case of the left invertibility we have
\[ \Gamma = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \cup \Gamma_5, \quad Y \subset \Gamma_2 \cap \Gamma_3, \quad \Gamma_4 = \emptyset, \]
\[ \sigma_A(t) \neq 0 \quad \text{for all} \quad t \in \Gamma \setminus \Gamma_5 = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \quad \text{and} \quad L(\Gamma_5) \] holds. Necessity is proved.

Sufficiency. Suppose (4.10) is fulfilled. Since \( \sigma_A(t) \neq 0 \) for all \( t \in \Gamma \setminus \Gamma_5 \), we see that \( \Gamma \setminus \Gamma_5 = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \). Then from (4.14) and the definition of \( \Gamma_1 \) we infer that \( Y \subset \Gamma_2 \cup \Gamma_3 \). If \( \tau \in Y \cap \Gamma_2 \), then \( \eta_0(\tau) \geq \eta_1(\tau) > 0 \). Analogously, \( \eta_1(\tau) \leq \eta_0(\tau) < 0 \) whenever \( \tau \in Y \cap \Gamma_3 \). Hence, \( \eta_0(\tau) \eta_1(\tau) > 0 \) for all \( \tau \in Y \). In particular, if the set \( Y \) is infinite, then taking into account the embedding \( Y' \subset Y \), we get condition (iii) of Theorem 4.4. The condition \( \sigma_A(t) \neq 0 \) for all \( t \in \Gamma_1 \), implies condition (ii) of Theorem 4.4.

From Lemma 4.3 it follows that the set \( (\Phi \setminus \Lambda) \cap \Gamma_2, (\Phi \setminus \Lambda) \cap \Gamma_3, (\Phi \setminus \Lambda) \cap \Gamma_5 \) consists of at most countable union of connected components (open arcs), every of which wholly lies in \( (\Phi \setminus \Lambda) \cap \Gamma_2 \) (respectively, in \( (\Phi \setminus \Lambda) \cap \Gamma_3, (\Phi \setminus \Lambda) \cap \Gamma_5 \)). Moreover, each such arc \( \gamma \) does not contain fixed points of the shift \( \alpha \), and the endpoints of this arc lie in \( Y \). Hence, for every such arc we can apply Theorem 4.4 (case (4.1), (4.2), (4.3), respectively). By Theorem 4.1, the operator \( A \) is left invertible in the subspace \( X(\gamma) \) for every connected component \( \gamma \) of the set
\[ \Phi \setminus \Lambda = (\Phi \setminus \Lambda) \cap \Gamma_2 \cup (\Phi \setminus \Lambda) \cap \Gamma_3 \cup (\Phi \setminus \Lambda) \cap \Gamma_5. \]

Hence, condition (i) of Theorem 4.4 is satisfied along with conditions (ii) and (iii). Therefore, we obtain the required result from Theorem 4.4.

Analogously, one can derive that (4.15) implies the right invertibility of \( A \).
5 One-sided invertibility: general case

5.1 Main result

In this section we generalize results of the previous section to the case of shifts having arbitrary nonempty sets of periodic points. Let $\Gamma$ be an oriented Jordan smooth curve. Suppose $\alpha$ is a diffeomorphism of $\Gamma$ onto itself which preserves or changes the orientation on $\Gamma$ and has an arbitrary nonempty set $\Lambda$ of periodic points of multiplicity $m \geq 1$ if $\alpha$ preserves the orientation on $\Gamma$, and the multiplicity $m = 2$ (for all points of $\Lambda$ except for two fixed points of $\alpha$) if $\alpha$ changes the orientation on $\Gamma$. Suppose $X(\Gamma)$ is a reflexive r.-i. space of fundamental type with nontrivial Boyd indices.

For a continuous function $f: \Gamma \to \mathbb{C}$ and all $k \in \mathbb{N}$, we introduce the functions

$$f_k(t) := \prod_{i=0}^{k-1} f[\alpha_i(t)], \quad t \in \Gamma.$$ 

This notation is consistent with the formula for the derivative of the shift $\alpha_k$ if $f = \alpha'$.

Proposition 5.1. Suppose $\alpha$ is a shift having periodic points of multiplicity $m \geq 1$ if $\alpha$ preserves the orientation on $\Gamma$, and let $m = 2$ if $\alpha$ changes the orientation on $\Gamma$. If $f: \Gamma \to \mathbb{C}$ is a continuous function, then for every $t \in \Gamma$ and every $k \in \mathbb{Z}$,

$$\lim_{n \to \pm \infty} f_m[\alpha_m n + k](t) = \lim_{n \to \pm \infty} f_m[\alpha_m n](t). \quad (5.1)$$

Proof. Clearly, it is sufficient to consider the case $1 \leq k \leq m - 1$. Then

$$(\prod_{i=0}^{k-1} f[\alpha_m n + i](t)) f_m[\alpha_m n + k](t) = \left(\prod_{i=0}^{k-1} f[\alpha_m(n+1) + i](t)\right) f_m[\alpha_m n](t). \quad (5.2)$$

Since the shift $\alpha_m$ has only fixed points, Lemma 4.3 implies that for every $t \in \Gamma$, the sequence $\alpha_m n(t)$ converges to a fixed point of $\alpha_m$ as $n \to \pm \infty$. Passing to the limit in (5.2) as $n \to \pm \infty$, in view of the continuity of $f$, we get

$$\left\{\prod_{i=0}^{k-1} l_i\right\} \cdot \lim_{n \to \pm \infty} f_m[\alpha_m n + k](t) = \left\{\prod_{i=0}^{k-1} l_i\right\} \cdot \lim_{n \to \pm \infty} f_m[\alpha_m n](t) \quad (5.3)$$

where

$$l_i := f\left(\lim_{n \to \pm \infty} \alpha_m n + i(t)\right).$$

Moreover, since the factors belonging to the first product from the left (from the right) in (5.2) are contained in the second product from the right (from the left) in (5.2), we see that if $l_i = 0$ for some $i = 0, \ldots, k - 1$, then

$$\lim_{n \to \pm \infty} f_m[\alpha_m n + k](t) = \lim_{n \to \pm \infty} f_m[\alpha_m n](t) = 0.$$ 

Otherwise, we divide equality (5.3) on the product $l_0 l_1 \cdots l_{k-1}$, which again gives (5.4).
For the functional operator (1.1), in the case \( m \geq 1 \) define the two continuous functions \( \eta_i : \Gamma \to \mathbb{R}, i \in \{0, 1\} \), by the formulas

\[
\eta_0(t) := |a_m(t)| - |b_m(t)| \min \left\{ |a'_m(t)|^{-\alpha_X}, |a'_m(t)|^{-\beta_X} \right\}, \quad (5.4)
\]

\[
\eta_1(t) := |a_m(t)| - |b_m(t)| \max \left\{ |a'_m(t)|^{-\alpha_X}, |a'_m(t)|^{-\beta_X} \right\}. \quad (5.5)
\]

Clearly, the shift \( \alpha_m \) has only fixed points. Then for \( m \geq 1 \), we can define the following functions in correspondence with Lemma 4.5:

\[
\eta^\pm_i(t) := \lim_{n \to \pm\infty} \eta_i[\alpha_m^n(t)], \quad t \in \Gamma, \quad i \in \{0, 1\}. \quad (5.6)
\]

In view of Lemma 4.5 and the continuity of the functions \( a_m, b_m, \alpha'_m \), the limits in (5.6) exist for every \( t \in \Gamma \). Hence, the functions \( \eta^\pm_i \) are well-defined. Introduce the sets \( \Gamma_j, j \in \{1, 2, \ldots, 5\} \), as before, by formulas (4.12), (4.13).

**Corollary 5.2.** For every \( i \in \{0, 1\} \) and every \( k \in \mathbb{Z} \),

\[
\eta^-_i(t) = \eta^-_i[\alpha_k(t)], \quad \eta^+_i(t) = \eta^+_i[\alpha_k(t)], \quad t \in \Gamma,
\]

and hence, the sets \( \Gamma_j, j \in \{1, 2, \ldots, 5\} \), are \( \alpha_k \)-invariant.

This statement follows from Proposition 4.1.

Consider the function

\[
\sigma_A(t) := \begin{cases} 
  a_m(t) - b_m(t), & t \in \Gamma_1, \\
  a_m(t), & t \in \Gamma_2, \\
  -b_m(t), & t \in \Gamma_3, \\
  0, & t \in \Gamma \setminus (\Gamma_1 \cup \Gamma_2 \cup \Gamma_3).
\end{cases} \quad (5.7)
\]

Obviously, the functions (5.4)–(5.7) generalize the corresponding functions, introduced in Section 4, to the case of arbitrary multiplicity \( m \geq 1 \) of periodic points (recall that \( m = 2 \) if \( \alpha \) changes the orientation on \( \Gamma \)).

Now we are able to formulate the main result.

**Theorem 5.3.** Let \( \Gamma \) be an oriented Jordan smooth curve and let \( \alpha \) be a diffeomorphism of \( \Gamma \) onto itself which has an arbitrary nonempty set of periodic points. The operator \( A \) is right (left) invertible in a reflexive r.-i. space \( X(\Gamma) \) of fundamental type with nontrivial Boyd indices if and only if

\[
\sigma_A(t) \neq 0 \text{ for all } t \in \Gamma \setminus \Gamma_4 \quad \text{and} \quad R(\Gamma_4) \text{ holds} \quad (5.8)
\]

(respectively,

\[
\sigma_A(t) \neq 0 \text{ for all } t \in \Gamma \setminus \Gamma_5 \quad \text{and} \quad L(\Gamma_5) \text{ holds}). \quad (5.9)
\]

For the proof of this theorem we need some auxiliary results, which will be stated in the next two subsections.
5.2 Adjoint operator

Since the Lebesgue measure on $\Gamma$ is separable (see, e.g., [22, Ch. 1, Subsection 6.10]), from Lemma 2.1 it follows that the general form of a linear functional on the reflexive $r$.-i. space $X(\Gamma)$ is given by

$$l(u) = (u, v) := \int_{\Gamma} u(\tau)v(\tau)|d\tau|, \quad u \in X(\Gamma), \quad v \in X'(\Gamma).$$

(5.10)

From (5.10) it follows that the adjoint operator $A^*$ acting on the space $X'(\Gamma) = (X(\Gamma))^*$ and defined by the equality $(Au, v) = (u, A^*v)$, has the form

$$A^* = \overline{aI - b(\alpha_{-1})}\alpha'_{-1}|W^{-1}$$

(5.11)

(here and in what follows $f(\alpha_k) = f \circ \alpha_k$, $k \in \mathbb{Z}$).

It is easy to see that if $\tau$ is a periodic point of the multiplicity $m \geq 1$ for the shift $\alpha$, then $\tau$ is also a periodic point for the shift $\beta = \alpha_{-1}$ of the same multiplicity.

Since the operator $A^*$ has the same form as the operator $A$, for $A^*$ one can define functions $\tilde{\eta}_i$ by analogy with (5.4) and (5.5), and functions $\tilde{\eta}_i^\pm$ by analogy with (5.6), replacing the coefficients $a, b$, the shift $\alpha$, and the Boyd indices $\alpha_X, \beta_X$, respectively, by the coefficients $\overline{a, b(\alpha_{-1})}\alpha'_{-1}$, the shift $\alpha_{-1}$, and the Boyd indices $\alpha_X', \beta_X'$ of the associate (= dual) space $X'(\Gamma)$.

Lemma 5.4. For every $t \in \Gamma$ and $i \in \{0, 1\}$, we have

$$\tilde{\eta}_i^+(t) = \eta_i^-(t), \quad \tilde{\eta}_i^-(t) = \eta_i^+(t).$$

Proof. Taking into account the relations

$$\prod_{i=0}^{m-1} \alpha'_{-1}[\alpha_{-i}(t)] = \alpha'_{-m}(t) = (\alpha'_m[\alpha_{-m}(t)])^{-1}$$

(5.12)

and the equalities (2.10), we infer from the definition of $\tilde{\eta}_0$ that

$$\tilde{\eta}_0(t) = \left| \prod_{i=0}^{m-1} a[\alpha_{-i}(t)] \right| \left| \prod_{i=0}^{m-1} b[\alpha_{-i+1}(t)] \cdot \alpha'_{-i}[\alpha_{-i}(t)] \right| \min \left\{ \alpha'_m(t)^{-\alpha_X'}, |\alpha'_{-m}(t)|^{-\beta_X'} \right\}$$

$$= |a_m[\alpha_{-m+1}(t)]| - |b_m[\alpha_{-m}(t)]| \min \left\{ \alpha'_m(t)^{1-\alpha_X'}, |\alpha'_{-m}(t)|^{1-\beta_X'} \right\}$$

$$= |a_m[\alpha_{-m+1}(t)]| - |b_m[\alpha_{-m}(t)]| \min \left\{ \alpha'_m(t)^{-\alpha_X}, |\alpha'_{-m}(t)|^{-\beta_X} \right\}. \quad (5.13)$$

Hence, from (5.13) we get

$$\tilde{\eta}_0[\alpha_{mn}(t)] = |a_m[\alpha_{mn-m+1}(t)]| - |b_m[\alpha_{mn-m}(t)]| \times$$

$$\times \min \left\{ \alpha'_m[\alpha_{mn-m}(t)]^{-\alpha_X}, |\alpha'_{mn-m}(t)|^{-\beta_X} \right\}. \quad (5.14)$$

Passing to the limit as $n \to +\infty$, we get from (5.14) and Proposition 5.1 that

$$\tilde{\eta}_0(t) = \lim_{n \to +\infty} \tilde{\eta}_0[\alpha_{mn}(t)] = \lim_{n \to +\infty} \eta_0[\alpha_{mn}(t)] = \eta_0^+(t).$$
Analogously, one can prove that
\[ \tilde{n}_0^+(t) = n_0^-(t), \quad \tilde{n}_1^+(t) = n_1^+(t), \quad \tilde{n}_1^-(t) = n_1^-(t). \]

Put \( \tilde{\Phi} := \{ t \in \Gamma : \alpha_{-m}(t) \neq 0 \} \). Clearly, \( \tilde{\Phi} = \Phi \). Consider the set \( \tilde{\Gamma}_1 := \Gamma \setminus \tilde{\Phi} = \Gamma \setminus \Phi = \Gamma_1 \). With the help of functions \( \tilde{n}_i^\pm \), we define the sets \( \tilde{\Gamma}_j, j \in \{2, 3, 4, 5\} \), by analogy with (4.12), (4.13). From Lemma 5.4 we see that
\[ \tilde{\Gamma}_2 = \Gamma_2, \quad \tilde{\Gamma}_3 = \Gamma_3, \quad \tilde{\Gamma}_4 = \Gamma_5, \quad \tilde{\Gamma}_5 = \Gamma_4. \]

For the adjoint operator (5.11), define the function \( \sigma_{A^*}(t) \) and the conditions \( \tilde{R}(\Omega), \tilde{L}(\Omega) \) by analogy with (4.7) and the conditions of \( R(\Omega), L(\Omega) \), respectively, using the coefficients \( \tau \) and \( \beta(\alpha_{-1})|\alpha'_{-1}| \) instead of \( a \) and \( b \), the shift \( \alpha_{-1} \) instead of \( \alpha \), the sets \( \Gamma_j \) instead of \( \Gamma_j \).

**Proposition 5.5.** (a) The conditions \( \Gamma(\Omega_5) \) and \( \tilde{R}(\Omega_4) \) are equivalent.
(b) The conditions \( \Gamma(\Omega_4) \) and \( \tilde{R}(\Omega_5) \) are equivalent.

The proof is straightforward in view of (5.12).

**Lemma 5.6.** (a) \( \sigma_A(t) \neq 0 \) for all \( t \in \Gamma \setminus \Gamma_5 \) if and only if \( \sigma_{A^*}(t) \neq 0 \) for all \( t \in \Gamma \setminus \tilde{\Gamma}_4 \).
(b) \( \sigma_A(t) \neq 0 \) for all \( t \in \Gamma \setminus \Gamma_4 \) if and only if \( \sigma_{A^*}(t) \neq 0 \) for all \( t \in \Gamma \setminus \tilde{\Gamma}_5 \).

**Proof.** (a) Since \( \alpha_m(t) = t \) for \( t \in \Gamma_1 \), we have from the first identity in (5.12) that
\[ \prod_{i=0}^{m-1} \alpha'_{-1}[\alpha_{-i}(t)] = \alpha'_{-m}(t) = 1, \quad t \in \Gamma_1 = \Gamma_1. \]

Hence, using again the identity \( \alpha_m(t) = t \) we get
\[ \sigma_{A^*}(t) = \prod_{i=0}^{m-1} a[\alpha_{-i}(t)] - \prod_{i=0}^{m-1} b[\alpha_{-i}(t)] |\alpha_{-1}[\alpha_{-i}(t)]| = \prod_{i=0}^{m-1} a[\alpha_m(t)] - \prod_{i=1}^{m} b[\alpha_{m-i}(t)] = \]
\[ = \frac{a_m(t) - b_m(t)}{\sigma_A(t)}. \]

Thus, \( \sigma_{A^*}(t) \neq 0 \) for \( t \in \tilde{\Gamma}_1 \) if and only if \( \sigma_A(t) \neq 0 \) for \( t \in \Gamma_1 \).

By Corollary 5.2, the set \( \tilde{\Gamma}_2 = \Gamma_2 \) is \( \alpha_{m-1} \)-invariant. Consequently,
\[ \sigma_{A^*}(t) = \prod_{i=0}^{m-1} a[\alpha_{-i}(t)] \neq 0, \quad t \in \tilde{\Gamma}_2, \]
if and only if \( \sigma_A(t) = a_m(t) \neq 0 \) for \( t \in \Gamma_2 \).

Taking into account that \( \alpha \) (and \( \alpha_{-1} \)) is the diffeomorphism, we see that
\[ \sigma_{A^*}(t) = \prod_{i=0}^{m-1} b[\alpha_{-i}(t)] |\alpha_{-1}[\alpha_{-i}(t)]| \neq 0, \quad t \in \tilde{\Gamma}_3, \]
if and only if
\[ \prod_{i=1}^{m} b[\alpha_{-i}(t)] \neq 0, \quad t \in \tilde{\Gamma}_3. \]

(5.16)
Due to Corollary 5.2, the set \( \tilde{\Gamma}_3 = \Gamma_3 \) is \( \alpha_m \)-invariant. Thus, (5.11) is equivalent to \( \sigma_A(t) = b_m(t) \neq 0 \) for all \( t \in \Gamma_3 \).

Moreover, the condition \( \sigma_{A^*}(t) \neq 0 (\sigma_A(t) \neq 0) \) for all \( t \in \Gamma \setminus \tilde{\Gamma}_3 \) (respectively, \( t \in \Gamma \setminus \tilde{\Gamma}_4 \)) implies \( \Gamma = \tilde{\Gamma}_1 \cup \tilde{\Gamma}_2 \cup \tilde{\Gamma}_3 \cup \tilde{\Gamma}_4 \) (respectively, \( \Gamma = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \cup \Gamma_4 \)). In view of (5.15),

\[
\tilde{\Gamma}_1 \cup \tilde{\Gamma}_2 \cup \tilde{\Gamma}_3 = \Gamma \setminus \tilde{\Gamma}_4 = \Gamma \setminus \Gamma_4 = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3.
\]

Thus, \( \sigma_A(t) \neq 0 \) for all \( t \in \Gamma \setminus \Gamma_4 \) if and only if \( \sigma_{A^*}(t) \neq 0 \) for all \( t \in \Gamma \setminus \tilde{\Gamma}_4 \). The statement (b) is proved by analogy. ■

### 5.3 Reduction to the case of fixed points

In this subsection we reduce the investigation of the right invertibility of the operator \( A \) with the shift \( \alpha \) preserving orientation on \( \Gamma \) and having periodic points of multiplicity \( m > 1 \), or changing orientation on \( \Gamma \) (then \( m = 2 \)), to the investigation of the right invertibility of some operator of the same form with the shift \( \alpha_m \) which has only fixed points.

**Theorem 5.7.** The operator \( A = aI - bW \) is right invertible in \( X(\Gamma) \) if and only if the operator \( A_m := a_mI - b_m(\alpha_{m-1})W^m \) is right invertible in \( X(\Gamma) \), and

\[
|a_i(t)| + |b[a_{i-1}(t)]| > 0 \quad \text{for all} \quad t \in \Gamma_4 \quad \text{and all} \quad i = 1, 2, \ldots, m - 1. \tag{5.17}
\]

**Proof.** If \( m = 1 \), then the statement is trivial. So, assume that \( m > 1 \).

If the shift \( \alpha \) preserves the orientation on \( \Gamma \), then fix some \( \tau \in \Lambda \) and choose an arbitrary open arc \( l \) from the set

\[
\{ (\tau, \alpha(\tau)), (\alpha(\tau), \alpha_2(\tau)), \ldots, (\alpha_{m-1}(\tau), \alpha_m(\tau)) \}.
\]

If the shift \( \alpha \) changes the orientation on \( \Gamma \), then \( \alpha \) has exactly two fixed points on \( \Gamma \), say \( z_1 \) and \( z_2 \). In this case take \( m = 2 \), and let \( l \) be an arbitrary open arc from the set \( \{ (z_1, z_2), (z_2, z_1) \} \).

Then \( \Gamma \setminus \{ z_1, z_2 \} = l \cup \alpha(l) \).

Let \( [X(l)]^m \) be the space of all vectors with \( m \) components from \( X(l) \) and \( \sigma_i \) be the isomorphism of \( X(\Gamma) \) onto \( [X(l)]^m \) defined by the rule

\[
(\sigma_i\varphi)(t) := \{ \varphi[\alpha_k(t)] \}_{k=0}^{m-1}, \quad t \in l.
\]

For \( 1 \leq i \leq m - 1 \), define the operators \( F_i : [X(\Gamma)]^{m-i+1} \rightarrow [X(\Gamma)]^{m-i+1} \) by

\[
F_i := \begin{bmatrix}
 a_iI & -b(\alpha_{i-1})I & \cdots & O & O \\
 O & a(\alpha_i)I & \cdots & O & O \\
 \cdots & \cdots & \cdots & \cdots & \cdots \\
 O & O & \cdots & a(\alpha_{m-2})I & -b(\alpha_{m-2})I \\
 -b(\alpha_{m-1})W^m & O & \cdots & O & a(\alpha_{m-1})I
\end{bmatrix}.
\]

Since

\[
\sigma_1A\sigma_i^{-1}\varphi = F_i\varphi \quad \text{for all} \quad \varphi \in [X(l)]^m,
\]

for all \( \varphi \in [X(l)]^m \).
and since \( l \) is an arbitrary connected component in \( \Gamma \setminus \{ \tau, \alpha(\tau), \ldots, \alpha_{m-1}(\tau) \} \) or \( \Gamma \setminus \{ z_1, z_2 \} \), the operator \( A \) is right invertible in \( X(\Gamma) \) if and only if the operator \( F_1 \) is right invertible in each space \( [X(\alpha_k(l))]^m, k \in \{0, 1, \ldots, m-1\} \). In view of the equality

\[
[X(\Gamma)]^m = [X(l)]^m \oplus [X(\alpha(l))]^m \oplus \ldots \oplus [X(\alpha_{m-1}(l))]^m,
\]

the operator \( A \) is right invertible in the space \( X(\Gamma) \) if and only if the operator \( F_1 \) is right invertible in the space \( [X(\Gamma)]^m \). If the operator \( F_i, i \in \{1, 2, \ldots, m-1\} \), is right invertible in the space \( [X(\Gamma)]^{m-i+1} \), then we get the \( i \)-th relation in

\[
\min_{t \in \Gamma} \left( |a_i(t)| + |b[\alpha_{i-1}(t)]| \right) > 0, \quad i = 1, 2, \ldots, m-1.
\tag{5.18}
\]

Indeed, otherwise all the elements of the \( i \)-th row have zero at a point \( t \in \Gamma \), which implies that \( \text{Im} F_i \neq [X(\Gamma)]^{m-i+1} \).

If \( \text{(5.18)} \) holds for some \( i \in \{1, 2, \ldots, m-1\} \), then there is a function \( g^{(i)} \in C(\Gamma) \) such that the function \( f^{(i)} := a_i g^{(i)} + b[\alpha_{i-1}] \) is bounded away from zero. Consequently, the operator

\[
C_i := \begin{pmatrix} a_i I & -b[\alpha_{i-1}] I \\ (1/f^{(i)}) I & (g^{(i)}/f^{(i)}) I \end{pmatrix}, \quad i = 1, 2, \ldots, m-1,
\]

is invertible in the space \( [X(\Gamma)]^2 \), and the following equality holds:

\[
F_i = \begin{cases} 
\begin{bmatrix} I & O_{1 \times (m-i)} \\ D_i & F_{i+1} \end{bmatrix} \begin{bmatrix} C_i & O_{2 \times (m-i-1)} \\ O_{(m-i-1) \times 2} & I_{m-i-1} \end{bmatrix}, & i = 1, 2, \ldots, m-2, \\
\begin{bmatrix} I & O \\ D_i & F_{i+1} \end{bmatrix} C_i, & i = m-1,
\end{cases}
\tag{5.19}
\]

where the operator \( D_i : X(\Gamma) \to [X(\Gamma)]^{m-i} \) is defined by the formula

\[
D_i := \begin{cases} 
\text{column} \left[ -\frac{a[\alpha_i]}{f^{(i)}} I, O, \ldots, O, -b_i[\alpha_{m-1}] W^m \frac{g^{(i)}}{f^{(i)}} I \right], & i = 1, 2, \ldots, m-2, \\
-\frac{a[\alpha_{m-1}]}{f^{(m-1)}} I - b_{m-1}[\alpha_{m-1}] W^m \frac{g^{(m-1)}}{f^{(m-1)}} I, & i = m-1,
\end{cases}
\]

\( I_k \) is the identity operator in the space \( [X(\Gamma)]^k \), \( O_{k \times p} \) is the zero operator from the space \( [X(\Gamma)]^p \) into the space \( [X(\Gamma)]^k \), and \( F_m := A_m \).

Since the second term on the right of \( \text{(5.19)} \) is invertible in the space \( [X(\Gamma)]^{m-i+1} \), the right invertibility of the operator \( F_i \) in the space \( [X(\Gamma)]^{m-i+1} \) is equivalent to the right invertibility of the first term on the right of \( \text{(5.19)} \) in the space \( [X(\Gamma)]^{m-i+1} \), which in its turn is equivalent to the right invertibility of the operator \( F_{i+1} \) in the space \( [X(\Gamma)]^{m-i} \).

Indeed, if \( F_{i+1} \) is right invertible in \( [X(\Gamma)]^{m-i} \) and \( F_{i+1}^{-1} \) is one of its right inverses, then

\[
\begin{pmatrix} I & O_{1 \times (m-i)} \\ D_i & F_{i+1} \end{pmatrix} \begin{pmatrix} I & O_{1 \times (m-i)} \\ -F_{i+1}^{-1} D_i & F_{i+1}^{-1} \end{pmatrix} = \begin{pmatrix} I & O_{1 \times (m-i)} \\ O_{(m-i) \times 1} & I_{m-i} \end{pmatrix}.
\]
Hence, the first term on the right of (5.19) is right invertible. On the other hand, if
\[
\begin{bmatrix}
I & O_{1 \times (m-i)} \\
D_{i} & F_{i+1}
\end{bmatrix}
\begin{bmatrix}
B_1 & B_2 \\
B_3 & B_4
\end{bmatrix}
= 
\begin{bmatrix}
B_1 & B_2 \\
D_iB_1 + F_{i+1}B_3 & D_iB_2 + F_{i+1}B_4
\end{bmatrix}
\begin{bmatrix}
I & O_{1 \times (m-i)} \\
O_{(m-i) \times 1} & I_{m-i}
\end{bmatrix},
\]
then $B_2 = O_{1 \times (m-i)}$. Hence, $F_{i+1}B_4 = I_{m-i}$, that is, the operator $F_{i+1}$ is right invertible in the space $[X(\Gamma)]^{m-i}$.

Thus, the operator $A$ is right invertible in the space $X(\Gamma)$ if and only if the operator $A_m = F_m$ is right invertible in the space $X(\Gamma)$ and, for every $i \in \{1, 2, \ldots, m-1\}$, inequality (5.18) holds. Clearly, (5.18) implies (5.17), so the necessity is proved.

It remains to prove that (5.17) and the right invertibility of $A_m$ imply (5.18). From (5.4)–(5.6), (3.1)–(3.2), (4.10) and Proposition 5.1 it follows that the functions $\eta_i^{\pm}, i \in \{0, 1\}$, defined for operators $A_m = a_mI - b_m(\alpha_{m-1})W_{\alpha_m}$ and $A$, coincide. Hence, for these operators, the corresponding sets $\Gamma_j, j \in \{1, 2, \ldots, 5\}$, coincide as well.

If the operator $A_m$ is right invertible, then, by Theorem 4.6,
\[
\sigma_{A_m}(t) \neq 0 \quad \text{for all} \quad t \in \Gamma \setminus \Gamma_4,
\] (5.20)
where
\[
\sigma_{A_m}(t) := \begin{cases} 
 a_m(t) - b_m(\alpha_{m-1}(t)), & t \in \Gamma_1, \\
 a_m(t), & t \in \Gamma_2, \\
 -b_m(\alpha_{m-1}(t)), & t \in \Gamma_3, \\
 0, & t \in \Gamma \setminus (\Gamma_1 \cup \Gamma_2 \cup \Gamma_3).
\end{cases}
\]
It is easy to see that $b_m(\alpha_{m-1}(t)) = b_m(t)$ for $t \in \Gamma_1$. In view of Corollary 5.2, the set $\Gamma_3$ is $\alpha_{m-1}$-invariant. Hence, $b_m(\alpha_{m-1}(t)) \neq 0$ for all $t \in \Gamma_3$ if and only if $b_m(t) \neq 0$ for all $t \in \Gamma_3$. Thus, (5.20) is equivalent to
\[
\sigma_A(t) \neq 0 \quad \text{for all} \quad t \in \Gamma \setminus \Gamma_4.
\] (5.21)
From (5.21) it follows that
\[
|a_i(t)| + |b(\alpha_{i-1}(t))| > 0 \quad \text{for all} \quad t \in \Gamma \setminus \Gamma_4 \quad \text{and all} \quad i = 1, 2, \ldots, m-1.
\] (5.22)
Indeed, assume the contrary: for some $i \in \{1, 2, \ldots, m-1\}$ there is a point $t_0 \in \Gamma \setminus \Gamma_4$ such that $|a_i(t_0)| = |b(\alpha_{i-1}(t_0))| = 0$. Hence, $a_m(t_0) = 0$ and $b_m(t_0) = 0$. Consequently, $\sigma_A(t_0) = 0$ and we get the contradiction. Clearly, (5.17) and (5.22) imply (5.18), which completes the proof of the sufficiency.

### 5.4 Proof of Theorem 5.3

The case of $m = 1$ was considered in Theorem 4.6. Assume that $m > 1$ and consider the case of the right invertibility of $A$.

In view of Theorem 5.7, the right invertibility of $A$ is equivalent to (5.17) and the right invertibility of $A_m$. By Theorem 4.6, the right invertibility of $A_m$ is equivalent to (5.20) and the condition
\[
\text{for every } t \in \Gamma_4 \text{ there is } k_0 \in \mathbb{Z} \text{ such that } \quad a_m[\alpha_{mk}(t)] \neq 0 \text{ for } k < k_0, \quad b_m[\alpha_{mk+m-1}(t)] \neq 0 \text{ for } k \geq k_0.
\] (5.23)
Let us show that the conjunction of (5.17) and (5.23) is equivalent to the condition

for every \( t \in \Gamma_4 \) there are \( s \in \{0, 1, \ldots, m - 1\} \) and \( k_0 \in \mathbb{Z} \) such that
\[
a[\alpha_k(t)] \neq 0 \text{ for } k < mk_0 + s, \quad b[\alpha_k(t)] \neq 0 \text{ for } k \geq mk_0 + s.
\] (5.24)

Indeed, condition (5.23) is equivalent to the condition

for every \( t \in \Gamma_4 \) there is \( k_0 \in \mathbb{Z} \) such that
\[
a[\alpha_k(t)] \neq 0 \text{ for } k < mk_0, \quad b[\alpha_k(t)] \neq 0 \text{ for } k \geq mk_0 + m - 1.
\] (5.25)

Since the set \( \Gamma_4 \) is invariant with respect to the shift \( \alpha_{mk_0} \), (5.17) is equivalent to the condition

for every \( t \in \Gamma_4 \) and every \( i \in \{1, 2, \ldots, m - 1\} \),
\[
\prod_{j=0}^{i-1} |a[\alpha_{mk_0+j}(t)]| + |b[\alpha_{mk_0+i-1}(t)]| > 0.
\] (5.26)

Fix \( t \in \Gamma_4 \). If \( a[\alpha_{mk_0+i}(t)] \neq 0 \) for all \( i \in \{0, 1, \ldots, m - 2\} \), then from (5.24) we get (5.24) with \( s = m - 1 \). Otherwise there exists an \( s \in \{0, 1, \ldots, m - 2\} \) such that
\[
a[\alpha_{mk_0+i}(t)] \neq 0, \quad i \in \{0, 1, \ldots, s - 1\}, \quad a[\alpha_{mk_0+s}(t)] = 0.
\] (5.27)

Then \( \prod_{j=0}^{i-1} a[\alpha_{mk_0+j}(t)] = 0 \) for \( i \in \{s + 1, \ldots, m - 1\} \). In that case (5.26) implies
\[
b[\alpha_{mk_0+i-1}(t)] \neq 0, \quad i \in \{s + 1, \ldots, m - 1\}.
\] (5.28)

From (5.27), (5.28) and (5.23) we get (5.24) with \( s \in \{0, 1, \ldots, m - 2\} \).

On the other hand, if (5.24) holds, then the conditions (5.23) and (5.26) are fulfilled. But as it was said above, (5.26) is equivalent to (5.17), and (5.25) is equivalent to (5.23). So, we get that we need. It remains to note that condition (5.24) is equivalent to \( R(\Gamma_4) \).

Thus, we have proved that the right invertibility of \( \mathcal{A} \) is equivalent to (5.24) and the property \( R(\Gamma_4) \). But, as was shown in the proof of Theorem 5.4, the properties (5.24) and (5.17) are equivalent. The case of the right invertibility is considered.

The case of the left invertibility is reduced to the previous one by passing to adjoint operators and applying Proposition 5.3(a) and Lemma 5.6(a).

**Corollary 5.8.** The operator \( \mathcal{A} \) is invertible in \( X(\Gamma) \) if and only if \( \sigma_{\mathcal{A}}(t) \neq 0 \) for all \( t \in \Gamma \).

**Proof.** The condition \( \sigma_{\mathcal{A}}(t) \neq 0 \) for all \( t \in \Gamma \setminus \Gamma_4 \) (respectively, \( t \in \Gamma \setminus \Gamma_5 \)) implies that \( \Gamma_5 = \emptyset \) (respectively, \( \Gamma_4 = \emptyset \)). Thus, in the case of the invertibility of \( \mathcal{A} \), from Theorem 5.3 we get \( \Gamma_4 = \Gamma_5 = \emptyset \), and conditions (5.3), (5.8) degenerate to \( \sigma_{\mathcal{A}}(t) \neq 0 \) for all \( t \in \Gamma = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \).

On the other hand, the condition \( \sigma_{\mathcal{A}}(t) \neq 0 \) for all \( t \in \Gamma \) implies that \( \Gamma = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \), that is, \( \Gamma_4 = \Gamma_5 = \emptyset \). Hence, by Theorem 5.3, the operator \( \mathcal{A} \) is simultaneously right and left invertible.

### 5.5 Spectrum of the weighted shift operator

The spectrum of the weighted shift operator is calculated in [13, Lemma 6.10] in the case of only two fixed points. Now we generalize this result to the case of arbitrary nonempty set of periodic points.
For a continuous function \( d \) and a number \( m \in \mathbb{N} \), consider the two functions

\[
\delta(t) := |d_m(t)| \min \left\{ |\alpha_m'(t)|^{-\alpha_X}, |\alpha_m'(t)|^{-\beta_X} \right\},
\]
\[
\Delta(t) := |d_m(t)| \max \left\{ |\alpha_m'(t)|^{-\alpha_X}, |\alpha_m'(t)|^{-\beta_X} \right\}.
\]

**Theorem 5.9.** The spectrum of the weighted shift operator \( dW \) with a weight (coefficient) \( d \in C(\Gamma) \) in a reflexive r.-i. space \( X(\Gamma) \) of fundamental type with nontrivial Boyd indices \( \alpha_X, \beta_X \) has the form

\[
\sigma(dW) = \left( \bigcup_{t \in \Gamma \setminus \Phi} \left\{ z \in \mathbb{C} : z^m = d_m(t) \right\} \right) \cup \left( \bigcup_{\gamma \subseteq \Phi \setminus \Lambda} \Omega(d, \gamma) \right) \cup \left( \bigcup_{\tau \in \mathcal{Y}'} \Psi(d, \tau) \right),
\]

where \( \gamma \) are connected components of \( \Phi \setminus \Lambda \),

\[
\Omega(d, \gamma) = \begin{cases} 
\left\{ z \in \mathbb{C} : \min_{\tau \in \mathcal{A}' \setminus \Gamma'} \delta(\tau) \leq |z|^m \leq \max_{\tau \in \mathcal{A}' \setminus \Gamma'} \Delta(\tau) \right\} & \text{if } d_m \in \text{gc}(\mathcal{Y}), \\
\left\{ z \in \mathbb{C} : |z|^m \leq \max_{\tau \in \mathcal{A}' \setminus \Gamma'} \Delta(\tau) \right\} & \text{if } d_m \notin \text{gc}(\mathcal{Y}),
\end{cases}
\]

\[
\Psi(d, \tau) = \left\{ z \in \mathbb{C} : \delta(\tau) \leq |z|^m \leq \Delta(\tau) \right\}.
\]

**Proof.** Corollary 5.8 and the equivalence of (5.21) and (5.20) imply that the operator \( B := zI - dW, z \in \mathbb{C} \), is not invertible in \( X(\Gamma) \) if and only if the operator \( B_m = z^mI - d_mW_{\alpha_m} \) is not invertible in \( X(\Gamma) \), where \( m \) is the multiplicity of periodic points of the shift \( \alpha \). If \( \alpha \) preserves the orientation on \( \Gamma \), and \( m = 2 \) otherwise. Clearly, the shift \( \alpha_m \) has only fixed points, and we can apply Theorem 4.4 to the operator \( B_m \). It is easy to see that

\[
\eta_0(t) = |z|^m - \delta(t), \quad \eta_1(t) = |z|^m - \Delta(t).
\]

Hence, by Theorem 4.4, the spectrum of the operator \( dW \) has the form

\[
\sigma(dW) = \left( \bigcup_{\gamma \subseteq \Phi \setminus \Lambda} \left\{ z \in \mathbb{C} : z^mI - d_mW_{\alpha_m} \text{ is not invertible in } X(\gamma) \right\} \right) \cup \left( \bigcup_{t \in \Gamma \setminus \Phi} \left\{ z \in \mathbb{C} : z^m = d_m(t) \right\} \right) \cup \left( \bigcup_{\tau \in \mathcal{Y}'} \left\{ z \in \mathbb{C} : (|z|^m - \delta(\tau))(|z|^m - \Delta(\tau)) \leq 0 \right\} \right).
\]

By [13, Lemma 6.10] and Lemma 2.3, for \( \gamma \in \Phi \setminus \Lambda \),

\[
\left\{ z \in \mathbb{C} : z^mI - d_mW_{\alpha_m} \text{ is not invertible in } X(\gamma) \right\} = \Omega(d, \gamma).
\]

Since \( 0 \leq \delta(t) \leq \Delta(t) \), the inequality \((|z|^m - \delta(t))(|z|^m - \Delta(t)) \leq 0\) is equivalent to the inequality \(\delta(t) \leq |z|^m \leq \Delta(t)\). Hence, for \( \tau \in \mathcal{Y}' \),

\[
\left\{ z \in \mathbb{C} : (|z|^m - \delta(\tau))(|z|^m - \Delta(\tau)) \leq 0 \right\} = \Psi(d, \tau). \]

\[\blacksquare\]
In particular, if \( \gamma = (\tau_-, \tau_+) \) is an arc, the endpoints of which are fixed points of the shift \( \alpha \) and \( \Lambda \cap \gamma = \emptyset \), then from the description of the set \( \Omega(1, \gamma) \) we see that the spectral radius of the shift operator \( W \) in \( X(\gamma) \) is given by (see also [13, Lemma 6.10])

\[
r(W; X(\gamma)) = \max_{\tau \in \{\tau_-, \tau_+\}} \max\{|\alpha'(\tau)|^{-\alpha_X}, |\alpha'(\tau)|^{-\beta_X}\} = \max\{r(W; L^{1/\alpha_X}(\gamma)), r(W; L^{1/\beta_X}(\gamma))\}.
\]

This simple example shows, that estimate (2.12) in Theorem 2.4 is sharp.

Note that Theorem 5.9 were obtained for the case of reflexive Orlicz spaces by V. Aslanov and the second author [6] (see also [5], [14, Corollary 2.1]).

**Remark.** We do not use the restriction on r.-i. spaces to be of fundamental type in the proofs of all results of this paper, except for Theorem 4.1. But the proof of Theorem 4.1 (see [13]) essentially depends on this restriction.

**Problem.** Is it possible to drop the restrictions \( \alpha_X = p_X \) and \( \beta_X = q_X \)?
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