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ABSTRACT
We present F-Rosette, a stable space-ground network structure for low-earth orbit (LEO) satellite mega-constellations at scale. Due to the dynamic many-to-many space-ground mapping in high mobility, existing LEO mega-constellations with IP protocol stack suffer from frequent user IP address changes (every 133–510s per user) and network routing re-convergence (thus ≤20% network usability). To provably stabilize the space-ground network under high dynamics, F-Rosette aligns the network design in the cyberspace with the mega-constellations in the physical world. It devises a recursively stable network structure over the Rosette constellation, decouples the hierarchical network addresses from mobility for stability, and aligns the geographical routing on the ground with the topological routing in space for efficiency and high usability. Our hardware-in-the-loop, trace-driven emulations validate F-Rosette’s stability, near-optimal routing (≤1.4% additional delays), and affordable overhead (<1% CPU, <2MB memory) for resource-constrained satellites.

1 INTRODUCTION
The future Internet is up in the sky. Since 2019, we have witnessed a rocket-fast deployment of the low-earth-orbit (LEO) satellite mega-constellations, including SpaceX Starlink [1], Amazon Kuiper [2], Telesat [3], OneWeb [4], to name a few. Compared to the traditional satellite networks, these LEO mega-constellations promise ultra-low network latency and high throughput that are competitive to the terrestrial networks. Moreover, with massive satellites, these mega-constellations offer the global Internet coverage to users that were not easily reachable by terrestrial networks, such as those in rural areas and the ocean.

This work asks a simple question: How to enable a usable network in mega-constellations to serve the terrestrial users? Despite the rapid deployments of LEO mega-constellations, inter-connecting satellites for network services is still at early designs on a tiny scale (such as Starlink’s “Better Than Nothing” plan [5] and initial inter-satellite link test [6, 7]). With massive mobile LEO satellites and their relative motions to numerous terrestrial users on a rotating earth, it is open to question whether the traditional wisdom of satellite network designs are still suitable for the mega-constellations.

A grand challenge for a usable space-ground network is to guarantee its stability under satellites and earth’s high mobility. Unlike the traditional satellite and terrestrial networks, the LEO network exhibits highly dynamic many-to-many mapping between the moving satellites and terrestrial users. Each LEO satellite can cover ≈100,000 users, while each terrestrial user has visibility to ≈20 satellites in mega-constellations [8]. The high satellite mobility and earth’s rotation force the terrestrial users to frequently re-associate to new satellites. Therefore, the network topology between the space and ground repetitively changes, which results in frequent network address changes and routing protocol re-convergence. Our projection of mega-constellations running IP protocols shows that (§2.2), every terrestrial user switches its IP address every 133–510s (with 2,082–7,961 users changing IP addresses every second), and the network usability decreases to ≤20% with frequent routing re-convergence. Even worse, both stability issues are amplified as mega-constellations scale to massive satellites.

The fundamental cause of the above unstable space-ground network is the mismatch between the network in the virtual cyberspace and mega-constellations in the physical world. On one hand, classical mega-constellations primarily focus on offering good coverage, but neglects the demands of stable network topology, addressing, and routing. On the other hand, most satellite networks in the virtual cyberspace heavily rely on the logical address and routing, which are vulnerable to the high satellite mobility earth’s rotations in reality. Therefore, a stable space-ground network at scale calls for a coherent design between cyberspace and reality.

We propose F-Rosette, a stable space-ground network structure in LEO mega-constellation. F-Rosette stabilizes the space-ground network in the virtual cyberspace by aligning it with the dynamic mega-constellations in the physical world. With the Rosette constellation as the basic building block, F-Rosette recursively constructs a provably stable network topology with inter-satellite links. On top of this stable network topology, we derive a hierarchical network address space for the satellites and terrestrial users. To prevent frequent address changes, we decouple this address space from mobility in F-Rosette’s new geographical coordinate system. Routing with F-Rosette’s network address is stable and efficient without requiring routing re-convergence, thus


A small LEO satellite usually has very limited coverage, computation power, and storage. To enable ubiquitous network services, one possible solution is to deploy an LEO mega-constellation. Table 1 summarizes the statistics of common mega-constellations today. The massive satellites help fully cover the areas of interest, while the LEO orbits ensure low ground-to-space round trips. Each satellite uses its microwave radio link for data transfer from/to terrestrial users. Satellites can interconnect with each other via free-space laser inter-satellite links. Unlike the traditional communications satellites at link layer only, LEO satellites in the mega-constellations should route traffic at the network layer and inter-connect to other terrestrial networks (e.g., via TCP/IP) for global Internet services at scale (acknowledged by Elon Musk [11] and recent work [12, 13]).

### 2.2 Unstable Space-Ground Network Today

The LEO mega-constellations aim to enable usable and performant network services for terrestrial users. Unfortunately, our analysis and trace-driven emulation project that, with the dynamic many-to-many space-ground mapping in high mobility, existing mega-constellations running standard IP will suffer from frequent IP address changes for the users and routing re-convergence for the network (thus low usability).

#### Why unstable: Dynamic many-to-many mapping

In LEO mega-constellations, the many-to-many mapping between satellites and terrestrial users is a norm rather than an exception. Each LEO satellite can cover many users ($\approx 100,000$), while each terrestrial user has visibility to many satellites ($\approx 20$) in mega-constellations. This many-to-many mapping is dynamic due to high mobility. Compared to the MEO/GEO satellites, LEO satellites at a much lower altitude (typically $\leq 2,000$ km) exhibit high mobility$^2$ and relative motions. Moreover, terrestrial users also exhibit relative motions to the satellites due to the earth’s rotations. Both result in frequent changes of the network topology between space and ground.

#### How (un)stable is the space-ground network:

We next quantify the impact of dynamic many-to-many mapping on the stability of the space-ground network. Since the LEO mega-constellations are still at their early deployments, their network designs are still underway and unfinished [5–7]. To this end, we conduct a trace-driven projection based on the operational mega-constellations in Table 1 over IPv6 in a hardware-in-the-loop emulator (detailed in §7). We consider two usage modes: (1) Direct access: A terrestrial user with a satellite phone directly accesses the satellite network. We follow the world population statistics from NASA in 2020 [14] and Starlink’s estimated customer numbers in the U.S. [15] to proportionally estimate the users that directly access

---

1. In theory, 7 parameters are required to describe an orbit [10]. But real constellations need fewer degrees, e.g., circular orbit with zero eccentricity and same apogee/perigee. So we will use a simpler version in this paper.

2. According to Kepler’s third law, for all satellites of the earth, the ratio between their orbital altitude and period $(R_E + H_e)^3/T^2_e$ is a constant.
As the ground station re-associates to a new satellite, the network usability decreases with more satellites, which result in repetitive routing re-convergence and thus lowering the network usability. Moreover, more satellites complicate the dynamic routing between the moving satellites and terrestrial users (due to the earth’s rotation). Solutions for small LEO networks decades ago (e.g., virtual topology [19, 20] and virtual nodes [21, 22]) cannot scale to the mega-constellations today due to their vulnerability to dynamic many-to-many mapping, and expensive (pre-)computation and storage for small LEO satellites. Motivated by this, we next design F-Rosette, a stable space-ground network structure for LEO mega-constellations.

3 THE F–ROSETTE NETWORK STRUCTURE

We introduce F–Rosette’s structure and its basic properties.

3.1 A Primer of Rosette Constellation

The basic building block of F–Rosette is a Rosette constellation, which was originally proposed in [23] to guarantee full coverage with as few satellites as possible. This section introduces the necessary background of Rosette constellation for F–Rosette; a complete description is available in [23].

Figure 4 exemplifies the Rosette constellation with 8 satellites. Each orbit has one satellite, and all satellites move in circular orbits at the altitude of $H$ (thus period $T$). A Rosette constellation is defined as a tuple $(N, m)$, where $N$ is the number of satellites and $m \in \mathbb{N}$ is a harmonic phase shift. All satellites are numbered from 0 to $N - 1$. For satellite $i$, its runtime location can be described by three constant angles ($\alpha_i, \beta_i, \gamma_i$) and one time-varying phase angle $x_t$ at time $t$:

$$\alpha_i = \frac{2\pi i}{N}, i = 0, 1, ..., N - 1$$

(1)

$$\beta_i = \beta, \forall i$$

(2)

$$\gamma_i = ma_i = m \cdot \frac{2\pi i}{N}$$

(3)

$$x_t = \frac{2\pi}{T_s}t$$

(4)
where \( \alpha_i \) is satellite \( i \)'s right ascension angle, \( \beta_i \equiv \beta \) is the inclination angle for all orbits, \( \gamma_i \) is \( i \)'s initial phase angle in its orbit at time \( t = 0 \), and \( x_t \) is the time-varying phase angle (identical for all satellites anytime). Compared to other constellations, the Rosette constellation has two appealing properties for networking:

**Full coverage with fewer satellites:** The Rosette constellation usually needs fewer satellites than Walker (building block for Starlink and Kuiper) and polar orbits for full coverage (see [23] and §7.1 for the evaluations). Each satellite’s coverage \( R \) in Figure 1 can be determined by its altitude \( H \) and elevation angle \( \phi_i \):

\[
\tan \phi_i = \frac{\cos R - R_E/(R_E + H)}{\sin R} \tag{5}
\]

For LEO satellites, given each satellite’s coverage \( R \) on the earth, the minimum number of satellites \( N_{\min} \) needed to fully cover the earth is decided by the following relation:

\[
\sec R = \sqrt{3} \tan \left( \frac{\pi}{6} \frac{N_{\min}}{N_{\min} - 2} \right) \tag{6}
\]

**Periodic ground-track repeat orbits:** Due to the earth rotation and high LEO satellite mobility, the satellite subpoint in Figure 1 is time-varying and non-repeatable in general\(^3\) (exemplified in Figure 10). This complicates locating and routing between the ground and space. Instead, the Rosette constellation allows LEO satellites to retain periodic satellite subpoints via ground-track repeat orbits, i.e., every satellite will periodically revisit its previous satellite subpoint. To do so, we configure the satellites’ orbital period \( T_s \) such that

\[
T = T_E/(N - m) \tag{7}
\]

where \( T_E \) is the period of earth rotation. For each satellite \( i \), the latitude \( \phi_i \) and longitude \( \lambda_i \) of its sub-point is:

\[
\sin \phi_i = \sin \beta \sin m(\omega t - \alpha_i) \tag{8}
\]

\[
\tan [\lambda_i + m(\omega t - \alpha_i)] = \cos \beta \tan m(\omega t - \alpha_i) \tag{9}
\]

where \( \omega = 2\pi/T_E \) is the earth’s angular rotation speed.

Despite these merits, however, the original Rosette constellation is not immediately applicable to networking. It was primarily designed for full coverage rather than network routing. There was no specification on how to inter-connect satellites, how to forward traffic among satellites, and how to route data among terrestrial users via satellites. This motivates us to re-structure the Rosette constellation for stable space-ground network at scale.

### 3.2 F-Rosette Construction

F-Rosette adopts the Rosette constellation as a base case, but extends it recursively with inter-satellite links. Specifically, a F-Rosette\(n\) is a \((N, m)\) Rosette constellation with inter-satellite links in adjacent satellites (exemplified in Figure 4b) and ground-track repeat orbits for all satellites. A F-Rosette\(k \geq 1\) is constructed recursively from \( N \) F-Rosette\(k-1\)s. Algorithm 1 shows F-Rosette construction. It takes two phases (exemplified in Figure 5):

1. **Construct** \( N \) F-Rosette\(k-1\)s: The F-Rosette\(k-1\)s are numbered from 0 to \( N-1 \) as F-Rosette\(0\), F-Rosette\(1\), F-Rosette\(N-1\). As shown in Figure 5a, F-Rosette\(k\) is obtained by first duplicating a F-Rosette\(0\), and then shifting it by a time interval \( t_k = T_E/(N-1) \) (or equivalently a phase angle shift \( x_k = \frac{2\pi}{N} \cdot t_k = \frac{2\pi}{N} \) according to Equation 4). Each satellite \( S_j \) in F-Rosette\(0\) is replicated \( N \) times on the same orbit, denoted as \( S^{0,1,\ldots,N-1}_j \).

2. **Interconnect** F-Rosette\(k-1\)s: The next step is to bridge F-Rosette\(k-1\)s with *intra-orbit* inter-satellite links only. As shown in Figure 5b and Figure 5c, each \( S_i \) in F-Rosette\(k-1\) (\( i = 0, 1, \ldots, N-1 \)) adds a link to \( S_{(i+1) \mod N} \) in F-Rosette\(k-1\). This creates a circle among satellites on the same orbit.

### 3.3 Basic Properties of F-Rosette

F-Rosette inherits all good properties from the classical Rosette constellation in §3.1, and has additional appealing features for networking due to its recursive architecture.

**Network structure size:** A F-Rosette\(k\) has \( N^{k+1} \) satellites and \((k+1)N^{k+1}\) inter-satellite links. Table 2 exemplifies
the scale when \( N = 8 \). Each satellite has \( 2(k+1) \) inter-satellite links, which is affordable even for small LEO satellites (typically 4–5 links [12, 13]).

**Full coverage:** Each \( \text{F-Rosette}_k \) is also a Rosette constellation and thus can ensure full coverage. Specifically, we have the following theorem (proved in Appendix A):

**Theorem 1** (Full coverage). A \( \text{F-Rosette}_k \) guarantees full coverage if its satellites’ altitude \( H > H_{\text{min}} \), where

\[
H_{\text{min}} = R_E \left( \frac{1}{\cos R - \sin R \tan \phi} - 1 \right),
\]

\[
R = \sec^{-1} \left( \sqrt{3} \tan \left( \frac{\pi}{6} \frac{N^{k+1}}{N^{k+1} - 2} \right) \right).
\]

With this full coverage guarantee, a satellite operator can customize the \( \text{F-Rosette} \) size to meet its demands. In Appendix B, we show how to select the size given the demand of ground-to-space RTT and the minimum elevation angle.

**Stable network topology:** \( \text{F-Rosette} \) guarantees time-invariant network topology despite satellites’ high mobility and earth’s rotation. This is desirable to simplify the routing and ensure high network usability (§2.2). \( \text{F-Rosette} \) guarantees the logical connection between any two satellites remains always-on and unchanged. This can be achieved by specifying the minimum altitude of all satellites, as shown below (proved in Appendix C):

**Theorem 2** (Stable network topology). The network topology of a \( \text{F-Rosette}_k \) remains stable if its satellites’ altitude \( H > \max \left( \frac{1}{\cos R - \sin R \tan \phi} - 1 \right)R_E, H_{\text{min}} \), where \( r_{\text{max}} \) is the max great circle range of inter-orbit links and \( R_E \) is the earth radius.

**Stable satellite sub-point trajectory:** \( \text{F-Rosette} \) always adopts the Rosette constellations with ground-track repeat orbits \( T = T_E/(N - m) \). As shown in Figure 5d, this results in stable and periodic satellite sub-point trajectory. As we will see in §4, these trajectories enable hierarchical space–ground network addresses and simplify routing.

**Propagation delay of an inter-satellite link:** Despite high satellite mobility, \( \text{F-Rosette} \) retains regular and predictable delay variations for each inter-satellite link. For intra-orbit links, \( \text{F-Rosette} \) guarantees fixed propagation delay.

---

Table 2: \( \text{F-Rosette}_k \)’s satellites’ altitude with \( N=8/16 \), \( m=1 \), and the elevation angle \( \phi = 25^\circ \).

| \( k \) | Num. satellites | Minimum altitude (km) | Ground-space RTT (ms) | Avg. cell size (km²) |
|---|---|---|---|---|
| \( \leq 3 \) | \( \text{F-Rosette}_0 \) | 8 | 11148.46 | 7.99 | 9,060,419 |
| \| \( \text{F-Rosette}_1 \) | 64 | 1259.58 | 8.40 | 141,569 |
| \| \( \text{F-Rosette}_2 \) | 512 | 335.33 | 2.23 | 2,212 |
| \| \( \text{F-Rosette}_3 \) | 256 | 504.83 | 3.36 | 7,707 |
| \| \( \text{F-Rosette}_4 \) | 4096 | 107.62 | 0.72 | 1,973,158 |
between two satellites, due to their time-invariant distances. For the inter-orbit links, its length (thus propagation delay) unavoidably varies over time. For any two satellites \( i \) and \( j \) in different orbits, its inter-satellite link length \( L_{ij} \) and propagation delay \( \tau_{ij} \):

\[
L_{ij}(t) = 2(H + R_E) \sin \left( r_{ij}(t)/2 \right)
\]

\[
\tau_{ij}(t) = L_{ij}(t)/c
\]

where \( r_{ij}(t) \) is the range between \( i \) and \( j \) on the great circle:

\[
sin^2 \left( r_{ij}(t)/2 \right) = \cos^4 \left( \beta/2 \right) \sin^2(m + 1)(j - i)(\pi/N)
+ 2 \sin^2 \left( \beta/2 \right) \cos^2 \left( \beta/2 \right) \sin^2 m(j - i)(\pi/N)
+ \sin^4 \left( \beta/2 \right) \sin^2(m - 1)(j - i)(\pi/N)
+ 2 \sin^2 \left( \beta/2 \right) \cos^2 \left( \beta/2 \right) \sin^2(j - i)(\pi/N)
\]

\[
\cdot \cos \left[ \frac{4\pi}{T} t + 2m(j + i)(\pi/N) \right]
\]

(12)

Note such delay is periodic and bounded, thus facilitating delay-sensitive apps. We will evaluate the link delay in §7.1.

4 NETWORK ADDRESSING IN F-ROSETTE

We next define F-ROSETTE’s hierarchical network addressing for space and ground. We show how F-ROSETTE decouples its network addressing from mobility for stability, and avoids frequent user IP changes in §2.2.

4.1 Hierarchical Addressing for Satellites

F-ROSETTE’s recursive structure naturally defines hierarchical network addresses for its satellites. We assign each satellite \( S \) in F-ROSETTE \( k \) with a hierarchical address \( s_0, s_1, s_2, \ldots, s_k \) \((s_i = 0, 1, \ldots, N-1, \forall i)\). Each digit \( s_i \) represents the corresponding F-ROSETTE structure that \( S \) belongs to. The length of this satellite address is \( k \log N \) bits (which is usually small as evaluated in §7.2). This hierarchical address can be naturally embedded into IPv6's address space, as shown in Figure 7a. It is constant despite satellite mobility, since it only relies on F-ROSETTE’s stable network topology.

4.2 Hierarchical Addressing for Ground

To stabilize the addressing in high mobility, F-ROSETTE divides the earth’s spherical surface into a hierarchy of disjoint geographical cells and allocates cell-based addresses to terrestrial users and ground stations. In this way, the network addresses are decoupled from the satellite and earth mobility, thus free of frequent changes (§2.2). They are unchanged unless the users move to a new geographical cell. Figure 5d exemplifies F-ROSETTE’s cells. Each cell is a quadrilateral bounded by four satellite sub-point trajectories of

![Figure 6: Hierarchical geographical cells in F-ROSETTE.](image)

![Figure 7: Embedding F-ROSETTE into IPv6 address.](image)

F-ROSETTE’s satellites. The F-ROSETTE cells exhibit three appealing features for satellite routing in space:

**Stable geographical cells:** F-ROSETTE’s satellites run on the ground-track orbits (§3.2), which implies all satellite sub-point trajectories are time-invariant. Therefore, despite the high satellite mobility and earth’s rotation, each F-ROSETTE cell’s location, size, and coverage are fixed and invariant.

**Hierarchical geographical cells:** F-ROSETTE’s recursive and symmetric structure forms a hierarchy of cells. With recursive construction, each cell in the F-ROSETTE \( k \) will be divided into a group of sub-cells in F-ROSETTE \( k \). This hierarchy is exemplified in Figure 6b and validated by the following theorem (proved in Appendix D):

**Theorem 3 (Hierarchical geographical cells).** When constructing F-ROSETTE \( k \) from F-ROSETTE \( k-1 \), each geographical cell in F-ROSETTE \( k-1 \) will be divided in to \( N^2 \) disjoint sub-cells in F-ROSETTE \( k \).

We also have the total number of cells in a F-ROSETTE \( k \) as follows (proved in Appendix F):

**Lemma 1.** A F-ROSETTE \( k \) divides its coverage areas into \( (N - m)^2 N^{2k} \) disjoint cells.

**Network addressing for the ground:** F-ROSETTE assigns geographical address to each ground user based on the cell it resides. Figure 7b illustrates how this geographical cell ID can be readily realized embedded into IPv6. For each user in this cell, F-ROSETTE assigns its address as a concatenation of new prefix, hierarchical geographical ID, and the user suffix. The network prefix is used for inter-networking with external networks and backward compatibility with standard IPv6 (§6). The per-user suffix guarantees the globally unique address inside each geographical cell. In this way, the user address remains invariant unless (s)he moves to a

\(^2\)Besides IPv6, this address can also be embedded into the future architecture such as NDN [24, 25], SCION [26], MobilityFirst [27], and XIA [28].
new cell (which is rare due to the cell size in Table 2). To help detect if the address is for satellite or ground for routing in §5, we add a 1-bit flag to differentiate their addresses.

We next elaborate on how to allocate the hierarchical geographical cell IDs. A geographical cell in F-Rosette_k is uniquely identified by \( c_0, c_1, ..., c_k \), where \( c_0 = 0, 1, ..., (N - m)^2 - 1 \) and \( c_i = 0, 1, ..., N^2 - 1 (i \neq 0) \). Each digit \( c_i \) represents the corresponding F-Rosette cell identifier that this user belongs to, and can be further decomposed into a row ID \( r_i \), and column ID \( c_i \). For F-Rosette_0, its sub-satellite point trajectories and two latitude lines divide the earth into \( N \times m \) row and \( N \times m \) columns, and we identify each cell with the left point. As shown in Figure 6a, we number each row from 0 to \( N - m - 1 \) from north to south. Starting from the cell whose left dot is on the trajectory of satellite 0 above the equator and its extension line, each column is numbered from 0 to \( N - m - 1 \) according to the increasing direction of the longitude value. Next, a F-Rosette_k (\( k \geq 1 \)) divides each cell in F-Rosette_{k-1} (\( k \geq 1 \)) into \( 2N - 1 \) layers. We number each layer from 0 to \( 2N - 2 \) in the direction from north to south, and at the same time, we number cells in each layer from left to right. Encoding this hierarchical geographical cell address requires \( 2k \log N + 2\log(N - m) \) bits (which is usually small for IPv6, as evaluated in §7.2).

5 ROUTING IN F-ROSETTE

We describe how F-Rosette enables stable, highly-usable, and efficient routing without re-convergence (§2.2). We first show how to route between satellites over F-Rosette’s stable graphical topology (§5.1). Then we show how to route between ground users by embedding hierarchical geographical routing into the satellites’ topological routing (§5.2).

5.1 Topological Routing for the Satellites

With its stable and regular constellation, F-Rosette supports efficient and highly-usable single/multi-path routing that is compatible with standard Internet routing mechanisms.

Single-path routing: With F-Rosette’s regular topology, a satellite can locally compute the shortest path without global routing (re-)convergence and thus avoids low network usability in §2.2. Algorithm 2 shows the shortest-path routing from a source satellite \( S = s_0, s_1, s_2, ..., s_k \) to a destination \( D = d_0, d_1, d_2, ..., d_k \) defined in §4.1. A pre-defined permutation

Algorithm 2 Shortest-path satellite routing in F-Rosette.

| Input: | Source satellite address \( S = s_0, s_1, s_2, ..., s_k \), destination satellite address \( D = d_0, d_1, d_2, ..., d_k \), and a permutation \( P = [p_0, p_1, ..., p_k] \) of \([0,1,...,k]\) |
|--------|-----------------------------------------------------|
| Output: | A path from \( S \) to \( D \) |
| Code: |
| 1: path(S,D)=[]; next_hop=S; |
| 2: for i=p_0, p_1, ..., p_k do |
| 3: if next_hop[i] ≠ d_i mod N then |
| 4: while next_hop[i] ≠ d_i do |
| 5: next_hop[i] = next_hop[i]+1 mod N; |
| 6: path(S,D).append(next_hop[i]); |
| 7: end while |
| 8: else |
| 9: while next_hop[i] ≠ d_i do |
| 10: next_hop[i] = next_hop[i]-1 mod N; |
| 11: path(S,D).append(next_hop[i]); |
| 12: end while |
| 13: end if |
| 14: end for |
| 15: return path; |

The correctness of Algorithm 2 is therefore straightforward:

Theorem 4 (Shortest path). Algorithm 2 finds the shortest path in hop counts between any two satellites.

F-Rosette’s routing exhibits three desirable features:

1. Stable and highly usable without re-convergence: Algorithm 2 avoids global routing (re-)convergence in F-Rosette’s regular and stable topology, thus retain high usability despite dynamic many-to-many mapping (§2.2). With F-Rosette’s regular structure, the satellite’s address inherently implies the routing path. Each satellite can locally decide the next hop without global routing (re-)convergence.

2. Prefix/wildcard-based routing table: With F-Rosette’s hierarchical satellite address, Algorithm 2 can be realized with the standard prefix/wildcard matching in IP networks. Figure 8 exemplifies the routing table for Algorithm 2. With the ring topology at each F-Rosette layer, destinations with the same prefix (or layer) can be aggregated as a single entry in the standard routing table. The storage required by the F-Rosette routing table is also small for memory-constrained satellites (proved in Appendix E):

Theorem 5 (FIB storage bound). Each satellite in a F-Rosette_k has at most \( 2(k + 1)[\log 2(k + 1)] \) entries in its routing table.

3. Performance bound: F-Rosette’s regular structure also provides bounded latency for its single-path routing. The upper bound can be derived from Algorithm 2 as follows:
Theorem 6 (Hop bound). The maximum number of hops between two satellites in F-Rosette is no more than \( \frac{(k+1)N}{2} \).

Multi-paths: F-Rosette also offers abundant parallel paths for performance acceleration and fault tolerance. By enumerating the permutations \( P \) of the F-Rosette layers \([0,1,...,k]\), Algorithm 2 yields parallel paths from the same source-destination pair. The following theorem shows the available paths in F-Rosette (proved in Appendix G):

Theorem 7 (Multi-path). There are \( 2(k+1) \) disjoint parallel paths between any two satellites in a F-Rosette.

Stability and high network usability: With its stable network topology, F-Rosette ensures stable routing despite high mobility. Each satellite locally routes traffic without requiring slow global (re-)convergence. This prevents the low network usability as discussed in §2.2.

5.2 Geographical Routing for the Ground

F-Rosette adopts geographical routing to deliver traffic between terrestrial users. Geographical routing is appealing for its efficiency, scalability, and high network usability. It takes the physically short path to forward the traffic. Moreover, geographical routing can be mostly performed locally without global routing (re-)convergence, thus avoiding low network usability in mobility (§2.2).

F-Rosette supports native hierarchical geographical routing for the ground. As shown in Figure 9, data from cell \( c_0,a_1 \) to \( c_1,a_3 \) in §4.2 can traverse from \( c_0,a_1 \) to \( c_1,a_3 \) at each level \( i \) of the F-Rosette cells. In F-Rosette, this geographical routing can be converted to an equivalent topological routing between satellites in §5.1, thus retaining stability and efficiency. We next elaborate on it.

Space-ground alignment with F-Rosette coordinates:

The first step for F-Rosette’s geographical routing is to align the logical satellite address in the cyberspace and ground locations in the physical world. F-Rosette’s structure implies a geographic coordinate system that facilitates this. Figure 4a exemplifies this coordinate system. Different from the classical Cartesian coordinates or latitudes/longitudes, F-Rosette defines the position of each location on the earth as \( (\alpha, \gamma) \), where \( \alpha \) is its right ascension angle, and \( \gamma \) is the phase angle along a virtual orbit of inclination \( \beta \) across the right ascension angle. This coordinate aligns the ground location with F-Rosette’s satellite sub-point trajectories, thus facilitating the geographical-to-topological routing below.

In this coordinate, each satellite’s sub-point location \((\alpha, \gamma_1)\) can be mapped to the runtime latitude \( \varphi \) and longitude \( \lambda \) as follows (derived from Equation 1, 3, 8, and 9):

\[
\sin \varphi = \sin \beta \sin (N \omega_E t - \gamma) \\
\tan (\lambda + \omega_E t - \alpha) = \cos \beta \tan (N \omega_E t - \gamma)
\]

Due to the high mobility, a satellite sub-point’s longitude shifts over time with dynamic mapping between \((\alpha, \gamma)\) and \((\varphi, \lambda)\). Despite so, it is easy to verify from Equation 1–4 that, the relative position \((\Delta \alpha, \Delta \gamma)\) between any two connected satellites’ sub-points remains constant. This results in an important property to bridge the topological routing between satellites and geographical routing between ground cells:

Property 1 (Space-ground routing alignment). A packet routed through an inter-orbit satellite link in F-Rosette moves a fixed relative position of

\[
\Delta \alpha_j = \frac{2\pi}{N} \frac{m}{N}, \Delta \gamma_j = \frac{2\pi m}{N}
\]

A packet routed through an intra-orbit satellite link at layer \( j = 1, 2, ... k \) moves a fixed relative position of

\[
\Delta \alpha_j = \frac{2\pi m}{N}
\]
Avoiding local minimum and last-hop ambiguity: This problem is largely mitigated in F-Rosette’s coordinate system. Given two cells \( S = c_0^d \cdot c_1^d \cdot ... \cdot c_k^d \) and \( D = c_0^d \cdot c_1^d \cdot ... \cdot c_k^d \), one can compute their relative position \( (\Delta \alpha, \Delta \gamma) \) via table lookup (detailed below), and route the traffic from \( S \) to \( D \) by following the topological routing in Algorithm 2 to hierarchically shorten the packet’s relative position to \( D \). This is equivalent to the geographical routing in Figure 9.

Algorithm 3 elaborates on the geographical ground routing via topological satellite routing. It extends Algorithm 2, and maps the relative motion to hop count. It uses the source user’s serving satellite’s sub-point as the input, which is locally maintained by the satellite as \( \alpha_s(t) = \alpha_s(0) - \frac{2\pi}{T} t, \gamma_s(t) = \gamma_s(0) + \frac{2\pi}{T} t \) (Equation 1–4). The routing ends if the user on target cell is covered by the current satellite (detected if the current satellite finds the user associates to it at the link layer). Algorithm 3 can be realized atop Algorithm 2, thus retaining high efficiency for resource-constrained satellites.

Avoiding local minimum and last-hop ambiguity: A classical problem for the greedy geographical routing is the local minimum [29–32], i.e., the physically nearest satellite is not reachable for delivery (mostly due to limited coverage). This problem is largely mitigated in F-Rosette: Similar to greedy embedding [33, 34], geographical routing in Algorithm 3 relies on topological routing in §5.1 for guaranteed reachability and successful delivery. The only exception is the last hop, where the terrestrial user does not associate to the nearest satellite. Since the ground-satellite link depends on user-specific satellite selection strategy and is beyond the satellite topology, simply relying on topological routing is insufficient to guarantee delivery. Fortunately, Algorithm 3 over F-Rosette’s ring structure implies all satellites at each layer can be reached in the worst case. This ensures eventually the user-selected satellite will be reached for successful delivery, at some cost of detouring delays.

Data forwarding acceleration via table lookup: Similar to the topological routing, geographical routing in Algorithm 3 can also be accelerated via table lookup at least four aspects. First, the relative motion between connected satellites \( (\Delta \alpha_s, \Delta \gamma_s) \) can be pre-computed and pre-stored in each FIB entry, thus avoiding runtime per-packet computation in Algorithm 3. Second, to decide the destination cell’s location \((\alpha_d, \gamma_d)\) given its cell ID \( c_0^d \cdot c_1^d \cdot ... \cdot c_k^d \), each satellite can pre-compute and store a hierarchical lookup table as shown in Figure 9. Since all geographical cells are formed by the satellite sub-points, one can follow Equation 8-9 to pre-compute each cell’s location for hierarchical lookup. This results in a table with \( \frac{(N-m)N^k}{2} \) entries and \( O(k + 1) \) runtime lookup time (elaborated in Appendix H). Third, to avoid repetitively computing the source user’s serving satellite’s relative position \((\alpha_s(t), \gamma_s(t))\) for all packets, the satellite can cache its runtime location and refresh it every \( \frac{T}{2N} \) seconds (which guarantees consistent forwarding decision given the minimal \( (\Delta \alpha_s, \Delta \gamma_s) \)). Last but not least, to avoid repetitive next-hop calculation for the packets to the same destination cell, a satellite can create a cached geographical FIB entry and periodically update it every \( \frac{T}{2N} \) seconds.

Stability and high network usability: F-Rosette embeds geographical routing into F-Rosette’s stable network topology, thus facilitating stable routing. Similar to topological routing in §5.1, F-Rosette’s geographical routing relies on local information only. It does not require the slow routing (re)-convergence, thus retaining high network usability despite high satellite mobility and earth’s rotation (§2.2).

6 ISSUES IN PRACTICAL DEPLOYMENT

In this section, we discuss various issues and solutions for the deployment of F-Rosette in practice.

Incremental expansion: In practice, it is unlikely to deploy F-Rosette all at once. The satellites can only be launched to space incrementally. For example, as of January 2021, the latest SpaceX Falcon 9 rocket can launch up to 143 satellites each time [35], which is less than F-Rosette’s 256 satellites when \( N = 16 \). When incrementally expanding F-Rosette in space, it is desirable to retain always-on, seamless network services for existing users. This demand results in three concrete goals in expansion: (1) guarantee data delivery despite incomplete deployment; (2) avoid re-interconnection of satellites whenever possible; and (3) retain stable address during the deployment.

A straightforward way to incrementally deploy F-Rosette is to follow Algorithm 1, i.e., launch F-Rosette \( k-1 \) first and recursively expand it to F-Rosette \( k \). This ensures stable network topology and addresses, but can’t guarantee delivery with partial coverage before all satellites are launched (§3.2).

To this end, we propose an iterative incremental expansion scheme, and exploit regular satellite mobility to guarantee the data delivery. Instead of building F-Rosette \( k \) from F-Rosette \( k-1 \), we incrementally deploy it orbit by orbit. Following step 8–12 in Algorithm 1, each time we deploy satellites that uniformly distribute on the same orbit. As exemplified in Figure 10, F-Rosette satellites in the same orbit form a moving wave of satellite sub-point trajectories that traverse the entire coverage. This differs from the satellite sub-points in a complete F-Rosette \( k-1 \), which are fixed and thus limit
its full coverage at lower altitude. As the satellite sub-point trajectories move, all users have the opportunity to send the data to the satellite sometime. If a packet’s destination is currently outside the coverage, it can be buffered by the satellite and eventually delivered if any one of the satellite on the same orbit covers the destination. With more satellites deployed, more packets will be delivered via routing and less packets will be buffered. Similar to DTN in classical satellite networking [36, 37], this approach is feasible when the F-Rosette users are all tolerant to data delays.

Implications for ground stations: The ground stations can play as “gateways” to bridge the satellite and terrestrial networks, or download telemetry data from satellites [16, 17, 38, 39]. It is desirable to deploy the ground stations where they can maximize its radio quality and access to more satellites. F-Rosette’s stable satellite-to-ground mapping offers a natural solution for this. A ground station using F-Rosette can be deployed at the intersection of the fixed satellite sub-point trajectories. This guarantees maximal received power from the satellites (right above the ground station), and helps gain visibility to more satellites.

Network address allocation: The satellites’ F-Rosette addresses in §4.1 are fixed and can be pre-allocated before they are launched. For the ground users, their F-Rosette addresses in §4.2 are fixed unless they move to a new geographical cell. To tackle it, a DHCP address server (e.g., at the ground station) can be deployed for each cell to manage the address allocation and duplication detection. As evidenced in Figure 7b, the DHCP server can generate a F-Rosette address by concatenating the network prefix, the geographical cell ID, and a per-user suffix that is unique inside this cell.

Inter-networking to external networks: The discussion so far focuses on the networking inside a F-Rosette. In reality, both the terrestrial users and satellites need to communicate with others through the Internet. For compatibility with Internet routing and global reachability, we propose IPv6-based network addressing for F-Rosette. As shown in §4 and exemplified in Figure 7, the IPv6 prefix in Figure 7b can be used to identify whether a packet is inside a F-Rosette. If so, the F-Rosette routing in §5 can be applied. Otherwise, the packet will leave F-Rosette and enter the external network. In this case, the classical prefix match-based IP routing will be applied to the IPv6 address, thus retaining backward compatibility and global reachability.

Stability-performance tradeoff: F-Rosette’s primary goal is stability for a usable space-ground network. It is possible to refine F-Rosette to balance the stability and performance. For instance, the basic F-Rosette design only utilizes local links to for stable topology (Theorem 2). It is possible to extend F-Rosette with non-local links for lower latency (first proposed in [13]), by extending the base Rosette constellation in Figure 4b and construction in Algorithm 1

Table 3: F-Rosette under the same altitude and elevation angle of state-of-the-art mega-constellations.

| Constellation | Number of satellites | Altitude (km) | Inclination angle (°) | Min. number of satellites in F-Rosette |
|---------------|----------------------|---------------|-----------------------|----------------------------------------|
| Starlink      | 1584                 | 550           | 53                    | 676                                    |
| Kuiper        | 1156                 | 630           | 51.9                  | 676                                    |
| TeleSat       | 351                  | 1015          | 98.98                 | 225                                    |

with $m$-local links. In this case, the maximum number of hops in Theorem 6 can be reduced to $N/(k+1)$ $2m$. The cost is more link failures (Theorem 2) and unstable routing. We are neutral to this tradeoff and leave it for the operators to decide.

7 EVALUATION

We evaluate the efficiency and overhead of F-Rosette’s network structure (§7.1), addressing (§7.2), and routing (§7.3).

Prototype: We prototype an IPv6-based F-Rosette satellite protocol suite with 13K lines of C code, as shown in Figure 11. We build F-Rosette on top of the standard IPv6 routing suite by extending Quagga 0.99.23 [40] and run it in a customized Linux 3.10.0 kernel (which resembles Starlink’s Linux-based small satellites [41]). At the control plane, we implement F-Rosette’s hierarchical addresses, and embed them into the IPv6 address as shown in Figure 7. We also implement F-Rosette’s routing algorithms in §5 to compute the FIB entry for a new incoming packet. At the data plane, we reuse the standard IPv6 routing table and forwarding engine for prefix-based F-Rosette routing in §5. At runtime, an IPv6 packet with F-Rosette address will be forwarded to the user plane. If the routing table does not have a FIB entry for this address, it will be relayed to the control plane. The control plane will parse the IPv6 address to get the F-Rosette address, run Algorithm 2–3 for this address, generate and install the FIB entry, and then forward the packet. Later packets with to the same destination will be directly forwarded by routing table lookup at the data plane.

Experimental setup: With our limited capability of launching massive satellites to space, we conduct a hardware-in-the-loop, trace-driven emulation to approximate the real space-ground networks. We use StarPerf [42] to approximate the mega-constellations based on F-Rosette’s setup in §3.2 and real TLE orbit information of Starlink [1], Kuiper [2], and Telesat [3] from Space-Track [43]. The emulator will generate

Figure 11: Hardware-in-the-loop experimental setup.
the runtime satellite motions, earth’s rotations, and inter-satellite link qualities (delay, loss, and capacity) based on the well-tested J4 orbit propagation model [44, 45] in aerospace engineering. For the projections in §2.2, we use a ThinkStation P910 workstation (22-core 3.5GHz Intel E5-2600, 64GB DDR4) with mininet [46] to create all virtual satellites in LEO mega-constellations. We also run our prototype on a testbed of 5 servers (with 2.2GHz CPU and 4GB memory usage limit to approximate the real small LEO satellites in [47, 48]) to quantify its data forwarding performance and overhead.

Ethics: This work does not raise any ethical issues.

7.1 Characteristics of F-Rosette Structure

We first assess the F-Rosette’s network structure in §3.3, and compare them with existing mega-constellations.

Full coverage with fewer satellites: Table 3 compares F-Rosette with state-of-the-art mega-constellations under the same altitude and elevation angle. It confirms F-Rosette can achieve the same coverage as the state-of-the-art’s with 35.9–57.3% fewer satellites. This is mainly because F-Rosette is based on Rosette constellation, which typically requires less satellites than Walker-based constellations today [23]. Note existing mega-constellations may still achieve full coverage with fewer satellites. Besides, to satisfy F-Rosette’s construction, the actual number of satellites in F-Rosette can be slightly more than this minimum. This can be optimized by tuning the choices of N, m and k.

Stable network topology: F-Rosette’s stability under the minimum altitude H has been proven in Theorem 2. Table 2 quantifies H under different F-Rosette sizes. More satellites in F-Rosette generally lead to a lower altitude, thus facilitating low latency network services.

Geographical cells on the ground: Table 2 quantifies the number of geographical cells and their average sizes in F-Rosette with N = 8, m = 6. More geographical cells can be formed by increasing the number of layers k, thus offering fine-grained and faster network services.

Propagation delay of an inter-satellite link: Figure 12 exemplifies the RTT variance of links between two satellites with N = 16, k = 1 using J4 orbit perturbation [44, 45]. For intra-orbit links, F-Rosette ensures fixed one-hop RTT because of the fixed inter-satellite distance. For inter-orbit links, F-Rosette confirms periodic, predictive and bounded variance of the RTT, which is feasible for low-jitter applications.

7.2 Network Addressing in F-Rosette

We next evaluate the network addressing in F-Rosette. It has been proved in §4 that F-Rosette does not incur satellite or user IP address changes in §2.2. Here we assess the efficiency and cost of F-Rosette address in IPv6.

Addressing efficiency: We quantify the packet space usage by F-Rosette’s address. Table 4 shows the header spaces needed inside an 128-bit IPv6 address to embed F-Rosette’s hierarchical address in §4. For satellites, a F-Rosette with N = 16 can support up to k = 8 (2^32 satellites) with 32-bit address space. For ground cells, with a 32-bit address, a F-Rosette with N = 16 can support up to k = 2. More cells can be accommodated with more bits in 128-bit IPv6 address. Note users in the same geographical cell should be assigned different suffixes to avoid duplicate IPv6 address (§4.2). With 32-bit suffix in an IPv6 address, F-Rosette can support up to 2^32 in each geographical cell, and leaves 64 bits as IPv6 prefixes for inter-networking to external networks.

Addressing overhead: At runtime, F-Rosette should process its address for Algorithm 2 (for satellites) or Algorithm 3 (for ground users). For the satellite address, F-Rosette performs the prefix/wildcard matching based on the standard FIB, thus retaining same cost as standard IPv6 with negligible overhead. For ground users, F-Rosette should map its geographical cell ID to the corresponding location (α, γ). Table 6 confirms that the runtime table lookup time is marginal. Table 5 shows ≤2MB is needed for the geographical ID-to-location table for N = 16, k = 3, which is acceptable even for small LEO satellites with limited storage.

7.3 Routing in F-Rosette

We last evaluate the routing in F-Rosette. It has been proven in §5 that F-Rosette does not incur routing re-convergence or suffer from low network usability in §2.2. So this section focuses on the routing efficiency and overhead.
Routing efficiency: We first compare F-Rosette’s routing in §5 with the paths with the shortest hop counts and propagation delays. In this experiment, we route traffic from Beijing to New York using F-Rosette with $N = 16, m = 2, k = 1$ (256 satellites) at the altitude of 878.76km. We compare F-Rosette’s hop counts and propagation delays with those in the shortest path. Figure 13 confirms that F-Rosette always achieves the shortest path in hop counts as proved in Theorem 4. Due to the time-varying inter-orbit satellite link delays (Figure 12 and Equation 11), F-Rosette does not always find the shortest path in propagation delays. Even so, Figure 13b shows F-Rosette’s bounded link delay variances help F-Rosette approximates the optimal delay with $\leq 1.4\%$ difference, thus $\leq 1.62$ms. Note the spikes in Figure 13b arise from user’s handoffs between satellites, during which the user re-associates to a closer satellite. Despite this dynamics, F-Rosette still retains near-optimality compared to the shortest path in propagation delays.

Besides near-optimal routing path, F-Rosette’s forwarding engine also retains high data throughput. Figure 14 shows the end-to-end iperf throughput in a five-server testbed running F-Rosette over 1Gbps links. It confirms F-Rosette’s routing can saturate the physical bandwidth, and achieves comparable speed to the standard OSPF routing in IPv6. Since its routing algorithm can be realized with readily-available prefix/wildcard matching today, F-Rosette achieves comparable data forwarding performance to standard IP routing.

Routing overhead: Since F-Rosette runs atop IPv6, it incurs marginal cost compared to state-of-the-arts. Table 6 shows that the processing latency of the first packet with a new destination address is $\leq 0.058$ms (for FIB setup). Later packets to the same destination will be directly forwarded by FIB lookup without this additional processing. Table 6 shows $\leq 1.3$MB memory usage of F-Rosette under the same CPU/memory conditions as the LEO satellite’s, thus affordable for resource-constrained small satellites.

8 RELATED WORK

LEO satellite network has been actively studied for decades. Early efforts design constellations to ensure coverage, such as Walker [49], Rider [50], Rosette [23], Ellipso [51], to name a few. LEO satellites in these constellations are standalone, without forming a network in space. The first LEO network in operation is Iridium [9], a 66-satellite small constellation on the polar orbit. Since 2000s, various network designs have been proposed for Iridium, such as the location address [52–57], virtual node routing [21, 22], virtual topology routing [19, 20], multi-layer routing [58, 59], and geographical routing [30, 33, 60–62]. However, they cannot easily extend or scale to the mega-constellations as explained in §2.2. As mega-constellations are still at early adoptions, recent studies explore their performance optimization [63–65] or application to broader scenarios like navigation [66], in-orbit computing [48] and content delivery [38, 39]. [13] notices the link churns between satellites and proposes remedies, but it does not stabilize the network between space and ground. Instead, F-Rosette takes to first step to strive for a stable space-ground network in LEO mega-constellations.

F-Rosette is inspired by many network structure designs in other domains such as data center [67–69], P2P [70, 71], and wireless network [72–74]. It is based on the Rosette constellation [23], but generalizes it with a recursive structure and inter-satellite links. Its network addressing is inspired by classical geographical information systems like Google S2 [75] and Uber H3 [76], but customized for space-ground networking. F-Rosette’s geographical-to-topological routing embedding resembles greedy embedding [33, 34], but works in a different domain of space-ground network.

9 CONCLUSION

This work devises F-Rosette, a stable space-ground network structure in LEO mega-constellation. F-Rosette strives for stable network topology, address, and routing under dynamic many-to-many space-ground mapping in high mobility. F-Rosette’s recursive structure over the Rosette constellation guarantees provably stable network topology. Its hierarchical, geographical addressing embedded prevents the frequent address change for its users. F-Rosette does not incur global routing re-convergence in satellite mobility or earth’s rotations. To route traffic between users, F-Rosette performs efficient geographical routing by embedding it into the stable topological routing between satellites. F-Rosette is compatible with IPv6 and incrementally deployable.

F-Rosette is an initial effort to strive for a stable space-ground network at scale. Compared to the terrestrial network nodes, satellites are much harder to modify or upgrade once they are launched to space. Therefore, although the mega-constellations are still at early deployments, it is necessary.
to systematically design the network before it is too late to change. We hope F-Rosette could call for the community’s attention and stimulate more research efforts in this area.
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Algorithm 4 On-demand F-Rosette size selection.

Input: Ground-to-satellite round-trip demand RTT, minimum elevation angle \( \phi \)
Output: The minimum number of layers \( k \) and satellites \( N_k \) for F-Rosette to guarantee full coverage

1. Compute satellite altitude \( H = c \cdot \text{RTT}/2 \).
2. Find each satellite’s minimum coverage \( R_{\text{min}} \) in the unit of great circle range:
   \[
   \tan \phi = \frac{\cos R_{\text{min}} - R_E/(R_E + H)}{\sin R_{\text{min}}}
   \]
3. Decide the minimum number of satellites to guarantee full coverage:
   \[
   \sec R_{\text{min}} = \sqrt{3} \tan \left( \frac{\pi}{6} \frac{N_{\text{min}}}{N_{\text{min}} - 2} \right)
   \]
4. Decide the minimum number of layers \( k \) for F-Rosette:
   \[
   k = \left\lceil \log_N N_{\text{min}} \right\rceil - 1
   \]
5. Decide the minimum number of satellites in F-Rosette, \( N_k = N^{k+1} \).

A PROOF OF THEOREM 1

Proof. By construction, F-Rosette guarantees the full coverage by following the condition for Rosette constellation [23]. With \( N^{k+1} \) satellites in a F-Rosette, Equation 6 in §3.1 has shown it suffices for each satellite with coverage \( R = \sec^{-1} \left( \sqrt{3} \tan \left( \frac{\pi}{6} \frac{N_{\text{min}}}{N_{\text{min}} - 2} \right) \right) \) to guarantee full coverage. Given this per-satellite coverage \( R \) and elevation angle \( \phi \), the minimum altitude that a satellite can achieve this satellite is given by Equation 5. Therefore, we have
   \[
   H_{\text{min}} = R_E \left( \frac{1}{\cos R \cdot \sin R \cdot \tan \phi} - 1 \right).
   \]

B ON-DEMAND F-ROSETTE SIZE SELECTION

A satellite operator can choose the proper F-Rosette size that can ensure full coverage and meet its network latency demands. Algorithm 4 illustrates the size selection based on the ground-to-space round trip latency demand RTT, and the minimum elevation angle \( \phi \) (constrained by the satellite and device hardware’s capability). The operator can first specify the desired altitude of the satellites \( H = c \cdot \text{RTT}/2 \), where \( c \) is the light speed through the atmosphere. With the minimum elevation angle \( \phi \), one we derive the minimal per-satellite coverage \( R_{\text{min}} \) in the unit of great circle range:
   \[
   \tan \phi = \frac{\cos R_{\text{min}} - R_E/(R_E + H)}{\sin R_{\text{min}}}
   \]
With \( R_{\text{min}} \) the operator can derive the minimal number of satellites needed for a Rosette constellation to guarantee full coverage:
   \[
   \sec R_{\text{min}} = \sqrt{3} \tan \left( \frac{\pi}{6} \frac{N_{\text{min}}}{N_{\text{min}} - 2} \right)
   \]
Then given the F-Rosette0 parameter \( N \), the operator can choose the level of F-Rosette as \( k = \left\lceil \log_N N_{\text{min}} \right\rceil - 1 \).

C PROOF OF THEOREM 2

Proof. To ensure the inter-satellite links are always on, the altitudes of the satellites should be sufficiently high for mutual visibility. To derive the minimum altitude, we first compute the great circle range \( r_{ij} \) of satellite \( i \) and \( j \) from Equation 12. When \( r_{ij} \) is maximized, the distance between the two satellites reaches the maximum, which requires the highest altitude for mutual visibility. Therefore, if we want to prevent the link from passing through the earth, the condition that needs to be met is \((H + R_E) > \frac{R_E}{\cos \beta /2} \), where
   \[
   \sin^2(r_{\text{max}}) = \cos^4(\beta/2) \sin^2(m + 1)(\pi/N) + 2 \sin^2(\beta/2) \cos^2(\beta/2) \sin^2 m(\pi/N) + \sin^4(\beta/2) \sin^2(m - 1)(\pi/N) + 2 \sin^2(\beta/2) \cos^2(\beta/2) \sin^2 m(\pi/N)
   \]
Moreover, to guarantee full coverage, we require \( H > H_{\text{min}} \). This ends up with \( H > \max \left( \frac{1}{\cos \beta /2} - 1 \right) R_E, H_{\text{min}} \).

D PROOF OF THEOREM 3

Proof. We first note that each F-Rosette cell is a unique quadrilateral bounded by four satellite sub-point trajectories (two pairs of parallel spherical edges). To prove Theorem 3, it is sufficient to prove that when constructing F-Rosette out of F-Rosette\(_{k-1}\), each F-Rosette\(_{k-1}\) cell will be intersected by \( N - 2 \) new satellite sub-point trajectories parallel to two of its edges, and another \( N - 2 \) satellite sub-point trajectories parallel to the other two of its edges. In this way, this F-Rosette\(_{k-1}\) cell is divided into \( N^2 \) cells in F-Rosette\(_k\). To prove this, consider a F-Rosette\(_{k-1}\) cell bounded by the satellite sub-point trajectories of satellites \( S_i, S_{i+1}, S_j \) and \( S_{j+1} \), as shown in Figure 6b. Recall the satellite sub-point trajectory for a satellite \( S_i \) in F-Rosette\(_{k-1}\) in Equation 8–9. To construct F-Rosette\(_{k-1}\) out of F-Rosette\(_k\), each satellite \( S_i \) in F-Rosette\(_k\) is replicated \( N \) times, each being shifted by a uniform time interval \( t_k = \frac{T}{N}, k = 0, 1, 2, ..., N - 1 \). Note \( t_0 = 0 \) overlaps with \( S_j \)’s satellite sub-point trajectory. For each of the remaining replicated satellite \( S_{i}^k \), its satellite sub-point trajectory is thus shifted by \( t_k \) (dotted lines in Figure 6b), which is between the satellite sub-point trajectories of \( S_i \) and \( S_{i+1} \). Similar divisions apply to satellite \( S_j \) and \( S_{j+1} \). So we conclude that this F-Rosette\(_{k-1}\) cell is divided into \( N^2 \) F-Rosette\(_k\) cells. However, some F-Rosette\(_k\) cells near the polar regions do not belong to any F-Rosette\(_{k-1}\) cells, so we artificially add two latitude lines equal to the inclination angle to form some F-Rosette\(_{k-1}\) cells. These cells will be divided into \( \frac{N^2 - 4N}{2} \) F-Rosette\(_k\) cells. In order to satisfy this theorem, we will calculate some small cells repeatedly in the big cell.

E PROOF OF THEOREM 5

Proof. Consider a satellite \( S = S_0, S_1, ..., S_k \) in a F-Rosette\(_k\). At each layer \( j \in [0, k - 1] \), \( S \) belongs to a ring topology of \( N \)
We can uniquely identify a cell with its left vertex since the Euler theorem. Because of the earth’s rotation, there are always 12 there are always 2 number of cells to cover (constrained by the satellites’ inclination angle total. In addition, with the maximum latitudes a satellite’s sub-point trajectory can be divided into F-Rosette, a satellite in 1 𝑇 cells. First note F-Rosette’s construction. Each cell’s geographical location can be derived as its left vertex. As we will see, this table only needs its index multiplied by N represents the index of the next row. By the earth’s rotation, there are always more rows exist at these latitudes and add the total intersections with others (excluding itself). So there are (𝑁 − 𝑚)(𝑁 − 𝑚 − 2) intersections in total. In addition, with the maximum latitudes a F-Rosette can cover (constrained by the satellites’ inclination angle β), two more rows exist at these latitudes and add the total number of cells to (𝑁 − 𝑚)2. So according to Theorem 3, a F-Rosette has (𝑁 − 𝑚)2N2k cells.

\[ \text{Figure 15: cells number in F-Rosette.} \]

Satellites according to F-Rosette’s construction. According to Algorithm 2, these N satellites are divided into 2 groups based on S’s shortest path to them: one group is routed via clockwise routing, and the other group is routed via counterclockwise routing. All satellites in the same group share the same next hop at S, so they can be aggregated in the FIB. Therefore, the number of FIB entries S needs at layer j is the number of prefixes that \((s_j, s_j + \frac{N}{2} \mod N)\) and \((s_j + \frac{N}{2} \mod N, s_j)\) can be aggregated into, which are both \([\log \frac{N}{2}]\). So S needs 2 \([\log \frac{N}{2}]\) FIB entries for layer j. Since there are \(k + 1\) layers in a F-Rosette, each satellite needs 2 \((k + 1)\)[\log \frac{N}{2}] FIB entries.

\section*{F PROOF OF LEMMA 1}

\textbf{Proof.} We show that a F-Rosette has \((N − m)^2\) cells. Then according to Theorem 3, a F-Rosette has \((N − m)^2N^{2k}\) cells. First note F-Rosette’s repeat ground-track orbits dedicates \(TE = (N − m)T\), i.e., after an orbital period T, the earth rotates \(\frac{m\omega}{2}\) of the great circle. So it takes \((N − m)T\) for a satellite in F-Rosette to revisit the place it passed before. Based on the repetitions of the orbit period, a satellite’s sub-point trajectory can be divided into to \(N − m\) parts \(\{Ci, i = 1, 2, ..., N − m\}\). As Figure 15 exemplifies, the blue curve is one of C, and curves will intersect to form cells. We can uniquely identify a cell with its left vertex since the number of the vertexes is equal to the number of the cells (Euler theorem). Because of the earth’s rotation, there are 1 curve that do not intersect with \(C_i\) (green curve in Figure 15). Besides, \(C_i\) has \(2(N − m − 2)\) intersections with others (excluding itself). So there are \((N − m)(N − m − 2)\) intersections in total. In addition, with the maximum latitudes a F-Rosette can cover (constrained by the satellites’ inclination angle β), two more rows exist at these latitudes and add the total number of cells to \((N − m)^2\). So according to Theorem 3, a F-Rosette has \((N − m)^2N^{2k}\) cells.

\section*{G PROOF OF THEOREM 7}

\textbf{Proof.} We prove this theorem by recursion. When \(k = 0\), there are always 2 \((k + 1)\) = 2 disjoint paths between any two satellites (one clockwise, the other counter-clockwise as exemplified in Figure 4b). Assume there are 2 \((k + 1)\) disjoint paths for a F-Rosette. Now consider a F-Rosette and two satellites \(S = s_0, s_1, ..., s_k, s_{k+1}\) and \(D = d_0, d_1, ..., d_k, d_{k+1}\). The following \(k + 2\) routes enumerate all disjoint paths from S to D:

\[ s_0, s_1, ..., s_k, s_{k+1} \rightarrow d_0, s_1, ..., s_k, s_{k+1} \rightarrow d_0, d_1, ..., d_k, d_{k+1} \]

\[ s_0, s_1, ..., s_k, s_{k+1} \rightarrow s_0, s_1, ..., s_k, s_{k+1} \rightarrow d_0, d_1, ..., d_k, d_{k+1} \]

\[ \vdots \]

\[ s_0, s_1, ..., s_k, s_{k+1} \rightarrow s_0, s_1, ..., s_k, d_{k+1} \rightarrow d_0, d_1, ..., d_k, d_{k+1} \]

For each route, the first hop has 2 disjoint paths (one clockwise, the other counter-clockwise), and the second hop has 2 \((k + 1)\) disjoint paths. So each route forms min(2, \(2(k + 1)\)) = 2 disjoint paths. Since each two routes above do not overlap, we end up with 2 \((k + 2)\) disjoint routes from S to D and thus conclude this proof by recursion.

\section*{H GEOGRAPHICAL CELL ID-TO-LOCATION TABLE}

A key prerequisite in Algorithm 3 is to decide the destination cell’s geographical location \((\alpha, \gamma)\) given its ID \(c_0, c_1, ..., c_k\) for each packet. This section describes how to accelerate this operation via table lookup.

\textbf{Table structure:} Figure 9 illustrates the mapping table from geographical cell ID \(c_0, c_1, ..., c_k\) to its location \((\alpha, \gamma)\) (defined as its left vertex). As we will see, this table only needs to store \(\alpha\) and \(\gamma\) can be derived from \(\alpha\). A F-Rosette constructs one table for level 0, and \((N − m)^{N+1}/2\) tables for level \(i = 1, 2, ..., k\). Each table contains two columns, indicating the row index \(c_i, row_j\) and the corresponding coordinate of the first cell in each row \(\alpha_0\). The row of the previous level plus its index multiplied by \(N\) represents the index of the next level table. For any other cell \(i\) in this row, its coordinate can be derived as \(\alpha_j = \alpha_0 + (\pi j / (N − m))\) according to F-Rosette’s construction. Each cell \(i\)’s phase shift \(\gamma_j \equiv (N − m)\alpha_0\).

\textbf{Table pre-computation:} To pre-compute the mapping table, the key step is to learn \(\alpha_0\) for each row. To derive \(\alpha_0\), we have two observations. First, all cells in F-Rosette are formed by the satellite sub-point trajectories, so \(\alpha_0\) can be derived from Equation 8–9. Second, F-Rosette guarantees all satellites traverse the same stable sub-point trajectories and thus cells (§3.1–3.2). So \(\alpha_0\) can be learned by tracking any satellite in F-Rosette. For simplicity, we derive \(\alpha_0\) from the first satellite \((0.0...0)\) in F-Rosette as \(\alpha_0 = \omega ET\). According to Equation 9, its sub-point trajectory is:

\[ \tan(\lambda + \omega ET) = \cos \beta \cdot \tan(\omega_0 ET) \]

From \(t\) to \(t + T\), this satellite passes through all rows of cells with an increment of longitude \(\Delta \lambda / 2\), where \(\Delta \lambda = \frac{2\pi}{(N − m)N}\)
Algorithm 5 Mapping geographical cell ID to its location in F-Rosette.

Input: Cell ID $c_0.c_1...c_k$, $N$, $m$, $k$, table lists of $a_0$, Table, $i = 0, 1, ..., k$, each Table, is a list of tables, target level of cell $k_0$

Output: Geographical location $(\alpha, \gamma)$

1. $\text{index} = 0$; $\triangleright$ Index in table list, indicates which table to look up
2. $\Delta \alpha = c_0.exp \times \frac{2\pi}{(N-m)}$; 
3. for $i=1$ to $k_0$ do 
   4. $\text{index} = \text{index} \times N + c_{i-1}\cdot \text{row}$; 
   5. $\Delta \alpha = \Delta \alpha + c_i.exp \times \frac{2\pi}{(N-m)N}$; 
5. end for 
6. $T = \text{Table}[k_0][\text{index}]$; $\triangleright$ The table to look up 
7. $a_0 = T[c_{k_0}\cdot \text{row}]$; $\triangleright$ Get the $a_0$ from Table $T$
8. $\alpha = a_0 + \Delta \alpha$; $\gamma = (N-m)a_0$; 
9. return $(\alpha, \gamma)$;

is the longitude difference between adjacent cells. So given $\Delta \lambda/2$ and $T$, we numerically search all the time $t$ that satisfies the above equation, and then get $a_0 = \omega t$.

Hierarchical table lookup: To learn the location $(\alpha, \gamma)$ from a geographical cell ID $c_0.c_1...c_k$, a satellite hierarchically searches the mapping table level-by-level. Algorithm 5 illustrates the table lookup procedure. F-Rosette maintains the accumulative relative position $\Delta \alpha$ to the first cell in each row $a_0$. Starting from the first level, F-Rosette iteratively updates $\Delta \alpha$ and decides the table it should search in the next level. Then this cell’s location is decided as $\alpha = a_0 + \Delta \alpha$, $\gamma = (N-m)a_0$.

Storage and lookup cost: Both are modest for the small LEO satellites. With one entry per geographical row, a satellite should store $\frac{(N-m)N^k}{2}$ entries in the table (e.g., ≈2MB as shown in Table 5). The table lookup traverses one row per F-Rosette level, resulting in a $O(k + 1)$ lookup complexity.