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ABSTRACT
The dynamical evolution of globular clusters (GCs) is tied to their binary population, as binaries segregate to the cluster centre, leading to an increased binary fraction in the core. This central overabundance of mainly hard binaries can serve as a source of energy for the cluster and has a significant effect on the observed kinematics, such as artificially increasing the observed line-of-sight velocity dispersion.

We analyse the binary fractions and distributions of 95 simulated GCs, with and without an intermediate-mass black hole (IMBH) in their centre. We show that an IMBH will not only halt the segregation of binaries towards the cluster centre, but also, directly and indirectly, disrupt the binaries that segregate, thus depleting binaries in the cluster core. We illustrate this by showing that clusters with an IMBH have fewer binaries and flatter radial binary distributions than their counterparts without one. These differences in the binary fraction and distribution provide an additional indicator for the presence of a central IMBH in GCs. In addition, we analyse the effects of the binary fraction on the line-of-sight velocity dispersion in the simulated GCs and find that binaries can cause an overestimation of up to 70% of the velocity dispersion within the core radius. Using recent VLT/MUSE observations of NGC 3201 by Giesers et al. (2019), we find an overestimation of $32.2 \pm 7.8\%$ in the velocity dispersion that is consistent with the simulations and illustrates the importance of accurately accounting for the binary population when performing kinematic or dynamical analysis.
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1 INTRODUCTION
Intermediate-mass black holes (IMBHs) with masses of $10^2 - 10^5 M_\odot$ are one of the missing links in the formation and growth of the supermassive black holes found at the centres of massive galaxies, as early formed IMBHs can serve as seeds capable of growing up to the masses of supermassive black holes supporting the quasars observed at high-redshift (e.g., Haiman 2013). The possible formation scenarios of IMBHs (e.g., Portegies Zwart et al. 2004; Giersz et al. 2015; González et al. 2021; Rizzuto et al. 2021) point to dense stellar systems as their place of origin and therefore many studies have searched for IMBHs in the centres of globular clusters.

Globular clusters (GCs) are dense stellar systems with up to a few million stars and half-light radii of 2-5 pc (Harris 1996, 2010 edition). In the last two decades, many studies have looked at the centres of Galactic GCs to search for kinematic evidence for the presence of an IMBH (Noyola et al. 2008; van der Marel & Anderson 2010; McNamara et al. 2012; Lützgendorf et al. 2013; Lanzoni et al. 2013; Kamann et al. 2014, to name a few). However, limitations on the observed kinematics (de Vita et al. 2017) and dynamical modelling (Aros et al. 2020) may hinder the robust detection of an IMBH. No clear evidence for an IMBH has been found so far within Galactic GCs. The possible presence of a black hole system (BHS, see Section 4) in the cluster centre adds to this complex scenario, as it can produce similar velocity dispersions in the cluster core as a central IMBH (Zocchi et al. 2019; Baumgardt et al. 2019; Mann et al. 2019; Vitral & Mamon 2021).

Binary stars play a crucial role in the evolution of GCs. The dynamical evolution of GCs is driven by two-body relaxation that triggers mass segregation (Spitzer 1987). Binaries, being more mas-
sive than single stars on average (two stars instead of one), segregate earlier to the cluster centre. Simulations of GCs with primordial binaries (Heggie et al. 2006; Hurley et al. 2007; Chatterjee et al. 2010; Wang et al. 2016) show how binaries segregate towards the cluster centre while becoming harder or getting disrupted by encounters with other stars in the dense core. These two processes provide energy to the cluster and play a significant role during the core-collapse period of the GCs’ evolution.

Observations of binaries in Galactic GCs show that binaries follow the behaviour described in simulations. Measurements of the binary fraction at different radii show a decreasing gradient with radius (see Sollima et al. 2007; Milone et al. 2012; Ji & Bregman 2015) and serve as proof for the mass segregation of binaries in GCs. The connection between binaries and the dynamical evolution of the GC has also been explored with specific types of binaries and products of binary evolution. Ferraro et al. (2012, 2018) used the distribution of blue-straggler stars (BSS) to study the dynamical age of GCs. As formation channels of BSS include binary interactions (Mapelli et al. 2006; Chatterjee et al. 2013), the tracing of BSS stars is linked to the overall process of mass segregation. In a similar way, the distribution of X-ray binaries in GCs also describes the same process (Cheng et al. 2019a,b). The mass segregation driven by two body relaxation not only brings binary systems closer to the cluster centre, but it also efficiently accumulates more massive stars and massive stellar remnants such as stellar mass black holes.

A massive object in the cluster centre such as an IMBH will alter the dynamical evolution of the GC. The IMBH hampers mass segregation by working as a source of energy for the cluster (Baumgardt et al. 2004; Trenti et al. 2007; Gill et al. 2008) and in the process altering the distribution of binaries within the cluster core. Moreover, simulations of GCs with a central IMBH and primordial binaries show that binaries in the core are disrupted more efficiently than in the case without an IMBH (Trenti et al. 2007). Whereas this is more likely to happen due to the high density of stars near the IMBH, some binaries could strongly interact with the IMBH. The strong interaction with the IMBH breaks the binary producing high-velocity stars (e.g., Hills 1988; Fragione & Gualandris 2019; Šubr et al. 2019).

In this work, we study the effects that the presence of an IMBH has on the binary population of its host GC. Motivated by the recent observations of binaries in NGC 3201 with VLT/MUSE by Giesers et al. (2019), we use a sample of simulated GCs from the MOCCA-Survey database I (Askar et al. 2017) with two goals: (1) explore the contamination of binaries in the line-of-sight velocity dispersion and (2) use the detected binary sample to study the binary fraction in GCs with and without an IMBH. The first point is effectively extending the discussion of Figure 4 in Aros et al. (2020) where we show that binaries can systematically increase the observed line-of-sight velocity dispersion.

In Section 2 we describe the sample of simulated GCs and the detection method for binary stars. In Section 3 we explore the contamination of binaries in the observed line-of-sight velocity dispersion and its implication for current observations. In Section 4 we analyze the relation of binaries with the central IMBH and discuss how we could use their co-evolution as an indication for the presence of an IMBH. Finally, in Section 5 we summarize our findings and motivate future work.

2 SIMULATIONS AND BINARY IDENTIFICATION

The dynamical evolution of GCs is determined by two-body interactions leading towards partial energy equipartition (see e.g. Spitzer 1969; Trenti & van der Marel 2013; Bianchini et al. 2016a). A consequence of the drive towards energy equipartition is mass segregation, where more massive stars sink towards the centre of the GC. Binaries being on average more massive than single stars segregate faster to the centre, ultimately increasing the binary fraction towards the cluster core. To study the general behaviour of binaries under the presence of an IMBH, we identify binaries in mock data from simulated GCs as described in the following sections.

2.1 Simulations and mock data

We have selected a sample of 284 simulated clusters from the MOCCA-Survey Database I (Askar et al. 2017) to study the effects of binaries in the observed kinematics and the interaction of binaries with a central IMBH. These simulations were evolved to 12 Gyr using the MOCCA code (Hypki & Giersz 2013; Giersz et al. 2013), which follows a state-of-the-art implementation of the Monte Carlo method first proposed by Hénon (1971a,b). All 284 simulations have different initial conditions (see Appendix A), but share the same initial binary fraction $f_{bin} = 10\%$, consistent with observations (Sollima et al. 2007; Milone et al. 2012).

As described in detail by Giersz et al. (2015), IMBHs in MOCCA simulations form via dynamical interactions in two kinds of scenarios. The “FAST” scenario starts from the beginning of the simulation and requires an extremely high initial central density $(\geq 10^6 M_{\odot}/pc^3$, see also Hong et al. 2020), where a BH system can form early in the star cluster evolution and drive the formation of an IMBH by the dynamical interactions of single and binary BHs (similar to the runaway collapse proposed by Portegies Zwart et al. 2004). The “SLOW” scenario, on the other hand, happens at later stages in the cluster evolution and in less dense systems (with central densities of $10^5 M_{\odot}/pc^3$). The mass of a single BH can grow through dynamical interactions and mass accretion from a binary companion.

The binary-star evolution code (BSE, Hurley et al. 2002) models the binary stellar evolution in MOCCA, while the FEBODY code (Fregeau et al. 2004) drives the dynamical interactions of binaries with single or binary stars. The interplay of both codes allows MOCCA to follow the evolution of binary stars in a realistic way, while also keeping short simulation times. Hypki & Giersz (2013) describes the interplay of both codes within MOCCA extensively.

MOCCA simulations are spherically symmetric and only have three coordinates for each single star and binary system: the radial position $r$, and the radial $v_r$ and tangential $v_t$ velocities. Therefore, we project each simulated GC into cartesian coordinates by randomly sampling the missing coordinates. We then project the simulated GC into the sky to receive the position of each single and binary star, along with their radial velocity (RV) along the line-of-sight and the proper motions. We follow the same projection as in Aros et al. (2020) (see their Figure 1). For binaries, we consider the centre of mass and we follow the same procedure.

For every binary system in the cluster, we obtain each component’s relative velocity with respect to their centre of mass, drawing the orbit from the known eccentricity, semi-major axis and masses of each star in the binary. From these orbital parameters, we can obtain the individual positions and velocities of both components of the binary, the period and angular momentum. We randomly select the current position of the binary by sampling a random time
between zero and one orbital period. In the same way, we randomly orientate the binary’s orbital plane. Whereas this approach is similar to the projection described by Askar et al. (2018a), we use the direct solution of the Kepler orbit rather than the parameterization of the orbit using the eccentric anomaly.

We generate mock data for each cluster by adding errors to the velocities that are consistent with current observations. For line-of-sight radial velocities, we use the error distribution by magnitude from MUSE data (Giesers et al. 2019), with a median value of 3 km/s at $v_{\text{rot}} \sim 18$ mag at a heliocentric distance of $\sim 5$ kpc (see Figure B1). For proper motions, we use the projected velocities as given on the simulation (for binary systems we use the centre of mass velocity), and assume the median error from Libralato et al. (2018), which is 0.1 mas/yr, and that corresponds to 2 km/s at 5 kpc (see also Appendix B). In both cases, we add noise to the simulation’s velocities by sampling the noise from a Gaussian distribution centred in zero with a dispersion given by the assigned error. Whereas we have assumed that all the clusters are at a heliocentric distance of 5 kpc to have a comparable sample of stellar masses and observed stars, the simulated clusters have different Galactocentric distances ranging within $1 \sim 15$ kpc.

We have limited the “observed” stars within each cluster to those with line-of-sight RV errors smaller than 3 km/s. This set a lower limit in magnitude around 1 mag below the main-sequence turn-off (or $\sim 18$ mag), similar as used by Aros et al. (2020) and motivated by current observations (Libralato et al. 2018; Giesers et al. 2019). From the sample of 284 simulated GCs in the MOCCA-Survey database I with an initial binary fraction of 10%, we selected a subsample of clusters that have: (a) more than 100 stellar systems (binary and single) within the selected sample of sufficiently bright stars, and (b) an intrinsic velocity dispersion higher than 4 km/s, which is twice the median velocity error in line-of-sight velocities and proper motions at the assumed distance of 5 kpc. These two criteria help to reduce the stochasticity due to low numbers (binary fraction), and to measure velocity dispersion values that are not dominated by observational errors. Our sample then decreases to 95 GCs.

In the following sections of this work, we refer to the projected core ($R_c$) and half-light radii ($R_h$) of each cluster. Both radii are extracted from Arca Sedda et al. (2019), who fitted a King profile (King 1962) to the cumulative surface brightness profile, following the method described by Morscher et al. (2015). Figure 1 shows the core and half-light radii for the subsample of 95 simulated GCs and for Galactic GCs from Harris (1996) (2010 edition). The sizes of our selected sample are comparable to observed GCs.

### 2.2 Identification of binaries

We identify binaries in the mock data by measuring the observed RV for each star at different observational epochs, i.e. different observations with time scales of hours, weeks or months. We do not evolve the simulations between epochs; therefore, the positions and velocities of single stars, and the centre of mass position and velocity of binary systems remain fixed. Any variation on the RV of single stars is only due to observational errors. For binary stars, while the center of mass remains fixed, we update the position and velocities of both components at each epoch. We use the orbital parameters and subsequent orbit to follow the binary components relative positions and velocities around the binary centre of mass.

The “observed” RV for the binary star is given by the luminosity weighted velocity along the line of sight:

$$v_{\text{los}} = v_{\text{cm}} + \frac{v_1 L_1 + v_2 L_2}{L_1 + L_2},$$

where $v_{\text{cm}}$ is the centre of mass velocity of the binary, and $v_1$ and $L_1$ are the velocity and luminosity of each component.

Once we calculate the RVs for all epochs for single and binary stars in the simulated cluster, we proceed to assign a probability of variability. To do so, we follow the approach of Giesers et al. (2019), described in the following. The probability of variability is defined by analysing the RV curve and the scatter around the mean velocity for all epochs. For each star with $n$ different epochs, the scatter in RV can be described by

$$\chi^2_{\text{obs}} = \sum_{i=0}^{n} \frac{(v_i - \bar{v})^2}{\delta v^2}. \quad (2)$$

In a GC with only single stars, the scatter is dominated by errors only, and the distribution of observed $\chi^2$ resembles a theoretical $\chi^2$ distribution with $\nu = n - 1$ degrees of freedom. Variability due to the motion of binaries would show as an extended tail in the observed $\chi^2$ distribution or as a change in the slope of the cumulative distribution, because the scatter will be dominated by the orbital motions rather than observational errors.

Using this idea, Giesers et al. (2019) define the probability of a star to have a variable RV as

$$P(\chi^2_{\nu_i} > \chi^2_{\nu_i}) = \frac{F(\chi^2_{\nu_i}, \nu_{i}\text{obs}) - F(\chi^2_{\nu_i}, \nu_{i}\text{theo})}{1 - F(\chi^2_{\nu_i}, \nu_{i}\text{obs})}, \quad (3)$$

where $F(\chi^2_{\nu_i}, \nu_{i})$ is the cumulative $\chi^2$ distribution given $\nu_i$ degrees of freedom, evaluated at the measured $\chi^2$ value of the $i$-th star. In our case, we use the same number of epochs for each star and cluster, a version which considers a different number of epochs is described.
in Giesers et al. (2019). In the case of the simulated clusters, we can link the probability of variable RV to the probability of being a binary star, as no other effect could produce the same signature; therefore, we will use $P_{\text{bin}} = P(\chi^2 > \gamma_i)$.

Figure 2 shows the colour-magnitude diagram for a simulated GC with a binary fraction of $f_{\text{bin}} = 7.8\%$ at 12 Gyr. This cluster does not have a central IMBH, and neither a significant amount of retained stellar-mass black holes, and represents an average cluster. In a previous work, we built dynamical models for it to study the limitations of dynamical models to measure the mass profile of GCs and detect a central IMBH (see the model named "no IMBH/BHS" in Aros et al. 2020). Each star is colour coded by its probability of being variable in RV given by $P_{\text{bin}}$. The left panel shows all single stars in our luminosity selection, the large majority of single stars have a low probability of being variable in RV and are unlikely to be binaries. On the right panel of Figure 2, we show all binaries in the simulated cluster also colour coded by their probability of being variable in RV, the sizes of the symbols represent the mass ratio between components. While many binaries have indeed a high probability of being variable in RV, a significant fraction does not and therefore are not identified as binaries. If the velocity amplitude of the binary in the RV curve is not large enough, it will not show as having a high scatter in $\chi^2$ and will be assigned a low probability of variability in RV.

Three main effects play against the detection of binaries using this approach. The first one is the luminosity ratio between the components. If both stars have similar luminosities, then the observed line-of-sight velocity given by Equation 1 will be dominated by the centre of mass velocity rather than by their orbital motion. On the other hand, in the right panel of Figure 2, we can see that the mass ratio does not have a significant impact on the binaries detectability.

The second effect comes from the orbital parameters of the binary, which also have a role in their detection. In Figure 3 we illustrate a selection of orbital parameters that have an impact on the probability of being variable in RV, and therefore on identifying binaries. We see that most of the binaries with a high probability $P_{\text{bin}} \geq 0.5$ of being variable in RV have short periods and are close binaries, as shown in the top two panels of Figure 3. Short period binaries orbit faster around their centre of mass, increasing the amplitude of the variability in RV. All of the binaries detected in this simulated GC have periods below 1 yr. The length of the semi-major axis $a$ goes in hand with the period, as binaries which survive sinking to the centre of the cluster become tighter and have shorter periods.

The third effect that affects the detectability of binaries comes from the inclination of the orbital plane. The orientation of the orbital plane is randomly chosen, therefore it is not directly related to other orbital parameters of the binaries. In the bottom panel of Figure 3, all binaries in the sample have an inclination angle $i$ which follows a uniform distribution (over a sphere and, therefore, is uniform in $\cos(i)$). For most inclination angles, binaries with $P_{\text{bin}} \geq 0.5$ dominate the sample. For inclination angles closer to be face-on ($|\cos i| \leq 1.0$) the detection becomes challenging, and binaries with $P_{\text{bin}} < 0.5$ are comparable in number to the ones with $P_{\text{bin}} \geq 0.5$. This is expected as when the orbital plane becomes face-on, the line-of-sight velocity is perpendicular to the orbital motion of the binary, and no binary would be detected.

Using this approach, we can identify binaries in each mock data set, corresponding to each simulated globular cluster. In the following, we will discuss the effects of the binaries on the kinematics of a cluster (Section 3) and their interaction with an IMBH (Section 4).

### 3 Kinematic Effects of Binaries

As we previously discussed in Aros et al. (2020), binaries have two main effects on the observed velocity dispersion of GCs. First, as binaries are more massive than single stars, they have, as a population, a different level of energy equipartition and hence spatial distribution. As this affects the centre of mass velocities of the binaries, both the line-of-sight velocity and the proper motions will show a lower velocity dispersion than what is expected for a cluster populated by single stars only. This effect has been studied for proper motions by Bianchini et al. (2016b). They find in GC simulations a colour bias in the velocity dispersion due to the presence of binaries, i.e. the redder edge of the main sequence (binary stars) has a lower velocity dispersion than the blue edge (single stars). However, they did not detect this in HST observations for NGC 7078, which is consistent with the low binary fraction of the cluster. In general, it is challenging to disentangle this effect, as it depends on the binary fraction and level of energy equipartition in the cluster.

The second effect is an increase in the observed velocity dispersion due to the measured line-of-sight velocity of the binaries. For binaries that have a large velocity amplitude, the orbital motion around their centre of mass will dominate the observed line-of-sight velocity, introducing a bias to larger velocity dispersion measurements. To show this effect, we construct velocity dispersion profiles from the mock data with all the stars (single+binaries) and compare it with a sample that only includes stars with a low probability of being a binary ($P_{\text{bin}} < 0.3$). We exclude stars that have line-of-sight velocities outside of the central 99% of the velocity distribution, centered on the cluster’s mean velocity. This criterion allows us to measure the effects of binary stars without being dominated by stars with observed velocities many times the velocity dispersion of the cluster, which might not be identified as cluster members. All measured velocity dispersion values in this work follow this criterion. A stricter limit on the velocity distribution or an iterative $3\sigma$ clipping approach can reduce the binary contamination. However, our focus is the kinematic imprint of the binaries on the observed velocity dispersion and, therefore, we choose to retain most binaries for our analysis.

Figure 4 shows the observed velocity dispersion for the same cluster used as in Figure 2 and 3. The dark orange circles show the line-of-sight velocity dispersion for all stars in the sample (single-binaries), while the light orange diamonds show the velocity dispersion when only stars with $P_{\text{bin}} < 0.3$ are selected. The difference between the whole sample and the selection with $P_{\text{bin}} < 0.3$ is a consequence of the bias introduced by the orbital motion of binaries. The bias is stronger towards the cluster centre and it is a consequence of the larger binary fraction within this region. In Section 4.2 we discuss further the correlation between the binary fraction and the bias in the velocity dispersion. For comparison, the radial (grey triangles) and tangential (grey squares) proper motions are also included. Both proper motions behave similarly to the sample with $P_{\text{bin}} < 0.3$.

While the previous example comes from mock data of a simulated globular cluster, it is also possible to observe this effect in current observations of GCs. Using multi-epoch observations of VLT/MUSE data, Giesers et al. (2019) identified binaries in NGC 3201 using the variations in radial velocity (RV). We use the available RV data from their work to analyse the kinematic effect of the binaries in their sample. Figure 5 shows the line-of-sight velocity dispersion for the sample in Giesers et al. (2019), with the same approach as in Figure 4 we show the velocity dispersion for all stars (red circles) and for a sample of the stars with a probability of being
variable in RV of $P_{\text{bin}} < 0.3$ (blue diamonds). Each data point is calculated from approximately 150 stars for the two epochs that have the largest samples of observations (~3000 stars, upper and lower panel). Note that we only select stars with velocity errors smaller than 3 km/s.

From Figure 5, we can see that for both epochs the sample with $P_{\text{bin}} < 0.3$ indeed has a lower velocity dispersion and the difference increases towards the centre. For reference, we have also included previous measurements of the line-of-sight velocity dispersion from Kamann et al. (2018) who use VLT/MUSE data, and from Baumgardt & Hilker (2018) who extract velocities from archival data from ESO/VLT instruments and complement them with measurements from literature (Kunder et al. 2017). It is important to highlight that the data from Giesers et al. (2019) are an extension of the data of Kamann et al. (2018), which increases the number of average epochs from 7 to 12. Kamann et al. (2018) already discussed the differences between their velocity dispersion profile and the one from Baumgardt & Hilker (2018), pointing to two probable sources, binaries or partial energy equipartition. For binaries, they excluded stars which were likely to be binaries based on RV variations between epochs, however, the additional epochs in Giesers et al. (2019) might have helped in detecting binaries which remained undetected by Kamann et al. (2018), in particular short-period binaries.

The different effects of binaries on the line-of-sight velocities and proper motions can help constraining the level of contamination caused by binaries and to estimate the binary fraction in the cluster. If, as in Figure 4, a significant difference in the velocity dispersion between single epoch line-of-sight observations and proper motions is observed, then follow up line-of-sight velocity observations will be necessary to identify binaries and to clean up the kinematics. In other words, cleaning up the kinematics would be crucial for a 3D kinematic analysis of the cluster.

4 BINARY FRACTION AND IMBHs

As discussed in the previous section, binaries leave a clear signature on the observed velocity dispersion. Dynamical analysis that considers line-of-sight velocities needs to take into account their presence. While it is possible to clean the kinematic sample by means of multi-epoch observations, the identified binaries can also be utilized to help understand the dynamical state of a GC.

4.1 Radial distribution of binaries

The binary distribution changes during the dynamical evolution of a GC, mainly due to their segregation towards the cluster’s centre and to the formation and destruction of binaries by their interaction with surrounding stars. Consequently, the cluster’s binary fraction increases towards the centre while decreasing at larger radii (see Figure 6). Early N-body simulations of GCs with binaries by Heggie et al. (2006) already showed how the half-mass radius of the binary population is indeed smaller than that of single stars.
The presence of a central IMBH affects particularly the surviving fraction of binaries in the cluster centre, as the rate of disrupted binaries increases significantly under the presence of a central IMBH. While the increased density of stars around the IMBH mainly drives the disruption of binaries that segregate towards the cluster centre by interactions with other stars (Trenti et al. 2007), close encounters of a binary with the IMBH can also break the binary producing high-velocity stars (see Hills 1988; Fragione & Gualandris 2019; Šubr et al. 2019, for example). This implies that clusters with a central IMBH can have a reduced binary fraction towards the centre of the cluster.

Using the detected binaries in the sample of simulated GCs, we have constructed binary fraction profiles to analyse the behaviour of GCs with and without an IMBH. The top panel of Figure 6 shows the binary fraction profiles of our sample of 95 simulated GCs. Each profile is colour-coded by the most massive object in the cluster (from a star of 1 $M_\odot$ in dark blue to an IMBH of 10$^4$ $M_\odot$ in red). In clusters without an IMBH, the most massive object is in most cases a stellar mass black hole with, on average, ~20 $M_\odot$. While all clusters started with the same fraction of 10% primordial binaries, we can observe a large variety of radial distributions. However, a significant difference is the presence of an IMBH, as clusters with one clearly show a lower binary fraction at all radii as well as a flatter profile. To have more clarity in the differences of both populations of GCs (with and without IMBH), we show in the bottom panel of Figure 6 the median profile for each population.

We find that the median distributions are well represented by a power-law ($f_{\text{bin}} \propto (R/R_\text{h})^{-k}$), and that clusters without an IMBH have a steeper binary fraction profile ($k = 0.33 \pm 0.03$) compared to those with one ($k = 0.23 \pm 0.02$).

An alternative way to observe the binary fraction profile behaviour is to focus on specific regions of the GCs. From Figure 6, we can see that the binary fraction at the centre and around the half-light radius matches more for clusters with an IMBH than for GCs without one. We now focus only on those two regions and measure the binary fraction within the GC’s core radius and the area within one and two half-light radii. Figure 7 shows the binary fractions in these regions for all clusters in our sample, plotted against each other. Once again this is colour-coded by the most massive object in the GC. We can see that GCs with a central IMBH (in red) have a lower binary fraction and populate the figure’s bottom-left region; furthermore, most of these clusters are close to the 1-to-1 relation.
Figure 5. Line-of-sight velocity dispersion of NGC 3201. We include the data from Kamann et al. (2018) (green hexagons) and Baumgardt & Hilker (2018) (black squares), as well as the observations from Giesers et al. (2019) (red circles) in two different epochs (top and bottom panel). Once we exclude stars that have a high probability of being a binary we observe a drop in the velocity dispersion similar as in Figure 4 (blue diamonds). This is consistent for both epochs and shows the importance of multi-epoch observations to detect binaries in GCs. The grey dashed and dotted lines show the core and half-light radii of NGC 3201 from Harris (1996) (2010 edition).

(dashed line). Clusters without an IMBH have a higher binary fraction, particularly in the core, and move away from the 1-to-1 line, which shows the expected effects and consequences of mass segregation in the binary population. A group of GCs without an IMBH is also located close to the 1-to-1 line. These clusters have retained many stellar-mass black holes instead of an IMBH, and to identify them, we have marked with a magenta diamond all GC with more than 50 stellar remnant black holes (i.e. a black hole system, BHS) within the half-mass radius. While they are closer to the 1-to-1 line with respect to clusters without a BHS, they still have a higher binary fraction within the core than clusters with an IMBH. On the other hand, they have a lower binary fraction than GCs without so many central black holes or an IMBH. Whereas the BHS works as an energy source for the cluster to halt mass segregation, the density within the core is not high enough to trigger an efficient disruption of binaries (see e.g. Mackey et al. 2008; Sippel & Hurley 2013; Breen & Heggie 2013; Morscher et al. 2015; Weatherford et al. 2018).

The central density plays an active role in the dynamical interaction and disruption of binary systems. Therefore, to better isolate the effect of an IMBH on the binary fraction, we select a subsample with comparable initial central density. In our sample, GCs with initial central densities below $\rho_c \sim 10^5 M_\odot$/pc$^3$ do not form an IMBH within 12 Gyr, while most if not all clusters with initial central densities larger than $\rho_c \sim 10^6 M_\odot$/pc$^3$ form an IMBH. In the region between these two limits we have 32 GCs which can either form an IMBH or not. Figure 8 shows the percentage difference between the initial binary fraction and the binary fraction at 12 Gyr, both calculated within the core radius and defined as:

$$\Delta f_{\text{bin,core}}(12) = f_{\text{bin,core}}(12) - f_{\text{bin,core}}(0).$$

where $f_{\text{bin,core}}(t)$ is the binary fraction within the core radius at a given time in Gyr. GCs that form an IMBH have mainly negative percentage differences, and on average, they have lost $\sim 50\%$ of the initial binary fraction. On the other hand, GCs that do not form a central IMBH have their core binary fraction increased by $\sim 70\%$ with respect to the initial binary fraction. In this range of initial central densities, the IMBH forms via the “SLOW” scenario late in the evolution of the GC (see Section 2.1 and references therein), preceded by an increased central density due core-collapse. For clusters that follow the “SLOW” scenario, we observe that the binary fraction within the core radius increases steadily until the central density is high enough to trigger the formation of an IMBH. During this process, the binary fraction decreases rapidly along with an increase in binary-single and binary-binary interactions. On the
other hand, for GCs in Figure 8 that do not form an IMBH, the presence of stellar-mass black holes helps delaying the core-collapse and quenches the central density rise, preventing the formation of an IMBH and the depletion of binaries.

The advantage of using integrated quantities over different regions of the cluster is that this technique can be applied to explore the behaviour of observed GCs. Milone et al. (2012) surveyed the binary fraction of GCs using HST photometry along the main sequence. While there are intrinsic differences in the detected binaries from their method and the one described here, this is a first-order approach to show that it is possible to test our results with photometric data. Figure 9 shows the binary fraction within the core radius and the region outside the half-mass radius, as given by Milone et al. (2012). We see that almost all clusters are near or above the 1-to-1 relation (dashed line). Only NGC 288 falls clearly below the 1-to-1 line. While the error bars are big enough to include the 1-to-1 line, it is essential to keep in mind that this cluster has tidal tails (see Kaderali et al. 2019; Sollima 2020, for the latest discussion using Gaia data) and could have undergone a more complex dynamical evolution than other clusters in the sample. We compared the clusters in Milone et al. (2012) with two studies that estimate the number of remaining stellar mass black holes: Askar et al. (2018b) (red diamonds) use properties such as the core radius and the central density to estimate the number of retained BHs, whereas Weatherford et al. (2020) (green squares) use the mass segregation of the clusters as an indicator for the remaining BHs. Although both studies estimate different numbers of BHs (see Table C1 in the Appendix), the clusters with retained BHs are near the 1-to-1 line. Most Galactic clusters with candidate IMBHs do not have a measured binary fraction within the core and have been excluded from Figure 9.

4.2 Kinematic effects due to binaries

We discussed how the binary fractions can point to GCs that could host an IMBH or a BHS. However, the observed kinematics are another piece of information that could also show the binaries interaction with a central IMBH. As we discussed in Section 3, binaries affect the line-of-sight and proper motion velocity dispersions differently. Figure 4 shows that the difference between line-of-sight and proper motion velocity dispersions increases significantly towards the core centre. To analyse this effect, we have measured the velocity dispersion within the core radius of each GC, following the same procedure as in Section 3. We define a percentage difference for the velocity dispersion given by $(\sigma_{\text{los}} - \sigma_{\text{ref}})/\sigma_{\text{ref}}$, where $\sigma_{\text{ref}}$ is a reference velocity dispersion, which can be either from proper motions or a clean sample of line-of-sight velocities.

The top panel of Figure 10 shows the case when we compare the single epoch line-of-sight velocity dispersion (i.e. including the effect of binaries) with the radial proper motion. We observe that as the binary fraction increases, the difference between the velocity dispersions becomes larger. As discussed before, clusters with an IMBH have a lower binary fraction, and now we can see that they also have a smaller difference between the line-of-sight and proper motion velocity dispersions. GCs with a BHS (magenta diamonds) populate the region between the clusters with an IMBH and those without one. Obtaining comparable observations for line-of-sight velocities and proper motions is not straightforward, as not many
cover the same region of the cluster or even the same stellar mass range. Due to the GC’s evolution towards energy equipartition, it is crucial to sample the same stellar mass range for both velocities. A way to move around this issue is to only focus on the line-of-sight velocities, given multi-epoch observations to identify binaries. The difference between the line-of-sight velocity dispersion that includes all binaries and the cleaned sample will play the same role as the proper motion data. The bottom panel of Figure 10 shows the case when the reference velocity dispersion for $\Delta \sigma$ is the line-of-sight velocity dispersion after cleaning the binaries as described in Section 3. The GCs’ behaviour is similar to the previous case, but it only depends on one observational data type, which is the RVs. In this case, we can now also include the kinematic data for NGC 3201 from Giesers et al. (2019). We measured the binary fraction and velocity dispersion difference within the core radius from the same stellar sample as in Figure 5, finding that the binary fraction is $f_{\text{bin}}(R < R_c) = 17.1 \pm 1.9\%$ while the velocity dispersion difference is $\Delta \sigma(R < R_c) = 32.2 \pm 7.8\%$. As shown in the bottom panel of Figure 10, this cluster follows a relation in line with the simulated GCs. This approach could be more accessible as more GCs get observed in the same way as done by Giesers et al. (2019).

The most extreme cases in Figure 10 show an overestimation of ~ 70% of the observed line-of-sight velocity dispersion due to the effects of binaries. However, our analysis assumes a strong binary contamination, where we only exclude stars outside the central 99% of the observed velocity distribution (equivalent to a single $3\sigma$ clipping). A stricter limit can exclude most binaries, and the bias shown in Figure 10 will be milder. We estimated the clusters’ velocity dispersion values using an iterative $3\sigma$ clipping approach, significantly reducing the binary contamination. While the trend was still similar to the one shown in the bottom panel of Figure 10, the most extreme cases went down from ~ 70% to a ~ 20% difference in velocity dispersion.

5 SUMMARY

In this work, we explored the dynamical effects of a central IMBH on the binary population of GCs. We used a sample of simulated GCs from the MOCCA-Survey Database I (Askar et al. 2017) and applied the method proposed by Giesers et al. (2019) to identify binaries through multi-epoch radial velocity (RV) observations. We have produced mock observations for each cluster considering velocity errors in RVs and proper motions; for these mock observations, we follow the radial velocities during many epochs, considering long-term observations spanning over months as well as multiple observations during a single night. This approach allows us to identify binaries in the simulated GCs in the same manner as done for real observations.
Two-body relaxation drives the dynamical evolution of GCs; a consequence of this process is mass segregation. Binaries are on average more massive than single stars and segregate quickly towards the centre of the cluster. This phenomenon changes the distribution of binaries and the radial binary fraction. Early N-body simulations of GCs with primordial binaries show binaries migrate towards the cluster core while becoming harder (Heggie et al. 2006). Observations of main-sequence star binaries also show this trend (Sollima et al. 2007; Milone et al. 2012; Ji & Bregman 2015), as the binary fraction is smaller in regions outside the core radius. The higher fraction of binaries within the cluster core affects the observed line-of-sight kinematics, as the relative velocity of hard binaries dominates over their centre of mass velocity, increasing the observed velocity dispersion along the line-of-sight (see Figure 4 and discussion therein). While this effect does not affect proper motions, to take full advantage of proper motions and radial velocities, the identification of binaries is crucial. Whereas the effects on the dynamical modelling are beyond the scope of this work, we expect that due to the increase in the observed line-of-sight velocity dispersion, dynamical models will overestimate the cluster mass (larger mass-to-light ratio) and (or) the mass of a possible IMBH.

An IMBH in the cluster centre acts as an energy source, extending the cluster dynamical life. It halts mass segregation, and therefore, fewer binaries move to the cluster centre, which reduces the binary fraction in the cluster core. Furthermore, the binaries that do segregate encounter a dense environment where interactions with other stars can disrupt them, due to the high central density in GCs that form an IMBH. If a binary manages to get close enough to the IMBH, this could also break the binary and one of the components might be ejected at high velocities (Hills 1988; Fragione & Gualandris 2019; Subr et al. 2019). Our analysis shows that GCs with a central IMBH have a significantly lower binary fraction than clusters without one (see Figure 6). Furthermore, for GCs with comparable initial central density, we observe that those which form an IMBH lose ~ 50% of their initial binary fraction within the cluster core, while the ones which do not form an IMBH increase their binary fraction within the cluster core by ~ 70%.

We find that clusters that host a black hole system behave in a similar way as those with an IMBH and also show a flat binary fraction profile. However, as binary disruption is less effective than in clusters with a central IMBH and the presence of stellar-mass black holes in the cluster’s core effectively halts the increase in central density, GCs with a BHS have on average higher binary fractions in their cores. This is in agreement with previous simulations of GCs with BHS (see, e.g., Mackey et al. 2008; Morscher et al. 2015). The comparison of integrated quantities, such as the binary fraction within the central and outer regions of the GCs, serves as an indication for which cluster may host an IMBH or a BHS (see Figure 7). We find a handful of Galactic GCs are promising candidates, as they have a similar binary fraction within the cluster’s core and outside of the half-mass radius (see Figure 9). A list of the names and properties of these clusters can be found in Appendix C (see Table C1).

By also taking into account the kinematic data, we can have a similar picture of the dynamical effect of an IMBH on the binary population of a cluster. Due to the lower binary fractions in clusters with a central IMBH, and in particular within the cluster core, we expect that the difference between line-of-sight and proper motion velocity dispersion will be small. We show that this is the case in Figure 10. However, comparing line-of-sight velocities and proper motions is not trivial. Different effects such as the intrinsic velocity anisotropy, the cluster regions covered by different observations, the magnitude range that translates to different masses for different observations, and precise distances could add a systematic bias in the observed difference between line-of-sight and proper motion velocity dispersion.

A solution to these limitations will be to use only line-of-sight velocities once multi-epoch observations will be available as shown in the bottom panel of Figure 10. This approach will not only help as a method to identify systems that may host an IMBH or a BHS, but by knowing the binary fraction it will be possible to estimate the increase in velocity dispersion due to the effect of binaries; this is crucial for dynamical modelling that uses line-of-sight velocity as a tracer.

We have focused only on binaries brighter than one magnitude below the main-sequence turn-off ($m_V < 18$ mag at 5 kpc). The different mass range and binary detection biases limit the comparison with photometric studies (such as Sollima et al. 2007; Milone et al. 2012; Ji & Bregman 2015) that typically focus on the main-sequence. Extending our analysis to other detection techniques for binaries will provide a better link between the estimated binary fraction and kinematics effects of binaries. To do so, we first need to consider multiple populations in the simulations (Hong et al. 2015) as they play a relevant role in the photometric binary detection (Milone et al. 2020). At the same time, it is necessary to check the different biases in the detection methods: radial velocity methods mainly detect binaries with short periods, whereas photometric methods depend on the mass ratio of binaries (Milone et al. 2012).

We analysed simulations with initial binary fractions of $f_{\text{bin}} = 10\%$. These clusters have total binary fractions of $f_{\text{bin}} \sim 7\%$ at 12 Gyr (or $f_{\text{bin}} \sim 16\%$ within the half-light radius). Whereas our initial binary fraction is consistent with observations, clusters that have higher binary fractions exist (see Figure 9). To compare with these observations, we need to study simulations with different initial binary fractions. See Appendix D for a comparison with a sample of clusters with initial $f_{\text{bin}} = 5\%$, where we observe the same overall trends.

Here we presented the properties of the whole detected binary population. The next step will be to study how the relations described here connect with specific types of binaries or binary products. The distribution of blue-straggler stars and their relation with the binary fraction, it will be possible to study another tracer for the dynamical effects of a central IMBH. Similarly, the distribution of X-ray binaries could help separate clusters with a central IMBH from those with a BHS.
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APPENDIX A: INITIAL CONDITIONS

All GCs in the MOCCA-Survey Database I have an initial mass function given by Kroupa (2001), with stellar masses ranging from 0.08 Msun to 100 Msun. Whereas the full survey has a more extensive parameter space for initial conditions, our sample of GCs with

https://moccadecade.net/
Table A1. Initial conditions for the simulated GCs in our sample. \( N \) is the initial number of objects (single+binaries), \( r_t \) is the tidal radius, \( W_0 \) is the King parameter and \( Z \) the metallicity. Only one cluster is tidally filling. Natal kicks for neutron stars and stellar-mass black holes follow a mass fallback model (Belczynski et al. 2002) or a Maxwellian distribution (Hobbs et al. 2005).

| Parameter | values |
|-----------|--------|
| \( N \) [pc] | 400000, 700000, 1200000 |
| \( r_t \) [pc] | 30.0, 60.0, 120.0 |
| \( r_t/rim \) | 25.0, 50., filling |
| \( W_0 \) | 3.0, 6.0, 9.0 |
| \( Z \) | 0.001, 0.005, 0.02 |

In the simulated GCs, the velocity of stellar-mass black holes due to natal kicks can follow two distinct approaches. If the cluster has a “no Fallback” approach, then the natal kick velocities come from a Maxwellian velocity distribution with \( \sigma = 265 \) km/s (Hobbs et al. 2005). Alternatively, clusters can follow a “Fallback” approach, where stellar-mass black holes can have their masses and natal kick velocities modified by the mass fallback prescription provided by Belczynski et al. (2002). The latter allows for a stellar-mass black hole retention fraction of 15% to 55% within the first 30 Myr (Askar et al. 2018b).

APPENDIX B: OBSERVATIONAL ERRORS

In this study we have included observational errors and noise to the kinematics. For each simulated cluster we have the 3-dimensional velocities to which we add a noise accordingly the observational error for either the line-of-sight velocity or the proper motions. In both cases the ‘observed’ velocity will be given by:

\[
\nu_{\text{obs}} = \nu_{\text{sim}} + N(0, \sigma^2),
\]

where \( \nu_{\text{sim}} \) is the velocity from the simulation and \( N(0, \sigma^2) \) is a value randomly sampled form a Gaussian distribution centred in 0 with dispersion given by the observational error \( \sigma \). The latter serve as a noise due to the observational errors.

In the case of the line-of-sight velocities we use the observational errors of MUSE/VLT data from Giesers et al. (2019). We bin the observed stars by magnitude and get the median error in each magnitude bin, Figure B1 shows the distribution of errors and their median value. We use the \( V \) magnitude of each star in the simulation to assign an error and scatter, assuming the cluster is at a distance of 5 kpc.

We use a fixed error of \( \sigma_{\text{bin}} = 0.1 \) mas/yr, taken from Libralato et al. (2018) for improved HST astrometry. We transform this value to km/s assuming the clusters are at a distance of 5 kpc.

As we added a noise to the observed kinematics we use the following likelihood approach to obtain the intrinsic velocity dispersion \( \sigma \) and mean velocity \( \nu \):

\[
\mathcal{L}(\sigma, \nu | \nu_{\text{obs}}) = \prod_{i=0}^{N} \frac{1}{\sqrt{2\pi(\sigma^2 + \delta_i^2)}} \exp \left( \frac{(\nu_{\text{obs},i} - \nu)^2}{2(\sigma^2 + \delta_i^2)} \right)
\]

APPENDIX C: GLOBULAR CLUSTERS HOSTING A BLACK HOLE SUBSYSTEM

In Figure 9 we show the binary fraction within the core radius and outside the half-mass radius for a sample of Galactic GCs (Milone et al. 2012). We have cross-matched these clusters with the list of candidate Galactic GCs from Askar et al. (2018b) and Weatherford et al. (2020) to find those which have retained stellar mass black holes (BHs). We notice that indeed the candidate GCs fall closer to the 1-to-1 ratio of binary fractions (see Figure 9). We define an orthogonal distance to the 1-to-1 line, for each cluster in the sample, as:

\[
\Delta = \frac{f_{\text{bin}}(R < R_c) - f_{\text{bin}}(R > R_{\text{hm}})}{\sqrt{2}}.
\]  

In Table C1 we summarize the clusters used in Figure 9, indicating their names, binary fractions (core \( f_c \) and half-mass \( f_{\text{hm}} \)) from Milone et al. (2012), the distance from the 1-to-1 relation \( \Delta \). We have highlighted in bold the clusters that have an off-set of \( \Delta < 5 \), which is below the median value for the distances to the 1-to-1 relation. We also include the number of retained BHs \( (N_{\text{BHs}}) \) and the total mass of the retained BHs \( (M_{\text{BHs}}) \) from both Askar et al. (2018b) and Weatherford et al. (2020). We include estimated mass of a central IMBH for three GCs in the sample with possible IMBHs in their centre.

APPENDIX D: INITIAL BINARY FRACTION COMPARISON

In addition to our sample with initial \( f_{\text{bin}} = 10\% \), we analyzed a sample of 65 GCs with initial \( f_{\text{bin}} = 5\% \). Figure D1 shows the binary fractions (as in Figure 7) and velocity dispersion differences (as in Figure 10) for both samples. We can see that the general behaviour of the parameters is similar between the two samples. However, for the sample with initial \( f_{\text{bin}} = 5\% \), all points are scaled-down, consistently with the initially lower binary fraction. Furthermore, as shown by the black lines in panels (b.1) and (b.2) in Figure D1, all clusters with initial \( f_{\text{bin}} = 5\% \) cover the same region in binary fraction space as the GCs hosting an IMBH in the sample with initial
Table C1. Galactic globular clusters in Figure 9. For each cluster we show its name (GC), the binary fractions within the core radius \( f_b \) and outside the half-mass radius \( f_{\text{hm}} \) from Milone et al. (2012).\(^{\text{(a)}}\). We calculated the distance \( \Delta \) between each GC and the 1-to-1 line, and highlight those which have \( \Delta < 5 \) for the clusters from Askar et al. (2018)\(^{\text{(b)}}\) and Weatherford et al. (2020)\(^{\text{(c)}}\) we include the estimated number of retained BHs \( N_{\text{BHs}} \) and the total mass in BHs \( M_{\text{BHs}} \). IMBH masses (\( M_{\text{IMBH}} \)) come from Kamann et al. (2014)\(^{\text{(d)}}\) and Kamann et al. (2016)\(^{\text{(e)}}\).

| GC      | \( f_b \)\(^{(a)} \) [%] | \( f_{\text{hm}} \) [%] | \( \Delta \) | \( N_{\text{BHs}} \) | \( M_{\text{BHs}} \) [\( M_\odot \)] | \( N_{\text{IMBH}} \) | \( M_{\text{IMBH}} \) [\( M_\odot \)] |
|---------|--------------------------|--------------------------|---------|---------------------|-----------------|---------------|-----------------|
| ARP 2   | 18.6 ± 2.0               | 18.2 ± 6.2               | 0.3     |                     |                 |               |                 |
| E 3     | 72.0 ± 8.6               | 16.4 ± 21.4              | 39.3    |                     |                 |               |                 |
| NGC 288 | 11.2 ± 1.0               | 18.4 ± 8.0               | 5.1     | 118.3±35            | 1473.0±566      | 26.1±52       | 594±305         |
| NGC 1261| 4.6 ± 1.8                | 4.0 ± 0.6                | 0.4     | 39±20               | 845±416         | 41±742        |                 |
| NGC 2298| 15.4 ± 1.8               | 9.4 ± 0.8                | 4.2     | 1±0                 | 21±4            | 5±9           |                 |
| NGC 4147| 26.2 ± 9.4               | 3.8 ± 1.2                | 15.8    | 2±0                 | 55±19           | 5±235         |                 |
| NGC 4590| 11.4 ± 1.2               | 10.6 ± 1.4               | 0.6     | 71±29               | 847.8±260       | 17±8          | 338±303         |
| NGC 5272| 5.4 ± 1.4                | 3.8 ± 0.6                | 1.1     | 55.2±13             | 632.9±169       | 25±2          | 587±71          |
| NGC 5466| 14.2 ± 0.8               | 3.2 ± 7.0                | 7.8     | 191±110             | 2512.2±1165     | 19±3          | 423±197         |
| NGC 5927| 10.4 ± 1.8               | 1.2 ± 0.6                | 6.5     | 123±59              | 2490±1320       | 240±610       |
| NGC 6101| 10.0 ± 0.8               | 10.8 ± 1.4               | 0.6     | 89.4±24             | 1085.6±370      | 125±104       |
| NGC 6144| 13.2 ± 1.2               | 6.0 ± 1.4                | 5.1     | 84.4±23             | 1012.2±335      | 13±7          | 299±144         |
| NGC 6205| 1.0 ± 0.6                | 2.4 ± 0.6                | 1.0     | 34±10               | 366.8±722       | 128±61        | 2786±1178       |
| NGC 6218| 11.4 ± 1.0               | 2.2 ± 2.6                | 6.5     | 22±11               | 509±333         | 600±1507      |
| NGC 6254| 7.8 ± 0.8                | 5.4 ± 1.4                | 1.7     | 30±4                | 622±206         | 662±1612      |
| NGC 6352| 18.4 ± 1.6               | 7.8 ± 3.4                | 7.5     | 14±5                | 298±98          | 298±1873      |
| NGC 6362| 12.0 ± 0.8               | 6.4 ± 7.4                | 4.0     | 86±38               | 1039.3±238       | 72±421        | 600±200(e)       |
| NGC 6397| 7.0 ± 3.6                | 2.8 ± 5.2                | 3.0     | 3±0                 | 72±421         | 600±200(e)    |
| NGC 6496| 17.8 ± 1.2               | 9.2 ± 4.8                | 6.1     | 58±22               | 672.2±195       |               |
| NGC 6535| 9.2 ± 3.2                | 5.6 ± 2.0                | 2.5     | 1±0                 | 24±2            | 24±125        |
| NGC 6584| 9.0 ± 1.2                | 5.0 ± 0.6                | 2.8     | 40±13               | 451.5±101       | 11±3          | 231±61          |
| NGC 6637| 12.4 ± 2.0               | 2.6 ± 0.6                | 6.9     | 58±25               | 1154±278        | 1154±278      |
| NGC 6652| 34.4 ± 11.0              | 5.4 ± 1.2                | 20.5    | 5±2                 | 107±13          | 107±13        |
| NGC 6723| 6.2 ± 0.8                | 3.4 ± 0.8                | 2.0     | 51±18               | 577.7±147       | 60±24         | 1243±491        |
| NGC 6779| 10.0 ± 1.8               | 4.6 ± 0.6                | 3.8     | 48±17               | 543.1±220       | 51±24         | 1068±329        |
| NGC 6838| 30.4 ± 3.4               | 20.8 ± 2.8               | 6.8     | 17±6                | 363±119         | 363±119       |
| NGC 6981| 9.8 ± 1.8                | 6.8 ± 1.2                | 2.1     | 84±37               | 1010.6±314       | 27±17         | 573±374         |
| NGC 7099| 7.0 ± 3.0                | 2.6 ± 0.6                | 3.1     | 5±0                 | 130±1           | 130±1         |
| PALOMAR 1| 66.6 ± 19.2              | 19.0 ± 6.2               | 33.7    |                     |                 |               |                 |
| PALOMAR 12| 26.0 ± 11.4              | 13.2 ± 3.8               | 9.1     |                     |                 |               |                 |
| TERZAN 7 | 37.4 ± 3.4               | 17.6 ± 2.2               | 14.0    |                     |                 |               |                 |
| TERZAN 8 | 16.6 ± 2.2               | 11.8 ± 1.8               | 3.4     |                     |                 |               |                 |

\( f_{\text{bin}} = 10\% \). We expect that simulations with initial \( f_{\text{bin}} > 10\% \) will show the same behaviour but scaled up to larger binary fractions.

To fairly compare GCs with different initial binary fractions, finding a normalisation scheme for both binary fraction and velocity dispersion is necessary. While this escapes the aim of this work, it will be crucial for further implementing the analysis shown here.
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Figure D1. Comparison between a sample of simulated GCs with initial $f_{\text{bin}} = 5\%$ and GCs with initial $f_{\text{bin}} = 10\%$. Panels (a.1) and (b.1) show the binary fractions within the cluster core and around the half-light radius for the cases with $f_{\text{bin}} = 5\%$ and $f_{\text{bin}} = 10\%$, respectively (as in Figure 7). Panels (a.2) and (b.2) show the velocity dispersion difference for both samples (as in Figure 10). Both samples show similar trends, where GCs hosting a central IMBH have lower binary fractions and lower velocity dispersion differences. We can notice too that, while their behaviours are similar, the sample with initial $f_{\text{bin}} = 5\%$ is scaled down to lower binary fractions. For clarity, in panels (b.1) and (b.2), the black lines delimit the region shown in panels (a.1) and (a.2). Note that panel (b.1) corresponds to Figure 7 and panel (b.2) corresponds to the bottom panel of Figure 10.