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Process discovery on deviant traces
and other stranger things
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Abstract—As the need to understand and formalise business processes into a model has grown over the last years, the process discovery research field has gained more and more importance, developing two different classes of approaches to model representation: procedural and declarative. Orthogonally to this classification, the vast majority of works envisage the discovery task as a one-class supervised learning process guided by the traces that are recorded into an input log.

In this work instead, we focus on declarative processes and embrace the less-popular view of process discovery as a binary supervised learning task, where the input log reports both examples of the normal system execution, and traces representing a “stranger” behaviour according to the domain semantics. We therefore deepen how the valuable information brought by both these two sets can be extracted and formalised into a model that is “optimal” according to user-defined goals. Our approach, namely NegDis, is evaluated w.r.t. other relevant works in this field, and shows promising results regarding both the performance and the quality of the obtained solution.

Index Terms—Process discovery, declarative process models, binary classification task.

1 INTRODUCTION

The modelling of business processes is an important task to support decision-making in complex industrial and corporate domains. Recent years have seen the birth of the Business Process Management (BPM) research area, focused on the analysis and control of process execution quality, and in particular, the rise in popularity of process mining [1], which encompasses a set of techniques to extract valuable information from event logs. Process discovery is one of the most investigated process mining techniques. It deals with the automatic learning of a process model from a given set of logged traces, each one representing the digital footprint of the execution of a case. Process discovery algorithms are usually classified into two categories according to the language they employ to represent the output model: procedural and declarative. Procedural techniques envisage the process model as a synthetic description of all possible sequences of actions that the process accepts from an initial to an ending state. Declarative discovery algorithms—which represent the context of this work—return the model as a set of constraints equipped with a declarative, logic-based semantics. Both approaches have their strengths and weaknesses depending on the characteristics of the considered process. For example, procedural techniques often produce intuitive models, but may sometimes lead to “spaghetti”-like outputs [2], [3]; in these cases declarative-based approaches might be preferable.

Declarative techniques rely on shared metrics to establish the quality of the extracted model, for example in terms of fitness, precision, generality, and simplicity [4], [5], [6]. In particular, fitness and precision focus on the quality of the model w.r.t. the log, i.e., its ability to accept desired traces and reject unlikely ones, respectively; generality measures the model’s capability to abstract from the input by reproducing the desired behaviours, which are not assumed to be part of the log in the first place; finally, simplicity is connected to the clarity and understandability of the result for the final user.

Besides the declarative-procedural classification, process discovery approaches can be also divided into two categories according to their vision on the model-extraction task. As also pointed out by Ponce-de-León et al. [6], the vast majority of works in the process discovery spectrum (e.g., [7], [8], [9], [10]) can be seen as a one-class supervised learning technique, while fewer works (e.g., [11], [12], [13], [14]) intend model extraction as a two-class supervised task—which is driven by the possibility of partitioning the log traces into two sets according to some business or domain-related criterion. In a sense, two-class process discovery can be related to sequence classification, which deals with the task of discriminating between classes of sequences by deriving sequential patterns from a temporal database. The main enhancement of process discovery is that it focuses on extracting behavioural constraints, which are in general much more informative (and concise), than a set of sequences [15]. Another significant difference is in the semantics of the classes, which for process discovery are usually referred to as positive and negative examples [6], [14], intending them as disjuncts sets of desirable and unwanted behaviours, respectively. In sequence classification instead, classes can have any meaning (and in general be more than just two, not necessarily disjunct). This also entails the slightly different goal of binary process discovery, that is to learn a model characterising the positive set while taking...
into account also the negative one.

A further consideration stems from the completeness of the log. Generally, a log contains and represents only a subset of the possible process executions. Other executions might be accepted or rejected from the viewpoint of the process, but this can be known only when a process model is learned or made available. This territory of unknown traces will be “shaped” by the learned model, and more precisely by the choice of the discovery technique, and possibly by its configuration parameters. Approaches that consider positive examples only provide a number of heuristics, thus allowing the user to decide to which extent the yet-to-be-seen traces will be accepted or rejected by the discovered model—ranging from the extremity of accepting them all, to the opposite of rejecting them all. The use of a second class of examples, identified on the basis of some domain-related criterion, allows to introduce some business-related criterion besides the heuristics.

In this work, we focus on declarative process models expressed in the Declare language [16], and embrace the view of process discovery as a binary supervised learning task. Hence, our starting point is a classification of business traces into two sets, which can be driven by various motivations. For example, in order to avoid underfitting and overfitting [10], many authors, as well as the majority of tools, suggest to ignore less-frequent traces (sometimes referred to as deviances from the usual behaviour [17]), thus implicitly splitting the log according to a frequency criterion. Another motivation for log partitioning could be related to the domain-specific need to identify “stranger” execution traces, e.g., traces asking for more (or less) time than expected to terminate, or undesirable traces that the user might want to avoid in future executions.

Independently of the chosen criterion for splitting the log, we adopt the terms negative and positive example sets to identify the resulting partitioning, keeping in mind that the “negative” adjective is not only connected to unwanted traces, but also to a sort of “upside-down world” of “stranger” behaviours. The information carried by this world diverges from that of the positive examples but—coupled with it—can be used to understand the reasons why differences occur, ultimately providing a more accurate insight of the business process. For this reason, we hereby focus on learning a model that is able to reconstruct which traces belong to which set (by accepting all the positive and rejecting, if possible, all the negative), while reflecting the user expectations on the quality of the extracted model according to predefined metrics. In particular our approach, namely NegDis, aims to discover a minimal set of constraints that allows to distinguish between the two classes of examples: in this sense, it can enrich existing approaches that provide descriptions of the positive example set only. Indeed, our exploitation of the “upside-down world” is useful not only to better clarify what should be deemed compliant with the model and what should not, but also to better control the degree of generalisation of the resulting model, as well as to improve its simplicity.

1.1 Contributions

In the framework described so far, our work advances the state of the art by proposing the following contributions.

- A novel discovery approach, NegDis, based on the underlying logic semantics of Declare, which makes use of the information brought by the positive and negative example sets to produce declarative models. The resulting technique can be used to either mine Declare process models from scratch, or refine an existing model with additional knowledge.
- The adoption of a satisfiability-based technique to identify the models.
- A heuristic to select the models according to the user preferences of generalisation or simplicity, where the language bias and the subsumption rules between Declare templates are not hard-coded in the discovery algorithm, but provided as an input for a finer-grain configurability.
- An evaluation of the performance of NegDis w.r.t. other relevant works in the same field, highlighting strengths and weaknesses of our technique.

To explain our approach, we start by providing an overview of the background and relevant concepts in Section 2, then we describe the approach in detail in Section 3 and we evaluate it in Section 4. Related work and conclusion follow.

2 Background

Our technique relies on the key concept of event log, intending it as a set of observed process executions, logged into a file in terms of all the occurred events. In this work, we adopt the eXensible Event Stream (XES) storing standard [15] for the input log. According to this standard, each event is related to a specific process instance, and describes the occurrence of a well-defined step in the process, namely an activity, at a specific timestamp. The logged set of events composing a process instance is addressed as trace or case. From the analysis of the event log, we want to extract a Declare [16], [19] model of the process. Declare is one of the most used languages for declarative process modeling. Thanks to its declarative nature, it does not represent the process as a sequence of activities from a start to an end, but through a set of constraints, which can be mapped into Linear Temporal Logic (LTL) formulae over finite traces (LTLf) [20], [21]. These constraints must all hold true when a trace completes. Declare specifies a set of templates that can be used to model the process. A constraint is a concrete instantiation of a template involving one or more process activities. For example, the constraint \textit{EXISTENCE}(a) is an instantiation of the template \textit{EXISTENCE}(X), and is used to specify that activity a must occur in every trace; \textit{INIT}(a) specifies that all traces must start with a. \textit{RESPONSE}(a, b) imposes that if the activity a occurs, then b must follow, possibly with other activities in between. For a description of the most common Declare templates see [16].

We assume that the log contains both positive traces—i.e., satisfying all the constraints in the business model—and negative traces—i.e., diverging from the expected behaviour by violating at least one constraint in the (intended) model.

\textit{Language bias}. Given a set of Declare templates \( D \) and a set of activities \( A \), we identify with \( D[A] \) the set of all possible grounding of templates in \( D \) w.r.t. \( A \), i.e. all the constraints that can be built using the given activities.
Traces and Logs. We assume that a Trace $t$ is a finite word over the set of activities (i.e., $t \in A^*$, where $A^*$ is the set of all the words that can be build on the alphabet defined by $A$). Usually a log is defined as a multi-set of traces, thus allowing multiple occurrences of the same trace: the frequency of a certain trace is then considered as an indicator, for example, of the importance of that trace within the process. Since our goal is to learn a (possibly minimal) set of constraints able to discriminate between two example classes, we rather opt to consider a log as a finite set of traces. As a consequence, multiple occurrences of the same trace will not affect our discovery process.

Declare constraints satisfaction and violation. Recalling the LTL$_f$ semantics [20], [21], and referring to the standard Declare semantics as in [16], we say that a constraint $c$ accepts a trace $t$, or equivalently that $t$ satisfies $c$, if $t \models c$. Similarly, a constraint $c$ rejects a trace $t$, or equivalently $t$ violates $c$, if $t \not\models c$. Given that a Declare model $M$ is a conjunction of constraints, it follows that $M$ accepts a trace $t$ ($t$ satisfies $M$) if $\forall c \in M, t \models c$. Analogously, a model $M$ rejects a trace $t$ ($t$ violates $M$) if $\exists c \in M, t \not\models c$. In the following, we will write $t \models M$ meaning that $M$ accepts $t$.

Positive and negative examples. Finally, we respectively denote with $L^+$ and $L^-$ the sets of positive and negative examples (traces), reported in the input event log. We assume that: (i) $L^+ \cap L^- = \emptyset$, and (ii) for each trace $t \in L^-$ there exists at least one grounded Declare constraint $c \in D[A]$ that accepts all the positive traces and excludes $t$. In other words, we assume that the problem is feasible.

3 The approach

NegDis aims to extract a model which correctly classifies the log traces by accepting all cases in $L^+$ and rejecting those in $L^-$. Besides that, it is required to perform an abstraction step in order to be able to classify also unknown traces, which are not in the input log.

3.1 Definitions

Before introducing our approach, we hereby provide some preliminary definitions that are relevant for the following explanation.

Model generality. The notion of a model accepting a trace, often referred to as the compliance of a trace w.r.t. the model, naturally introduces the relation of generality (or the converse specificity) between models. Intuitively, a model $M$ is more general than another $M'$ if $M$ accepts a superset of the traces accepted by $M'$. That is, denoting with $T_M$ the set of all traces compliant with a model $M$, $M$ is more general than another model $M'$—and symmetrically $M'$ is more specific than $M$—if and only if $T_M \subseteq T_{M'}$. More precisely, we say that

**Definition 3.1.** a model $M \subseteq D[A]$ is more general than $M' \subseteq D[A]$ (written as $M \succeq M'$) if $M$ is more general than $M'$ and there exists a $t' \in A^*$ s.t. $t' \not\models M'$ and $t' \models M$.

Note that this definition is consistent with that of subsumption between Declare templates provided in Di Ciccio et al. [22]. Indeed, Declare templates can be organised into a subsumption hierarchy according to the logical implications that can be derived from their semantics.

Example 3.1. The model $M' = \{\text{INIT}(a)\}$ accepts only traces that start with $a$. Hence, a exists in each one of those accepted traces. In other words, all those traces also satisfy the model $M = \{\text{EXISTENCE}(a)\}$. However, the latter model also accepts traces that contain a even if they do not start with a (i.e., $M \succeq M'$). This relation is valid irrespectively of the involved activity. In a sense, we could say that the template EXISTENCE($X$) is more general than INIT($X$).

This idea is frequently expressed through the subsumption operator $\sqsupseteq$. Given two templates $d, d' \in D$, we say that $d$ subsumes $d'$, i.e. $d$ is more general than $d'$ (written $d \sqsupseteq d'$), if for any grounding of the involved parameters w.r.t. the activities in $A$, whenever a trace $t \in A^*$ is compliant with $d'$, it is also compliant with $d$ [22].

**Remark 3.1.** For any pair of models $M, M' \subseteq D[A]$, $M \succeq M'$ implies that $M$ is more general than $M'$ ($M \succ M'$). This stems from the Declare semantics [16] on LTL$_f$ [21].

Unfortunately, the opposite implication does not hold, i.e. if we have $M, M' \subseteq D[A]$ such that $M \supseteq M'$, we cannot guarantee that $M \subseteq M'$. A clear example is $M = \{\text{EXISTENCE}(a)\}$ and $M' = \{\text{INIT}(a)\}$.

Initial model. A wide body of research has been devoted to techniques to mine declarative process models that characterise a given event log (our positive traces). Our approach can leverage these techniques and refine their results by taking into account the negative examples as well. To this end, we consider a—possibly empty—initial model $P$, i.e. a set of Declare constraints that are known to characterise the positive traces. For example, such set can be the expression of domain knowledge or the result of a state-of-the-art discovery algorithm previously run on $L^+$. To apply our technique we only require that the constraints in $P$ are non-conflicting and all the positive traces are compliant with all the constraints in $P$.

Candidate solution. As the goal of our technique is to refine the initial model $P$ taking into account both positive and negative traces, we can define which are the necessary conditions for a set of constraints $S$ to be a candidate solution for our discovery task.

**Definition 3.2.** Given the initial model $P$, a candidate solution for the discovery task is any $S \subseteq D[A]$ s.t.

(i) $P \subseteq S$;
(ii) $\forall t \in L^+$ we have $t \models S$;
(iii) $\forall t \in L^-$ we have $t \not\models S$.

**Remark 3.2.** We are aware that often state-of-the-art approaches do not emit a model compliant with all the traces in the input log. In these cases, we assume that the positive traces in $L^+$ are a subset of the original input including only the traces compliant with $P$. 

1. Notice that sometimes real cases might not fulfill these assumptions. We will discuss this issue in section 5.3.
2. The conditions on accepting all the positives and none of the negatives can be relaxed by requiring only a percentage of them.
Note that condition (iii) in the definition above ensures that any candidate solution is consistent (i.e., there are no conflicting constraints) when \( L^+ \) is non-empty.

**Optimality criterion.** Clearly, there can be several sets satisfying (i), (ii), (iii). They differ from the way they classify the unknown traces, which are not in \( L^+ \), nor in \( L^- \). Therefore, we need to introduce some way to compare the multiple output models in order to identify the preferable ones. In some context, generality can be a measure of the quality of the solution, i.e. we want to identify the set that is less committing in terms of restricting the admitted traces. In some other context on the contrary, we might be interested in the identification of a more specific model. So besides allowing all traces in \( L^+ \) and forbidding all traces in \( L^- \), the choice between a general or specific model, obviously affects the classification of the unknown traces. Alternatively, simplicity is another criterion: one can be interested in the most simple solution, i.e. the one that is presumed to be easier to understand irrespectively from the degree of generality/specificity it accomplishes.

Let us focus on generality for the moment. In this case, we are interested in the candidate solution \( S \) (i.e., satisfying the properties of Definition 3.2) such that there is no other candidate solution \( S' \subseteq D[A] \) strictly more general than \( S \) (i.e., \( \not\exists \, S' \) s.t. \( S < S' \)). Although testing for strict generality between two sets of constraints is a decidable problem, its worst case complexity makes an exact algorithm unfeasible because, recalling definition 3.1, it would require to assess the compliance of any trace \( t \in A^* \) with the two models which are going to be compared. For this reason, we propose an alternative method based on comparing the logical consequences that can be deducted from the models. The method makes use of a set of deduction rules which are going to be compared. For this reason, we cannot guarantee the strictness, nor the opposite implication (i.e. \( M' \preceq M \) does not implies \( cl(M) \subseteq cl(M') \)). Anyway, the closure operator provides us a powerful tool for confronting candidate solutions w.r.t. the generality criterion. Table 1 summarises all the symbols used in this paper.

| Symbol | Definition |
|--------|------------|
| \( D \) | set of Declare templates (language bias) |
| \( A \) | set of activities |
| \( D[A] \) | set of all grounding of templates in \( D \) w.r.t. \( A \) |
| \( L^+ \) | set log traces labelled as positive. \( L^+ \subseteq A^* \) |
| \( L^- \) | set log traces labelled as negative. \( L^- \subseteq A^* \) |
| \( P \) | initial model. \( P \subseteq \{(a \in D[A] \mid \forall t \in L^+, t \models c) \} \) |
| \( \mathcal{P}(D[A]) \) | power set of \( D[A] \) |
| \( cl_R \) or simply \( cl \) | closure operator equipped with a set \( R \) of subsumption rules |
| composites \( (t) \) | set of constraints that accepts all traces in \( L^+ \) and rejecting all traces in \( L^- \) |
| sheriffs \( (t) \) | constraints accepting all traces in \( L^+ \) and rejecting \( t \in L^- \) |
| \( C \) | set of all constraints in \( D[A] \) accepting all traces in \( L^+ \) and rejecting at least one \( t \in L^- \) |
| \( Z \) | set of models accepting all traces in \( L^+ \) and rejecting all traces in \( L^- \) |

**Definition 3.3.** Given a set \( R \) of subsumption rules, a deductive closure operator is a function \( cl_R : \mathcal{P}(D[A]) \rightarrow \mathcal{P}(D[A]) \) that associates any set \( M \in D[A] \) with all the constraints that can be logically derived from \( M \) by applying one or more deduction rules in \( R \).

**Example 3.2.** Let be:
- \( R = \{ \text{EXISTENCE}(X) \sqsupseteq \text{INIT}(X) \} \)
- \( M' = \{ \text{INIT}(a) \} \)

If we apply the deductive closure operator \( cl_R \) to \( M' \), we get:
\[
cl_R(M') = \{ \text{INIT}(a), \text{EXISTENCE}(a) \}
\]

Obviously, we are interested in sets \( R \) of correct subsumption rules, that is for any \( M \subseteq D[A] \) and \( t \in A^* \), \( t \models M \) iff \( t \models cl_R(M) \). In the rest of the paper, for the ease of understanding, we will omit the set \( R \) and we will simply write \( cl(M) \). The complete set of employed rules is available in [23].

As the closure of a model is again a subset of \( D[A] \), Remark 3.1 is also applicable, i.e. for any \( M, M' \subseteq D[A], cl(M) \subseteq cl(M') \) implies that \( M \) is more general than \( M' \) (\( M \gtrless M' \)). Thanks to this property, the deductive closure operator can be used to compare Declare models w.r.t. generality. To provide an intuition, let us consider the following example:

**Example 3.3.** Consider:
- \( R = \{ \text{EXISTENCE}(X) \sqsupseteq \text{INIT}(X) \} \)
- \( M = \{ \text{EXISTENCE}(a) \} \)
- \( M' = \{ \text{INIT}(a) \} \)

We cannot express any subset relation between \( M \) and \( M' \), thus making Remark 3.1 inapplicable. Nonetheless, if we take into account their closure, we have:
\[
cl(M) = \{ \text{EXISTENCE}(a) \} \\
cl(M') = \{ \{ \text{INIT}(a) \}, \text{EXISTENCE}(a) \}
\]

As \( cl(M) \subseteq cl(M') \), we conclude that \( M \gtrless M' \).

In other words, the closure operator (being based on the subsumption rules) captures the logical consequences deriving from the Declare semantics. Due to the nature of the Declare language we cannot provide a complete calculus for the language of conjunctions of Declare constraints. For this reason, we cannot guarantee the strictness, nor the opposite implication (i.e. \( M' \preceq M \) does not implies \( cl(M) \subseteq cl(M') \)). Anyway, the closure operator provides us a powerful tool for confronting candidate solutions w.r.t. the generality criterion. Table 1 summarises all the symbols used in this paper.

**3.2 Two-step procedure**

In this section we introduce the theoretical basis of our NegDis approach. For the sake of modularity and easiness of experimenting with different hypotheses and parameters, we divide our approach into two clearly separate stages: the first which identifies the candidate constraints, and a second optimisation stage which selects the solutions. However, these two steps are merged into a single monolithic search-based approach.

Starting from the set of all constraints \( D[A] \), the first stage aims at identifying all the constraints of \( D[A] \) that accept all positive traces and reject at least a negative one. To this end, it first computes the set of constraints that accepts all traces in \( L^+ \), namely the set \( \text{compatibles} \).

**Mathematically:***
\[
\text{compatibles}(D[A], L^+) = \{ c \in D[A] \mid \forall t \in L^+, t \models c \}
\]
By construction, any subset of $\text{compatibles}(D[A], L^+)$ is non-conflicting, because any trace in $L^+$ is accepted by all its constraints. This simplifies the optimisation step, since there is no need to verify whether any of the selected models are conflicting (see point [3] of Definition [3.2]).

For simplicity of the notation, since the set of constraints $D[A]$ and the log $L^+$ are given, we will omit them in the following. The $\text{compatibles}$ set is then used to build a $\text{sheriffs}$ function that associates to any trace $t$ in $L^-$ the constraints of $\text{compatibles}$ that rejects $t$. The result is therefore a function with domain $L^-$ and co-domain $P(\text{compatibles})$: \[ \text{sheriffs}(t) = \{ c \in \text{compatibles} \mid t \notin c \} \] (2)

The second stage aims at finding the optimal solution according to some criterion. Therefore, it starts by computing two sets $C$ and $Z$. Let $C$ be the set of those constraints in $D[A]$ that accept all positive traces and reject at least one negative trace. Such set can be derived from the $\text{sheriffs}$ function as: $C = \bigcup_{c \in L^-} \text{sheriffs}(t)$. Let $Z$ be all the subsets of $C$ excluding all negative traces, i.e., \[ Z = \{ M \in P(C) \mid \forall t \in L^- \ t \notin M \} \] (3)

**Example 3.4.** Let $L^+ = \{ab\}$, $L^- = \{a,b,ba\}$, and $D = \{ \text{EXISTENCE}(X), \text{RESPONSE}(Y,Z) \}$. The set of activities is $A = \{a,b\}$. The grounded set of constraints is then $D[A] = \{ \text{EXISTENCE}(a), \text{EXISTENCE}(b), \text{RESPONSE}(a,b), \text{RESPONSE}(b,a) \}$. The $\text{compatibles}$ set would be: \[ \text{compatibles}(D[A], L^+) = \{ \text{EXISTENCE}(a), \text{EXISTENCE}(b), \text{RESPONSE}(a,b) \} \]

and the computation of the $\text{sheriffs}$ function finds: \[ \text{sheriffs}(a) = \{ \text{EXISTENCE}(b), \text{RESPONSE}(a,b) \} \]
\[ \text{sheriffs}(b) = \{ \text{EXISTENCE}(a) \} \]
\[ \text{sheriffs}(ba) = \{ \text{RESPONSE}(a,b) \} \]

In this case, there are two subsets of $C$ excluding all traces in $L^-$, i.e., $Z = \{ M_1, M_2 \}$, where $M_1 = \{ \text{EXISTENCE}(b), \text{EXISTENCE}(a), \text{RESPONSE}(a,b) \}$ and $M_2 = \{ \text{RESPONSE}(a,b), \text{EXISTENCE}(a) \}$

Once $C$ and $Z$ are computed, the goal of the optimisation step is to select the “best” model in $Z$ which can be either devoted to generality/specificity, or simplicity. When the most general model is desired, the procedure selects as solution the model $S \in Z$ such that there is no $S' \in Z$ s.t. $cl(S' \cup P) \subset cl(S \cup P)$ (6a) and there is no $S' \subset S$ s.t. $cl(S' \cup P) = cl(S \cup P)$ (6b)

The first condition, Eq. (6a), ensures generality by selecting the model $S$ for which the logical consequences of $S \cup P$ are the less restricting. In this way, the initial model $P$ (containing a set of Declare constraints that are known to characterise $L^+$) is enriched taking into account the information derived by $L^-$. Furthermore, since from the point of view of generality we are not interested in the content of the selected model, but rather in its logical consequences, the closure operator $cl$ ensures that no other model in $Z$ is more general than the chosen $S$. The second condition, Eq. (6b), allows to exclude redundancy inside the selected model $S$ by ensuring that it does not contain constraints that are logical consequence of others in $S$. Considering the previous example, this optimisation step allows to chose model $M_2$ as solution because $\text{EXISTENCE}(b)$ is a logical consequence of $\text{EXISTENCE}(a) \land \text{RESPONSE}(a,b)$.

If we were interested in the less general model, condition (6a) would be

there is no $S' \in Z$ s.t. $cl(S' \cup P) \subset cl(S \cup P)$ (7)

whereas the redundancy constraint would be ensured through the same Eq. (6b) because, even when we look for the most specific model, redundancy compromises its readability, without adding any value.

Generality/specificity is not the only desirable optimality criterion. If we are interested in the simplest model instead, a solution composed of a limited number of constraints is certainly preferable. So, we also experimented with an alternative optimisation formulation based on the set cardinality. The procedure selects the $S \in Z$ such that:

there is no $S' \in Z$ s.t. $|cl(S' \cup P)| < |cl(S \cup P)|$ (8a)
there is no $S' \in Z$ s.t. $|cl(S' \cup P)| = |cl(S \cup P)|$ and $|S'| < |S|$ (8b)

where the first equation selects the set with the smaller closure, whereas the second allows to choose the solution with less constraints among those with closure of equal cardinality.

**Theorem 3.1.** The models that are solutions according to the simplicity criterion are also solutions for the generality criterion.

**Proof.** Suppose ad absurdum that there is a model $S \in Z$ that is optimal according to the simplicity criterion of Eq. (8a) and (8b) but it is not the most general, i.e. either Eq. (6a) or Eq. (6b) are violated for $S$. If $S$ violated Eq. (6a), it would exist an $S' \in Z$ s.t. $cl(S' \cup P) \subset cl(S \cup P)$. But clearly, this implies that $|cl(S' \cup P)| < |cl(S \cup P)|$, which contradicts Eq. (8a). On the other hand, if $S$ violated Eq. (6b), it would exist an $S' \subset S$ s.t. $cl(S' \cup P) = cl(S \cup P)$. Obviously we would also have $|S'| < |S|$ and $|cl(S' \cup P)| = |cl(S \cup P)|$, which contradict Eq. (8b).

Conversely, the opposite implication in Theorem 3.1 does not necessarily hold. Indeed, let assume that $P$ is empty and $cl$ is the identity function. Consider two negative traces $t_1,t_2$ and a $\text{sheriffs}$ function producing three constraints $\{c_1,c_2,c_3\}$. In particular, $\text{sheriffs}(t_1) = \{c_1,c_2\}$ and $\text{sheriffs}(t_2) = \{c_1,c_3\}$. The only simplicity-oriented solution would be $\{c_1\}$, whereas as with regard to the generality-oriented solutions we would have both $\{c_1\}, \{c_2,c_3\}$. We must remark that the simplicity principle is based on the intuition that “smaller” Declare models should be easier to understand for humans. However, we might notice that,

4. As we will discuss in section 3.3, the implementation must take into account that it might not be always possible to find models fulfilling Eq. 3

5. This may also be the case when the constraints selected in the first stage are logically independent.
since the two models \{c_1\} and \{c_2, c_3\} are not directly comparable according to their semantics, deciding which is the "best" might depend on the constraints themselves, as well as the specific domain.

### 3.3 Implementation

The first stage is implemented via Algorithm 1 which starts by collecting the set compatibles of the constraints that accept all the positive traces (Line 2). Subsequently, each negative trace is associated (by means of the function sheriffs) with those constraints in compatibles that reject a trace in \(L\) (Line 4).

**Algorithm 1** Identification of the constraints accepting all traces in \(L^+\) and rejecting at least one trace in \(L^-\).

**Input:** \(D[A], L^+, L^-\)

**Output:** sheriffs : \(L^- \rightarrow \mathcal{P}(D[A])\)

1: procedure SHERIFFSGENERATION(D[A], L^+, L^-)
2: compatibles={c \in D[A] \mid \forall t \in L^+, COMPLIANT(t, c) = \text{True}}
3: for c \in L^- do
4: sheriffs(t)={c \in compatibles\mid \text{COMPLIANT(t, c) = False}}
5: end for
6: return sheriffs
7: end procedure

The implementation of the compliance verification COMPLIANT (i.e. \(t \models c\)) leverages the semantics of Declare patterns defined by means of regular expressions [22] to verify the compliance of the traces. It is implemented in Go language employing a regexp implementation that is guaranteed to run in time linear in the size of the input [6].

The second optimisation stage has been implemented using the Answer Set Programming (ASP) system CLINGO [24]. The main reason for selecting an ASP system for finite domain optimisation is that rules provide an effective and intuitive framework to implement a large class of closure operators. Indeed, all the deductive systems for Declare that we analysed in the literature (see e.g. [22], [25]) are expressed in the form of logic rules \(c_1 \wedge \ldots \wedge c_n \implies c_{n+1}\), where \(c_i\) are Declare constraints or their negation; therefore they can be equivalently expressed as Normal Logic Programs (NLPs) [25] by exploiting the assumption that the set of activities is finite and known in advance. The declarative semantics of NLPs ensures that the (unique) deductive closure of the rules is taken into account for the optimisation stage. For example the valid formula \(\text{INIT}(a) \wedge b \neq a \implies \text{PRECEDENCE}(a, b)\) that holds for any pair of activities \(a, b\) can be written as the rule

\[
\text{precedence}(A,B) : - \text{INIT}(A), \text{activity}(B), A!=B.
\]

using a specific predicate (activity /1) representing the set of all activities [4].

The optimisation stage is described in Algorithm 2. The required input parameters, properly encoded as an ASP program, are the initial model \(P\), the sheriffs function computed by Algorithm 1 and a custom function is_better : \(\mathcal{P}(D[A]) \times \mathcal{P}(D[A]) \rightarrow \{\text{True, False}\}\). The purpose of the latter is to implement the chosen optimality criterion by taking as input two constraint sets and providing as output a boolean value representing whether the first set is better than the second. If the two sets are not comparable according to the criterion, is_better returns False. Indeed, such a function is the expression of the global or partial ordering that the optimality criterion induces on the solutions.

**Algorithm 2** Selection of the best solutions according to a custom criterion.

**Input:** \(P\), sheriffs : \(L^- \rightarrow \mathcal{P}(D[A]),\) is_better : \(\mathcal{P}(D[A]) \times \mathcal{P}(D[A]) \rightarrow \{\tau, f\}\)

**Output:** \(Z\), i.e. the set of the best solutions

1: procedure SELECTION(sheriffs, P)
2: \(Z = \emptyset\)
3: \(L^- = \{ t \in L^- \mid \text{sheriffs}(t) \neq \emptyset \land t \models P\}\)
4: \(C = \bigcup_{s \in L^-} \text{sheriffs}(t)\)
5: for each \(S \subseteq C\) s.t. \(\forall t \in L^-, S \cap \text{sheriffs}(t) \neq \emptyset\) do
6: if \((\forall S' \in Z \exists\text{is_better}(S', S))\) then
7: \(Z \leftarrow \{ S \} \cup \{ S' \mid \text{is_better}(S, S') \}\)
8: end if
9: return \(Z\)
10: end procedure

The algorithm starts by computing a set \(L^-\) of all those negative traces that can be excluded by at least a constraint (sheriffs(t) \neq \emptyset) and are still instead accepted by the initial model \(P\) (t \models P). Indeed, albeit from the theoretical point of view we assumed that for each trace \(t \in L^-\) there exists at least one Declare constraint in \(D[A]\) accepting all positive traces and discarding \(t\), real cases might not fulfil this assumption because the chosen language might not be expressive enough to find a constraint able to reject \(t\) while admitting all traces of \(L^+\).

**Example 3.5.** Consider for example the case of a chosen language bias \(D\) including \text{EXISTENCE1}(X), \text{EXISTENCE2}(X), \text{ABSENCE}(X), \text{ABSENCE2}(X) and all binary Declare templates. Let \(L^+ = \{ \text{bbb} \}\), \(L^- = \{ \text{bbbb} \}\). In this case, there is no way to distinguish the input sets because existence1/2 and absence1/2 are not enough, and all binary constraints must be used with two distinct activities.

When it is not possible to exclude a negative trace \(t\), Algorithm 1 returns sheriffs(t) = \emptyset, and Algorithm 2 overlooks this case by computing \(L^-\). The set \(C\) is then build (Line 4) by considering the constraints allowing all traces in \(L^+\) and disallowing at least one trace in \(L^-\) (Line 5). From that, the algorithm selects any subset \(S\) fulfilling the condition \(\forall t \in L^-\) \(S \cap \text{sheriffs}(t) \neq \emptyset\) (Line 6), i.e., any \(S\) accepting all positive traces and rejecting all the negatives that can be actually excluded.

Any such \(S\) is then included in the solution set \(Z\) if the latter does not contain another solution \(S'\) that is better than \(S\) according to the custom optimality criterion expressed by the is_better operator (Line 8). Solutions \(S'\) previously founded are kept into \(Z\) only if the newly found solution \(S\) is not better than them (Line 9). Notice that both Line 8 and 10 make use of the function is_better in a negated form: this is due to the fact that, according to the chosen optimality
criterion, sometimes it would not be possible to compare two solutions.

If the chosen optimality criterion is generality, is \textit{better} employs the criteria of Eq. (6a) (for generality) and (6b) (to avoid redundancy). Conversely, if we are interested in the most specific solution, is \textit{better} must implement Eq. (7) and (6b). Finally, when the optimality criterion is simplicity, Eq. (6a) and (8a) must be used. In our experiments we implemented the optimisation criteria using ASP weak constraints [27]. Describing the underlying technique and precise formulation of the problem is outside the scope of this article; so the reader is referred to our code, available in [23] and [24] for details on the usage of weak rules in CLINGO. For example, conditions of Equations (6a) and (8a) are implemented using two predicates selected/1, holds/1; representing, respectively, the selected constraints among the candidates and their deduction, with the optimisation statements:

\[
\text{#minimize}\{1@2, C: \text{holds}(C)\}.
\]

The selection from the set of candidates is performed by the common \textit{generate and test} ASP paradigm:

\[
\{ \text{selected}(C) : \text{choice}(\_ , C) \}.
\]

where choice/2 is the input to the ASP program, encoding the above \textit{sheriffs} function. The test part of the paradigm is encoded by constraints enforcing the fact that, for each negative trace, at least one of the constraints in \textit{sheriffs} belongs to the deduction; i.e.

\[
\text{rejected}(T) ::= \text{choice}(T, C), \text{holds}(C).
\]

In real cases, the returned set \( Z \) might contain several solutions. If the number of solutions provided by the procedure is too high for human intelligibility, the optimality condition could be further refined by inducing a preference order in the returned solution. For example, among the most general solutions one can be interested in being reported first those models with the lower number of constraints, or with certain Declare templates. The advantage of our approach is precisely in the possibility to implement off-the-shelves optimisation strategies, where—adapting the \textit{is\_better} function or even the definition of the closure operator—the developer can easily experiment with different criteria.

\textbf{Example 3.6.} Consider the sets of positive and negative examples composed by only one trace each: \( L^+ = \{bac\} \) and \( L^- = \{ab\} \). Suppose also that:

- \( P = \emptyset \);
- \( D = \{\text{EXISTENCE}(X), \text{INIT}(X)\}; \)
- the alphabet of activities is just \( A = \{a, b, c\}. \)

Then, the set of ground constraints can be easily elicited: \( D[A] = \{\text{EXISTENCE}(a), \text{EXISTENCE}(b), \text{EXISTENCE}(c), \text{INIT}(a), \text{INIT}(b), \text{INIT}(c)\}. \) If we want to learn the most general model, Algorithm 1 selects the following compatible constraints and emits \textit{sheriffs}(ab):

\[
\text{comptables} = \{\text{EXISTENCE}(a), \text{EXISTENCE}(b), \text{EXISTENCE}(c), \text{INIT}(b)\}
\]

\[
\text{sheriffs}(ab) = \{\text{EXISTENCE}(c), \text{INIT}(b)\}.
\]

In this simple case, the subsets satisfying the condition of Line \( 5 \) in Algorithm 1 would be:

\[
S_1 = \{\text{EXISTENCE}(c)\}
\]

\[
S_2 = \{\text{INIT}(b)\}
\]

\[
S_3 = \{\text{EXISTENCE}(c), \text{INIT}(b)\}
\]

\[
S_4 = \{\text{EXISTENCE}(c), \text{EXISTENCE}(a)\}
\]

\[...
\]

\[
S_n = \{\text{EXISTENCE}(c), \text{INIT}(b), \text{EXISTENCE}(a)\}
\]

As we are interested in the most general models, both \( S_1 = \{\text{EXISTENCE}(c)\} \) and \( S_2 = \{\text{INIT}(b)\} \) are optimal solutions. Note that these two solutions cannot be compared according to the definitions of generality because there exist traces (such as the unknown trace \( b \)) compliant with \( S_2 \) and non-compliant with \( S_1 \) (i.e., there is no subset relation between \( S_1 \) and \( S_2 \)). Obviously, the choice of one model over another influences the classification of all those unknown traces that—being not part of the input log—are not labelled as positive of negative.

If we were interested in the most simple solution instead, \( S_1 = \{\text{EXISTENCE}(c)\} \) would have been our choice, because its closure is the smaller in cardinality.

Finally, if we were interested in the most specific set of constraints, the application of a convenient \textit{is\_better} function would have determined the choice of \( \{\text{EXISTENCE}(a), \text{EXISTENCE}(c), \text{INIT}(b)\} \)—where the redundancy check of Eq. (6b) operated by discarding \textit{EXISTENCE}(b).

\subsection{3.4 Complexity considerations}

To understand the complexity of the above algorithms we focus on the size of the input logs; i.e., we do not consider the Declare language bias as part of the input. This assumption fits most of the use cases, where the set of Declare templates is fixed. The choice of templates affects the maximum arity of the templates (commonly used templates restrict to 1 or 2 arguments), regular expressions used in Algorithm 1 and the deductive rules; therefore, also the rule part of ASP program can be considered fixed.

The size of the input \( |n| \) is therefore the sum of positive and negative log traces. We can also assume that all actions appear in the logs, so the input size bounds also the number of actions. Note that the set \( D[A] \) of all grounded templates is linearly bound by the number of actions; in particular \( |D[A]| \leq |A|^{\delta} \), where \( \delta \) is the maximum arity of the selected Declare templates. This bounds linearly both the complexity of Algorithm 1 and the size of \textit{sheriffs}; the latter because each negative trace is associated to a subset of \textit{compatibles}.

In general, we expect that the \textit{sheriffs} function is going to be much smaller than all the traces; note that a larger number of positive traces further restricts the size of \textit{compatibles}. To understand the linear bound of Algorithm 1 we consider that each grounded template must be checked at most once for each trace (both positive and negative), and we use an optimal implementation of regexp that guarantees liner time w.r.t. the input to be checked.

The size of the input to the optimisation stage is the size of \textit{sheriffs} and, since we do not consider the ASP rules as part of the input, the size of the grounded ASP program is
linearly bound w.r.t. the size of *sheriffs*. Since we do not use Disjunctive ASP, the complexity of ASP optimisation using weak constraints is $\Delta^2_P$ [29].

Characterising the theoretical complexity analysis of the general problem of optimisation in the context of binary process discovery [14] is outside the objectives of this work. However, the fact that verifying that a given trace satisfies a set of Declare constraints can be performed in linear time, suggests that the problem of optimising the choice of a Declare model falls under the general umbrella of NP-complete optimisation problems analysed in [29]. Therefore its complexity should be $\Delta^2_P$ as well.

## 4 Experimental evaluation

One of the difficulties of evaluating process mining algorithms is that given a log, the underlying model might not be known before. As a consequence, it might be difficult to establish an *ideal model* (a golden standard) to refer and confront with. In this regard, a number of metrics and evaluation indexes have been proposed in the past to evaluate how a discovered model fits a given log [4, 5, 6]. However, those metrics might provide only a partial answer to the question of “how good” the discovered model is. In the case of NegDis, a further issue influences the evaluation process: the difficulty of performing a “fair” comparison with existing techniques because the majority of the methods we could access have been designed to use “positive” traces only.

We pursued two different evaluation strategies. On one side, we defined a model, and from that model we generated a synthetic, artificial log, taking care that it exhibits a number of desired properties: in a sense, this part of the evaluation can be referred as being about a “controlled setting”. A first aim is to understand if NegDis succeeds to discover a *minimum* set of constraints for distinguishing positive from negative examples; a second aim is to qualitatively evaluate the discovered model, having the possibility to confront it with the original one. Experiments conducted on that synthetic log are discussed in Section 4.1.

On the other side, we applied NegDis to some existing logs, thus evaluating it on some real data set. Again, this experiment has two aims: to understand weakness and strengths of NegDis w.r.t. to some relevant literature; and to confront the proposed approach with real-world data—and difficulties that real-world data bring along. Section 4.2 is devoted to present the selected logs and discuss the obtained results. The source code and the experiments are available in [23].

### 4.1 Experiments on a synthetic dataset

The synthetic log has been generated starting from a Declare model, using a tool [30] based on Abductive Logic Programming. The model has been inspired by the Loan Application process reported in [31]. In our model, the process starts when the *loan application* is received. Before assessing the *eligibility*, the bank proceeds to *appraise the property* of the customer, and to *assess the loan risk*. Then, the bank can either *reject the application or send the acceptance pack* and, optionally, *notify the approval* (if not rejected). During the process execution the bank can also *receive positive or negative feedback* (but not both), according to the experience of the loan requester.

It is not expected, however, that the bank receives a negative feedback if the *acceptance pack* has been sent. Moreover, due to temporal optimisation, the bank requires that the *appraisal of the property* is done before assessing the loan risk. To ease the understanding of the loan application process, a Declare model of the process is reported in Fig. 1. Moreover, all the activities have been constrained to either not be executed at all, or to be executed at most once: in Declare terminology, all the activities have been constrained to absence2(*X*).

To test NegDis, besides positive traces, we generated also negative traces. In particular, we generated traces that violate two different constraints:

(a) the precedence(*assess_loan_risk*, *assess_eligibility*), that is violated when either the latter activity is executed and the former is absent, or if both the activities appear in the log, but in the wrong temporal order;

(b) the exclusive choice(*send_acceptance_pack*, *receive_negative_feedback*), that is violated when a trace either contains both the activities, or does not contain any of them.

The resulting log consists of 64,000 positives traces, 25,600 traces that violate the constraint as in (a), and 10,240 traces that violate the constraint as specified in (b). When fed with the positives traces and traces violating the constraint in (a), NegDis successfully manages to identify constraints that allow to clearly distinguish positive/negative traces. Moreover, the discovered constraint coincides with the one we originally decided to violate during the generation phase. When confronted with the scenario (b), NegDis again successfully managed to identify a minimum model able to discriminate between positive and negative traces, and the identified constraint is indeed logically consistent with the constraint originally selected for the violation. Table 2 summarize the obtained results and reports the best selected model for each scenario. The Time column highlights how the most expensive task is the generation of the *compatibles* set. This is indeed expected, as it requires to check all constraints in $D[A]$ against all traces in $L^+$.

For the sake of completeness, we decided to experiment also with the Process Discovery Tool of the RuM...
Framework that is based on the Declare Miner algorithm [32]. Based on the exploitation of positive traces only, Declare Miner discovers a rich model that describes as “most exactly” as possible the given traces. When fed with the positive traces of our artificial log, and with the coverage parameter set to 100% (i.e., prefer constraints that are valid for all the traces in the logs), the RuM Framework discovers a model made of 514 constraints. If the coverage is relaxed to 80% (prefer constraints that are satisfied by at least the 80% of the traces), the model cardinality grows up to 1031 constraints.

In both cases the discovered model is able to distinguish between the positive and the negative traces. This is not surprising, since Declare Miner aims to identify all the constraints that hold for a given log; hence, it will discover also those constraints that allow to discern positive from negative traces. Rather, this result is a clear indication that indeed our artificial log has been constructed “correctly”, since negative traces differ from the positive ones for some specific constraints, and the positive traces exhaustively elicit the cases that can occur. This is typical of artificial logs, while real-life logs might not enjoy these properties.

Another consideration is about the cardinality of the discovered model: the Declare Miner approach provides a far richer description of the positive traces, at the cost perhaps of bigger models. Our approach instead has the goal of identifying the smallest set of constraints that allow to discriminate between positive and negatives. In this sense, approaches like the one presented in this paper and Declare Miner are complementary.

### 4.2 Evaluation on case studies from real data

For the experimentation with real datasets, we used six real-life event logs: BPIC12, CERV, DREYERS, PROD, SEPSIS and TRAFFIC FINES. Starting from these event logs we generated 18 different datasets, each composed of a set of positive and a set of negative traces, by applying different criteria to distinguish between positive and negative traces, i.e., by labelling the event log with different labelling functions. All logs have been labelled according to three criteria: the first one is domain dependent and varies for each dataset, while the remaining two datasets (XXX mean and XXX median) for each log are generated based on the execution cycle time. In the XXX mean dataset (resp. XXX median), traces with a cycle time lower than the mean (resp. median) duration of the traces in the event log are labeled as positive; as negative otherwise.

BPIC12 is a real-life logs from the Business Process Intelligence Challenge 2012 [33]. The log pertains to the application process for personal loans or overdrafts in a Dutch financial institute. It merges three intertwined sub-processes. Besides the cycle-time datasets, in the BPIC12 dataset, traces have been labeled based on the occurrence of the activity O_CANCELLED [34].

CERV is an event log related to the process of cervical cancer screening carried out in an Italian cervical cancer screening centre [35]. Cervical cancer is a disease in which malignant (cancer) cells form in the tissues of the cervix of the uterus. The screening program proposes several tests in order to early detect and treat cervical cancer. It is usually composed by five phases: Screening planning; Invitation management; First level test with pap-test; Second level test with colposcopy, and eventually biopsy. The traces contained in the event log (CERV compl) have been analysed by a domain expert and labeled as compliant (positive traces) or non-compliant (negative traces) with respect to the cervical cancer screening protocol adopted by the screening centre.

The DREYERS log [36] is an event log documenting the application grant process of the Dreyers Foundation, a Danish foundation supporting budding lawyers and architects. The application requests are traced through an information system and the DREYERS event log also collects the early stages of deployment and the testing phase of the system. The domain-specific labelling for the DREYERS dataset is the one used in [14]: it classifies the executions based on whether they were reset due to a system failure (negative traces) or not (positive traces).

The production event log (PROD) [34] contains data from a manufacturing process. Each trace records information about activities, workers and machines involved in the production of items. The labelling for the PROD dataset distinguishes between executions with at least a rejected work order (negative traces) and executions with no rejected orders (positive traces) [34].

SEPSIS [37] is an event log that records trajectories of patients with symptoms of the life-threatening sepsis condition in a Dutch hospital. Each case logs events since the patient’s registration in the emergency room until her discharge from the hospital. Among others, laboratory tests together with their results are recorded as events. The traces contained in the event log have been labeled based on the formula $\phi_1 = \ldots$
The positive traces satisfies $\phi_1$, while the negative ones violate the constraint.

Finally, the TRAFFIC fines event log [38], which comes from an Italian local police force, contains events on fine notifications, as well as (partial) repayments. This event log has also been labeled based on whether the fine is finally repaid in full (positive traces) or sent for credit collection (negative traces) [34] (TRAFFIC\_paid dataset).

Table 3 summarizes the data related to the 18 resulting datasets.

| Dataset          | Log       | Trace # | Activity # | Label   | Positive Trace # | Negative Trace # |
|------------------|-----------|---------|------------|---------|------------------|------------------|
| BPIC12\_CANC     | BPIC12    | 13087   | 36         | O\_CANCELL\_edseq | 2660             | 10427            |
| BPIC12\_mean     | BPIC12    | 13087   | 36         | mean duration | 8160             | 4927             |
| BPIC12\_median   | BPIC12    | 13087   | 36         | median duration | 6544             | 6543             |
| CERV\_comp       | CERV      | 197     | 16         | compliant | 55               | 102              |
| CERV\_mean       | CERV      | 197     | 16         | mean duration | 93               | 64               |
| CERV\_median     | CERV      | 197     | 16         | median duration | 92               | 65               |
| DREYERS\_ext     | DREYERS   | 790     | 33         | reset executions | 492              | 288              |
| DREYERS\_mean    | DREYERS   | 790     | 33         | mean duration | 206              | 494              |
| DREYERS\_median  | DREYERS   | 790     | 33         | median duration | 406              | 294              |
| PROD\_ext        | PROD      | 220     | 26         | reset executions | 103              | 117              |
| PROD\_mean       | PROD      | 220     | 26         | mean duration | 148              | 72               |
| PROD\_median     | PROD      | 220     | 26         | median duration | 110              | 110              |
| SEPSIS\_mean     | SEPSIS    | 1050    | 16         | $\phi_1$ | 665              | 365              |
| SEPSIS\_median   | SEPSIS    | 1050    | 16         | mean duration | 838              | 212              |
| SEPSIS\_median   | SEPSIS    | 1050    | 16         | median duration | 525              | 525              |
| TRAFFIC\_paid    | TRAFFIC   | 129415  | 10         | fine paid       | 70682             | 59013            |
| TRAFFIC\_mean    | TRAFFIC   | 129415  | 10         | mean duration | 70585             | 59308            |
| TRAFFIC\_median  | TRAFFIC   | 129415  | 10         | median duration | 45000             | 44612            |

TABLE 3: Dataset description

The results obtained by applying the NegDis algorithm are summarised in Table 4. The table reports for each dataset, the results related to the SUBSET (connected to the generality criterion of Eq. 6a and 6b) and CARDINALITY (simplicity criterion of Eq. 8a and 8b) optimizations in terms of number of returned models, minimum size of the returned models, as well as percentage of negative traces violated by the returned model. Moreover, the table reports the time required for computing the set of compatibles, the set of sheriffs, as well as the SUBSET and CARDINALITY optimizations.

The table shows that for the CERV\_comp data, NegDis is able to return models that satisfy the whole set of positive traces and violate the whole set of negative traces (the percentage of violated traces in $L^-$ is equal to 100%) with a very low number of constraints (4). A similar result is obtained also with the BPIC12\_CANC dataset (with a minimum model of a single constraint) and with the DREYERS\_mean dataset (with a minimum model composed of 3 constraints). For the other datasets, the returned models are always able to satisfy all traces in $L^+$, however not all the negative traces are violated by the returned models. For some of the datasets, as for instance, the DREYERS\_ext and the DREYERS\_median, the percentage of violated traces is quite close to 100% (98.56% and 96.94%, respectively), with relatively small models (8 and 14 constraints, respectively). For other datasets, as the BPIC12\_mean, SEPSIS\_mean, BPIC12\_mean, TRAFFIC\_paid, TRAFFIC\_mean and TRAFFIC\_median, the percentage of violated traces is relatively small (4.25% for SEPSIS\_mean and less than 1% for all the other datasets), as the number of constraints of the returned models (ranging from 1 for TRAFFIC\_paid to 13 for BPIC12\_mean, TRAFFIC\_mean and TRAFFIC\_median). However, while for SEPSIS\_mean and BPIC12\_mean, the number of $L^-$ traces violated by the model returned by NegDis is relatively low (around 49 and 4, respectively), in case of the TRAFFIC log, NegDis returns a model able to violate around 600 traces in $L^-$. Moreover, NegDis is able to obtain reasonable results also with the other real datasets. For the datasets related to the PROD event log it returns slightly larger minimum models (including about 21-30 constraints) able to accept all traces in $L^+$ and to violate from around 40% to 80% of $L^-$ traces. In the case of BPIC12\_median and SEPSIS\_median, the models discovered with NegDis are instead able to violate around 30% of the traces in $L^-$. Overall, the inability to identify a set of constraints that is able to fulfill all traces in $L^+$ and to violate all negative ones is due to a bias of the considered language (Declare without data) that does not allow to explain the positive traces without the negative ones. A language bias issue could also be the cause of the huge difference in terms of percentage of $L^-$ violated traces obtained with the mean and the median cycle time for some of the datasets (e.g., BPIC12 and SEPSIS). Indeed, when the positive and negative trace sets are quite balanced (i.e., for BPIC12\_median and SEPSIS\_median) NegDis is able to identify a set of constraints (related to the control flow) describing the traces with a low-medium cycle time and excluding the ones with a medium-high cycle time; when, instead, the sets of the positive and the negative traces are quite imbalanced (i.e., for BPIC12\_mean and SEPSIS\_mean) characterizing the high number of traces with a low or medium cycle time while excluding the ones with a very high cycle time can become hard.

The table also shows that NegDis is overall very fast for small datasets with SUBSET (e.g., less than 30 seconds for CERV, PROD and SEPSIS), while it requires some more time for the large ones (e.g., BPIC12 and TRAFFIC) and the ones with a large alphabet (e.g., DREYERS). While the time required for computing compatibles and sheriffs seems to be related to the size and complexity of the dataset, the time required for computing the optimizations especially the CARDINALITY seems to depend also on other characteristics of the datasets.

Compared to state-of-the-art techniques for the discovery of declarative models starting from the only positive traces, NegDis is able to return a small number of constraints satisfying all traces in $L^+$ without decreasing the percentage of violated traces in $L^-$. Among the classical declarative discovery approach, we selected the state-of-the-art DeclareMiner algorithm [32] implemented in the RUM toolkit [33]. We discovered the models using the only positive traces and setting the support parameter, which measures the percentage of (positive) traces satisfied by the Declare model, to 100%.

11. We run the DeclareMiner algorithm with vacuity detection disabled, activity support filter set to 0%, using both transitive closure and hierarchy-based reduction of the discovered constraints, as well as with the whole set of Declare templates.
with DeclareMiner or higher percentage of negative trace violations obtained guarantees the satisfaction of all traces in \( L \). NegDis is able to identify a small set of constraints, that traces violated.

The percentage of positive traces satisfied and negative traces satisfied by the model, the model returned by the \( \text{DeclareMiner} \) parameter, i.e., for a lower percentage of positive support number of constraints, as well as the percentage of negative trace violations obtained with \( \text{DeclareMiner} \) (with \text{support} to 100%).

Table 5 summarises the obtained results. The table reports for each dataset, the size of the model in terms of number of constraints, as well as the percentage of negative traces violated by the model. For lower values of the \text{support} parameter, i.e., for a lower percentage of positive traces satisfied by the model, the model returned by the \( \text{DeclareMiner} \) violates a higher percentage of negative traces. In this way, the support parameter allows for balancing the percentage of positive traces satisfied and negative traces violated.

As hypothesised, the optimisation mechanism in NegDis is able to identify a small set of constraints, that guarantees the satisfaction of all traces in \( L^+ \) and the same or higher percentage of negative trace violations obtained with \( \text{DeclareMiner} \) (with \text{support} to 100%).

Table 6 reports the obtained accuracy values for the \( \text{DecMiner} \), the \( \text{DeclareMiner} \) (with the \text{support} parameter set to 100%) and the NegDis (both for the \text{CARDINALITY} and \text{SUBSET} optimization) approach. The table shows that on this specific dataset, NegDis and \( \text{DecMiner} \) have very close performance (with NegDis \text{CARDINALITY} performing slightly better). \( \text{DeclareMiner} \) presents instead on average a slightly lower accuracy mainly due to the highly constrained discovered model that, on one hand, allows for violating all negative traces in the validation set, and, on the other hand, leads to the violation of some of the positive traces in the validation set.

5 Related work

Process discovery is generally considered a challenging task of process mining [40]. The majority of works in this field are focused on discovering a process model from a set of input traces that are supposed compliant with it. In this relying on the same procedure and dataset (CERV\textsubscript{compl}) used in [35] to assess the results of \( \text{DecMiner} \), a state-of-the-art declarative discovery approach based on Inductive Logic Programming (ILP) that is able to use both positive and negative execution traces. Five fold-cross validation is used, i.e., the CERV\textsubscript{compl} dataset is divided into 5 folds and, in each experiment, 4 folds are used for training and the remaining one for validation purposes. The average \text{accuracy} of the five executions is collected, where the accuracy is defined as the sum of the number of positive (compliant) traces that are (correctly) satisfied by the learned model and the number of negative (non-compliant) traces that are (correctly) violated by the learned model divided by the total number of traces.

Table 6: Accuracy results obtained with \( \text{DecMiner}, \text{DeclareMiner} \) and NegDis

| Dataset     | Model size | Violated \( L^+ \) trace % |
|-------------|------------|-----------------------------|
| BPIC12\_ANC | 795        | 100%                        |
| BPIC12\_mean| 515        | 0.91%                       |
| BPIC12\_median| 532     | 32.55%                      |
| CERV\_comp| 323        | 100%                        |
| CERV\_mean| 6          | 0%                          |
| CERV\_median| 2         | 0%                          |
| DREYERS\_comp| 909      | 98.56%                      |
| DREYERS\_mean| 425      | 100%                        |
| DREYERS\_median| 798    | 96.94%                      |
| PROD\_all| 277        | 36.75%                      |
| PROD\_mean| 269        | 79.17%                      |
| PROD\_median| 241      | 77.22%                      |
| SEPS\_all| 211        | 0.82%                       |
| SEPS\_mean| 213        | 4.25%                       |
| SEPS\_median| 203     | 22.29%                      |
| TRAFFIC\_all| 67         | 0.01%                       |
| TRAFFIC\_mean| 84       | 0.76%                       |
| TRAFFIC\_median| 86      | 0.75%                       |

Table 6: Accuracy results obtained with \( \text{DecMiner}, \text{DeclareMiner} \) and NegDis

Approach       | Accuracy  |
----------------|------------|
\text{DecMiner} | 97.44%     |
\text{DeclareMiner} | 96.79%    |
NegDis (\text{SUBSET}) | 97.38%      |
NegDis (\text{CARDINALITY}) | 97.57%      |
sense, process discovery can be seen as the application of a machine learning technique to extract a grammar from a set of positive sample data. Angluin et al. [41] provide an interesting overview on this wide field. Differently from grammar learning, where the model is often expressed with automata, regular expressions or production rules, process discovery usually adopts formalisms that can express concurrency and synchronization in a more understandable way [12]. The language to express the model is a crucial point, which inevitably influences the learning task itself. Indeed, the two macro-categories of business process discovery approaches—procedural and declarative—differ precisely by the type of language to express the model. Well known examples of procedural process discoverers are the ones presented in the works [7], [8], [9], [10], [42], [43], [44]. See [45], [46] for systematic literature reviews of this field. Like most procedural approaches, all these works contemplate the presence of non-informative noise in the log, which should be separated from the rest of the log and disregarded.

Traditional declarative approaches to process discovery stem from the necessity of a more friendly language to express loosely-structured processes. Indeed—as also pointed out by [40]—process models are sometimes less structured than one could expect, so procedural discovery could produce spaghetti-models. In that case, a declarative approach is more suitable to briefly list all the required or prohibited behaviours in a business process. Similarly to our technique, the one exposed by Maggi et al. in [47] starts by considering the set of all activities in the log and building a set of all possible candidate Declare constraints. The performance of this technique is improved in [40], while [48] proposes a model refinement to efficiently exclude vacuously satisfied constraints.

The MINERFul approach described in [49] proposes to employ four metrics to guide the declarative discovery approach: support, confidence and interest factor for each constraint w.r.t. the log, and the possibility to include in the search space constraints on prohibited behaviours. Particularly relevant for our purposes is the work by Di Cicco et al. [22], who focus on refining Declare models to remove the frequent redundancies and inconsistencies. The algorithms and the hierarchy of constraints described in that work were particularly inspiring to define our discovery procedure. Similarly to the procedural approaches, all the declarative ones described so far do not deal with negative examples, although the vast majority of them envisage the possibility to discard a portion of the log by setting thresholds on the value of specific metrics that the discovered model should satisfy. In the work [50] the authors propose a declarative miner for learning Dynamic Condition Response (DCR) graphs from event logs. Similarly to our approach, they focus on control-flow-related aspects only, and disregard timing, data and resource perspectives. Negative examples are not exploited in the learning process, but taken into account when measuring underfitting and overfitting of the resulting model.

In the wider field of grammar learning, the foundational work by Gold [51] showed how negative examples are crucial to distinguish the right hypothesis among an infinite number of grammars that fit the positive examples. Both positive and negative examples are required to discover a grammar with perfect accuracy. Since process discovery does not usually seek perfection, but only a good performance according to defined metrics, it is not surprising that many procedural and declarative discoverers disregard the negative examples. Nonetheless, in this work we instead claim that negative traces are extremely important when learning declarative process models.

The information contained in the negative examples is actively used in a subset of the declarative process discovery approaches [13], [14], [52], [53], [54]. All these works can be connected to the basic principles of the Inductive Constraint Logic (ICL) algorithm [55], whose functioning principle is intrinsically related to the availability of both negative and positive examples. The Declarative Process Model Learner (DPML) described in [55], [52] by Lamma et al. focuses on learning integrity constraints expressed as logical formulas. The constraints are later translated into an equivalent construct of the declarative graphical language DecSerFlow [56]. Similarly to this approach, the DecMiner tool described in [13], learns a set of Social Constrained if-and-only-if (SCIFF) rules [57] which correctly classify an input set of labelled examples. Such rules are then translated into ConDec constraints [58]. Differently from [13], the present work directly learns Declare constraints without any intermediate language. DPML has been later used in [59] to extract integrity constraints, then converted into Markov Logic formulas. Taking advantage of the negative examples, the approach of [59] is improved in [54]. Another related work is the Rejection Miner by Slaats et al. [14], which—allogously to our vision—considers process discovery as a binary classification task and provides an algorithm where some parts can be customised to include more constraints and different model minimisation strategies. Likewise, our approach envisages the possibility to employ a different language bias or closure operator. Since the aim of [14] is to provide a general miner (not limited to Declare notation), they do not focus on notation-specific improvements like our use of the closure to avoid redundancies and provide more compact models. Interestingly, [14] also reports a demonstration of the reasons why Declare is not able to perfectly separate any pair of positive/negative traces. Consistently with this finding, our approach aims at discovering a model that accepts all traces in $L^+$ and rejects as many traces in $L^-$ as possible. Despite its limits, we believe that Declare’s diffusion in both industry and academia motivates the need to further investigate process discovery with this language.

Since for all these works the availability of negative examples is crucial, recent years have seen the development of synthetical log generators able to produce not only positive but also negative process cases [12], [50], [59], [60], [61], [62]. In the experimental evaluation of this work, we employ the abductive-logic generator by Loreti et al. [30] to synthesise part of the input event logs.

Two-class declarative process discovery is sometimes related to sequence mining and classification [15], [63], [64], [65], [66]. In [63] the authors propose a probabilistic machine learning approach that infers subsequences which best compress a sequence database. A similar Bayesian technique is used by Egho et al. [64] to mine Standard Classification
Rule Models, where the antecedent is the relevant subsequence, and the consequent expresses the support of that subsequence in each class. The above-mentioned work by Maggi et al. [47] originated from the idea that Apriori-like approaches can discover local patterns in a log, but not rules representing prohibited behaviours and choices. The same motivation is behind the work by De Smedt et al. [15], which significantly enriches the expressiveness of the discovered models employing Declare behavioural constraints in sequence classification. Differently from [15], our work does not focus on characterising the traces of multiple, possibly intersected, input classes, but rather on refining the relevant feature of the traces belonging to a single class (the positive). In order to do so, we assume two disjoint sets of examples and suggest extracting from one class (the negative) the information relevant to characterise the other (the positive). In other words, the information that is relevant for our purpose is the fact that a trace does not belong to a certain class. Another important difference regards the mining algorithm: while [15] explicitly considers each relevant Declare constraint, we envisage the language bias, as well as the subsumption hierarchy as input and we exploit the power of a satisfiability-based solver to determine the best model in terms of generality or simplicity.

Particularly related to our approach are the works by Neider et al. [67], Camacho et al. [68], and Reiner [69] where a satisfiability-based solver is employed to learn a simple set of LTL formulae consistent with an input data set of positive and negative examples. In particular, Neider et al. [67] employ decision tree to improve the performance and manage large example sets; Camacho et al. [68] exploit the correspondence of LTL formulae with Alternating Finite Automata (AFA); whereas Reiner [69] uses partial Directed Acyclic Graphs (DAGs) to decompose the search space into smaller subproblems. Furthermore, the concept of negative example used in this work could be related to both the definitions of syntactical and semantic noise of [70].

It is important to underline that also a limited number of procedural approaches envisage the need for taking into account the information contained into the negative examples. In particular, the work [71] showed how negative examples can be employed to alleviate problems like log incompleteness and noise. The Artificially Generated Negative Events (AGNEs) tool described in [12] increases the dimension of an event log with artificially generated negative examples, then uses ILP multi-relational classification to discover a Petri net model. Negative examples are generated in a rather syntactical way, by adding a unique negative event at the end of a positive trace. This concept is extended in the work of Ponce de Leon et al. [6] which envisage the concatenations of a sequence of negative events. Differently from these approaches, our technique does not assume syntactical restrictions on the input negative examples. ILP is also used in [72], where the authors suppose a set of negative examples provided by domain experts. The approach uses partial-order planning to discover a structured model.

Deviant cases—intended as traces whose sequence of activities deviates from the expected behaviour—are the subject of deviance mining approaches reviewed and evaluated by Nguyen et al. in [47]. Some applications of deviance mining tend to highlight the differences between models discovered from deviant and non-deviant traces [73], [74]. Other works intend deviance mining as a classification task, where the miner is required to identify normal and deviant traces given a set of examples. The classification inherently causes the discovery of patterns which distinguish different types of traces. In this sense, deviance mining is particularly similar to sequence classification. The discovered patterns can be based on the simple frequency of individual activities as in [75], [76], their co-occurrence as in [77], or the occurrence of specific subsequences [25], [78], [79]. Table 7 briefly illustrate the classification of the cited related works.

| Procedural | One-class discovery | [7], [8], [9], [10], [42] |
|------------|-------------------|-------------------------|
| Two-class discovery | [6], [71], [72] |
| Log generation | [12], [61], [62] |
| Declarative | One-class discovery | [22], [40], [47], [48], [49] |
| Two-class discovery | [13], [14], [35], [52], [53] |
| Log generation | [54], [67], [68], [69] |
| Deviance mining | [17], [25], [73], [74], [75] |
| Sequence mining/classification | [15], [63], [64], [65], [66] |

**TABLE 7:** Classification of related works.

**6 CONCLUSION**

While the vast majority of works see process discovery as a one-class supervised learning task, we embrace the less popular view of process discovery as a binary supervised learning job, where traces representing a “stranger” behaviour can be considered as heralds of valuable information about the process itself. Devoted to this vision, we developed a technique which considers both positive and negative traces and performs process discovery as a satisfiability problem, where different heuristics can be adopted to assess the optimal model according to different goals.

Being able to extract valuable knowledge from negative examples, our proposal NegDis can be employed to enrich the process description extracted by a state-of-the-art declarative process discovery algorithm. However, it is worth to underline that the resulting declarative process discoverer taking advantage of explicitly defined positive and negative examples would not be necessarily an alternative to procedural discovery techniques. Indeed in some cases, when correct thresholds and language biases are adopted, procedural discoverers have the great advantage to provide the user with a rather easy-to-understand definition of the process model. Nonetheless, the informative content provided by those process cases that are discarded by procedural discoverer can still be extremely important. For the future, as NegDis extracts valuable information from $L^−$ without excluding any trace of $L^+$, it could also be applied as a post processing technique to enrich the output of procedural discoverers with declarative constraints. The
resulting output would be a hybrid procedural/declarative process model, showing a simple and handy structured representation of the main business process together with a set of declarative constraints. The goal of such constraints would be to account for less frequent deviances or prohibited behaviours in a much more synthetic and easy-to-understand way with respect to an equivalent spaghetti-like procedural formulation.

Such a hybrid solution could also greatly simplify the elicitation of long-term dependencies between activities that occur at the beginning of the process and those carried out towards the end. Indeed, the structured nature of procedural approaches makes them not properly suitable to express such dependencies. One current way to tackle such issue is through the employment of global variables and “if” statements to control the execution flow of each instance. For example, Kalenkova et al. [80] propose a process discovery technique devoted to repair free-choice procedural workflows with additional modelling constructs, which can more easily capture non-local dependencies. Nonetheless, since such additional constraints are intended to preserve the procedural nature of the model, the result may increase its complexity and ultimately affect its readability. An hybrid procedural/declarative model formulation would maintain a structured form to express the model while integrating it with handy declarative long-term constraints involving procedural/declarative model formulation would maintain complexity and ultimately affect its readability. An hybrid procedural nature of the model, the result may increase its complexity and ultimately affect its readability. An hybrid procedural/declarative model formulation would maintain a structured form to express the model while integrating it with handy declarative long-term constraints involving activities occurring far from each other in the workflow. This idea of a hybrid procedural/declarative model formulation has been explored by various works and proved to be particularly effective in the field of medical clinical guidelines [81], [82], [83]. A wider landscape of applications is considered by Maggi et al. in the work [3].

Finally, the performance of NegDis presented in this paper could be boosted through a parallel approach. Analogously to previous works [12], [84], [85] we can envisage two possible directions to decompose our task: by splitting the model (i.e. in this case the set of constraints to be learned), or the input data (i.e. the business log). The algorithm presented here could easily adopt the first kind of partitioning, whereas the second might be more challenging.
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