HIGHER CODIMENSION BEHAVIOR IN EQUIVARIANT IWASAWA THEORY FOR CM-FIELDS

TAKENORI KATAOKA

Abstract. In classical Iwasawa theory, we mainly study codimension one behavior of arithmetic modules. Relatively recently, F. M. Bleher, T. Chinburg, R. Greenberg, M. Kakde, G. Pappas, R. Sharifi, and M. J. Taylor started studying higher codimension behavior of unramified Iwasawa modules which are conjectured to be pseudo-null. In this paper, by developing a general algebraic theory on perfect complexes, we obtain a new perspective of their work. That allows us to extend the results to equivariant settings and, even in non-equivariant settings, to obtain more refined results concerning the higher codimension behavior.
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1. Introduction

In classical Iwasawa theory we usually study various modules up to pseudo-null modules. For instance, Iwasawa main conjecture is often formulated as a relation between the characteristic ideals of Iwasawa modules and $p$-adic $L$-functions, and in general characteristic ideals ignore pseudo-null modules. On the other hand, Greenberg’s conjecture claims that the unramified Iwasawa modules are pseudo-null in certain situations (see [1, Conjecture 3.4.1]). In that case, therefore, there was not satisfactory research on more detailed structure of unramified Iwasawa modules.

Against this background, F. M. Bleher, T. Chinburg, R. Greenberg, M. Kakde, G. Pappas, R. Sharifi, and M. J. Taylor [1] began studying unramified Iwasawa modules that are assumed to be pseudo-null. More concretely, when the base field is an imaginary quadratic field, they obtained a relation between unramified Iwasawa modules and pairs of $p$-adic $L$-functions. In subsequent work [2], when the base field is a CM-field, an analogous result is obtained, though we have to replace unramified Iwasawa modules by certain alternatives that are defined via exterior powers. An analogue for Selmer groups of elliptic curves is also studied by A. Lei and B. Palvannan [8].

In this paper, we extend and refine the results of [1] and [2] from (abelian) equivariant perspective. The term “equivariant” means that we allow $p$ to divide the order of the finite abelian extension concerned. In that case, the ring theoretic property of the Iwasawa algebra gets worse; for instance, it is no longer normal, so the characteristic ideals are not defined in a classical way. We obtain equivariant versions of the results of [1] and [2] by studying arithmetic complexes whose cohomology groups know the Iwasawa modules. Our method also gives refined results even in the non-equivariant setting. For example, a main result of [2] (which we recall in Theorem 5.10) is formulated using the second Chern classes of modules, so it studies the codimension two behavior only. We generalize this theorem in a form without localization at height two prime ideals, so it also knows higher codimension behavior.

This paper has two kinds of main results, which respectively generalize main results of [2] and [1]. In §1.1 and §1.2, we illustrate those main results. In §1.3, we explain the central idea of this paper to prove them.

1.1. The first main theorem. We state the first main theorem in a special case; the general statement is Theorem 5.3. In order not to impair the readability, for now we omit to introduce all the notations that are necessary for the precise statement and instead refer to later sections for them.

Let $p$ be a fixed odd prime number. Let $E$ be a CM-field. We write $S_p(E)$ (resp. $S_{\infty}(E)$) for the set of $p$-adic primes (resp. infinite places) of $E$. A subset $\mathcal{S} \subset S_p(E)$ is called a ($p$-adic) CM-type if $S_p(E)$ is the disjoint union of $\mathcal{S}$ and $\overline{\mathcal{S}}$, where $\overline{\mathcal{S}}$ denotes the set of the complex conjugates of primes in $\mathcal{S}$. We assume that there exists a CM-type for $E$, namely, that $E$ satisfies the $p$-ordinary condition.

We write $\tilde{E}$ for the compositum of all $\mathbb{Z}_p$-extensions of $E$. We consider an abelian extension $K/E$ such that $K$ contains $\tilde{E}(\mu_p)$ and $K/\tilde{E}$ is a finite extension. Here, $\mu_p$ denotes the group of $p$-th roots of unity. A key point is that we deal with the “equivariant” case, namely, we allow the $p \mid [K : \tilde{E}]$ case. The articles [1] and [2] deal with the $p \nmid [K : \tilde{E}]$ case only.
For a finite set $S$ of finite primes of $E$, let $X_S(K)$ denote the $S$-ramified Iwasawa module for $K$, which is by definition the Galois group of the maximal abelian $p$-extension of $K$ that is unramified at all primes not lying above $S$. We also put $X(K) = X_0(K)$. It is known that $X_S(K)$ is a finitely generated module over the Iwasawa algebra $\mathcal{R} = \mathbb{Z}_p[[\text{Gal}(K/E)]]$. It is expected that $X_S(K)$ is a torsion $\mathcal{R}$-module (i.e., annihilated by a non-zero-divisor) if $S$ is a CM-type (see Assumption 4.1 and Remark 4.2). In this introduction, we assume this property.

Let $\Sigma$ be a finite set of places of $E$ that contains $S_p(E) \cup S_\infty(E)$. We also impose an additional condition labeled as (3.1). Note that if $p \nmid [K : E]$, this condition is trivial so we may take $\Sigma = S_p(E) \cup S_\infty(E)$. We write $\Sigma_f$ for the set of finite primes in $\Sigma$.

Let $\mathcal{S}$ be a CM-type. Then we have a natural exact sequence of $\mathcal{R}$-modules

$$D_S(K) \oplus D_{\Sigma}(K) \rightarrow X_{\Sigma_f}(K) \rightarrow X_{\Sigma_f \setminus S_p(E)}(K) \rightarrow 0.$$ 

Here, the modules $D_S(K)$ and $D_{\Sigma}(K)$ are defined using local information (see §3.2). This sequence implies that the first map offers information on the Iwasawa module $X_{\Sigma_f \setminus S_p(E)}(K)$. We can check that (Lemma 5.1) the generic ranks over $\mathcal{R}$ of $D_S(K)$, $D_{\Sigma}(K)$, and $X_{\Sigma_f}(K)$ are all $d = [E : \mathbb{Q}]/2$. Then, inspired by [2], we take the $d$-th exterior powers, which gives rise to a map

$$\bigwedge^d D_S(K) \oplus \bigwedge^d D_{\Sigma}(K) \rightarrow \bigwedge^d X_{\Sigma_f}(K).$$

The first main theorem studies the cokernel of this map or, more accurately, the cokernel after taking the quotient of the target module modulo its torsion part, which is denoted by $(-)_{/\text{tor}}$. We will introduce the other notations used in the statement afterward.

**Theorem 1.1.** We have an exact sequence

$$0 \rightarrow \left( \bigwedge^d D_S(K) \right)_{/\text{tor}} \rightarrow \mathcal{R}_q (\mathcal{L}^{\text{alg}}_{\Sigma_f \setminus S, \mathcal{L}^{\text{alg}}_{\Sigma, \Sigma_f \setminus \mathcal{S}}}) \rightarrow \mathcal{R}_q \text{Fitt}_q (H^2_{\text{Iw}}(K_\Sigma/K, \mathbb{Z}_p)_q) \rightarrow 0$$

for each prime ideal $q$ of $\Lambda$ which is not in the support of

$$\bigoplus_{p \in S_p(E)} Z_p(K) \oplus \bigoplus_{p \in S_p(E)} Z_p(K)^+(1).$$

We briefly explain the notations (see also §1.5):

- $\Lambda$ is an auxiliary subalgebra of $\mathcal{R}$ (see §3.2), which is introduced only to suitably formulate “avoiding the supports of $Z_p(K)$ and $Z_p(K)^+(1)$.”
- $Z_p(K)$ is an $\mathcal{R}$-module which is isomorphic to $Z_p[[\text{Gal}(K/E)/G_p(K/E)]]$, where $G_p(K/E)$ denotes the decomposition group (see §3.2).
- $H^2_{\text{Iw}}(K_\Sigma/K, \mathbb{Z}_p)$ is the Iwasawa cohomology group, which is closely related to $X(K)$ (see §3.2).
- For a subset $S \subset \Sigma_f$ such that $S \cap S_p(E)$ is a CM-type, $\mathcal{L}^{\text{alg}}_{\Sigma, S}$ denotes the algebraic $p$-adic $L$-function (see §3). Note that in this paper we do not study a main conjecture (i.e., a relation with analytic aspects), but see the final paragraph of §3.
In §5.3 we will explain how to recover a main theorem of [2] from our theorem. A main tool is the additivity of the (second) Chern classes with respect to exact sequences, though we will also need an additional algebraic proposition proved in §A. Let us also stress that our main theorem does not require localization at height two prime ideals, which is an improvement on [2].

It is natural to ask if the exterior powers in Theorem 1.1 have arithmetic interpretations. In [2, Theorem D], an answer is given when \(d = 2\) (more generally when \(n = 2\) and \(l = 2\) in the notation of Theorem 5.3). This answer is actually also valid in our equivariant situation without changing the discussion, so we omit the details.

1.2. The second main theorem. Contrary to the first main theorem, our second main theorem (Theorem 6.1) describes, under more restrictions (including \(d = 1\)), unramified Iwasawa modules themselves without avoiding any prime ideal \(q\).

**Theorem 1.2.** Suppose that \(E\) is an imaginary quadratic field (i.e., \(d = 1\)). Let \(S_p(E) = \{p, \overline{p}\}\). Suppose that we may take \(\Sigma = S_p(E) \cup S_\infty(E)\) (note that this is unfortunately restrictive; see condition (3.1)). Also, suppose that \(X(K)\) is pseudo-null. Then we have an exact sequence of \(R\)-modules

\[
\mathbb{Z}_p(1) \to X(K) \to \frac{R}{(L^\text{alg}_{\Sigma(\mathcal{P})}, L^\text{alg}_{\Sigma(\overline{\mathcal{P}})})} \to E^2(X(K))^\dagger(1) \to 0.
\]

Moreover, the image of the first map from \(\mathbb{Z}_p(1)\) is finite.

Here, we put \(E^2(\cdot) = \text{Ext}_R^2(\cdot, \mathcal{R})\) (see §1.5 for the convention on \(R\)-module structure).

When \(p \nmid [K : \tilde{E}]\), the character-component of Theorem 1.2 recovers [1, Theorem 5.2.1]. We also have the following corollary of Theorem 1.2 (see Corollary 6.3 for a generalization). Let \(X(K)_{\text{fin}}\) denote the maximal finite submodule of \(X(K)\).

**Corollary 1.3.** In the situation of Theorem 1.2, \(X(K)_{\text{fin}}\) is a quotient of \(\mathbb{Z}_p(1)\) as an \(R\)-module.

1.3. The key idea of the proof. We outline the proofs of the main theorems, putting focus on difference from [1, 2].

1.3.1. Review of methods of [1] and [2]. First we explain a key idea of [1] and [2]. We assume \(p \nmid [K : \tilde{E}]\) and \(\Sigma_f = S_p(E)\). In this case, \(R\) is a finite product of regular local rings.

The following algebraic proposition is a key observation. Recall that a finitely generated module \(M\) over a regular local ring is said to be reflexive if the canonical homomorphism \(\alpha_M : M \to M^{**}\) is isomorphic, where in general \((\cdot)^*\) denotes the linear dual. It is known that \(M^{**}\) is automatically reflexive, and \(M^{**}\) is called the reflexive hull of \(M\).

**Proposition 1.4.** Let \(A\) be a regular local ring and \(M\) a reflexive \(A\)-module.

1. If \(\dim(A) \leq 2\), then \(M\) is free.
2. ([1, Lemma A.1]). If the generic rank of \(M\) over \(A\) is one, then \(M\) is free.
Then a key idea of [1, §5] and [2, §4] is to replace the arithmetic modules $X_{S_p(E)}(K)$ and $D_S(K)$ by their reflexive hulls. We consider a natural commutative diagram

\[(1.1) \quad \bigwedge^d_R D_S(K) \oplus \bigwedge^d_R D_S(K) \rightarrow \bigwedge^d_R D_S(K)^{**} \oplus \bigwedge^d_R D_S(K)^{**} \]

Concerning Theorem 1.1: After taking $(-)/_{\text{tor}}$ of the lower left module, the cokernel of the left vertical arrow is what we want to understand. Thanks to Proposition 1.4(1), the modules on the right are free after localization at primes of height two. Hence the right vertical arrow is easy to understand, yielding the middle term of the sequence in Theorem 1.1 that involves the algebraic $p$-adic $L$-functions.

Another important point is that the cokernel of the maps to the reflexive hulls can be explicitly described via spectral sequences from duality theorems (Proposition 5.11). Then we can also investigate the cokernels of the horizontal arrows in the above diagram. By the assumption on $q$, we can see that the cokernel of the upper arrow vanishes, and that the cokernel of the lower arrow yields the last term of the sequence in Theorem 1.1 that involves the Iwasawa cohomology group. Using these facts, we obtain the result by applying snake lemma.

Concerning Theorem 1.2 (so $d = 1$): The idea is the same, but we can remove several defects in the statement of Theorem 1.1 as follows. By Proposition 1.4(2), we do not have to take localization at height two primes. It is known that $X_{S_p(E)}(K)$ is torsion-free (under our hypothesis that $X(K)$ is pseudo-null), so we do not have to take $(-)/_{\text{tor}}$. Finally, the vertical arrow between the cokernels of the horizontal arrows can be studied directly, so we do not have to avoid $q$ as in Theorem 1.1. These facts imply the result.

1.3.2. Idea of this paper. A difficulty in generalization to the $p \mid [K : \bar{E}]$ case is that, contrary to Proposition 1.4 reflexive modules cannot be expected to be free over our algebra $R$.

Our key idea in this paper is to use, instead of exterior powers of reflexive hulls, determinant modules of perfect complexes, which are free of rank one by definition. More concretely, in Proposition 2.2 we introduce a natural homomorphism

$$\Psi_C : \bigwedge^d_R H^1(C) \rightarrow \text{Det}^{-1}_R(C)$$

for a perfect complex $C$ over $R$ that satisfies several conditions. The kernel of $\Psi_C$ is precisely the torsion part, and a description of the cokernel of $\Psi_C$ is also obtained. Note that, contrary to the reflexive hull, the cokernel of $\Psi_C$ is not necessarily pseudo-null, but this does not matter for our purpose.

The arithmetic modules $X_{\Sigma_f}(K)$ and $D_S(K)$ have interpretations as the first cohomology of perfect complexes $C_{\Sigma,\Sigma_f}[1]$ and $C_{S}^{\text{loc}}$ respectively (§3.2), and we can apply the general
construction of the maps to the determinant modules. As a consequence, we obtain a commutative diagram

\[
\begin{array}{ccc}
\bigwedge^d R D_S(K) \oplus \bigwedge^d R D_S(K) & \longrightarrow & \text{Det}^{-1}_R(C^\text{loc}_S) \oplus \text{Det}^{-1}_R(C^\text{loc}_S) \\
\downarrow & & \downarrow \\
\bigwedge^d R X_{\Sigma_f}(K) & \longrightarrow & \text{Det}_R(C_{\Sigma, \Sigma_f})
\end{array}
\]

(see Proposition 5.6). This diagram plays the same role as (1.1). The cokernel of the right vertical arrow can be described by the algebraic $p$-adic $L$-functions (this is almost the definition), yielding the middle term of Theorem 1.1. The cokernel of the horizontal arrows can be described by using duality theorems. By these facts, we obtain Theorem 1.1 again by the snake lemma.

The proof of Theorem 1.2, however, requires reflexive hulls. A main contribution of this paper is, under the assumption of Theorem 1.2, to prove that the reflexive hulls of $X_S(E)(K)$ and $D_S(K)$ are free of rank one. In fact, we will show that the reflexive hulls are isomorphic to the determinant modules that appeared in (1.2) (recall $d = 1$). Then the proof proceeds similarly as in the $p \nmid [K : \tilde{E}]$ case.

1.4. Organization of this paper. In §2 we will establish the key algebraic tool for the main theorems, as explained in §1.3. In §3 we review several facts on arithmetic complexes, including duality theorems. In §4 we introduce the algebraic $p$-adic $L$-functions, which are used in the statements of the main theorems. In §§5, 6 we prove the two main theorems. §A is an appendix on some properties of Fitting ideals that are used in §5.3.

1.5. A list of notations. For a field $k$, let $\overline{k}$ denote an algebraic closure of $k$.

The superscript $(-)^\vee$ denotes the Pontryagin dual for modules which are either compact or discrete.

For a (commutative) ring $A$, let $\dim(A)$ denote the Krull dimension of $A$. Let $Q(A)$ denote the total ring of fractions of $A$. For a prime ideal $p$ of $A$, let $\text{ht}(p)$ denote its height.

Let $M$ be a finitely generated module over a noetherian ring $A$. For an integer $l \geq 0$, let $\bigwedge^l_A M$ denote the $l$-th exterior power of $M$. Let $\text{pd}_A(M)$ denote the projective dimension of $M$. Let $\text{Ann}_A(M)$ denote the annihilator ideal of $M$.

Let $\text{Fitt}_A(M)$ denote the (initial) Fitting ideal of $M$. By definition, if $A^a \xrightarrow{H} A^b \to M \to 0$ is a finite presentation of $M$, then $\text{Fitt}_A(M)$ is generated by all $b \times b$ minors of the presentation matrix of $H$.

We put $E^i(M) = \text{Ext}_A^i(M, A)$ for integers $i \geq 0$. In particular, we define the linear dual by $M^* = E^0(M) = \text{Hom}_A(M, A)$. Then $E^i(M)$ is an $A$-module; when $i = 0$, we define the module structure by $(a\phi)(x) = \phi(ax)$ for $a \in A$, $\phi \in \text{Hom}_A(M, A)$, and $x \in M$. Note that this is the opposite of the convention adopted in [1] and [2].

Let $G$ be an abelian compact group which contains an open subgroup $\Gamma$ which is (non-canonically) isomorphic to $\mathbb{Z}_p^d$ for some $d \geq 1$. Let $M$ be a finitely generated module over $\mathbb{Z}_p[[G]]$. We say that $M$ is torsion over $\mathbb{Z}_p[[G]]$ if it is annihilated by a non-zero-divisor of $\mathbb{Z}_p[[G]]$. We also say that $M$ is pseudo-null if $M_{\mathfrak{Q}} = 0$ for any prime $\mathfrak{Q}$ of $\mathbb{Z}_p[[G]]$. 

with \( \text{ht}(\mathcal{Q}) \leq 1 \). Then being torsion (resp. pseudo-null) over \( \mathbb{Z}_p[[\mathcal{G}]] \) is equivalent to being torsion (resp. pseudo-null) over \( \mathbb{Z}_p[[\Gamma]] \). Therefore, we have no afraid of confusion about the base ring for these properties. Let \( M_{\text{tor}} \) (resp. \( M_{\text{PN}} \), resp. \( M_{\text{fin}} \)) denote the maximal torsion (resp. pseudo-null, resp. finite) submodule of \( M \). We also put \( M_{/\bullet} = M / M_{/\bullet} \) for \( \bullet \in \{ \text{tor}, \text{PN}, \text{fin} \} \).

2. The key algebraic propositions

As discussed in §1.3, this section constitutes the technical heart of this paper.

2.1. Preliminaries on perfect complexes. For a noetherian ring \( A \), let \( D^{\text{perf}}(A) \) be the derived category of perfect complexes over \( A \). For integers \( a \leq b \), let \( D^{[a,b]}(A) \) be the full subcategory of \( D^{\text{perf}}(A) \) that consists of complexes which are quasi-isomorphic to complexes of the form

\[
[\cdots \to 0 \to C^a \to \cdots \to C^b \to 0 \to \cdots],
\]

concentrated in degrees \( a, a+1, \ldots, b \), where \( C^i \) is finitely generated and projective for each \( a \leq i \leq b \). For each \( C \in D^{\text{perf}}(A) \) which is quasi-isomorphic to the displayed complex, we define the Euler characteristic of \( C \) by

\[
\chi_A(C) = \sum_i (-1)^{i-1} \text{rank}_A(C^i).
\]

Here, \( \text{rank}_A(-) \) denotes the (locally constant) rank for projective modules. The determinant module of \( C \) is defined by

\[
\text{Det}_A(C) = \bigotimes_i \text{det}_A^{(-1)^i}(C^i),
\]

where, for a finitely generated projective \( A \)-module \( F \), we put

\[
\text{det}_A(F) = \bigwedge_A^{\text{rank}_A(F)} F,
\]

\( \text{det}_A^{-1}(F) = \text{det}_A(F)^* \)

(recall that \((-)^* \) denotes the linear dual). We also put

\[
\text{Det}_A^{-1}(C) = \text{Det}_A(C)^*.
\]

Since no problem occurs, throughout this paper, we ignore the degrees on determinant modules.

Given an \( A \)-algebra \( A' \), for \( C \in D^{[a,b]}(A) \), let \( A' \otimes^L_A C \in D^{[a,b]}(A') \) denote the derived tensor product. Then we have a natural isomorphism \( A' \otimes_A \text{Det}_A(C) \simeq \text{Det}_{A'}(A' \otimes^L_A C) \).

2.2. The key propositions. Let \( \mathcal{R} \) be a (commutative) ring which contains a regular local ring \( \Lambda \) such that \( \mathcal{R} \) is free of finite rank over \( \Lambda \) and moreover there exists an isomorphism

\[
\text{Hom}_\Lambda(\mathcal{R}, \Lambda) \simeq \mathcal{R}
\]

as \( \mathcal{R} \)-modules. Note that this implies that \( \mathcal{R} \) is Gorenstein. Moreover, we obtain isomorphisms \( \text{Ext}^i_\mathcal{R}(M, \mathcal{R}) \simeq \text{Ext}^i_\Lambda(M, \Lambda) \) for \( \mathcal{R} \)-modules \( M \), so no confusion about the base ring occurs when we write \( E^i(M) \).

The following is a special case of Proposition 2.2.
Proposition 2.1. Let $C \in D^{[0,1]}(\mathcal{R})$ with $H^0(C) = 0$ and set $l = \chi_\mathcal{R}(C)$. Then we have a natural homomorphism

$$\Psi_C : \bigwedge^l_\mathcal{R} H^1(C) \to \text{Det}_{-1}^{-1}(C)$$

which satisfies the following.

1. We have $\ker(\Psi_C) = \left(\bigwedge^l_\mathcal{R} H^1(C)\right)_{\text{tor}}$.
2. We have an isomorphism

$$\text{coker}(\Psi_C) \simeq \mathcal{R}/\text{Fitt}_\mathcal{R}(E^1(H^1(C))).$$

Proof. We consider a natural homomorphism

$$\overline{\Psi}_C : \bigwedge^l_\mathcal{R} H^1(C) \to Q(\mathcal{R}) \otimes_\mathcal{R} \bigwedge^l_\mathcal{R} H^1(C) \simeq Q(\mathcal{R}) \otimes_\mathcal{R} \text{Det}_{-1}^{-1}(C),$$

where the middle isomorphism follows from $Q(\mathcal{R}) \otimes_\mathcal{R} C \in D^{[1,1]}(Q(\mathcal{R}))$. We shall show that $\text{im}(\overline{\Psi}_C) \subset \text{Det}_{-1}^{-1}(C)$, and define $\Psi_C$ as the induced homomorphism. In fact, we will give a more explicit description of $\Psi_C$.

Let us take a quasi-isomorphism $C \simeq [C^0 \overset{\alpha}{\to} C^1]$ with $C^0$ and $C^1$ finitely generated and projective. Put $a = \text{rank}_\mathcal{R}(C^0)$, so $\text{rank}_\mathcal{R}(C^1) = a + l$. We consider the exact sequence

$$0 \to C^0 \overset{\alpha}{\to} C^1 \overset{\beta}{\to} H^1(C) \to 0.$$

Then we are able to define a homomorphism

$$\Psi'_C : \bigwedge^a_\mathcal{R} C^0 \otimes_\mathcal{R} \bigwedge^l_\mathcal{R} H^1(C) \to \bigwedge^{a+l}_\mathcal{R} C^1$$

by

$$(x_1 \wedge \cdots \wedge x_a) \otimes (\beta(y_1) \wedge \cdots \wedge \beta(y_l)) \mapsto \alpha(x_1) \wedge \cdots \wedge \alpha(x_a) \wedge y_1 \wedge \cdots \wedge y_l$$

for $x_1, \ldots, x_a \in C^0$ and $y_1, \ldots, y_l \in C^1$. The well-definedness of $\Psi'_C$ follows from $\bigwedge^{a+l}_\mathcal{R} C^0 = 0$ as in [11, Lemma 2.1]. Taking $\text{Det}_{-1}^{-1}(C^0) \otimes_\mathcal{R} (-)$ to the both sides, we obtain a homomorphism

$$\bigwedge^l_\mathcal{R} H^1(C) \to \text{Hom}_\mathcal{R} \left( \bigwedge^a_\mathcal{R} C^0, \bigwedge^{a+l}_\mathcal{R} C^1 \right) \simeq \text{Det}_{-1}^{-1}(C).$$

By construction, the homomorphism $\overline{\Psi}_C$ coincides with this map (followed by the canonical inclusion). This implies $\text{im}(\overline{\Psi}_C) \subset \text{Det}_{-1}^{-1}(C)$ as claimed.

Then assertion (1) is clear from the construction of $\Psi_C$. For assertion (2), we first note an isomorphism

$$\text{coker}(\Psi_C) \simeq \text{coker}(\Psi'_C).$$

Then we consider maps

$$\text{Det}_{\mathcal{R}}(C^0) \otimes_\mathcal{R} \bigwedge^l_\mathcal{R} C^1 \overset{\text{id} \otimes \bigwedge^l_\mathcal{R} \beta}{\to} \text{Det}_{\mathcal{R}}(C^0) \otimes_\mathcal{R} \bigwedge^l_\mathcal{R} H^1(C) \xrightarrow{\Psi'_C} \text{Det}_{\mathcal{R}}(C^1).$$
By a direct computation after choosing bases of $C^0$ and $C^1$, we see that $\text{Im}(\Psi_C)$ in $\text{Det}_\mathcal{R}(C^1) \simeq \mathcal{R}$ is generated by the $a \times a$ minors of the matrix $\alpha$. By the induced exact sequence

$$0 \to H^1(C)^* \to (C^1)^\vee \xrightarrow{\alpha^*} (C^0)^* \to E^1(H^1(C)) \to 0,$$

and by the definition of Fitting ideals, we obtain

$$\text{Coker}(\Psi_C) \simeq \mathcal{R}/\text{Fitt}_\mathcal{R}(E^1(H^1(C))).$$

This completes the proof. \hfill \Box

For a prime $\mathfrak{q}$ of $\Lambda$, the subscript $(-)_\mathfrak{q}$ denotes the localization with respect to the multiplicative set $\Lambda \setminus \mathfrak{q}$.

The following is the key proposition, which we prove by using Proposition 2.1.

**Proposition 2.2.** Let $C$ be a perfect complex over $\mathcal{R}$ such that $H^i(C)$ is pseudo-null for any $i \neq 1$. We set $l = \chi_\mathcal{R}(C)$. Then we have a natural homomorphism

$$\Psi_C : \bigwedge^l \mathcal{R} H^1(C) \to \text{Det}_\mathcal{R}^{-1}(C)$$

which satisfies the following.

(1) We have $\text{Ker}(\Psi_C) = \left(\bigwedge^l \mathcal{R} H^1(C)\right)_{\text{tor}}$.

(2) Let $\mathfrak{q}$ be a prime ideal of $\Lambda$ such that $\mathcal{R}_\mathfrak{q} \otimes^\mathcal{L}_\mathcal{R} C \in D^{[0,1]}(\mathcal{R}_\mathfrak{q})$ and that $H^0(C)_\mathfrak{q} = 0$. Then we have an isomorphism

$$\text{Coker}(\Psi_C)_\mathfrak{q} \simeq \mathcal{R}_\mathfrak{q}/\text{Fitt}_{\mathcal{R}_\mathfrak{q}}(E^1(H^1(C))_{\mathfrak{q}}).$$

(3) Let $\mathfrak{q}$ be a prime ideal of $\Lambda$ such that $\mathcal{R}_\mathfrak{q} \otimes^\mathcal{L}_\mathcal{R} C \in D^{[1,2]}(\mathcal{R}_\mathfrak{q})$ and that $\text{pd}_{\mathcal{R}_\mathfrak{q}}(H^2(C)_\mathfrak{q}) \leq 2$. Then $(\Psi_C)_\mathfrak{q}$ is bijective.

**Proof.** Since $H^i(C)$ is torsion for any $i \neq 1$, as in the proof of Proposition 2.1, we have a natural homomorphism

$$\overline{\Psi}_C : \bigwedge^l \mathcal{R} H^1(C) \to \mathcal{Q}(\mathcal{R}) \otimes^\mathcal{R} \text{Det}_\mathcal{R}^{-1}(C).$$

We claim that $\text{Im}(\overline{\Psi}_C) \subset \text{Det}_\mathcal{R}^{-1}(C)$. Let $\mathfrak{q}$ be any prime ideal of $\Lambda$ with $\text{ht}(\mathfrak{q}) \leq 1$. By the assumption, we have $H^i(C)_\mathfrak{q} = 0$ for $i \neq 1$. Hence the complex $\mathcal{R}_\mathfrak{q} \otimes^\mathcal{L}_\mathcal{R} C$ satisfies the condition in Proposition 2.1 over $\mathcal{R}_\mathfrak{q}$ (since $\dim(\mathcal{R}_\mathfrak{q}) \leq 1$). Therefore, Proposition 2.1 implies that $\text{Im}(\overline{\Psi}_C)_\mathfrak{q} \subset \text{Det}_\mathcal{R}^{-1}(C)_\mathfrak{q}$. Since $\text{Det}_\mathcal{R}^{-1}(C)$ is reflexive, this proves $\text{Im}(\overline{\Psi}_C)_\mathfrak{q} \subset \text{Det}_\mathcal{R}^{-1}(C)_\mathfrak{q}$.

Therefore, we are able to define $\Psi_C$ as the homomorphism induced by $\overline{\Psi}_C$. Now assertion (1) is clear and assertion (2) follows directly from Proposition 2.1(2). We show assertion (3). By the assumptions, the module $H^1(C)_\mathfrak{q}$ is projective over $\mathcal{R}_\mathfrak{q}$ of rank $l$. Therefore, $(\Psi_C)_\mathfrak{q}$ is a homomorphism between free modules of rank one. For any height one prime $\mathfrak{q}'$ of $\Lambda$ contained in $\mathfrak{q}$, since $\mathcal{R}_{\mathfrak{q}'} \otimes^\mathcal{L}_\mathcal{R} C \in D^{[1,1]}(\mathcal{R}_{\mathfrak{q}'})$ and $H^1(C)_{\mathfrak{q}'}$ is projective, assertion (2) implies that $(\Psi_C)_{\mathfrak{q}'}$ is surjective. Hence we see that $(\Psi_C)_\mathfrak{q}$ is bijective. \hfill \Box
2.3. Relations with reflexive hulls. Let \( \mathcal{R} \supset \Lambda \) be as in §2.2. Recall that, for a finitely generated \( \mathcal{R} \)-module \( M \), the reflexive hull is defined as \( M^{**} \) together with the natural map \( \alpha_M : M \to M^{**} \). It is known that the kernel of \( \alpha_M \) is \( M_{\text{tor}} \) and the cokernel of \( \alpha_M \) is pseudo-null, and that those properties characterizes \( \alpha_M \) up to isomorphism. For that reason, by slight abuse of notation, we say that a homomorphism \( f \) from \( M \) to a reflexive \( \mathcal{R} \)-module is the reflexive hull of \( M \) if the kernel of \( f \) is \( M_{\text{tor}} \) and the cokernel of \( f \) is pseudo-null.

The following lemma gives a relation between Proposition 2.2 and the reflexive hull.

**Lemma 2.3.** In the situation of Proposition 2.2, the map \( \Psi_C \) is the reflexive hull of \( \bigwedge^l_{\mathcal{R}} H^1(C) \) if and only if \( H^1(C)_{\text{tor}} \) is pseudo-null.

**Proof.** By definition, \( \Psi_C \) is the reflexive hull of \( \bigwedge^l_{\mathcal{R}} H^1(C) \) if and only if \( \text{Coker}(\Psi_C) \) is pseudo-null. For each prime \( q \) of \( \Lambda \) with \( \text{ht}(q) \leq 1 \), we have

\[
\text{Coker}(\Psi_C)_q = 0 \iff \text{Fitt}_{\mathcal{R}_q}(E^1(H^1(C))_q) = \mathcal{R}_q \\
\iff E^1(H^1(C))_q = 0 \\
\iff H^1(C)_q \text{ is projective over } \Lambda_q \\
\iff H^1(C)_q \text{ is torsion-free over } \Lambda_q,
\]

where the first equivalence follows from Proposition 2.2(2) and the final from \( \Lambda_q \) being either a field or a discrete valuation ring. Hence the lemma follows. \( \square \)

We also mention a relation with the notion of exterior power biduals, which is developed by Burns, Sano, and Sakamoto, in the theory of Euler systems (e.g., [3], [11]). In general, for a finitely generated \( \mathcal{R} \)-module \( M \), we define the \( l \)-th exterior power bidual by

\[
\bigwedge^l_{\mathcal{R}} M = \left( \bigwedge^l_{\mathcal{R}} M^* \right)^*.
\]

Then we have a natural map

\[
\alpha^l_M : \bigwedge^l_{\mathcal{R}} M \to \bigwedge^l_{\mathcal{R}} M
\]

defined by

\[
x_1 \wedge \cdots \wedge x_l \mapsto [\phi_1 \wedge \cdots \wedge \phi_l \mapsto \det(\phi_i(x_j))_{ij}]
\]

for \( x_1, \ldots, x_l \in M \) and \( \phi_1, \ldots, \phi_l \in M^* \). For example, when \( l = 1 \), then \( \alpha^1_M \) is identified with the natural map \( \alpha_M : M \to M^{**} \).

Now we prove the following.

**Proposition 2.4.** In the situation of Proposition 2.2, if moreover \( H^1(C)_{\text{tor}} \) is pseudo-null, then we have a natural isomorphism

\[
\bigwedge^l_{\mathcal{R}} H^1(C) \simeq \text{Det}^{-1}_{\mathcal{R}}(C).
\]

In particular, \( \bigwedge^l_{\mathcal{R}} H^1(C) \) is free of rank one over \( \mathcal{R} \).
Proof. Since \( H^i(C) \) is torsion for any \( i \neq 1 \) and the exterior power bidual is torsion-free, we have a natural injective map

\[
\bigcap_{l} H^1(C) \hookrightarrow Q(\mathcal{R}) \otimes_{\mathcal{R}} \bigcap_{l} H^1(C) \simeq \text{Det}_{Q(\mathcal{R})}(Q(\mathcal{R}) \otimes_{\mathcal{R}} C) \simeq Q(\mathcal{R}) \otimes_{\mathcal{R}} \text{Det}_{\mathcal{R}}^{-1}(C).
\]

We shall show that the image of this composite map coincides with \( \text{Det}_{\mathcal{R}}^{-1}(C) \). For each prime ideal \( q \) with \( \text{ht}(q) \leq 1 \), the assumption and the Auslander-Buchsbaum formula imply that \( H^1(C)_q \) is free. Hence the claim is true after localization at \( q \). Since both \( \bigcap_{l} H^1(C) \) and \( \text{Det}_{\mathcal{R}}^{-1}(C) \) are reflexive, we obtain the claim.

The \( l = 1 \) case of this proposition will be used to prove Theorem 1.2. The author does not think that we can essentially simplify the proof of the proposition even if we assume \( l = 1 \).

Note that if \( H^1(C)_{\text{tor}} \) is pseudo-null, Proposition 2.4 implies that we can use \( \bigcap_{l} H^1(C) \) instead of \( \text{Det}_{\mathcal{R}}^{-1}(C) \) in 1.2. However, we will have to deal with the case where \( H^1(C)_{\text{tor}} \) is not pseudo-null, and then this alternative is not available.

3. Facts on complexes

In this section, we review facts on arithmetic complexes. Essentially the statements have already been written in [1] and [2], but we need a slight modification, for example, from \( S_p(E) \) to larger \( \Sigma_f \). For more details, see also Nekovář’s book [3].

We consider the following situation. Let \( E \) be a number field (in this section we do not assume that \( E \) is a CM-field). Let \( K \) be an abelian extension of \( E \) that is a \( \mathbb{Z}_p \)-extension \( (r \geq 1) \) of a number field. Suppose that \( K \) contains \( \mu_{p^n} = \bigcup_n \mu_{p^n} \). Put \( \mathcal{R} = \mathbb{Z}_p[[\text{Gal}(K/E)]] \).

3.1. Generalities. As in the introduction, we write \( S_p(E) \) and \( S_\infty(E) \) as the sets of \( p \)-adic primes and infinite places of \( E \), respectively. We define \( S_{\text{ram},p}(K/E) \) as the set of finite primes \( v \not\in S_p(E) \) of \( E \) such that the ramification index of \( v \) in \( K/E \) is divisible by \( p \). Let \( \Sigma \) be a finite set of places of \( E \) such that

\[
\Sigma \supset S_\infty(E) \cup S_p(E) \cup S_{\text{ram},p}(K/E).
\]

For example, if \( p \nmid [K: \bar{E}] \), then \( S_{\text{ram},p}(K/E) = \emptyset \), so we only have to assume \( \Sigma \supset S_\infty(E) \cup S_p(E) \). This condition on \( \Sigma \) will be needed in Proposition 3.1 below. For such a set \( \Sigma \), we put \( \Sigma_f = \Sigma \setminus S_\infty(E) \).

We define \( K_\Sigma \) as the maximal algebraic extension of \( K \) which is unramified at any prime not lying above a prime in \( \Sigma \).

Let \( T \) be a finitely generated free \( \mathbb{Z}_p \)-module equipped with an action of \( \text{Gal}(K_\Sigma/E) \). (We will need only the case \( T = \mathbb{Z}_p(1) \) in this paper.) Let \( \Gamma_{\text{Iw}}(K_\Sigma/K, T) \) be the complex over \( \mathcal{R} \) that computes the global Iwasawa cohomology groups

\[
H^i_{\text{Iw}}(K_\Sigma/K, T) = \lim_{\leftarrow F} H^i(K_\Sigma/F, T),
\]

where \( F \) runs over all intermediate number fields in \( K/E \). As local counterparts, for each finite prime \( v \) of \( E \), let \( \Gamma_{\text{Iw}}(K_v, T) \) be the complex over \( \mathcal{R} \) that computes the local Iwasawa cohomology groups

\[
H^i_{\text{Iw}}(K_v, T) = \lim_{\leftarrow F} H^i(F \otimes_E E_v, T).
\]
The actual construction of these complexes will be given in the proof of the next proposition.

**Proposition 3.1.** We have

\[ R\Gamma_{Iw}(K_\Sigma/K, T) \in D^{[0,2]}(R) \]

and

\[ R\Gamma_{Iw}(K_v, T) \in D^{[0,2]}(R) \]

for each finite prime \( v \) of \( E \).

**Proof.** We can define the complexes concerned by

\[ R\Gamma_{Iw}(K_\Sigma/K, T) = R\Gamma(K_\Sigma/E, T \otimes_{Z_p} R) \]

and

\[ R\Gamma_{Iw}(K_v, T) = R\Gamma(E_v, T \otimes_{Z_p} R), \]

where \( T \otimes_{Z_p} R \) is regarded as a Galois representation of \( \text{Gal}(E/E) \) over \( R \) by defining the action of the Galois group on \( R \) via

\[ \text{Gal}(E/E) \to \text{Gal}(K/E) \hookrightarrow R^\times \overset{\iota}{\to} R^\times, \]

where the first two maps are the natural ones and \( \iota \) denotes the involution which inverts every group element. Then Shapiro’s lemma implies the above-mentioned descriptions of the cohomology groups as inverse limits.

By [9, Proposition 4.2.9], it is therefore enough to show that \( \text{cd}_p \text{Gal}(K_\Sigma/E) \leq 2 \) and \( \text{cd}_p \text{Gal}(E_v/E_v) \leq 2 \), where \( \text{cd}_p \) denotes the \( p \)-cohomological dimension. The latter claim \( \text{cd}_p \text{Gal}(E_v/E_v) \leq 2 \) is a well-known fact (see [10, Theorem (7.1.8)]). For \( \text{cd}_p \text{Gal}(K_\Sigma/E) \leq 2 \), let \( E_1 \) be the maximal intermediate number field of \( K/E \) such that \( p \nmid [E_1 : E] \). Thanks to assumption (3.1), the extension \( K/E_1 \) is unramified outside \( \Sigma \). Therefore, \( K_\Sigma \) coincides with the maximal algebraic extension of \( E_1 \) which is unramified outside \( \Sigma \). Then we have \( \text{cd}_p \text{Gal}(K_\Sigma/E_1) \leq 2 \) (see [10, Proposition (8.1.18)]). Since \( p \nmid [E_1 : E] \), we obtain \( \text{cd}_p \text{Gal}(K_\Sigma/E) \leq 2 \) (see [10, Proposition (3.3.5)]), as claimed. \( \square \)

**Definition 3.2.** For each subset \( S \subset \Sigma_f \), we define a complex \( C_{\Sigma,S}(T) \) by a triangle

\[ C_{\Sigma,S}(T) \to R\Gamma_{Iw}(K_\Sigma/K, T) \to \bigoplus_{v \in S} R\Gamma_{Iw}(K_v, T), \]

where the second map is the natural restriction morphisms.

For example, we have

\[ C_{\Sigma,\emptyset}(T) \simeq R\Gamma_{Iw}(K_\Sigma/K, T). \]

By the Poitou-Tate duality, we also have a triangle

\[ C_{\Sigma,S}(T) \to \bigoplus_{v \in \Sigma_f \setminus S} R\Gamma_{Iw}(K_v, T) \to R\Gamma(K_\Sigma/K, T^\vee(1)^\vee[-2]), \]

so in particular

\[ C_{\Sigma,\Sigma_f}(T) \simeq R\Gamma(K_\Sigma/K, T^\vee(1)^\vee[-3]). \]

The following duality theorem plays an important role.

**Proposition 3.3.** Let \( T^* \) be the \( \mathbb{Z}_p \)-linear dual of \( T \).
(1) For each subset \( S \subseteq \Sigma_f \), we have a quasi-isomorphism
\[
\text{R Hom}_\mathcal{R}(C_{\Sigma,S}(T), \mathcal{R})^\vee \simeq C_{\Sigma,S}(T^i(1))[3].
\]

(2) For each finite prime \( v \) of \( E \), we have a quasi-isomorphism
\[
\text{R Hom}_\mathcal{R}(\text{RG}_{\mathcal{Iw}}(K_v, T), \mathcal{R})^\vee \simeq \text{RG}_{\mathcal{Iw}}(K_v, T^i(1))[2].
\]

Proof. See [2, Proposition 2.1]. \( \square \)

**Proposition 3.4.** If \( S = \emptyset \), we have \( C_{\Sigma,\emptyset}(T) \in D^{[0,2]}(\mathcal{R}) \). If \( S = \Sigma_f \), we have \( C_{\Sigma,\Sigma_f}(T) \in D^{[1,3]}(\mathcal{R}) \). If \( \emptyset \subsetneq S \subsetneq \Sigma_f \), we have \( C_{\Sigma,S}(T) \in D^{[0,2]}(\mathcal{R}) \).

Proof. By Proposition 3.1, we have \( C_{\Sigma,S}(T) \in D^{[0,3]}(\mathcal{R}) \) in general. If \( S \subsetneq \Sigma_f \), then (3.2) implies that \( H^3(C_{\Sigma,S}(T)) = 0 \), so we have \( C_{\Sigma,S}(T) \in D^{[0,2]}(\mathcal{R}) \). If \( S \neq \emptyset \), then Proposition 3.3(1) and \( C_{\Sigma,\Sigma_f}(T^i(1)) \in D^{[0,2]}(\mathcal{R}) \) imply that \( C_{\Sigma,S}(T) \in D^{[1,3]}(\mathcal{R}) \). Then the proposition follows. \( \square \)

3.2. Applications to \( T = \mathbb{Z}_p(1) \). We specialize the facts in 3.1 to \( T = \mathbb{Z}_p(1) \).

For each finite prime \( v \) of \( E \), we put \( K_v = K \otimes_E E_v \). Then we define \( \mathcal{R} \)-modules \( D_v(K) \) and \( Z_v(K) \) by
\[
D_v(K) = H^1(K_v, \mathbb{Q}_p/\mathbb{Z}_p)^\vee
\]
and
\[
Z_v(K) = H^0(K_v, \mathbb{Q}_p/\mathbb{Z}_p)^\vee \simeq \mathbb{Z}_p[[\text{Gal}(K/E)/G_v(K/E)]],
\]
where \( G_v(K/E) \) denotes the decomposition group of \( K/E \) at \( v \). For each finite set \( S \) of finite primes of \( E \), we also put
\[
D_S(K) = \bigoplus_{v \in S} D_v(K), \quad Z_S(K) = \bigoplus_{v \in S} Z_v(K).
\]

For a finite set \( S \) of finite primes of \( E \), let \( X_S(K) \) denote the Iwasawa module defined as the Galois group over \( K \) of the maximal abelian pro-\( p \) extension of \( K \) which is totally split outside \( S \). It is known that \( X_S(K) \) is a finitely generated \( \mathcal{R} \)-module. Also, we put \( X(K) = X_\emptyset(K) \).

Note that, concerning the Iwasawa modules, we are considering the “totally split” condition rather than the “unramified” condition. Since \( K \) contains the cyclotomic \( \mathbb{Z}_p \)-extension of \( E \), the residue degree of \( K/E \) at any non-\( p \)-adic prime is divisible by \( p^\infty \). Moreover, if \( E \) is a \( p \)-ordinary CM-field and \( K \) contains \( \hat{E} \), then the residue degree at any \( p \)-adic prime is also divisible by \( p^\infty \) by [2, Lemma 3.1(ii)]. Therefore, the notation \( X_S(K) \) is compatible with that in the introduction.

Now we review descriptions of the local and global cohomology groups (see, e.g., [2, §2]). We put
\[
C_v^{\text{loc}} = \text{RG}_{\mathcal{Iw}}(K_v, \mathbb{Z}_p(1))
\]
for each finite prime \( v \) of \( E \) and also put \( C_S^{\text{loc}} = \bigoplus_{v \in S} C_v^{\text{loc}} \). Then by the local duality, the local cohomology groups are described as
\[
H^i(C_v^{\text{loc}}) \simeq \begin{cases} 
D_v(K) & (i = 1) \\
Z_v(K) & (i = 2) \\
0 & (i \neq 1, 2).
\end{cases}
\]
For each subset $S \subseteq \Sigma_f$, we put
$$C_{\Sigma,S} = C_{\Sigma,S}(\mathbb{Z}_p(1)).$$
Then by the Poitou-Tate duality, we obtain the following description. For $S = \Sigma_f$, we have
\[
H^i(C_{\Sigma,S}) \simeq \begin{cases} 
X_{\Sigma_f}(K) & (i = 2) \\
\mathbb{Z}_p & (i = 3) \\
0 & (i \neq 2, 3).
\end{cases}
\]
If $S \nsubseteq \Sigma_f$, then we have $H^i(C_{\Sigma,S}) = 0$ for $i \neq 1, 2$ and also exact sequences
\[
0 \to H^1(C_{\Sigma,S}) \to H^1_{Iw}(K_{\Sigma/K}, \mathbb{Z}_p(1)) \to \bigoplus_{v \in S} H^1_{Iw}(K_v, \mathbb{Z}_p(1)) \to 0.
\]
and
\[
0 \to X_S(K) \to H^2(C_{\Sigma,S}) \to Z^0_{\Sigma_f \setminus S}(K) \to 0.
\]
Here, when $S$ is a nonempty finite set of finite primes of $E$, we put
$$Z^0_S(K) = \ker(Z_S(K) \to \mathbb{Z}_p),$$
the augmentation kernel. In particular, (3.6) for $S = \emptyset$ implies
$$0 \to X(K) \to H^2_{Iw}(K_{\Sigma/K}, \mathbb{Z}_p)(1) \to Z^0_{\Sigma_f}(K) \to 0$$
as mentioned just after Theorem 1.1.

Finally we record the results of Proposition 3.3 because of $\mathbb{Z}_p(1)^2(1) \simeq \mathbb{Z}_p \simeq (\mathbb{Z}_p(1))(-1)$, we have isomorphisms
\[
\text{RHom}_R(C_{\Sigma,S}, R)^i(1)[-3] \simeq C_{\Sigma,\Sigma_f \setminus S}
\]
and
\[
\text{RHom}_R(C^\text{loc}_v, R)^i(1)[-2] \simeq C^\text{loc}_v.
\]

4. Algebraic $p$-adic $L$-functions associated to CM-fields

In the rest of this paper, we consider the same situation as §1.1: $E$ is a CM-field that satisfies the $p$-ordinary condition and $K$ is an abelian extension of $E$ which is a finite extension of $\tilde{E}(\mu_p)$. We put $2d = [E : \mathbb{Q}]$. We also assume the following.

**Assumption 4.1.** For each CM-type $S$ of $E$, the module $X_S(K)$ is torsion over $R$.

**Remark 4.2.** Assumption 4.1 is a fundamental property to study Iwasawa theory for CM-fields. In fact, it is claimed to be true in general by [5, Theorem 1.2.2]. However, the proof does not seem complete because the auxiliary algebraic lemma [5, Lemma 1.2.4], which is stated without proof, has counter-examples when the closed subgroup $H$ has torsion.

On the other hand, Assumption 4.1 holds when either $K$ is a $\mathbb{Z}_p^*$-extension of a CM-field or $E$ is an imaginary quadratic field, for the following reasons. When $K$ is a $\mathbb{Z}_p^*$-extension of CM-field, the proof of [5, Theorem 1.2.2] is valid because we only have to apply [5, Lemma 1.2.4] for $H$ without torsion. When $E$ is an imaginary quadratic field, the proof is easier since the $p$-adic Leopoldt conjecture is known to be true for finite abelian extensions of $E$. 
Let $\Sigma$ be a set satisfying (3.1). The Euler characteristics of the arithmetic complexes defined in §3.2 are computed as follows. For each prime $p \in S_p(E)$, we put $\deg(p) = [E_p : \mathbb{Q}_p]$.

**Lemma 4.3.** For a subset $S \subset \Sigma_f$, we have

$$\chi_R(C_{\Sigma, S}) = d - \sum_{p \in S \cap S_p(E)} \deg(p).$$

**Proof.** By the global and local Euler characteristic formulas (see, e.g., [10, (7.3.1), (8.7.4)]), we obtain the following.

- We have $\chi_R(\Gamma_{iw}(K_{\Sigma}/K, \mathbb{Z}_p(1))) = d$.
- For each $p \in S_p(E)$, we have $\chi_R(\Gamma_{iw}(K_p, \mathbb{Z}_p(1))) = \deg(p)$.
- For each finite prime $v$ of $E$ not lying above $p$, we have $\chi_R(\Gamma_{iw}(K_v, \mathbb{Z}_p(1))) = 0$.

Then the lemma follows from the definition of $C_{\Sigma, S}$.

**Lemma 4.4.** Let $S \subset \Sigma_f$ be a subset such that $S \cap S_p(E)$ is a CM-type for $E$. Then we have $C_{\Sigma, S} \in D^{[1,2]}(\mathcal{R})$, $H^1(C_{\Sigma, S}) = 0$, and $H^2(C_{\Sigma, S})$ is torsion.

**Proof.** By Proposition 3.4, we have $C_{\Sigma, S} \in D^{[1,2]}(\mathcal{R})$. Since $X_S(K)$ is torsion by Assumption 4.1, the exact sequence (3.6) implies that $H^2(C_{\Sigma, S})$ is torsion. Then we also deduce $H^1(C_{\Sigma, S}) = 0$ from $C_{\Sigma, S} \in D^{[1,2]}(\mathcal{R})$ and $\chi_R(C_{\Sigma, S}) = 0$ by Lemma 4.3. This completes the proof.

In general, for a complex $C \in D^{perf}(\mathcal{R})$ whose cohomology groups are all torsion, we have a trivialization map

$$\iota_C : \text{Det}^{-1}_R(C) \hookrightarrow \text{Det}^{-1}_R(Q(\mathcal{R}) \otimes^L_R C) \simeq Q(\mathcal{R}),$$

where the isomorphism follows from the assumption that $Q(\mathcal{R}) \otimes^L_R C$ is acyclic. We put

$$d_R(C) = \iota_C(\text{Det}^{-1}_R(C)),$$

which is an invertible fractional ideal of $\mathcal{R}$. If moreover $C \in D^{[1,2]}(\mathcal{R})$ and $H^1(C) = 0$, then we have

$$d_R(C) = \text{Fitt}_R(H^2(C)) \subset \mathcal{R}.$$  

This is because the $C$ can be regarded as a finite presentation of $H^2(C)$ (we omit the detail; see [7 §3]). Therefore, we can define the algebraic $p$-adic $L$-function as follows.

**Definition 4.5.** Let $S \subset \Sigma_f$ be a subset such that $S \cap S_p(E)$ is a CM-type for $E$. Then we define the algebraic $p$-adic $L$-function $L^\text{alg}_{\Sigma, S} \in \mathcal{R}$ (defined up to a unit) as a generator of $d_R(C_{\Sigma, S}) = \text{Fitt}_R(H^2(C_{\Sigma, S}))$.

By Lemma 4.4 and (3.6), the element $L^\text{alg}_{\Sigma, S} \in \mathcal{R}$ has information on $X_S$ (up to the easy factor $Z^0_{\Sigma_f \setminus S}(K)$). It is then natural to formulate a main conjecture as a relation between $L^\text{alg}_{\Sigma, S}$ and a certain analytically defined $p$-adic $L$-function. In fact, in the article [7] of the author, such a kind of main conjecture is obtained when $E$ is an imaginary quadratic field. However, in this paper we do not study the analytic aspects and focus on the algebraic side only.
5. THE FIRST MAIN THEOREM

5.1. A choice of CM-types. In our two main theorems, we consider the following situation (motivated by the work [2]). We keep the notations in §4.

Let \( V \) be a set satisfying \( S_p(E) \subset V \subset \Sigma_f \). Let \( S_1, \ldots, S_n \) be distinct CM-types for \( E \) with \( n \geq 2 \). Put

\[ U = \bigcup_{i=1}^{n} S_i, \quad T_i = U \setminus S_i \]

and put

\[ l = \sum_{p \in T_i} \deg(p) = \sum_{p \in U} \deg(p) - d. \]

For a subset \( S \) of \( S_p(E) \), we put \( S^c = S_p(E) \setminus S \). Note that a CM-type \( S \) satisfies \( S^c = S \).

The following is a motivation for introducing the integer \( l \).

**Lemma 5.1.** The following are true.

1. For each \( 1 \leq i \leq n \), the module \( D_{T_i}(K) \) is of rank \( l \) over \( R \).
2. The module \( X_{V \setminus U^c}(K) \) is of rank \( l \) over \( R \).

**Proof.** (1) For each \( p \in T_i \), we have the complex \( C^{\text{loc}}_p \) satisfying (3.3). Since \( Z_p(K) \) is torsion (see also Lemma 5.2 below) and \( \chi_R(C^{\text{loc}}_p) = \deg(p) \) as in the proof of Lemma 4.3, the rank of \( D_p(K) \) is \( \deg(p) \). Then the claim follows.

(2) We have the complex \( C_{\Sigma, V \setminus U^c} \) whose second cohomology has the same rank as \( X_{V \setminus U^c}(K) \) by (3.4) and (3.6). By Lemma 4.3, we have \( \chi_R(C_{\Sigma, V \setminus U^c}) = d - \sum_{p \in U} \deg(p) = -l \). We also have \( H^1(C_{\Sigma, V \setminus U^c}) = 0 \) since, for any \( i \), we have \( H^1(C_{\Sigma, V \setminus U_i}) = \emptyset \) by Lemma 4.4. Then the claim follows. \( \square \)

We also record a lemma that will be used later.

**Lemma 5.2.** For each \( p \in S_p(E) \), the module \( Z_p(K) \) is pseudo-null over \( R \).

**Proof.** By [2, Lemma 3.1(i)], the \( Z_p \)-rank \( r_p \) of \( G_p(\tilde{E}/E) \) satisfies \( r_p = 1 + \deg(p) \). In particular, we have \( r_p \geq 2 \), which implies the lemma. \( \square \)

5.2. The statement and the proof. Let us take an auxiliary intermediate number field \( E' \) of \( K/E \) such that \( E'/E \) is a \( p \)-extension and \( \text{Gal}(K/E') \) is \( p \)-torsion-free. Put \( \Lambda = \mathbb{Z}_p[[\text{Gal}(K/E')]] \), which is a subring of \( R \). For example, if \( p \nmid [K : \tilde{E}] \), then we may take \( E' = E \) and then \( \Lambda = R \). Note that \( \Lambda \) is a finite product of regular local rings. For a prime ideal \( q \) of \( \Lambda \), the localization \( \Lambda_q \) is then a regular local ring, but \( \mathcal{R}_q \) is not even a domain in general.

The following is the first main theorem of this paper.

**Theorem 5.3.** Let \( q \) be a prime ideal of \( \Lambda \) such that

\[ \text{pd}_{\mathcal{R}_q}(Z_p(K)_q) \leq 2, \quad Z_p(K)^{1}_q = 0 \]
for every \( p \in \mathcal{T}_i \) \((1 \leq i \leq n)\). Then we have an exact sequence
\[
0 \to \left( \frac{\left( \bigwedge^n_{\mathcal{R}} H^2(C_{\Sigma,i\mathcal{V}}) \right)}{\sum_{i=1}^{n} \bigwedge^n_{\mathcal{R}} D\mathcal{T}_i(K)} \right)_{\mathcal{q}} \to \mathcal{R}_q \to \mathcal{R}_q \to \text{Fitt}_{\mathcal{R}_q}(H^2(C_{\Sigma,i\mathcal{V}},\mathcal{U}_i)^{\prime}(1)_{\mathcal{q}}) \to 0.
\]

Recall that the descriptions of \( H^2(C_{\Sigma,i\mathcal{V}}) \) and of \( H^2(C_{\Sigma,i\mathcal{V}}) \) are given in \( \S 3.2 \). We immediately deduce Theorem 1.1 from Theorem 5.3 by putting \( \mathcal{V} = \mathcal{V}_f \), \( n = 2 \), \( \mathcal{S}_1 = \mathcal{S} \), and \( \mathcal{S}_2 = \mathcal{S} \).

Concerning the condition \( \text{pd}_{\mathcal{R}_q}(Z_p(K)_q) \leq 2 \) in Theorem 5.3, we observe the following.

**Proposition 5.4.** Let \( p \in \mathcal{S}_p(E) \) and let \( q \) be a prime ideal of \( \Lambda \). We have \( \text{pd}_{\mathcal{R}_q}(Z_p(K)_q) = -\infty \) unless \( q \supset \text{Ann}_{\Lambda}(Z_p(K)) \). If \( q \supset \text{Ann}_{\Lambda}(Z_p(K)) \) holds, then we have
\[
\text{pd}_{\mathcal{R}_q}(Z_p(K)_q) = \begin{cases} 
\deg(p) + 1 & \text{if } p \notin q \text{ or } G_p(K/E) \text{ is } p\text{-torsion-free} \\
+\infty & \text{if } p \in q \text{ and } G_p(K/E) \text{ is not } p\text{-torsion-free}.
\end{cases}
\]
Moreover, \( G_p(K/E) \) is \( p\)-torsion-free unless \( E_p \) contains a primitive \( p\)-th root of unity.

**Proof.** We write \( G = \text{Gal}(K/E) \), \( G' = \text{Gal}(K/E') \), \( G_0 = G_p(K/E) \), and \( G'_0 = G' \cap G_0 \). Then we have \( \mathcal{R} = Z_p[[G]], \Lambda = Z_p[[G']] \), and \( Z_p(K) = Z_p[[G/G_0]] \). We also put \( \mathcal{R}_0 = Z_p[[G_0]] \) and \( \Lambda_0 = Z_p[[G_0]] \). As we used in Lemma 5.2 by \( \S 4 \) Lemma 3.1(i), the \( Z_p \)-rank \( r_p \) of the \( p \)-component of \( G_0 \) is \( r_p = \deg(p) + 1 \).

If \( q \nsubseteq \text{Ann}_{\Lambda}(Z_p[[G/G_0]]) \), then \( Z_p[[G/G_0]]_q = 0 \), so the claim is clear. Let us assume \( q \supset \text{Ann}_{\Lambda}(Z_p[[G/G_0]]) \). First we show the inequality \( \leq \) of the displayed assertion. Note that \( Z_p[[G/G_0]] \simeq Z_p \otimes_{\mathcal{R}_0} \mathcal{R} \) implies \( Z_p[[G/G_0]]_q \simeq (Z_p)_q \otimes_{((\mathcal{R}_0)_{q_0})} \mathcal{R}_q \), where we put \( q_0 = q \cap \Lambda_0 \). Therefore, we have
\[
\text{pd}_{\mathcal{R}_q}(Z_p[[G/G_0]]_q) \leq \text{pd}_{((\mathcal{R}_0)_{q_0})}(Z_p)_q.
\]
Using the well-known description of \( \mathcal{R}_0 \) as a ring of power series, we see that \( \text{pd}_{\mathcal{R}_q}(Z_p) = r_p \) if \( G_0 \) is \( p\)-torsion-free. We also have \( \text{pd}_{\mathcal{R}_q[1/p]}(\mathcal{Q}_p) = r_p \), which implies \( \text{pd}_{((\mathcal{R}_0)_{q_0})}(Z_p)_q \leq r_p \) if \( p \notin q \). Therefore, we have the inequality \( \leq \) of the displayed assertion.

Next we show the opposite inequality \( \geq \). For each \( i \geq 0 \), we have
\[
\text{Ext}_R^i(Z_p[[G/G_0]], Z_p[[G/G_0]]) \simeq \text{Ext}_\mathcal{R}_q^{i}(Z_p, Z_p) \otimes_{\mathcal{R}_q} \mathcal{R},
\]
so
\[
\text{Ext}_\mathcal{R}_q^{i}(Z_p[[G/G_0]]_q, Z_p[[G/G_0]]_q) \simeq \text{Ext}_\mathcal{R}_q^{i}(Z_p, Z_p)_q \otimes_{((\mathcal{R}_0)_{q_0})} \mathcal{R}_q.
\]
If \( p \notin q \) or \( G_0 \) is \( p\)-torsion-free, then the description of \( \mathcal{R}_0 \) as a ring of power series again implies \( \text{Ext}_\mathcal{R}_q^{i}(Z_p, Z_p)_q \simeq (Z_p)_q \). This does not vanish because the assumption \( q \supset \text{Ann}_{\Lambda}(Z_p[[G/G_0]]) \) implies \( q_0 \supset \text{Ann}_{\Lambda_0}(Z_p) \). If \( G_0 \) is not \( p\)-torsion-free, then we can show that \( \text{Ext}_\mathcal{R}_q^{i}(Z_p, Z_p)_q \) is a non-zero finite module for arbitrarily large \( i \geq 0 \), which implies \( \text{Ext}_\mathcal{R}_q^{i}(Z_p, Z_p)_q \neq 0 \) if moreover \( p \in q_0 \). Therefore, we obtain the claimed inequality.

We show the final assertion. By class field theory, the decomposition group \( G_p(K/E) \) is isomorphic to a quotient of the profinite completion \( \hat{E}_p^\times \) of \( E_p^\times \). If \( E_p \) does not contain a primitive \( p\)-th root of unity, then the \( p\)-component of \( \hat{E}_p^\times \) is a free \( Z_p \)-module of rank \( \text{deg}(p) + 1 \). Combining this with the fact \( r_p = \text{deg}(p) + 1 \), we conclude that the \( p\)-component of \( G_p(K/E) \) is a free \( Z_p \)-module of rank \( \text{deg}(p) + 1 \). This completes the proof. \( \square \)
Corollary 5.5. We have \( \text{pd}_{R_q}(Z_p(K)_q) \leq 2 \) if and only if either \( q \not\in \text{Ann}_A(Z_p(K)) \) or \( \text{deg}(p) = 1 \).

Proof. If \( \text{deg}(p) = 1 \), then \( E_p \simeq \mathbb{Q}_p \) does not contain a primitive \( p \)-th root of unity (since \( p \geq 3 \)). Therefore, this corollary follows from Proposition 5.4.

The proof of Theorem 5.3 occupies the rest of this subsection. The following is the key diagram (see (1.2)).

Proposition 5.6. We have a commutative diagram with exact rows

\[
\begin{array}{ccccccccc}
0 & \rightarrow & \bigoplus_{i=1}^{n} \left( \bigwedge_{R}^i H^1(C_{T_i}^{\text{loc}}) \right) /_{\text{tor}} & \oplus \Psi & \bigoplus_{i=1}^{n} \text{Det}^{-1}_R(C_{T_i}^{\text{loc}}) & \rightarrow & \bigoplus_{i=1}^{n} \text{Coker}(\Psi_{C_{T_i}^{\text{loc}}}) & \rightarrow & 0 \\
& & f_1 & \downarrow f_2 & \downarrow f_3 & & & \\
0 & \rightarrow & \left( \bigwedge_{R}^i H^2(C_{\Sigma,V,U^c}) \right) /_{\text{tor}} & \Psi & \text{Det}_R(C_{\Sigma,V,U^c}) & \rightarrow & \text{Coker}(\Psi_{C_{\Sigma,V,U^c}{[1]}}) & \rightarrow & 0.
\end{array}
\]

Proof. First, in order to construct the lower sequence, we show that Proposition 2.2 is applicable to \( C = C_{\Sigma,V,U^c}[1] \). If \( U^c = \emptyset \) and \( V = \Sigma_f \), then we know by (3.3) that \( H^i(C_{\Sigma,V,U^c}) \) is pseudo-null unless \( i = 2 \) (in fact it vanishes except for \( H^3 \simeq \mathbb{Z}_p \)). If either \( U^c \neq \emptyset \) or \( V \subsetneq \Sigma_f \), then by (3.5) and Lemma 4.4 we have \( H^i(C_{\Sigma,V,U^c}) = 0 \) unless \( i = 2 \). Thus the assumptions of Proposition 2.2 hold for \( C = C_{\Sigma,V,U^c}[1] \). Moreover, \( l = \chi_R(C_{\Sigma,V,U^c}[1]) \) holds by Lemma 4.3. Therefore, we have the homomorphism

\[
\Psi_{C_{\Sigma,V,U^c}[1]} : \bigwedge_{R}^i H^2(C_{\Sigma,V,U^c}) \rightarrow \text{Det}_R(C_{\Sigma,V,U^c}).
\]

Note that Proposition 2.1 is also applicable unless \( U^c = \emptyset \) and \( V = \Sigma_f \).

Next we construct the upper sequence by applying Proposition 2.2 to \( C = C_{T_i}^{\text{loc}} \). We know \( H^i(C_{T_i}^{\text{loc}}) \) is pseudo-null unless \( i = 1 \) by the description (3.3) and Lemma 5.2. We also have \( l = \chi_R(C_{T_i}^{\text{loc}}) \) by the formula in the proof of Lemma 5.3. Therefore, we have the homomorphism

\[
\Psi_{C_{T_i}^{\text{loc}}} : \bigwedge_{R}^i H^1(C_{T_i}^{\text{loc}}) \rightarrow \text{Det}^{-1}_R(C_{T_i}^{\text{loc}}).
\]

Finally we construct the vertical arrows. Since \( U^c \cup T_i = S_i^c \), we have a triangle

\[
(5.1) \quad C_{\Sigma,V,U^c} \rightarrow C_{\Sigma,V,S_i^c} \rightarrow C_{T_i}^{\text{loc}}
\]

by Definition 3.2. Then the arrow \( f_1 \) is induced by the induced connecting homomorphism between \( H^1 \) and \( H^2 \). The arrow \( f_2 \) is defined by

\[
\text{Det}^{-1}_R(C_{T_i}^{\text{loc}}) \simeq \text{Det}_R(C_{\Sigma,V,U^c}) \otimes_R \text{Det}^{-1}_R(C_{\Sigma,V,S_i^c}) \hookrightarrow \text{Det}_R(C_{\Sigma,V,U^c}),
\]

where the last arrow is induced by the trivialization map

\[
i_{C_{\Sigma,V,S_i^c}} : \text{Det}^{-1}_R(C_{\Sigma,V,S_i^c}) \hookrightarrow R
\]

introduced just before Definition 4.5. The commutativity of the diagram is clear and we define \( f_3 \) as the induced one. \qed
We study the diagram in Proposition 5.6.

**Proposition 5.7.** We have an isomorphism

\[ \text{Coker}(f_2) \cong \frac{\mathcal{R}}{\sum_{i=1}^{n}(\mathcal{L}_{\Sigma, V}^{alg} S_i^i)}. \]

**Proof.** By the construction of \( f_2 \) we immediately obtain

\[ \text{Coker}(\text{Det}_{\mathcal{R}}(C_{\Sigma, V}^{loc})) \cong \mathcal{R}/(\mathcal{L}_{\Sigma, V}^{alg} S_i^i). \]

Then the proposition follows. \( \square \)

**Proposition 5.8.** Let \( \mathfrak{q} \) be a prime ideal of \( \Lambda \).

1. In case \( U^c = \emptyset \) and \( V = \Sigma_f \), we suppose that \( (\mathbb{Z}_p)_{\mathfrak{q}} = 0 \) (i.e., \( \mathfrak{q} \) does not contain the augmentation ideal of \( \Lambda \)). Then we have

\[ \text{Coker}(\Psi_{C_{\Sigma, V}^{loc}[1]} \mathfrak{q}) \cong \mathcal{R}_\mathfrak{q}/\text{Fitt}_{\mathcal{R}_\mathfrak{q}}(H^2(C_{\Sigma, (\Sigma_f \cup U^c)} \mathfrak{q}^i(1)_{\mathfrak{q}}). \]

2. Suppose that \( Z_p(K)_{\mathfrak{q}} = 0 \) for each \( p \in T_i \). Then we have

\[ \text{Coker}(\Psi_{C_{\Sigma, V}^{loc}} \mathfrak{q}) \cong \mathcal{R}_\mathfrak{q}/\text{Fitt}_{\mathcal{R}_\mathfrak{q}}(Z_{T_i}(K) \mathfrak{q}^i(1)_{\mathfrak{q}}). \]

3. Suppose that \( \text{pd}_{\mathcal{R}_\mathfrak{q}}(Z_{\mathfrak{q}}(K)) \leq 2 \) and that \( Z_p(K) \mathfrak{q}^i(1)_{\mathfrak{q}} = 0 \) for each \( p \in T_i \). Then \( (\Psi_{C_{\Sigma, V}^{loc}} \mathfrak{q}) \) is an isomorphism.

**Proof.** (1) By the assumption, we have \( H^1(C_{\Sigma, V}^{loc} U^c) = 0 \) and \( H^2(C_{\Sigma, V}^{loc} U^c)_{\mathfrak{q}} = 0 \) (when \( U^c \neq \emptyset \) or \( \emptyset \subseteq V \subseteq \Sigma_f \), we do not have to take the localization). Hence we can apply Proposition 2.2(2) to obtain

\[ \text{Coker}(\Psi_{C_{\Sigma, V}^{loc}[1]} \mathfrak{q}) \cong \mathcal{R}_\mathfrak{q}/\text{Fitt}_{\mathcal{R}_\mathfrak{q}}(E^1(H^2(C_{\Sigma, V}^{loc} U^c))_{\mathfrak{q}}). \]

By (3.7), we also have

\[ E^1(H^2(C_{\Sigma, V}^{loc} U^c))_{\mathfrak{q}} \cong H^2(C_{\Sigma, (\Sigma_f \cup U^c)} \mathfrak{q}^i(1)_{\mathfrak{q}}. \]

(2) Since \( H^0(C_{\Sigma, V}^{loc} U^c) = 0 \) and \( H^2(C_{\Sigma, V}^{loc})_{\mathfrak{q}} = 0 \) by assumption, we can apply Proposition 2.2(2) to obtain

\[ \text{Coker}(\Psi_{C_{\Sigma, V}^{loc}} \mathfrak{q}) \cong \mathcal{R}_\mathfrak{q}/\text{Fitt}_{\mathcal{R}_\mathfrak{q}}(E^1(H^1(C_{\Sigma, V}^{loc} U^c))_{\mathfrak{q}}). \]

By (3.8), we also have

\[ E^1(H^1(C_{\Sigma, V}^{loc} U^c))_{\mathfrak{q}} \cong H^2(C_{\Sigma, V}^{loc} U^c)^i(1)_{\mathfrak{q}} \cong Z_{T_i}(K) \mathfrak{q}^i(1)_{\mathfrak{q}}. \]

(3) Since \( H^2((C_{\Sigma, V}^{loc} U^c)^i(1)_{\mathfrak{q}} = 0 \) by assumption, we have \((C_{\Sigma, V}^{loc} U^c)^i(1)_{\mathfrak{q}} \in D^{[0,1]}(\mathcal{R}_\mathfrak{q})\). By the duality (3.8), it follows that \((C_{\Sigma, V}^{loc} U^c)^i(1)_{\mathfrak{q}} \in D^{[1,2]}(\mathcal{R}_\mathfrak{q})\). We also have \( \text{pd}_{\mathcal{R}_\mathfrak{q}}(H^2(C_{\Sigma, V}^{loc})_{\mathfrak{q}} \leq 2 \) by assumption. Therefore, we may apply Proposition 2.2(3). \( \square \)
Proof of Theorem 5.3. The snake lemma applied to the diagram in Proposition 5.6 together with Proposition 5.7 gives us an exact sequence

\[
0 \to \text{Coker} (\text{Ker}(f_2) \to \text{Ker}(f_3)) \to \left( \bigwedge^l_{\mathcal{R}} H^2(C_{\Sigma, V \setminus U^c}) \right)_{/\text{tor}} / \sum_{i=1}^n \left( \bigwedge^l_{\mathcal{R}} D_{\tau_i}(K) \right) \to \text{Coker}(f_3) \to 0.
\]

By Proposition 5.8(3), the domain of \(f_3\) vanishes after localization at \(q\). Moreover, we know the description of the target module of \(f_3\) after localization at \(q\) by Proposition 5.8(1). Therefore, Theorem 5.3 follows from (5.2) and localization at \(q\). □

Note that sequence (5.2) can be viewed as a more general version of Theorem 5.3 that incorporates the idea of [2, Theorem 5.9]. However, the descriptions of \(\text{Ker}(f_2), \text{Ker}(f_3),\) and \(\text{Coker}(f_3)\) seem to be complicated, so we stated only Theorem 5.3.

5.3. How to recover the previous result. In order to illustrate a relation with the work [2], we recall the notion of higher Chern classes, which is a key idea in [1, 2]. For the sake of brevity, we only define Chern classes over (finite products of) regular local rings.

Definition 5.9. Let \(A\) be a finite product of regular local rings and \(m\) a positive integer. We define \(Z^m(A)\) as the free \(\mathbb{Z}\)-module on the set of height \(m\) prime ideals of \(A\). For each \(A\)-module \(M\) whose codimension is at least \(m\), we define the \(m\)-th Chern class of \(M\) by

\[
c_m(M) = \sum_\mathfrak{q} \text{length}_{A_\mathfrak{q}}(M_\mathfrak{q}[\mathfrak{q}] \in Z^m(A),
\]

where \(\mathfrak{q}\) runs over the height \(m\) primes of \(A\).

We now recall a main theorem of [2] and will deduce it from Theorem 5.3. Recall that when \(p \nmid [K : \tilde{E}]\), the ring \(\mathcal{R}\) is a product of regular local rings, so we have the notions of greatest common divisors and of characteristic ideals.

Theorem 5.10 ([2, Theorem 5.6]). Suppose \(p \nmid [K : \tilde{E}]\) and set \(\Sigma_f = \mathcal{V} = S_p(E)\). Let \(\theta \in \mathcal{R}\) be a greatest common divisor of \(L_{\Sigma, S_i}^{\text{alg}}\) for \(1 \leq i \leq n\). Let \(\theta_0 \in \mathcal{R}\) be a generator of the characteristic ideal \(\text{char}_{\mathcal{R}}(X_U(K)_{/\text{tor}})\). Then \(\theta_0\) divides \(\theta\) and we have

\[
c_2 \left( \frac{\mathcal{R}}{\sum_{i=1}^n \theta^{-1}(L_{\Sigma, S_i}^{\text{alg}})} \right) \equiv c_2 \left( \left( \frac{\bigwedge^l_{\mathcal{R}} X_U(K)_{/\text{tor}}}{\sum_{i=1}^n \bigwedge^l_{\mathcal{R}} D_{\tau_i}(K)} \right)_{\text{PN}} \right) + c_2 \left( \frac{\theta}{\theta_0 \text{Fitt}_{\mathcal{R}}(E^2(X_U(K))^{\nu}(1))} \right)
\]

in \(Z^2(\mathcal{R})\), where the congruence means the equality outside the support of \(Z_p(K)\) for \(p \in \mathcal{U}^c\) and that of \(Z_p(K)^+(1)\) for \(p \in \mathcal{U}\).

Before the proof, we observe the following proposition.
Proposition 5.11.  (1) We have an exact sequence

\[ 0 \to E^1(H^2(C_{\Sigma,(\Sigma_f,\mathcal{U}\setminus\mathcal{U}^c)})^i(1) \to H^2(C_{\Sigma,\mathcal{V}\setminus\mathcal{U}^c}) \to H^2(C_{\Sigma,\mathcal{V}\setminus\mathcal{U}^c})^{**} \]

\[ \to E^2(H^2(C_{\Sigma,(\Sigma_f,\mathcal{U}\setminus\mathcal{U}^c)})^i(1) \to W_{\Sigma,(\Sigma_f,\mathcal{U}\setminus\mathcal{U}^c)}. \]

where in general we put \( W_S = \mathbb{Z}_p \) if \( S = \emptyset \) and \( W_S = 0 \) otherwise.

(2) For each \( p \in S_p(E) \), we have an exact sequence

\[ 0 \to E^1(H^2(K_p,\mathbb{Z}_p))^i \to D_p(K) \to D_p(K)^{**} \to E^2(H^2(K_p,\mathbb{Z}_p))^i \to 0. \]

**Proof.** This proposition is a direct generalization of \cite[Propositions 2.7 and 2.11]{2} (or \cite[Corollary 4.1.6 and Theorem 4.1.14]{1} in a special case). The key ingredient is the duality theorems \( 3.7, 3.8 \).

**Proof of Theorem 5.10.** We deduce Theorem 5.10 from Theorem 5.3. Let \( q \) be a prime ideal of \( \mathcal{R} \) with \( \text{ht}(q) = 2 \) outside the supports of the stated modules. By Corollary 5.3 and \( r_p = \deg(p) + 1 \), the assumption \( \text{ht}(q) = 2 \) implies \( \text{pd}_{\mathcal{R}_q}(Z_p(K)q) \leq 2 \) for any \( p \in S_p(E) \). Therefore, the condition on \( q \) required in Theorem 5.3 holds, so we may apply Theorem 5.3.

By the assumption on \( q \), we have isomorphisms

\[ X_{\mathcal{U}^c}(K)^i(1)_q \simeq H^2(C_{\Sigma,\mathcal{U}^c})^i(1)_q \]

by \( 3.6 \), and

\[ X_{\mathcal{U}^c}(K)_q \simeq H^2(C_{\Sigma,\mathcal{U}})_q \]

by \( 3.4 \) and \( 3.6 \) (note that \( \Sigma_f \setminus \mathcal{U}^c = \mathcal{U} \)). Combining these with Proposition 5.11(1), we obtain

\[ E^1(X_{\mathcal{U}^c}(K))^i(1)_q \simeq (X_{\mathcal{U}^c}(K)_{\text{tor}})_q. \]

Therefore,

\[ \text{char}_{\mathcal{R}_q}(X_{\mathcal{U}^c}(K)^i(1)_q) = \text{char}_{\mathcal{R}_q}(E^1(X_{\mathcal{U}^c}(K))^i(1)_q) = \theta_0 \mathcal{R}_q. \]

Then Proposition A.5 implies that

\[ \text{Fitt}_{\mathcal{R}_q}(H^2(C_{\Sigma,\mathcal{U}^c})^i(1)_q) = \text{char}_{\mathcal{R}_q}(X_{\mathcal{U}^c}(K)^i(1)_q) \text{Fitt}_{\mathcal{R}_q}(E^2(X_{\mathcal{U}^c}(K))^i(1)_q) \]

\[ = \theta_0 \text{Fitt}_{\mathcal{R}_q}(E^2(X_{\mathcal{U}^c}(K))^i(1)_q). \]

It is easy to see that

\[ \left( \frac{\mathcal{R}}{\sum_{i=1}^n (L_{\Sigma,\mathcal{S}_i}^{\text{alg}})} \right) \mid_{\text{PN}} = \frac{\theta \mathcal{R}}{\sum_{i=1}^n (L_{\Sigma,\mathcal{S}_i}^{\text{alg}})} \simeq \frac{\mathcal{R}}{\sum_{i=1}^n (\theta^{-1} L_{\Sigma,\mathcal{S}_i}^{\text{alg}})}. \]

Hence Theorem 5.3 tells us an exact sequence

\[ 0 \to \left( \left( \bigwedge_{\mathcal{R}} \frac{l_{\mathcal{R}}}{l_{\mathcal{R}}} X_{\mathcal{U}^c}(K) \right) \bigg/_{\text{tor}} \right) \mid_{\text{PN},q} \to \frac{\mathcal{R}_q}{\sum_{i=1}^n (\theta^{-1} L_{\Sigma,\mathcal{S}_i}^{\text{alg}})} \to \theta \text{Fitt}_{\mathcal{R}_q}(H^2(C_{\Sigma,\mathcal{U}^c})^i(1)_q) \to 0. \]

By applying (5.3) to the final module, we obtain the theorem. \( \square \)
Remark 5.12. As explained above, the main results of [1] and [2] are formulated using the Chern classes of modules. Let us now briefly discuss generalization of the notion of the Chern classes to equivariant settings.

For each positive integer \( m \), let \( \mathcal{C}_m^R \) denote the category of finitely generated \( R \)-modules whose projective dimensions are finite and whose codimensions are at least \( m \). Note that, if \( R \) is a finite product of regular local rings, then the finiteness of the projective dimension always holds.

Let us consider the Grothendieck group \( K_0(\mathcal{C}_m^R) \) of \( \mathcal{C}_m^R \) as an exact category. Recall that \( K_0(\mathcal{C}_m^R) \) is defined by describing generators and relations: the generators are \( [M] \) for objects \( M \) and the relations are \( [M] = [M'] + [M''] \) for exact sequences \( 0 \rightarrow M' \rightarrow M \rightarrow M'' \rightarrow 0 \). For \( m = 1 \), it is well-known that we have a natural isomorphism \( K_0(\mathcal{C}_1^R) \cong \mathbb{Q}(R)^\times / R^\times \), and this group is often used to formulate equivariant main conjectures in Iwasawa theory.

For general \( m \geq 1 \), if \( p \nmid [K : \tilde{E}] \), one can also check that the map \( [M] \mapsto c_m(M) \) gives an isomorphism \( K_0(\mathcal{C}_m^R) \cong \mathbb{Z}(R) \) (we omit the proof here). These observations lead us to the idea of generalizing the Chern class \( c_m(M) \in \mathbb{Z}(R) \) in the non-equivariant settings to the class \( [M] \in K_0(\mathcal{C}_m^R) \) in the equivariant settings. However, a crucial obstruction is that, in general, the modules in the main results of this paper (e.g., Theorem 1.1) are not necessarily of finite projective dimension, so we cannot deduce a formula in the Grothendieck group. Note also that, even in the non-equivariant settings, the exact sequences have more information than equations of the Chern classes. Therefore, it is reasonable to formulate the main results in the form of exact sequences.

In [1, §1.1], the \( m \)-th Chern classes are also defined for complexes that are exact in codimension less than \( m \). This notion also seems to be amenable to equivariant situations, but it is unclear how to apply it to our arithmetic situation. This is because we cannot expect that the arithmetic complexes concerned are exact in codimension less than 2.

6. The second main theorem

Our second main theorem focuses on the case where \( l = 1 \) in §5.1. Note that we have \( l = 1 \) if and only if \( n = 2 \) and \( \mathcal{T}_1 \) (and thus \( \mathcal{T}_2 \)) consists of a unique prime of degree one.

Let \( \text{Gal}(K/\tilde{E})^{(p')} \) denote the maximal subgroup of \( \text{Gal}(K/\tilde{E}) \) whose order is prime to \( p \). Let \( \overline{Q}_p \) be a fixed algebraic closure of \( Q_p \). For each character \( \psi : \text{Gal}(K/\tilde{E})^{(p')} \rightarrow \overline{Q}_p^\times \), let \( \mathcal{R}^\psi \) denote the \( \psi \)-component of \( \mathcal{R} \). Then we have a decomposition

\[
\mathcal{R} = \prod_\psi \mathcal{R}^\psi,
\]

where \( \psi \) runs over equivalence classes of characters of \( \text{Gal}(K/\tilde{E})^{(p')} \); two characters \( \psi, \psi' \) are said to be equivalent if \( \psi' = \psi^\sigma \) for some \( \sigma \in \text{Gal}(\overline{Q}_p/Q_p) \). Note that \( \mathcal{R}^\psi \) is a local ring but not a domain unless \( \text{Gal}(K/\tilde{E})^{(p')} = \text{Gal}(K/\tilde{E}) \), i.e., \( p \nmid [K : \tilde{E}] \).

The following is the second main theorem, of which Theorem 1.2 is a special case.

Theorem 6.1. Keep the notation in §5.1 and suppose \( l = 1 \). Let \( \psi \) be a character of \( \text{Gal}(K/\tilde{E})^{(p')} \) such that

\[
(6.1) \quad Z_\psi(K)^{\omega \psi^{-1}} = 0
\]
for any \( v \in V \setminus S_p(E) \), and moreover that \( X_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\omega \psi^{-1}} \) is pseudo-null.

(1) Suppose \( d = 1 \) and \( V = S_p(E) \) (note that condition (6.1) is trivial in this case).

We write \( S_p(E) = \{ p, \overline{p} \} \). Then there exists an \( \mathcal{R}^\psi \)-module \( A \) which fits in an exact sequence

\[
0 \to X(K)^\psi \to A \to Z_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\psi} \to 0
\]

such that we have an exact sequence

\[
\mathbb{Z}_p(1)^\psi \to A \to \mathcal{R}^\psi (L_{\Sigma, \{ p \}}, L_{\Sigma, \{ \overline{p} \}}) \to E_2(0) \to 0.
\]

Moreover, the image of the first map from \( \mathbb{Z}_p(1)^\psi \) is finite.

(2) Suppose either \( d \geq 2 \) or \( V \supsetneq S_p(E) \). Then there exist \( \mathcal{R}^\psi \)-modules \( A \) and \( B \) which fit in exact sequences

\[
0 \to X_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\omega \psi^{-1}} \to A \to Z_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\psi} \to 0
\]

and

\[
0 \to X_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\omega \psi^{-1}} \to B \to Z_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\omega \psi^{-1}} \to 0
\]

such that we have an exact sequence

\[
0 \to A \to \mathcal{R}^\psi (L_{\Sigma, \{ p \}}, L_{\Sigma, \{ \overline{p} \}}) \to E_2(0) \to 0.
\]

We will give explicit constructions of \( A \) and \( B \) in the proof. Before that, we give a remark and a corollary.

**Remark 6.2.** We can deduce the main result of [2] from Theorem 6.1 as follows. The result [2, Theorem 5.12] deals with the case where \( p \nmid [K : \tilde{E}] \) and \( \Sigma = S_p(E) \cup S_\infty(E) \), and concerns the second Chern classes. The condition (6.1) holds trivially by \( \Sigma = S_p(E) \).

Then we only have to recall that \( c_2 \) is additive with respect to exact sequences, and that \( c_2(E_2(M)) = c_2(M) \) for pseudo-null module \( M \) (see [2, Remark 5.11]).

**Corollary 6.3.** Suppose \( l = 1 \). Let \( \psi \) be a character of Gal\((K/\tilde{E})^{(p')}\). Suppose (6.1) for any \( v \in V \setminus S_p(E) \) and that \( Z_v(K)^\psi = 0 \) for \( v \in \Sigma_f \setminus V \). Then the following are equivalent.

(a) The module

\[
\mathcal{R}^\psi (L_{\Sigma, \{ p \}}, L_{\Sigma, \{ \overline{p} \}})
\]

is pseudo-null.

(b) Both \( X_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\omega \psi^{-1}} \) and \( X_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\psi} \) are pseudo-null.

Moreover, if these conditions hold, we have

\[
X_{(\Sigma_f \setminus V) \cup \ell E}(K)^{\psi}_{\text{fin}} = 0
\]

unless \( d = 1 \), \( V = S_p(E) \), and \( \psi = \omega \), in which case \( X(K)^\omega_{\text{fin}} \) is cyclic.
Theorem 6.1 directly shows \((b) \Rightarrow (a)\). The final assertion on \(X_{\mathcal{U}}(K)^{\psi}\) under (a) and (b) follows from Theorem 6.1 and an algebraic proposition (e.g., \([1, \text{Lemma A.3}]\)) that
\[
\left(\frac{\mathcal{L}_{\mathcal{V},\mathcal{U}}^{\psi}}{(\mathcal{L}_{\mathcal{V},\mathcal{U}}^{\psi})}\right)_{\text{fin}} = 0.
\]

It remains to show \((a) \Rightarrow (b)\), so let us suppose (a). We first observe that, by Definition 4.5, the element \(L_{\mathcal{V},\mathcal{U}}^{\psi}\) annihilates \(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i)\) for each \(i = 1, 2\).

We shall show the pseudo-nullity of \(X_{\mathcal{U}}(K)^{\psi}\). By \((3.6)\) and the natural surjective homomorphism
\[
X_{\mathcal{V}\setminus\mathcal{S}_1}(K) \rightarrow X_{\mathcal{V}\setminus\mathcal{U}}(K),
\]
the element \(L_{\mathcal{V},\mathcal{U}}^{\psi}\) also annihilates \(X_{\mathcal{V}\setminus\mathcal{U}}(K)\). Therefore, the pseudo-nullity of \(X_{\mathcal{U}}(K)^{\psi} = X_{\mathcal{V}\setminus\mathcal{U}}(K)^{\psi}\) (similar as Lemma 5.3) follows from (a).

Next we show the pseudo-nullity of \(X_{(\Sigma_{\mathcal{V}\setminus\mathcal{U}})}(K)^{\omega\psi^{-1}}\). As in the proof of Proposition 5.6, triangle \((5.1)\) induces an exact sequence
\[
0 \rightarrow D_{\mathcal{T}}(K) \rightarrow H^2(C_{\mathcal{V}\setminus\mathcal{U}}) \rightarrow H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i),
\]
where the injectivity follows from Lemma 4.4. We know that \(E^1(H^2(C_{\mathcal{V}\setminus\mathcal{U}}; \mathcal{S}_i))\) coincides with \(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i)\) by Proposition 5.11 (1). Moreover, \(D_{\mathcal{T}}(K)\) is torsion-free by Proposition 6.4 (2). From these observations, we see that \(E^1(H^2(C_{\mathcal{V}\setminus\mathcal{U}}; \mathcal{S}_i))\) maps injectively into \(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i)\). In particular, the element \(L_{\mathcal{V},\mathcal{U}}^{\psi}\) annihilates \(E^1(H^2(C_{\mathcal{V}\setminus\mathcal{U}}; \mathcal{S}_i))\).

By assumption (a), it follows that \(E^1(H^2(C_{\mathcal{V}\setminus\mathcal{U}}; \mathcal{S}_i))\) is pseudo-null. Therefore, \(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i)\) is pseudo-null. \(\square\)

In the rest of this section, we prove Theorem 6.1. We first show a couple of propositions that are valid without assuming \(l = 1\).

The following proposition is a motivation for the conditions in Theorem 6.1. Note that the pseudo-nullity of \(X_{(\Sigma_{\mathcal{V}\setminus\mathcal{U}})}(K)^{\omega\psi^{-1}}\) is a stronger condition than Greenberg’s conjecture. In fact it is not necessarily true; in \([6]\), the author obtained examples for which the pseudo-nullity does not hold for tamely ramified Iwasawa modules (when \(E\) is imaginary quadratic, \(K = \tilde{E}(\mu_p)\), and \(\psi = \omega\)).

**Proposition 6.4.** The following are true.

1. Let \(\psi\) be a character of \(\text{Gal}(K/\tilde{E})^{\psi}\). The module \(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i)^{\psi}\) is torsion-free if and only if \((6.1)\) holds for any \(v \in \mathcal{V}\setminus S_p(E)\) and moreover \(X_{(\Sigma_{\mathcal{V}\setminus\mathcal{U}})}(K)^{\omega\psi^{-1}}\) is pseudo-null.
2. \(D_{\mathcal{U}}(K)\) is torsion-free for each \(\mathfrak{p} \in S_p(E)\).

**Proof.** This proposition can be proved in the same way as in \([11, \text{Remark 4.2.5}]\), as follows. By Proposition 5.11, the module \(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i)^{\psi}\) (resp. \(D_{\mathcal{U}}(K)\)) is torsion-free if and only if \(E^1(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i))^{\omega\psi^{-1}} = 0\) (resp. \(E^1(H^2_w(K_p; \mathbb{Z})) = 0\)), that is, \(H^2(C_{\mathcal{V},\mathcal{U}}; \mathcal{S}_i)^{\omega\psi^{-1}}\) (resp. \(H^2_w(K_p; \mathbb{Z})\)) is pseudo-null. Therefore, claim (1) follows from \((3.3)\), and \(Z_v(K)_{\mathcal{P}_N} = 0\) for finite prime \(v\) outside \(p\), and claim (2) follows from \((3.3)\) and Lemma 5.2. \(\square\)
Lemma 6.5. Let \( \psi \) be a character of Gal(\( K/\bar{E} \))(\( \sigma' \)). Suppose that (6.1) holds for any \( v \in V \setminus S_p(E) \). Then we have \( X_{\psi,\Sigma}(K)^\psi \simeq X_{\psi}(K)^\psi \).

Proof. We have an exact sequence
\[
\bigoplus_{v \in V \setminus S_p(E)} D_v(K) \to X_{\psi,\Sigma}(K) \to X_{\psi}(K) \to 0.
\]
For each \( v \in V \setminus S_p(E) \), assumption (6.1) and the duality (3.8) imply that \( D_v(K)^\psi = 0 \). Hence the lemma follows. \( \square \)

Proposition 6.6. The following are true.

1. Let \( \psi \) be a character of Gal(\( K/\bar{E} \))(\( \sigma' \)). Suppose that (6.1) holds for any \( v \in V \setminus S_p(E) \) and moreover \( X_{(\Sigma_f \setminus V),\Sigma}(K)^{\omega \psi^{-1}} \) is pseudo-null. Then we have a natural isomorphism
\[
\bigcap_{\mathcal{R}^\psi} H^2(\Sigma,\psi,\Sigma)(K)^\psi \simeq \text{Det}_{\mathcal{R}^\psi}(C_{\Sigma,\psi,\Sigma}(K)^\psi).
\]

2. For each \( 1 \leq i \leq n \), we have a natural isomorphism
\[
\bigcap_{\mathcal{R}} D_{\mathcal{T}_i}(K) \simeq \text{Det}_{\mathcal{R}}^{-1}(C_{\mathcal{T}_i}^{\text{loc}}).
\]

Proof. Recall that, in Proposition 5.6, we checked that the conditions of Proposition 2.2 hold for \( C = C_{\Sigma,\psi,\Sigma}(K)^{\psi} \) and for \( C = C_{\mathcal{T},\Sigma}^{\text{loc}} \). Then by Proposition 6.4, we can apply Proposition 2.4 to deduce the proposition. \( \square \)

Proposition 6.7. Suppose \( d = 1 \) (i.e., \( E \) is an imaginary quadratic field). Then we have the following.

1. The \( \mathcal{R} \)-module \( \mathbb{Z}_p(1) \) does not appear as a submodule or a quotient module of \( X(K) \).

2. If we assume that \( X(K)^\omega \) is pseudo-null, then \( \mathbb{Z}_p(1) \) does not appear as a submodule or a quotient module of \( E^2(X(K)) \).

Proof. (1) follows from \( \square \) Proposition 4.1.15. For (2), we observe the duality
\[
X(K)^{\psi \text{ fin}} \simeq E^2(E^2(X(K)^{\psi \text{ fin}}))
\]
(see Proposition \( \square \) 2.2). Note also that \( E^2(\mathbb{Z}_p(1)) \simeq \mathbb{Z}_p(1) \). Then it is easy to see that \( \mathbb{Z}_p(1) \) is a sub (resp. a quotient) of \( E^2(X(K))^{\psi} \) if and only if \( \mathbb{Z}_p(1) \) is a quotient (resp. a sub) of \( X(K)^{\omega \psi} \). Therefore, claim (2) follows from claim (1). \( \square \)

Proof of Theorem 6.7. For a while we treat all cases simultaneously. Let \( \mathcal{T}_1 = \{ \mathfrak{p} \} \) and \( \mathcal{T}_2 = \{ \overline{\mathfrak{p}} \} \). By Propositions 5.11 and 6.4, we have a commutative diagram with exact rows
\[
\begin{array}{ccccccccc}
0 & \to & D_{\{\mathfrak{p},\overline{\mathfrak{p}}\}}(K)^\psi & \to & D_{\{\mathfrak{p},\overline{\mathfrak{p}}\}}(K)^{\psi,*} & \to & E^2(Z_{\{\mathfrak{p},\overline{\mathfrak{p}}\}}(K)^{\omega \psi^{-1}})^1(1) & \to & 0 \\
& & f_1 & & f_2 & & f_3 & & \\
0 & \to & H^2(C_{\Sigma,\psi,\Sigma}(K)^\psi) & \to & H^2(C_{\Sigma,\psi,\Sigma}(K)^{\psi,*}) & \to & E^2(H^2(C_{\Sigma,\psi,\Sigma,\psi,\Sigma}(K)^{\omega \psi^{-1}})^1(1) & \to & W_{\psi}^{\psi}(K/\Sigma,V,\Sigma).
\end{array}
\]
By Proposition [6.6] this diagram can be identified with the \( \psi \)-component of that in Proposition [5.6]. We shall show that the snake lemma applied to this diagram proves Theorem [6.1].

By Proposition [5.7] we know that

\[
\text{Coker}(f_2) \cong \frac{\mathcal{R}^\psi}{(\mathcal{L}_{\Sigma,j}^\text{alg,}\psi, \mathcal{L}_{\Sigma,j}^\text{alg,}\psi)}.
\]

To study \( f_1 \), we use the exact sequence

\[
0 \to X_{\mathcal{I}(E)}(K)^{\omega_{\psi}^{-1}} \to H^2(C_{\Sigma,j \setminus \mathcal{U}_E})(K)^{\omega_{\psi}^{-1}} \to Z^0_{\mathcal{I}(E)}(K)^{\omega_{\psi}^{-1}} \to 0
\]

obtained by (3.6) and Lemma (5.5). Putting \( \mathcal{A} = \text{Coker}(f_1) \), we deduce an exact sequence

\[
0 \to X_{\mathcal{I}(E)}(K)^{\omega_{\psi}^{-1}} \to \mathcal{A} \to Z^0_{\mathcal{I}(E)}(K)^{\omega_{\psi}^{-1}} \to 0,
\]

which is claimed in the theorem.

Similarly, to study \( f_3 \), we use the exact sequence

\[
0 \to X_{\mathcal{I}(\Sigma,j \setminus \mathcal{U}_E)}(K)^{\omega_{\psi}^{-1}} \to H^2(C_{\Sigma,j \setminus \mathcal{U}_E})(K)^{\omega_{\psi}^{-1}} \to Z^0_{\mathcal{I}(\Sigma,j \setminus \mathcal{U}_E)}(K)^{\omega_{\psi}^{-1}} \to 0
\]

obtained by (3.6) and (6.1). All modules in (6.2) are pseudo-null by assumption.

Now we consider (1) (so \( \mathcal{U} = S_p(E) \)). In this case, since we have \( E^i(Z_p) = 0 \) and \( E^i(Z_{Sp(E)}(K)) = 0 \) for \( i \neq 2 \), we deduce from (6.2) an exact sequence

\[
0 \to E^2(Z_p)^{\omega_{\psi}^{-1}} \to E^2(Z_{Sp(E)}(K))^{\omega_{\psi}^{-1}} \to E^2(H^2(C_{\Sigma,j \setminus Sp(E)}))^{\omega_{\psi}^{-1}} \to E^2(X_{\mathcal{I}(\Sigma,j \setminus Sp(E))}(K))^{\omega_{\psi}^{-1}} \to 0.
\]

Hence we have

\[
\text{Ker}(f_3) \cong Z_p(1)^{\psi}, \quad \text{Coker}(f_3) \cong E^2(X_{\mathcal{I}(\Sigma,j \setminus Sp(E))}(K))^{\omega_{\psi}^{-1}}(1).
\]

Putting these together, the snake lemma induces an exact sequence

\[
Z_p(1)^{\psi} \to \mathcal{A} \to \frac{\mathcal{R}^\psi}{(\mathcal{L}_{\Sigma,j}^\text{alg,}\psi, \mathcal{L}_{\Sigma,j}^\text{alg,}\psi)} \to E^2(X_{\mathcal{I}(\Sigma,j \setminus Sp(E))}(K))^{\omega_{\psi}^{-1}}(1) \to W^{\psi}_{\Sigma,j \setminus Sp(E)}.
\]

The last map to \( W^{\psi}_{\Sigma,j \setminus Sp(E)} \) is zero because, we only have to consider the case \( \Sigma,j = Sp(E) \) and then Proposition [5.7](2) applies. Let us moreover show that the image of the first map from \( Z_p(1)^{\psi} \) is finite. It is easy to see that the module \( Z_{\Sigma,j \setminus Sp(E)}(K) \) does not contain \( Z_p(1) \) as a submodule. Then Proposition [5.7](1) implies that \( \mathcal{A} \) does not contain \( Z_p(1) \) as a submodule, so the claim holds.

Now we consider (2). We first observe that the natural map

\[
Z^0_{\mathcal{I}(E)}(K)^{\omega_{\psi}^{-1}} \to Z_{\mathcal{I}(\Sigma,j \setminus \mathcal{U}_E)}(K)^{\omega_{\psi}^{-1}}
\]

is surjective. If \( d \geq 2 \), this follows from \( \mathcal{U} \supseteq \{ p, \overline{p} \} \). If \( \mathcal{V} \supseteq \overline{Sp(E)} \), then condition (6.1) clearly implies \( \text{Im}(Z_p)^{\omega_{\psi}^{-1}} = 0 \) (i.e., \( \psi \neq \omega \)). Thus the surjectivity holds.

Therefore, by (6.2), we can define a module \( \mathcal{B} \) by the following exact sequence

\[
0 \to \mathcal{B} \to H^2(C_{\Sigma,(\Sigma,j \setminus \mathcal{V}) \setminus \mathcal{U}_E})^{\omega_{\psi}^{-1}} \to Z_{\mathcal{I}(\Sigma,j \setminus \mathcal{U}_E)}(K)^{\omega_{\psi}^{-1}} \to 0,
\]

and then \( \mathcal{B} \) fits in the short exact sequence (with \( \mathcal{B} \) in the middle) claimed in the theorem. On the other hand, from (6.3) we deduce an exact sequence

\[
0 \to E^2(Z_{\mathcal{I}(\Sigma,j \setminus \mathcal{U}_E)}(K)^{\omega_{\psi}^{-1}}) \to E^2(H^2(C_{\Sigma,(\Sigma,j \setminus \mathcal{V}) \setminus \mathcal{U}_E})^{\omega_{\psi}^{-1}}) \to E^2(\mathcal{B}) \to 0.
\]
Hence we have
\[ \text{Ker}(f_3) = 0, \quad \text{Coker}(f_3) \simeq E^2(\mathcal{B})^i(1). \]

Putting these together, the snake lemma induces an exact sequence
\[ 0 \to A \to \mathcal{R}_\psi^\omega \xrightarrow{H} \mathcal{R}_\psi^\omega \to E^2(\mathcal{B})^i(1) \to W^\psi_{(\Sigma_f \setminus \mathcal{V})\cup \mathcal{U}^c}. \]

Finally we show that the last map is zero. We only have to deal with the case where \( \Sigma_f = \mathcal{V} \) and \( \mathcal{U}^c = \emptyset \) (so \( d = 1 \)). In that case, we have \( \mathcal{B} \simeq X(K)^{\omega^{d-1}} \), and Proposition 6.7(2) again concludes the proof.

\[ \square \]

A. Properties of Fitting ideals

Let \( R \) be a ring which contains a regular local ring \( \Lambda \) as in the first paragraph of \( \S 2.2 \).

Let \( \mathcal{P}_R^1 \) be the category of finitely generated torsion \( R \)-modules \( P \) with \( \text{pd}_R(P) \leq 1 \). This is equivalent to that \( P \) admits an exact sequence of the form
\[
(A.1) \quad 0 \to R^a \xrightarrow{H} \mathcal{R}^a \to P \to 0
\]
(with an integer \( a \geq 0 \)). Then the Fitting ideal \( \text{Fitt}_R(P) \) is by definition generated by the single element \( \det(H) \), which is a non-zero-divisor, so in particular \( \text{Fitt}_R(P) \) is invertible as a fractional ideal.

**Proposition A.1.** For each \( P \in \mathcal{P}_R^1 \), the following hold.

1. We have \( E^1(P) \in \mathcal{P}_R^1 \) and \( E^1(E^1(P)) \simeq P \).
2. We have \( \text{Fitt}_R(E^1(P)) = \text{Fitt}_R(P) \).

*Proof.* This proposition is well-known to experts, but for the convenience of the reader we give a proof. Let us take a sequence of the form \( \ref{A.1} \), which yields an exact sequence
\[
(A.2) \quad 0 \to (R^a)^* \xrightarrow{H^*} (R^a)^* \to E^1(P) \to 0,
\]
where \( H^* \) is the map induced by \( H \). This implies that \( E^1(P) \in \mathcal{P}_R^1 \) and
\[
\text{Fitt}_R(E^1(P)) = (\det(H^*)) = (\det(H)) = \text{Fitt}_R(P).
\]
Moreover, \( \ref{A.2} \) yields an exact sequence
\[
0 \to (R^a)^{**} \xrightarrow{H^{**}} (R^a)^{**} \to E^1(E^1(P)) \to 0.
\]
Comparing this sequence with \( \ref{A.1} \), together with \( (R^a)^{**} \simeq R^a \), shows \( E^1(E^1(P)) \simeq P \). \( \square \)

Now we consider codimension two analogues of Proposition \( \ref{A.1} \). Let \( \mathcal{P}_R^2 \) be the category of pseudo-null \( R \)-modules \( M \) with \( \text{pd}_R(M) \leq 2 \).

**Proposition A.2.** For each \( M \in \mathcal{P}_R^2 \), the following hold.

1. We have \( E^2(M) \in \mathcal{P}_R^2 \) and \( E^2(E^2(M)) \simeq M \).
2. We have \( \text{Fitt}_R(E^2(M)) = \text{Fitt}_R(M) \).

First we show claim (1).
Proof of Proposition A.2(1). This is proved in a similar way as Proposition A.1(1). Let us choose a module $P \in P_1^\mathcal{R}$ and a surjective homomorphism from $P$ to $M$; for instance, if $f \in \mathcal{R}$ is an annihilator of $M$ that is a non-zero-divisor, we may take $P$ as a direct sum of copies of $\mathcal{R}/(f)$. Then, letting $Q$ denote the kernel of $P \to M$, we obtain an exact sequence

$$(A.3) \quad 0 \to Q \to P \to M \to 0.$$ 

By $M \in P_2^\mathcal{R}$ and $P \in P_1^\mathcal{R}$, we have $Q \in P_1^\mathcal{R}$. Then sequence (A.3) induces an exact sequence

$$(A.4) \quad 0 \to E^1(P) \to E^1(Q) \to E^2(M) \to 0.$$ 

This sequence, together with the fact $E^1(P), E^1(Q) \in P_1^\mathcal{R}$ by Proposition A.1(1), implies that $pd_{\mathcal{R}}(E^2(M)) \leq 2$. Since $M$ is pseudo-null, so is $E^2(M)$. Therefore, we have $E^2(M) \in P_2^\mathcal{R}$.

Moreover, comparing (A.3) with the sequence

$$0 \to E^1(E^1(Q)) \to E^1(E^1(P)) \to E^2(E^2(M)) \to 0$$

induced by (A.4), and using the facts $E^1(E^1(P)) \simeq P$ and $E^1(E^1(Q)) \simeq Q$ by Proposition A.1(1), we obtain $E^2(E^2(M)) \simeq M$. \hfill \Box

For the proof of Proposition A.2(2), we need an auxiliary lemma.

**Lemma A.3.** For any finitely generated torsion $\mathcal{R}$-module $M$, there exists a finite presentation of $M$

$$\mathcal{R}^a \xrightarrow{H} \mathcal{R}^b \to M \to 0$$

such that all $b \times b$ minors of the presentation matrix of $H$ are non-zero-divisors of $\mathcal{R}$.

**Proof.** If $\Lambda$ has only finitely many elements, then $\Lambda$ is a finite field and the only torsion module is the zero module, so the assertion is trivial. Therefore, we may assume that $\Lambda$ has infinitely many elements.

Let $\mathcal{R}^m \xrightarrow{H} \mathcal{R}^n \to M \to 0$ be any finite presentation of $M$ $(m \geq n)$. We identify $H$ with its presentation matrix in $M_{m,n}(\mathcal{R})$. Let us fix a non-zero-divisor $f \in \mathcal{R}$ that annihilates $M$. For an element $X = (x_{ij})_{i,j} \in M_{m,n}(\Lambda)$, we consider a matrix

$$H_X = \begin{pmatrix} fI_n \\ H + fX \end{pmatrix} \in M_{m+n,n}(\mathcal{R}),$$

where $I_n$ denotes the identity matrix of size $n$. Then $H_X$ can also be regarded as a finite presentation of $M$. We will find an element $X \in M_{m,n}(\Lambda)$ such that all $n \times n$ minors of $H_X$ are non-zero-divisors, which would complete the proof of the lemma.

By a pair $(I, J)$, we will mean a pair of subsets $I \subset \{1, 2, \ldots, m\}$ and $J \subset \{1, 2, \ldots, n\}$ such that $\#I = \#J$. For a matrix $A = (a_{ij})_{i \leq m, j \leq n}$ of size $m \times n$, let us write

$$A_{I,J} = (a_{ij})_{i \in I, j \in J},$$

i.e., the square submatrix of $A$ obtained by picking the rows in $I$ and the columns in $J$.

We observe that any $n \times n$ minor of $H_X$ is the product of a power of $f$ and a minor of $H + fX$ (not necessary of degree $n$). Therefore, the required property of $X$ is equivalent to that $\det((H + fX)_{I,J}) \in \mathcal{R}$ is a non-zero-divisor for any pair $(I, J)$.

Let us write $\mathcal{R}[X]$ (resp. $\Lambda[X]$) for the polynomial ring over $\mathcal{R}$ (resp. $\Lambda$) in variables $\{x_{ij}\}_{1 \leq i \leq m, 1 \leq j \leq n}$; here we regard $\{x_{ij}\}_{i,j}$ as indeterminates. For example, $\det(X_{I,J}) \in \Lambda[X]$ is
a nonzero homogenous polynomial of degree \(\#I(= \#J)\). By the definition of the determinant, we have
\[
\text{(A.5)} \quad \det((H + fX)_{I,J}) = f^{\#I} \det(X_{I,J}) + \text{(lower degree)},
\]
where (lower degree) denotes a polynomial in \(\mathcal{R}[X]\) whose degree is strictly less than \(\#I\).

We put
\[
D_X = \prod_{(I,J)} \det((H + fX)_{I,J}),
\]
where \((I, J)\) runs over all the pairs we are considering. By taking the product of (A.5), we obtain
\[
\text{(A.6)} \quad D_X = f^N F(X) + \text{(lower degree)}
\]
with \(N = \sum_{(I,J)} \#I\), \(F(X) = \prod_{(I,J)} \det(X_{I,J})\), and (lower degree) denotes a polynomial in \(\mathcal{R}[X]\) whose degree is strictly less than that of \(F(X)\).

Since \(\mathcal{R}\) is free of finite rank over \(\Lambda\), we have the norm map \(N : \mathcal{R} \to \Lambda\); for \(a \in \mathcal{R}\), the norm \(N(a)\) is defined as the determinant of the presentation matrix of the \(\Lambda\)-homomorphism \(a : \mathcal{R} \to \mathcal{R}\) (with respect to any basis). Note that an element \(a \in \mathcal{R}\) is a non-zero-divisor if and only if \(N(a) \neq 0\). By (A.6), we find
\[
N(D_X) = N(f)^N F(X)^{\text{rank}_\Lambda(\mathcal{R})} + \text{(lower degree)},
\]
where (lower degree) denotes a polynomial in \(\Lambda[X]\) whose degree is strictly less than that of \(F(X)^{\text{rank}_\Lambda(\mathcal{R})}\).

Now it is enough to show that \(N(D_X) \neq 0\) for some \(X \in M_{m,n}(\Lambda)\). Since \(\det(X_{I,J})\) is a nonzero homogenous polynomial in \(\Lambda[X]\), so is \(F(X)\). Recall that we assume \(\Lambda\) has infinitely many elements. Therefore, there exists an element \(X_0 \in M_{m,n}(\Lambda)\) such that \(F(X_0) \neq 0\). Once we fix such an \(X_0\), we may regard \(N(D_{\lambda X_0})\) as a polynomial in \(\lambda \in \Lambda\) whose leading coefficient is \(N(f)^N F(X_0)^{\text{rank}_\Lambda(\mathcal{R})} \neq 0\). Then we find an element \(\lambda \in \Lambda\) such that \(N(D_{\lambda X_0}) \neq 0\). This completes the proof of the lemma. \(\square\)

Proof of Proposition A.2(2). By claim (1), it is enough to show a single inclusion, say \(\supset\). Let us take a finite presentation \(\mathcal{R}^b \overset{H}{\twoheadrightarrow} \mathcal{R}^h \overset{\pi}{\rightarrow} M \rightarrow 0\) as in Lemma A.3. Take any \(b \times b\) submatrix of \(H\) and let \(\alpha : \mathcal{R}^b \rightarrow \mathcal{R}^b\) be the corresponding homomorphism. By the definition of Fitting ideals, it is enough to show \(\det(\alpha) \in \text{Fitt}_\mathcal{R}(E^2(M))\).

Put \(P = \text{Coker}(\alpha)\), so we have \(\text{Fitt}_\mathcal{R}(P) = (\det(\alpha))\). Since \(\alpha\) is injective by the choice of \(H\), we also have \(P \in \mathcal{P}_\mathcal{R}^1\). On the other hand, we have \(\pi \circ \alpha = 0\), so \(\pi\) induces a surjective homomorphism \(P \rightarrow M\). We define \(Q\) as its kernel, so we obtain an exact sequence
\[
\text{(A.7)} \quad 0 \rightarrow Q \rightarrow P \rightarrow M \rightarrow 0.
\]
Observe that \(M \in \mathcal{P}_\mathcal{R}^2\) and \(P \in \mathcal{P}_\mathcal{R}^1\) imply \(Q \in \mathcal{P}_\mathcal{R}^1\). Then (A.7) induces an exact sequence
\[
0 \rightarrow E^1(P) \rightarrow E^1(Q) \rightarrow E^2(M) \rightarrow 0.
\]
In particular, since \(E^2(M)\) is a quotient of \(E^1(Q)\), we have
\[
\text{Fitt}_\mathcal{R}(E^2(M)) \supset \text{Fitt}_\mathcal{R}(E^1(Q)).
\]
Since \(Q \in \mathcal{P}_\mathcal{R}^1\), Proposition A.1(2) implies \(\text{Fitt}_\mathcal{R}(E^1(Q)) = \text{Fitt}_\mathcal{R}(Q)\). Finally we show \(\text{Fitt}_\mathcal{R}(Q) = \text{Fitt}_\mathcal{R}(P)\). Let \(q\) be any height one prime of \(\Lambda\), and recall that the subscript
By \( Q_q \) denotes the localization with respect to the multiplicative set \( \Lambda \setminus q \). By (A.7) and the pseudo-nullity of \( M \), we have \( Q_q \simeq P_q \), so \( \text{Fitt}_R(Q)R_q = \text{Fitt}_R(P)R_q \). Then the claim \( \text{Fitt}_R(Q) = \text{Fitt}_R(P) \) follows from this, since both sides are invertible (moreover principal) fractional ideals of \( R \).

\( \square \)

**Remark A.4.** As mentioned in Remark 6.2, when \( R \) is a product of regular local rings, we have \( c_2(E^2(M)) = c_2(M) \) for a pseudo-null module \( M \). Although the statement of Proposition A.2 is quite similar, the proofs have nothing in common.

Let us suppose that \( R \) is a product of regular local rings. Then, for each finitely generated torsion \( R \)-module \( M \), we have a classical definition of characteristic ideal \( \text{char}_R(M) \), using the structure theorem of finitely generated modules (up to pseudo-null modules). By definition \( \text{char}_R(M) \) is principal. The characteristic ideals satisfy the additivity properties with respect to exact sequences, and we have \( \text{char}_R(P) = \text{Fitt}_R(P) \) for \( P \in \mathcal{P}_R^1 \). In fact, these properties characterize \( \text{char}_R(−) \).

The following proposition is used in §5.3.

**Proposition A.5.** Suppose that \( \dim(\Lambda) = 2 \) and that \( R \) is a product of regular local rings. For each finitely generated torsion \( R \)-module \( M \), we have

\[
\text{Fitt}_R(M) = \text{char}_R(M) \text{Fitt}_R(E^2(M)).
\]

**Proof.** Consider the exact sequence \( 0 \to M_{PN} \to M \to M/PN \to 0 \). We have \( M/PN \in \mathcal{P}_R^1 \) by applying the Auslander-Buchsbaum formula. Then a well-known property of Fitting ideals (see, e.g., [11, Lemma 3]) tells us

\[
\text{Fitt}_R(M) = \text{Fitt}_R(M/PN) \text{Fitt}_R(M_{PN}).
\]

By basic properties of characteristic ideals, we have

\[
\text{Fitt}_R(M_{PN}) = \text{char}_R(M_{PN}) = \text{char}_R(M).
\]

On the other hand, we have \( M_{PN} \in \mathcal{P}_R^2 \), so Proposition A.2 implies

\[
\text{Fitt}_R(M_{PN}) = \text{Fitt}_R(E^2(M_{PN})) = \text{Fitt}_R(E^2(M)).
\]

This completes the proof. \( \square \)
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