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Abstract—Unmanned aerial vehicle (UAV) swarm has emerged as a promising novel paradigm to achieve better coverage and higher capacity for future wireless network by exploiting the more favorable line-of-sight (LoS) propagation. To reap the potential gains of UAV swarm, the remote control signal sent by ground control unit (GCU) is essential, whereas the control signal quality are susceptible in practice due to the effect of the adjacent channel interference (ACI) and the external interference (EI) from radiation sources distributed across the region. To tackle these challenges, this paper considers priority-aware resource coordination in a multi-UAV communication system, where multiple UAVs are controlled by a GCU to perform certain tasks with a pre-defined trajectory. Specifically, we maximize the minimum signal-to-interference-plus-noise ratio (SINR) among all the UAVs by jointly optimizing channel assignment and power allocation strategy under stringent resource availability constraints. According to the intensity of ACI, we consider the corresponding problem in two scenarios, i.e., Null-ACI and ACI systems. By virtue of the particular problem structure in Null-ACI case, we first recast the formulation into an equivalent yet more tractable form and obtain the global optimal solution via Hungarian algorithm. For general ACI systems, we develop an efficient iterative algorithm for its solution based on the smooth approximation and alternating optimization methods. Extensive simulation results demonstrate that the proposed algorithms can significantly enhance the minimum SINR among all the UAVs and adapt the allocation of communication resources to diverse mission priority.
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I. INTRODUCTION

For the fifth-generation (5G) communication networks, there is a urgent need to improve the system performance limit to accommodate the ever increasing data traffic, which poses very stringent requirements on both the radio resources and the existing communication infrastructures [2]. With benefits such as low cost, high maneuverability, and on-demand deployment, unmanned aerial vehicle (UAV) enabled communication serves is very promising in achieving better coverage and higher capacity for future wireless network [3]–[6]. In particular, UAV autonomous surveillance is regarded as the most promising application in both civil and military fields, where a group of UAVs cooperate with each other and perform inspection tasks in a specific geographical area. The effective collaboration among the UAVs in a swarm not only makes up for the limited hardware capability of a single UAV, but also improves the fault tolerance of the whole system, thereby making it possible to complete missions in a cost-effective manner. Due to these desirable features, the UAV swarm technology have recently drawn considerable interests from the both academic and industrial communities [7]–[9].

Depending on the role of UAVs in the entire network, two different lines of research can be identified in the literature, namely UAV-assisted communication and cellular-enabled UAV communication. In UAV-assisted communication, UAVs serve as new aerial communication platforms to provide services for the terrestrial. To alleviate the performance bottleneck caused by the “doubly near-far” phenomenon, the authors of [10] invoked wireless power transfer (WPT) techniques in the multi-UAV network, and considered the joint optimization of trajectory and resource allocation to maximize the system throughput, subject to both UAVs’ speed and energy neutrality constraints. To provide remote terminals with connectivity opportunities for hazard detection and disaster recovery, the authors in [11] advocated the usage of a novel UAV relay scheme to enhance the coverage and capacity of terrestrial wireless networks. Furthermore, two emerging Internet of Things (IoT) services, i.e., data collection and information dissemination, were respectively enabled in the UAV network [12], [13]. Specifically, the authors in [12] investigated an optimal UAV trajectory to minimize the energy consumption while collecting all the desired data from the ground users. To enable a set of ground terminals to share the allotted spectrum in the most effective fashion, the authors in [13] conceived a novel cyclical multiple access (CMA) scheme according to the variations of UAV trajectory, and investigated the fundamental tradeoff between the dissemination delay and the system throughput. Inspired by the need to accommodate latency-sensitive and computation-intensive emerging applications, the authors in [14] combined the mobile edge computation (MEC) technique with the UAV network, and subsequently devised a powerful resource allocation strategy to maximize the system energy efficiency.
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The reminder of this paper is organized as follows. Section
II describes the multi-UAV communication model and for-
mulates the resource allocation problem of interest. Section III considers a special scenario and proposes an efficient algorithm to obtain the global optimal solution. In Section IV, a low-complexity iterative joint channel assignment and power allocation algorithm is proposed for reliable communication with ACI system. The simulation results are provided in V. Finally, this article is concluded in Section VI.

Notations: Throughout this paper, scalars are denoted by lower case or italic letters, vectors are denoted by boldface lower case, and matrices are denoted by boldface upper case letters. The space of \( M \times N \) real matrices is expressed as \( \mathbb{R}^{M \times N} \). For a matrix \( A \), \( A^T \), \( A^{-1} \) and \( \lambda_{\text{max}}(A) \) denote its transpose, inverse, and the maximum eigenvalue, respectively.

II. SYSTEM MODEL

A. Network Architecture and Channel Model

As shown in Fig. 2, we consider an uplink wireless UAV communication scenario where a GCU controls multiple UAVs to perform certain task with a pre-defined trajectory. In such a scenario, the GCU first assigns channels to UAVs from a set of limited frequency bands and then sends control signals to multiple UAVs at each time slot. Meanwhile, UAVs periodically feed back their information so that the GCU can not only acquire three-dimensional (3D) flight coordinates, but also perceive channel state information (CSI) of UAV swarm. We use \( K \triangleq \{1, \ldots, K\} \) to denote the set of UAVs, \( N \triangleq \{1, \ldots, N\} \) the set of communication channels, and \( S \triangleq \{1, \ldots, S\} \) the set of time slots. We assume that the length of time slot is chosen to be sufficiently small such that the UAV’s location remains unchanged within every time slot.

In this paper, we consider two kinds of interference sources to distinguish different transmission scenarios. First, multiple UAVs are likely to occupy adjacent channels simultaneously due to the shortage of spectrum resources in practice. Consequently, owing to the limited performance of receiver filters, it inevitably results in the ACI, which may cause undesired influence on the reliable communication between UAVs and the GCU [20]. For example, a GCU simultaneously sends control signals to UAV \( k \) and \( m \) via adjacent channels, \( d_{s,k} \) and \( d_{s,m} \) are the distance between the GCU and two UAVs at time slot \( s \), respectively. If \( d_{s,k} > d_{s,m} \), the high power signals for UAV \( k \) would leak into adjacent channels and interfere with the communication between the GCU and UAV \( m \). Second, we consider that the EI also possibly exists due to the radiation sources (e.g., eavesdroppers, enemy radar, and many others) distributed across the region (in which the planned UAVs’ trajectory is located) and its intensity highly depends on the number, type, and location. In such a scenario, it is important to devise efficient resource allocation strategies based on the distinctive characteristics of different interference sources, thereby enabling more efficient and reliable data transmission for carrying out the task.

In the sequel, we elaborate the ACI model. First, we introduce \( \mu_{f_1,f_2} \) to characterize the interference correlation between the two spectrums specified by \( f_1 \) and \( f_2 \), which strictly satisfies the following properties:

\[
\begin{align*}
0 & \leq \mu_{f_1,f_2} \leq 1, & \mu_{f_1,f_2} &= \mu_{f_2,f_1}, \\
\mu_{f_1,f_2} &= 1, & \text{if } |f_1 - f_2| &= 0, \\
\mu_{f_1,f_2} &\to 0, & \text{if } |f_1 - f_2| &\to \infty,
\end{align*}
\]

where \( \mu_{f_1,f_2} = \mu_{f_2,f_1} \) indicates the symmetric property of interference correlation coefficients, \(|f_1 - f_2| = 0 \) implies that two UAVs simultaneously occupy the same channel, and \(|f_1 - f_2| \to \infty \) shows that the channel \( f_1 \) and \( f_2 \) are sufficiently separated. Note that the interference correlation coefficient \( \mu_{f_1,f_2} \) is proportional to the intensity of ACI and can be measured in practical systems [15].

Since obstacles surrounding the GCU may have irregular shapes and random locations, the wireless channel from the GCU to the UAV are dominated by either LoS or non-line-of-sight (NLoS) propagation [21], [22]. Specifically, the path loss exponent of NLoS link \( \eta_L \) is usually higher than that of LoS link \( \eta_N \) due to shadow effects and the obstacle penetration, corresponding to the less favorable propagation in the ground-to-air communication. Accordingly, the path loss between the GCU and UAV \( k \) for the LoS and NLoS at time slot \( s \) are given by [1]

\[
PL_{s,k}(\eta) = 20 \log (f_{s,k}) + 20 \log (d_{s,k}) + 32.4 + \eta \tag{2}
\]

with \( \eta \in \{\eta_L, \eta_N\} \), \( f_{s,k} \in \{f_1, f_2, \ldots, f_N\} \) represents the channel assigned to UAV \( k \) at time slot \( s \) and \( d_{s,k} \) denotes the distance between the UAV swarm and GCU. Consequently, the channel gain between the GCU and UAV \( k \) on the channel \( f_{s,k} \) at time slot \( s \) can be expressed as

\[
g_{s,k}(\eta) = \frac{1}{PL_{s,k}(\eta)} = c_{s,k}(\eta)f_{s,k}^{-2} \tag{3}
\]

with \( c_{s,k}(\eta) \triangleq 10^{-32.4-\eta} \times d_{s,k}^{-2} \).
The uplink transmission power of the GCU for UAV $k$ at
time slot $s$ is denoted by $p_{s,k}$, which is subject to the power
budget constraint $\sum_{k=1}^{K} p_{s,k} \leq P_{\text{max}}$, $\forall s$ with $P_{\text{max}}$ being
the maximum available transmission power of the GCU. For
the sake of notational simplicity, we introduce a binary variable
$a_{s,k}^n$ serving as the scheduling indicator for channel $n$ and
UAV $k$ at time slot $s$, i.e., $a_{s,k}^n = 1$ if channel $n$ is assigned to
UAV $k$ at time slot $s$ and $a_{s,k}^n = 0$ otherwise. Note that since
the available frequency spectrum is usually limited in practice,
we assume that in each time slot, each UAV only occupies one
channel, while each channel is only assigned to at most one
UAV. Such a requirement yields the following constraints:

$$\sum_{k=1}^{K} a_{s,k}^n \leq 1, \quad \forall n \in \mathcal{N}, \quad \forall s \in \mathcal{S}, \quad (4)$$

$$\sum_{n=1}^{N} a_{s,k}^n = 1, \quad \forall k \in \mathcal{K}, \quad \forall s \in \mathcal{S}, \quad (5)$$

$$a_{s,k}^n \in \{0,1\}, \quad \forall k \in \mathcal{K}, \forall n \in \mathcal{N}, \forall s \in \mathcal{S}. \quad (6)$$

Based on the above discussion, we can respectively rewrite $f_{s,k}^{-2}$ in
\ref{eq:3} and $\mu_{f_{s,k}f_{s,m}}$ in \ref{eq:1} as $\sum_{n=1}^{N} a_{s,k}^n f_{n}^{-2}$ and
$\sum_{n=1}^{N} \sum_{j=1}^{N} a_{s,k}^n a_{s,m}^j \mu_{f_{n}f_{j}}$, for ease of exposition. Let $A \triangleq \{a_{s,k}^n \mid s \in \mathcal{S}, k \in \mathcal{K}, n \in \mathcal{N}\}$ and $P \triangleq \{p_{s,k} \mid s \in \mathcal{S}, k \in \mathcal{K}\}$ denote the channel
assignment matrix at the GCU over the whole flight duration
and the power allocation matrix, respectively. Moreover, the channel
assignment indicator $a_{s,k}^n$ is a discrete binary variable, which makes
the feasible-set non-convex. In short, we are faced with a
mixed-integer nonlinear programming (MINP) problem, which is
usually considered as NP-hard. In the next two sections, we
propose two efficient algorithms to solve problem \ref{eq:8} in
the Null-ACI and ACI cases, respectively.

### III. Efficient Resource Allocation for Null-ACI System

In this section, we assume that there is no ACI in the
considered multi-UAV system. This assumption is reasonable
when the hardware capabilities of UAVs’ transceivers
are strong. The interference source is dominated by the
nulling frame so that the ACI can be neglected without significant performance
loss as in many existing works \cite{10,12}. By stipulating
this assumption, we here focus on considering the efficient
resource allocation for Null-ACI system. Such problem is also
meaningful in the sense that it can give an upper performance
bound for the which will be elaborated in Section IV.

In the absence of the ACI, it immediately follows from
\ref{eq:7} that the received SINR of UAV $k$ at time slot $s$ can be

$$\gamma_{s,k}(A,P) = \frac{\sum_{n=1}^{N} a_{s,k}^n p_{s,k} c_{s,k} f_{n}^{-2}}{\sum_{n=1}^{N} \sum_{j=1}^{N} \sum_{m \neq k} a_{s,k}^n a_{s,m}^j \mu_{f_{n}f_{j}} p_{s,m} c_{s,k} f_{j}^{-2} + \sum_{n=1}^{N} a_{s,k}^n c_{s,k} f_{n}^{-2}} \quad (7)$$

Considering all time slots, the overall problem formulation
considered in this paper can be mathematically formulated as

$$\max_{A,P} \min_{k} \alpha_k \gamma_k(A,P) \quad (8a)$$

s.t. \begin{align*}
& \sum_{k=1}^{K} a_{s,k}^n \leq 1, \quad \forall n \in \mathcal{N}, \quad \forall s \in \mathcal{S}, \quad (8b) \\
& \sum_{n=1}^{N} a_{s,k}^n = 1, \quad \forall k \in \mathcal{K}, \quad \forall s \in \mathcal{S}, \quad (8c) \\
& a_{s,k}^n \in \{0,1\}, \quad \forall k \in \mathcal{K}, \forall n \in \mathcal{N}, \forall s \in \mathcal{S} \quad (8d) \\
& \sum_{k=1}^{K} p_{s,k} \leq P_{\text{max}}, \quad \forall s \in \mathcal{S}, \quad (8e) \\
& 0 \leq p_{s,k}, \quad \forall k \in \mathcal{K}, \quad \forall s \in \mathcal{S}. \quad (8f)
\end{align*}
expressed as
\[ \gamma_{s,k}^{\text{null}}(A, P) = \frac{\sum_{n=1}^{N} a_{s,k,n}^{n} p_{s,k,n} c_{s,k,n} f_{n}^{-2}}{\sum_{n=1}^{N} a_{s,k,n}^2 f_{n}}. \] (9)

Therefore, the resulting joint channel assignment and power allocation problem is given by
\[
\begin{align*}
\max_{A, P} & \quad \min_{k} \frac{1}{S} \sum_{s=1}^{S} \alpha_{k} \gamma_{s,k}^{\text{null}}(A, P) \quad \text{(10a)} \\
\text{s.t.} & \quad (8b), (8c), (8d), (8e), (8f). \quad \text{(10b)}
\end{align*}
\]

Note that problem (10) cannot be directly solved due to the accumulation of the received SINR of each UAV across the different time slots and the resulting multiple fractional coupling. However, it can be observed that prioritized received SINR of each UAV at the specific time slot is independent of that in different time slot, which allows decomposing the complicated overall problem (10) into a series of parallel subproblems across different time slot. As a result, we only need to focus on the joint optimization of channel assignment and power allocation in each time slot, which leads to the following optimization problem:

\[
\begin{align*}
\max_{A_s, p_s} & \quad \min_{k} \alpha_{k} \gamma_{s,k}^{\text{null}}(A_s, p_s) \quad \text{(11a)} \\
\text{s.t.} & \quad \sum_{k=1}^{N} a_{s,k}^n \leq 1, \quad \forall n \in \mathcal{N}, \quad \text{(11b)} \\
& \quad \sum_{n=1}^{N} a_{s,k}^{n} = 1, \quad \forall k \in \mathcal{K}, \quad \text{(11c)} \\
& \quad a_{s,k}^{n} \in \{0,1\}, \quad \forall k \in \mathcal{K}, \forall n \in \mathcal{N}, \quad \text{(11d)} \\
& \quad \sum_{k=1}^{K} p_{s,k} \leq P_{\text{max}}, \quad \forall k \in \mathcal{K}, \quad \text{(11e)} \\
& \quad 0 \leq p_{s,k}, \quad \forall k \in \mathcal{K}, \quad \text{(11f)}
\end{align*}
\]

where $A_s \triangleq [a_{s,1}, a_{s,2}, \ldots, a_{s,K}] \in \mathbb{R}^{N \times K}$ denotes the channel assignment matrix with $a_{s,k} \triangleq [a_{s,k,1}, a_{s,k,2}, \ldots, a_{s,k,N}]^T$, and $p_{s} \triangleq [p_{s,1}, \ldots, p_{s,K}]^T$ represents the power allocation vector at time slot $s$. Next we develop a semi-closed form solution to this problem. Before presenting the solution, we need the following lemma:

**Lemma 3.1:** In each time slot, the prioritized received SINR of all UAVs are equal at the optimal point of problem (11), i.e.,
\[ \alpha_{k} \gamma_{s,k}^{\text{null}} = \alpha_{m} \gamma_{s,m}^{\text{null}}, \quad \forall m, k \in \mathcal{K}. \] (12)

**Proof 3.1:** The key observation is that at the optimal solution, all prioritized SINR are equal. We can prove this by contradiction. Assume that at the optimal solution, there is at least one UAV $k$ that has a higher prioritized SINR than that of others. Let $\gamma^*_{s,k}$ define the minimum prioritized SINR at the optimal point. Since $\alpha_{k} \gamma_{s,k}^{\text{null}}$ is a continuous increasing function in $p_{s,k}$, we can construct a new solution by reducing $p_{s,k}$ while maintaining that $\alpha_{k} \gamma_{s,k}^{\text{null}} > \gamma^*_{s,k}$, and increasing the uplink transmission power of the GPU for all the other UAVs to improve the prioritized SINR. Then, we have $\alpha_{k} \gamma_{s,k}^{\text{null}} > \gamma^*_{s,k}, \forall m$ and the constructed solution is better than the optimal solution, which contradicts with our previous assumption. As a result, at the optimal solution all prioritized received SINR of different UAVs in the particular time slot are equal, and thus we have
\[ \alpha_{k} \gamma_{s,k}^{\text{null}} = \tau_s, \quad \forall k \in \mathcal{K}, \] (13)

where $\tau_s$ is the common prioritized received SINR for all UAVs at time slot $s$.

Based on Lemma 3.1, the uplink transmission power allocated to UAV $k$ at time slot $s$ for any given value of the common prioritized received SINR can be expressed as
\[ p_{s,k} = \tau_s \frac{\sum_{n=1}^{N} a_{s,k,n}^{n} c_{s,k,n} f_{n}^{-2}}{\alpha_{k} \sum_{n=1}^{N} a_{s,k,n}^{n} f_{n}^{-2}}. \] (14)

Note that the objective $\min_{k} \alpha_{k} \gamma_{s,k}^{\text{null}}(A_s, p_s)$ is monotonically increasing with respect to the uplink transmission power $p_{s,k}$ at time slot $s$, it can be concluded that the optimal $(A_s^*, p_s^*)$ that maximizes $\min_{k} \alpha_{k} \gamma_{s,k}^{\text{null}}(A_s, p_s)$ must be a solution to
\[ \sum_{k=1}^{K} p_{s,k} = P_{\text{max}}, \text{ i.e. the power budget constraint becomes a strict equality. Consequently, we have} \]
\[ \tau_s = \left( \frac{\sum_{k=1}^{K} \sum_{n=1}^{N} a_{s,k,n}^{n} c_{s,k,n} f_{n}^{-2}}{\sum_{k=1}^{K} \sum_{n=1}^{N} a_{s,k,n}^{n} f_{n}^{-2}} \right)^{-1} P_{\text{max}}. \] (15)

Substituting (14) into $\alpha_{k} \gamma_{s,k}^{\text{null}}(A_s, p_s)$, the joint channel assignment and power allocation problem (11) reduces to a simple channel assignment problem, which is more amenable to optimization and can be represented as
\[
\begin{align*}
\min_{A_s} & \quad \sum_{k=1}^{K} \sum_{n=1}^{N} \frac{a_{s,k}^{n} \sigma_{s,k,n}^{2} f_{n}^{-2}}{\alpha_{k} \sum_{n=1}^{N} a_{s,k,n}^{n} f_{n}^{-2}} \quad \text{(16a)} \\
\text{s.t.} & \quad (11b), (11c), (11d). \quad \text{(16b)}
\end{align*}
\]

Note that in each time slot, each UAV only occupies one channel. In other words, only one element of $a_{s,k} \triangleq [a_{s,k,1}, \ldots, a_{s,k,N}]^T$ is non-zero. As such, problem (16) can be further simplified into the following equivalent form:
\[
\begin{align*}
\min_{A_s} & \quad \sum_{k=1}^{K} \sum_{n=1}^{N} \frac{a_{s,k}^{n} \sigma_{s,k,n}^{2} f_{n}^{-2}}{\alpha_{k} a_{s,k,n} c_{s,k,n} f_{n}^{-2}} \quad \text{(17a)} \\
\text{s.t.} & \quad (11b), (11c), (11d). \quad \text{(17b)}
\end{align*}
\]

Here, we let $\Phi_s \in \mathbb{R}^{N \times K}$ be the prioritized channel quality (PCQ) matrix at time slot $s$ for a given set of UAVs and channels, whose $(n,k)$-th entry $\phi_{s,k}^{n}$ stands for the PCQ indicator when UAV $k$ is assigned with channel $n$ at time slot
\[ s \text{ and can be specialized as } \Phi_{s,n,k} = \phi_{s,n,k}^n = \frac{\sigma_{s,k,f_n}^2}{\alpha_k c_{s,k} f_n^2}. \]  

Specifically, \( \phi_{s,n,k}^n \) will be used here as a measure of the preference given by the network to UAV \( k \) in assignment of channel \( n \). That is, a UAV with a smaller value of parameter \( \phi_{s,n,k}^n \) will have higher priority to be allotted with channel \( n \). Considering \( \psi_{s,k} \), a UAV with a higher priority \( \alpha_k \), larger channel power gain \( c_{s,k} \) or smaller EI variance \( \sigma_{s,k,f_n}^2 \) will be given a higher preference to occupy channel \( n \). Using the above notations, the objective function in \( 17 \) can be equivalently represented as \( \min \sum_k \sum_n \Phi_{s,n,k} \). It is not difficult to see that the problem \( 17 \) is a linear assignment problem, which can be efficiently solved in polynomial time by using Hungarian algorithm \( 19 \). The main idea of Hungarian algorithm is to manipulate the objective matrix by adding or subtracting the elements of each row or column until there is at least one zero element in different rows and columns, and then the optimal channel assignment strategy is determined according to the location of zero elements. Specifically, the implementation details of Hungarian algorithm for solving problem \( 17 \) are elaborated below:

**Step 1:** Row reduction: for each row \( n = 1, 2, \ldots, N \) of PCQ matrix \( \Phi_s \), \( \phi_{s,n,k}^n = \phi_{s,n,k}^n - \min \{ \phi_{s,k}^n | n = 1, 2, \ldots, N \} \).

**Step 2:** Column reduction: for each column \( k = 1, 2, \ldots, K \) of \( \Phi_s \), \( \phi_{s,n,k}^n = \phi_{s,n,k}^n - \min \{ \phi_{s,k}^n | k = 1, 2, \ldots, K \} \).

**Step 3:** Check whether the optimal channel assignment strategy can be achieved by covering all zero elements with a minimum number of vertical and horizontal lines. If the number of lines is equal to the order of \( \Phi_s \), an optimal set of assignment is obtained, and proceed to step 5. Otherwise, go to next step.

**Step 4:** If the number of lines needed to cover zero elements is less than the order of \( \Phi_s \), transform \( \Phi_s \) in the following way:

a. Subtracts the minimum element of each row from the uncovered rows.

b. Add the minimum element of each column from the covered columns.

Repeat Steps 3 and 4 until an optimal set of channel assignment is obtained.

**Step 5:** Start with the simple case (a row or column with only one zero element), and cross out both the row and column involved after this channel assignment is finished. As a result, the position of the zero element at the intersection of the crossed out rows and columns is the corresponding optimal channel assignment strategy. Then continue to perform channel assignment to the remaining rows and columns, with preference to such row or column that has fewer zeros. Repeat the process until all the rows and columns have been crossed out. Finally, the optimal channel assignment matrix \( A_s \) is produced.

After obtaining the optimal channel assignment \( a_{s,n,k}^n \), it immediately follows from \( 15 \) that the optimal common prioritized received SINR for all UAVs at time slot \( s \) can be specialized as

\[ \tau_s = \left[ \sum_{k=1}^{K} \frac{\sigma_{s,k,f_n}^2}{\alpha_k c_{s,k} (f_n^2)^{\gamma}} \right]^{-1} P_{\text{max}}. \]  

Plugging \( 19 \) into \( 14 \), we can obtain the corresponding uplink transmission power allocated to UAV \( k \) at time slot \( s \), which is given by

\[ p_{s,k}^* = \tau_s \frac{\sigma_{s,k,f_n}^2}{\alpha_k c_{s,k} (f_n^2)^{\gamma}}. \]  

The basic idea of the proposed Hungarian-based algorithm is to convert the complicated max-min optimization problem into a series of simple matching subproblems that can be easily solved. It is worth pointing out that this algorithm leads to the globally optimal solution of problem \( 17 \) since the obtained channel assignment strategy is optimally chosen from all possible spectrum access schemes. For any given PCQ matrix \( \Phi_s \) of dimension \( N \times K \), the computational complexity of the proposed Hungarian-based algorithm is \( O(K^2 N) \). Note that since the number of UAVs in practice is usually less than that of the available communication channels in each time slot, i.e., \( K < N \), the proposed Hungarian-based algorithm can achieve an optimal performance without excessive computational complexity.

IV. EFFICIENT RESOURCE ALLOCATION FOR ACI SYSTEM

In the previous section, we investigate a special case without consideration of ACI in the uplink multi-UAVs communication system, which greatly simplifies the optimization problem. In this section, we investigate a general scenario in the presence of the considerable ACI due to the limited hardware capability of UAV, where the channel assignment and power allocation are jointly optimized to combat the interference. Specifically, we first transform problem \( 8 \) into a compact yet more enunciable matrix form, and subsequently propose a powerful iterative algorithm for its solution based on smooth approximation and alternating optimization methods.

A. Problem Transformation

For ease of exposition, we introduce some shorthand notations to rewrite problem \( 8 \) into a matrix form. The aggregate EI matrix is denoted by \( \Sigma_s \triangleq \left[ \sigma_{s,1}, \sigma_{s,2}, \ldots, \sigma_{s,K} \right]^T \in \mathbb{R}^{K \times N} \), where \( \sigma_{s,k} \triangleq \left[ \sigma_{s,k,f_1}, \sigma_{s,k,f_2}, \ldots, \sigma_{s,k,f_N} \right]^T \) represents the power of EI on each channel of UAV \( k \) at time slot \( s \). Furthermore, we collect the ACI coefficients in a symmetric matrix \( W \in \mathbb{R}^{N \times N} \), where the \((i,j)\)-th entry of \( W \) is given by \( W_{ij} \triangleq \mu_{f_i,f_j} \). In addition, let \( c_s \triangleq [c_{s,1}, \cdots, c_{s,K}]^T \) denote the composite channel gain vector between the GCU and UAV swarm, and \( f \triangleq [f_1^{1/2}, \cdots, f_N^{1/2}]^T \).

Now we are ready to rewrite \( 7 \). First, denote by \( e_k \) an \( K \)-dimensional unit column vector with the \( k \)-th element being 1. Then by the definitions of \( \Sigma_s \) and \( A_s \), we clearly have
\( \sigma_{s,k} = \Sigma_{s,k}^T e_k \) and \( a_{s,k} = A_s e_k \). Recall from [4]-[6] that each UAV is assigned with only one channel at time slot \( s \) (i.e., \( a_{s,k} \in \{ e_1, \ldots, e_K \} \)), we can further obtain

\[
\sum_{n=1}^{N} a_{s,k}^n f_{n}^2 = f^T a_{s,k} = f^T A_s e_k,
\]

\[
\sum_{n=1}^{N} \sum_{j=1}^{N} a_{s,k}^n a_{s,m}^j f_{n}, f_j = a_{s,k}^n W a_{s,m} = e_k^T A_s^T W A_s e_m,
\]

\[
\sum_{n=1}^{N} a_{s,k}^n \sigma_{s,k}^n f_{n}^2 = \sigma_{s,k}^n a_{s,k} = e_k^T \Sigma_a A_s e_k.
\]

By using the above three identities and further noting \( p_{s,k} = p_s^T e_k \) and \( e_{s,k} = c_s^T e_k \), \( \forall k \), \( [7] \) can be rewritten as \( \gamma^A_{s,k} \) at the bottom of this page. Consequently, problem \( [8] \) can be equivalently rewritten as follows

\[
\max_{A, P} \min_k \frac{1}{S} \sum_{s=1}^{S} \alpha_k \gamma^A_{s,k}(A, P)
\]

s.t. \( A_s e_k \neq A_s e_m \), \( \forall k, m \in \mathcal{K}, \quad \forall s \in \mathcal{S} \), \( 1^T A_s e_k = 1 \), \( \forall k \in \mathcal{K}, \quad \forall s \in \mathcal{S} \), \( a^n_{s,k} \in \{0,1\} \), \( \forall k \in \mathcal{K}, \forall n \in \mathcal{N}, \forall s \in \mathcal{S} \), \( 1^T p_s \leq P_{\text{max}} \), \( \forall s \in \mathcal{S} \), \( 0 \leq p_{s,k}, \quad \forall k \in \mathcal{K}, \quad \forall s \in \mathcal{S} \). \( (22a) \)

As discussed in Section III, we can decompose problem \( (22) \) into \( S \) independent subproblem across different time slot. Hence, at each time slot \( s \), we only need to solve the following max-min fairness problem

\[
\max_{A_s, p_s} \min_k \alpha_k \gamma^A_{s,k}(A_s, p_s)
\]

s.t. \( A_s e_k \neq A_s e_m \), \( \forall k, m \in \mathcal{K} \), \( 1^T A_s e_k = 1 \), \( \forall k \in \mathcal{K} \), \( a^n_{s,k} \in \{0,1\} \), \( \forall k \in \mathcal{K} \), \( \forall n \in \mathcal{N} \), \( 1^T p_s \leq P_{\text{max}} \), \( \forall s \in \mathcal{S} \), \( 0 \leq p_{s,k}, \quad \forall k \in \mathcal{K} \). \( (23a) \)

Note that the problem \( (23) \) is still a MINP problem. However, it can be observed that the constraints are separable with respect to the optimization variables \( A_s \) and \( p_s \). In what follows, we propose an iterative algorithm to solve problem \( (23) \) based on alternating optimization (AO). Specifically, the proposed algorithm alternates between two steps until convergence. In step 1, fixing \( p_s \) we update \( A_s \) by using gradient projection (GP) method. And in step 2, fixing \( A_s \) we update \( p_s \) by eigenvalue decomposition method. The details of the proposed algorithm are elaborated as follow.

**B. Channel Assignment Optimization**

This subsection is devoted to describing how we perform step 1 in our alternating algorithm, i.e., how to solve the following problem with fixed \( p_s \)

\[
\max_{A_s} \min_k \alpha_k \gamma^A_{s,k}(A_s, p_s)
\]

s.t. \( 1^T A_s e_k = 1 \), \( \forall k \in \mathcal{K} \), \( 0 \leq a^n_{s,k} \leq 1 \), \( \forall k \in \mathcal{K} \), \( \forall n \in \mathcal{N} \). \( (24a) \)

Note that, besides the binary variable constraint \( a^n_{s,k} \), constraint \( (23b) \) further makes the above problem intractable. To address the challenge arising from \( (23b) \), we deliberately set the diagonal elements of the matrix \( W \) to be sufficiently large (denoted by \( \overline{W} \)) so as to increase the penalty when the same channel is simultaneously assigned to two different UAVs. It is seen that as the diagonal elements of \( W \) are getting large, the term \( e_k^T A_s^T W A_s e_m \) will drastically increase when \( e_k = e_m \), which forces UAVs to access different channels for achieving higher SINR. In this way, we can relax \( (23b) \) without performance loss.

To make problem \( (24) \) more tractable, we relax the binary variables in \( (23d) \) to the box constraint \( a^n_{s,k} \in [0,1] \). Ultimately, it can be obtained by rounding the optimization results into 0-1 integers. However, we find from simulations that this relaxation often leads to an undesirable numerical solution (i.e., roughly equals 0.5). Under this setup, naive rounding scheme would inevitably incur huge performance loss. In addition, we also observe some counter-intuitive outcomes that a smaller value of \( a^n_{s,k} \) unexpectedly yields a larger SINR \( \gamma^A_{s,k} \), which implies that UAV \( k \) without occupancy of channel \( n \) at time slot \( s \) achieve better SINR performance instead.

The reason for this weird phenomenon is that the numerator of SINR \( \gamma^A_{s,k} \) has smaller order in \( A_s \) than that of the ACI term in its denominator, and thus the denominator of SINR \( \gamma^A_{s,k} \) will suffer from faster attenuation as compared to its numerator when the value of \( a^n_{s,k} \) decreases. To address these above challenges, we introduce an additional exponent to the term \( e_k^T A_s^T W A_s e_m \) in the numerator of SINR \( \gamma^A_{s,k} \) while not changing the physical meaning of \( (24) \). Recall from \( (23d) \) that \( a^n_{s,k} \) is a binary variable before relaxation, we have

\[
(e_k^T A_s^T W A_s e_k)^\tau = e_k^T A_s^T A_s e_k, \quad \tau \geq 1.
\]

When \( \tau \) is sufficiently large, the numerator of \( \gamma^A_{s,k} \) has larger order of \( A_s \) than that of its denominator, consequently the numerator of \( \gamma^A_{s,k} \) will diminish at a faster speed as compared to its denominator when the value of \( a^n_{s,k} \) decreases. Accordingly, problem \( (24) \) is finally relaxed to the following

\[
\max_{A_s} \min_k \hat{f}_{s,k}(A_s)
\]

s.t. \( 1^T A_s e_k = 1 \), \( \forall k \in \mathcal{K} \), \( 0 \leq a^n_{s,k} \leq 1 \), \( \forall k \in \mathcal{K} \), \( \forall n \in \mathcal{N} \). \( (26a) \)
Algorithm 1 Proposed Gradient Projection Algorithm for problem (31)

1: Initialize \( \mathbf{A}_s \). Define the tolerance of accuracy \( \epsilon_3 \) and the maximum iteration number \( T_{1,\max} \).

2: repeat

3: Calculate the gradient to obtain the temporary solution: \( \hat{\mathbf{A}}_s = \mathbf{A}_s - \nabla f_{s,\mu}(\mathbf{A}_s) \)

4: Calculate the projections: \( \mathbf{A}^{\text{proj}}_s = P_{\Omega A_s}(\hat{\mathbf{A}}_s) \)

5: Update \( \mathbf{A}_s \) according to the following \( \mathbf{A}_s \leftarrow \mathbf{A}_s + \alpha (\mathbf{A}^{\text{proj}}_s - \mathbf{A}_s) \)

6: until the objective value of \( f_{s,\mu}(\mathbf{A}_s) \) converges, or the maximum iteration number is reached.

7: Round the results of \( \mathbf{A}_s \) into 0-1 integers.

Proposed GP method crucially depend on the choice of step size \( \alpha \). In this paper, we adopt the modified Armijo step size rule as suggested in [27]–[29]. With properly-chosen step size \( \alpha \), the objective function value of \( f_{s,\mu}(\mathbf{A}_s) \) is guaranteed to monotonically decrease through the iterations from Line 3 to Line 5 in Algorithm 1. Once the iterations are finished, the optimal channel assignment \( \mathbf{A}^*_s \) can be easily obtained by respectively rounding their elements into 0-1 integers.

Remark 1: In practice, UAV usually does not switch channel frequently in consideration of energy saving and signaling overhead, thereby prolonging the endurance of UAV systems. Toward this end, we can change the channel assignment scheme from \( \mathbf{A}^*_s \) to \( \mathbf{A}^*_{s-1} \) by simply observing whether the corresponding minimum SINR improvement is larger than a predefined handover threshold \( \theta \). For example, we set \( \theta = 20\% \) and perform channel handover if a 30\% minimum SINR improvement is made. Otherwise, the channel assignment scheme remains invariant within time slot \( s \). In practice, the predefined handover threshold \( \theta \) should be appropriately tuned to achieve a favorable trade-off between performance improvement and signaling overhead.

C. Power Allocation Optimization

In this subsection, we show how to solve problem (23) for \( \mathbf{p}_s \) while fixing \( \mathbf{A}_s \). For given \( \mathbf{A}_s \), problem (23) is reduced to

\[
\max_{\mathbf{p}_s} \min_k \left\{ \frac{\mathbf{p}_{s,k} \delta_{s,k}}{\sum_{m \neq k} \mathbf{p}_{s,m} \delta_{s,m} + \sigma_{s,k}^2} \right\}
\]

\[\text{s.t.} \quad \text{(11e), (11f).} \]

where \( \delta_{s,k} \) is the objective value in (32a) and

\[
\sum_{m \neq k} \mathbf{p}_{s,m} \delta_{s,m} + \sigma_{s,k}^2
\]
Algorithm 2 Proposed Alternating Optimization Algorithm for problem (33)

1: Initialize $p_s^0$, $A_s^0$, and define the maximum iteration number $T_{2,\text{max}}$. Set $t_1 = 0$.
2: repeat
3: Apply Algorithm 1 with input $p_s^{t_1}$ to $A_s^{t_1+1}$ as elaborated in Section IV-B.
4: Solve problem (32) via eigenvalue decomposition for given $A_s^{t_1+1}$, and let $p_s^{t_1+1} = p_s^*$.
5: Update $t_1 = t_1 + 1$.
6: until the objective value converges, or the maximum iteration number is reached.

Define $z_s = [p_s, 1, \ldots, p_s, K, 1]^T$, 

$$
C_s = \begin{bmatrix}
I_{K \times K} & 0_{K \times 1} \\
0_{1 \times K} & -P_{\text{max}}
\end{bmatrix}, 
B_s = \begin{bmatrix}
R_{s,K \times K} & h_s \\
0_{1 \times K} & 0
\end{bmatrix},
$$

with

$$
R_s = \begin{cases}
b_{s,k,m}, & k \neq m, \\
b_{s,k,k}, & k = m
\end{cases}, 

h_s = \begin{bmatrix}
\sigma_{s,1}^2 \\
\sigma_{s,2}^2 \\
\vdots \\
\sigma_{s,K}^2
\end{bmatrix},
$$

Note that although (11e) is an inequality constraint, the objective value of (32a) is monotonically increasing with respect to the uplink transmission power $p_s$ at time slot $s$, consequently we can conclude that (32) must satisfy the solution of $\sum_{k=1}^{K} P_{s,k} = P_{\text{max}}$, i.e., all the available power of the GCU is applied to deliver useful information at each time slot. Based on the above discussions, the constraint of problem (32) can be rewritten as

$$
C_s z_s = \delta_s B_s z_s. \tag{33}
$$

Considering that $C_s$ is nonsingular, we further have

$$
\frac{1}{\delta_s} z_s = C_s^{-1} B_s z_s, \tag{34}
$$

where $\frac{1}{\delta_s}$ is the eigenvalue of the non-negative matrix $C_s^{-1} B_s$, and $z_s$ is the corresponding eigenvector. According to the property of non-negative matrix [30], both the largest eigenvalue and its corresponding eigenvector are positive, which indicates that constraint (11e) is automatically satisfied. Based on Theorem 2 in [30], it follows that all prioritized SINR of different UAVs are equal at the optimal power allocation scheme, and the value of optimal prioritized SINR is the reciprocal of the largest eigenvalue of $C_s^{-1} B_s$. Consequently, we have

$$
\delta_s = \frac{1}{\lambda_{\text{max}}(C_s^{-1} B_s)}. \tag{35}
$$

where $\lambda_{\text{max}}(\cdot)$ denotes the maximum eigenvalue of a matrix. Then we can scale the corresponding eigenvector $z_s$ so that the last element is normalized to one. Accordingly, the first $K$ elements of $z_s$ constitute the optimal solution of problem (32), denoted by $p_s^*$. 

D. Overall Description and Computation Complexity

Based on the above steps, we summarize the proposed AO algorithm in Algorithm 2. Specifically, in each iteration, the channel assignment $A_s$ and power allocation $p_s$ are alternatingly optimized with the other fixed. As a result, problem (31) or (32) can be solved correspondingly. Moreover, the initial value of the next iteration is the result of this step, until the objective value converges.

Next, we are devoted to analyzing the computation complexity of the proposed AO algorithm in terms of the number of floating point operations (FPOs). In each iteration of this algorithm, we solve the subproblems for the two blocks of variables sequentially.

1) Let us focus on the subproblem with respect to $A_s$. Notwithstanding the computation of the invariant term, the complexity of updating $A_s$ is dominated by the gradient calculation of objective function $f_{s,\mu}$ and is given by $O(T_1 N^2 K^2)$, where $T_1$ is the number of iterations required by Algorithm 1.

2) Next, we turn attention to the subproblem with respect to $p_s$, which is dominated by two parts. The first part calculates the matrix inversion of $C_s$ based on the Gaussian Jordan elimination with complexity $O((K + 1)^3)$. The second part performs the eigenvalue decomposition of $C_s^{-1} B_s$ with complexity of $O((K + 1)^3)$. The overall computational complexity for updating $p_s$ is given by $O((K + 1)^3)$.

Based on the above analysis, the overall computational complexity of the proposed AO algorithm can be expressed as $O((N^2 K^2 T_1 + (K + 1)^3) T_2)$, where $T_2$ is the number of iterations required by the proposed AO algorithm.

V. NUMERICAL RESULTS

This section presents numerical simulations to validate the effectiveness of the proposed algorithm and draw some essential insights. In the simulation, we consider a multi-UAV enabled mission execution scenario where the UAV swarm flies at the altitude of $H = 500$ m with a predefined trajectory and maintains communication with the GCU. Furthermore, the location of the GCU and destination are set to $x_0 = (0,0,0)$ and $x_D = (1000,0,0)$, respectively. For simplicity, we assume that the UAV formation keeps the maximum flight speed $V_{\text{max}} = 50$ m/s [31], and each time slot is $1$ s. Hence, the whole flight duration for completing the mission is $20$ s. The additional pass loss for LoS link and NLoS link are respectively set as $\eta_L = 3$ dB and $\eta_N = 23$ dB. There are $L$ radiation sources randomly distributed across the region of $2 \times 2$ km$^2$, and their interference power is set to about $\sigma_{s,k,f_0}^2 = -10$ dBm. Moreover, the maximum transmission power of the GCU is set to $P_{\text{max}} = 30$ dBm [32], and the available channels are modeled as $f_n = F + n \times \triangle f$, where $F = 500$ MHz refers to the baseline carrier frequency and $\Delta f = 5$ MHz represents the channel interval. For the ACI coefficients $\mu_{f_1,f_2}$, we use the existing practical experimental results of [33] to set ACI coefficients matrix $W$. For simplicity,
Algorithm 3: Proposed Greedy Selection Algorithm for Null-ACI system

1: Initialize $t_2 = 1, \xi_s = 0$.
2: for $t_2 = 1$ to $K$ do
3:     Select $(n^*, k^*) = \arg \min_{n \in N, k \in K} \phi_{s,n,k}^n$ in the PCQ matrix $\Phi_s$.
4:     Record the optimal selection strategy: $(n^*, k^*)$.
5:     Compute $\xi_s = \xi_s + \min_{n \in N, k \in K} \phi_{s,n,k}^n$.
6:     Update $N \triangleq N \setminus \{n^*\}$.
7:     Update $K \triangleq K \setminus \{k^*\}$.
8: end for
9: Compute the optimal SINR value: $\gamma_s = \frac{P_{\text{max}}}{\xi_s}$.
10: Compute the optimal power allocation: 

$\gamma_s = \frac{\sigma_{s,k,f}^2}{\alpha_{k,c_s,k}(f_n^s)^2}$.

the weighted factor of each UAV $\alpha_{k}$ is assumed to be between 0.8 and 1.5. Each element in the PCQ matrix is generated according to (18) with the input of $\alpha_{k}, \sigma_{s,k,f}^2, f_n$.

A. Network Performance with Null-ACI system

We first investigate the performance of the proposed Hungarian-based algorithm in Null-ACI system. We consider the following two benchmark algorithms for comparison purposes:

- **Greedy Selection Scheme**: The greedy selection (GS) scheme is a heuristics algorithm, where the UAV is associated with the communication channel at each time slot according to the maximum PCQ criterion, i.e., choosing the minimum element in $\Phi_s$. Repeat the above procedure until all UAVs in the swarm are associated with a specific communication channel. The detail procedure is summarized in Algorithm 3.

- **Baseline Scheme 1**: We remark that Baseline scheme 1 is different from the GS scheme in that each UAV is randomly associated with the single communication channel at each time slot [34]. Note that in each time slot, each UAV only occupies one channel whilst each channel is only assigned to at most one UAV.

Fig. 3 compares the communication performance of the UAV swarm over the different flight phases for the different schemes with different number of radiation sources $L$ when $K = 12$ and $N = 21$. It is observed that the communication quality of each UAV declines gradually as the flight time $s$ increases. This is because the UAV formation gradually moves away from the GCU after the mission starts, thereby resulting in a less favorable propagation condition over the time. When the number of radiation sources increases, the intensity of EI accordingly enhances, and thus the minimum SINR among UAVs at each time slot achieved by all schemes gradually decreases. In addition, we notice that the proposed Hungarian-based scheme outperforms all the other competing schemes in the entire flight duration. For instance, the proposed Hungarian-based scheme improves over the Baseline scheme 1, by around 23% at time slot 20. The reason for this outcome is that the proposed Hungarian-based scheme can exploit the distinguishing features of different radiation sources and communication channels to effectively suppress the EI, while the other competing schemes do not take these features into consideration.

In Fig. 4 we show the average UAV SINR performance comparison for different scenarios under various system parameters (i.e., the number of UAVs $K$ and the number of channels $N$). For the sake of fairness, we assume that there
are $L = 5$ radiation sources distributed across the region with fixed locations. It shows that as more communication channels become available for a fixed number of UAVs, all the schemes considered can achieve better average UAV SINR performance. On the contrary, the average UAV SINR achieved by all the schemes will gradually deteriorate with the increasing number of UAVs in the formation when the system spectrum resource is limited. In addition, we can observe that the proposed Hungarian-based algorithm achieves a significant gain over the competing schemes, which demonstrates the importance of the powerful channel assignment strategy. Moreover, as the number of communication channels increases, the performance gap between the proposed Hungarian-based scheme and the competing schemes becomes larger. Hence, it appears that for multi-UAV network with more available spectrum resources, our proposed Hungarian-based scheme is particular appealing from an optimum resource allocation perspective.

B. Network Performance with ACI system

Now, we report simulation experiments to evaluate the performance of the proposed AO algorithm in ACI system. The following three resource allocation schemes are also simulated as benchmark for comparison purpose:

- **Upper Bound**: In this scheme, the ACI is assumed to be null, and we adopt the proposed Hungarian-based algorithm to obtain the optimal resource allocation strategy. Moreover, the performance of this scheme can be served as the performance upper bound for the ACI system.

- **Baseline Scheme 2**: This scheme consists of two steps. Specifically, the first step is to use the same channel assignment method as in the upper bound scheme, while in the second step, the uplink transmission power of GCU is determined by the eigenvalue decomposition [1].

- **Baseline Scheme 3**: In this scheme, we randomly assign a communication channel to each UAV in sequence [34]. Based on the channel assignment results, the uplink transmission power of GCU is optimized through the eigenvalue decomposition.

Fig. 5 plots the communication performance of the UAV swarm versus the different flight phases for different schemes with different number of radiation sources $L$ in the ACI system when $K = 12$ and $N = 21$. Similar to Null-ACI network, it is observed that as UAV swarm moves away from the GCU, the network performance deteriorates gradually, owing to the increased control signal attenuation. Besides, we notice that there is a huge performance gap between the proposed AO scheme and the upper bound at the beginning of carrying out the mission. This is intuitive since the intensity of the ACI is proportional to the distance between the GCU and two UAVs in the adjacent channels, and its initial value is particular high. This fact inevitably leads to the performance degradation even with the aid of some interference management techniques. Furthermore, it can be seen that the minimum SINR performance achieved by the proposed AO scheme is superior to that of baseline 2 and 3. This is because the proposed AO scheme can make full use of the entire network radio resources by leveraging the joint optimization of power control and channel assignment, and further achieves more preferable fairness among the UAVs in a swarm. Fig. 6 intuitively shows the average UAV SINR performance for various schemes under different system parameters (i.e., the number of UAVs $K$ and the number of channels $N$), with $L = 5$ radiation sources randomly distributed at the predefined 2D region. It is interesting to note that the proposed AO
scheme achieve higher minimum SINR than that of baseline 2 and 3, and the performance gain become more substantial when the number of UAVs served decreases or the number of available communication channels increases.

In Fig. 7, we compare the minimum SINR among all the UAVs versus the number of radiation sources $L$ for different schemes when $K = 12$ and $N = 21$. We observe that the best minimum SINR performance among all the UAVs in a swarm is achieved by the upper bound scheme, followed by the proposed AO scheme. In addition, as more radiation sources are randomly generated in the network, the gap between the proposed AO scheme and the performance upper bound vanishes. This is because besides the EI arising from the radiation sources, the ACI also significantly affects the quality of communication links between UAVs and the GCU in the small and moderate $L$ regime. Furthermore, the performance of baselines 2 and 3 is inferior to that of the proposed AO scheme due to the ineffective channel assignment strategies. Last, the proposed AO scheme is observed to gradually approach the performance upper bound when $L$ is large, which implies that the proposed scheme can achieve a near-optimal performance in the interference-infested radio environment.

Finally, we turn to investigate the impact of the sub-task weight factor on the SINR performance of each UAV. Note that different from the conventional weight factor in most of the existing works, in this paper a smaller value of $\alpha_k$ stands for a higher priority of the corresponding sub-task instead. To avoid any potential ambiguity, we hereby let $\beta_k \equiv \alpha_k^{-1}$ be the priority coefficient of the subtask performed by the $k$-th UAV. Fig. 8 depicts the SINR performance of each UAV versus the associated priority coefficient $\beta_k$ for the proposed AO algorithm with $K = 12$, $N = 25$, and $L = 5$. We can observe that the SINR of each UAV is proportional to the value of priority coefficient $\beta_k$, which indicates that the UAV performing a more urgent subtask would be allotted with more favorable radio resources in the proposed AO algorithm. These results also demonstrate the efficiency of the proposed AO algorithm in handling different scenarios for task urgency (i.e., priority coefficient $\beta_k$) and its ability to strike a better balance among the UAVs in a swarm, thereby endowing added flexibility to the multi-UAV network.

**VI. CONCLUSION**

This paper studied the performance of a GCU-to-UAV uplink communication system. To support reliable communication while effectively reducing the impact of ACI and EI, we proposed a priority-based resource coordination scheme, where the channel assignment and power allocation are jointly optimized to maximize the minimum SINR among multiple UAVs. According to the intensity of ACI, we consider the corresponding problem in two scenarios, i.e., Null-ACI and ACI systems. By exploring the particular problem structure in Null-ACI case, we recast the formulation into an equivalent yet more tractable assignment problem and obtain the global optimal solution via Hungarian algorithm, which reveals the performance upper bound of communication system. For general ACI systems, we proposed an efficient iterative algorithm for its solution based on smooth approximation and alternating optimization methods. Extensive simulation results demonstrate that the proposed algorithms can significantly enhance the minimum SINR among all the UAVs as compared to the existing solutions and adapt the allocation of communication resources to diverse mission priority. This paper aimed to shed more light on the design and performance analysis of the multi-UAV communication system, which can be extended in
several interesting directions for the future work, including intelligent trajectory optimization, adaptive resource coordination, as well as advanced priority-aware design, for both uplink and downlink transmissions.
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