Application of Hybrid Agents to Smart Energy Management of a Prosumer Node
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Abstract — We outline a solution to the problem of intelligent control of energy consumption of a smart building system by a prosumer planning agent that acts on the base of the knowledge of the system state and of a prediction of future states. Predictions are obtained by using a synthetic model of the system as obtained with a machine learning approach. We present case studies simulations implementing different instantiations of agents that control an air conditioner according to temperature set points dynamically chosen by the user. The agents are able of energy saving while trying to keep indoor temperature within a given comfort interval.
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I. INTRODUCTION

Energy management of modern smart buildings requires distributed intelligent control in order to save energy [21].

A smart building with energy management capability is a node which is part of a smart grid of energy; such kind of energy node can be conceived of as a prosumer, i.e. producer and consumer of energy in different forms. An energy efficient building already has its passive intrinsic energy efficiency which is embedded by design in its structure and materials, however further improvements in energy efficiency can be achieved by adopting a control methodology inspired to intelligent agents. An intelligent control should be intrinsically dynamic taking into account real-time requirements in response to the building dynamical thermo-physical behavior, considering that it is immersed in a dynamical environment where weather events can change its energy footprint. In other words a proper control that aims at achieving energetic optimality must rely on a detailed model of the thermal behavior of the building areas in the range of observable values of environmental variables.

Such a dynamical model, more complex than the one used during the design of the building, is seldom available and its analytic construction can be highly costly and deemed to be imprecise due to physical complexity of building system and its environment; on the other hand, current techniques in machine learning and model synthesis, when properly fed with sample data, allow an inexpensive run-time prediction of the system behavior much like predictions that an analytical model could give, that can be valuable in planning a heuristical control of the system aimed at specific optimization goals.

In this work we outline a possible implementation of the prosumer agent architecture that is able of a predictive dynamic control of a smart building that, when applied to an air conditioner controller, achieves a better energy efficiency over the usual thermostatic control as implemented in commercial HVACs. The agent is equipped with an intelligent control scheme based on a learning phase that constructs a synthetic model by sampling the system in different environmental and controlled situations. The synthetic model could be used for local forecasting of the system state in order to plan an efficient control.

Our agents architecture includes a perception layer -that incorporates the prosumer forecaster- and a reasoning layer -the prosumer planner. The perception layer has the job of transforming the sensors array signals into abstract predicates, i.e. fluents, that can be handled by the reasoning layer.

The application that we consider falls into the realms of Distributed Intelligent Control Systems that can be described in terms of Complex Event Processing (CEP) [3], where the need for some degree of autonomy is crucial in order to enable components to dynamically respond to ever-changing circumstances while trying to achieve overarching objectives, and properly handle many events. In fact, each definite area of the building -e.g., the dining room, the bathroom, the hall, etc.- can be managed by a hybrid agent which plays the role of the prosumer, in communication with its siblings of the other areas, in order to accomplish the performance goals. Therefore, the energy management of the building can be represented in terms of a Multi-Agent Systems (MAS), where each agent deals with the others in terms of planning and forecasting, as in [2].

The trends extracted from load predictions, energy consumption, and system variables made by the forecaster feed the symbolic interpretation needed for a rule-based logical agent, described in the DALI language. From the planner point of view, this abstraction becomes a fluent in an event calculus context, i.e. events to be handled proactively by the DALI MAS. The latter should also take into account external requirements and user preferences, in order to achieve the
performance goals, which are defined a priori by the user management.

II. THE PROSUMER NODE

In Fig. 1 an average daily power consumption profile of a prosumer node is shown, where energy load can be obtained by integration. There are times of the day when energy is in surplus, and times were it is in deficiency. An ideal energy manager should level its energy with the given goals, limiting peaks and avoiding surplus periods, and founding its decision on an accurate dynamical behavioral model of the underlying building infrastructure in its environment. A smart building connected to a smart energy grid can be considered at the same time a consumer and a producer of energy. So, a energy prosumer node, as defined by [11], should have local energy sources which are independent from the grid. Usually, these sources include sustainable energy types – e.g. solar thermal and PV, wind, geothermal, etc. – but also conventional fossil fuel based sources, as for instance continuity groups and diesel generators that need to be managed appropriately. The energy prosumer definition should also take into account the local consumption profile and the locally available energy metering tools. An intelligent energy manager should also be present in order to improve the energy efficiency of the prosumer node.

The intelligent prosumer manager should derive its behavior from the capability to dynamically predict the energy consumption and production given the intrinsic time constant of the building itself – e.g. 15 minutes as a typical thermal inertia of a modern energy efficient building.

In Fig. 2, a general block diagram of a prosumer node is shown. The building energy status is given at each time instant by: external weather conditions, internal user behavior, internal signals and settings in terms of comfort, i.e. internal temperature and reference point. Also the internal sensors set should include what a modern smart building can be equipped with, such as energy load sensors at the power plugs of electrical equipments or at the electrical cabinet for each floor. In this way, a complete energy consumption profile of the building can be obtained at each sampling time. The prosumer controller will then implement a first local control loop that should keep at equilibrium the goals given by the prosumer planner, having an impact on the energy flows by means of the actuators, i.e. heaters, water chillers, air conditioners, windows controls, etc., together with other controllable energy generators or accumulators. The external sensors array should return the state of the most important environmental signals with an impact to the energy profile of the building, i.e. external temperature, solar radiation, humidity, etc.. The resolution and the distribution of the external sensors at which such signals should be sampled depends on the structural configuration of the building. Diffused solar radiation has a major impact on the energy demand of the prosumer node, also can depend on neighborhood buildings for the shading account.

The prosumer planner gets the whole set of signals, internal and external, as well as possible weather models of the area, so as to feed the prosumer forecaster. Then, the prosumer forecaster dynamically produces an estimate of the near future energy requirements (i.e. at the next time sample) of the prosumer node, as well as possibly other environment and system variables, relevant for plan generation and for goal adherence. It can also give the best estimates of internal climate signals, i.e. temperatures, so to that the prosumer planner can reason about comfort evolution and take decisions about the best action to perform.

III. THE ENERGY MANAGEMENT PROBLEM

The energy management problem at a hand could be summarized as in the following. Planning goals could be targeted to possibly conflicting functions such as to minimise energy, cost and CO2 emission, and to keep comfort within a specific interval. Possible conflict between goals might arise due to the different type of resources available like grid, photovoltaic panels, wind rotors or fossil fuel.

Let us define the global goal set such as:

\[ G = \{ \text{EnergySaving, CostReduction, EmissionReduction, HighestComfort} \} \]

These goals are selected by the human energy manager who defines the current general energy policy of the building. Let us consider a prosumer node with a wide range of possible
energy actions $A$, each with a different energy/cost/emission profile, as, for instance:

$$A = \{ E_p, E_c, E_a, E_b, E_i \}$$

where subscripts stand for {produce, consume, accumulate, buy, sell} energy. The planner agent might choose an energy generation sequence among feasible ones, as constrained by the given global goals, user preferences, and other local requirements.

Thus, given the input data set $I = I_e + I_i$ as the union of the set of external sensors/variables $I_e$ array and the set of internal sensors/variables array $I_i$, the prosumer forecaster $F$ can extract relevant variables values from the model $f$ constructed by the machine learning module, behaving as a function $F = f(I_e, I_i)$. The prosumer planner would then generate a plan $P$ as a sequence of possible actions taken from the predefined set $A$ of possible energy related actions, given the prosumer forecaster estimates: $P = (F) = a_1(q_1), \ldots , a_n(q_n)$, with $a_i \in A$ and $q_i \in \text{Real}$ represents the quantity relative to the action $a_i$. The building energy management goals are processed by the he overall planner, whose results are broadcast, via a FIPA compliant middle layer, to every active prosumer node (supervised by a local agent) managed by the MAS. The agents are in charge of adapting the planner results to the specific situation they are responsible for. As an example, we can consider the case when the global goal at a given time is EnergySaving, and the state goals for the prosumer controller, as example the air conditioner, is the set point at which the thermal zone temperature should be, within the user comfort interval. A domotic7 technology could embed a planner agent which send control signals to the local controller of a specific area that would co-impose the goal to its local control loop, that is the temperature set point.

The DALI [6] knowledge base with preferences of a prosumer planner agent can be expressed as following:

\[
\begin{align*}
\text{planner\_thresholds}(\text{Limit}); T ::
\end{align*}
\]

\[
\begin{align*}
\text{NEVER uncomfortable}(\text{MyU}) & : \text{myuser}(\text{MyU, Profile}) \leftarrow \\
\text{increaseAirConditionerSetPoint}(D, D < \text{Limit}) & : \\
\text{decreaseAirConditionerSetPoint}(D, D > \text{Limit}) \leftarrow \\
\text{increaseAirConditionerSetPoint}(D) > \text{decreaseAirConditionerSetPoint}(D) & : \\
\text{external\_Temperature\_Irradiance\_Has\_Same\_Trend} & :: \\
\text{userComfortGuaranteed}(\text{MyU, Profile, incr}(D)), \text{planner\_Has\_Enabled} & : \\
\text{userComfortGuaranteed}(\text{MyU, Profile, decr}(D)), \text{planner\_Has\_Enabled} & :.
\end{align*}
\]

This very concise planner agent knowledge base is interpreted as follows. The local planner, relative to a single thermal zone, has three possible actions: increase the temperature set point of the air conditioner, decrease it or standby (hold). There are two preferences, expressed by the rules with connective `'>'`. Each rule states that the leftmost action is preferred. The preference rule applies whenever its body (the part after the `'>'`) holds, and preferences apply to feasible actions. An action is feasible if its preconditions (if any) are verified. Preconditions are expressed by rules with connective `'='`. A basic precondition for an action to be feasible is that the action has been enabled by the overall planner (e.g., the planner might not enable temperature decrease if too much energy is being consumed at the moment). If the perception layer, in other words the prosumer forecaster agent, detects that the external environmental signals of temperature and solar irradiance shows the same trend variation, then the planner agent would prefer to increase the temperature set point so to temporally save energy, waiting for a better thermal equilibrium between the building and its environment.

Also, in order to further save energy, it would prefer not doing anything rather than reducing the set point, i.e., decreasing the room temperature, unless user comfort requirements are no more satisfied. In this latter case, being this a precondition to all action, it would definitively reduce the temperature set point until the system is in equilibrium and user comfort requirement is met. An other important precondition is the planner\_Has\_Enabled predicate. It allows to configure a hierarchy of planner agents: a global planner agent associated to the whole building and many other sub-agents associated to each thermal zone, or rooms. In this way the knowledge base of the global planner can enable or disable the possible actions of the local planners, depending on global energy reasoning goals, like energy availability or special energy needs.

The above rule is re-evaluated periodically, at a certain (customizable) frequency. This mechanism which is a generalization of the DALI internal event construct) makes the agent proactive, i.e., capable of autonomously operating on its environment. The frequency will be customized according to the kind of appliances that are being controlled and to the granularity of results that one needs to obtain about temperature and energy consumption.

This kind of multi-agent system based control allows the temperature to be kept within user preferences, overcoming the control scheme of a simple thermostat, which is based only on a kind of “infinite energy supply” hypothesis in order to keep the temperature constant, a policy that is no longer feasible in modern buildings.

IV. CASE STUDY

In a preliminary work [23] we argue that the prosumer forecaster could be implemented with any suitable machine learning approach, where we proposed and experimented using a neural net to predict energy consumption that showed good performance, given the relative smoothness of the response of the system to changes.

In this work we present an experimental simulation of a single instance of a prosumer node as depicted in Fig. 3. In this experiment no real planning is involved yet. Here plans are single actions to achieve a single given goal, so we could collapse the prosumer planner and the prosumer node since the agent acts as a simpler consumption forecaster agent.

As shown in [24] a way to extract information from a large set of measured data is the so-called knowledge discovery in databases (KDD). In this work we applied the KDD method to
the thermal measurements taken in the laboratory so that the prosumer agent could embed a model of the environment, room, and HVAC system. Such model was constructed using the Eureqa symbolic regression program [18,19] fed with real data sampled in the Roio's HVAC thermal laboratory, as later explained in the experimental setup section. The derived analytical model is capable to give a good estimate of the internal temperature and HVAC electrical consumption, given the external weather condition, as shown in Fig. 5.

A. Non-predictive control

With the aim of validating the synthetic models, and of showing that better energy managements than usual thermostatic control are possible, we used the model for simulating the behavior of the system when controlled by four simple controlling agents using different strategies with which they would act in setting the set point of the air conditioner. The agents behaviors we analyzed are:

A) The picky agent: It acts by keeping the thermostatic set point of the air conditioner as set by the user's dynamical choice. This agent is picky and strict -and in fact implemented as null- as it relies only on the air conditioner hardware and the user's setting.

B) The cheap agent: It acts by keeping the set point at the extreme of the comfort interval, in this case defined as the set point chosen by the user + 3° Celsius. This agent is cheap as it tries to save energy by keeping temperature at the highest possible point within the defined comfort interval as chosen by the user.

C) The parsimonious agent: It acts by increasing the set point to the highest possible within the comfort interval, behaving as the cheap agent, if both outside temperature and solar radiation are increasing, or decreasing, among the out of thermal equilibrium condition principle. It is parsimonious as it accepts to relax the strict adherence to the set point chosen by the user when it expects a heat wave that would be expensive to combat or when is coming a natural cooling period. On the other hands, when trends have different sign, the set point correction is zero.

D) The heuristic agent: It acts according to a rule that has been heuristically constructed after an human guided analysis of the behavior of the system trends, observing real data and simulated scenarios. It's a variation over the parsimonious agent behavior that can be summarized as follows: given the trends of both external temperature and solar irradiance by means of filtered discrete derivatives, their respective amplitudes are summed and the sign of the result Rt is considered. If Rt is positive the comfort is relaxed. Rt can be positive either if both temperature and solar are increasing, either if one of them has a prevalent increasing trend.

Target variables that constitute the forecaster model are energy consumption in function of all the remaining system variables and indoor temperature in function of the remaining system variables, i.e. temperatures sensors across the room. Results after running Eureqa on real data are depicted in Fig. 4. Fig. 5 depicts the data fitting of the Eureqa's model data.

The models that we obtained were used both for running simulation of different controlling agents and for predicting variables values in near future as needed by some agents controlling strategies. We run two simulations with four different agents. The first set of four simulates the behavior of simple heuristic strategies. The second set simulate the same agents when their strategies are improved with some predictive ability.

---

Fig. 3: Simplified prosumer implementation as used in the experimentation. The internal temperature forecaster takes into account also the consumption forecast.

Fig. 4: The overall data set measured in the thermal lab located at Roio's Monteluco hill. "Tout" is the output coming from the global system model fitted with components obtained by symbolic regression machine learning. The lower signals, Solar irradiance and kW are out of scale, just for showing their shape over time. All signals are sampled every 30 minutes.

Fig. 5: Electrical power consumption model fitted from thermal lab measurements with components obtained by Eureqa symbolic regression program [18,19], in function of external weather conditions and user set point.

---

8 heating, ventilation and air conditioning
The moving estimate of external environment variables are predicted with solar irradiance S has been with Eureqa symbolic regression program it against time of the year, with samples taken over the previous 2 weeks, so the get the best approximation of future solar irradiance taking into account the local shading near the thermal laboratory at Rio’s hill. Text and S are again used to predict indoor temperature in the following time period together with the predicted energy consumption, measured in kWatts over the sampling period.

In Fig. 6 we show the results of the four simulations and in Table 1 we report the total energy consumption and the estimated discomfort in the simulated time period. Discomfort is measured both as number of samples outside the comfort interval and as integral of inside temperature distance from the set point chosen by the user. As we see, the heuristic agents C and D achieve an energy consumption in between the range from the maximum consumption of the strict agent A and the minimum of the cheap agent B, with a comfort in the range of the maximum achieved by A and the minimum achieved by B.

In Fig. 7 we show the results of the simulations and in Table 2 we report the total energy consumption and the estimated discomfort in the simulated time period. Also, so as to get an objective prove of the more efficient functioning of the predictive agents we computed the total comfort improvement over their non-predictive version. As we see, predictive ability does not improve performance of the picky and the cheap agent but it does improve performance of the parsimonious and the heuristic agent. In fact they both achieve about the same discomfort time as the picky agent with a sensible energy saving. Moreover both the predictive versions of the parsimonious and heuristic agent improve total comfort over their non-predictive versions, with a relative smaller increase in energy consumption.

V. Experimental Setup

The thermal laboratory is located at Rio’s Monteluco hill, coordinates 42.33 N 13.37 E, 1100 from sea level. The room is 8x8x3 m, with a small window (1 msq) on the east wall and a wooden door on the south wall. The HVAC system is made by a Mitsubishi MSZ-FD25VA inverter thermal pump and an external chiller MUZ-FD25VA. Temperatures are measured by means of 3 dry bulb PT100 thermo-resistors sensors, at different distance from the air conditioner, connected to a Delta-T logger DL2e.

The thermal control is supervised with a domotic network. The HVAC consumption is measured with toroidal sensors over power lines. The set point is set to the HVAC by means
of a IR-remote emulator. The sampling frequency is set at 30 minutes, during which temperatures are averaged and instantaneous HVAC power level is accumulated. There is also an external weather station Geoves Micro 3 that measures solar irradiance, ambient temperatures, wind direction/amplitude and humidity.

VI. RELATED WORK

A. Active Logic Programming

In the field of Active Logic Programming, we have chosen to use DALI [4, 6] for its unique features in respect of the other development frameworks that are available. The DALI semantics is fully defined in [4], while the operational semantics of the interpreter is described in [8]. A DALI agent is a logic program that contains a particular kind of rules, reactive rules, aimed at interacting with an external environment. The environment is perceived in the form of external events, that can be exogenous events, observations, or messages by other agents. In response, the agent can perform actions, send messages, adopt goals, etc. The reactive and proactive behavior of the agent is triggered by several kinds of events: external events, internal, present and past events. When an event arrives to the agent from its “external world”, the agent can perceive it and decide to react. However, when an agent perceives an event from the “external world”, it doesn’t necessarily react to it immediately: it has the possibility of reasoning about the event, before (or instead of) triggering a reaction. Furthermore, internal events make a DALI agent proactive.

In particular, [5] proposes an extension so to manage complex reaction in rule-based logical agents using a DALI-like syntax which associates a set of preference rules, that can express the performance goals directly into the language.

The literature in MAS is wide and large; see [14] for a survey. However, there are some points in contact with different solutions, both at the domain and at a design and development levels.

3APL [9, 10] is a programming language and a platform specifically tailored to implement MAS, where the agents are designed in terms of “data structure” or “mental attitudes” (beliefs, goals, plans and reasoning rules) and “deliberation process” – implemented as programming instructions. Based on its beliefs, an agent can reach its goals by planning its actions thanks to the deliberation cycle, that can lead also to the check and revision of its mental attitudes. Although 3APL is based on the concepts of rules and planning, it lacks to implement the idea of event, unlike for instance DALI. 3APL has been used mostly to realize application for virtual training (e.g. [17]).

A similar approach is known as KGP (Knowledge, Goals and Plans), which is based on logic programming with priorities, taking beliefs, desires and intentions as a starting point, but adding reasoning capabilities, state transitions and control – see [15]. Furthermore, it is implemented directly in computational logic. KGP could be a valid alternative candidate compared to DALI.

METATEM (and its extension Current MERATEM) [1] is a language based on first-order linear temporal logic, and thus it is suitable for temporal planning and temporal knowledge representation. At the basis it has concepts such as beliefs, intentions, goals and plans, but the very fundamental rules are of the form “past and present formula implies present and future formula” [16]. So, like DALI, at the center of METATEM there are the concept of time and the idea that the past determines the present and the future, but it has no different classes of events and METATEM agents are just reactive agents, unlike DALI. METATEM can have a wide range of applications (e.g. patient monitoring, fault tolerance system, process control etc.) [13, 12], but as far as the authors know, it has not been used for the energy management of a building.

B. Energy Saving and Air Conditioning

From a classical control point of view, the work in [20] developed cost efficient control strategies to achieve optimal energy and acceptable comfort conditions. The importance of agents based intelligent control systems for indoor building environments, coordinated through MAS, in the context of an energy efficient building has been reviewed in [21], were an evolutionary algorithm shapes the fuzzy knowledge base of a multilevel hierarchical MAS, to take the overall user comfort, including thermal, visual and air ventilation, under control.

VII. CONCLUSION

The experimental simulations demonstrate feasibility and the effectiveness of predictive agent based control towards providing a range of different behaviors to adhere to a given goal. This preliminary results calls for embedding predictive capabilities in planners as outlined.

ACKNOWLEDGMENT

Giovanni De Gasperis and Pasquale Caiaiello dealt with the domain problem, the case study, the prosumer forecaster, and the symbolic regression machine learning, while Mario Gimenez De Lorenzo cured the experimental setup, real data collection and model simulations. Stefania Costantini leads the research group devoted to logical agents and contributed defining the DALI rule set to handle user preferences. The final logical agent-based approach is the result of the work of the whole team. We also wish to thank Prof. Francesco Muzi and Prof. Fulvio Marcotullio from the Department of Industrial and Information Engineering and Economics at the University of L’Aquila, for the insightful discussions that seeded this work.

REFERENCES

[1] H. Barringer, M. Fisher, D Gabbay, G. Gough, and R. Owens. “Metatem: An introduction. Formal Aspects of Computing”, 7(5): pp. 533–549, 1995.
[2] V. Bevar, S. Costantini, G. De Gasperis, A. Paolucci, and A. Tocchio. “Demonstrator of a multi-agent system for industrial fault detection and repair.” Advances on Practical Applications of Agents and Multi-Agent Systems. Springer Berlin Heidelberg, 2012. pp. 237-240.
[3] M. K. Chandy, O. Etzion, and R. von Ammon. 10201 Executive Summary and Manifesto – Event Processing. In K. M. Chandy, O.
S. Costantini and A. Tocchio “About declarative semantics of logic-based agent languages”. In M. Baldoni and P. Torroni, editors, *Declarative Agent Languages and Technologies*, LNAI 3229. Springer-Verlag, Berlin, 2006.

S. Costantini and G. De Gasperis. “Complex reactivity with preferences in rule-based agents”. In A. Bikakis and A. Giurca, editors, *Rules on the Web: Research and Applications*, volume 7438 of *Lecture Notes in Computer Science*, pp. 167–181. Springer Berlin Heidelberg, 2012.

S. Costantini and A. Tocchio. “A logic programming language for multi-agent systems”. In *Logics in Artificial Intelligence*, Proc. of the 8th Europ. Conf., JELIA 2002, LNAI 2424. Springer-Verlag, Berlin, 2002.

S. Costantini and A. Tocchio. “The DALI logic programming agent-oriented language”. In *Logics in Artificial Intelligence*, Proc. of the 9th European Conference, Jelia 2004, LNAI 3229. Springer-Verlag, Berlin, 2004.

S. Costantini and A. Tocchio. “A dialogue games framework for the operational semantics of logic agentoriented languages”. In J. Dix, J. Leite, G. Governatori, and W. Jamroga, editors, *Computational Logic in Multi-Agent Systems*, 11th International Workshop, CLIMA XI, Proceedings, volume 6245 of *Lecture Notes in Computer Science*, pp. 238–255. Springer, 2010.

M. Dastani, M. Riemsdijk, and J.J. Meyer. “Programming multi-agent systems in 3apl”. *Multi-agent programming*, pp. 39–67, 2005.

M. Dastani, F. De Boer, F. Dignum, and J.J. Meyer. “Programming agent deliberation: an approach illustrated using the 3apl language”. In *Proceedings of the Second International Joint Conference on Autonomous Agents and Multiagent Systems*, pp. 97–104. ACM, 2003.

G. De Gasperis, M. Gimenez De Lorenzo, and F. Muzzi. “Intelligence improvement of a prosumer node through the predictive concept”. In *Proceedings of The Sixth UKSIM European Symposium on Computer Modeling and Simulation*, IEEE Computer Society, November 2012. Malta.

M. Fisher. “A survey of concurrent metatemelte language and its applications”. *Temporal Logic*, pp. 480–505, 1994.

M. Fisher. *Metatem: The story so far. Programming multi-agent systems*, pages 3–22, 2006.

M. Fisher, R. Bordini, B. Hirsch, and P. Torroni. “Computational logics and agents. a roadmap of current technologies and future trends”. *Computational Intelligence*, 2007.

A. C. Kakas, P. Mancarella, F. Sadri, K. Stathis, and F. Toni. “Computational logic foundations of kgp agents”. *J. Artif. Intell. Res. (JAIR)*, 33: pp. 285–348, 2008.

M. Mulder, J. Treur, and M. Fisher. “Agent modelling in metatem and desire”. *Intelligent Agents IV Agent Theories, Architectures, and Languages*, pp. 193–207, 1998.

G. Narayanasamy, J. Cecil, and T. Son. “A collaborative framework to realize virtual enterprises using 3apl”. *Declarative Agent Languages and Technologies IV*, pp. 191–206, 2006.

M. Schmidt , H. Lipson, “Distilling Free-Form Natural Laws from Experimental Data”, *Science*, Vol. 324, no. 5923, pp. 81 – 85, 2009.

M. Schmidt, H. Lipson, Eureqa (Version 0.99.2 beta) [Software]. Available from http://www.eureqa.com, 2013

E.H. Mathews, D.C. Arndt, C.B. Piani, E. Heerden. “Developing cost efficient control strategies to ensure optimal energy use and sufficient indoor comfort”. *Applied Energy* 2000;66:135–59.

A.I. Dounis, C. Caraicos. Advanced control systems engineering for energy and comfort management in a building environment—A review. *Renewable and Sustainable Energy Reviews* 13, pp. 1246–1261, 2009.

K. M. Knight, S. A. Klein, and J. A. Duffie. A methodology for the synthesis of hourly weather data. *Solar Energy* 46.2 pp. 109–120, 1991.

P. Caianiello, S. Costantini, G. De Gasperis, N. Florio, and F. Gobbo. Application of Hybrid Agents to Smart Energy Management of a Prosumer Node. Distributed Computing and Artificial Intelligence. Springer International Publishing, pp 597-607, 2013.

M. Cerullo, G. Fazio, M. Fabbri, F. Muzzi, G. Sacerdoti, “Acoustic signal processing to diagnose transiting electric-trains”, *IEEE Transactions on Intelligent Transportation Systems*, Vol. 6, No. 2 June 2005.