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Abstract. Ordinarily, quiver varieties are constructed as moduli spaces of quiver representations in the category of vector spaces. It is also natural to consider quiver representations in a richer category, namely that of vector bundles on some complex variety equipped with a fixed sheaf that twists the morphisms. Representations of $A$-type quivers in this twisted category — known in the literature as “holomorphic chains” — have practical use in questions concerning the topology of the moduli space of Higgs bundles. In that problem, the variety is a Riemann surface of genus at least 2, and the twist is its canonical line bundle. We extend the treatment of twisted $A$-type quiver representations to any genus using the Hitchin stability condition induced by Higgs bundles and computing their deformation theory. We then focus in particular on so-called “argyle quivers”, where the rank labelling alternates between 1 and integers $r_i \geq 1$. We give explicit geometric identifications of moduli spaces of twisted representations of argyle quivers on $\mathbb{P}^1$ using invariant theory for a non-reductive action via Euclidean reduction on polynomials. This leads to a stratification of the moduli space by change of bundle type, which we identify with “collision manifolds” of invariant zeroes of polynomials. We also relate the present work to Bradlow-Daskalopoulos stability and Thaddeus’ pullback maps to stable tuples. We apply our results to computing $Q$-Betti numbers of low-rank twisted Higgs bundle moduli spaces on $\mathbb{P}^1$, where the Higgs fields take values in an arbitrary ample line bundle. Our results agree with conjectural Poincaré series arising from the ADHM recursion formula.
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1. Introduction

By now, quiver varieties are household names in mathematics, particularly when it comes to representation theory and geometry. Most often they are formed by labelling the nodes of a directed graph with nonnegative integers and then considering linear representations up to isomorphism. Here, we are referring to representations in the category of vector spaces: to each node, we assign a vector space (over \( \mathbb{C} \) or some other algebraically-closed field) of the prescribed dimension, and a corresponding linear map to each arrow. Another common construction of quiver varieties is the Nakajima construction [27, 28]. This also uses the category of vector spaces, but each arrow in the initial quiver is “doubled” by adding an arrow with the opposite orientation. These are interpreted as cotangent directions to the space of representations of the original quiver. The quiver variety is then constructed as a hyperkähler quotient [23], and thus provides an important class of examples of Calabi-Yau manifolds. Broadly speaking, quiver varieties have applications to toric geometry, vertex algebras, noncommutative geometry, integrable systems, and gauge theories.

Quiver varieties can also be constructed in other categories. The natural generalization of the category of vector spaces is the category \( \text{Bun}(X) \) of vector bundles on a fixed complex variety \( X \). Here, we label each node with two integers, \( r_i \) and \( d_i \), where \( r_i \geq 0 \). The \( r_i \) numbers specify the ranks of the corresponding vector bundles while the \( d_i \)'s fix their respective degrees. If one node is represented by \( U_i \) and another is represented by \( U_j \) and there is an arrow between them, then we assign to that arrow a vector bundle morphism in \( \text{Hom}(U_i, U_j) \). One of the main applications of working in this setting is to the study of Higgs bundles. A Higgs bundle is a vector bundle \( E \to X \) together with a regular \( \mathcal{O}_X \)-linear map \( \Phi : E \to E \otimes \omega_X \) satisfying the integrability condition \( \Phi \wedge \Phi = 0 \), where \( \omega_X \) is the canonical line bundle of \( X \) [21, 39]. If we consider a “twisted” category \( \text{Bun}(X, \omega_X) \) where the morphisms are twisted by \( \omega_X \), we can pose the following alternative but equivalent definition: A Higgs bundle is a representation of rank \( r \) and degree \( d \) of a single node, labelled \( r, d \), with a loop.

What makes this useful and not just a “rebranding” is that the moduli space of Higgs bundles on \( X \) comes with a natural linear action of \( \mathbb{C}^\times \) that rescales \( \Phi \). The cohomology of the moduli space localizes to the components of the fixed-point set [21, 38, 14, 20, 13], which themselves are positive-dimensional due to the noncompactness of the moduli space. The components are indexed by partitions of \( r \) and \( d \) into some number of parts that are strung out into an \( A \)-type quiver. The fixed points themselves are representations of these quivers in \( \text{Bun}(X, \omega_X) \), and so the problem of computing topological invariants (e.g. rational Betti numbers) of the moduli space becomes a question about invariants of quiver varieties of \( A \)-type in \( \text{Bun}(X, \omega_X) \) [15, 30, 32].

Such representations of \( A \)-type quivers in a twisted category of bundles have acquired the name “holomorphic chains” and, in the particular case of the quiver \( A_2 \), “holomorphic triples”. When the quiver is not specifically \( A \)-type, the nomenclature “quiver bundle” has been used. Given their importance to Higgs bundles, various aspects of the topology, geometry, and homological algebra of holomorphic chains and quiver bundles have been explored in recent years: [13, 16, 11, 2, 10, 17, 33, 31, 36, 30, 34, 35, 12, 26, 37, 32, 26, 8, 18], to name a few.
Higgs bundles are most often considered over algebraic curves — where the integrability condition is trivial — of genus 2 or larger. We will also restrict to representations of \( A \)-type quivers over complex algebraic curves, but make two generalizations: we consider arbitrary genus and we replace \( \omega_X \) with an arbitrary line bundle of nonnegative degree. Given the connection to localization of Higgs bundles, we use the notion of stability induced by the Hitchin stability condition on Higgs bundles \([21]\).

Our first result is a calculation of the generic dimension of the moduli space of representations of such a quiver (Theorem 2.1) using spectral sequences and hypercohomology for the differential induced by the morphisms themselves, in concert with the Čech differential. This is for any genus, any twisting line bundle \( L \), and any \( n \), where \( n \) is the length of the quiver \( A_n \).

Next, we specialize to a particular configuration for which we are able to obtain concrete results on the geometry of the moduli space:

**Definition 1.1.** An \( A \)-type quiver of the form

\[
\bullet_{1,d_1} \rightarrow \bullet_{r_2,d_2} \rightarrow \bullet_{1,d_3} \rightarrow \cdots \rightarrow \bullet_{r_{n-1},d_{n-1}} \rightarrow \bullet_{1,d_n}
\]

is called an **argyle quiver**.

Our first result concerning this shape of quiver is Theorem 3.1 which generalizes the relationship between holomorphic triples (representations of argyle quivers of length \( n = 2 \), \([15, 10]\)) and “stable pairs” \([40]\) to general argyle quivers in the form of a generalized pullback diagram. As part of this result, we show that the Hitchin stability condition always has a corresponding Bradlow-Daskalopoulos stability parameter (cf. \([9]\)) and vice-versa, a correspondence that boils down to the fact that a particular linear system always has a unique solution.

While the twisted Higgs bundle moduli space can be constructed as a geometric-invariant-theoretic (GIT) quotient for a reductive group \([29]\) (cf. also \([6]\)), the argyle quiver varieties themselves are non-reductive quotients, despite sitting as subvarieties in various twisted Higgs moduli spaces. When \( X = \mathbb{P}^1 \), the non-reductive contributions from the automorphism group act in a particular way, namely via Euclidean reduction on spaces of polynomials. For this reason, we specialize in Section 4.1 to \( X = \mathbb{P}^1 \) in order find explicit geometric identifications of the varieties associated to argyle quivers. Our first result in this direction is Theorem 4.1 which concerns argyle quivers of length \( n = 3 \), which we also refer to as type \((1, k, 1)\) to reflect the prescribed ranks of the three nodes. Here, we remove the “collision locus” where zeroes of maps in a representation that are invariant under the action of automorphisms become coincident. We fix the holomorphic type of the central bundle and then identify the projective closure of the collision-free subvariety of the moduli space with products of projective spaces and Grassmannians. From this, we are able to state Theorem 4.2 which describes how to compute the moduli space associated to an arbitrary argyle quiver from \((1, k, 1)\) pieces. Finally, we give a number of examples of how strata are glued together by identifying \((1, k, 1)\) quiver varieties for different holomorphic types as collision varieties of one another.

We conclude the present work with applications to the topology of twisted Higgs bundle moduli spaces on \( \mathbb{P}^1 \) with a complete account of the rational Betti numbers in rank 2 and any twisting line bundle \( L = \mathcal{O}(t) \), as well as examples in rank 3.
Acknowledgements. We thank Steven Bradlow, Jonathan Fisher, Peter Gothen, Laura Fredrickson, and Sergey Mozgovoy for useful conversations related to this work. The first named author acknowledges the support of an NSERC Discovery Grant and a University of Saskatchewan New Faculty Recruitment Grant. The second named author acknowledges the Department of Mathematics & Statistics at the University of Saskatchewan for a Graduate Teaching Fellowship. Both authors thank Laura Schaposnik for her hospitality and useful discussions during the Geometry and Physics of Higgs Bundles workshops at UIC, for which we gratefully acknowledge travel support from NSF grants DMS 1107452, 1107263, 1107367 “RNMS: GEometric structures And Representation varieties (GEAR)”.

2. Deformation theory

We write $C = (U_1,\ldots,U_n;\phi_1,\ldots,\phi_{n-1})$ for a representation of a quiver

$$Q = \bullet_{r_1,d_1} \to \bullet_{r_2,d_2} \to \cdots \to \bullet_{r_n,d_n}$$

in the category Bun($X,L$), where $X$ is a fixed complex projective variety and $L$ is any sheaf on $X$, which we use to twist morphisms between bundles. The morphisms are graded by exterior powers of $L$: $\text{Hom}^k(U,V) = \text{Hom}(U,V \otimes \wedge^k L)$. We denote by $\mathcal{M}_{X,L}(Q)$ the moduli space of representations of $Q$ in Bun($X,L$). This is the set of representations $(U_1,\ldots,U_n;\phi_1,\ldots,\phi_{n-1})$ up to the following equivalence: $\phi_i \sim \phi_i'$ if there exists $\sigma \in \text{Aut}(U_{i+1})$ such that $\phi_i = \sigma \phi_i'$, and that $U_i \sim U_i'$ if there exists $\tau \in \text{Aut}(U_i)$ such that $g_{\alpha\beta} = \tau_{\alpha\beta}^{-1} g'_{\alpha\beta} \tau_{\alpha\beta}$, where $g_{\alpha\beta}$ and $g'_{\alpha\beta}$ are the transition functions of $U_i$ and $U_i'$ respectively. Then $(U_1,\ldots,U_n;\phi_1,\ldots,\phi_{n-1}) \sim (U'_1,\ldots,U'_n;\phi'_1,\ldots,\phi'_{n-1})$ if and only if $\phi_i \sim \phi_i'$ for all $i = 1,\ldots,n-1$, and $U_i \sim U_i'$ for all $i = 1,\ldots,n$. Given a representation $C$, let $\Phi_C$ be the twisted endomorphism $E_C \to E_C \otimes L$ defined by $\Phi_C = \sum \phi_i$, where $E_C = \bigoplus U_i$. The notion of stability in play is analogous to the usual Hitchin stability condition for Higgs bundles [21]:

**Definition 2.1.** A subrepresentation $D$ of $C$ is invariant if $\Phi_C(E_D) \subseteq E_D \otimes L$. The slope of $D$ is $\mu(D) = \frac{\deg(E_D)}{\text{rank}(E_D)}$. A representation $C$ is semistable if $\mu(D) \leq \mu(C)$ for all nonzero, proper invariant subrepresentations $D$ of $C$. We denote $\mu(C)$ by $\mu_{\text{tot}}$. If this inequality fails for some $D$ we say that the representation is unstable, and if the inequality is strict for all such $D$, then we say that $C$ is stable.

We assume $r = \text{rank}(E_C)$ and $d = \deg(E_C)$ coprime throughout so that the semistable representations are exactly the stable representations. We note that the stability condition for quiver representations is not rigid: there are infinitely many stability conditions parametrized by $\mathbb{R}^n$, where $n$ is the number of nodes in $Q$ (e.g. [15]). Because of the applications we have in mind, we choose the condition corresponding to Higgs bundles.

We begin by calculating the dimension of the tangent space $T_C \mathcal{M}_{X,L}(Q)$, and hence the expected dimension of the moduli space, where the underlying graph of $Q$ is $A_n$ for some $n$ and where $L$ is any line bundle on a complex projective curve $X$ of any genus. We do this by calculating a certain hypercohomology $\mathbb{H}^1$ at a point in $\mathcal{M}_{X,L}(Q)$. We note that our result in this section can be deduced from more general arguments in [36]. In parallel, parabolic versions of this result can be found in [7] [11].
Given a choice of \((U_1, \ldots, U_n)\), we define vector spaces \(V^{p,q}\) by
\[
V^{p,q} = H^p \left( \bigoplus_{i=1}^{n-q} U_i^* \otimes U_{i+q} \right) \otimes \wedge^n L.
\]
It is worth noting that \((\phi_1, \ldots, \phi_{n-1}) \in V^{0,1}\). We also define a differential \(\delta_\Phi : V^{p,q} \to V^{p,q+1}\) by the following:
\[
\delta_\Phi(\psi_1, \ldots, \psi_{n-q}) = (\psi_2\phi_1 - \phi_{1+q}\psi_1, \psi_3\phi_2 - \phi_{2+q}\psi_2, \ldots, \psi_{n-q}\phi_{n-(q+1)} - \phi_{n-1}\psi_{n-(q+1)}).
\]
(\(\delta_\Phi\) is named for its dependence on the total map \(\Phi := \bigoplus_{i=1}^{n-1} \phi_i\)). Now we have given \(\bigoplus_{p,q} V^{p,q}\) the structure of a bi-graded Lie algebra, with \(\delta_\Phi(-)\) being the Lie bracket. The hypercohomology \(H^2\) that we are looking for fits into an exact sequence
\[
0 \to \mathcal{E}^{0,1}_2 \to \mathbb{H}^1 \to \mathcal{E}^{1,0}_2 \to \mathcal{E}^{0,2}_2 \to \mathbb{H}^2
\]
where
\[
\mathcal{E}^{p,q}_2 = \frac{\ker(V^{p,q} \to V^{p,q+1})}{\im(V^{p,q} \to V^{p,q+1})}.
\]
If \(\mathbb{H}^2 = 0\), then we say that the deformations are unobstructed, and in this case it is clear that
\[
T_\mathcal{C}\mathcal{M}_{X,L}(Q) = \mathbb{H}^1(\mathcal{C}) = \mathcal{E}^{0,1}_2 \oplus \mathcal{E}^{1,0}_2.
\]

**Proposition 2.1.** If \(X\) is a Riemann surface and \(L\) is a line bundle, then the deformations of \(\mathcal{M}_{X,L}(Q)\) are unobstructed.

**Proof.** By the usual filtration, the space \(\mathbb{H}^2\) consists of contributions from three spaces (which we will show are all trivial): \(\mathcal{E}^{0,2}_2\), \(\mathcal{E}^{2,0}_2\), and \(\mathcal{E}^{1,1}_2\).

Firstly, \(L\) is a line bundle on a projective algebraic curve so \(\wedge^2 L = 0\). Therefore \(\mathcal{E}^{0,2}_2\), whose numerator consists of the kernel of
\[
H^0((U_1^* U_3 \oplus \ldots \oplus U_{n-2}^* U_n) \otimes \wedge^2 L)
\]
under \(\delta_\Phi\), is zero.

To see that \(\mathcal{E}^{2,0}_2\) is also zero, note that its numerator is the kernel of
\[
H^2(\text{End} U_1 \oplus \ldots \oplus \text{End} U_n)
\]
under \(\delta_\Phi\), which is trivial on a curve.

Finally, we must deal with
\[
\mathcal{E}^{1,1}_2 = \frac{\ker(H^1((U_1^* U_2 \oplus \ldots \oplus U_{n-1}^* U_n) \otimes L) \xrightarrow{\delta_\Phi} H^1((U_1^* U_3 \oplus \ldots \oplus U_{n-2}^* U_n) \otimes \wedge^2 L))}{\im(H^1(\text{End} U_1 \oplus \ldots \oplus \text{End} U_n) \xrightarrow{\delta_\Phi} H^1((U_1^* U_2 \oplus \ldots \oplus U_{n-1}^* U_n) \otimes L))}.
\]

If we can show that the map in the denominator is surjective, then we will have shown that \(\mathcal{E}^{1,1}_2\) is trivial. To do this, consider the Serre-dual map
\[
H^0((U_1^* U_2 \oplus \ldots \oplus U_{n-1}^* U_n) \otimes L^* \otimes \omega) \xrightarrow{\delta_\Phi^*} H^0((\text{End} U_1 \oplus \ldots \oplus \text{End} U_n)^* \otimes \omega)
\]
where \(\omega\) is the canonical line bundle on \(X\). This map is equivalent to
\[
H^0(U_1 U_2^* \oplus \ldots \oplus U_{n-1}^* U_n) \xrightarrow{\delta_\Phi^*} H^0((\text{End} U_1 \oplus \ldots \oplus \text{End} U_n) \otimes L).
\]
The map $\delta_\Phi^*$ is injective if and only if $\delta_\Phi$ is surjective, and vice versa. We can calculate

$$\delta_\Phi^*(\eta_1, \ldots, \eta_{n-1}) = (\phi_1^* \eta_1 - \phi_2^* \eta_2 - \eta_1^* \phi_1, \ldots, \phi_{n-1}^* \eta_{n-1} - \eta_2^* \phi_{n-2} - \eta_{n-2}^* \phi_{n-3} - \cdots - \eta_{n-1}^* \phi_1)$$

from which it is clear that the kernel of $\delta_\Phi^*$ is trivial, and thus $\delta_\Phi^*$ is injective and $\delta_\Phi$ is surjective. Now the image of

$$H^1(\text{End} U_1 \oplus \cdots \oplus \text{End} U_n)$$

is

$$H^1((U_1^* U_2 \oplus \cdots \oplus U_{n-1}^* U_n) \otimes L)$$

and this tells us that $E_2^{1,1} = 0$, as required.

This proposition gives us an inroad to calculating the expected dimension of $\mathcal{M}_{X,L}(Q)$ (defined as the dimension of $H^1(U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1})$). In particular,

$$\dim \mathcal{M}_{X,L}(Q) = e_{0,1}^2 + e_{1,0}^2$$

where

$$e_{0,1}^2 = \dim \left( \frac{H^0((U_1^* U_2 \oplus \cdots \oplus U_{n-1}^* U_n) \otimes L)}{\text{im}(\text{End} U_1 \oplus \cdots \oplus \text{End} U_n) \overset{\delta_\Phi}{\longrightarrow} H^0((U_1^* U_2 \oplus \cdots \oplus U_{n-1}^* U_n) \otimes L)} \right)$$

and

$$e_{1,0}^2 = \dim \left( \ker(H^1(\text{End} U_1 \oplus \cdots \oplus \text{End} U_n) \overset{\delta_\Phi}{\longrightarrow} H^1((U_1^* U_2 \oplus \cdots \oplus U_{n-1}^* U_n) \otimes L)) \right).$$

**Theorem 2.1.** Given a quiver

$$Q = \bullet_{r_1,d_1} \longrightarrow \bullet_{r_2,d_2} \longrightarrow \cdots \longrightarrow \bullet_{r_n,d_n}$$

the dimension of the moduli space of representations in the category of $L$-twisted vector bundles (with $L$ of degree $t$) over an algebraic curve $X$ of genus $g$ is

$$\sum_{i=1}^{n-1} (r_i d_i + r_i d_i + r_i r_{i+1} + (1-g) \left( \sum_{i=1}^{n-1} r_i r_{i+1} - \sum_{i=1}^{n} r_i^2 \right) + \min_{1 \leq i \leq n} \{ h^1(\text{End} U_i) \}.$$  

**Proof.** We have from Proposition 2.1 that $\dim \mathcal{M}_{X,L}(Q) = e_{0,1}^2 + e_{1,0}^2$, where $e_{0,1}^2$ and $e_{1,0}^2$ are given by equations (1) and (2), respectively. We also showed in the proof that the map

$$H^1(\text{End} U_1 \oplus \cdots \oplus \text{End} U_n) \overset{\delta_\Phi}{\longrightarrow} H^1((U_1^* U_2 \oplus \cdots \oplus U_{n-1}^* U_n) \otimes L)$$

is surjective; thus we can say

$$e_{1,0}^2 = h^1(\text{End} U_1 \oplus \cdots \oplus \text{End} U_n) - h^1((U_1^* U_2 \oplus \cdots \oplus U_{n-1}^* U_n) \otimes L)$$

and a similar argument will allow us to analyze $e_{0,1}^2$. We would like to say that

$$H^0(\text{End} U_1 \oplus \cdots \oplus \text{End} U_n) \overset{\delta_\Phi}{\longrightarrow} H^0((U_1^* U_2 \oplus \cdots \oplus U_{n-1}^* U_n) \otimes L)$$

was injective, but this is not quite true. By inspecting the map

$$\delta_\Phi(\psi_1, \ldots, \psi_n) = (\psi_2 \phi_1 - \phi_1 \psi_1, \psi_3 \phi_2 - \phi_2 \psi_2, \ldots, \psi_n \phi_{n-1} - \phi_{n-1} \psi_{n-1})$$
it can be seen that it is injective only if we except one of the terms $\psi_i$. Ignoring an arbitrary $\psi_i$ would result in a map that was injective but may not have an image of the same dimension as the full $\delta_\nu$ map. We must ignore a $\psi_i$ coming from $H^0(\text{End}U_i)$ of minimal dimension. If there are more than one having the same (minimal) dimension, then it will not matter which we remove, as the resulting dimensions will be the same. That is, we can think of $\delta_\nu$ as being $\min_{1 \leq i \leq n}\{h^0(\text{End}U_i)\}$-far away from being injective. This tells us that

$$e_{0,1}^2 = h^0((U_1^*U_2 \oplus \ldots \oplus U_{n-1}^*U_n) \otimes L) - h^0(\text{End}U_1 \oplus \ldots \oplus \text{End}U_n) + \min_{1 \leq i \leq n}\{h^0(\text{End}U_n)\}.$$

Now we can apply Riemann-Roch to $e_{0,1}^2 + e_{1,0}^2$ to obtain

$$(3)\quad e_{0,1}^2 + e_{1,0}^2 = \deg((U_1^*U_2 \oplus \ldots \oplus U_{n-1}^*U_n) \otimes L) + \text{rank}((U_1^*U_2 \oplus \ldots \oplus U_{n-1}^*U_n) \otimes L)(1 - g)$$

$$-\deg(\text{End}U_1 \oplus \ldots \oplus \text{End}U_n) - \text{rank}(\text{End}U_1 \oplus \ldots \oplus \text{End}U_n)(1 - g)$$

$$+ \min_{1 \leq i \leq n}\{h^0(\text{End}U_n)\}$$

$$= \sum_{i=1}^{n-1} \deg(U_1^*U_{i+1}L) + (1 - g) \sum_{i=1}^{n-1} \text{rank}(U_1^*U_{i+1}L)$$

$$- \sum_{i=1}^{n} \deg(\text{End}(U_i)) - (1 - g) \sum_{i=1}^{n} \text{rank}(\text{End}(U_i)) + \min_{1 \leq i \leq n} \{h^0(\text{End}U_n)\}$$

$$= \sum_{i=1}^{n-1} \deg(U_1^*U_{i+1}L) + (1 - g) \left( \sum_{i=1}^{n-1} r_ir_{i+1} - \sum_{i=1}^{n} r_i^2 \right) + \min_{1 \leq i \leq n} \{h^0(\text{End}U_n)\}.$$  

It remains to calculate $\deg(U_1^*U_{i+1}L)$. Note that the following calculation also serves to demonstrate that the dimension of the moduli space only depends on the degrees and ranks of the $U_i$, not on their specific structures (how they may split, etc.). We decompose the determinant of $U_1^*U_{i+1}L$ as follows:

$$\det(U_1^*U_{i+1}L) = \det(U_1^*)^{\otimes r_{i+1}} \otimes \det(U_{i+1}L)^{\otimes r_i}$$

$$= \det(U_1^*)^{\otimes r_{i+1}} \otimes \det(U_{i+1}L)^{\otimes r_i} \otimes \det(L)^{\otimes r_ir_{i+1}}$$

thus

$$\deg(U_1^*U_{i+1}L) = \deg(\det(U_1^*U_{i+1}L))$$

$$= r_{i+1}\deg(U_1^*) + r_i\deg(U_{i+1}) + r_ir_{i+1}\deg(L)$$

$$= r_id_{i+1} - r_{i+1}d_i + r_ir_{i+1}t.$$ 

This calculation along with equation (3) gives the result. \hfill \Box

3. Pullback diagrams and stability

3.1. Stable tuples. Given an argyle quiver $Q$ of length $n = 2q + 1$, we will need to consider a space of \emph{stable} $4q$-tuples, analogous to the stable pairs studied by Thaddeus. Stability for these tuples depends on $2q$ parameters, which we denote by $\sigma = (\sigma_1, \ldots, \sigma_{2q}) \in \mathbb{R}^{2q}$. Accordingly, we will define a space

$$R_X^\sigma(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}),$$
that parametrizes stable tuples of the form \( \{(V_1, \ldots, V_{2q}; \phi_1, \ldots, \phi_{2q})\} \), where \( V_i \) is a vector bundle of rank \( k_i \) and degree \( e_i \) (with \( k_i = 1 \) whenever \( i \) is even), \( \phi_i \in H^0(X, V_i) \) for \( i \) odd, and \( \phi_i \in H^0(X, V_i^*) \) for \( i \) even.

The stability condition arising from the choice of \( \sigma \) follows from the well-known \( \alpha \)-stability condition on the space of holomorphic chains (equivalently, the moduli space of representations of the quiver \( Q \)). This space is

\[
\mathcal{M}_X^\alpha(r_1, \ldots, r_n; d_1, \ldots, d_n) = \{(U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1})\},
\]

with \( \text{rk}(U_i) = r_i \), \( \text{deg}(U_i) = d_i \), and \( \phi_i \in H^0(X, U_i^*U_{i+1}L) \). The \( \alpha \)-slope of a holomorphic chain \( C = (U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1}) \) depends on the \( 2q \)-tuple \( \alpha = (\alpha_1, \ldots, \alpha_{n-1}) \in \mathbb{R}^{2q} \), and is defined as

\[
\mu_\alpha(C) = \frac{\sum_{i=1}^{n-1} d_i + \sum_{i=1}^{n-1} \alpha_i r_{i+1}}{\sum_{i=1}^{n} r_i}
\]

We say that a holomorphic chain \( C \in \mathcal{M}_X^\alpha(r_1, \ldots, r_n; d_1, \ldots, d_n) \) is \( \alpha \)-stable if \( \mu_\alpha(C') < \mu_\alpha(C) \) for each proper, \( (\phi_1 \oplus \ldots \oplus \phi_{n-1}) \)-invariant subchain \( C' \subset C \). Now we will play with this a little bit: recall the usual slope \( \mu(C) = \frac{d}{r} \) and set

\[
\alpha_i = r \frac{r_i}{r_{i+1}} \left( \frac{1}{n-1} \mu(C) \right)
\]

for all \( i = 1, \ldots, n-1 \). Now the expression \( \mu_{\tilde{\sigma}}(C') < \mu_{\tilde{\sigma}}(C) \) becomes

\[
d' + \sum_{i=1}^{n-1} r_{i+1} \frac{r_i}{r'} \left( \frac{1}{n-1} \mu(C) \right) < d + \sum_{i=1}^{n-1} r_{i+1} \frac{r_i}{r} \left( \frac{1}{n-1} \mu(C) \right)
\]

\[
\mu(C') + \sum_{i=1}^{n-1} \frac{r_i'}{r_{i+1}} \left( \frac{1}{n-1} \mu(C) \right) < \mu(C) + \sum_{i=1}^{n-1} \sigma_i
\]

\[
\mu(C') < \sum_{i=1}^{n-1} \frac{r_i'}{r_{i+1}} \left( \frac{1}{n-1} \mu(C) - \sigma_i \right) + \sum_{i=1}^{n-1} \sigma_i
\]

\[
d' < \frac{d}{n-1} \sum_{i=1}^{n-1} \frac{r_i'}{r_{i+1}} + \sum_{i=1}^{n-1} \sigma_i \left( \frac{r_i'}{r_{i+1}} \right).
\]

This is the \( \sigma \)-stability condition for holomorphic chains of length \( n \). To specialize to \( \mathcal{R}_X^\sigma(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}) \), we need to focus on chains of the form

\[ C = (O, U_2, \ldots, U_n; \phi_1, \ldots, \phi_{n-1}) \]

where \( U_i \) is a line bundle for each \( i \) odd. This can be viewed as a \( 4q \)-tuple in \( \mathcal{R}_X^\sigma(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}) \) for \( k = r - 1, k_i = r_{i+1}, \) and \( e_i = d_{i+1} \). Since we have set \( d_1 = d_1' = 0 \), we have \( d = e \) and can write (4) as

\[
e' < \frac{e}{2q} \sum_{i=1}^{2q} k_i' + \sum_{i=1}^{2q} \sigma_i \left( r' - (k + 1) \frac{k_i'}{k_i} \right).
\]

Now, this expression still depends explicitly on \( r_i' \), which is certainly strange if we are trying to look at this as a stability condition for a \( 4q \)-tuple. To remedy this, we note that if \( \phi_i \in H^0(X, U_i^*) \setminus \{0\} \), then it is clear that \( r_i' = 1 \). Conversely, if \( \phi_i \notin H^0(X, U_i^*) \setminus \{0\} \), then we must have \( r_i' = 0 \). Hence, the stability condition on \( \mathcal{R}_X^\sigma(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}) \) settles nicely into two cases:
Definition 3.1. A 4q-tuple \((V_1, \ldots, V_{2q}; \phi_1, \ldots, \phi_{2q})\) with \(\text{rk}(V_i) = r_i\) and \(\text{deg}(V_i) = e_i\) is stable if for every sub-4q-tuple \((V'_1, \ldots, V'_{2q}; \phi'_1, \ldots, \phi'_{2q})\) of \((V_1, \ldots, V_{2q}; \phi_1, \ldots, \phi_{2q})\) where we denote \(\text{rk}(V'_i) = k'_i\) and \(\text{deg}(V'_i) = e'_i\), we have

\[
e' < \frac{e}{n} - 1 \sum_{i=1}^{2q} k'_i + \sum_{i=1}^{e'} (1 + k' - (k + 1) \frac{k'_i}{k_i}) \quad \text{if} \quad \phi_1 \in H^0(X, V'_1) \setminus \{0\}
\]

\[
e' < \frac{e}{n} - 1 \sum_{i=1}^{2q} k'_i + \sum_{i=1}^{e'} (k' - (k + 1) \frac{k'_i}{k_i}) \quad \text{if} \quad \phi_1 \notin H^0(X, V'_1) \setminus \{0\}.
\]

3.2. Pullback diagrams. The connection between twisted representations of an argyle quiver on the Riemann surface \(X\) and 4q-tuples is captured by the following result:

Theorem 3.1. For a labelled argyle quiver \(Q\) of length \(n = 2q + 1\)

\[
\bullet_1, d_1 \longrightarrow \bullet_{r_2, d_2} \longrightarrow \bullet_{1, d_3} \longrightarrow \cdots \longrightarrow \bullet_{r_{n-1}, d_{n-1}} \longrightarrow \bullet_{1, d_n}
\]

there exists a unique \(\sigma \in \mathbb{R}^{2q}\) and \(b_i \in \mathbb{Z}\) such that the moduli space of representations of \(Q\) in the twisted category of holomorphic vector bundles with fixed determinant \(P\) is given by the pullback diagram

\[
\begin{array}{ccc}
\mathcal{M}_{X, L, P}(Q) & \xrightarrow{g} & \prod_{i=1, \text{odd}}^{n} \text{Jac}^{d_i}(X) \\
\pi & \downarrow & \pi' \\
\mathcal{R}^X(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}) & \xrightarrow{h} & \prod_{i=1, \text{odd}}^{n} \text{Jac}^{b_i}(X)
\end{array}
\]

with maps described as follows:

\(\pi : (U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1})\)

\[
\mapsto (U_1^* U_2 L, U_2^* U_3 L^2, U_3^* U_4 L, U_4^* U_5 L^2, \ldots, U_{n-2}^* U_n L^2; \phi_1, \ldots, \phi_{n-1})
\]

\(g : (U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1}) \mapsto (U_1, U_3, \ldots, U_n)\)

\(h : (V_1, \ldots, V_{2q}; \phi_1, \ldots, \phi_{n-1})\)

\[
\mapsto \left( \bigotimes_{i=1, \text{odd}}^{2q-1} \det(V_i), \bigotimes_{i=1, \text{odd}}^{2q-3} \det(V_i) \otimes \det(V_{2q-1} V_{2q}), \ldots, \bigotimes_{i=1, \text{odd}}^{2q-1} \det(V_i V_{i+1}) \right)
\]

\(\pi' : (U_1, U_3, \ldots, U_n)\)

\[
\mapsto \left( \sum_{i=1, \text{even}}^{2q} \sum_{r_i} \Lambda^r_i \left( U_i^* \right)^{r_i+1} U_3 \left( U_3^* \right)^{r_i+1} \ldots U_{2q+1}^* \right)
\]

Moreover, the maps \(\pi\) and \(\pi'\) are finite-to-one covering maps.

Proof. To show that this diagram commutes, we will consider

\[h \circ \pi(U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1})\]
Recalling $P = U_1 \det(U_2)U_3 \det(U_4)U_5 \ldots U_{2q+1}$, the first term is

$$\bigotimes_{i=1, \text{odd}}^{2q-1} \det(U_i^*U_{i+1}L) = \bigotimes_{i=1, \text{odd}}^{2q-1} ((U_i^*)^{r_{i+1}} \det(U_{i+1})L^{r_{i+1}})$$

$$= P(U_1^*)^{r_2+1}(U_2^*)^{r_3+1} \ldots (U_{2q-1}^*)^{r_{2q+1}}U_{2q+1}^*$$

which is exactly the first term of $\pi' \circ g$. The other terms are similar. The unique $b_i$ extolled in the statement of the theorem are nothing but the degrees of these line bundles.

To see that $\pi$ is a $r^{2q}$-fold covering map, write

$$(V_1, \ldots, V_{2q}) = (U_1^*U_2L, U_1^*U_3L^2, U_2^*U_4L, U_3^*U_5L^2, \ldots, U_{n-2}^*U_nL^2)$$

and then note

$$\det(V_1) = (U_1^*)^{r_2}L^{-2} (P^*U_1^*U_2^*\det(U_4)^*U_5^* \ldots U_{2q+1}^*).$$

The reasons we can say that $\pi$ is a finite covering are the following: for $i$ odd, $\det V_i = (U_i^*)^{r_{i+1}} \det(U_{i+1})L^{r_{i+1}}$ and so $\det(U_{i+1})^* = (U_i^*)^{r_{i+1}}L^{r_{i+1}} \det(V_i)$. In addition, $\det(V_{i+1}) = U_i^*U_{i+2}L^2$ and so $U_{i+2} = U_{i-1}U_iL^2\det(V_{i+1})^*$. In particular, this tells us that $\det(U_{i+1})^*$ and $U_{i+2}$ can be written in terms of $U_i^*$ and some other known quantities. By doing this for all odd $i$ from 3 to $2q - 1$, we can write $(U_1^*)^{1+r_2+1+\ldots+r_{2q}+1}$ in known terms. Then, accounting for torsion in the Jacobian, $\pi$ is an $r^{2q}$-fold covering map. A similar approach shows that $\pi'$ is a finite-to-one covering map.

Now it remains to show that there exist unique $(\sigma_1, \ldots, \sigma_{2q})$ for which the above holds. We begin by defining the line bundles $U_j^* = \phi_j(U_{j-1})$ and $U_j'' = \phi_j^{-1}(U_{j+1})$ for all $j$ even. For any line subbundle $U_j'''$ of $U_j$ which is not equal to either $U_j$ or $U_j''$, we can define a subrepresentation

$$(0, \ldots, U_j''', \ldots, 0; 0, \ldots, 0)$$

of

$$(U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1}) \in \mathcal{M}^a_{X,L,\rho}(Q).$$

It is clear that stability implies $\deg(U_j''') < \frac{d}{4}$. Now, such subrepresentations are in one-to-one correspondence with sub-$4q$-tuples

$$(0, \ldots, U_{j-1}^*U'''L \ldots, 0; 0, \ldots, 0)$$

of

$$(V_1, \ldots, V_{2q}; \phi_1, \ldots, \phi_{2q}) \in \mathcal{R}^a_X(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}).$$

By definition, such a $4q$-tuple is stable if and only if

$$e' = \deg(U_{j-1}^*U'''L) < \frac{e}{2q} \sum_{i=1}^{2q} \frac{k_i'}{k_i} + \sum_{i=1}^{2q} \sigma_i \left( k_i' - (k + 1) \frac{k_i'}{k_i} \right)$$

$$= \frac{e}{2qk_{j-1}} + \sum_{i=1}^{2q} \sigma_i \left( 1 - (k + 1) \frac{k_i'}{k_i} \right)$$

$$= \frac{e}{2qr_j} + \sigma_{j-1} \left( 1 - \frac{r}{r_j} \right) + \sum_{i=1, i \neq j-1}^{2q} \sigma_i$$
where
\[ e = \sum_{i=1}^{2q+1} d_i + \sum_{i=1, i \text{ odd}}^{2q-1}((r_{i+1} + 2)t - (r_{i+1} + 1)d_i). \]

Since we also know that
\[ \deg(U^*_j U''^m L) = -d_{j-1} + \deg(U''^m) + t < -d_{j-1} + \frac{d}{r} + t \]
we see that equivalence of stability in \( M^\mu_{X,L,P}(Q) \) and in \( R^\mu_X(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}) \)
boils down to the equation
\[ -d_{j-1} + \frac{d}{r} + t = \frac{e}{2qr_j} + \sigma_{j-1} \left(1 - \frac{r}{r_j}\right) + \sum_{i=1, i \neq j-1}^{2q} \sigma_i \]
which allows us to deduce
\[ (5) \quad \sigma_{j-1} \left(1 - \frac{r}{r_j}\right) + \sum_{i=1, i \neq j-1}^{2q} \sigma_i = -d_{j-1} + \frac{d}{r} + t - \frac{e}{2qr_j} \]
for all \( j \) even.

Finally, considering the subrepresentation \((0, \ldots, U''^m, \ldots, 0; 0, \ldots, 0)\) again, we note that is also in correspondence with \(4q\)-tuples
\[ (0, \ldots, 0, U^*_j U''^m L, U^*_j U_{j-1} U_{j+1}^* L^2, 0, \ldots, 0, \ldots, 0) \]
of
\[ (V_1, \ldots, V_{2q}; \phi_1, \ldots, \phi_{2q}) \in R^\mu_X(k_1, \ldots, k_{2q}; e_1, \ldots, e_{2q}), \]
for which the stability condition is
\[ e' < \frac{e}{2q} \sum_{i=1}^{2q} \frac{k'_i}{k_i} + \sum_{i=1}^{2q} \sigma_i \left(k' - (k + 1) \frac{k'_i}{k_i}\right) \]
\[ = \frac{e}{2q} \left(\frac{1}{k_{j-1}} + \frac{1}{k_j}\right) + \sum_{i=1}^{2q} \sigma_i \left(2 - (k + 1) \frac{k'_i}{k_i}\right) \]
\[ = \frac{e}{2q} \left(\frac{1}{r_j} + \frac{1}{r_{j+1}}\right) + \sigma_{j-1} \left(2 - \frac{r}{r_j}\right) + \sigma_j \left(2 - \frac{r}{r_{j+1}}\right) + \sum_{i=1, i \neq j-1, j}^{2q} 2\sigma_i \]
where \( e \) is as above and \( e' \) is
\[ e' = \deg(U^*_j U''^m L) + \deg(U^*_j U_{j-1} U_{j+1}^* L) \]
\[ = -2d_{j-1} + d''_j + d_{j+1} + 3t \]
\[ < -2d_{j-1} + \frac{d}{r} + d_{j+1} + 3t. \]

Hence, we set
\[ -2d_{j-1} + \frac{d}{r} + d_{j+1} + 3t = \frac{e}{2q} \left(\frac{1}{r_j} + \frac{1}{r_{j+1}}\right) + \sigma_{j-1} \left(2 - \frac{r}{r_j}\right) + \sigma_j \left(2 - \frac{r}{r_{j+1}}\right) + \sum_{i=1, i \neq j-1, j}^{2q} 2\sigma_i \]
from which we can calculate
\[
\sigma_{j-1} \left( 2 - \frac{r}{r_j} \right) + \sigma_j (2 - r) + \sum_{i=1, i \not= j-1, j}^{2q} 2\sigma_i \\
= -2d_{j-1} + \frac{d}{r} + d_{j+1} + 3t - \frac{e}{2q} \left( \frac{1}{r_j} + \frac{1}{r_{j+1}} \right)
\]
for all \( j \) even.

Now we must only show that the system of equations defined by (5) and (6) has a unique solution. The associated \( 2q \times 2q \) matrix is
\[
\Sigma_q = \begin{pmatrix}
1 - \frac{r}{r_2} & 1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 - \frac{r}{r_4} & 1 & \vdots \\
\vdots & & & & & \\
2 - \frac{r}{r_2} & 2 - r & 2 & 2 & \cdots \\
2 & 2 & 2 - \frac{r}{r_4} & 2 - r & \vdots \\
2 & 2 & 2 & 2 & \cdots & 2 - r
\end{pmatrix}
\]
which can be transformed to
\[
\Sigma'_q = \begin{pmatrix}
1 - \frac{r}{r_2} & 1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 - \frac{r}{r_4} & 1 & \vdots \\
\vdots & & & & & \\
1 & 1 & 1 - \frac{r}{r_2} & 1 & \vdots \\
1 & 1 & 1 & 1 & \cdots & 1 - r
\end{pmatrix}
\]
via elementary row operations. The determinant of \( \Sigma'_q \) can be calculated via the matrix determinant lemma, which states that for an invertible \( n \times n \) matrix \( A \) and column vectors \( u \) and \( v \), \( \det(A + uv^T) = (1 + v^T A^{-1} u) \det(A) \). By factoring \( \Sigma'_q \) as
\[
\Sigma'_q = \begin{pmatrix}
-\frac{r}{r_2} & 0 & 0 & \cdots & 0 \\
0 & -r & 0 & \cdots & \vdots \\
0 & 0 & -\frac{r}{r_4} & \cdots & \vdots \\
\vdots & & & & \ddots \\
0 & 0 & 0 & \cdots & -r
\end{pmatrix} + \begin{pmatrix}
1 \\
1 \\
\vdots \\
1
\end{pmatrix} \begin{pmatrix}
1 \\
1 \\
\vdots \\
1
\end{pmatrix}
\]
we have
\[
(1 + v^T A^{-1} u) = \left( 1 - \frac{r_2}{r} - \frac{r_4}{r} - \cdots - \frac{1}{r} \right)
\]
as well as
\[
\det(A) = \left( -\frac{r}{r_2} \right) (-r) \left( -\frac{r}{r_4} \right) \cdots (-r).
\]
From these we can then calculate
\[
\det(\Sigma' q) = (r - q - r_2 - r_4 - \ldots - r_{2q-1}) \frac{(-r)^{2q-1}}{r_2 r_4 \ldots r_{2q-1}}.
\]
Since \( r = 1 + (q + r_2 + r_4 + \ldots + r_{2q-1}) \), the determinant is always nonzero, and the proof is complete. \( \square \)

One way in which to interpret Theorem 3.1 is that the map \( h \) generalizes the determinant map of vector bundles to tuples: the determinant of a \( 4q \)-tuple (which contains \( 2q \) bundles) is a tuple of \( q + 1 \) determinants. Hence, the fibres of \( h \) are the generalization of moduli spaces of bundles of fixed determinant.

**Remarks.** The reason for restricting ourselves to argyle quivers in the theorem is that our analysis of \( \sigma \) depends explicitly on the fact that every second bundle was a line bundle (in how we defined \( U'''' j \)). We do not expect such a clean formulation of the pullback property in the non-argyle case. When the genus of \( X \) is 0, the image of \( h \) is just a point, and so there is no useful fibration structure coming from \( h \). However, \( M_{X,L,P}(Q) \) is still a finite-to-one cover of \( R^*_X(k; e_i) \). When \( g = 1 \), the Jacobians and the elliptic curve \( X \) itself can be identified, and so \( M_{X,L,P}(Q) \) fibres over a Cartesian product of the elliptic curve with itself some number of times. In this case, one can view the pullback procedure as expressing the data of a representation of \( Q \), which consists of bundles and twisted maps, in terms of simpler data on \( X \), namely a tuple of points, after fixing the determinant of the representation (by picking a fibre of \( h \)) and up to some choice of roots of unity (the map \( \pi \)). In some sense, this picture is reminiscent of the spectral viewpoint and the Hitchin fibration for Higgs bundles, which transforms the data of a Higgs bundle on a Riemann surface \( X \) to a point on the Jacobian of another Riemann surface, the so-called “spectral curve” of the Higgs bundle [22, 5]. In the pullback diagram for tuples, we see products of Jacobians rather than a single Jacobian.

We also stress the general utility of the pullback diagram. A special case of Theorem 3.1 in [40] (cf. also [14]) is used to obtain an exact geometric identification of the moduli space of stable pairs (a single bundle with a single map) by variation of stability, wherein the stability parameter is initialized at an extreme value and then the desired moduli space is constructed in steps by flips and flops as the parameter crosses certain walls. In principle, the same procedure can be applied for tuples associated to the more general argyle quivers above but this would involve quite a number of birational transformations.

### 4. Quiver Bundles on \( \mathbb{P}^1 \)

In this section, we seek explicit identifications of moduli spaces of twisted representations of argyle quivers when \( X = \mathbb{P}^1 \), the most concrete setting. We begin with the case where the length of the quiver is \( n = 3 \) and work from there.

#### 4.1. Type \((1, k, 1)\) quivers.

We begin with the quiver
\[
Q = \bullet_{1,d_1} \rightarrow \bullet_{k,d_2} \rightarrow \bullet_{1,d_3}
\]
and put \( r = k + 2 \) and \( d = d_1 + d_2 + d_3 \). A representation of \( Q \) is a tuple of the form \((U_1, U_2, U_3; \phi_1, \phi_2)\) in which \( U_1 \cong \mathcal{O}(d_1) \) and \( U_3 \cong \mathcal{O}(d_3) \) since \( \text{Pic}(\mathbb{P}^1) \cong \mathbb{Z} \). In addition, \( U_2 \) splits as
\[
\mathcal{O}(a_1) \oplus s_1 \oplus \cdots \oplus \mathcal{O}(a_m) \oplus s_m
\]
for some $a_i \in \mathbb{Z}$ and some $s_i > 0$, where $\sum_{i=1}^m s_i a_i = d_2$ and $k = \sum s_i$. We always sort the $a_i$'s as $a_1 > a_2 > \ldots > a_m$. With this information in hand, we can rewrite the representation

$$\mathcal{O}(d_1) \xrightarrow{\Xi} U_2 \xrightarrow{\Phi} \mathcal{O}(d)$$

as

In this diagram $\phi_i^j \in H^0(\mathbb{P}^1, \mathcal{O}(d - a_i + t))$ and $\xi_i^j \in H^0(\mathbb{P}^1, \mathcal{O}(d_3 - a_i + t))$. This picture is acted upon by elements of Aut($U_1 \times U_2 \times U_3$). From this group, there are degree 0 maps between each pair of nodes of equal degree, as well as degree $a_i - a_j$ maps from $\mathcal{O}(a_i)$ to $\mathcal{O}(a_j)$ for all $i < j$. If we must be very specific, we write $\psi_{kl}^{ij}$ for the map from the $k$-th $a_i$ node to the $l$-th $a_j$ node. Most of the time when considering such maps, it is not important which of the $\mathcal{O}(a_i)$ nodes we consider, so we simply write $\phi_i$ and $\psi_{ij}$.

Next we will consider which values of $d_1, a_1, \ldots, a_k, d_3$ are allowable under the standard slope-stability conditions. Since we have already sorted the $a_i$ as $a_1 > a_2 > \ldots > a_m$, it suffices to impose the following:

$$d_3 < \mu_{\text{tot}}$$

$$\frac{d_3 + a_1}{2} < \mu_{\text{tot}}$$

$$\vdots$$

$$\frac{d_3 + s_1 a_1}{1 + s_1} < \mu_{\text{tot}}$$

$$\frac{d_3 + s_1 a_1 + a_2}{2 + s_1} < \mu_{\text{tot}}$$

$$\vdots$$

$$\frac{d_3 + \sum_{i=1}^m s_i a_i}{k + 1} < \mu_{\text{tot}}$$

Recall that $\phi_i \in H^0(\mathbb{P}^1, \mathcal{O}(d_2 - a_i + t)) \setminus 0 \cong \mathbb{C}^{d_2 - a_i + t + 1} \setminus 0$. Define $i'$ so that $a_{i'+1} < \mu_{\text{tot}} < a_{i'}$ (allowing the cases $i' = 1$ or $i' = m$). This will allow us to say something about the $\phi$ and $\xi$ maps. We can see that for any $i > i'$, $\mathcal{O}(a_i)$ can
be allowed to be invariant without stability issues, meaning any of the $\phi^i_j$ can be allowed to be zero. On the other hand, for $i > i'$, none of $\xi^i_j$ cannot be allowed to be zero. If one is zero, then the subbundle consisting of all the nodes except a single $O(a_i)$ would be invariant, but this is not stable since $a_i < \mu_{tot}$. In an similar way, for any $i \leq i'$, $\phi^i_j$ cannot be zero, but $\xi^i_j$ can. The final restriction to note is that while we allow any of $\xi_1^i, \ldots, \xi^{i'}_m, \phi^i_{p+1}, \ldots, \phi^{i'}_{m}$ to vanish, they cannot all be zero concurrently as that would imply that the representation could be presented as a direct sum of two stable representations.

We will reduce the amount of freedom that some of the $\phi_i$ and $\xi_i$ have by letting them be acted upon by some of the $\psi_{pq}$. In other words, we construct the moduli variety by performing reduction in stages. We are performing a geometric-invariant-theoretic (GIT) reduction using the $\Phi$-stability condition, but note that we are quotienting by a non-reductive group. In general, an element $\Psi \in \text{Aut}(U_i)$ is an invertible matrix-valued polynomial (in the affine parameter $z \in \mathbb{P}^1$) whose degree 0 piece is an element of $\text{GL}(r_i, \mathbb{C})$. The diagonal terms in particular comprise the usual maximal torus in $\text{GL}(r_i, \mathbb{C})$. The off-diagonal terms (which are all zero to one side of the diagonal, by degree considerations) measure the non-reductiveness of the group. Fortunately, the action of the off-diagonal terms act on the polynomials $\phi_i$ in the representation in a predictable way: they reduce the degree of $\phi_i$ or $\xi_i$ in accordance with the Euclidean algorithm.

To be precise, consider $\psi_{ij} : O(a_i) \rightarrow O(a_j)$ where $a_i \neq a_j$ and $i, j \leq i'$. We send $\phi_i \mapsto \phi_i + \phi_j \psi_{ij} := \phi'_i$. We know that $\psi_{ij} \in H^0(\mathbb{P}^1, O(a_j - a_i)) \cong \mathbb{C}^{r_j - a_i + 1}$, so one can see that we can use the $a_j - a_i + 1$ degrees of freedom of $\psi_{ij}$ to kill off some of the freedom of $\phi_i$. In particular, the dimension of the space that parametrizes $\phi'_i$ will be $d_2 - a_i + t + 1 - (a_j - a_i + 1) = d_2 - a_j + t$. To be more precise, if

$$\phi'_i = \phi_i + \phi_j \psi_{ij} = (A_p z^{p} + \ldots + A_0) + (B_q z^{q} + \ldots + B_0)(C_r z^{r} + \ldots + C_0)$$

then we set $C_r = -\frac{A_p}{B_q}$ so that $C_r B_q = -A_p$, as well as $C_{r-1} = -\frac{1}{B_q} (A_{p-1} + C_r B_q - 1)$ so that $C_r B_q - 1 + C_{r-1} B_q = -A_{p-1}$, etc. In general, we set

$$C_{r-i} = -\frac{1}{B_q} (A_{p-i} + \sum_{j=0}^{i-1} C_{r-j} B_{m-i+j})$$

for $i = 1, \ldots, r$.

An additional property of this action is that the size of the automorphism group is not constant; it changes in accordance with divisor equivalences. This is best explained from the point of view of the spectral correspondence, in which we appeal to the identification of these quiver representations with twisted Higgs bundles. As previously mentioned, the spectral correspondence [22, 5] is a bijection between Higgs bundles of fixed generic characteristic polynomial on a curve and line bundles supported on another curve. This additional curve is called a spectral curve, as its points are precisely the spectrum of the Higgs fields on one side of the correspondence. The spectral curve, $\tilde{X}$, is a finite-to-one cover of the original curve ($\mathbb{P}^1$ in this case), branched over a finite number of points where the characteristic polynomial develops eigenvalues with multiplicity. The spectral line bundles record the eigenspaces of the Higgs fields.
Most importantly, the spectral correspondence respects isomorphism classes: if two Higgs bundles \((E, \Phi)\) and \((E', \Phi')\) are isomorphic, then their spectral line bundles \(L\) and \(L'\) are isomorphic, and vice-versa. If the genus of \(\widetilde{X}\) is \(g\), then the Jacobian of \(\widetilde{X}\) is a \(g\)-dimensional complex torus modelled on the symmetric product \(S^g(\widetilde{X})\). It fails to be globally isomorphic to \(S^g(X)\) because of special divisors. Specifically, if the degree of the covering map is \(r\), then we have an induced surjection \(S^g(\widetilde{X}) \to \mathbb{P}^r\). Preimages of points in \(\mathbb{P}^r\) with a repeated coordinate induce extra automorphisms of the corresponding divisors in \(S^g(\widetilde{X})\). The quotient of \(S^g(\widetilde{X})\) by these automorphisms results in \(\text{Jac}(\widetilde{X})\). The classical example is the Jacobian of the genus 2 hyperelliptic curve. The covering map is a degree 2 map \(f: \widetilde{X} \to \mathbb{P}^1\). Its fibres form a \(\mathbb{P}^1\) of linearly-equivalent divisors. The Jacobian is obtained by blowing down the “canonical series” (the preimage of this \(\mathbb{P}^1\) under \(S^2(\widetilde{X}) \to \mathbb{P}^2\)) in \(S^2(\widetilde{X})\). In higher genus and for higher degrees of the covering map, these equivalences are more numerous and complicated.

For us, these repeated coordinates in \(\mathbb{P}^r\) correspond to coincidences of invariant zeroes of polynomials in the Higgs fields determined by the representation of the quiver, meaning zeroes of \(\phi_i\)’s that are preserved by the action of automorphisms. Suppose that we fix the splitting type \(a = (a_1, \ldots, a_m; s_1, \ldots, s_m)\) of \(U_2\) in our quiver. This is tantamount to adding \(2m\) labels to the central node that fix \(U_2\). The resulting moduli space, which we denote \(\mathcal{M}_{\mathbb{P}^1, \mathcal{O}(t)}(Q, a)\), keeps track of \(\phi_i\) data without any contribution from vector bundle moduli. We will excise any representations with collisions of invariant zeroes. We denote the removal of the “collision manifold” by a superscript \(\Delta\).

**Theorem 4.1.** Let \(Q\) be a quiver of type \((1, k, 1)\) and let \(a\) be the splitting type of \(U_2\). The projective closure of \(\mathcal{M}_{\mathbb{P}^1, \mathcal{O}(t)}(Q, a)\) is

\[
\overline{\mathcal{M}}_{\mathbb{P}^1, \mathcal{O}(t)}(Q, a) \cong \mathbb{P}^q \times \prod_{j=1}^{i'} \text{Gr} \left( s_j, d_3 - a_j + t + 1 - \sum_{k=1}^{j-1} s_k (a_k - a_j + 1) \right) \times \prod_{j=\epsilon'+1}^{m} \text{Gr} \left( s_j, a_j - d_1 + t + 1 - \sum_{k=j}^{m-1} s_k (a_k - a_j + 1) \right)
\]

where

\[
q = \sum_{j=1}^{i'} s_j (d_3 - a_j + t + 1) + \sum_{j=\epsilon'+1}^{m} s_j (a_j - d_1 + t + 1) - 1 - \sum_{j=1}^{i'} \sum_{k=\epsilon'+1}^{m} s_j s_k (a_j - a_k + 1).
\]

**Proof.** We can act on all \(\phi_i\) for \(i \leq i'\) by all maps \(\psi_{ij}\) that go from \(\mathcal{O}(a_i)\) to nodes of higher degree by the Euclidean algorithm, and similarly on all \(\xi_i\) for \(i' < i\) by maps \(\psi_{ij}\) that go to \(\mathcal{O}(a_j)\) from nodes of lower degree. It is important to note that if the power of \(\psi_{ij}\) would reduce the amount of freedom of one of these maps (which are not allowed to be zero by stability) to zero, then the representation is not stable. Lastly, \(\psi_{ij}\) for \(j \leq i' < i\) each reduce the freedom of one of \(\xi_1^{s_1}, \ldots, \xi_i^{s_i'}, \phi_1^{s_{\epsilon'+1}}, \ldots, \phi_{m}^{s_m}\). We know that not all these can simultaneously vanish, so they contribute a single projective space to the moduli variety.

Now, after “using up” the power of the \(\psi_{ij}\) between nodes of different degree and accounting for the data contributed by \(\xi_1^{s_1}, \ldots, \xi_i^{s_i'}, \phi_1^{s_{\epsilon'+1}}, \ldots, \phi_{m}^{s_m}\), we can split
up and rewrite the remaining information as

\[
\begin{align*}
\mathcal{O} & \xrightarrow{\phi_1^1} \mathcal{O}(d_3 - a_1) \\
& \vdots \\
& \phi_1^{s_1} \\
\mathcal{O} & \xrightarrow{\phi_{1'}^{1'}} \mathcal{O}(d_3 - a_{1'}) \\
& \vdots \\
& \mathcal{O}(d_1 - a_{1'}) \\
& \mathcal{O}(d_1 - a_1) \\
& \mathcal{O}(d_1 - d_1 - a_1 + t + 1) \\
& \mathcal{O}(d_1 - a_m) \\
& \mathcal{O} \\
& \mathcal{O} \\
\end{align*}
\]

and

\[
\begin{align*}
\mathcal{O}(d_1 - a_1) & \xrightarrow{\xi_{1'}^{1'}} \mathcal{O} \\
& \vdots \\
& \mathcal{O}(d_1 - a_m) \\
& \mathcal{O} \\
& \mathcal{O} \\
\end{align*}
\]

Write \( \Phi_1 := \phi_1^{1'} + \cdots + \phi_1^{s_1'} \). We claim that the induced map of sections for each of these is, in fact, injective. If \( \Phi_1 : \mathbb{C}^{s_1} \to \mathbb{C}^{d_3 - a_1} \) is not injective, then there exists some nontrivial kernel \( A \) which is generated by some subbundle \( B \) of \( \mathcal{O} \oplus \cdots \oplus \mathcal{O} \). We can say \( \operatorname{rank} B < s \) and also note that \( B \) must have sections since \( A \) is nontrivial. If \( \operatorname{rank} B = 1 \), the only degree of \( B \) that allows \( B \) to have sections is zero, in which case \( B \) is destabilizing. If \( \operatorname{rank} B \geq 2 \), it is possible that \( \deg B \leq -1 \) and \( B \) can have sections and may not be destabilizing. However, \( B \) must have some subbundle with non-negative degree, which would be destabilizing. Thus, \( \Phi_1 \) is injective, and contributes \( \operatorname{Gr}(s_i, d_3 - a_1 + t + 1) \) to the moduli space. The same argument holds for any \( \Phi_1 : \mathbb{C}^{s_i} \to \mathbb{C}^{d_3 - a_1 + t - \sum_{j=1}^{m-1} s_j (a_j - a_i + 1)} \) once noting that the reductions done above can be done in such a way that each \( \phi_i' \) induces a map from \( \mathbb{C} \) into the subspace \( \mathbb{C}^{d_3 - a_1 + t - \sum_{j=1}^{m-1} s_j (a_j - a_i + 1)} \) of \( \mathbb{C}^{d_3 - a_1 + t + 1} \), which corresponds to the space of degree \( d_3 - a_1 + t - 2s \) polynomials. That is, each of the reduced \( \phi_i' \) maps into the ‘same’ \( \mathbb{C}^{d_3 - a_1 + t - \sum_{j=1}^{m-1} s_j (a_j - a_i + 1)} \). Moreover, the equality of the moduli spaces of a quiver and its dual allows us to state a similar result for \( \Xi_i = \xi_i^{1'} + \cdots + \xi_i^{s_i'} \).

In particular, it contributes \( \operatorname{Gr}(s_j, a_j - d_1 + t + 1 - \sum_{k=j}^{m-1} s_k (a_k - a_j + 1)) \) to the moduli space.

\[ \square \]

In the sequel, we reintegrate the collision manifold by identifying it with a twisted \((1, k, 1)\) quiver variety for a different splitting type, leading to a stratification of \( \mathcal{M}_{\mathbb{P}^1, \mathcal{O}(1)}(Q, a) \) by the algebraic type of \( U_2 \).

**4.2. General argyle quivers.** The structure of an argyle quiver allows us to calculate the moduli space as a product of appropriately adjusted \((1, k, 1)\) quiver varieties.

**Theorem 4.2.** Given a general argyle quiver \( Q \) with \( a_i \) the splitting type of \( U_i \), the projective completion of the regular part of the moduli space of representations of \( Q \) in the category of \( \mathcal{O}(t) \)-twisted holomorphic vector bundles over \( \mathbb{P}^1 \) is

\[
\overline{\mathcal{M}}_{\mathbb{P}^1, \mathcal{O}(1)}(Q, a_2, a_4, \ldots, a_{n-1}) = \overline{\mathcal{M}}_{\mathbb{P}^1, \mathcal{O}(1)}^{(1,d_1)}(\bullet_1, d_1 \to \bullet_2, d_2 \to \bullet_1, d_3, a_2 \to \cdots \times \overline{\mathcal{M}}_{\mathbb{P}^1, \mathcal{O}(1)}^{(1,d_{n-2})}(\bullet_1, d_{n-2} \to \bullet_1, d_n, a_{n-1})
\]
where
\[ \mathcal{M}_{P_1, \mathcal{O}(t)}^{\Delta}(\bullet_{1,d_1} \rightarrow \bullet_{r+1,d_{r+1}} \rightarrow \bullet_{1,d_{r+2}}, a_{i+1}) \]

is the projective completion of the moduli space of the quiver
\[ \bullet_{1,d_1} \rightarrow \bullet_{r+1,d_{r+1}} \rightarrow \bullet_{1,d_{r+2}} \]

with splitting type of \( U_i \) given by \( a_i \), with stability condition induced by \( Q \).

Proof. Given a general argyle quiver
\[ Q = \bullet_{1,d_1} \rightarrow \bullet_{r_2,d_2} \rightarrow \bullet_{1,d_3} \rightarrow \cdots \rightarrow \bullet_{r_{n-1},d_{n-1}} \rightarrow \bullet_{1,d_n} \]

we can write a representation \((U_1, \ldots, U_n; \phi_1, \ldots, \phi_{n-1})\) as
\[
\begin{align*}
\mathcal{O}(a_1) & \xrightarrow{\phi_1} \mathcal{O}(b_1) & \mathcal{O}(b_1) & \xrightarrow{\xi_1} \mathcal{O}(c_1) \\
\vdots & & \vdots & & \vdots \\
\mathcal{O}(a_{m_0}) & \xrightarrow{\phi_{m_0}} \mathcal{O}(b_{m_0}) & \mathcal{O}(b_{m_0}) & \xrightarrow{\xi_{m_0}} \mathcal{O}(c_{m_0}) \\
\end{align*}
\]

The conditions on the degrees of the nodes that allow stability are akin to those shown for the \((1, k, 1)\) case, although there are many more. From this picture, it is clear that whether some \( \zeta_j \) is allowed to be zero or not, they do not affect the behaviour of the \( \phi_i \) in terms of stability, and vice versa. The same is not true of \( \phi_i \) and \( \xi_i \), as we have seen. This suggests that we could consider the moduli space of \( Q \) as decomposing as the moduli of the “diamonds”. Since the bundles associated to nodes labelled with rank 1 are fixed, this does not account for any information more than once. Thus, to calculate \( \mathcal{M}_{P_1, \mathcal{O}(t)}^{\Delta}(Q, a_2, \ldots, a_{n-1}) \), we only need to calculate \( \mathcal{M}_{P_1, \mathcal{O}(t)}^{\Delta}(\bullet_{1,d_1} \rightarrow \bullet_{r_1+1,d_{r_1+1}} \rightarrow \bullet_{1,d_{r_1+2}}, a_{i+1}) \) for each of the \((1, k, 1)\) blocks, with the following difference: \( i' \) is defined so that \( a_{i'+1} < \mu_{tot} < a_{i'} \), where \( \mu_{tot} \) is the slope of \( Q \), not only the slope of the particular \((1, k, 1)\) block.

4.3. Stratification of the moduli space by collisions. In the preceding section, we computed the closure of a single stratum of the \((1, k, 1)\) moduli space corresponding to fixing the holomorphic type of the rank \( k \) piece and removing collision data. In this section, we explore examples of how to glue the strata in some low \( r \) and low \( t \) cases, by realizing one stratum as the “collision submanifold” of a more generic stratum. In a sense, we take a finer look at the invariant theory of the representations by indentifying explicit invariants of the isomorphism class that coordinatize the strata. These invariants take the form of zeroes of certain \( \phi_i \)'s, regarded as polynomials over \( \mathbb{P}^1 \).

In the type-change stratification, the largest-dimensional stratum corresponds to representations of generic type, where “generic” means precisely the following:

**Definition 4.1.** Given a bundle \( U \) on \( \mathbb{P}^1 \) of rank \( r \) and degree \( d \), its **generic splitting** is the decomposition of \( U \) as
\[
\mathcal{O}(a+1) \oplus \mathcal{O}(a+1) \oplus \cdots \oplus \mathcal{O}(a+1) \oplus \mathcal{O}(a) \oplus \cdots \oplus \mathcal{O}(a)
\]
such that \( s(a+1) + (r-s)a = d \).
The bundle $U$ admits other infinitely many “less generic” splitting types that are related to the one above by adding 1 to the degree of a summand and simultaneously removing 1 from the degree of another summand. As per usual, it is stability that caps the number of splitting types that appear in the moduli space.

Consider the general $(1,k,1)$ case. For a representation with $U_2$ of type

$$(a_1, \ldots, a_1; \ldots; a_m, \ldots, a_m),$$

we have

$$\Phi = \begin{pmatrix}
0 & 0 & \cdots & \cdots & 0 \\
\xi_1^1 & 0 & \cdots & \cdots & \\
& \xi_1^2 & 0 & \cdots & \cdots \\
& & \ddots & \cdots & \cdots \\
& & & \ddots & \cdots \\
& & & & \xi_{s_m}^1 \\
0 & \phi_1^1 & \cdots & \phi_{s_1}^1 & \phi_2^1 & \cdots & \phi_{s_m}^1 & 0
\end{pmatrix}.$$  

By observing $\Psi^{-1}\Phi\Psi$, we see that $\phi_i^j$ will have an invariant zero if and only if $\phi_1^1, \ldots, \phi_1^{s_1}, \phi_2^1, \ldots, \phi_2^{s_2}$ have a common zero. As well, $\xi_i^j$ will have an invariant zero if and only if $\xi_1^1, \ldots, \xi_{s_1}^1, \xi_2^1, \ldots, \xi_{s_2}^1$ have a common zero. For $1 \leq i \leq j \leq k$, we would like to construct a way to map a representation with $U_2$ of type $(a_1, \ldots, a_1; \ldots; a_m, \ldots, a_m)$ to a representation with of the same type except that a term $a_i$ has been replaced with $b_i + 1$ and a $a_j$ has been replaced with $a_j - 1$. In view of the above description of the invariant zeroes, it is possible to construct a meromorphic automorphism $\Theta$ that will make the above transformation exactly

$$S_{p+1} = (b_1, \ldots, b_1; \ldots; b_m, \ldots, b_m),$$

so that $S_{p+1}$ is not in $\mathcal{S}$ and the corresponding representation type is stable, then we glue in the moduli space of representations corresponding to type $S_{p+1}$ in place of the collision locus of type $S_p$. Then, add $S_{p+1}$ to $\mathcal{S}$ and restart this procedure with $S_{p+1}$. If $S_{p+1}$ is unstable, then add it to $\mathcal{S}$, and if $p > 0$, apply the procedure to $S_{p-1}$. If $p = 0$, terminate.

The moduli space of representations of the quiver

$$Q = \bullet_{1,d_1} \longrightarrow \bullet_{r_2,d_2} \longrightarrow \bullet_{1,d_3}$$
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in the category of \( O(t) \)-twisted holomorphic vector bundles over \( \mathbb{P}^1 \) can then be geometrically realized as the moduli space corresponding to the generic splitting, subject to the type-change algorithm.

As an example, consider the quiver \( Q = \bullet_{1, 2} \rightarrow \bullet_{2, -1} \rightarrow \bullet_{1, -2} \) with \( a = (0; -1) \) and \( t = 5 \). A representation of \( Q \) looks like

\[
\begin{array}{c}
\xi_1 \quad \phi_1 \\
\xi_2 \quad \phi_2
\end{array}
\]

Here, \( \xi_1 \in H^0(\mathbb{P}^1, O(3)) \), \( \xi_2 \in H^0(\mathbb{P}^1, O(2)) \), \( \phi_1 \in H^0(\mathbb{P}^1, O(3)) \) and \( \phi_2 \in H^0(\mathbb{P}^1, O(4)) \). By stability, \( \xi_2 \) and \( \phi_1 \) are not allowed to vanish, and they contribute \( \mathbb{P}^2 \) and \( \mathbb{P}^3 \) to the moduli space respectively. Either of \( \xi_1 \) or \( \phi_2 \) can be zero, but they cannot vanish concurrently. The automorphism \( \psi_{21} : O(-1) \rightarrow O \), \( \psi_{21} \in H^0(\mathbb{P}^1, O(1)) \) acts on either of \( \xi_1 \) or \( \phi_2 \), reducing the amount of freedom by 2, and so \( (\xi_1, \phi_2) \) contributes \( \mathbb{P}^6 \). Hence

\[
\overline{M^\Delta_{\mathbb{P}^1, O(5)}(Q, a)} = \mathbb{P}^2 \times \mathbb{P}^3 \times \mathbb{P}^6.
\]

The only other splitting type of \( U_2 \) which corresponds to a stable representation of \( Q \) is \( b = (1, -2) \). Such a representation looks like

\[
\begin{array}{c}
\xi'_1 \quad \phi'_1 \\
\xi'_2 \quad \phi'_2
\end{array}
\]

In a way completely analogous to the above, we have

\[
\overline{M^\Delta_{\mathbb{P}^1, O(5)}(Q, b)} = \mathbb{P}^1 \times \mathbb{P}^2 \times \mathbb{P}^6.
\]

We can identify this space with one of the collision manifolds of \( M_{\mathbb{P}^1, O(5)}(Q, a) \); in particular, when \( \xi_2 \) and \( \phi_1 \) share a zero \( z' \), we can construct the following meromorphic automorphism

\[
\Theta = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & z - z' & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

that acts by conjugation to take a representation with \( U_2 \) of type \( a \) to a representation with \( U_2 \) of type \( b \). This amounts to a change of basis of the Higgs field. Moreover, in this case we can make a fairly explicit identification of the full moduli space \( M_{\mathbb{P}^1, O(5)}(Q) \): it is \( \mathbb{P}^2 \times \mathbb{P}^3 \times \mathbb{P}^6 \) blown down to \( \mathbb{P}^1 \times \mathbb{P}^2 \times \mathbb{P}^6 \) along the collision locus of \( \xi_2 \) and \( \phi_1 \), which lies in \( \mathbb{P}^2 \times \mathbb{P}^3 \).
For a slightly trickier example, consider $Q = \bullet_{1,2} \to \bullet_{2,0} \to \bullet_{1,-3}$ with $a = (0,0)$ and $t = 6$. A representation of $Q$ looks like

$$
\begin{align*}
0(2) & \xrightarrow{\xi_1} 0 \\
0 & \xrightarrow{\phi_1} 0(-3) \\
0 & \xrightarrow{\phi_2} 0 \\
0 & \xrightarrow{\xi_2} 0
\end{align*}
$$

Here, $\xi_1, \xi_2 \in H^0(\mathbb{P}^1, O(4))$ and $\phi_1, \phi_2 \in H^0(\mathbb{P}^1, O(3))$. By stability, neither $\phi_1$ nor $\phi_2$ can be zero, and $\xi_1$ and $\xi_2$ cannot be zero concurrently. Hence,

$$M_{\mathbb{P}^1, O(6)}^\Delta(Q, a) = \mathbb{P}^9 \times \text{Gr}(2, 4).$$

Once again there is only one other splitting type of $U_2$ which corresponds to a stable representation, and in this case it is $b = (1; -1)$. Such a representation has moduli space calculated in the same way as the first example:

$$M_{\mathbb{P}^1, O(6)}^\Delta(Q, b) = \mathbb{P}^2 \times \mathbb{P}^3 \times \mathbb{P}^9.$$

How this space fits into $\mathbb{P}^9 \times \text{Gr}(2, 4)$ is not immediately clear. This is due to the fact that these two representations have different “stability types”: the maps that are allowed to be zero and those that are intertwined with each other are different in each of the representation types. In the generic stratum, neither $\phi_1$ and $\phi_2$ can be zero while $\xi_1$ and $\xi_2$ cannot be simultaneously be zero. In the less generic stratum, neither $\phi_1$ nor $\xi_2$ can be zero while $\phi_2$ and $\xi_1$ form an analogous pair. The change in stability in crossing from one stratum to the other is reminiscent of a conifold transition in reductive GIT, but where the dimension need not be the same on both sides of the transition.

Finally, we consider an argyle quiver with two $(1,k,1)$ blocks. Let

$$Q = \bullet_{1,0} \to \bullet_{2,0} \to \bullet_{1,3} \to \bullet_{3,-2} \to \bullet_{1,-2}$$

and $t = 5$. The generic splittings $(a_2, a_4)$ are $a_2 = (0,0)$ and $a_4 = (0; -1, -1)$. A representation with these splittings looks like

$$
\begin{align*}
0 & \xrightarrow{\eta_1} 0 \\
0 & \xrightarrow{\eta_2} 0 \\
0 & \xrightarrow{\xi_1} 0(-3) \\
0 & \xrightarrow{\phi_1} 0 \\
0 & \xrightarrow{\phi_2} 0(-2) \\
0 & \xrightarrow{\xi_3} 0(-1) \\
0 & \xrightarrow{\phi_3} 0
\end{align*}
$$

Note that the left block is certainly not a stable representation of the quiver $\bullet_{1,0} \to \bullet_{2,0} \to \bullet_{1,3}$, but with stability condition induced by $Q$, we can calculate

$$M_{\mathbb{P}^1, O(5)}^\Delta(\bullet_{1,0} \to \bullet_{2,0} \to \bullet_{1,3}, a_2) = \mathbb{P}^{11} \times \text{Gr}(2, 9).$$

Similarly,

$$M_{\mathbb{P}^1, O(5)}^\Delta(\bullet_{1,3} \to \bullet_{3,-2} \to \bullet_{1,-2}, a_4) = \{\bullet\} \times \mathbb{P}^3 \times \mathbb{P}^8.$$
Here, $t$ is small enough and the quiver labelling is such that none of the other possible splittings of $U_2$ or $U_4$ correspond to stable representations. Thus we can actually say

$$M_{\mathbb{P}^1, \mathcal{O}(5)}(Q) = \mathbb{P}^3 \times \mathbb{P}^8 \times \mathbb{P}^{11} \times \text{Gr}(2, 9)$$

If we consider $t = 6$ with this same quiver, we observe a stratification which is more difficult to categorize. The splitting $a_2 = (0, 0)$ is still the only stable type for $U_2$, but for $U_4$ we also have $b_4 = (1; -1; -2)$ and $c_4 = (0, 0; -2)$ corresponding to stable representations. We calculate

$$\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, a_4) = \mathbb{P}^{13} \times \text{Gr}(2, 10) \times \mathbb{P}^4 \times \mathbb{P}^{11} \times \text{Gr}(2, 3)$$

$$\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, b_4) = \mathbb{P}^{13} \times \text{Gr}(2, 10) \times \mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^{10}$$

and

$$\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, c_4) = \mathbb{P}^{13} \times \text{Gr}(2, 10) \times \mathbb{P}^1 \times \mathbb{P}^8 \times \text{Gr}(2, 5).$$

It is unclear how to glue these into the collision loci of $\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, a_4)$. This is partially due to the conifold-like transition mentioned earlier and also because $\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, b_4)$ can be viewed as lying in a collision locus of $\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, c_4)$, but from the point of view of collisions in $\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, a_4)$, $\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, c_4)$ is a special case of $\overline{M}_{\mathbb{P}^1, \mathcal{O}(6)}^\Delta(Q, a_2, b_4)$.

5. Applications to twisted Higgs bundles

The primary application of twisted quiver representations in a category of bundles is to the topology of Higgs bundle moduli spaces. Rational Betti numbers have been calculated in a number of cases using the localization to fixed points of the $C^\times$ action. For ordinary Higgs bundles of rank $r = 2$ on a Riemann surface of genus $g \geq 2$, these were calculated by Hitchin [21]. The rank 3 and rank 4 cases were computed in [14] and [12], respectively. In the parabolic Higgs setting on punctured Riemann surfaces, rational Poincaré series in low rank were computed in [7] and [11]. All of these calculations are largely Morse-theoretic, although [12] uses moduli stacks and motivic zeta functions.

In this context, the natural application of our results in the preceding sections (which concern representations over the projective line) is to twisted Higgs bundles at genus 0. In this particular setting, there are now general results on Donaldson-Thomas invariants due to Mogovogy in [25], obtained by plethystic counting techniques, from which the Betti numbers can be extracted. In comparison, the $C^\times$-localization tends to becomes unmanageable outside of low rank due to the number of types of fixed points. That being said, bearing with it can reap rewards such as information on the stratification of the moduli space, as organized by the Morse flow, as well as about the structure of the cohomology ring (not to mention an abundance of finer information, such as Verlinde formulae [4] [19], although this requires a much deeper analysis of the fixed-point geometry).

We denote by $H_t(r, d)$ the moduli space of stable twisted Higgs bundles of rank $r$ and degree $d$ on $\mathbb{P}^1$, where $\gcd(r, d) = 1$ (the coprime condition eliminates objects that are semistable but not stable). In each stable Higgs bundle $(E, \Phi)$, the map $\Phi$ is an $O_{\mathbb{P}^1}$-linear map from $E$ to $E \otimes \mathcal{O}(t)$, where $t$ is a fixed positive integer. The dimension over $\mathbb{C}$ of the moduli space is $tr^2 + 1$ [29]. As noted earlier, this space comes equipped with a linear algebraic action of $C^\times$ that sends $(E, \Phi)$ to $(E, \lambda \Phi)$.
Each fixed point of this action is a representation of the quiver $A_n$, for some $n$ with $1 \leq n \leq r$, and with a labelling by pairs of integers $r_i, d_i$ in which $\sum r_i = r$ and $\sum d_i = d$ and $r_i > 0$. When $r > 1$, there are no fixed points with length $n = 1$, as these correspond to stable Higgs bundles with the zero Higgs field which are simply stable bundles on $\mathbb{P}^1$, of which there are none other than line bundles.

The action induces a localization of cohomology to the fixed-point locus, and so the Poincaré series of $\mathcal{H}_t(r, d)$ is the weighted sum of the Poincaré series of the connected components of the fixed-point set [21]:

$$
\mathcal{P}(r, d; x) = \sum_{\mathcal{N}} x^{\beta(\mathcal{N})} \mathcal{P}(\mathcal{N}; x),
$$

where $\mathcal{N}$ denotes a connected component of the fixed point set; $\mathcal{P}(\mathcal{N}; x)$, the Poincaré series of $\mathcal{N}$; and $\beta(\mathcal{N})$, the Morse index of any point in $\mathcal{N}$. The indices can be computed algebraically as dimensions of weight spaces or by using differential topology, namely Morse-Bott theory. The former invokes the GIT interpretation of the moduli space while the latter takes a symplectic point of view.

We use the latter here, meaning that we restrict to the Hamiltonian action of a copy of $S^1 \subset \mathbb{C}^\times$, namely $(E, \Phi) \mapsto (E, \exp(i\theta)\Phi)$. The procedure for computing the weights for this action on $M_t(r, d)$ is spelled out in §2 of [32] (it is twice the sum of the numbers $\beta(E)$ and $\beta(\Phi)$ appearing there).

The initial case of interest is $r = 2$ with any odd $d$ and any $t > 0$. The dimension of $\mathcal{H}_t(2, d)$ is $4t + 1$. There is a single quiver that controls the fixed points: $A_2$—with nodes labelled $1, a$ and $1, d - a$, respectively. This is an argyle quiver of type $(1, 1)$, for which the moduli space is relatively simple to compute. For any $a, d, t$, the moduli space is just $\mathbb{P}^{-2a+d+t}$. Note that there is no collision or type-change behaviour in this case, as both nodes correspond to line bundles and so $a$ and $d - a$ fix the bundles up to isomorphism.

These components of the fixed-point locus are indexed by $a$ and the admissible values of $a$ are determined by stability. If $a$ is too large and positive, then the only morphism between the nodes will be the zero map and a copy of $O(a)$ will be invariant, with slope larger than $d/2$. If $a$ is too negative, the copy of $O(d - a)$ will be destabilizing. It is possible to enumerate the labelled quivers directly. For instance, for $d = -1$, we have $\left\lfloor \frac{t + 1}{2} \right\rfloor$ integers $a$ such that $O(a) \to O(d - a) \to 0$ is stable:

$$
O \to O(-1) \to 0
$$

$$
O(1) \to O(-2) \to 0
$$

$$
\vdots
$$

$$
O(-1 + \lfloor (t + 1)/2 \rfloor) \to O(-\lfloor (t + 1)/2 \rfloor) \to 0
$$

For any other odd $d$, the list will have the same number of entries, but with degrees that have been shifted appropriately. Using the Betti numbers of $\mathbb{P}^{-2a+d+t}$ for each admissible $a$, the corresponding Morse index from [32], and the localization formula, we arrive at:

**Theorem 5.1.** For any odd $d$ and any $t > 0$, we have

$$
\mathcal{P}(\mathcal{H}_t(2, d), x) = \sum_{k=0}^{t-1} \left( \frac{2k + 2 - \lfloor (2k) \mod 4 \rfloor}{4} \right) x^{2k}.
$$
The even Betti numbers are $1, 1, 2, 2, 3, 3, 4, 4, \ldots$ up to $(t - 1)/2, (t + 1)/2$ if $t$ is odd or $t/2, t/2$ if $t$ is even. From a combinatorial point of view, these count partitions of even integers into unordered combinations of the numbers 2 and 4, i.e. the “change-making problem”. To emphasize this, one can rewrite the series as

$$P(H_t(2, d), x) = \frac{1}{(1 - x^2)(1 - x^4)} - \left\{ \frac{([t/2] + 1)x^{2t}}{1 - x^2} + \frac{x^{4(t/2)+4}}{(1 - x^2)(1 - x^4)} \right\},$$

which displays more of the structure regarding the generators and relations in the cohomology ring (These results in the $t = 2$ or “co-Higgs bundle” case were found in [31]).

In the rank 3 case, the quiver types are now $(1, 1, 1), (1, 2), (2, 1)$, all of which are argyle. In this case, we must contend with collisions, which makes writing down a general Poincaré series cumbersome. We provide two examples, one without type change and one with.

For the first example, we consider $H_2(3, -1)$, seen also in [31]. The complex dimension of the moduli space is 19 in this case. As with $r = 2$, the fixed-point set consists entirely of representations of argyle quivers, the types being $(1, 1, 1), (2, 1)$, and $(1, 2)$. Stability rapidly eliminates any of type $(1, 2)$. For type $(1, 1, 1)$, there are three degree labellings that produce stable representations:

$$1, 0, -2; \quad 1, -1, -1; \quad \text{and} \quad 0, 0, -1,$$

which have Morse indices of 6, 4, and 2 respectively. Again, there are no type-changing collisions possible because the bundles are line bundles and are therefore fixed up to isomorphism by these degree labellings. By Theorem 4.1 the associated quiver varieties are

$$\mathbb{P}^{-1+0+2} \times \mathbb{P}^{-0-2+2}, \quad \mathbb{P}^{-1-1+2} \times \mathbb{P}^{1-1+2}, \quad \text{and} \quad \mathbb{P}^{-0+0+2} \times \mathbb{P}^{0-1+2},$$

respectively. For type $(2, 1)$, there is a single degree labelling that admits stable representations: $0, -1$, which has Morse index 0 (and so we are at the “bottom” of the moduli space). We can deduce from the arguments leading to Theorem 4.1 that the associated quiver variety is just a point. More directly, the representation $\phi : \mathcal{O} \oplus \mathcal{O} \to \mathcal{O}(-1) \otimes \mathcal{O}(2)$ is stable if and only if it is onto, in which case the induced map $\tilde{\phi}$ between spaces of global sections must have full rank. Acting on this copy of $\mathbf{GL}(2, \mathbb{C})$ on the right by automorphisms of $\mathcal{O} \oplus \mathcal{O}$ leaves nothing save for the identity. Weaving together this information with the localization formula, we obtain

$$P(H_2(3, -1), x) = 1 + x^2 + 3x^4 + 4x^6 + 3x^8.$$

As with the $r = 2$ case, the top degree is decidedly less than the actual dimension of the moduli space. This is due to the contribution to the moduli space of the Hitchin base; the space of possible coefficients of the characteristic polynomial of $\Phi$, which itself is topologically trivial. The moduli space itself deformation retracts onto the central fibre over the base.

Finally, we consider $H_6(3, -1)$. The basic types are the same ($(1, 1, 1), (2, 1)$, and $(1, 2)$) but type-change phenomena occur. Here, the complex dimension of the moduli space is 55. For type $(2, 1)$, the labellings $(0, -1), (1, -2), \text{and} (2, -3)$ produce stable representations with Morse indices 0, 4, and 12 respectively. The variety corresponding to the labelling $(0, -1)$ is $\text{Gr}(2, 6)$ and that corresponding to $(1, -2)$ is $\mathbb{P}^3 \times \mathbb{P}^2$. Each of these labellings has only one splitting of the left node.
that corresponds to stable representations. The same is not true of the labelling 
\((2, -3)\), where we contend with type-change phenomena. We have both

\[
\begin{align*}
\mathcal{O}(1) & \xrightarrow{\phi_1} \mathcal{O}(1) \\
\oplus & \xrightarrow{\phi_2} \mathcal{O}(-3) \\
\mathcal{O}(1) & \xrightarrow{\phi_3} \mathcal{O}(1) \\
\end{align*}
\]

The quiver variety of the first is \(\text{Gr}(2, 3) \cong \mathbb{P}^2\) and the quiver variety of the second
is \(\mathbb{P}^1\). The locus of \(\mathbb{P}^2\) where \(\phi_1\) and \(\phi_2\) share a zero is a copy of \(\mathbb{P}^1\). We remove
this and paste in the second variety, which is just \(\mathbb{P}^1\) again. So in this case we have
that the moduli space corresponding to this labelling of a type \((2, 1)\) quiver is \(\mathbb{P}^2\). In
addition, we have two stable labellings of the \((1, 2)\)-type quiver, \((1, -2)\) and \((2, -3)\)
with respective Morse indices 4 and 10. The labelling \((1, -2)\) has associated quiver
variety \(\text{Gr}(2, 4)\), and \((2, -3)\) has \(\mathbb{P}^2 \times \mathbb{P}^1\). Finally, we have the following allowed
labellings for the \((1, 1, 1)\) quiver type:

\[
\begin{align*}
0, 0, -1; & \quad 0, 1, -2; \quad 1, -1, -1; \quad 0, 2, -3; \quad 1, 0, -2; \quad 2, -2, -1; \quad 1, 1, -3; \\
2, -1, -2; & \quad 3, -3, -1; \quad 1, 2, -4; \quad 2, 0, -3; \quad 3, -2, -2; \quad 2, 1, -4; \quad 3, -1, -3; \\
3, 0, -4; & \quad 4, -2, -3; \quad 3, 1, -5; \quad 4, -1, -4; \quad 4, 0, -5; \quad 5, -1, -5; \quad 5, 0, -6.
\end{align*}
\]

These have Morse indices

\[
10, 12, 12, 14, 14, 14, 16, 16, 16, 18, 18, 18, 20, 20, 22, 22, 24, 24, 26, 28, 28, 30
\]

respectively, and associated quiver varieties

\[
\begin{align*}
\mathbb{P}^6 \times \mathbb{P}^5, & \quad \mathbb{P}^7 \times \mathbb{P}^3, \quad \mathbb{P}^4 \times \mathbb{P}^6, \quad \mathbb{P}^8 \times \mathbb{P}^1, \quad \mathbb{P}^5 \times \mathbb{P}^4, \quad \mathbb{P}^2 \times \mathbb{P}^7, \quad \mathbb{P}^6 \times \mathbb{P}^2, \\
\mathbb{P}^3 \times \mathbb{P}^5, & \quad \mathbb{P}^8, \quad \mathbb{P}^7, \quad \mathbb{P}^4 \times \mathbb{P}^3, \quad \mathbb{P}^1 \times \mathbb{P}^6, \quad \mathbb{P}^5 \times \mathbb{P}^5, \quad \mathbb{P}^2 \times \mathbb{P}^4, \\
\mathbb{P}^3 \times \mathbb{P}^2, & \quad \mathbb{P}^5, \quad \mathbb{P}^4, \quad \mathbb{P}^1 \times \mathbb{P}^3, \quad \mathbb{P}^2 \times \mathbb{P}^1, \quad \mathbb{P}^2, \quad \text{and } \mathbb{P}^1.
\end{align*}
\]

We can bring all of this together to calculate

\[
P(\mathcal{H}_0(3, -1), x) = 1 + x^2 + 3x^4 + 4x^6 + 7x^8 + 9x^{10} + 14x^{12} + 17x^{14} + 24x^{16} + 29x^{18} + 38x^{20}5x^{22} + 49x^{24} + 49x^{26} + 45x^{28} + 36x^{30} + 21x^{32}.
\]

After \(r = 3\), \(\mathcal{H}_r(r, d)\) will always contain topological contributions from at least one \(A\)-type quiver of non-argyle type. For instance, \(r = 4\) contains a \((2, 2)\) quiver
variety, which was for some time the obstruction to computing Betti numbers for
ordinary Higgs bundles in higher genus before [12]. On \(\mathbb{P}^1\), the \((2, 2)\) quiver is not
so formidable and, with some effort, one can find

\[
P(\mathcal{H}_2(4, d), x) = 1 + x^2 + 3x^4 + 5x^6 + 9x^8 + 13x^{10} + 18x^{12} + 22x^{14} + 20x^{16} + 10x^{18},
\]

for instance, where \(d\) is any integer coprime to 4. We remark finally that all of
the above calculations agree with the conjectural Poincaré series for these moduli
spaces arising from the ADHM recursion formula [24].
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