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Abstract

We prove a generalized Kac-Rice formula that, in a well defined regular setting, computes the expected cardinality of the preimage of a submanifold via a random map by expressing it as the integral of a density. Our proof starts from scratch and although it follows the guidelines of the standard proofs of Kac-Rice formula, it contains some new ideas coming from the point of view of measure theory. Generalizing further, we extend this formula to any other type of counting measure, such as the intersection degree. We discuss in depth the specialization to smooth Gaussian random sections of a vector bundle. Here, the formula computes the expected number of points where the section meets a given submanifold of the total space, it holds under natural non-degeneracy conditions and can be simplified by using appropriate connections. Moreover, we point out a class of submanifolds, that we call sub-Gaussian, for which the formula is locally finite and depends continuously with respect to the covariance of the first jet. In particular, this applies to any notion of singularity of sections that can be defined as the set of points where the jet prolongation meets a given semialgebraic submanifold of the jet space. Various examples of applications and special cases are discussed. In particular, we report a new proof of the Poincaré kinematic formula for homogeneous spaces and we observe how the formula simplifies for isotropic Gaussian fields on the sphere.
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0.1 Overview

What motivates this work is the interest in studying the expected number of realizations of a geometric condition. This topic is at the heart of stochastic geometry and geometric probability and, in recent years, it has gained a role also in subjects of more deterministic nature like enumerative geometry (see [12–15, 21–24, 30, 31, 36, 37]) and physics (see for instance [27, 33, 38, 39]).

As a first example, let us consider a random $C^1$ function $X: M \to \mathbb{R}^n$, where $M \subset \mathbb{R}^m$ is an open subset and let $t \in \mathbb{R}^n$. Then, under appropriate assumptions on $X$, we have the so called Kac-Rice formula for the expected cardinality of the set of solutions of the equation $X = t$.

$$
\mathbb{E} \# X^{-1}(t) = \int_M \mathbb{E} \left\{ |\text{det}(d_uX)| \left| X(u) = t \right. \right\} \rho_{X(u)}(t) du,
$$

where $\rho_{X(u)}$ is the density of the random variable $X(u)$, meaning that for every event $A \subset \mathbb{R}^n$ we have $P\{X(u) \in A\} = \int_A \rho_{X(u)}(t) dt$. First appeared in the independent works by Kac [20, 1943] and Rice [35, 1944], this formula is today one of the most important tool in the application of smooth stochastic processes (here called “random maps” or “random fields”) both in pure and applied maths. In fact, the ubiquity of this formula is suggested by its name and birth in that Kac’s paper is about random algebraic geometry, while Rice’s one deals with the analysis of random noise in electronic engineering. We refer to the book [1] for a detailed treatment of Kac-Rice formula.

We were also inspired by the book [4] containing a simpler proof in the Gaussian case.

The main result of this paper is the generalization of Kac-Rice formula to one that computes the expected number of points in the preimage of a submanifold $W$, namely the number of solutions of $X \in W$, rather than just $X = t$.

$$
\mathbb{E} \# (X^{-1}(W)) = \int_M \left( \int_{S_p \cap W} \mathbb{E} \left\{ J_p X \frac{\sigma_q(X, W)}{\sigma_q(S_p, W)} \left| X(p) = q \right. \right\} \rho_{X(p)}(q) d(S_p \cap W)(q) \right) dM(p),
$$

This is the content of Theorems 2.2, 2.3 and 2.5 reported in Sect. 2, after a brief introduction to the problem in Sect. 1. Such theorems are essentially equivalent alternative formulations of the same result. In presenting them, we pay a special attention to their hypotheses, aiming to propose a setting, that we call KROK\textsuperscript{1} hypotheses (Definition 2.1), that appears frequently in random geometry and that is easy to recognize, especially in the Gaussian case.

Remark 0.1 (A comment on the proof) The first idea that comes to mind is to write, locally, the submanifold $W$ as the preimage $\varphi^{-1}(0)$ of a smooth function $\varphi: N \to \mathbb{R}^m$ and then apply the standard Kac-Rice formula to the random map $\varphi \circ X$. After that, however, one wants to get rid of $\varphi$ since it is desirable to have an intrinsic statement,

\textsuperscript{1} Stands for “Kac Rice OK”.
independent from the arbitrary choice of this auxiliary function. In fact, this is the key issue, but it ends up being ugly. So, we chose to reprove everything from the beginning, instead. In doing this, we aim also at proposing an alternative reference for the proof of the standard case.

Specializing the proof of Theorem 2.2 to the case in which $W$ is a point, one obtains a proof for the standard Kac-Rice formula, in the KROK setting. Although this setting is very general, the complexity of the proof is comparable to that of Azais and Wschebor [4] for the Gaussian case and quite simple if compared to the one reported in Adler and Taylor’s book [1]. Moreover, we use an argument that is new in this context: instead of dividing the domain in many little pieces, we interpret the expectation as a measure and use Lebesgue Differentiation Theorem. This makes the hard step of the proof (the “$\geq$” part) a little more elegant.

In Sect. 3 we focus on the case of Gaussian random sections of a vector bundle. Here, the formula specializes to Theorem 3.3, where the hypotheses reduce to simple non-degeneracy conditions, thanks also to the Probabilistic Transversality theorem from [26]. We also provide alternative ways of writing the formula (0.2): as a measure on the submanifold $W$ (Corollary 3.5), or using the canonical connection defined by the Gaussian field (Corollary 3.6), see [1, 32]. Moreover, in this case we establish a continuity property of the expected number of singular points of a Gaussian random section, with respect to the corresponding covariance tensor (Theorem 3.8). This last result has a nice application in the study of semialgebraic singularities of Gaussian random fields (Corollary 3.9), which was used in [25].

We also discuss, in Sect. 4, the problem of counting solutions with “weights”, for instance the intersection degree of $X$ and $W$. Here we show (Theorem 4.1) that, under KROK hypotheses, the formula can be directly generalized to hold for any counting measure with measurable weights.

Finally, in Sect. 5, we test our formula in two prominent instances of random geometry. First, we show that it can be used to obtain a new quite elementary proof of Poincaré kinematic formula for homogeneous spaces (Theorem 5.1), in the case of zero dimensional intersection; then, we deduce a simple but general formula for isotropic Gaussian random fields on the sphere (Theorem 5.2).

\section*{0.2 Structure of the paper}

Sections 1–4 contain the presentation of the results of the paper, without proofs. All of their proofs are contained in the Sects. 6–9. In particular, Sect. 7 is devoted to deduce from the coarea formula that the identity (0.2) holds for almost every $W$, under very general assumptions. This essentially allows to prove the “$\leq$” part of (0.2) in the KROK setting, while the opposite inequality is proved in Sect. 8. Section 5 contains minor results (and their proof) obtained from applications of the main formula. In the “Appendix” we report some details regarding a few notions of which we make extensive use throughout this paper.

Remark 0.2 The reader who wants to grasp the meaning of the generalized formula, without going into its more abstract aspects, may just skip Sect. 2 and go directly to
the Gaussian case, discussed in Sect. 3. Enough references are provided so that this is a safe practice. However, we recommend that you take a look at Sect. 1 first.

1 Introduction

1.1 Notations

- We write \( \#(S) \) for the cardinality of the set \( S \).
- We use the symbol \( A \nparallel B \) to say that objects \( A \) and \( B \) are in transverse position, in the usual sense of differential topology (as in [17]).
- The space of \( \mathcal{C}^r \) functions between two manifolds \( M \) and \( N \) is denoted by \( \mathcal{C}^r(M, N) \). If \( E \to M \) is a vector bundle, we denote the space of its \( \mathcal{C}^r \) sections by \( \mathcal{C}^r(M|E) \). In both cases, we consider it to be a topological space endowed with the weak Whitney’s topology (see [17]).
- We call \( X \) a random element (see [5]) of the topological space \( T \) if \( X \) is a measurable map \( X : \Omega \to T \), defined on some probability space \( (\Omega, \mathcal{G}, \mathbb{P}) \) and we denote by \( [X] = \mathbb{P}X^{-1} \) the Borel probability measure on \( T \) induced by pushforward. We will alternatively use the following equivalent notations:

\[
\mathbb{P}\{X \in U\} := [X](U) = \mathbb{P}\left(X^{-1}(U)\right) = \int_U d[X],
\]

to denote the probability that \( X \in U \), for some measurable subset \( U \subset T \), and

\[
\mathbb{E}\{f(X)\} := \int_T f(t)d[X](t),
\]

to denote the expectation of a measurable vector-valued function \( f : T \to \mathbb{R}^k \). Two random elements \( X_1, X_2 \) are said to be equivalent and treated as if they were equal if \( [X_1] = [X_2] \). We might call \( X \) a random variable, random vector or random map if \( T \) is the real line, a vector space or a space of functions \( \mathcal{C}^r(M, N) \), respectively.
- The sentence: “\( X \) has the property \( P \) almost surely” (abbreviated “a.s.”) means that the set \( S = \{ f \in \mathcal{C}^1(M, N) | f \) has the property \( P \} \) contains a Borel set of \( [X] \)-measure 1. It follows, in particular, that the set \( S \) is \( [X] \)-measurable, i.e. it belongs to the \( \sigma \)-algebra obtained from the completion of the measure space \( (\mathcal{C}^1(M, N), \mathcal{B}, [X]) \).
- The bundle of densities of a manifold \( M \) is denoted by \( \Delta M \), see “Appendix 1” for details. If \( M \) is a Riemannian manifold, we denote its volume density by \( dM \). The subset of positive density elements is denoted by \( \Delta^+ M \). We denote by \( B^+(M) \) the set of positive Borel functions \( M \to [0, +\infty] \) and by \( L^+(M) \) the set of positive densities, i.e. densities of the form \( \rho dM \), where \( \rho \in B^+(M) \) and \( dM \) is the volume density of some Riemannian metric on \( M \). In other words

\[
L^+(M) = \left\{ \text{measurable functions } M \ni p \mapsto \delta(p) \in \Delta^+_p M \cup \{+\infty\} \right\}
\]
is the set of all non negative, non necessarily finite Borel measurable densities. The integral of a density $\delta \in L^+(M)$ is written as $\int_M \delta = \int_M \delta(p)dp$.

- The Jacobian of a $C^1$ map $f : M \to N$ between Riemannian manifolds (see Definition C.1), evaluated at a point $p \in M$ is denoted by $J_p f \in [0, +\infty)$. The Jacobian density is then $\delta_p f = J_p f dM(p)$ (see “Appendix 1”). If moreover $M$ and $N$ have the same dimension then we may stress this fact by writing $J_p f = |\det(d_pf)|$. In case $f$ is a linear map between Euclidean spaces, then we will just write $J f := J_0 f = J_p f$.

- Given a finite dimensional Euclidean space $E$, the expression $\sigma_E(V, W)$ denotes the “angle”\(^2\) between two vector subspaces $V, W \subset E$, see “Appendix 2”. If $f : M \to N$ is a $C^1$ map between Riemannian manifolds and $W \subset N$ is a submanifold, we will write shortly $\sigma_x(W, f) := \sigma_x(W, d_pf(T_pM))$.

whenever $f(p) = x \in W$. If $S \subset N$ is another submanifold and $x \in S \cap W$, then $\sigma_x(W, S) := \sigma_{T_x N}(T_x W, T_x S)$.

- If $E$ is a Euclidean space, we write $\Pi_V : E \to V$ for the orthogonal projection onto a subspace $V \subset E$.

### 1.2 The expected counting measure

Let us start by considering the following setting.

i. $M, N$ smooth manifolds ($C^\infty$ and without boundary) of dimension $m, n$.

ii. $W \subset N$ smooth submanifold (image of a smooth embedding) of codimension $m$.

iii. $X : M \to N$ random $C^1$ map, i.e. it represents a Borel probability measure $[X]$ on the topological space $C^1(M, N)$ endowed with the (weak) Whitney $C^1$ topology.

iv. $X \pitchfork W$ almost surely.

If moreover $W$ is closed (this assumption can and will be removed with Lemma 1.1), then the random set $X^{-1}(W)$ is almost surely a discrete subset of $M$, so that for every $U \subset M$ relatively compact open set, the number

$$
\#_{X \in W}(U) := \#(X^{-1}(W) \cap U)
$$

is almost surely finite (if $W$ is not closed, this number can be $+\infty$) and it is a continuous function with respect to $X \in \{ f \in C^1(M, N) : f \pitchfork W \}$, thus it defines an integer valued random variable. Now, Lemma 1.1 below guarantees that its mean value

$$
\mathbb{E}\#_{X \in W}(U) = \mathbb{E}\{(X^{-1}(W) \cap U)\}
$$

can be extended to a Borel measure on $M$.

---

\(^2\) Actually a better analogy is with the sine of the angle.
Lemma 1.1 Let \( X : M \to N \supset W \) satisfy i-iv. For any \( A \in \mathcal{B}(M) \), the number \( \#_{X \in W}(A) = \#(X^{-1}(W) \cap A) \) is a measurable random variable and the set function

\[
\mathbb{E}\#_{X \in W} : \mathcal{B}(M) \to [0, +\infty], \quad A \mapsto \mathbb{E}\#_{X \in W}(A)
\]

is a Borel (not necessarily finite) measure on \( M \).

The proof of this Lemma is postponed to Sect. 6. At this point, a couple of curiosities about this measure naturally arise: when is it a Radon measure\(^3\)? When is it absolutely continuous (in the sense of Definition A.1)? In this paper we are going to address these questions giving sufficient conditions for \( \mathbb{E}\#_{X \in W} \) to be an absolutely continuous Radon measure and a formula to compute it in this case.

2 KROK hypotheses and the main result

By considering the following particularly simple examples, that we should always bear in mind, we can observe that the setting i-iv described above is far too general to allow to give a yes/no answer to the questions raised at the end of the last subsection.

- Let \( X \) be deterministic, in the sense that it is constantly equal to a function \( f \) \( \subset \) \( W \). Then \( \mathbb{E}\#_{X \in W} \) is the counting measure of the set \( f^{-1}(W) \). This measure is Radon if and only if the set has no accumulation point, which is a consequence of transversality when \( W \) is closed. In this situation the only case where \( \mathbb{E}\#_{X \in W} \) is absolutely continuous is if \( f^{-1}(W) = \emptyset \).
- Let \( \dim M = 0 \), i.e. \( M = \{p_i\}_{i \in \mathbb{N}} \), and let \( W \subset N \) be an open subset. In this case \( X \) is a random element in the product space \( X \in N^M \) and it can be easily checked that

\[
\mathbb{E}\#\{p \in M : X_p \in W\} = \sum_{p \in M} \mathbb{P}\{X_p \in W\}. \tag{2.1}
\]

This is a rather stupid case, however, the above formula (2.1) is close in spirit to the one we are going to prove (in fact it is a special case of Theorem 2.2), in that the right hand side depends only on the marginal probabilities of the random variables \( \{X_p\}_{p \in N} \).
- Let \( X : M \to M \times M \) be the map \( p \mapsto (p, \xi) \), for some random element \( \xi \in M \) and let \( W = \Delta \) be the diagonal. Then the measure \( \mathbb{E}\#_{X \in W} \) is the law of \( \xi \). Since the hypotheses i-iv are satisfied for every random variable \( \xi \), this example shows that certainly every Borel probability measure on \( M \) can be realized in this way (it is more difficult to realize an arbitrary measure with total mass greater than 1).
- Let \( G \) be a group. Let \( X : M \to E \) be a random section of a \( G \)-equivariant\(^4\) bundle \( E \to M \) such that \( gXg^{-1} \) has the same law (on the space of \( \mathcal{C}^1 \) sections

\(^3\) A Borel measure that is finite on compact sets.

\(^4\) Meaning that \( G \) acts on the left on both \( E \) and \( M \) and the action commutes with the projection: \( \pi(g \cdot x) = g \cdot \pi(x) \), for any \( x \in E \) and \( g \in G \). Thus, the function \( gXg^{-1} \) such that \( p \mapsto g \cdot X(g^{-1} \cdot p) \) is a section.
of \( E \) as \( X \), then the measure \( \mathbb{E}\#_{X\in W} \) is \( G \)-invariant. This condition, in many situations, implies that \( \mathbb{E}\#_{X\in W} \) is a constant multiple of the volume measure of some Riemannian metric on \( M \) and therefore it is absolutely continuous.

- Let \( M \subset \mathbb{R}^n \) be an open subset, \( W = \{t\} \) a point of \( N = \mathbb{R}^n \) and \( X: M \to \mathbb{R}^n \) a \( C^1 \) Gaussian random field such that \( X(p) \) is non degenerate for every \( p \in M \). Then Kac-Rice formula (0.1) holds (see [1]).

To be able to say something meaningful we need to restrict our field of investigation. We will now make a series of assumption on the random map \( X \) and on the submanifold \( W \) under which the measure \( \mathbb{E}\#_{X\in W} \) is absolutely continuous and we can write a formula for its density. In doing so, one of our aim is to propose a setting that is easy to recognize in contexts involving differential topology and smooth random maps. Although such hypotheses do not reach the highest level of generality in which Kac-Rice formula holds (see [1]), they describe a much more general setting than that in which the random map is assumed to be Gaussian and at the same time allow to give a proof whose simplicity is comparable to those for the Gaussian case.

**Definition 2.1** Let \( M \) and \( N \) be two smooth manifolds (\( C^\infty \) and without boundary) of dimension \( m \) and \( n \). Let \( W \subset N \) be a smooth submanifold (without boundary) and \( X: M \to N \) a random map. We will say that \((X, W)\) is a KROK couple if the following hypotheses are satisfied.

**Properties of \( X \):**

(i) \( X \in C^1 \): \( X: M \to N \) is a random \( C^1 \) map, i.e. it represents a Borel probability measure \([X]\) on the topological space \( C^1(M, N) \) endowed with the weak Whitney \( C^1 \) topology (see [17]).

(ii) \( d[X(p)] = \rho_{X(p)}dS_p \): Let \( N \) be endowed with a Riemannian metric. Assume that for each \( p \in M \) there exists a smooth Riemannian submanifold \( S_p \subset N \), such that the probability measure \([X(p)]\) is absolutely continuous with respect to the Riemannian volume density of \( S_p \), which we denote as \( dS_p \) (see Sect. 1.1).\(^5\) In other words, there exists a measurable function \( \rho_{X(p)}: S_p \to [0, +\infty) \) such that

\[
\mathbb{E}\{F(X(p))\} = \int_{S_p} F(q)\rho_{X(p)}(q)dS_p(q).
\]

for every Borel function \( F: N \to \mathbb{R} \). (\( \rho_{X(p)} \) is allowed to vanish on \( S_p \).)

**Properties of \( W \) (transversality):**

(iii) \( X \not\subset W \) almost surely.

(iv) \( S_p \not\subset W \) for every \( p \in M \).

(v) \( \dim X^{-1}(W) = 0 \): The codimension of \( W \) is \( m = \dim M \).

**Continuity properties:**

\(^5\) Note that the Riemannian volume density is defined independently from the orientability of the manifold \( S_p \). Roughly speaking, it is the absolute value of a volume form, see “Appendix 1”. 
(vi) \( S_{(i)} \in C^\infty \): The set \( \mathcal{S} = \{(p, q): q \in S_p\} \subset M \times N \) is a closed smooth submanifold. This, together with (iv), implies that the set defined as \( \mathcal{M} = \{(p, q) \in M \times N: q \in S_p \cap W\} \) is a smooth manifold.

(vii) \( \rho_X(x) \in C^0 \): The function \( M \times N \ni (p, q) \mapsto \rho_X(p)(q) \in \mathbb{R}_+ \) is continuous at all points of \( \mathcal{M} \).

(viii) \( [X|X(\cdot) = \cdot] \in C^0 \): There exists a regular conditional probability\(^6\) \( [X|X(p) = \cdot] \) such that the expectation \( M \times N \ni (p, q) \mapsto \mathbb{E}\{\alpha(X, p)J_pX | X(p) = q\} \) is finite and continuous at\(^7\) \( \mathcal{M} \), for any bounded and continuous function \( \alpha: C^1(M, N) \times M \to \mathbb{R} \).

In the following, we will refer to these hypotheses as KROK.(i), KROK.(ii), etc…

**Theorem 2.2** (Generalized Kac-Rice formula) *Let \( X: M \to N \) be a random \( C^1 \) map between two Riemannian manifolds and let \( W \subset N \) such that \( (X, W) \) is a KROK couple. Then for every Borel subset \( A \subset M \) we have*

\[
\mathbb{E}\#_{X \in W}(A) = \int_A \rho_{X \in W}(p) dM(p)
\]

\[
= \int_A \left( \int_{S_p \cap W} \mathbb{E}\left\{ J_pX \frac{\sigma_q(X, W)}{\sigma_q(S_p, W)} | X(p) = q \right\} \rho_X(p)(q) d(S_p \cap W)(q) \right) dM(p),
\]

(2.2)

*where \( d(S_p \cap W) \) and \( dM \) denote the volume densities of the corresponding Riemannian manifolds and \( J_pX \) is the jacobian of \( X \) (see Definition C.1); besides, \( \sigma_q(X, W) \) and \( \sigma_X(S_p, W) \) denote the “angles” (in the sense of Definition B.2) made by \( T_q W \) with, respectively, \( d_pX(T_pM) \) and \( T_q S_p \).*

**Remark 2.1** (Special cases) The standard Kac-Rice formula corresponds to the situation when \( S_p = N \) and \( W = \{q\} \). Here, the term \( \frac{\sigma_q(X, W)}{\sigma_q(S_p, W)} \) disappears, since both angles are equal to 1.

- When \( T_q S_p = T_q N \), then \( \sigma(S_p, W) = 1 \).
- When \( S_p \cap W = \{q\} \), there is no integration \( \int_{S_p \cap W} \).

When \( W \) is an open subset, then \( \sigma_q(X, W) = 1 \) and \( \sigma_q(S_p, W) = 1 \), but the dimension hypothesis KROK.(v) falls, unless \( m = 0 \). In such case, the above formula reduces to equation (2.1).

If \( S_p = \{f(p)\} \) it means that \( X = f \) is deterministic. Unless \( m = 0 \), the couple \( (f, W) \) is KROK only if \( f^{-1}(W) = \emptyset \) because of KROK.(ii). Indeed, as we previously observed in the first of the examples above, in the deterministic case the measure \( \mathbb{E}\#_{f \in W} = \#_{f \in W} \) is not absolutely continuous, for obvious reasons, unless it is zero. This is one of the reason why we can’t change KROK.(iv) into “\( S_p \cap W \) for a.e. \( p \)”.

In formula (2.2) above, \( \rho_{X \in W} \in B^+(M) \) is a not necessarily finite Borel measurable function \( \rho_{X \in W}: M \to [0, +\infty] \). It is precisely the Radon-Nykodim derivative of \( \mathbb{E}\#_{X \in W} \) with respect to the Riemannian volume measure of \( M \).

---

\(^6\) See [10], or wait for the next Sect. 2.1, for an explanation of this concept.

\(^7\) i.e. continuous at every point of \( \mathcal{M} \).
We can write the above formula in another equivalent way, using the jacobian density

\[ \delta_p X = J_p X dM(p) \in \Delta_p M \]  \hspace{1cm} (2.3)

defined in (A.1), which is a more natural object in that it doesn’t depend on the Riemannian structure of \( M \).

By using the notion of density we can write a more intrinsic formula, without involving a Riemannian metric on \( M \). A density is a section of the vector bundle \( \Delta_p M = \wedge^m (T^*M) \otimes L \) obtained by twisting the bundle of top degree forms with the orientation bundle \( L \) (see [6], [Sect. 7]). The peculiarity of densities is that they can be integrated over \( M \) in a canonical way. In particular, the volume density of a Riemannian manifold \( M \) is a density in all respects and we denote it by \( p \mapsto dM(p) \in \Delta_p M \).

We collected some details and notations regarding densities in “Appendix 1”. Although the function \( \rho_X \in W \) appearing in (2.2) depends on the Riemannian structure of \( M \), the expression \( \rho_X(p) dM(p) =: \delta_X(p) \) defines a positive measurable density \( \delta_X \in L^+(M) \) that is independent from the metric. This is clarified in the Sect. 2.4, but it is actually a consequence of Theorem 2.2, since the left hand side of (2.2) depends merely on the “set theoretic nature” of the objects in play.

**Corollary 2.3** (Main Theorem/Definition) Let \( X : M \to N \) be a random \( C^1 \) map between two Riemannian manifolds and let \( W \subset N \) such that \((X, W)\) is a KROK couple. Then the measure \( \#_{X \in W} \) is absolutely continuous on \( M \) with density \( \delta_{X \in W} \in L^+(M) \) defined as follows.

\[ \delta_{X \in W}(p) := \left( \int_{S_p \cap W} E \left\{ \frac{\delta_p X \sigma q(X, W)}{\sigma q(S_p, W)} \left| X(p) = q \right. \right\} \rho_X(p) d(S_p \cap W)(q) \right) \in \Delta_p M, \]  \hspace{1cm} (2.4)

where \( d(S_p \cap W) \) denotes the volume densities of the corresponding Riemannian manifold and \( \delta_p X \) is the Jacobian density of \( X \) defined as in (2.3); besides, \( \sigma q(X, W) \) and \( \sigma q(S_p, W) \) denote the “angles” (in the sense of Definition B.2) made by \( T q W \) with, respectively, \( T p M \) and \( T q S_p \). Therefore, for every Borel subset \( A \subset M \),

\[ \#_{X \in W}(A) = \int_A \delta_{X \in W}. \]

**Remark 2.2** Other alternative forms of the above formula can be obtained from the identities:

\[ \delta_p X \sigma(X, W) = J(\Pi T W^\perp \circ dX) dM(p) = |X^*v|, \]

where \( v = v^1 \wedge \cdots \wedge v^r \) for some orthonormal basis on \( T W^\perp \). The first identity follows from Proposition B.3, while in the second we are representing the density element as the modulus of a differential form, via the function \( | \cdot | : \wedge^m T^*_p M \to \Delta_p M \), defined in “Appendix 1”.

Remark 2.3 Theorem 2.2 does not guarantee that $\mathbb{E}_{X \in W}$ is a Radon measure. This condition corresponds to the local integrability of the density: $\delta_{X \in W} \in L^1_{loc}(M)$, while in general $\rho_{X \in W} \in B^+(M)$ and $\delta_{X \in W} \in L^+(M)$. This issue, as it will be clear from Theorem 2.5 below, comes from the integration over $W \cap S_p$, which can be a non-compact submanifold.

The strength of this formula is that, exactly as in the standard Kac-Rice case (when $W$ is a point), although the left hand side depends, a priori, on the whole probability $[X]$ on $\mathscr{C}^1(M, N)$, the right hand side depends only on the pointwise law of the first jet $j^1_p X = (X(p), d_p X)$. This is a significant simplification in that the former is the joint probability of all the random variables $\{X(p)\}_{p \in M}$, while the latter is the collection of the marginal probabilities $\{[j^1_p X]\}_{p \in M}$, which is a simpler data.

2.1 Explanation of condition KROK.(viii)

Given a random element $X \in \mathscr{C}^1(M, N)$ as in KROK.(ii) and a point $p \in M$, a regular conditional probability\(^8\) for $X$ given $X(p)$ is a function

$$\mathbb{P}[X \in \cdot | X(p) = \cdot] : \mathscr{B}(\mathscr{C}^1(M, N)) \times N \to [0, 1],$$

that satisfies the following two properties.

(a) For every $B \in \mathscr{B}(\mathscr{C}^1(M, N))$, the function $\mathbb{P}(X \in B | X(p) = \cdot) : N \to [0, 1]$ is Borel and for every $V \in \mathscr{B}(N)$, we have

$$\mathbb{P}[X \in B; X(p) \in V] = \int_V \mathbb{P}(X \in B | X(p) = q) d[X(p)](q).$$

(b) For all $q \in N$, $\mathbb{P}[X \in \cdot | X(p) = q]$ is a probability measure on $\mathscr{C}^1(M, N)$.

The notation that we use is what we believe to be the most intuitive one and consistent with the other used in this paper. Given $p \in M$ and $q \in N$, we write $[X|X(p) = q] := \mathbb{P}[X \in \cdot | X(p) = q]$ for the probability measure and $\mathbb{E}[\alpha(X)|X(p) = q]$ for the expectation/integral of a function $\alpha : \mathscr{C}^1(M, N) \to \mathbb{R}$ with respect to the probability measure $[X|X(p) = q]$.

The fact that the space $\mathscr{C}^1(M, N)$ is Polish ensures that, for every $p \in M$, a regular conditional probability $[X|X(p) = \cdot]$ exists (see [10], [Theorem 10.2.2]) and it is unique up to $[X(p)]$-a.e. equivalence on $N$. However, strictly speaking, it is not a well defined function, although the notation can mislead to think that.

In our case such ambiguity may be traumatic, since we are interested in evaluating $\mathbb{E}[\ldots | X(p) = q]$ for $q \in W$ which, under KROK.(ii) and KROK.(iv), is negligible for the measure $[X(p)]$, i.e. $\mathbb{P}[X(p) \in W] = 0$. Therefore it is essential to choose a regular conditional probability that has some continuity property at $W$, otherwise formula (2.2) doesn’t make sense, as well as all of its siblings. This is the motivation for the hypotheses KROK.(viii).

---

\(^8\) See [10] or [9]. In the latter the same object is called a regular version of the conditional probability.
Remark 2.4 In the common statements of Kac-Rice formula (W is a point), one finds the analogous hypothesis that there exists a density for the measure $[J_p X|X(p) = q]$ that is continuous at $q \in W$ (see for instance [1]). This is different than KROK.(viii), in that we don’t need to assume that $[J_p X|X(p) = q]$ has a density.

To have a complete perspective, let us rewrite the hypothesis KROK.(viii) in a more suggestive way. Let $\mathcal{F} = \mathcal{C}^1(M, N)$. Consider the space $\mathcal{P}(\mathcal{F})$ of all Borel probability measures on $\mathcal{F}$, endowed with the narrow topology (also called weak topology: see [26]), namely the one induced by the inclusion $\mathcal{P}(\mathcal{F}) \subset \mathcal{C}_b(\mathcal{F})^*$.

A sequence of measures $[\mu_n]$ converges in this topology: $X_n \Rightarrow X$, if and only if $\mathbb{E}[\alpha(X_n)] \to \mathbb{E}[\alpha(X)]$ for every $\alpha \in \mathcal{C}_b(\mathcal{F})$, see [5, 34].

Let $[X|X(p) = q]$ be a regular conditional probability. Consider, for each $p \in M$ and $q \in N$, the measure $\mu(p, q)$ on $\mathcal{F}$, given by

$$\mu(p, q)(B) = \mathbb{E}[1_B(X)J_p X|X(p) = q] = \int_B (J_p f) d[X|X(p) = q](f).$$

In other words, $\mu(p, q) = J_p \cdot [X|X(p) = q]$ is the multiplication of the measure $[X|X(p) = q]$ by the positive function $J_p: \mathcal{F} \to \mathbb{R}$, such that $J_p(f) = J_p f$. Moreover, notice that for every measurable function $\alpha: \mathcal{C}^1(M, N) \times M \to \mathbb{R}$, we have

$$\mathbb{E}[\alpha(X, p)J_p X|X(p) = q] = \int_{\mathcal{F}} \alpha(f, p) d\mu(p, q)(f).$$

By KROK.(viii), the total mass of $\mu(p, q)$, that is

$$E(p, q) := \mathbb{E}[J_p X|X(p) = q],$$

is finite for all $(p, q)$ in a neighborhood of $\mathcal{M}$ in $\mathcal{F} \times M$. This defines a function $\mu : M \times N \to \mathcal{M}_+(\mathcal{F})$, with values in the space $\mathcal{M}_+(\mathcal{F})$ of positive finite measures on $\mathcal{F}$. We consider the topology of weak convergence on this space, namely the one obtained from the weak-* topology via the natural inclusion $\mathcal{M}_+(\mathcal{F}) \subset \mathcal{C}_b(\mathcal{F})^*$.

Remark 2.5 The KROK hypotheses do not imply that $E(p, q) > 0$ for all $(p, q) \in \mathcal{M}$.

Proposition 2.4 KROK.(viii) holds if and only if $\mu$ is continuous at $\mathcal{M}$.

Proof If the function $\alpha$ in KROK.(viii) was not allowed to depend on $p \in M$, this fact would be obvious from the definition of the topology on $\mathcal{P}(\mathcal{F})$. This, in particular, implies the only if part of the statement.

Let us show the converse. Fix $\alpha \in \mathcal{C}_b(\mathcal{F} \times M)$ and let $(p_n, q_n) \in M \times N$ be any sequence of points such that $(p_n, q_n) \to (p, q) \in \mathcal{M}$. Then $\mu_n := \mu(p_n, q_n) \Rightarrow \mu = \mu(p, q)$ in $\mathcal{P}(\mathcal{F})$, so that, in particular, $E(p_n, q_n) \to E(p, q)$. Assuming that $E(p, q) > 0$, we have weak convergence of the sequence probability measures $\nu(p_n, q_n) := E(p_n, q_n)^{-1} \cdot \mu(p_n, q_n)$ to $\nu(p, q) := E(p, q)^{-1} \cdot \mu(p, q)$. By the Skorohod theorem (see [5, 34]) there exists a representation $\nu_n = [Y_n], \nu = [Y]$ for some sequence of random elements $Y_n, Y \in \mathcal{F}$ such that $Y_n \to Y$ in $\mathcal{F}$ almost surely.
It follows that \( \alpha(Y_n, p_n) \to \alpha(Y, p) \) almost surely and since \( \alpha \) is bounded, we conclude by dominated convergence that \( \mathbb{E}[\alpha(Y_n, p_n)] \to \mathbb{E}[\alpha(Y, p)] \). This concludes the proof, since for all \( n \in \mathbb{N} \cup \{\infty\} \):

\[
\mathbb{E}[\alpha(X, p_n) J_{p_n} X|X(p_n) = q_n] = \int_{\mathcal{F}} \alpha(f, p_n) d\mu(p_n, q_n)(f) = E(p_n, q_n) \mathbb{E}[\alpha(Y_n, p_n)].
\]

If \( E(p, q) = 0 \), it is clear that the middle term in the equation above tends to zero for every bounded \( \alpha \), hence the proof is complete. \( \square \)

When dealing with a KROK couple \((X, W)\), we will always implicitly assume that the function \((p, q) \mapsto [X|X(p) = q]\) is chosen among those for which \( \mu \) is continuous at \( M \). This arbitrary choice does not influence the final result, in that formula (0.2) depends only on \( \mu|_\mathcal{M} \).

### 2.2 A closer look to the density

In order to have a better understanding of the density \( \delta_{X \in W} \), it is convenient to adopt a more general point of view. Let us consider, for any \( V \subseteq M \times N \), the random number \( \#_{\Gamma(X, W)}(V) = \#(\Gamma(X, W) \cap V) \), where \( \Gamma(X, W) \) is the graph of the map \( X|_{X^{-1}(W)} \), that is:

\[
\Gamma(X, W) := \{(p, q) \in M \times W: X(p) = q\}, \quad \#_{\Gamma(X, W)}(V) := \#(\Gamma(X, W) \cap V).
\]

The expectation \( \mathbb{E}\#_{\Gamma(X, W)} \) of such random variable can be proven\(^9\) to be a Borel measure on \( M \times N \) and by viewing it as an extension of the measure \( \mathbb{E}\#_{X \in W} \), we can deduce Theorem 2.2 from the following slightly more general result.

**Theorem 2.5** Let \((X, W)\), be a KROK couple, then the measure \( \mathbb{E}\#_{\Gamma(X, W)} \) is supported on \( \mathcal{M} = \{(p, q) \in M \times W: q \in S_p\} \) and it is an absolutely continuous measure on it, with a continuous density

\[
\delta_{\Gamma(X, W)}(p, q) = \mathbb{E}\left\{ J_p X \sigma_q(X, W) \bigg| X(p) = q \right\} \rho_{X(p)}(q) \delta_{\mathcal{M}}(p, q), \quad (2.5)
\]

where \( \delta_{\mathcal{M}} \) is the density on \( \mathcal{M} \) defined below\(^10\).

\[
\delta_{\mathcal{M}}(p, q) = \frac{1}{\sigma_q(S_p, W)} d(S_p \cap W)(q) dM(p).
\]

---

\(^9\) The argument is exactly the same as that used to prove Lemma 1.1

\(^10\) We are implicitly making the identification \( \Delta_{(p, q)} \mathcal{M} \cong \Delta_q(S_p \cap W) \otimes \Delta_p M \). By the KROK hypotheses 2.1, \( \mathcal{M} \) is a smooth submanifold of \( M \times N \). However, \( \delta_{\mathcal{M}} \) is not the volume density of the metric induced by inclusion in the product Riemannian manifold \( M \times N \).
Precisely, this means that \( \mathbb{E} \# \Gamma(X,W)(V) = \int_{V \cap \mathcal{M}} \delta \Gamma(X,W) \), for any Borel subset \( V \subset M \times N \). In particular, if \( V = A \times B \) we get

\[
\mathbb{E} \#_{X \in W \cap B}(A) = \mathbb{E} \# \Gamma(X,W)(A \times B) = \int_{A} \left( \int_{B \cap W \cap S_p} \delta \Gamma(X,W)(p,q) dq \right) dp.
\]

(2.6)

for every \( A \in \mathcal{B}(M) \) and \( B \in \mathcal{B}(N) \).

**Remark 2.6** The density \( \delta_{X \in W} \in L^+(M) \) of the measure \( \mathbb{E} \#_{X \in W} \) is obtained from the continuous density \( \delta \Gamma(X,W) \in \mathcal{D}_0(M) \), by integration over the fibers of the projection map \( \mathcal{M} \to M \).

\[
\delta_{X \in W}(p,q) = \int_{S_p \cap W} \delta \Gamma(X,W)(p,q) dq.
\]

This has to be intended as follows. The splitting \( T_{(p,q)} \mathcal{M} \cong T_q(S_p \cap W) \oplus T_p M \) yields a natural identification \( \Delta_{(p,q)} \mathcal{M} \cong \Delta_q(S_p \cap W) \otimes \Delta_p M \), allowing to define the partial integral \( \int_{S_p \cap W} \mathcal{D}(\mathcal{M}) \to \Delta_p M \).

**Remark 2.7** If \( \mu = \mathbb{E} \# \Gamma(X,W) \) on \( M \times N \), then the integral of a measurable function \( f : M \times N \to \mathbb{R} \) is given by the formula

\[
\int f d\mu = \int_{\mathcal{M}} f \cdot \delta \Gamma(X,W) = \mathbb{E} \left\{ \sum_{p \in X^{-1}(q), q \in W} f(p,q) \right\}.
\]

The proof of this fact, by monotone convergence, can be reduced to the case of characteristic functions \( f = 1_{A \times B} \), case in which the formula is equivalent to equation (2.6).

### 2.3 The case of fiber bundles and the meaning of \( \delta \mathcal{M} \)

Let us consider the situation in which \( \pi : N \to M \) is a smooth fiber bundle with fiber \( S_p = \pi^{-1}(p) \) and let \( W \subset N \) be a smooth submanifold such that \( W \cap S_p \) for every \( p \in M \). Assume that \( X : M \to N \) is a \( C^1 \) random section of \( \pi \) and that \((X,W)\) is a KROK couple.

In this case, the projection \( \mathcal{M} = \{(p,q) \in M \times W : q \in S_p \cap W \} \to W \) is a bijection and we can identify the two spaces \( \mathcal{M} \cong W \). Assume that both manifolds are endowed with Riemannian metrics in such a way that \( \pi \) is a Riemannian submersion, meaning that the next map is an isometry\(^{11}\),

\[
d_q \pi : \ker(d_q \pi)^\perp \to T_p M.
\]

\(^{11}\) Such pair of metrics, always exists. To construct them, first define any metrics on \( M \) and \( N \). Then consider the subbundle \( H \subset TN \) given by the orthogonal complement of the vertical one, namely \( H_q = \ker(d_q \pi)^\perp \) (alternatively, take \( H \) to be any Ehresmann connection). Now modify the metric on \( H_q \) by declaring the map \( d_q \pi : H_q \to T_p M \) a linear isometry.
Then the formula (2.5) for the density, given in Theorem 2.5 becomes easier and more meaningful.

**Theorem 2.6** Let \( \pi : N \to M \) be a fiber bundle and Riemannian submersion. Let \((X, W)\) be a KROK couple such that \( S_p = \pi^{-1}(p) \) for each \( p \in M \). Then \( \delta_{\Gamma(X, W)} \) is the continuous density on \( W \) defined by the formula

\[
\delta_{\Gamma(X, W)}(q) = \mathbb{E}\left\{ J_{\pi(q)}X \sigma_q(X, W) \left| X(\pi(q)) = q \right. \right\} \rho_{X(\pi(q))}(q)dW(q).
\]

This is due to the fact that in this case we have \( \delta_M = dW \).

### 2.4 Independence on the metric

It is important to note that the Riemannian structure on \( N \) is just an auxiliary object that allows to write the formulas (2.4), (2.5). In fact, the densities \( \delta_{\Gamma(X, W)} \) and \( \delta_{X \in W} \) must be independent of the chosen metric on \( N \), since the corresponding measures have nothing to do with the Riemannian structure. Indeed, let us define a notation for the following expression:

\[
d_pX \frac{T_qW}{T_qS_p} \delta_{X(p)}(q) := J_pX \frac{\sigma_q(X, W)}{\sigma_q(S_p, W)} \rho_{X(p)}(q)d(S_p \cap W)(q)dM(p).
\]

This defines a density element in \( \Delta_{(p, q)} \) depending only on the transverse vector subspaces \( T_qW, T_qS_p \subset T_qN \), on the linear map \( d_pX : T_pM \to T_qN \), and on the density element \( \delta_{X(p)}(q) = \rho_{X(p)}(q)dS_p(q) \in \Delta_qS_p \). With this notation we can give a totally intrinsic version of formula (2.5):

\[
\delta_{\Gamma(X, W)}(p, q) = \mathbb{E}\left\{ d_pX \frac{T_qW}{T_qS_p} \delta_{X(p)}(q) \left| X(p) = q \right. \right\}.
\]

### 3 The Gaussian case

#### 3.1 Smooth Gaussian random sections

The first type of random maps that one encounters in random geometry are, with a very high probability, **Gaussian random fields**, which are random maps \( X : M \to \mathbb{R}^n \), whose evaluations at points are Gaussian (we refer to [26] for a systematic treatment of smooth Gaussian random fields). In this section we are going to deal with a slight generalization of this concept, namely Gaussian random sections of a vector bundle.

Precisely, let \( \pi : E \to M \) be a smooth vector bundle of rank \( s \) over a smooth \( m \)-dimensional manifold \( M \) and let \( X : M \to E \) be a random \( \mathcal{C}^r \) section of \( \pi \). The random section \( X \) is said to be **Gaussian** if for any finite set of points \( p_1, \ldots, p_j \) the
random vector

\[(X(p_1), \ldots, X(p_j)) \in E_{p_1} \oplus \cdots \oplus E_{p_j}\]

is Gaussian. For simplicity in this paper we will assume all Gaussian variables to be centered, although this assumption is not necessary. Taking up the notation of [26], we will denote as \(\mathcal{G}^r(M|E)\) the set of \(\mathcal{G}^r\) Gaussian Random Sections (GRS) of a vector bundle \(E\) over \(M\). As for every Gaussian stochastic process, a GRS \(X \in \mathcal{G}^r(M|E)\) is completely determined by its covariance tensor, which is the section \(K_X : M \times M \to \text{pr}_1^* E \otimes \text{pr}_2^* E\), defined by the following identity holding for every \(\lambda_1, \lambda_2 \in E^*\):

\[K_X(p, q)(\lambda_1, \lambda_2) = \mathbb{E}\{\lambda_1(X(p))\lambda_2(X(q))\} \cdot \]

In particular, \(K_X(p, p) = K_X(p)\) is a symmetric, semipositive, bilinear form on \(E^*_p\).

**Definition 3.1** If \(K_X(p)\) is positive definite (equivalently, \(\text{supp}(X(p)) = E_p\)) for every \(p \in M\), then we say that \(X\) is non-degenerate.

In this case, if moreover \(E\) is endowed with a bundle metric \(g : E \cong E^*\), one can define the inverse covariance tensor, which is a bilinear form on \(E^*_p\) that we denote by \(K_X^{-1}(p) \langle \cdot, \cdot \rangle\). Then we have \(d[X(p)] = \rho_X(p) dE_p\) (in the sense of point (ii) of Definition 2.1), where \(dE_p\) is the Riemannian volume density of the fiber \(E_p\) and

\[\rho_X(p)(x) = \frac{\exp\left(-\frac{1}{2} K_X^{-1}(p) \langle x, x \rangle\right)}{\pi^{\frac{d}{2}} \sqrt{\det(K_X(p))}}. \tag{3.1}\]

(The same formula is true in coordinates, if \(K_X(p)\) denotes the covariance matrix.)

We want to apply Theorem 2.2 to compute the average number of points \(p \in M\) such that \(X(p)\) belongs to a given smooth submanifold \(W \subset E\) of the total space \(E\), having codimension \(m\). In the Gaussian case it is particularly easy to verify the hypotheses of the theorem, indeed with the help of the (Gaussian) Probabilistic Transversality theorem from [26].

**Theorem 3.2** (Theorem 7 from [26]) Let \(X \in \mathcal{G}^\infty(M|E)\). Assume that for every \(p \in M\)

\[\text{supp}(X(p)) = E_p,\]

Then for any smooth submanifold \(W \subset E\), we have that \(\mathbb{P}\{X \cap W\} = 1\).

From this, one deduces easily that the couple \((X, W)\) is KROK (Definition 2.1) if \(X\) is non-degenerate and \(W \cap E_p\) for every \(p \in M\). The only non obvious condition to check is KROK.(viii), which turns out to be a consequence of the Gaussian regression formula. This argument is used also in the proof of the standard Kac-Rice formula given in [4]. Here, it is proved in Lemma 9.1.
Remark 3.1 If $X \in \mathcal{G}^1(M|E)$ is non-degenerate and $W \subset E$ is a submanifold such that $W \subset E_p$ for every $p \in M$, then $(X, W)$ is a KROK couple provided that $X \subset W$ almost surely. In the smooth case, the last hypothesis is redundant, due to Theorem 3.2. This result holds only for sufficiently smooth fields, as well as its finite dimensional analogue, because it relies on Sard’s Theorem. For this reason, we chose to focus on smooth GRS.

The following theorem is the translation of the main Theorem 2.2 in the Gaussian setting. Although it is stated in a simpler way, it actually holds whenever the couple $(X, W)$ is KROK.

**Theorem 3.3** Let $\pi : E \to M$ and let $X \in \mathcal{G}^\infty(M|E)$ be a non-degenerate $\mathcal{C}^\infty$ Gaussian random section. Let $W \subset E$ be a smooth submanifold of codimension $m$ such that $W \subset E_p$ for every $p \in M$ and let $W_p = W \cap E_p$. Let the total space of $E$ be endowed with a Riemannian metric that is euclidean on fibers. Then for any Borel subset $A \subset M$

$$
\mathbb{E}\#_{X \in W}(A) = \int_A \delta_{X \in W} = \int_A \int_{W_p} |J_p X \sigma_x(X, W)| \left\{ \frac{\sigma_x(X, W)}{\pi^{\frac{3m}{2}} \sqrt{\det(K_p)}} \right\} dW_p(x) dM(p).
$$

Here $K_p = K_X(p, p); dW_p$ and $dM$ denote the volume densities of the corresponding Riemannian manifolds; $J_p X$ is the Jacobian of $d_p X : T_p M \to T_x E$ (see Definition C.1); besides, $\sigma_x(X, W)$ and $\sigma_x(E_p, W)$ denote the “angles” (in the sense of Definition B.2) made by $T_x W$ with, respectively, $d_p X(T_p M)$ and $T_x E_p$.

We say that a Riemannian metric on the vector bundle $\pi : E \to M$ is Euclidean on fibers when the metric induced on each fiber $E_p \subset E$ is a vector space metric, meaning that $E_p$ is linearly isometric to the Euclidean space $\mathbb{R}^s$, as Riemannian manifolds.

Such metric always exists on any vector bundle. The natural way to construct one is by defining a metric on $M$, a vector bundle metric on $E$ and an Ehresmann connection $H$ for the bundle $\pi$, that is: a vector subbundle of $T E$, the horizontal bundle, such that $d_q \pi | h_q : H_q \to T_{\pi(q)} M$ is a bijection. Then, the metric on $E$ is defined by declaring the implied isomorphism $T_q E \cong T_{\pi(q)} M \oplus_{\perp} E_q$ to be an isometry. A metric defined with this procedure is Euclidean on fibers, but it also make $\pi : E \to M$ a Riemannian submersion.

**Definition 3.4** Let $\pi : E \to M$ be a vector bundle, such that $E$ is endowed with a metric constructed via a connection, with the above procedure. Then, we say that $\pi$ is a connected Riemannian bundle or that it has a connected Riemannian metric. We will say linearly connected if the connection is linear.12

Notice that in the case of Theorem 3.3 it is easy to see that $\mathcal{M}$ is diffeomorphic to $W$ and $\delta_{\Gamma(X, W)}$ is a continuous density on it, although $\delta_X \in W \subset L^+(M)$. Thus, by

---

12 A connection $H \subset E$ is linear if $H_{\lambda q} = d_q L_\lambda(H_q)$ for every $\lambda \in \mathbb{R}$, where $L_\lambda$ denotes the scalar multiplication. In this case, the operator $V : \mathcal{C}^\infty(M|E) \to \mathcal{C}^\infty(M|E \otimes T^* M)$ satisfies the Leibnitz rule and thus it defines a covariant derivative.
endowing $E$ with a connected Riemannian metric, Theorem 2.6 implies the following more natural formula.

**Corollary 3.5** In the same setting of Theorem 3.3, assume that $\pi : E \to M$ is endowed with a connected Riemannian metric. Let $V \subset E$ be any Borel subset, then there exists a smooth density $\delta_{\Gamma(X,W)} \in \mathcal{D}_{\infty}(W)$ such that

$$
\mathbb{E}\#(W \cap V) = \int_{W \cap V} \delta_{\Gamma(X,W)}
= \int_{W \cap V} \mathbb{E}\left\{ J_p X_\sigma q (X, W) \mid X(p) = x \right\} e^{\frac{1}{2} \left( -\frac{1}{2} K_p^{-1}(x, x) \right)} \frac{1}{\pi^{\frac{n}{2}} \sqrt{\det(K_p)}} dW(x). \quad (3.2)
$$

**Remark 3.2** If moreover $W$ is parallel, for the given connection, that is: $T_qW \perp \subset E_q$, then at a point $q = X(p)$ we have

$$
J_p X_\sigma q (X, W) = J \left( \Pi_{T_q W} \circ d_p X \right) = |\det \left( \Pi_{T_q W} \circ (\nabla X)_p \right)|,
$$

where $W_p = W \cap E_p$ and $(\nabla X)_p : T_p M \to E_p$ is the vertical projection of $d_p X$.

We are (ab)using the symbol $\nabla$, since this notion coincides with that of **covariant derivative**, in the case in which the connection is linear. Given that $W$ is transverse to the fibers of $\pi$, one can always define a horizontal space $h_q = T_qW \cap (T_qW \cap T_qE_{\pi(q)})^\perp$ for each point $q \in W$. Then, if $h$ can be extended to the whole $E$, it defines a connection (non linear, in general) $H$ for which $W$ is parallel. This construction is possible whenever $W \subset E$ is closed, by Tietze’s extension theorem, but in general, there can be problems at $W \setminus W$.

A particularly special case is when the connection is $\nabla = \nabla^X$ and the bundle metric on $E$ are the ones naturally defined by $X$ (see [32]), namely $K_p$ is the dual metric and

$$
\nabla^X_s := Ds - \mathbb{E}[DX | X = s], \quad (3.3)
$$

for any other connection $D$. Since $\nabla^X$ is a metric connection in this case, it follows that for any Riemannian metric on $M$, a non-degenerate Gaussian random section defines a connected Riemannian structure on $E$. Moreover, since $(\nabla^X)_p$ and $X(p)$ are independent, the formula in this case becomes much simpler.

**Corollary 3.6** In the same setting of Theorem 3.3, assume that $\pi : E \to M$ is endowed with the connected Riemannian structure defined by $X$. Let $W \subset E$ be parallel for this structure. Then

$$
\mathbb{E}\#(W \cap V) = \int_{W \cap V} \mathbb{E}\left\{ |\det \left( \Pi_{T_q W} \circ (\nabla^X)_p \right)| \right\} e^{\frac{|x|^2}{2}} \frac{1}{(2\pi)^{\frac{n}{2}}} dW(x).
$$

Thanks again to the Probabilistic Transversality theorem from [26], the above result immediately generalizes to the case of a Whitney stratified submanifold (see [16])
$W \subset E$ of codimension $m$, simply because the probability that $X(M)$ intersects the lower dimensional strata is zero, therefore one can replace $W$ with its smooth locus $W^{(s)}$, namely the stratum of dimension $s$. In this case we still write $\delta_{X \in W}$ for the density, in place of $\delta_{X \in W^{(s)}}$.

### 3.2 Finiteness and continuity

**Q.1:** Is $E \# X \in W$ a Radon measure? This question has positive answer precisely when the density is locally integrable, that is $\delta_{X \in W} \in L^1_{loc}(M)$. Theorem 3.3 leaves open the possibility that the density $\delta_{X \in W}(p) = \int_{W^p} \delta_{\Gamma(X,W)}(p,x)dx$ is even infinite.

**Q.2:** Is the function $X \mapsto E \# X \in W(A)$ continuous? Understanding this is really useful in those situations where one is interested in the asymptotic behavior of things, for instance when dealing with Kostlan polynomials (see [25]).

From Corollary 3.5 it is clear that $\delta_{X \in W}$ is finite at least in the case in which $W$ has finite volume. However, this would not be satisfying, since in many possible applications, $W$ has infinite volume. For instance, when $W \subset E$ is a vector subbundle of $E$, in fact, we will see that the density is finite in this case. On the other hand, it should be clear that, due to the natural additivity of the formula: $\delta_{X \in \bigcup_n W_n} = \sum_n \delta_{X \in W_n}$, there are cases in which $\delta_{X \in W}(p) = +\infty$. The intuition behind this is that if $W$ is too much “concentrated” over the fiber over a point $p_0$, then the probability that $X(p) \in W$ for some point near $p$ is too big, resulting in having $E \# X \in W(O) = +\infty$ for some neighborhood $O \subset M$ of $p_0$.

To express such concept, we introduce the notion of sub-Gaussian concentration. This will allow us to compare the magnitude of $W$ with that of Gaussian sections, by passing through the linear structure of the bundle.

**Definition 3.7** Let $\pi : E \to M$ be a linearly connected Riemannian vector bundle. Let $B_R \subset E$ be the subset of vectors $e \in E$ with length at most $R$ for the given bundle metric. We say that a smooth submanifold $W \subset E$ has sub-Gaussian concentration if: for every compact $D \subset M$, the volume of $\pi^{-1}(D) \cap W \cap B_R$ (in the Riemannian manifold $W$) grows less than any Gaussian density, that is: $\forall \varepsilon > 0 \exists C(\varepsilon) \geq 0$ such that $\forall R > 0$,

$$\text{Vol}_W \left( \pi^{-1}(D) \cap W \cap B_R \right) = \int_{\pi^{-1}(D) \cap W \cap B_R} dW \leq C(\varepsilon) e^{\varepsilon R^2}.$$ 

If $W$ is a Whitney stratified submanifold, we say that it has sub-Gaussian concentration if its smooth locus has sub-Gaussian concentration.

It turns out that the property of having sub-Gaussian concentration is local and it is independent from the choice of a metric. In fact, this condition can be checked by proving that $W$ has sub-Gaussian concentration in each chart $E|_U \cong \mathbb{D}^m \times \mathbb{R}^s$ of a trivialization atlas for the bundle $E \to M$, and with respect to the standard metric. This is proved in Lemma 9.2. For this reason, in the following results we won’t need to mention the Riemannian structure at all.
**Theorem 3.8** Let $\pi : E \to M$. Let $W = \sqcup_{i \in I} W_i \subset E$ be a smooth Whitney stratified subset of codimension $m$ such that $W^{(s)} \cong E_p$ for every $p \in M$, where $W^{(s)}$ is the union of the top dimensional strata. Assume that $W$ has sub-Gaussian concentration.

1. Let $X \in \mathcal{G}^\infty(M|E)$ be a non-degenerate $C^\infty$ Gaussian random section. Then $\delta_X \in W$ is locally integrable, hence $\mathbb{E}#_{X \in W}$ is an absolutely continuous Radon measure on $M$.

2. Let $X_d, X_\infty \in \mathcal{G}^\infty(M|E)$ be a sequence of non-degenerate $C^\infty$ Gaussian random sections such that $K_{X_d} \to K_{X_\infty}$ in the $C^2$ topology (weak Whitney), as $d \to +\infty$. Assume that the limit $X_\infty$ is also non-degenerate. Then

$$\lim_{d \to +\infty} \mathbb{E}#_{X_d \in W}(A) = \mathbb{E}#_{X_\infty \in W}(A)$$

for every relatively compact Borel subset $A \subset M$.

### 3.3 Semialgebraic singularities

Clearly, if $W$ is compact, or a linear subbundle, or a cylinder over a compact, then it has sub-Gaussian concentration. The example that we are most interested in, though, is the case in which $W \subset E$ is locally semialgebraic. By this we mean that every $p \in M$ has a neighborhood $U \subset M$ such that there is a trivialization of the bundle $E|_U \cong \mathbb{R}^s \times \mathbb{R}^m$ such that $W \cap E|_U$ is a semialgebraic subset of $\mathbb{R}^s \times \mathbb{R}^m$. In this case the volume of $W \cap E|_U \cap B_R$ evidently grows in a polynomial way and thus...

**Remark 3.3** ...if $W \subset E$ is locally semialgebraic, it has sub-Gaussian concentration.

The reason why we put the accent on the semialgebraic case is that Theorems 3.3 and 3.8 can be used to study the expected number of singular points of a GRS. The meaning of “singular point” depends on the situation, but in general it is a point $p \in M$ where the section satisfies some condition involving its derivatives. A general model for that (the same proposed in [7] and [25]) is to consider a subset $W \subset J^r E$ of the bundle of $r$ jets (if the derivatives involved are of order less than $r$) of sections of $E$ (see [17] for a definition of the space of jets) and call singular points of class $W$ those points $p \in M$ such that the $r$th jet of $X$ at $p$ belongs to $W$. Examples are:

- “Zeroes”, when $W = M \subset E = J^0(E)$.
- “Critical points”, when $W \subset J^1(M, \mathbb{R}^k)$, is such that $j^1_p X \in W$ if and only if $d_p X$ is not surjective.
- Combining the two previous examples, one can consider $W \subset J^1(E \times \mathbb{R})$, such that given a function $g : M \to \mathbb{R}$ and a section $s : M \to E$, then $(j^1(s, g))^{-1}(W) = \text{Crit}(g|s)^{-1}(0))$. This is useful in that it provides an upper bound for the total Betti number of the set of zeroes of $s$. Indeed, generically, by Morse theory the latter must be smaller than the number of singular points of class $W$.

**Remark 3.4** The idea of combining Morse theory and Kac-Rice formula is at the very heart of Adler’s and Taylor’s formulas, presented in the book [1], for computing the expectation of the Euler characteristic and of the other Lipschitz-Killing curvatures of
random submanifolds. Later, in [15], Gayet and Welschinger were the first to use the same idea in order to estimate the asymptotic order of the Betti numbers of random real hypersurfaces, when the degree grows. Then, the idea was generalized by Lerario and the author in [25] to extend Gayet’s and Welschinger’s result to the Betti numbers of any singularity of intrinsic (cf. [25], [Def. 1.1]) and semialgebraic class $W \subset J^r(S^m, \mathbb{R}^k)$, in the context of Kostlan polynomials. The proof of the latter result, given in [25], relies also on Corollary 3.9 below. This was the original motivation to write this paper.

- The Boardman singularity classes: $W = \Sigma(i_1, \ldots, i_r) \subset J^r E$, see [3].

In all of the above examples, and in most natural situations, the singularity class is given by a locally semialgebraic subset $W \subset J^r E$. However, the singular set $(j^r X)^{-1}(W) \subset M$ needs not to be locally semialgebraic and in general it is not, unless some additional semialgebraicity assumption on $X$ is made.

Considered this, we rewrite the statements of Theorems 3.3 and 3.8 in the case when the vector bundle is $J^r E \rightarrow M$ and the Gaussian random section is holonomic, namely it is of the form $j^r X$.

**Corollary 3.9** Let $\pi : E \rightarrow M$ a smooth vector bundle. Let $W \subset J^r E$, with $r \in \mathbb{N}$, be a smooth submanifold of codimension $m$ such that $W \subseteq J^r_p E$ for every $p \in M$. Let $A \subset M$ be any relatively compact Borel subset.

1. Let $X \in \mathcal{G}\infty(M|E)$ be a $\mathcal{C}\infty$ Gaussian random section with non-degenerate $r$th jet. Then there exists a smooth density $\delta_{\Gamma(j^r X, W)} \in \mathcal{D}\infty(W)$ such that,

$$\mathbb{E}\#\{p \in A : j^r_p X_d \in W\} = \int_{W \cap \pi^{-1}(A)} \delta_{\Gamma(j^r X, W)}.$$

Moreover, if $W$ has sub-Gaussian concentration, then the above quantity is finite.

2. Assume that $W$ has sub-Gaussian concentration. Let $X_d, X_\infty \in \mathcal{G}\infty(M|E)$ be a sequence of $\mathcal{C}\infty$ Gaussian random sections with non-degenerate $r$th jet and assume that $K_{X_d} \rightarrow K_{X_\infty}$ in the $\mathcal{C}^{2r+2}$ topology (weak Whitney), as $d \rightarrow +\infty$. Assume that the limit $X_\infty$ also has non-degenerate $r$th jet. Then

$$\lim_{d \rightarrow +\infty} \mathbb{E}\#\{p \in A : j^r_p X_d \in W\} = \mathbb{E}\#\{p \in A : j^r_p X_\infty \in W\}.$$

**Remark 3.5** Here the formula for $\delta_{\Gamma(j^r X, W)}$ is obtained from formula (3.2) by replacing $E$ with $J^r E$, $X$ with $j^r X$ and $K_X$ with the covariance tensor of $j^r X$. Notice that the latter can be derived from the jet of order $2r$ of $K_X$.

### 4 Expectation of other counting measures

Let $X : M \rightarrow N \supset W$ be a random $\mathcal{C}^1$ map. In this manuscript we chose to focus on the expectation of the actual number of points of intersection of $X$ and $W$. However, all the discussion can be generalized with minimal effort to the case in which a different weight is assigned to each point, in the following way.
For any $\alpha : C^1(M, N) \times M \to \mathbb{R}^k$ Borel measurable and $A \subset M$, define

$$\#_{X \in W}(A) = \sum_{p \in A \cap X^{-1}(W)} \alpha(X, p) \in \mathbb{R}^k,$$

and a density $\delta_{X \in W} : M \to \Delta M$, such that

$$\delta_{X \in W}(p) = \int_{S_p \cap W} \mathbb{E} \left\{ \alpha(X, p) \sigma_q(X, W) \left| X(p) = q \right. \right\} \rho_{X(p)}(q) d(S_p \cap W)(q).$$

The following result extends Theorem 2.3 (Compare with [1, Theorem 12.4.4] and [4, Proposition 6.5], in the standard case.).

**Theorem 4.1** Let $(X, W)$ be a KROK couple (Definition 2.1). Then Theorem 2.3 holds for $\#_{X \in W}$ and $\delta_{X \in W}$: for any Borel subset $A \subset M$ we have

$$\mathbb{E} \#_{X \in W}(A) = \int_A \delta_{X \in W}$$

(4.1)

When not finite, both sides take the same infinite value among $+\infty, -\infty$ or $\infty - \infty$.

### 4.1 The intersection degree

Let $M$ be oriented and let $W \subset N$ be a closed cooriented submanifold. Then, given $q \in W$ and a linear bijection $L : T_p M \to T_q N / T_q W$, the sign of $\det(L)$ is well defined, since both vector spaces are oriented. If $f : M \to N$ is a $C^1$ map such that $f \pitchfork W$, then the intersection degree of $f$ and $W$ is defined as $\deg(f, W) = \#_{f \in W}(M) \in \mathbb{Z}$, where

$$\alpha(f, p) = \text{sgn} \left( \frac{d_p f}{T_{f(p)} W} \right).$$

In this situation, we can incorporate the sign in the definition of the angle, by defining $\text{sgn} \sigma_q(f, W) = \alpha(f, p) \sigma_q(f, W)$, so that the formula (4.1) for the expected intersection degree of a KROK couple $(X, W)$ and an open subset $U \subset M$ becomes

$$\mathbb{E} \{ \deg(f \mid_U, W) \} = \int_U \int_{S_p \cap W} \mathbb{E} \left\{ \delta_p X \frac{\text{sgn} \sigma_q(X, W)}{\sigma_q(S_p, W)} \left| X(p) = q \right. \right\} \rho_{X(p)}(q) d(S_p \cap W)(q).$$

(4.2)

**Remark 4.1** This confirms a general idea suggested to the author by Antonio Lerario, according to which the general philosophy to deal with these kind of formulas should be: To get the formula for the signed count, add the sign to both members of the formula.
for the normal count. Theorem 4.1 can be thought as an extension of this philosophy from the sign to any choice of weight $\alpha$.

**Remark 4.2** If $U \subset M$ be an open set whose closure is a compact topological submanifold with boundary, such that $f(\partial U) \subset N \setminus W$. It can be seen that $\deg(f|_U, W)$ actually depends only on homological data and thus it is defined and locally constant on the space of continuous functions $f : \overline{U} \to N$ such that $f(\partial U) \subset N \setminus W$. Moreover, if the Poincaré dual of $W$ in $N$ vanishes, then one can define the *linking number*\[13\]

$$\text{link}(g, W) \in \mathbb{Z}$$

for the normal count. Theorem 4.1 can be thought as an extension of this philosophy over, if the Poincaré dual of $W$ vanishes, then one can define the *linking number*\[13\] for the normal count.

**4.2 Multiplicativity and currents**

The formula (4.2) can be written as the integral of a differential form

$$\int_{M^+} \Omega_{\mathcal{X} \in W}$$

over the oriented manifold $M^+$, defined as

$$\Omega_{\mathcal{X} \in W}(p) = \int_{S_p \cap W} \mathbb{E} \left\{ (X^*v)_p \mid X(p) = q \right\} \rho_X(p)(q) \frac{d(S_p \cap W)(q)}{\sigma_q(S_p, W)} \in \wedge^m T^*_p M,$$

(4.3)

where $v \in \wedge^m TW^\perp$ is the volume form of the oriented metric bundle $TW^\perp$. This follows simply from Remark 2.2 and the fact that if $M$ and $N$ are Riemannian, then

$$\text{sgn} \left( \frac{d_p f}{T_f(p) W} \right) = \text{sgn} \det \left( \Pi_{T^*_q W^\perp} \circ d_p X \right).$$

What is interesting about this is that the form $\Omega_{\mathcal{X} \in W} \in \Omega^r(M)$ is still defined if the codimension of $W$ is $r < m$.

If the couple $(X, W)$ satisfies the KROK hypotheses except for the requirement on the codimension of $W$ in KROK.(v), then let us say that $(X, W)$ is semi-KROK. Let us consider semi-KROK couples $(X_i, W_i)$ on the manifolds $M, N_i$ for $i = 1, \ldots, k$ where the codimensions $r_i$ of $W_i$ are such that $r_1 + \cdots + r_k = m$ and all the $W_i$s are cooriented. Then it is easy to see that the product map $X := X_1 \times \cdots \times X_k : M \to N := N_1 \times \cdots \times N_k$ and the submanifold $W = W_1 \times \cdots \times W_k$ form a KROK couple $(X, W)$, and formula (4.3) gives

$$\Omega_{\mathcal{X} \in W} = \Omega_{X_1 \in W_1} \wedge \cdots \wedge \Omega_{X_k \in W_k}.$$\[13\]

Since $W \subset N$ is cooriented, there exists a Thom class $r \in H^m(N, N \setminus W)$. By definition, $\deg(f|_U, W) = \int_U f^*r$ in the case $f \pitchfork W$, but now this identity remains true for any continuous $f$ such that $f(\partial U) \subset N \setminus W$. Looking at the long exact sequence for the pair $(N, N \setminus W)$, we see that $r \mapsto e$ maps to the Poincaré dual of $W$, so that if $e = 0$ then there exists an element $\alpha \in H^{m-1}(N \setminus W)$ that maps to $r$ (i.e., $d^*\alpha = r$), therefore $\int_U f^*r = \int_{\partial U} f^*\alpha$ by naturality (or Stokes theorem from De Rham’s point of view). In such case, $\text{link}(f|_U, W) = \int_{\partial U} f^*\alpha$. If $N$ is a tubular neighborhood of $W$, then $e, r, \alpha$ are respectively the Euler class, the Thom class and the class of a closed global angular form (Compare with [6]).
This can be interpreted in the language of currents, in the same spirit of [32].

**Claim** The $r$-form $\Omega_{X_i \in W} \in \Omega^r(M)$ is equal, as a current, to the expectation of the random current $[[X_i^{-1}(W)]]$ defined by the integration over the oriented submanifold $X_i^{-1}(W)$.

This follows from the fact that the intersection degree $\deg(X|_U, W)$ may be viewed as the evaluation of the 0-dimensional current $[[X^{-1}(W)]] = [[X_1^{-1}(W_1) \cap \cdots \cap X_k^{-1}(W_k)]]$ on the function $1_U$. And since the intersection of currents is linear, we have

$$
\Omega_{X_1 \in W_1} \wedge \cdots \wedge \Omega_{X_k \in W_k} = \Omega_{X \in W} = \mathbb{E}[[X^{-1}(W)]] = \mathbb{E}[[X_1^{-1}(W_1)] \cap \cdots \cap \mathbb{E}[[X_k^{-1}(W_k)]]]. \tag{4.4}
$$

**Remark 4.3** Claim 4.2 is not a theorem yet, for it has to be proved that the validity of the equation (4.4) for every family of semi-KROK couples, implies that $\Omega_{X_i \in W} = \mathbb{E}[[X_i^{-1}(W_i)]]$. We plan to elaborate more on this subject in a subsequent paper.

### 4.3 Euler characteristic

A special case of intersection degree is when $N = E \to M$ is the total space of an oriented vector bundle over an oriented manifold $M$ and $W = 0_E \subset E$ is the zero section. Then $\deg(f, 0_E) = \chi(E)$ is the Euler characteristic. In this case we can present the formula (4.1) in the form of Remark 3.2.

$$
\mathbb{E}\#_{X \in 0_E}(U) = \int_U \mathbb{E} \left\{ \left| \det(\nabla X)_p \right| X(p) = 0 \right\} \rho_{X(p)}(0) dM(p),
$$

$$
\mathbb{E}\deg(X|_U, 0_E) = \int_U \mathbb{E} \left\{ \det(\nabla X)_p \left| X(p) = 0 \right\} \rho_{X(p)}(0) dM(p) \tag{4.5}
$$

$$
(= \chi(E), \text{ If } U = M \text{ and is compact}),
$$

where $E$ is endowed with some connected Riemannian metric. Notice that here, the density $\det(\nabla X)_p \rho_{X(p)}(0) dM : M \to \Delta M$ is actually an intrinsic object, independent from the chosen Riemannian structures.

Following the discussion in the previous Sect. 4.2, we now view the intersection degree $\deg(X|_U, 0_E)$ as a random current $[[X^{-1}(0_E)]] \in \Omega_0^0(M)^*$. Its expectation is thus given by $\mathbb{E}[[X = 0]] = \Omega_{X \in 0_E}$, defined in (4.3).

Suppose now that $X \in \mathcal{G}^\infty(M|E)$ is a nondegenerate smooth Gaussian random section and $s : M \to E$ is any smooth section. Let $E$ be endowed with the bundle metric defined by $X$ and let $\nabla = \nabla_X$ be the metric connection naturally associated

---

14 Actually here the connection is not needed, since if $X(p) = 0$ then $\langle \nabla X \rangle_p$ is independent from $\nabla$. 
with $X$ (see [32]). Let $\nabla^2 \in \bigwedge^2 T^*M \otimes \bigwedge^2 E$ be its curvature. Assume that $m$ is even, then a formula for $\Omega_{X \in 0_E}$ was computed in [32].

$$\Omega_{X \in 0_E} = \mathbb{E} \{ \text{det}(\nabla X) \} \frac{\omega_M}{(2\pi)^{\frac{m}{2}}} = \frac{\text{Pf}(\nabla^2)}{(2\pi)^{-\frac{m}{2}}}$$

where $\omega_M \in \Omega^m(M)$ is the volume form of the oriented Riemannian manifold $M$.

**Remark 4.4** The result of Nicolaescu [32], extends this to vector bundles with arbitrary even rank $r$. He proves that the expectation of the random current $[[X = 0]] \in \Omega^m_{\text{o}}(M)^*$ is the current defined by the $r$-form $e(E, \nabla) = (2\pi)^{-\frac{r}{2}} \text{Pf}(\nabla^2)$. (Our sign convention in the definition of the Pfaffian Pf is the same as in [29], which differs to that of [32] by a factor $(-1)^{\frac{r}{2}}$.)

### 4.4 Critical points

Let $y : M \to \mathbb{R}$ be a random smooth function and consider the random $1$-form $X = dy : M \to T^*M$. Let $N = T^*M$ and let $W = 0_{T^*M} \subset T^*M$ be the zero section so that we are in the same situation of Sect. 4.3. In this case we have in addition that $X^{-1}(W) = \text{Crit}(y)$ is the set of critical points of the function $y$. Therefore, assuming that the couple $(dy, 0_{T^*M})$ is KROK\(^{15}\), one can use the formulas (4.5) to compute the expectations $\#\text{Crit}(y) \cap U$ or of the signed sum $\#_{3\text{gn}}\text{Crit}(y) \cap U$, in which each point is weighted with the sign of the determinant of the Hessian of $y$. As it is well explained in [1], when $U = M$ and $y$ is Gaussian, the latter is constantly equal to $\chi(M)$ and the corresponding Kac-Rice formula is in fact a probabilistic formulation of the Gauss-Bonnet-Chern theorem for Riemannian manifold.

Using Theorem 4.1 it is also possible to keep track of the index of the critical points. Let us use the Levi-Civita connection $\nabla$ of a Riemannian metric on $M$ to define the Hessian at any point $p \in M$ as the symmetric bilinear form $H_{p y} := (\nabla dy)_p : T_p M \times T_p M \to \mathbb{R}$ such that $H_{p y}(v, w) := vw - \text{wv} - (\nabla_vw)y$. The index $\iota(H_{p y})$ at $p$ is the number of negative eigenvalues of $H_{p y}$. If $p$ is a critical point for $y$, then the bilinear form $H_{p y}$ and its index do not depend on the chosen connection $\nabla$ nor on the metric, hence the set

$$\text{Crit}_i(y) := \{ p \in M : d_p y = 0; \iota(H_{p y}) = i \}$$

of critical points of index $i \in \mathbb{N}$ is independent from the Riemannian structure and, by Morse theory, its cardinality is an upper bound for the $i^{th}$ Betti number $b_i(M)$ of $M$. Define $a_i : \mathcal{C}^\infty(M) \times M \to \mathbb{R}$ to be the characteristic of the set of pairs $(y, p)$ such that $\iota(H_{p y}) = i$. Then $\#_{a_i}^y(U) = \#\text{Crit}_i(y) \cap U$ and Theorem 4.1 gives:

$$\mathbb{E} b_i(M) \leq \mathbb{E} \#\text{Crit}_i(y) = \int_M \mathbb{E} \left\{ |\nabla_{\iota(H_{p y}) = i}| \det(H_{p y}) | d_p y = 0 \right\} \rho_{d_p y}(0) dM(p).$$

\(^{15}\) In particular, this implies that $y$ is a Morse function, almost surely.
Alternatively, it is possible to use the approach discussed in Sect. 3.2. Consider the random field \( j^2 y : M \to J^2(M, \mathbb{R}) \) and define

\[
W_i := \left\{ j^2 f \in J^2(M, \mathbb{R}) : d_p f = 0; \ i(H_p f) = i \right\}.
\]

Then \( (j^2 f)^{-1}(W_i) = \text{Crit}_i(y) \). Moreover, \( W_i \) can be easily seen to be a locally semialgebraic subset of \( J^2(M, \mathbb{R}) \), therefore if \( y \) is a smooth Gaussian random field with nondegenerate 2\textsuperscript{nd} jet, the result of Corollary 3.9 applies. Notice that in this case, using Theorem 4.1, it is sufficient that \( y \) is a \( C^2 \) Gaussian random field with nondegenerate 1\textsuperscript{st} jet.

4.5 Absolutely continuous measures

Let \( (X, W) \) be KROK on \( M \) and \( N \). Let \( \mu \) be a finite Borel signed measure on \( C^1(M, N) \) that is absolutely continuous with respect to \( X \). By the Radon-Nikodym theorem, this is equivalent to the existence of an integrable Borel function \( \alpha : C^1(M, N) \to \mathbb{R} \), with \( \mathbb{E}[|\alpha(X)|] < \infty \), such that

\[
\int_{C^1(M,N)} \mathcal{F}(f) d\mu(f) = \mathbb{E}[\mathcal{F}(X)\alpha(X)].
\]

Considering the case in which the function \( \alpha \) in Theorem 4.1 does not depends on the point, we deduce that the generalized Kac-Rice formula holds for every such measure \( \mu \).

\[
\int_{C^1(M,N)} #(f^{-1}(W) \cap A) d\mu(f) = \mathbb{E}_{\#}^g_{X \in W}(A) = \int_A \delta_{X \in W}.
\]

5 Examples

5.1 Poincaré formula for homogenous spaces

In this section we will use Theorem 2.2 to give a new proof of the following Theorem. It is a special case of the Poincaré Formula for homogenous spaces, see [18, Th. 3.8].

**Theorem 5.1** Let \( G \) be a Lie group and let \( K \subset G \) be a compact subgroup. Assume that \( G \) is endowed with a left-invariant Riemannian metric that is also right-invariant for elements of \( K \) and define the metric on \( G/K \) to be the one that makes the projection map \( \pi : G \to G/K \) a Riemannian submersion. Let \( M, W \subset G/K \) be two smooth submanifolds (possibly with boundary) of complementary dimensions. Then

\[
\int_G #(gM \cap W) dG(g) = \int_M \int_W \bar{\sigma}_K \left( T_x M^\perp, T_y W^\perp \right) \Delta_K(x) dM(x) dW(y).
\]

(5.1)
Here, \( \Delta_K(y) \) is defined as follows. Let \( y = vK = \pi(v) \), then \( \Delta_K(y) \) is defined to be the jacobian of the right multiplication by \( v^{-1} \) in \( G \),

\[
\Delta_K(y) := \Delta(v) = J(R_{v^{-1}}).
\]

To see this definition is well posed, observe that since \( \Delta: G \to \mathbb{R} \) is a group homomorphism and \( K \) is compact, the set \( \Delta(K) \) must be a compact subgroup of \( \mathbb{R} \), thus \( \Delta(K) = \{1\} \). It follows that \( \Delta \) factorizes to a well defined function \( \Delta_K: G/K \to \mathbb{R} \).

Notice that the angle \( \bar{\sigma}_K(T_x M^\perp, T_y W^\perp) \) takes two subspaces that do not belong to the same tangent space \( T_x(G/K) \neq T_y(G/K) \), in general. In fact \( \bar{\sigma}_K \) is not the usual angle of Definition \( B.2 \), but it is defined as follows. If \( x = \mu K \) and \( y = vK \) and \( U, V \) are vector subspaces of, respectively, \( T_x(G/K) \subset T_xG \) and \( T_y(G/K) \subset T_yG \), then \( \mu_*^{-1}U \) and \( v_*^{-1}V \) are both subspaces of \( T_1G \) and we can compute the angle \( \sigma(\mu_*^{-1}U, v_*^{-1}V) \) using Definition \( B.2 \). Then \( \bar{\sigma}_K(U,V) \) is obtained by taking the average among all choices of \( \mu \) and \( v \):

\[
\bar{\sigma}_K(U, V) = \int_K \sigma_{T_1G}(\mu_*^{-1}U, k_*^{-1}v_*^{-1}V) dK(k).
\]

Observe that, by Proposition \( B.4 \), we have that \( \bar{\sigma}_K(U, V) = \bar{\sigma}_K(U^\perp, V^\perp) \).

**Proof** (Proof of Theorem 5.1) Let \( \Omega \subset G \) be an open subset with compact closure and with \( \text{vol}_G(\partial \Omega) = 0 \). Define the smooth random map \( X: M \to G/K \) such that

\[
\mathbb{P}(X = (L_g)|_M, \text{ for some } g \in A) = \frac{\text{vol}_G(A \cap \Omega)}{\text{vol}_G(\Omega)}.
\]

In other words, \( X \) is uniformly distributed on the set of left multiplications by elements of \( \Omega \subset G \), that means that \( X: M \to G/K \) is the map \( X(p) = g \cdot p \), where \( g \) is a uniform random element of \( \Omega \). We want to apply Theorem 2.2 to the random map \( X \), where \( W \subset N = G/K \). To this end, let us show that the couple \( (X, W) \) is KROK (see Definition 2.1).

(i) Ok.

(ii) Let us fix \( p = \mu K \in M \). The support of \( [X(p)] \) is the open set \( \Omega \cdot p \subset G/K \). Let \( A \subset G/K \)

\[
\mathbb{P}(X(p) \in A) = \frac{1}{\text{vol}_G(\Omega)} \text{vol}_G \left( \{ g \in \Omega : g \mu K \in A \} \right)
= \frac{1}{\text{vol}_G(\Omega)} \text{vol}_G \left( \Omega \cap \left( \pi^{-1}(A) \cdot \mu^{-1} \right) \right)
= \frac{\Delta(\mu)}{\text{vol}_G(\Omega)} \text{vol}_G \left( \Omega \cdot \mu \cap \pi^{-1}(A) \right)
= \frac{\Delta_K(p)}{\text{vol}_G(\Omega)} \int_A \left( \int_{\Omega \cdot \mu \cap \pi^{-1}(q)} d \left( \pi^{-1}(q) \right) \right) d (G/K) \left( q \right)
= \frac{\Delta_K(p)}{\text{vol}_G(\Omega)} \int_A \text{vol}_K(K \cap v^{-1} \Omega \mu) d (G/K) \left( vK \right),
\]
where in the fourth step, we used the Coarea Formula (Theorem C.3). At this point, we can define a continuous function \( f_\Omega : G/K \times G/K \rightarrow \mathbb{R} \) such that

\[
f_\Omega(p, q) = \text{vol}_K(K \cap q^{-1} \Omega p) := \text{vol}_K(K \cap \nu^{-1} \Omega \mu)
\]

for any \( \nu \in \pi^{-1}(q) \) and \( \mu \in \pi^{-1}(p) \). This definition is well posed since the metric, and hence the volume form, on \( G \) is invariant with respect to elements of \( K \), both on the left and on the right. To see that \( f_\Omega \) is continuous it is enough to show that if \( \nu_n \rightarrow \nu \) and \( \mu_n \rightarrow \mu \) in \( G \), then \( \text{vol}_K(K \cap \nu_n^{-1} \Omega \mu_n) \rightarrow \text{vol}_K(\nu^{-1} \Omega \mu) \). We prove this via the dominated convergence theorem (here we use the fact that \( \text{vol}_G(\partial \Omega) = 0 \)), since

\[
\text{vol}_K(K \cap \nu_n^{-1} \Omega \mu_n) = \int_K 1_\Omega(\nu_n a \mu_n^{-1}) dK(a),
\]

where \( 1_\Omega(\nu_n a \mu_n^{-1}) \rightarrow 1_\Omega(\nu a \mu^{-1}) \) for every \( a \notin \nu^{-1} \partial \Omega \mu \) and, eventually,

\[
1_\Omega(\nu_n a \mu_n^{-1}) \leq 1_{B_1(\nu^{-1} \Omega )B_1(\mu)}/\text{vol}_K(\nu^{-1} \Omega \mu) \in L^1(G).
\]

It follows that \([X(p)]\) is absolutely continuous on \( S_p := G/K \), with a continuous density

\[
\delta_{X(p)}(q) = \rho_{X(p)}(q) \cdot d(G/K)(q) = \frac{\Delta_K(p)}{\text{vol}_G(\Omega)} f_\Omega(p, q) \cdot d(G/K)(q).
\]

(5.2)

**Remark 5.1** Notice that \( \rho_{X(p)}(q) \neq 0 \) if and only if \( q \in \Omega \cdot p \). However, it would be a bad idea to define \( S_p = \Omega \cdot p \). Indeed, with that choice the set \( \mathcal{S} \) would not be closed and thus KROK.(vi) would not hold.

(iii) Let us consider the smooth map \( F : \Omega \times M \rightarrow G/K \), given by \( F(g, p) = g \cdot p \). Clearly \( F(\cdot, p) \) is a submersion, for every \( p \in M \), therefore \( F :: W \). This, by a standard argument (Parametric Transversality, see [17, Theorem 2.7]) implies that \((L_g)_M = F(g, \cdot) :: W \) for almost every \( g \in \Omega \). We conclude that

\[
\mathbb{P} \{ X :: W \} = 1.
\]

(iv) Since \( S_p = G/K \), the transversality assumption \( S_p :: W \) is certainly satisfied for every \( p \in M \).

(v) Ok.

(vi) In this case we have that \( \mathcal{S} = M \times (G/K) \) is, without a doubt, a closed submanifold of \( M \times (G/K) \). Moreover, \( \mathcal{M} = M \times W \).

(vii) By equation (5.2), we have that \( \rho_{X(p)}(q) \) is continuous with respect to all \( (p, q) \in M \times (G/K) \).

(viii) This is the most complicated condition to check. Let \( \alpha : C^1(M, G/K) \rightarrow \mathbb{R} \) be a continuous function (the case in which \( \alpha \) depends on \( p \) follows automatically,
because of Proposition 2.4). We have to show that the function $e: M \times G / K \to \mathbb{R}$, defined as $e(p, q) = \mathbb{E} \{ \alpha(X) \mid X(p) = q \}$, is continuous at all points of $M \times W$. Let $p, q \in G / K$ and let $v, \mu \in G$ be such that $p = \mu K$ and $q = vK$. Notice that if $X = (L_g)|_M$, then $X(p) = q$ if and only $g \in vK\mu^{-1}$. Therefore if $\omega$ denotes a uniformly distributed random element of $\Omega$ and $\xi$ denotes a uniformly distributed random element of $K$, then

$$\mathbb{E} \{ \alpha(X) \mid X(p) = q \} = \mathbb{E} \{ \alpha((L_\omega)|_M) \mid \omega \in \Omega \cap vK\mu^{-1} \} = \mathbb{E} \{ \alpha((L_v\xi\mu^{-1})|_M) \mid k \in K \cap v^{-1}\Omega\mu \} = \int_{K \cap v^{-1}\Omega\mu} \alpha((L_v\xi\mu^{-1})|_M) \frac{dK(k)}{\text{vol}_K(K \cap v^{-1}\Omega\mu)} = \int_{K \cap v^{-1}\Omega\mu} f_\alpha(v\xi\mu^{-1})dK(k),$$

where $f_\alpha: G \to \mathbb{R}$ is a continuous function, defined as $f_\alpha(g) = \alpha(L_g|_M)$. Notice, that the last integral depends only on $p, q$, for if $\mu' = \mu a$ and $v' = vb$ for some $a, b \in K$, then the change in the integral corresponds to the change of coordinates $k' = b^{-1}ka$. To see that $e$ is continuous it is enough to check the continuity of the composed function $e(\pi(\cdot), \pi(\cdot))$. Let $\mu_n \to \mu$ and $v_n \to v$ be converging sequences in $G$ and define, for any $n_0 \in \mathbb{N}$, the number

$$s_{n_0} = \sup_{n \geq n_0} \sup_{k \in K} |f_\alpha(v_n k \mu_n^{-1}) - f_\alpha(v k \mu^{-1})|.$$

Since $f_\alpha$ is continuous and $K$ is compact, we have that $s_{n} \to 0$. As a consequence we get that

$$\lim_{n \to \infty} \sup_{n_0} \int_{K \cap v^{-1}\Omega\mu} \frac{|f_\alpha(v_n k \mu_n^{-1}) - f_\alpha(v k \mu^{-1})|}{\text{vol}_K(K \cap v^{-1}\Omega\mu)}dK(k) \leq \lim_{n_0 \to \infty} s_{n_0} = 0.$$

This proves that $e(\pi, \pi): G \times G \to \mathbb{R}$ is continuous.

At this point, we know that the couple $(X, W)$ is KROK, therefore the expected number of intersections of the submanifolds $X(M)$ and $W$ is given by the generalized Kac-Rice formula of Theorem 2.2, where $S_p = G / K$.

$$\mathbb{E}\{\#_{X \in W(M)}\} = \int_M \rho_{X \in W}dM(p) = \int_M \int_W \mathbb{E} \{ J_p X \sigma_q (d_p X(T_p M), T_q W) \mid X(p) = q \} \rho_{X(p)}(q)dW(q)dM(p).$$
Recall that $X$ ranges among left translations, which are isometries, thus $JX = 1$ with probability one. Moreover, we already computed $\rho_X(p)(q)$ (see (5.2)) and we already understood how to compute the conditional expectation $\mathbb{E}\{\cdot | X(p) = q\}$ (see (5.3)).

$$
\mathbb{E}\{\#_{X \in W}(M)\}
= \int_M \int_W \frac{\Delta_K(\mu K)}{\text{vol}_G(\Omega)} \left( \int_{K \cap \Omega_{-1} \Omega} \sigma_{vK} \left( v_k \mu^{-1} T_{\mu K} M, T_{\mu K} W \right) dK(k) \right) dW(\nu) dM(\mu K)
= \int_M \int_W \frac{\Delta_K(\mu K)}{\text{vol}_G(\Omega)} \left( \int_{K \cap \Omega_{-1} \Omega} \sigma_{T_k G} \left( \mu^{-1} T_{\mu K} M, k^{-1} v^{-1} T_{\nu K} W \right) dK(k) \right) dW(\nu) dM(\mu K).
$$

Let $\Omega_n \subset \Omega_{n+1} \subset G$ be a sequence of relatively compact subsets such that $\cup_n \Omega_n = G$ and with $\text{vol}_G(\partial \Omega_n) = 0$, and let $X_n : M \rightarrow G/K$ be the random map defined as above, with $\Omega = \Omega_n$. We obtain the thesis (5.1) by monotone convergence:

$$
\int_G \#(gM \cap W) dG(g) = \sup_{n \in \mathbb{N}} \int_{\Omega_n} \#(gM \cap W) dG(g) = \sup_{n \in \mathbb{N}} \mathbb{E}\{\#_{X_n \in W}(M)\} \text{vol}_G(\Omega_n)
= \int_M \int_W \Delta_K(\mu K) \left( \int_K \sigma_{T_k G} \left( \mu^{-1} T_{\mu K} M, k^{-1} v^{-1} T_{\nu K} W \right) dK(k) \right) dW(\nu) dM(\mu K)
= \int_M \int_W \Delta_K(p) \tilde{\sigma}_K \left( T_p M, T_q W \right) dW(q) dM(p).
\quad \square
$$

### 5.2 Isotropic Gaussian fields on the sphere

Let $X : S^m \rightarrow \mathbb{R}^k$ be a $\mathcal{C}^1$ Gaussian random field on the sphere. Using the notation of Sect. 3.1 (consistently with [26]), we say that $X \in \mathcal{G}^1(S^m, \mathbb{R}^k) = \mathcal{G}^1(S^m | E)$, meaning that $X$ is a Gaussian random section of the trivial bundle $E = S^m \times \mathbb{R}^k$.

We say that $X$ is **isotropic** if $[X \circ R] = [X]$ for any rotation $R \in O(m + 1)$. In particular, the covariance of $X(x)$ and $X(y)$ depends only on the angular distance $\alpha(x, y) = \arccos(\langle x, y \rangle)$ (because $S^m \times S^m / O(m + 1) \cong [0, \pi]$):

$$
K_X(x, y) = \mathbb{E}\left\{ X(x) \cdot X(y)^T \right\} = K(\langle x, y \rangle) = F(\alpha(x, y)),
$$

where $K : [-1, 1] \rightarrow \mathbb{R}^{k \times k}$ and $F : \mathbb{R} \rightarrow \mathbb{R}^{k \times k}$ are $\mathcal{C}^2$ functions, such that $F$ is even and $2\pi$-periodic and

$$
F(\alpha) = K(\cos \alpha).
$$

As a consequence, the covariance structure of the first jet of $X$ at a given point $p \in S^m$, namely the couple $j^1_p X = (X(p), d_p X)$, is understood as follows. Define

$$
\Sigma_0 := K(1) = F(0) \quad \text{and} \quad \Sigma_1 = K'(1) = -F''(0).
$$

Then given any orthonormal basis $\partial_1, \ldots, \partial_m$ of $T_p S^m$, we have the following identities

$$
\mathbb{E}\left\{ X(p) X(p)^T \right\} = \Sigma_0, \quad \mathbb{E}\left\{ \partial_j X \cdot X(p)^T \right\} = 0,
$$
\[ \mathbb{E} \left\{ \partial_i X \cdot \partial_j X^T \right\} = \Sigma_1 \delta_{i,j}. \]  

(5.4)

**Example 5.1** (Kostlan Polynomials) Let \( \psi_d \in \mathcal{G}^1(S^m, \mathbb{R}) \), be defined as the restriction to \( S^m \) of the random homogeneous Kostlan polynomial of degree \( d \):

\[ \psi_d(x) = \sum_{|\alpha|=d} \frac{d!}{\alpha!} \gamma_{\alpha} x^\alpha, \]

where \( \gamma_{\alpha} \sim N(0, 1) \) are independent normal Gaussian. Then \( \psi_d \) is a smooth isotropic Gaussian field \( X \in \mathcal{G}^1(S^m, \mathbb{R}^k) \) with \( K(t) = t^d \). In fact, any isotropic Gaussian field for which the function \( K(t) \) has the form

\[ K(t) = K_0 + K_1 t + \cdots + K_d t^d, \]

for some positive definite symmetric matrices \( K_\ell \), is a linear combination of Kostlan fields. To see this, let \( A_\ell \) be a \( k \times k \) matrix such that \( A_\ell A_\ell^T = K_\ell \) and define

\[ \tilde{X} = A_0 \begin{pmatrix} \psi_0^1 \\ \vdots \\ \psi_0^k \end{pmatrix} + A_1 \begin{pmatrix} \psi_1^1 \\ \vdots \\ \psi_1^k \end{pmatrix} + \cdots + A_d \begin{pmatrix} \psi_d^1 \\ \vdots \\ \psi_d^k \end{pmatrix}, \]

(5.5)

where \( \{\psi_\ell^i\}_{i,\ell} \) are independent copies of Kostlan polynomials of degree \( \ell = 1, \ldots, d \). Then \( \tilde{X} \) is equivalent to \( X \), since they have the same covariance function. In the particular case in which \( X = (\psi_{d_1}, \ldots, \psi_{d_k})^T \) where \( \psi_{d_\ell} \) are independent Kostlan polynomials of degree \( d_\ell \), then \( \Sigma_0 = 1_k \) and \( \Sigma_1 = \text{diag}(d_1, \ldots, d_k) \).

We recall that the density function of a Gaussian random vector \( \xi \sim N(0, \Sigma) \) in \( \mathbb{R}^k \) with nondegenerate covariance matrix \( \Sigma \) is given by

\[ \rho_\Sigma(y) = \frac{e^{-\frac{1}{2} y^T \Sigma^{-1} y}}{(2\pi)^{\frac{k}{2}} (\det \Sigma)^{\frac{1}{2}}}. \]

**Lemma 5.1** Let \( M \) be a Riemannian manifold. Let \( X \in \mathcal{G}^\infty(M, \mathbb{R}^k) \) and assume that \( X(p) \) has nondegenerate covariance matrix \( \Sigma_0(p) \). Let \( W \subset \mathbb{R}^k \) be any submanifold (possibly stratified) of codimension \( m \). Then

\[ \mathbb{E}\{\#X^{-1}(W)\} = \int_M \delta_{X \in W}(p) \]

\[ = \int_M \int_W \mathbb{E} \left\{ \left| \det \left( \Pi_{T_x W^\perp} \circ d_p X \right) \right| \left| X(p) = y \right\} \rho_{\Sigma_0(y)} dW(y) d\mathcal{L}(p). \]
Proof Let $\Gamma_X$ be the graph of $X$ and $\mathcal{M} := M \times W$. Then $\Gamma_X$ is a non-degenerate Gaussian random section of the trivial bundle $E = M \times \mathbb{R}^k$ and $\mathcal{M}$ is clearly transverse to all fibers of the bundle: $M \times W \overset{\text{pr}}{\longrightarrow} \{ p \} \times \mathbb{R}^k$. Therefore we can apply Theorem 3.3 to obtain a density $\delta_{X \in W} = \delta_{\Gamma(X) \in \mathcal{M}} \in L^+(M)$. Moreover, the trivial connection on $E = M \times \mathbb{R}^k$ makes it into a linearly connected Riemannian bundle, for which $\mathcal{M}$ is a parallel submanifold, so that we can present the density $\delta_{X \in W}$ with the formula of Remark 3.2, knowing that $\nabla \Gamma_X = dX$ and $\mathcal{M} \cap E_p = W$.

$$
\delta_{X \in W}(p) = \int_W \mathbb{E} \left\{ \det \left( \Pi_{T_p W^\perp} \circ d_p X \right) \bigg| X(p) = y \right\} \rho_{\Sigma_0}(y) dW(y) dM(p).
$$

Given a smooth submanifold $W \subset \mathbb{R}^k$ (possibly stratified) of codimension $m$, we say that a measurable map $\nu : W \to \mathbb{R}^{m \times k}$ is a measurable normal framing for $W$, if for almost every $y \in W$ the columns of the matrix $\nu(y)$ form an orthonormal basis of $T_y W^\perp$ (if $W$ is stratified, then this has to hold only for almost every $y$ in the top dimensional stratum of $W$).

**Theorem 5.2** Let $X : S^m \to \mathbb{R}^k$ be an isotropic $\mathcal{C}^1$ Gaussian random field. Let $\Sigma_0$ and $\Sigma_1$ be the $k \times k$ matrices defined as above and assume that $\Sigma_0$ is nondegenerate. Let $W \subset \mathbb{R}^k$ be any submanifold (possibly stratified) of codimension $m$ and let $\nu : W \to \mathbb{R}^{m \times k}$ be a measurable normal framing. Then

$$
\mathbb{E} \left\{ \#X^{-1}(W) \right\} = 2 \cdot \int_W \sqrt{\det(\nu(y)^T \Sigma_1 \nu(y))} \cdot \frac{e^{-\frac{1}{2} y^T \Sigma_0^{-1} y}}{(2\pi)^\frac{k-m}{2} (\det \Sigma_0)^\frac{1}{2}} dW(y).
$$

**Proof** By Lemma 5.1, we have that

$$
\mathbb{E}\{\#X^{-1}(W)\} = \int_W \mathbb{E} \left\{ \left| \det \left( \Pi_{T_p W^\perp} \circ d_p X \right) \right| \right\} \rho_{\Sigma_0}(y) dW(y) dS^2(p).
$$

We can omit the conditioning $X(p) = y$, since in this case $X(p)$ and $d_p X$ are independent. The fact that the field is isotropic implies that the measure $\mathbb{E}\#_{X \in W}$ is an invariant measure on $S^m$, so that

$$
\mathbb{E}\{\#X^{-1}(W)\} = \text{vol}(S^m) \int_W \mathbb{E} \left\{ \left| \det \left( \Pi_{T_p W^\perp} \circ d_p X \right) \right| \right\} \rho_{\Sigma_0}(y) dW(y),
$$

where $p \in S^2$ is any point. Let $\partial_1, \ldots, \partial_m$ be an orthonormal basis of $T_p M$. It remains only to compute the expectation of the determinant of the random matrix $A(y)$ with columns $A_1(y), \ldots, A_m(y)$ defined as

$$
A_i(y) := \nu(y)^T \partial_i = \left( \Pi_{T_p W^\perp} \circ d_p X \right)(\partial_i).
$$
By the third set of the identities in (5.4), we deduce that the columns of $A(y)$ are independent Gaussian random vectors, each of them having covariance matrix $K(y) = \nu(y)^T \Sigma_1 \nu(y)$. Therefore

$$
\mathbb{E} \left\{ \left| \det \left( \Pi_{T_y W} \circ d_p X \right) \right| \right\} = \mathbb{E} \{ \left| \det A(y) \right| \} = \sqrt{\det \nu(y)^T \Sigma_1 \nu(y)}^m \text{vol}(\mathbb{B}^m) \left( \frac{m!}{\pi^\frac{m}{2}} \right).
$$

To conclude, let us observe that $\text{vol}(S^m) \text{vol}(\mathbb{B}^m) = 2 (2\pi)^m$, because of a special property of the Gamma function: $\Gamma\left(z + \frac{1}{2}\right)\Gamma\left(\frac{z}{2}\right) = 2^{1-z} \sqrt{\pi} \Gamma(z+1)$.

$$
\text{vol}(S^m) \text{vol}(\mathbb{B}^m) m! = \frac{\pi^{\frac{m+1}{2}} (m+1)}{\Gamma\left(\frac{m+1}{2} + 1\right)} \frac{\pi^\frac{m}{2}}{\Gamma\left(\frac{m}{2} + 1\right)} m! = \frac{\pi^{m+1} (m+1)!}{2^{-(m+1)} \sqrt{\pi} \Gamma(m+2)} = 2^{m+1} \pi^m.
$$

Remark 5.2 In the case $\Sigma_0 = \sigma^2 \mathbb{1}_k$, we obtain a particularly nice formula

$$
\mathbb{E}\{\# X^{-1}(W)\} = \int_W \mathbb{E}\{\# X^{-1}(T_y W)\} \rho_{\sigma^2 \mathbb{1}_{k-m}}(y) dW(y).
$$

This allows to reduce to the case $k = m$ and to the standard version of Kac-Rice formula. Indeed $X \in (T_y W)$ if and only if $\nu(y)^T X = 0$. For completeness, we report two results that can be proved by applying the standard Kac-Rice formula (Corollary 5.3 and 5.4 are not new results).

**Corollary 5.3** (Gaussian Isotropic Kac-Rice formula) Let $X: S^m \to \mathbb{R}^m$ be an isotropic $\mathcal{C}^1$ Gaussian random field. Let $\Sigma_0$ and $\Sigma_1$ be the $m \times m$ matrices defined by the identities (5.4) and assume that $\Sigma_0$ is nondegenerate. Then, for any $y \in \mathbb{R}^m$,

$$
\mathbb{E}\{\# X^{-1}(y)\} = 2 \cdot \frac{\sqrt{\det(\Sigma_1)}}{\det(\Sigma_0)} e^{-\frac{1}{2} y^T \Sigma_0^{-1} y}.
$$

**Corollary 5.4** (Shub-Smale Theorem [37]) Let $\psi_1, \ldots, \psi_m$ be independent Kostlan homogenous polynomials of degrees $d_1, \ldots, d_m$ and denote by $Z \subset \mathbb{R}P^m$ the random subset defined by the equations $\psi_i = 0$. Then $\mathbb{E}\{\# Z\} = \sqrt{d_1 \cdots d_m}$.

Notice that Corollary 5.3 covers also the case in which the equations in the Shub-Smale Theorem 5.4 are dependent, as long as they are jointly orthogonally invariant, in particular in the case of a mixed Kostlan polynomial defined as in equation (5.5), we have

$$
\mathbb{E}\{\# X^{-1}(0)\} = 2 \frac{\sqrt{\det \left( A_0 A_0^T + A_1 A_1^T + \cdots + A_d A_d^T \right)}}{\det \left( A_1 A_1^T + 2 A_2 A_2^T + \cdots + d A_d A_d^T \right)}.
$$
6 Proof of Lemma 1.1

Proof (Proof of Lemma 1.1) We can assume that $W$ is closed, by replacing $X : M \rightarrow N$, with the random map $X_W : M \times W \rightarrow N \times N$, such that $(p, w) \mapsto (X(p), w)$ and $W \subset N$ with the diagonal $\Delta \subset N \times N$, which is surely a closed submanifold. It is straightforward to see that $X \subseteq W$ if and only if $X_W \subseteq \Delta$ and that $\#_{X \in W}(A) = \#_{X \in W \cap \Delta}(A \times W)$, for every $A \subset M$, moreover if $A \in \mathcal{B}(M)$, then $A \times W \in \mathcal{B}(M \times W)$.

Let $\mathcal{D}$ be the family of subsets $A \subset M$ such that the function $\#_{X \in W}(A)$ is measurable. The class $\mathcal{D}$ contains the subfamily $\mathcal{P}$ of all relatively compact open sets in $M$, which is closed under intersection, hence the idea is to prove that it is also a Dynkin class to conclude, by the Monotone Class Theorem (see [9,p.3]), that $\mathcal{D}$ contains the $\sigma$-algebra generated by $\mathcal{P}$, which is precisely the Borel $\sigma$-algebra $\mathcal{B}(M)$.

Actually, to prevent $\#_{X \in W}$ from taking infinite values, it is more convenient to consider a countable increasing family of relatively compact open subsets $M_i$ such that $\bigcup_i M_i = M$ and work with the class $\mathcal{D}_i = \{ A \in \mathcal{D} : A \subset M_i \}$, since $\#_{X \in W}(M_i)$ is almost surely finite.

By previous considerations, $M_i \subset \mathcal{D}_i$. If $A, B \in \mathcal{D}_i$ and $A \subset B$, then $B \setminus A \in \mathcal{D}_i$, because since $\#_{X \in W}(B)$ is almost surely finite, we can write $\#_{X \in W}(B \setminus A) = \#_{X \in W}(B) - \#_{X \in W}(A)$. Suppose that $A_k \in \mathcal{D}$ is increasing, then

$$\#_{X \in W}(\bigcup_k A_k) = \lim_k \#_{X \in W}(A_k), \quad (6.1)$$

thus $A = \bigcup_k A_k \in \mathcal{D}$ because $\#_{X \in W}(A)$ is the pointwise limit of measurable functions, thus in particular if $A_k \in \mathcal{D}_i$, then $A \in \mathcal{D}_i$. It follows that $\mathcal{D}_i$ is indeed a Dynkin class, hence $\mathcal{D} \supset \mathcal{D}_i \supset \mathcal{B}(M_i)$. Now let $A \in \mathcal{B}(M)$, then $A$ is the union of the increasing sequence $A \cap M_i$ and since $A \cap M_i \in \mathcal{B}(M_i) \subset \mathcal{D}$, we can use again the formula in (6.1), to conclude that $A \in \mathcal{D}$.

Clearly $\mathbb{E}\#_{X \in W}$ is finitely additive and $\mathbb{E}\#_{X \in W}(\emptyset) = 0$, therefore to prove that $\mathbb{E}\#_{X \in W}$ is a measure it is enough to show that it is continuous from below. This can be seen just by taking the mean value in (6.1) and using the Monotone Convergence theorem, since $\#_{X \in W}(A_k)$ is increasing for any increasing sequence $A_k \in \mathcal{B}(M)$. □

---

16 A consequence of this trick is that $\mu(A \times B) := \mathbb{E}\#_{X \in W \cap B}(A)$ defines a Borel measure on the product space $M \times W$. We are going to develop this idea properly later, in Sect. 8.1.

17 Let $M$ be a nonempty set; a Dynkin class $\mathcal{D}$ is a collection of subsets of $M$ such that:

(Footnote 17 continued)

1. $M \in \mathcal{D}$;
2. if $A, B \in \mathcal{D}$ and $A \subset B$, then $B \setminus A \subset \mathcal{D}$;
3. given a family of sets $\{A_k\}_{k \in \mathbb{N}}$ with $A_k \in \mathcal{D}$ and $A_k \subset A_{k+1}$, then $\bigcup_k A_k \in \mathcal{D}$.

The Monotone Class Theorem (see [9,p.3]) says that if a family $\mathcal{D}$ is a Dynkin class which contains a family $\mathcal{P}$ closed by intersection, then it contains also the $\sigma$-algebra generated by $\mathcal{P}$.
7 General formula

This section is devoted to the proof of the following theorem. It is a more general result than the main Theorem 2.2, but in fact it is too abstract to be useful on its own. Its role is to create a solid first step for the proof of the main theorem and to better understand its hypotheses (Fig. 1).

**Theorem 7.1** Let \( X : M \rightarrow N \) be a \( C^1 \) random map, such that \( d[X(p)] = \rho_X(p)dS_p \) for some Riemannian submanifold \( S_p \subset N \) and measurable function \( \rho_X(p) : S_p \rightarrow [0, +\infty] \). Let \( \{W_t\}_{t \in \mathbb{R}^m} \) be a smooth foliation of an open set \( N_0 \subset N \), defined by a submersion \( \varphi : N_0 \rightarrow \mathbb{R}^m \) via \( W_t = \varphi^{-1}(t) \), such that \( W_t \cap S_p \) for all \( p \) and \( t \). Consider the density \( \delta_{X \in W_t}(p) \) defined by the same formula given in (2.4):

\[
\delta_{X \in W_t}(p) = \int_{S_p \cap W_t} E \left\{ J_p X \cdot \frac{\sigma_x(X, W_t)}{\sigma_x(S_p, W_t)} \right\} \begin{cases} X(p) = x \\ P \end{cases} \rho_X(p)(x)d(S_p \cap W_t)(x)dM(p),
\]

and assume it to be a measurable function with respect to the couple \((p, t)\). Let \( A \in \mathcal{B}(M) \) be any Borel subset of \( M \).

(i) If \( A \in \mathcal{B}(M) \), then for almost every \( t \in \mathbb{R}^m \)

\[
\mathbb{E}[X^{-1}(W_t) \cap A] = \int_A \delta_{X \in W_t}.
\]

Equivalently, there is a full measure set \( T \subset \mathbb{R}^m \), such that for all \( t \in T \), the set function \( A \mapsto \mathbb{E}[X^{-1}(W_t) \cap A] = \mathbb{E}[X^{-1}(W_t) \cap A] \) is an absolutely continuous Borel measure on \( M \) with density \( \delta_{X \in W_t} \).

(ii) Let \( X \not\parallel W_{t_0} \) almost surely and assume that there exists a density \( \delta_{top} \in L^1_{loc}(M) \) such that \( \lim sup_{t \rightarrow t_0} \int_K \delta_{X \in W_t} \leq \int_K \delta_{top} \) for every compact set \( K \subset M \). Then

---

18 See point (ii) of Definition 2.1.

19 The set \( W_t \) might be empty for some non negligible set of values of \( t \in \mathbb{R}^m \). This is not a contradiction: for such \( t \) we will have that \( \delta_{X \in W_t} = 0 \) and \( \mathbb{E}[X \in W_t] = 0 \).
the measure $\mathbb{E}_{X \in W_t}$ is an absolutely continuous Radon measure on $M$. In this case the corresponding density $\delta \in L^1_{loc}(M)$ satisfies $\delta \leq \delta_{top}$. In particular, if $\delta_{X \in W_t} \to \delta_{X \in W_0}$ in $L^1_{loc}(M)$, then

$$\mathbb{E}_{X \in W_0}(A) = \int_A \delta \leq \int_A \delta_{X \in W_0}.$$ 

**Remark 7.1** The left hand side of equation (7.1) is well defined for almost every $t \in \mathbb{R}^k$. This can be seen as follows. Using Tonelli’s theorem, we can prove that $P\{X - \emptyset \in W_t\} = 1$ for almost every $t \in \mathbb{R}^m$:

$$\int_{\mathbb{R}^m} P\{X - \emptyset \in W_t\} dt = d[X] \otimes \mathcal{L}^m \left( \left\{ (f, t) \in C^1(M, N) \times \mathbb{R}^m : (\varphi \circ f)|_{f^{-1}(N_0) - \emptyset} \{t\} \right\} \right)$$

$$= \mathbb{E}\{\mathcal{L}^m(\{\text{critical values of } \varphi \circ X|_{X^{-1}(N_0)}\})\} = 0.$$ 

The last equality following from Sard’s theorem: critical values of a $C^1$ map between two manifolds of the same dimension form a set of zero Lebesgue measure. Combining this fact with Lemma 1.1, we deduce that there is a full measure set $T \subset \mathbb{R}^m$ such that the set function

$$\mathcal{B}(M) \ni A \mapsto \mathbb{E}_{X \in W_t}(A) := \mathbb{E}[X^{-1}(W_t) \cap A] \in [0, +\infty]$$

is well defined and is a Borel measure.

The density $\delta_{X \in W_t}$ appearing above is the same that appears in the statement of Theorem 2.3, where $M$ and $N$ are endowed with auxiliary Riemannian metrics. Since the conditional expectation

$$x \mapsto \mathbb{E}\left\{ J_p \frac{\sigma_p(X, W_t)}{\sigma_p(S_p, W_t)} | X(p) = x \right\}$$

is defined (for every $p$) up to almost everywhere equivalence and $S_p \cap W_t$ has Lebesgue measure zero, it follows that the value of $\delta_{X \in W_t}(p)$ is not uniquely determined. By saying that $\delta_{X \in W_t}(p)$ should be measurable in $p$ and $t$, we mean that we assume to have chosen a representative of the conditional expectation above in such a way that the function $(p, t) \mapsto \delta_{X \in W_t}(p)$ is measurable. In the KROK case (Definition 2.1), however, there is no such ambiguity (see Sect. KROK.(viii)).

Moreover, notice that the value of $\delta_{X \in W_t}(p)$ depends on the choices of $S_p$ and $\rho_p$ rather than just $[X(p)]$. Indeed, the choice of the submanifold $S_p$ such that $d[X(p)] = \rho_p(p) dS_p$ is not unique in general. In fact, $S_p$ can even be replaced with $S_p \setminus W_0$, so that $\delta_{X \in W_0} = 0$. This is not in contradiction with the theorem, because the identity (7.1) is valid for all $t$ out of a measure zero set. Again, in the KROK case we don’t have to worry about that, because, by point (vi) of 2.1, $S_p \subset N$ is required to be closed.
Remark 7.2 There is a treacherous measurability issues, that the author wasn’t able to solve. Given a random $\mathcal{C}^1$ map $X : M \to N$ and a map $\varphi : N_0 \subset N \to \mathbb{R}^m$ satisfying the hypotheses of Theorem 7.1, is it true that there exists a version of the density $\delta_{X \in W}$ that is measurable with respect to $(p, t)$? Measurability is crucial to use Fubini-Tonelli’s Theorem, thus in Theorem 7.1 we assume that we are in a situation where the previous question has a positive answer, though such hypothesis may be redundant.

Before going into the proof of Theorem 7.1, let us prove two important preliminary results. The first (see Corollary 7.2) ensures that the number $\# [X^{-1}(W) \cap A]$ is measurable in $(X, t)$ for every Borel set $A$. The second (see Lemma 7.2) gives an alternative expression for $\delta_{X \in W}$, that is convenient to use in the proof of the Theorem.

Lemma 7.1 Let $M$, $N$ and $T$ be metrizable topological spaces and let $\varphi : K \to T$ be a continuous function, where $K \subset N$ is a closed subset. Then, for every compact set $A \subset M$, the function below is Borel

$$\mathcal{C}^0(M, N) \times T \ni (f, t) \mapsto \#(f^{-1}(\varphi^{-1}(t)) \cap A) \in \mathbb{N} \cup \{\infty\}.$$  

Proof Fix $\varepsilon > 0$ and define, for each subset $S \subset M$ the number $\#_\varepsilon(S)$ to be the minimum number of open subsets of diameter smaller than $\varepsilon$ that are needed to cover $S$. Observe that $\#(S) = \sup_{\varepsilon > 0} \#_\varepsilon(S)$, therefore we can conclude the proof by showing that the function $(f, t) \mapsto \#_\varepsilon(f^{-1}(\varphi^{-1}(t)))$ is Borel for every $\varepsilon$.

Let us consider two convergent sequences $f_n \to f$ in $\mathcal{C}^0(M, T)$ and $t_n \to t$. Assume that $B_1, \ldots, B_k$ are open balls in $M$ of diameter smaller than $\varepsilon$ such that $\bigcup_{i=1}^k B_i \supset f^{-1}(t)$. We claim that for $n$ big enough, we have an inclusion

$$\bigcup_{i=1}^k B_i \supset f_n^{-1}(\varphi^{-1}(t_n)).$$

If not, there would be a sequence $p_n \in f_n^{-1}(\varphi^{-1}(t_n))$ such that $p_n \notin \bigcup_{i=1}^k B_i$; now, by the compactness of $M$, we can assume that $p_n \to p \notin \bigcup_{i=1}^k B_i$, but then we find a contradiction as follows. We have $f_n(p_n) \in K$ for all $n$, so that $f(p) \in K$, thus $f(p) \in \varphi^{-1}(t)$ because $t_n = \varphi(f_n(p_n)) \to \varphi(f(p))$. Hence $p \in f^{-1}(\varphi^{-1}(t)) \subset \bigcup_{i=1}^k B_i$, which contradicts a previous statement.

It follows that $\#_\varepsilon(f^{-1}(\varphi^{-1}(t)))$ is an upper semicontinuous function:

$$\limsup_{(f_n, t_n) \to (f, t)} \#_\varepsilon(f_n^{-1}(\varphi^{-1}(t_n))) \leq \#_\varepsilon(f^{-1}(\varphi^{-1}(t)))$$

and therefore it is measurable. $\square$

Corollary 7.2 Let $X : M \to N \supset W_0 \subset N_0 \xrightarrow{\varphi} \mathbb{R}^m$ satisfy the hypotheses of Theorem 7.1. Let $A \subset \mathcal{B}(M)$ be any Borel set. Then the function $u_A(f, t) :=$
where $\{ f^{-1}(W_i) \cap A \}$ is a measurable function on the completion of the measure space $(\mathcal{C}^1(M, N) \times \mathbb{R}^m, \mathcal{B}, [X] \otimes \mathcal{L}^m)$.

Proof Let us consider the Borel set $\mathcal{F} = \{(f, t) : f \upharpoonright W_t \subset \mathcal{C}^1(M, N) \times \mathbb{R}^m$. Remark 7.1 implies that $\mathcal{F}$ is a full measure subset of $(\mathcal{C}^1(M, N) \times \mathbb{R}^m, \mathcal{B}, [X] \otimes \mathcal{L}^m)$, therefore we can conclude by showing that the restriction $(u_A)_{|\mathcal{F}}$ is Borel for every $A \in \mathcal{B}(M)$.

Let $K_i \subset N_0$, for $i \in \mathbb{N}$, be a sequence of increasing closed subsets (in $N$) whose union is equal to $N_0$ and define

$$u_A^{(i)}(f, t) = \#[f^{-1}(W_i \cap K_i) \cap A].$$

Then $u_A(f, t) = \sup_{i \in \mathbb{N}} u_A^{(i)}(f, t)$, and we already know that $u_A^{(i)}$ is Borel for any compact subset $A \subset M$ because of Lemma 7.1. Moreover, if $(f, t) \in \mathcal{F}$, we have that $f^{-1}(W_i \cap K_i)$ is a closed discrete subset of $M$, because $f_i \upharpoonright W_i$ and $W_i \cap K_i = (\varphi|_{K_i})^{-1}(t)$ is closed. Therefore $(u_A^{(i)})_{|\mathcal{F}}$ is finite whenever $A$ is contained in a compact set.

Thanks to this observation, we can argue exactly as in the proof of Lemma 1.1: write $M = \cup_j M_j$ as an increasing union of compact subsets; show that the family $\mathcal{D}_j$ of subsets $A \subset M_j$ such that $U_A^{(i)}_{|\mathcal{F}}$ is measurable forms a Dynkin class; conclude with the Monotone Class Theorem (see [9]) that $(u_A^{(i)})_{|\mathcal{F}}$ is Borel for any $A \in \mathcal{B}(M)$.

\[\square\]

The following Lemma helps to rewrite the candidate formula (2.4) for the Kac-Rice density as something that is more directly comparable with the Coarea formula (see Theorem C.3), which will be one of the main ingredients in the proof of Theorem 7.1.

**Lemma 7.2** Let $X : M \rightarrow N \supset W_t \subset N_0 \stackrel{\varphi}{\rightarrow} \mathbb{R}^m$ satisfy the hypotheses of Theorem 7.1. Then we can rewrite the formula (2.4) as follows:

$$\delta_{X \in W_t}(p) = \int_{S_p \cap W_t} \mathbb{E} \left\{ \frac{\delta_p(\varphi \circ X)}{J_X(\varphi|_S)} \bigg| X(p) = x \right\} \rho_X(p)(x) d(S_p \cap W_t)(x).$$

Proof It is sufficient to prove the following identity (the Definitions of the object in play are in the “Appendices 1 and 2”):

$$\frac{\delta_p(\varphi \circ X)}{J_X(\varphi|_S)} = \delta_p X \frac{\sigma_X(W, d_p X)}{\sigma_X(W, S)},$$

where $X(p) = x$, $\varphi(x) = t$ and $W = \varphi^{-1}(t)$. Let us take three frames $\tau$, $\omega$ and $\eta$ such that the tuple $(\tau, \omega, \eta)$ is an orthonormal basis of $T_x N$ (in the sense of Definition B.1) and such that the first frame $\tau$ is a basis of $T_x W \cap T_x S$ and $\eta$ is a basis of $T_x W^\perp$. It follows that $\omega$ must be an orthonormal basis of $T_x W \cap (T_x W \cap T_x S)^\perp$, see Fig. 2.
The vectors $\tau$ and $\omega$ form an orthonormal basis of $T_x W$ such that $\tau$ is in $T_x S$. The vectors $\eta$ span $T_x W^\perp$, thus their projection onto $T_x S$, together with $\tau$, form a (non necessarily orthogonal) basis of $T_x S$.

The matrix of $dx \varphi$ in such basis has the form

\[
\begin{pmatrix}
1 & 0 \\
0 & B \\
0 & C
\end{pmatrix}
\]

for some $m \times m$ invertible matrix $A$. The space $T_x S$ (written in terms of the basis $(\tau \omega \eta)$) is spanned by the columns of a matrix of the form

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & B & C
\end{pmatrix}
\]

Without loss of generality we can choose $(B^T C^T)^T$ to be an orthonormal frame. Notice that $\det C \neq 0$ because $T_x S \subseteq T_x W$ and that $\ker(d_u \varphi|_S)$ is spanned by the first $m$ columns, since they correspond to the basis $\tau$, hence $J_x (\varphi|_S) = |\det AC|.$

For any $u \in M = \mathbb{D}^m$ we have, by definition, that $\delta_u(\varphi \circ X) = J_u (\varphi \circ X) du$.

\[
\frac{J_p (\varphi \circ X)}{J_x (\varphi|_S)} = \frac{\det (d_p \varphi \frac{\partial X}{\partial u})}{\det(A) \det(C)} = \frac{|\det(A)| \text{vol} (\Pi_{T_x W \perp} (\frac{\partial X}{\partial u}))}{\sigma (T_x W, \text{span} (\frac{\partial X}{\partial u})) \cdot \text{vol} (\frac{\partial X}{\partial u})} = \frac{\sigma (T_x W, T_x S)}{\sigma (T_x W, T_x S)}.
\]

\[\square\]

7.1 Proof of the general formula: Theorem 7.1

**Proof** (Proof of Theorem 7.1) (i) Let $A \in \mathcal{B}(M)$. In what follows, let us keep in mind that, by Corollary 7.2, the function $u_A(f, i) = \#(f^{-1} (W_i) \cap A)$ is measurable on the
The Coarea formula was applied to the function $\phi$. It is possible because the functions involved are positive and measurable.

Let $a \in B^+(\mathbb{R}^m)$ and apply the Area formula (see Theorem C.2) to the (deterministic) map $(\varphi \circ X)|_{X^{-1}(N_0)} : X^{-1}(N_0) \to \mathbb{R}^m$, with
\[
g(p) = a(\varphi(X(p)))1_{A}(p) 1_{N_0}(X(p)).
\]

We obtain an identity, valid for all $X \in \mathcal{G}^1(M, N)$:
\[
\int_{\mathbb{R}^m} a(t)\#[X^{-1}(W_t) \cap A]dt = \int_{A} \left((a \circ \varphi \circ X) \cdot (1_{N_0} \circ X)\right) \delta(\varphi \circ X). \tag{7.2}
\]

Using the Coarea formula C.3, we deduce a second identity, as follows:
\[
\mathbb{E} \left\{ (a \circ \varphi \circ X) \cdot (1_{N_0} \circ X) \right\} |_p \\
= \mathbb{E} \left\{ a(\varphi(X(p)))1_{N_0}(X(p))\delta_p(\varphi \circ X) \right\} \\
= \int_{N_0} a(\varphi(x))\mathbb{E}\left\{ \delta_p(\varphi \circ X)|X(p) = x\right\} d[X(p)](x) \\
= \int_{S_p \cap N_0} a(\varphi(x))\mathbb{E}\left\{ \delta_p(\varphi \circ X)|X(p) = x\right\} \rho_X(p)(x)dS_p \\
= \int_{\mathbb{R}^m} a(t)\int_{S_p \cap \varphi^{-1}(t)} \mathbb{E}\left\{ \delta_p(\varphi \circ X)|X(p) = x\right\} \rho_X(p)(x) \frac{d((\varphi|_{S_p})^{-1}(t))}{J_X(\varphi|_{S_p})}dt \\
= \int_{\mathbb{R}^m} a(t) \left( \int_{S_p \cap W_t} \mathbb{E}\left\{ \frac{\delta_p(\varphi \circ X)}{J_X(\varphi|_{S_p})}|X(p) = x\right\} \rho_X(p)(x)d(S_p \cap W_t)(x) \right) dt \\
= \int_{\mathbb{R}^m} a(t)\delta_X \in W_t(p)dt. \tag{7.4}
\]

The Coarea formula was applied to the function $\varphi|_{S_p \cap N_0} : S_p \cap N_0 \to \mathbb{R}^k$ in the fourth line. The last equality uses Lemma 7.2.

Taking the expectation on both sides of (7.2) and repeatedly interchanging the order of integration via Tonelli’s theorem\textsuperscript{21}, we obtain
\[
\int_{\mathbb{R}^m} a(t)\mathbb{E}\left\{ \#[X^{-1}(W_t) \cap A]\right\} dt = \mathbb{E}\left\{ \int_{\mathbb{R}^m} a(t)\#[X^{-1}(W_t) \cap A]dt \right\} \\
= \mathbb{E}\left\{ \int_{A} ((a \circ \varphi \circ X) \cdot (1_{N_0} \circ X)) \delta(\varphi \circ X) \right\} \\
= \int_{A} \int_{\mathbb{R}^m} a(t)\delta_X \in W_t(p)dt \\
= \int_{\mathbb{R}^m} a(t) \left( \int_{A} \delta_X \in W_t(p) \right) dt.
\]

\textsuperscript{21} It is possible because the functions involved are positive and measurable.
Given the arbitrariness of $a$ this proves (i).

(ii) Lemma 1.1 guarantees that in this case the set function $\mu(A) = \mathbb{E}\#[X^{-1}(W_0) \cap A]$ is a well defined Borel measure on $M$.

Let $K \subset M$ be a compact set and let $O$ be its interior. If $X \ni W_0$, then 0 is a regular value for the map $(\varphi \circ X) : X^{-1}(N_0) \to \mathbb{R}^m$, hence there is an $\varepsilon(X) > 0$ such that, for any $0 < \varepsilon < \varepsilon(X)$, the set $(\varphi \circ X)^{-1}(B_\varepsilon) \cap O$ is a disjoint union of balls $U_i$ with the property that $(\varphi \circ X)|_{U_i} : U_i \to B_\varepsilon$ is a $C^1$ diffeomorphism, therefore the number $\#[X^{-1}(W_t) \cap O]$ is constant for all $|t| < \varepsilon(X)$.

Let $a_\varepsilon \in C^\infty_c(\mathbb{R}^m)$ be a non negative function supported in the ball $B_\varepsilon$ of radius $\varepsilon > 0$ and with $\int_{\mathbb{R}^m} a_\varepsilon = 1$. In this case, formula (7.2) implies that

$$\#[X^{-1}(W_0) \cap O] = \lim_{\varepsilon \to 0^+} \int_{O} (a_\varepsilon \circ \varphi \circ X) \cdot (1_{N_0} \circ X) \delta(\varphi \circ X).$$

Taking expectation on both sides we have

$$\mu(O) = \mathbb{E}\left\{ \lim_{\varepsilon \to 0^+} \int_{O} (a_\varepsilon \circ \varphi \circ X) \cdot (1_{N_0} \circ X) \delta(\varphi \circ X) \right\}$$

$$\leq \liminf_{\varepsilon \to 0} \mathbb{E}\left\{ \int_{O} (a_\varepsilon \circ \varphi \circ X) \cdot (1_{N_0} \circ X) \delta(\varphi \circ X) \right\} \quad \text{(Fatou)}$$

$$= \liminf_{\varepsilon \to 0} \int_{O} \int_{\mathbb{R}^m} a_\varepsilon(t) \delta_{X \in W_i} dt \quad \text{(Tonelli and (7.3))}$$

$$= \liminf_{\varepsilon \to 0} \int_{B_\varepsilon} a_\varepsilon(t) \left( \int_{O} \delta_{X \in W_i} dt \right) dt \quad \text{(Tonelli again)}$$

$$\leq \int_K \delta_{top}.$$

In particular, if $O \subset M$ belongs to the class $\mathcal{S}$ of relatively compact open subsets such that $\partial O$ has measure zero, then $\nu(O) \leq \int_O \delta_{top}$. It follows that the measure $\mu$ is absolutely continuous with respect to the measure $\nu = \int \delta_{top}$. Indeed if $A \in \mathcal{B}(M)$ is such that $\nu(A) = 0$, then

$$\mu(A) \leq \inf_{B_i \in \mathcal{S}, \ A \subset \bigcup_i B_i} \sum_i \mu(B_i) \leq \inf_{B_i \in \mathcal{S}, \ A \subset \bigcup_i B_i} \sum_i \int_{B_i} \delta_{top} = \nu(A) = 0.$$

$$\text{(7.5)}$$

By the Radon-Nikodym theorem (see A.2), this implies the existence of a measurable density $\delta \in L^1_{loc}(M)$ such that $\mu(A) = \int_A \delta$ for every $A \in \mathcal{B}(M)$. Moreover, since $\mu(A) \leq \nu(A)$ by equation (7.5), $\delta$ satisfies almost everywhere the inequality: $\delta \leq \delta_{top}$. 

\[\Box\]
8 Proof of the main Theorem

The goal of this section is to specialize the abstract result of Theorem 7.1 to the, more friendly, KROK situation. Let us consider a $C^1$ random map $X : M \to N$ and a submanifold $W \subset N$ such that the couple $(X, W)$ is KROK, that is, it satisfies the conditions i-ix of Definition 2.1.

To facilitate the next proofs, we will show that, without loss of generality we can make some further assumptions on $X$ and $W$ (Fig. 3).

**Definition 8.1** Let $(X, W)$ be a KROK couple. Let

$$
\phi : \overline{N_0} \sim \mathbb{D}^{m} \times \mathbb{D}^{s-m} \times \mathbb{D}^{n-s} = \{(t, y, z)\}
$$

be a chart of $N$. We say that $\phi$ is a KROK chart at $(p, q) \in \mathcal{M}$ if the following assumptions are satisfied.

(i) $N_0 \subset N$ is a relatively compact open subset such that $W \cap N_0 = \phi^{-1}(t = 0)$.

(ii) There is an open neighborhood $O_p \subset M$ of $p$ and a smooth map $g \in \mathcal{C}^\infty(O_p \times \mathbb{D}^{m} \times \mathbb{D}^{s-m}, \mathbb{D}^{n-s})$, such that

$$
\phi(S_u \cap \overline{N_0}) = \text{graph}(g(u, \cdot)) = \{(t, y, g(u, t, y)) : (t, y) \in \mathbb{D}^{m} \times \mathbb{D}^{s-m}\}.
$$

In this case we say that the tuple $(O_p, N_0, \phi, g)$ is a KROK model for $(X, W)$. 

*Fig. 3* An illustration of Lemma 8.1
Lemma 8.1 Let \((X, W)\) be KROK. Then for all \((p, q) \in \mathcal{M}\), there are open sets \(p \in O_p \subset M\) and \(q \in N_0 \subset N\) and a KROK model \((O_p, N_0, \phi, g)\) for \((X, W)\).

**Proof** Consider the point \(q \in S_p \cap W\). Since \(S_p \cap W\), there is a chart \(\phi : N_0 \rightarrow \mathbb{R}^m \times \mathbb{R}^{s-m} \times \mathbb{R}^{n-s} = \{(t, y, z)\}\) centered at \(q\), such that \(W \cap N_0 = \{(0, y, z) : y, z\}\) and \(S_p \cap N_0 = \{(t, y, 0) : t, y\}\). Now, let us consider the set \(\mathcal{S} = \{(u, v) \in M \times N : u \in S_u\}\) (see Definition 2.1) and observe that \(T_u S_u = T_{(u,v)} \mathcal{S} \cap T_u N\). Since \(\mathcal{S}\) is a submanifold of \(M \times N\) by Definition 2.1, we deduce that for any \(u, v\) close to \(p, q\) in \(M \times N\), the tangent spaces \(T_v S_u\) and \(T_q S_p\) are close to each other. This implies that for all \(u\) in a neighborhood \(O_p\) of \(p\), de submanifold \(S_u \cap N_0\) can be parametrized as the graph of a function \(g_u(t, y)\) and that this function depends smoothly on \(u\). \(\Box\)

Lemma 8.2 Let \((O_p, N_0, \phi, g)\) be a KROK model for a KROK couple \((X, W)\). Let \((X^1, X^2, X^3) := \phi \circ X\) and define

\[
\begin{align*}
q : & M \times \mathbb{R}^m \times \mathbb{R}^{s-m} \rightarrow N_0, \\
q(u, t, y) := & \phi^{-1}(t, y, (g(u, t, y))) \in S_u \cap W_t \cap N_0.
\end{align*}
\]

Then the expression of \(\delta_{X \in W_t} = \rho_{X \in W_t} du\) in the coordinates \(t, y, z\) is the following.

\[
\rho_{X \in W_t}(u) = \int_{\mathbb{R}^{s-m}} E \left\{ \left| \det \left( \frac{\partial X^1(u)}{\partial u} \right) \right| X(p) = q(u, t, y) \right\} \\
\rho_{X(u)}(q(u, t, y)) \sqrt{\det G(u, t, y)} dy,
\]

where \(G(u, t, y) = (\frac{\partial g}{\partial t}, \frac{\partial g}{\partial y})^T, (\frac{\partial g}{\partial t}, \frac{\partial g}{\partial y})\) is the Gram matrix of \(S_u\) with respect to the coordinates \(t, y\).

**Proof** It is convenient to write \(\rho_{X \in W_t}\) with the formula of Lemma 7.2, where \(\varphi : N_0 \rightarrow \mathbb{R}^m\) is the function defined by \(\varphi(\phi^{-1}(t, y, z)) = t\). Thus, it is sufficient to show that

\[
\frac{d(S_u \cap W_t)}{J_v(\varphi|_{S_u})} = \sqrt{\det G} dy.
\]

Let us start by looking at the most tedious piece, namely the jacobian. The matrix of \(d_u \varphi\) in the coordinates \(t, y\) is \((1 0)\), so that formula (C.1) in “Appendix”, yields

\[
J_u(\varphi|_{S_u}) = \det \left( \begin{pmatrix} 1 & 0 \\ 0 & G^{-1} \end{pmatrix} \right)^{1/2} = \det \left( S^{-1} \right)^{1/2} = \left( \frac{\det G_2}{\det G} \right)^{1/2},
\]
where $S = G_{11} - G_{12}G_{22}^{-1}G_{12}$. The last two equalities can be deduced from the identity:

$$
\begin{pmatrix}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{pmatrix}
\cdot
\begin{pmatrix}
\mathbb{I} & 0 \\
-G_{22}^{-1}G_{21} & \mathbb{I}
\end{pmatrix}
= 
\begin{pmatrix}
S & G_{12} \\
0 & G_{22}
\end{pmatrix}.
$$

Now, since $\phi(N_0 \cap S_u \cap W_t) = \{(t, y) : y \in \mathbb{D}^{s-m}\}$, the Gram matrix of $S_u \cap W_t$ in the coordinates $y$ is exactly $G_{22}$. Therefore, we conclude

$$
d(S_u \cap W_t) J_v(\phi|S_u) = \sqrt{\det G_{22}} dy = \sqrt{\det G} dy.
$$

\[\square\]

**Remark 8.1** Formula (8.1) can be rewritten in a form that doesn’t involve the metrics on $M$ and $N$. Define a random element $X^1(u) \in \mathbb{R}^m \cup \{\} \mapsto \phi^1(X(u))$ if $X(u) \in N_0$ and $X^1(u) = t$ whenever $X(u) \notin N_0$. Then, if $A \subset \mathbb{R}^m$,

$$
\mathbb{P}\{X^1(u) \in A\} = \mathbb{P}\{X(u) \in N_0 \cap \phi^{-1}(A \times \mathbb{D}^{s-m})\}
= \int_A \left(\int_{\mathbb{D}^{s-m}} \rho_{X(u)}(q(u, t, y)) \sqrt{\det G(u, t, y)} dy\right) dt,
$$

hence the restriction of the measure $[X^1(u)]$ to $\mathbb{R}^m$ is absolutely continuous, so that if we denote its density by $\rho_{X^1(u)}(t) dt$ we obtain an equivalent expression to that in formula (8.1).

$$
\delta_{X \in W_t}(u) = \mathbb{E}\left\{\left|\det \left(\frac{\partial X^1(u)}{\partial u}\right)\right| \mid X(u) \in N_0, X^1(u) = t\right\} \rho_{X^1(u)}(t) du.
$$

Notice that $\delta_{X \in W_t} = \delta_{X^1 \in \{t\}}$. The above formula is completely independent from the Riemannian structures of $M$ and $N$.

**8.1 A construction**

The purpose of this section is to show that Theorems 2.2 and 2.5 are actually equivalent. In fact, although the latter is evidently a more general result, it can be proved with a particularly simple application of the former. To understand this, let us define a new $C^1$ random map $\tilde{X} : \tilde{M} \rightarrow \tilde{N}$, such that

$$
\tilde{X} : \tilde{M} = \bigsqcup_{p \in M} \{p\} \times (S_p \cap W) \rightarrow \tilde{N} = \bigsqcup_{(p, q) \in \tilde{M}} \{(p, q)\} \times S_p,
$$

$$(p, q) \mapsto (p, q, X(p)).$$

$^{22}$ $S$ is called the Schur complement of the block $G_{22}$ in $G = \begin{pmatrix}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{pmatrix}$. 
**Remark 8.2** The fact that $\mathcal{I}$ is closed guarantees that $X(p) \in S_p$ for all $p \in M$, with probability one, hence this definition is well posed. Indeed given a dense countable subset $D \subset M$, then

$$\mathbb{P}\{X(p) \in S_p \ \forall p \in D\} = \mathbb{P}\left(\bigcap_{p \in D} \{X(p) \in S_p\}\right) = 1$$

and if the $X(p) \in S_p$ for all $p \in D$, then $(p, X(p)) \in \mathcal{I} = \mathcal{I}$ for all $p \in M$, by density and continuity.

Define also the diagonal submanifold $\mathcal{W} = \{(p, q, q): (p, q) \in \mathcal{M}\} \subset \mathcal{N}$. Now, the random set $\Gamma(X, W)$ from Theorem 2.5, defined for a KROK couple $(X, W)$, can be interpreted as

$$\Gamma(X, W) = \{(p, q) \in M \times W: q = X(p)\} = \mathcal{I}^{-1}()$$

therefore $\#_\Gamma(X, W)(V) = \#_{\mathcal{I}^{-1}}(V \cap \mathcal{M})$ for any $V \subset M \times N$.

Observe that if $\dim S_p = s$, then the dimensions of $\mathcal{M}$, $\mathcal{N}$, $\mathcal{W}$ are $s$, $2s$, $s$.

**Claim** The couple $(\mathcal{I}$, $\mathcal{W}$) is KROK and

$$d[\mathcal{I}(p, q)](x, y, y') = \delta_p(x)\delta_q(y)\rho_{X(p)}(y')dZ_{p,q}$$

where $Z_{p,q} = \{p, q\} \times S_p$. Moreover $Z_{p,q} \cap \mathcal{W} = \{(p, q, q)\}$ is always finite.

**Proof** It is enough to observe that if $X \nparallel W$, then $\mathcal{I} \nparallel \mathcal{W}$, and that if $S_p \nparallel W$, then $Z_{p,q} \nparallel \mathcal{W}$. □

It follows that the expression $V \mapsto \mathbb{E}\#_{\mathcal{I} \cap \mathcal{W}}(V)$ defines a Borel measure on $\mathcal{M}$ and putting $V = A \times B$, where $A \in \mathcal{B}(M)$ and $B \in \mathcal{B}(N)$, we have

$$\#_{X \in B \cap W}(A) = \#_{\mathcal{I} \cap \mathcal{W}}(A \times B \cap \mathcal{M}).$$

In other words, we can consider the measure $\mathbb{E}\#_{X \in W}(\cdot)$ as the section $\mu(W \times \cdot)$ of a Borel measure $\mu = \mathbb{E}\#_{\mathcal{I} \cap \mathcal{W}}(\mathcal{M} \cap \cdot)$ on $M \times N$, with $\text{supp}(\mu) \subset \mathcal{M}$.

Moreover, the fact that $Z_{p,q} \cap \mathcal{W}$ is always equal to the point $(p, q, q) \in \mathcal{N}$, permits to get rid of the integral in the formula for $\delta_{\mathcal{I} \cap \mathcal{W}}$:

$$\delta_{\mathcal{I} \cap \mathcal{W}}(p, q) = \mathbb{E}\left\{\delta_{(p,q)}(\mathcal{I}) \sigma_{(p,q)}(\mathcal{I}, \mathcal{W}) \mid X(p) = q\right\}\rho_{X(p)}(q).$$

---

23 Here $\delta_p$ denotes the $\delta$–measure on the point $p$.

24 It is a strict inclusion, when $\rho_{X(p)}(q) = 0$ on a not negligible set of points $p, q$. 
Lemma 8.3 Let $\mathcal{X} : \mathcal{M} \rightarrow \mathcal{N}$ be the map defined above. Then the density element $\delta_{\mathcal{X} \in \mathcal{Y}}(p, q) \in \Delta(p, q)\mathcal{M}$ can be written as follows.

$$
\delta_{\mathcal{X} \in \mathcal{Y}}(p, q) = \mathbb{E} \left\{ J_p X \frac{\sigma_x(X, W)}{\sigma_x(S_p, W)} \bigg| X(p) = x \right\} \rho_{X(p)}(x) d\mathcal{M}(p, q)
$$

where $\mathcal{M}$ is endowed with the Riemannian metric induced by the isomorphism $T_{(p, q)}\mathcal{M} \cong T_p M \oplus T_q (W \cap S_p)$, by declaring it to be an orthogonal splitting.

**Proof** Let $(O_p, N_0, \phi, g)$ be a KROK model for a KROK couple $(X, W)$. Define $q(u, t, y) = \phi^{-1}(t, y, g(u, t, y))$. In the rest of the proof we will identify $O_p \cong \mathbb{D}^m$, so that in particular $p = 0$ and $q = q(0, 0, 0)$. Let $N_0^{\mathcal{X}}$ be the open neighborhood of $(p, q)$ in $\mathcal{N}$, defined as the image of the map $25$

$$
\mathbb{D}^s \times \mathbb{D}^s \ni (t^{\mathcal{X}}, z^{\mathcal{X}}) = ((t', y'), (u, y)) \mapsto (u, q(u, 0, y), q(u, t', y + y')).
$$

We call $\phi^{\mathcal{X}} : N_0^{\mathcal{X}} \rightarrow \mathbb{D}^s \times \mathbb{D}^s$ the inverse of the above map, which provides a coordinate chart for $N_0^{\mathcal{X}}$. Let us consider the following small open subset in $\mathcal{M}$

$$
O^{\mathcal{X}}_{(p, q)} = \{ (u, q(u, 0, y)) : (u, y) \in \mathbb{D}^s \} \cong \mathbb{D}^s
$$

and let us define the coordinate $u^{\mathcal{X}} = (u, y)$ on it.

We can see now that $(O_{(p, q)}, N_0^{\mathcal{X}}, \phi^{\mathcal{X}}, g^{\mathcal{X}})$ is a KROK model for $(\mathcal{X}, \mathcal{Y})$, where $g^{\mathcal{X}}(u^{\mathcal{X}}, t^{\mathcal{X}}) = u^{\mathcal{X}}$. Indeed $\mathcal{Y} \cap N_0^{\mathcal{X}} = \{ t^{\mathcal{X}} = 0 \}$ and $\phi^{\mathcal{X}}(Z_{u^{\mathcal{X}}} \cap N_0^{\mathcal{X}}) = \{ (t^{\mathcal{X}}, z^{\mathcal{X}}) : z^{\mathcal{X}} = u^{\mathcal{X}} \}$ is equal to the graph of the map $g^{\mathcal{X}}$. It follows that $\delta_{\mathcal{X} \in \mathcal{Y}} = \rho_{\mathcal{X} \in \mathcal{Y}} du^{\mathcal{X}}$ can be represented with the formula of Lemma 7.2, where $\varphi(p, q, q') = t^{\mathcal{X}}$.

25 After a rescaling of the coordinate $y$, we can assume that $\mathbb{D}^s \times \mathbb{D}^s \subset \phi(N_0)$. 
Here we used that, according to our definition, $X \text{Kac-Rice formula for transverse intersections}$

**Theorem 8.2**

Let $d_d$ observing that $d$ and since, by definition, $d$

Because of the construction of Sect. 8.1, we can assume that $Proof$

In other words, the relation between the absolutely continuous Borel measures with densities $\delta_{X \in W} = \rho_{X \in W} \# M \in L^+(M)$ and $\delta_{X \in \mathcal{W}} = \rho_{X \in \mathcal{W}} \# \mathcal{M} \in L^+(\mathcal{M})$ mirrors the relation between the Borel measures $\mathbb{E}\#_{X \in W}$ on $M$ and $\mathbb{E}\#_{X \in \mathcal{W}}$ on $\mathcal{M}$. Indeed, observing that $d_{\mathcal{M}}(p, q) = d_{M}(p) \otimes d(S_p \cap W)(q)$, we have

$$\delta_{X \in W}(p) = \int_{W \cap S_p} \delta_{X \in \mathcal{W}}(p, q) dq.$$

Moreover, the hypotheses II and III, ensure that $\delta_{X \in \mathcal{W}}$ is a continuous density on $\mathcal{M}$.

**8.2 Proof of Theorems 2.2 and 2.5**

**Theorem 8.2** Let $(X, W)$ be KROK. Then for any $A \in \mathcal{B}(M)$

$$\mathbb{E}\#_{X \in W}(A) = \int_A \delta_{X \in W}. $$

**Proof** Because of the construction of Sect. 8.1, we can assume that $S_p \cap W = \{q(p)\}$ is a point, for every $p \in M$.

By Lemma 8.1 we can cover $M$ with a countable collection of embedded $m$-disks $D_i$, such that for each $i$, there is an open set $N_i \subset N$ containing $q(D_i)$ and such that there exists a KROK model $(D_i, N_i, \phi_i, g_i)$ for each $i$ (see Definition 8.1), in particular $X(O_i) \subset N_i$. If we assume that the theorem holds for each $X_i = X|_{O_i}$,
then for every $A \subset O_i$ we have:

$$\mathbb{E}\#_{X \in W}(A) = \mathbb{E}\#_{X_i \in W_i}(A) = \int_A \delta_{X_i \in W_i} = \int_A \delta_{X \in W}.$$  

The last equality is due to the fact that for every $p \in A$ the point $q(p)$ is already in $N_i$. This implies that the two Borel measures $\mathbb{E}\#_{X \in W}$ and $\int \delta_{X \in W}$ coincide for every $A$ small enough ($A \subset O_i$ for some $i$), thus they are equal.

For this reason, we can assume that there is a global KROK model $(M, N, \phi, g)$. In this case the variable $y$ is not needed because $\dim(S_p) = m$ and we have, from Lemma 8.2, that $\delta_{X \in W_i} = \rho_t du$ with

$$\rho_t(u) := \mathbb{E}\left\{ \left| \det \left( \frac{\partial X^1(u)}{\partial u} \right) \right| \left| X(u) = q(u, t) \right| \rho_{X(u)}(q(u, t)) \sqrt{\det G(u, t)}, \right\}$$

where $q(u, t) = \phi^{-1}(t, g(u, t))$ and $q(u, 0) = q(u)$. The KROK assumptions ensure that the function $(u, t) \mapsto \rho_t(u)$ is continuous at $M \times 0$, thus $\delta_{X \in W_i} \to \delta_{X \in W_0}$ in $L^1_{loc}$, so that from point (ii) of Theorem 7.1, applied with $\varphi(t, z) = t$, it follows that there exists a measurable function $g : M \to [0, 1]$, such that $\mathbb{E}\#_{X \in W} = \int g du$ and $g \leq \rho_0$. To end the proof it is sufficient to show that $g(p) \geq \rho_0(p)$ for almost every $p \in M$.

Let us consider the subset $P \subset M$ (recall that we are assuming $M = \mathbb{D}^m$) of all Lebesgue points for $g$, so that $p \in P$ if and only if

$$g(p) = \lim_{r \to 0} \frac{\mathbb{E}\#_{X \in W}(B_r)}{\mathcal{L}^m(B_r)}.$$  

We will prove that if $p \in P$, then $g(p) \geq \rho_0$. After that, the proof will be concluded since, by Lebesgue Differentiation theorem, $P$ is a full measure set in $M$.

Let $B_r$ be a closed ball of radius $r > 0$ in $M$ centered at $p \in P$. Let $f^1 = \varphi \circ f$ and consider the set

$$\mathcal{A}_s = \left\{ f \in \mathcal{C}^1(M, N) : f(B_s) \subset N_0, f^1|_{B_s} : B_s \hookrightarrow \mathbb{R}^m \text{ is an embedding} \right\}.$$  

It is straightforward to see that $\mathcal{A}_s$ is an open set in $\mathcal{C}^1(M, N)$. Define a family of continuous functions $\alpha_{s, \eta} : \mathcal{C}^1(M, N) \to [0, 1]$ such that $\alpha_{s, \eta} \to 1_{\mathcal{A}_s}$, when $\eta \to +\infty$.

Let $r \leq s$. Now, the random variable $\#_{X \in W_i}(B_r)\alpha_{s, \eta}(X)$ is bounded by 1 and converges almost surely as $t \to 0$, because $\mathbb{E}\#_{X \in W}(\delta B_r) = 0$. As a consequence, by dominated convergence, we have that

$$\mathbb{E}\left\{ \#_{X \in W_0}(B_r)\alpha_{s, \eta}(X) \right\} = \lim_{t \to 0} \mathbb{E}\left\{ \#_{X \in W_t}(B_r)\alpha_{s, \eta}(X) \right\}.$$

Moreover, arguing as in the proof of point (i) of Theorem 7.1, we have the following equality for almost every $t \in \mathbb{R}^m$ and every $\eta$:

$$
\mathbb{E}\left\{ \#_{X \in W_t}(B_r)\alpha_{s,\eta}(X) \right\} = \int_{B_r} \rho_{X \in W_t}^{s,\eta}(u)du,
$$

where

$$
\rho_{X \in W_t}^{s,\eta}(u) := \mathbb{E}\left\{ \left| \det \left( \frac{\partial X^1(u)}{\partial u} \right) \right| \alpha_{s,\eta}(X) \bigg| X(u) = q(u, t) \right\} \rho_{X(u)}(q(u, t))\sqrt{\det G(u, t)}.
$$

The important point here is that $\rho_{X \in W_t}^{s,\eta}(u)$ is continuous at $t = 0$ because of the KROK. (viii), so that we are allowed to do the last step in the following sequence of inequalities.

$$
\mathbb{E}\#_{X \in W}(B_r) \geq \mathbb{E}\left\{ \#_{X \in W_0}(B_r)\alpha_{r,\eta}(X) \right\} \\
= \lim_{t \to 0} \int_{B_r} \mathbb{E}\left\{ \#_{X \in W_t}\alpha_{r,\eta}(X) \right\} \\
= \lim_{t \to 0} \int_{B_r} \rho_{X \in W_t}^{r,\eta}(u)du \\
= \int_{B_r} \rho_{X \in W_0}^{r,\eta}(u)du.
$$

Now, because $p \in P$ and $\rho_{X \in W_0}^{s,\eta}$ is continuous, we have that

$$
g(p) = \lim_{r \to 0} \frac{\mathbb{E}\#_{X \in W}(B_r)}{m_m(B_r)} \geq \lim_{r \to 0} \frac{\int_{B_r} \rho_{X \in W_0}^{r,\eta}(u)du}{m_m(B_r)} = \rho_{X \in W_0}^{r,\eta}(p).
$$

Taking the supremum over all $\eta$ we obtain that

$$
g(p) \geq \mathbb{E}\left\{ \left| \det \left( \frac{\partial X^1(p)}{\partial u} \right) \right| \mathbb{1}_{\mathcal{A}_s}(X) \bigg| X(p) = q \right\} \rho_{X(p)}(q)\sqrt{\det G(p, 0)}, \quad (8.2)
$$

where $q = q(p, 0) \in W$. Observe that $\mathcal{A}_s$ is an increasing family (as $s \to 0$) whose union is equal to the set $\mathcal{A}_0$ consisting of all functions $f \in \mathcal{C}^1(M, N)$, such that $f(p) \in N_0$ and such that $d_pf^1$ is invertible. Therefore, we see that taking the supremum with respect to $s$ in (8.2) we obtain the thesis, valid for all $p \in P$:

$$
g(p) \geq \rho_0(p).$$

---

26 This is why we defined the continuous functions $\alpha_{s,\eta}$, instead of simply using the characteristic functions $\mathbb{1}_{\mathcal{A}_s}$. 
8.3 The case of fiber bundles: Proof of Theorem 2.6

**Proof** (Proof of Theorem 2.6) (We refer to “Appendix 2” for the notations with frames.) Let \( q \in W \) and \( p = \pi(q) \). Let us take an orthonormal basis \( \partial_u \) of \( T_p M \) and an orthonormal basis \( \partial_y \) of \( T_q S_p \cap T_q W \). Let us complete the latter to an orthonormal basis of \( T_q S_p \) by adding an orthonormal frame \( \partial_t \). Let us denote by \( h(\partial_u) \in T_q S_p \) the frame such that \( dq\pi(h(\partial_u)) = \partial_u \). Finally, observe that \( T_q W \cap (T_q S_p \cap T_q W)^\perp \) is contained in the space generated by \( (h(\partial_u), \partial_t) \) and it projects surjectively on \( T_p M \), hence it has a (not orthonormal) basis of the form \( \partial_z = h(\partial_u) + A\partial_t \), for some \( m \times m \) matrix \( A \). (the letters are coherent with the KROK coordinates, see Definition 8.1).

Now, by construction and by Definition B.2, we have

\[
\frac{d(S_p \cap W)(q)dM(p)}{\sigma(S_p, W)} = \frac{\text{vol}(\partial_z)}{\text{vol}(\partial_t \partial_z)} dydu = \frac{1}{\text{vol}\left(\begin{array}{c}1_m \\ A \\ 0 \end{array}\right)} \left(\text{vol}(\partial_y \partial_z) dydu\right) = dW(p).
\]

\[\square\]

8.4 Other counting measures: Proof of Theorem 4.1

**Proof** (Proof of Theorem 4.1) It is sufficient to prove the case in which \( \alpha \) is continuous, bounded and positive. Indeed, then the result can be extended by monotone convergence to any positive Borel function and finally to any Borel function \( \alpha \) by presenting it as \( \alpha = \alpha^+ - \alpha^- \). If \( \alpha \) is continuous, then the hypothesis KROK.(viii) ensures that one can repeat the whole proof of Theorem 2.3 with \( \#_{X \in W}^\alpha \) and \( \delta_{X \in W}^\alpha \). The only thing to check is the very first step, which is provided by the Area and Coarea formulas at equations (7.2) and (7.3) in the proof of the general formula of Theorem 7.1. For the weighted case, we have to apply the Area formula to the function \( \phi \circ X \), with

\[
g(p) = \alpha(X, p)\alpha(\phi(X(p))) 1_A(p) 1_{N_0}(X(p)).
\]

to get a generalization of identity (7.2):

\[
\int_{\mathbb{R}^m} a(t)\#_{X \in W_t}^\alpha(A)dt = \int_{\mathbb{R}^m} a(t) \left( \sum_{p \in A \cap X^{-1}(W_t)} \alpha(X, p) \right) dt = \int_A \alpha(X, p) a(\phi \circ X(p)) 1_{N_0}(X(p)) \delta(\phi \circ X)(p).
\]

On the other hand, via the Coarea formula, the identity (7.3) becomes.
\[ \mathbb{E} \left\{ \alpha(X, p) a(\varphi(X(p))) 1_{N_0}(X(p)) \delta_p(\varphi \circ X) \right\} \]
\[ = \int_{S_p \cap N_0} a(\varphi(x)) \mathbb{E} [a(X, p) \delta_p(\varphi \circ X)|X(p) = x] \rho_{X(p)}(x) dS_p \]
\[ = \int_{\mathbb{R}^m} a(t) \left( \int_{S_p \cap W_t} \mathbb{E} \left\{ \alpha(X, p) \delta_{\varphi \circ X} \big| X(p) = x \right\} \rho_{X(p)}(x) d(S_p \cap W_t)(x) \right) dt \]
\[ = \int_{\mathbb{R}^m} a(t) \delta_{\alpha_X \in W_t}(p) dt. \]

\[ \square \]

9 The Gaussian case: Proofs

9.1 Proof of Theorem 3.3 and Corollaries 3.5 and 3.6

**Proof** (Proof of Theorem 3.3) It suffices to show that the couple \((X, W)\) is KROK and use Theorem 2.2. The only conditions of Definition 2.1 that have to be checked are KROK.(iii) and KROK.(viii). The former is a consequence of the Probabilistic Transversality theorem from [26] and the latter follows from next Lemma. \[ \square \]

**Lemma 9.1** Let \( X = (X^0, X^1) : \mathbb{R}^m \to \mathbb{R}^k \times \mathbb{R}^h \) be a \( C^1 \) Gaussian random field and assume that \( X^0 \) is non-degenerate. Let \( \alpha : \mathcal{C}^1(\mathbb{R}^m, \mathbb{R}^k+h) \to \mathbb{R} \) be a continuous function such that
\[ |\alpha(f, p)| \leq N (|f(p)| + |\partial_1 f(p)| + \cdots + |\partial_m f(p)|)^N + N, \quad (9.1) \]
for some constant \( N > 0 \). Then the next function is continuous
\[ \mathbb{R}^m \times \mathbb{R}^k \ni (p, q) \mapsto \mathbb{E} \left\{ \alpha(X, p) \big| X^0(p) = q \right\} \in \mathbb{R}. \]

**Proof** Let us fix two points \( u, p \in \mathbb{R}^m \). By using a standard argument we can find a Gaussian random vector \( Y(u, p) \in \mathbb{R}^{k+h} \) that is independent from \( X^0(p) \) and such that
\[ X(u) = A(u, p) X^0(p) + Y(u, p) \quad (9.2) \]
For some \((k+h) \times k\) matrix \( A(u, p) \). Then, defining \( K^*_{X^0}(u, p) = \mathbb{E} \{X(u)X^0(p)^T\} \), we have
\[ K^*_{X^0}(u, p) \left( K^0_{X^0}(p, p) \right)^{-1} = A(u, p), \quad (9.3) \]
from which we deduce that \( A \) is a \( C^1 \) function of \( u, p \).

Consider now the \( \mathcal{C}^1 \) Gaussian random field \( Y_p = Y(\cdot, p) : \mathbb{R}^m \to \mathbb{R}^{k+h} \) defined, for each \( p \in \mathbb{R}^m \), by the identity (9.2) above. The previous computation ensures that
the random vectors \( Y_p(u) \) and \( X^0(p) \) are independent for every \( u \in \mathbb{R}^m \) and therefore \( Y_p(\cdot) \) is independent from the vector \( X^0(p) \) as a field. It follows that

\[
\mathbb{E}\{\alpha(X, p) | X^0(p) = q\} = \mathbb{E}\{\alpha(Y_p(\cdot) + A(\cdot, p)q, p)\} = \mathbb{E}\{\alpha(Z_{p,q}, p)\}, \tag{9.4}
\]

for any \( q \in \mathbb{R}^k \), where \( Z_{p,q} \) is the \( \mathcal{C}^1 \) (non centered) Gaussian random field

\[
Z_{p,q}(\cdot) = Y_p(\cdot) + A(\cdot, p)q : \mathbb{R}^m \to \mathbb{R}^{k+h} = X(\cdot) + A(\cdot, p) \left(q - X^0(p)\right)
\]

To end the proof, let us show that the right hand side of equation (9.4) depends continuously on \( p, q \). Given two converging sequences: \( p_n \to p \) in \( \mathbb{R}^m \) and \( q_n \to q \) in \( \mathbb{R}^k \), it is clear that the random map \( Z_{p_n,q_n} \) converges almost surely to \( Z_{p,q} \) in the space of \( \mathcal{C}^1 \) functions, thus

\[
\mathbb{E}\{\alpha(Z_{p,q}, p)\} \leq \liminf_{n \to +\infty} \mathbb{E}\{\alpha(Z_{p_n,q_n}, p_n)\} \tag{9.5}
\]

by Fatou’s lemma. Now observe that, since \( Z_{p,q}(p), \partial_1 Z_{p,q}(p), \ldots, \partial_m Z_{p,q}(p) \) are jointly Gaussian and their covariance matrices depend continuously on \( p, q \) because of equation (9.3), then the function \( \varphi : \mathbb{R}^m \to \mathbb{R} \):

\[
\varphi(p, q) = \mathbb{E}\{N\left(|Z_{p,q}(p)| + |\partial_1 Z_{p,q}(p)| + \cdots + |\partial_m Z_{p,q}(p)|\right)^N + N\}
\]

is continuous. The hypothesis (9.1) allows us to apply Fatou’s Lemma once again to obtain that \( \limsup_{n \to +\infty} \mathbb{E}\{\alpha(Z_{p_n,q_n}, p_n)\} \leq \mathbb{E}\{\alpha(Z_{p,q}, p)\} \):

\[
\varphi(p, q) - \mathbb{E}\{\alpha(Z_{p,q}, p)\} = \mathbb{E}\left\{N\left(|Z_{p,q}(p)| + |\partial_1 Z_{p,q}(p)| + \cdots + |\partial_m Z_{p,q}(p)|\right)^N + N\right\} - \alpha(Z_{p,q}, p) \\
\leq \liminf_{n \to +\infty} \left(\varphi(p_n, q_n) - \mathbb{E}\{\alpha(Z_{p_n,q_n}, p_n)\}\right) \\
= \varphi(p, q) - \limsup_{n \to +\infty} \mathbb{E}\{\alpha(Z_{p_n,q_n}, p_n)\}.
\]

This, together with (9.5), implies that \( \mathbb{E}\{\alpha(Z_{p_n,q_n}, p_n)\} \to \mathbb{E}\{\alpha(Z_{p,q}, p)\} \). \( \square \)

**Proof** (Proof of Corollary 3.5) Follows directly from the version of the formula for fiber bundles. The only novelty to prove here is that the density \( \delta_{\Gamma(X,W)} \in \mathcal{D}^0(W) \) is smooth in this case. This follows from Lemma 9.3 below. \( \square \)

**Proof** (Proof of Corollary 3.6) Since \( W \subset E \) is parallel for the structure, we can express the formula of Corollary 3.5, in the form described in Remark 3.2, so that \( \mathbb{E}\#(W \cap V) = \int_{W \cap V} \delta_{\Gamma(X,W)} \) where

\[
\delta_{\Gamma(X,W)} = \mathbb{E}\left\{ \left| \det \left( \Pi_{T_x W_p^o} \circ \left( \nabla X X \right) \right) \right| X(p) = x \right\} e^{-\frac{|x|^2}{2}} dW(x).
\]
Here, we already used the fact that the metric structure $g$ is defined by $X$, meaning that $K_p^{-1} \langle x, x \rangle = g(x, x)$ and det $K_p = 1$. Furthermore, from the definition of $\nabla^X$ given by the identity (3.3) (compare with [32]) we observe that, in a trivialization chart, for any $i, j$ and $v \in T_p M$, we have

$$E\{(\nabla^X X)_p X^j (p)\} = E\left\{(D_v X)_p X^j (p) - E\{(D_v X)_p | X(p)\}X^j (p)\right\} = 0,$$

meaning that $(\nabla^X X)_p$ and $X(p)$ are uncorrelated and thus, being Gaussian, independent. Therefore the conditioning can be removed:

$$E\left\{|\det \left(\Pi_{T_p W^\perp} \circ (\nabla^X X)_p\right)\right\} = E\left\{|\det \left(\Pi_{T_p W^\perp} \circ (\nabla^X X)_p\right)\right\} \square$$

9.2 Proof that the notion of sub-Gaussian concentration is well defined

**Lemma 9.2** Let $\pi : E = \mathbb{D}^m \times \mathbb{R}^s \to \mathbb{D}^m$ and let $W \subset E$ be a smooth submanifold. If $W \subset E$ has sub-Gaussian concentration for some linearly connected Riemannian metric on $\pi$, then the same holds for any other.

**Proof** In this case $E = \mathbb{D}^m \times \mathbb{R}^s \to \mathbb{D}^m$, $E_u = \{0\} \times \mathbb{R}^s$, a connected Riemannian metric is any Riemannian metric whose matrix is of the form

$$g_E(u, x) = \begin{pmatrix} g_M(u) & 0 \\ 0 & g_v(u) \end{pmatrix} + \begin{pmatrix} \Gamma(u, x)^T g_v(u) \Gamma(u, x) & \Gamma(u, x)^T g_v(u) \\ g_v(u) \Gamma(u, x) & 0 \end{pmatrix},$$

(9.6)

where $g_M(u)$ is the Riemannian metric on $\mathbb{D}^m$, while $\Gamma : E \to \mathbb{R}^{m \times s}$ is some smooth function. Moreover, in this case, we have that the horizontal space $H_{(u, x)} = (T_{(u, x)} E_u)\perp$ is the graph of the linear function $\mathbb{R}^m \ni \hat{u} \mapsto -\Gamma(u, x)\hat{u} \in \mathbb{R}^s$.

The connection is linear precisely when $\Gamma(u, x)$ depends linearly on $x$, so that we can define the Christoffel symbols\textsuperscript{27} $\Gamma^j_{k,i} \in C^\infty(\mathbb{D}^m)$ as follows

$$\Gamma^j_{k,i}(u, x) = \sum_{i=1}^s \Gamma^j_{k,i}(u)x^i, \quad \forall k = 1, \ldots, m \text{ and } j = 1, \ldots, s.$$

\textsuperscript{27} They are the Christoffel symbols of the corresponding covariant derivative: given a smooth section $s(u) = (u, s_v(u))$, the vertical projection of $ds_v$ is given by

$$(\nabla s)_u = ds_v + \Gamma_u, s_v(u) \in \mathbb{R}^{m \times s}.$$
Let \( g_0 \) and \( g_1 \) be any two linearly connected metrics on \( E \) and assume that \( W \) has sub-Gaussian concentration for \( g_0 \). The corresponding vertical norms on \( E \)

\[
\|x\|_i = \sqrt{g_i(0, 0)} \leq \|x\|_{g_0} = \sqrt{g_0(0, 0)},
\]

are equivalent and since \( u \in D^m \) there exists a uniform constant \( N > 0 \) such that

\[
\frac{1}{N} \|\cdot\|_0 \leq \|\cdot\|_1 \leq N \|\cdot\|_0.
\]

Moreover, given the linearity of \( \Gamma \) in equation (9.6) for both \( g_0 \) and \( g_1 \), we can assume that

\[
dW_1(u, x) \leq N (1 + R^2) dW_0(u, x),
\]

for all \( x \in B^1_R \cap W \) and every \( R > 0 \). It follows that

\[
\begin{align*}
\vol_{W_1}(W \cap B^1_R) &= \int_{W \cap B^1_R} dW_1 \\
&\leq \int_{W \cap B^1_R} N (1 + R^2) dW_0 \\
&\leq \int_{W \cap B^0_R} N (1 + R^2) dW_0 \\
&\leq N (1 + R^2) C_0(\delta) \exp(\delta N^2 R^2).
\end{align*}
\]

the last inequality is true for any \( \delta > 0 \) because \( W \) has sub-Gaussian concentration with respect to the metric \( g_0 \). Now, for every fixed \( \varepsilon > 0 \), there exists \( C_1(\varepsilon) > 0 \) such that

\[
NC_0 \left( \frac{1}{2} \varepsilon N^{-2} \right) (1 + R^2) \leq C_1(\varepsilon) \exp \left( \frac{1}{2} \varepsilon R^2 \right),
\]

simply because \( 1 + R^2 = o(\varepsilon N^{-2}) \). We obtain that \( W \) has sub-Gaussian concentration for the metric \( g_1 \) as well, since for every fixed \( \varepsilon > 0 \), setting \( \delta = \frac{1}{2} \varepsilon N^{-2} \), we get

\[
\vol_{W_1}(W \cap B^1_R) \leq C_1(\varepsilon) \exp \left( \frac{1}{2} \varepsilon R^2 \right) \exp(\delta N^2 R^2) = C_1(\varepsilon) \exp \left( \varepsilon R^2 \right).
\]

\( \square \)
9.3 Proof of Theorem 3.8

Since the statement is local we can assume that $E = \mathbb{D}^m \times \mathbb{R}^s$ and $X : \mathbb{D}^m \rightarrow \mathbb{D}^m \times \mathbb{R}^m$ is a smooth Gaussian random section of the trivial bundle, so that $X(u) = (u, V(u))$ for some smooth Gaussian random function $V : \mathbb{D}^m \rightarrow \mathbb{R}^s$. Let us define the smooth Gaussian random section

$$j^1 X : \mathbb{D}^m \rightarrow \mathbb{R}^s \times \mathbb{R}^m,$$

$u \mapsto j^1 X = (V(u), d_u V),$

Since $X$ is smooth and nondegenerate, the covariance matrix of $j^1 X$

$$K_{j^1 X} : \mathbb{D}^m \rightarrow \mathcal{U}, \quad K_{j^1 X} = \begin{pmatrix} K_0(u) & K_{01}(u) \\ K_{10}(u) & K_1(u) \end{pmatrix}$$

is a smooth function taking values in the open set

$$\mathcal{U} = \left\{ K = \begin{pmatrix} K_0 & K_{01} \\ K_{10} & K_1 \end{pmatrix} \in \mathbb{R}^{(m+s) \times (m+s)} : K \text{ is symmetric, semipositive and } \det(K_0) > 0 \right\}.$$

For the proof of the first statement of the theorem, it is sufficient to prove the following Lemma.

**Lemma 9.3** Let $E = \mathbb{D}^m \times \mathbb{R}^s$, be endowed with the standard Euclidean metric. Let $E_u := \{u\} \times \mathbb{R}^s$, and let $W \subset E$ be a smooth submanifold of codimension $m$ such that $W \cap E_u$ for every $u \in \mathbb{D}$. There exists a continuous function

$$f_{W} : W \times \mathcal{U} \rightarrow \mathbb{R},$$

such that for any nondegenerate smooth Gaussian random section $X : \mathbb{D}^m \rightarrow \mathbb{D}^m \times \mathbb{R}^s$, with $X(u) = (u, V(u))$, we have

$$\delta \Gamma(X, W)(u, x) = f_{W}(u, x, K_{j^1 X})dW(u, x).$$

Moreover, there exists a smooth function $N \in \mathcal{U} \rightarrow \mathbb{R}_+$ such that, $\forall (u, x, K) \in W \times \mathcal{U},$

$$f_{W}(u, x, K) \leq N(K) \exp \left( -\frac{1}{N(K)} \|x\|^2 \right).$$

**Proof** By Equation (3.2), we have

$$\delta \Gamma(X, W) = \mathbb{E} \{ \alpha(u, x, d_u V) | V(u) = x \} \rho_{X(u)}(x)dW(u, x),$$

28 Notice that $T_{(u, x)}W$ is a well defined $m$ dimensional subspace of $\mathbb{R}^m \times \mathbb{R}^s$ even if $u \in \partial \mathbb{D}^m$. In such case the transversality $E_u \cap T_{(u, x)}W$ is still meant in the space $\mathbb{R}^m \times \mathbb{R}^s$. \[\]
Clearly there exists a continuous function \( F \) function being the smooth function \( \rho \) where
\[
\text{vol} \left( \frac{1}{m} J \right) \sigma \left( \text{Im} \left( \frac{1}{m} J \right), T_{(u, x)} W \right) = \text{vol} \left( \Pi_{T_{(u, x)}} W^\perp \left( \frac{1}{m} J \right) \right),
\]
(9.7)

where \( \text{vol} \) and \( \sigma \) are taken with respect to the Euclidean Riemannian structure on \( E = \mathbb{D}^m \times \mathbb{R}^\varepsilon \) (in the last equality we used Proposition B.4 from “Appendix 2”).

From formula (3.1) it is clear that \( \rho_X(u) = \rho(u, x, K_{j_{1, u}}) \) with \( \rho : E \times \mathcal{U} \to \mathbb{R}_+ \)
being the smooth function
\[
\rho(x, K) = \frac{\exp \left( -\frac{1}{2} x^T K_0^{-1} x \right)}{\pi^{\frac{d}{2}} \sqrt{\det(K_0)}} \leq N_{\rho}(K) \exp \left( -\frac{\|x\|^2}{2 N_{\rho}(K)} \right).
\]
(9.8)

Clearly there exists a continuous function \( N_{\rho} : \mathcal{U} \to \mathbb{R}_+ \) such that the inequality (9.8) holds.

Let us consider the function \( \mathbb{E}(\alpha(u, x, d_u V) \mid V(u) = x) \). We will show that it is a continuous function of \( u, x \) and \( K_{j_{1, u}} \).

First, observe that \( \alpha \) is smooth because \( W \) is a smooth submanifold. Like we did in the proof of lemma 9.1, let us define a new Gaussian random vector \( J(u) \) such that \( d_u V = J(u) + A(u) V(u) \), for some smooth function \( A(u) \in \mathbb{R}^{m \times ms} \), linear in \( x \in \mathbb{R}^\varepsilon \), and such that \( J(u) \) and \( V(u) \) are independent. Then \( K_{j(u)} = K_{j_{1, u}} \) and \( A(u) = A(K_{j_{1, u}}) \), where \( K_{j, A} \in \mathcal{C}_0(\mathcal{U}) \) are smooth functions:

\[
K_{j_{1, u}} = K_{j_{1, u}} - K_{10} K_0^{-1} K_{01};
\]
\[
A(K) = K_{10} K_0^{-1}.
\]

Consider the expression \( E(u, x, K_{j, A}) = \mathbb{E}(\alpha(u, x, J - Ax)) \). Since \( \alpha \) is of the form (9.7), all of its derivatives are bounded by a polynomial in \( J \), when \( J \to +\infty \)
with \( u, x \) fixed. From this it follows that \( \mathbb{E}(\alpha(u, x, J - Ax)) \) is finite and depends smoothly on \( u, x, A, K_{j_{1, u}} \), where \( K_{j} \) is the covariance matrix of \( J \). Therefore, the function \( F(u, x, K) = E(\alpha(u, x, K_{j}, A(K))) \) is smooth in \( u, x, K \) and we have
\[
\mathbb{E}(\alpha(u, x, d_u V) \mid V(u) = x) = F(u, x, K_{j_{1, u}}).
\]

Moreover, let \( J(K) \in \mathbb{R}^{m \times s} \cong \mathbb{R}^{ms} \) be the Gaussian random matrix corresponding to the Gaussian random vector having covariance matrix \( K_{j_{1, u}}(K) \). Let \( \| \cdot \| \) be any norm
on $\mathbb{R}^{m \times s}$. Then
\[
F(u, x, K) = \mathbb{E} \{ \alpha(u, x, J(K) - A(K)x) \}
\leq \mathbb{E} \left\{ \text{vol} \left( J(K) + A(K)x \right) \right\}
\leq \left( \mathbb{E} \left\{ \left\| \text{vol} \left( J(K) \right) \right\| ^m \right\} + \left\| A(K)x \right\| ^m \right)^{\frac{1}{m}}
\leq N_{\alpha}(K) \left( 1 + \|x\| \right)^m.
\]
for some big enough continuous function $N_{\alpha} : \mathcal{U} \to \mathbb{R}_+$. This is because the $m^{th}$ moment of a Gaussian random vector depends continuously on its covariance matrix. Combining this with (9.8), we see that the function
\[
f_W(u, x, K) := F(u, x, K) \rho(x, K).
\]
has all the properties that we wanted to show. \hfill \Box

Let us show the continuity statement for a sequence of GRSs $X_d$, with limit $X_\infty$. By Theorem 3.3 and Lemma 9.3 we have
\[
\mathbb{E} \#_{X_d \in W}(A) = \int_{\pi^{-1}(A) \cap W} \delta_{\Gamma(X_d, W)} dW = \int_{\pi^{-1}(A) \cap W} f_W(u, x, K_d) dW(u, x),
\]
where $K_d = K_{j^1 X_d}$ converges to $K_\infty = K_{j^1 X_\infty}$ because they depend linearly on the 2nd jet of $K_{X_d}$ and $K_{X_\infty}$. From Lemma 9.3 we deduce that $f_W(u, x, K_d) \to f_W(u, x, K_\infty)$, therefore we could conclude by the dominated convergence theorem if we show that $f_W(u, x, K_d)$ is uniformly bounded by an integrable (on $W$) function. Since $K_d \in \mathcal{U}$ is a convergent sequence, we have that $N(K_d)$ is uniformly bounded by some constant $N \in \mathbb{N}$, thus
\[
f_W(u, x, K_d) \leq Ne^{-\frac{|x|^2}{N}}.
\]
Now, the fact that $W$ has sub-Gaussian concentration implies that the latter function is integrable on $W$:
\[
\int_W Ne^{-\frac{|x|^2}{N}} dW(u, x) \leq \sum_{R \in \mathbb{N}} \int_{W \cap B_R} Ne^{-\frac{(R-1)^2}{N}} dW(u, x)
\leq \sum_{R \in \mathbb{N}} \text{vol}_W (W \cap B_R) Ne^{-\frac{(R-1)^2}{N}}
\leq \sum_{R \in \mathbb{N}} C(\varepsilon) e^{\varepsilon R^2} Ne^{-\frac{(R-1)^2}{N}} < +\infty,
\]
for all $\varepsilon < \frac{1}{N}$. this concludes the proof of theorem 3.8.
9.4 Proof of Corollary 3.9

Proof (Proof of Corollary 3.9) Corollary 3.9 follows directly from Theorem 3.8 and the following observation. The GRS $j'X$ is a Gaussian random section of the vector bundle $j'E \to M$. Its first jet $j^1(j'X)$ is equivalent to $j^{r+1}X$ and thus its covariance tensor is determined by the $(2r + 2)^{th}$ jet of $K_X$. □
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Densities

Let $M$ be a smooth manifold. The density bundle or, as we call it, the bundle of density elements $\Delta M$ is the vector bundle:

$$\Delta M = \wedge^m(T^*M) \otimes L,$$

where $L$ is the orientation bundle (see [6,Sect. 7]); $\Delta M$ is a smooth real line bundle and the fiber can be identified canonically with

$$\Delta_p M = \{\delta : (T_p M)^m \to \mathbb{R} : \delta = \pm|\omega|, \text{ for some } \omega \in \wedge^m T^*_p M\}.$$

We call an element $\delta \in \Delta_p M$, a density element at $p$.

Given a set of coordinates $x^1, \ldots, x^m$ on $U$, we denote

$$dx = dx^1 \ldots dx^m = |dx^1 \wedge \cdots \wedge dx^m|.$$

Using the language of [6], $dx$ is the section $(dx^1 \wedge \cdots \wedge dx_m) \otimes e_U$, where $e_U$ is the section of $L|_U$ which in the trivialization induced by the chart $(x_1, \ldots, x_m)$ corresponds to the constant function 1.

We have, directly from the definition, that

$$dx = \left| \det \left( \frac{\partial x}{\partial y} \right) \right| dy.$$

for any other set of coordinates $y^1, \ldots, y^m$. It follows that an atlas for $M$ with transition functions $g_{a,b}$ defines a trivializing atlas for the vector bundle $\Delta M$, with transition functions for the fibers given by $| \det(Dg_{a,b})|$. 
Each density element \( \delta \), is either positive or negative, respectively if \( \delta = |\omega| \) or \( \delta = -|\omega| \), for some skew-symmetric multilinear form \( w \in \wedge^m T_p M \). In other words, the bundle \( \Delta M \) is canonically oriented and thus trivial (but not canonically trivial) and we denote the subbundle of positive elements by \( \Delta^+ M \cong M \times [0, +\infty) \) (again, not canonically trivial).

The modulus of a density element is defined in coordinates, by the identity \(|(\omega(x)dx)| = |\omega(x)|dx \). This defines a continuous map \( |\cdot| : \Delta M \to \Delta^+ M \).

The sections of \( \Delta M \) are called densities and we will usually denote them as maps \( p \mapsto \delta(p) \). We define \( \mathcal{D}(M) \) to be the space of \( \mathcal{C}^\infty \) densities and by \( \mathcal{D}_c(M) \) the subset of the compactly supported ones. For smooth densities, we just write \( \mathcal{D} = \mathcal{D}^\infty \). From the formula for transition functions it is clear that there is a canonical linear function

\[
\int_M : \mathcal{D}_c(M) \to \mathbb{R} \quad \int_M \delta =: \int_M \delta(p)dp.
\]

If \( N \) is Riemannian and \( f : M \to N \) is a \( \mathcal{C}^1 \) map with \( \dim M \leq \dim N \), we define the jacobian density \( \delta f \in \mathcal{D}(M) \) by the following formula, in coordinates:

\[
\delta u f = \sqrt{\det \left( \frac{\partial f^T}{\partial u} g(f(u)) \frac{\partial f}{\partial u} \right)} du \in \Delta^+_p M, \quad (A.1)
\]

In particular \( \delta(id_M) \) is the Riemannian volume density of \( M \) and we denote it by \( dM \). Similarly, if \( f \) is a Riemannian inclusion \( M \subset N \), then \( \delta f = dM \).

Given any Riemannian metric on the manifold \( M \), one can make the identification \( \Delta_p M = \mathbb{R}(dM(p)) \) and treat densities as if they were functions. Moreover this identification preserves the sign, since \( dM \) is always a positive density: \( dM(p) \in \Delta^+_p M \), for every \( p \in M \). We denote by \( B(M) \) the set of all Borel measurable functions \( M \to [-\infty, +\infty] \) and by \( L(M) = B(M)dM \) the set of all measurable, not necessarily finite, densities (the identification with \( B(M) \) depends on the choice of the metric). Let \( B^+(M) \) be the set of positive measurable functions \( M \to [0, +\infty] \) and \( L^+(M) \) be the set of densities of the form \( \rho dM \), for some \( \rho \in B^+(M) \). In other words

\[
L^+(M) = \left\{ \text{measurable functions } M \ni p \mapsto \delta(p) \in \Delta^+_p M \cup \{+\infty\} \right\}
\]

is the set of all nonnegative, non necessarily finite measurable densities. The integral can be extended in the usual way (by monotone convergence) to a linear function \( \int_M : L^+(M) \to \mathbb{R} \cup \{\infty\} \). Similarly, we define the spaces \( L^1(M), L^\infty(M), L^1_{\text{loc}}(M), L^\infty_{\text{loc}}(M) \) and their respective topologies by analogy with the standard case \( M = \mathbb{R}^m \).

**Definition A.1** We say that a real Radon measure (see [2]) \( \mu \) on \( M \) is absolutely continuous if \( \mu(A) = 0 \) on any zero measure subset \( A \subset M \). In other words \( \mu \) is absolutely continuous if and only if \( \varphi_* (\mu|_U) \) is absolutely continuous with respect to the Lebesgue measure \( \mathcal{L}^m \) for any chart \( \varphi : U \subset M \to \mathbb{R}^m \).

In this language, the Radon-Nikodym Theorem takes the following form.
Theorem A.2 Let $\mu$ be an absolutely continuous real Radon measure on $M$. Then there is a density $\delta \in L^1_{\text{loc}}(M)$ such that, for all Borel subsets $A \subset M$,

$$\mu(A) = \int_A \delta.$$ 

Angle between subspaces

Let $E, \langle \cdot, \cdot \rangle$ be a euclidean vector space (i.e. a finite dimensional real Hilbert space).

Definition B.1 Let $f = (f_1, \ldots, f_k)$ be a tuple (in row) of vectors $f_i \in E$. We define its volume as

$$\text{vol}(f) = \sqrt{\det(f^T, f)}.$$ 

If the vectors $f_1, \ldots, f_k$ are independent, then $f$ is called a frame. The span $\text{span}(f)$ of the tuple $f$ is the subspace of $E$ spanned by the vectors $f_1, \ldots, f_k$. A tuple $f$ is a basis of a subspace $V \subset E$ if and only if it is a frame and its span is $V$. Given two frames $v, w$, we can form the tuple $(v, w)$.

Definition B.2 Let $V, W \subset E$ be subspaces. Let $v$ and $w$ be frames in $E$ such that:

- $\text{span}(v) = V \cap (V \cap W)^\perp$;
- $\text{span}(w) = W \cap (V \cap W)^\perp$.

We define the angle between $V$ and $W$ as

$$\sigma(V, W) = \begin{cases} \frac{\text{vol}(vw)}{\text{vol}(v)\text{vol}(w)} & \text{if } V \not\subset W \text{ and } W \not\subset V; \\ 1 & \text{otherwise.} \end{cases}$$

It is easy to see that the definition is well posed, independently from the choices of the frames. This definition corresponds to Howard’s [18] in the case when $V \cap W = \{0\}$. Observe that $\sigma$ is symmetric and that we have $\sigma(V, W) = 1$ if and only if $V = A \oplus_{\perp} B$ and $W = A \oplus_{\perp} C$ with and $B \perp C$.

When $V$ and $W$ are one dimensional, $\sigma(V, W) = |\sin \theta|$, where $\theta$ is the angle between the two lines. In general $\sigma(V, W) \in [0, 1]$ is equal to the product of the sines of the nontrivial principal angles between $V$ and $W$ (see [19, 28, 40]). In particular, notice that $\sigma(V, W) > 0$ always.

It is important to notice that $\sigma : \text{Gr}_k(E) \times \text{Gr}_k(E) \to [0, 1]$ is not a continuous function. However the restriction to the subset of the pairs of subspaces $(V, W)$ such that $\dim(V + W) = n$ is continuous.

Proposition B.3 Assume that $W \not\subset V$. Let $w$ be a basis for $W \cap (V \cap W)^\perp$, as in Definition B.2, then

$$\sigma(V, W) = \frac{\text{vol}(\Pi_{V^\perp}(w))}{\text{vol}(w)}$$
Proof First, observe that the projected frame $\Pi_{V\perp}(w)$ is a basis of the space $(V + W) \cap V^\perp$. Let $v$ be an orthonormal basis of the same space, let $v$ be an orthonormal basis for $V \cap (V \cap W)^\perp$ and let $\tau$ be a basis for $V \cap W$. It follows that $(\tau, v, v)$ is a basis for $V + W$. Therefore, there is an invertible matrix $B$ and a matrix $A$ such that

$$w = (\tau \ v \ v) \begin{pmatrix} 0 & A \\ B \end{pmatrix}. $$

Then, by Definition B.2, we have

$$\sigma(V, W) = \frac{\vol(v, w)}{\vol(v)\vol(w)} = \frac{\det \begin{pmatrix} 1 & A \\ 0 & B \end{pmatrix}}{\vol(w)} = \frac{\vol(\Pi_{V\perp}(w))}{\vol(w)}. $$

Proposition B.4 $\sigma(V^\perp, W^\perp) = \sigma(V, W)$.

Proof The statement is trivially true if $V \subset W$ or $W \subset V$, so let us assume that this is not the case. Let $v$ be an orthonormal basis of the space $(V + W) \cap V^\perp$ and $v$ be an orthonormal basis of $V \cap (V \cap W)^\perp$. Besides, let $(\tau, w)$ be an orthonormal basis of $W$, such that $\tau$ is a basis for $V \cap W$. We have

$$\sigma(V^\perp, W^\perp) = \sigma(W^\perp, V^\perp)$$

$$= \vol(\Pi_W(v))$$

$$= \det(w^T, v)$$

$$= \det(v^T, w)$$

$$= \vol(\Pi_{V^\perp}(w)) = \sigma(V, W).$$

Area and Coarea formula

Definition C.1 Let $\varphi: M \to N$ be a $C^1$ map between $C^1$ Riemannian manifolds. The Jacobian (often called normal Jacobian when $f$ is a submersion) of $\varphi$ at $p \in M$ is

$$J_p\varphi := \begin{cases} 0 & \text{if rank}(d_p\varphi) \text{ is not maximal;} \\
\frac{\vol_N(d_p\varphi(e))}{\vol_M(e)} & \text{otherwise;}
\end{cases}$$

where $e = (e_1, \ldots, e_k)$ is any basis of $\ker(d_p\varphi)^\perp \subset T_pM$.

If $L: V_1 \to V_2$ is a linear map between metric vector spaces, then we write $JL := J_0L$ (Clearly $J_p\varphi = J_1d_p\varphi$). If $V_1, V_2$ have the same dimension, then, to stress this fact, we may write $|\det L| := JL$, although the sign of $\det L$ is not defined, unless we specify orientations.
In particular, let \( \varphi : (\mathbb{R}^m; g_1) \to (\mathbb{R}^n; g_2) \) with differential \( \frac{\partial \varphi}{\partial u}(u) = A \) having maximal rank, then

\[
J_u \varphi := \begin{cases} \sqrt{\frac{\det(A^T g_2 A)}{\det(g_1)}} & \text{if } m \leq n; \\ \sqrt{\frac{\det(A g_1^{-1} A^T)}{\det(g_2)^{-1}}} & \text{if } m \geq n. \end{cases}
\]  

(C.1)

**Remark C.1** In the case \( m \leq n \), the density induced on \( M \) by a map \( \varphi \), defined in (A.1) corresponds to \( \delta_p \varphi = (J_p \varphi) dM \).

**Theorem C.2** *(Area formula)* Let \( f : M \to N \) be a Lipschitz map between \( \mathcal{C}^1 \) Riemannian manifolds, with \( \dim M = \dim N \). Let \( g : M \to [0, +\infty) \) be a Borel function, then

\[
\int_M g(p) (J_p f) dM(p) = \int_N \left[ \sum_{p \in f^{-1}(q)} g(p) \right] dN(q).
\]

**Proof** See [11,Theorem 3.2.3]. \( \square \)

The Area formula is actually much more general than this, in that it holds for \( \dim M \leq \dim N \) and with the Hausdorff measure instead of \( dN \). However, this simplified statement is all that we need in this paper. It also can be thought as a generalization of the following, in the case \( \dim M = \dim N \).

**Theorem C.3** *(Coarea formula)* Let \( f : M \to N \) be a \( \mathcal{C}^1 \) submersion between smooth Riemannian manifolds, with \( \dim M \geq \dim N \). Let \( g : M \to [0, +\infty) \) be a Borel function, then

\[
\int_M g(p) (J_p f) dM(p) = \int_N \int_{f^{-1}(q)} g(p) d\left( f^{-1}(q) \right)(p) dN(q).
\]

**Proof** See [8] or deduce it from [11,Theorem 3.2.12]. \( \square \)
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