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ABSTRACT
The use of fingerprint as a means of identification and verification of human identity cannot be over-emphasized in our society due to its reliability, immutability and individuality. It is still the most reliable biometric used to identify individual. Application areas include but not limited to Police, Security, access control and investigation of criminal cases. Several models have been developed for quantitatively established the degree of fingerprint individuality. These models are based on grids, polar systems, fixed probabilities, relative measurements and generative distributions. This paper provides a comparative study of commonly known fingerprint individuality models with emphasis on methodologies, strengths and weakness.
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1. INTRODUCTION
Over the years, fingerprints have performed crucial roles in identification and verification of person to ascertain identity. This is possible because fingerprint patterns do not change with time [1-2].

2. FINGERPRINT INDIVIDUALITY MODELS
The summaries of the various fingerprint individuality models are presented below:

2.1 Grid Models
The models in this categories use grids to divide fingerprint images into individual square, which are used to examine the distribution of minutiae. Grid models subsequently subdivided into the following models:

![Figure 1: Classification of fingerprint individuality models based on method of analysis](image-url)
2.1.1 Galton Model

Galton [9] made the first attempt to determine the PRC of fingerprint features in 1892. Prior to this work, there was no documented attempt to quantify a probabilistic measure concerning the individuality of fingerprint. The author developed the model by dividing a fingerprint into smaller square regions, such that the ridge detail within each region could be treated as an independent variable [4-6]. Galton focused on a more systematic methodology comprising of marking minutiae location on both fingerprint and attempted to match minutiae location [9]. Galton used a six ridge integral region and then assigned a probability of one half (½) for finding the existing minutiae configuration given the surrounding ridges. After critical examination of the minutiae, he observed that the coincidence of these minutiae could serve as evidence of individuality [2]. Given the surrounding ridges, the total area of a complete fingerprint was estimated to consist of 24 such square region. The probability of random correspondence (PRC) of a specific fingerprint configuration is obtained from [4]:

\[
P(M/N) = \left( \frac{1}{2} \right)^{24} = 5.96 \times 10^{-8} \tag{1}
\]

Where M denotes specific fingerprint configuration, N is the surrounding ridges.

Galton further estimated the chance that a particular configuration of the surrounding ridges will occur under the following two conditions:

i. the occurrence of general fingerprint pattern type, and,  
ii. the occurrence of the accurate number of ridges entering and exiting each of the 24 regions.

Galton therefore predicted the PRC of finding a given fingerprint as follows [4-5]:

\[
P(Fingerprint \ Configuration) = \frac{1}{16} \times \frac{1}{256} \times \left( \frac{1}{2} \right)^{24} = 1.45 \times 10^{-11} \tag{2}
\]

Where \( \frac{1}{16} \) is the probability of occurrence of a specific fingerprint type such as arch, tented arch, left loop, right loop and whorl, and \( \frac{1}{256} \) is the probability of occurrence of the correct number of ridges entering and exiting each of the 24 regions.

Galton’s methodology for assessing the individuality of minutiae events is largely subjective and ad-hoc, since it is purely relied on Galton’s own analytical skills and experience, while lacking statistical reasoning. Also, the addition of value \( \frac{1}{256} \) is arbitrary and lacking empirical foundation, while the pattern probability value used is a coarse approximation of the number of multiple occurrences, then the PRC of a given configuration is express as follows [5]:

\[
PRC = P_0 \cdot P_1 \cdot \ldots \cdot P_{12} \tag{4}
\]

The sum of the weights parameters assigned to each minutiae type is the negative log probability for the minutiae and expressed as follows [5]:

\[
E = -\sum_{i=0}^{12} t_i \log_{10} P_i \tag{5}
\]

Where \( i \) is the number of weight parameters.

Experts observed that the minimum number of minutiae required to identify a fingerprint is twelve. Osterburg conducted experiment to determine the robustness of the model formulated with varying cell sizes. It was found that there is significant change in the probability of random correspondence. If there is an arbitrary cell size that approximates the independence relation well, then the model with cell size 1 is accurate because the probabilities do not vary with cell size [10]. The limitations of the Osterburg model include the assumption that minutiae type frequencies are independent of specific spatial regions within the fingerprint. In addition, there is no attempt to consider minutiae orientation in the PRC calculations, while the dataset used to find such cell configuration frequencies was small due to non-availability of computational tools. The work of authors in [18] was an enhancement to the Osterburg model. The authors developed a modified grid method for comparison of fingerprints. The existing classical method of fingerprint comparison with lens to locate minutiae in direction is time consuming cumbersome. The earlier Osterburg grid was segmented with equal size squared and

\[
= 1.09 \times 10^{-41} \tag{3}
\]

Pearson observed that the actual probability would be smaller based on the following two reasons

i. The minutiae are not uniformly restricted to a single minutia in each Galton region.

ii. The variability in minutiae type.

2.1.2 Osterburg Model

This model classifies fingerprints into loops, arches and whorls, which are further divided into subclasses. Osterburg made the following assumptions in his individuality model [5-6,10]:

i. A fingerprint is a combination of grids

ii. There are 13 possibilities in each cell, which can be 10 minutiae, broken ridge, empty cell or any other multiple occurrences of minutiae.

iii. The cells are statistically independent.

Osterburg model extended the identification using minutiae which involves the use of some minutiae types to characterize a fingerprint [5]. Osterburg model divided fingerprints into discrete cells with the size 1mm x 1mm grid. He computed the frequencies of 13 types of minutiae features from 39 fingerprints and estimated that 12 ridge endings will match between two fingerprints based on an average fingerprint area of 72mm² with the PRC of 1.25x10^-20 [4]. Osterburg also computed the probability of a particular configuration as a multinomial distribution as follows:

\[
P(RC) = P_0 \cdot P_1 \cdot \ldots \cdot P_{12} \tag{4}
\]

The sum of the weights parameters assigned to each minutiae type is the negative log probability for the minutiae and expressed as follows [5]:

\[
E = -\sum_{i=0}^{12} t_i \log_{10} P_i \tag{5}
\]

Where \( i \) is the number of weight parameters.

Experts observed that the minimum number of minutiae required to identify a fingerprint is twelve. Osterburg conducted experiment to determine the robustness of the model formulated with varying cell sizes. It was found that there is significant change in the probability of random correspondence. If there is an arbitrary cell size that approximates the independence relation well, then the model with cell size 1 is accurate because the probabilities do not vary with cell size [10]. The limitations of the Osterburg model include the assumption that minutiae type frequencies are independent of specific spatial regions within the fingerprint. In addition, there is no attempt to consider minutiae orientation in the PRC calculations, while the dataset used to find such cell configuration frequencies was small due to non-availability of computational tools. The work of authors in [18] was an enhancement to the Osterburg model. The authors developed a modified grid method for comparison of fingerprints. The existing classical method of fingerprint comparison with lens to locate minutiae in direction is time consuming cumbersome. The earlier Osterburg grid was segmented with equal size squared and

\[
= 1.09 \times 10^{-41} \tag{3}
\]

Pearson observed that the actual probability would be smaller based on the following two reasons

i. The minutiae are not uniformly restricted to a single minutia in each Galton region.

ii. The variability in minutiae type.
each grid occupying an identical position on each fingerprint, which made the model difficult and impracticable because of the size of each block in the grid was 1mm, as such, reduces the visibility of fingerprint minutiae. The authors developed a modified grid by drawing circular shape with a different of 10 degree covering 0-360 degree angle. The circle further segmented with cubes of equal dimensions can either be used manually or digitally for comparison of fingerprints. The center of the grid is placed on the fingerprint core location and the cubes are utilized to find ridge densities. The ridge orientation of core point was computed and the result of this model is superior to the earlier Osterburg model. The modified grid enables the expert to perform one-to-one comparison of fingerprint. However, there is systemic collapse with bad and porous images.

2.2 Fixed Probability Models

2.2.1 The Henry Model
This is the first model used by Henry in 1900 to consider minutiae as independent variable events along with core/delta, ridge count and classification weight. This model employs a fixed PRC for the occurrence of one minutia as an approach to the fingerprint individuality model. The model calculates the probability of a particular configuration of N minutiae using the equation:

\[ PRC = (P)^N \]

Where \( P \) is the fixed probability

Henry chose an arbitrary probability of \( 1/4 \) for the occurrence of each minutia (ridge ending and bifurcation), pattern type, and the core/delta ridge count. The author made an extensive study of occurrence of fingerprints and indexed them into 8 classes which comprises of arch, tented arch, left loop, right loop, whorl, central-pocket whorl, double-loop whorl and accidental whorl. The four different whorl classes were latter combined into one class whorl. The Henry system with five classes latter reduced to four classes by combining the plain arch and tented arch classes to form the arch class. These five classes differ in terms of the global flow patterns of the ridge curve. The problems with the Henry model are non-uniform classification proportions, and there is misclassification of some fingerprint images into different Henry classes. (17). Also, there is no attempt to empirically quantify the values suggested in the model, which made these values to be largely arbitrary. The is no relevant empirical evidence backed the decision on the selected probability values.

2.2.2 Balthazard Model (1911)
Balthazard was the first to provide a numerical standard in its probabilistic model. He suggested that a minimum of 17 corresponding minutiae would be needed to identify an individual with certainty. Balthazard later suggested the number could be reduced depend on the number of fingerprint available. He also assumed that for each minutia either ridge ending or ridge bifurcation, there are four possible events (4):

i. Bifurcation directed to the right
ii. Bifurcation directed to the left
iii. Ending directed to the right
iv. Ending directed to the left

He also assigned fixed probability as \( 1/4 \) for these events and concluded that to observe N coincidentally corresponding minutiae, it would be necessary to examine \( 4^N \)fingerprints.

2.2.3 Bose Model
This model [3-4] assumed the probability of a minutia occurring to be \( 1/4 \) based on the four possibilities at each square ridge interval location namely, dot, ridge bifurcation, ridge ending and continuous ridge (4). Bose’s model does not consider the possible events for each minutia, but rather consider possible events at each ridge-interval location.

2.2.4 Wentworth and Wilder Model
This model [4] considered four types of minutiae, namely, ridge ending, bifurcation, islands and breaks. This model assumed the probability of a minutia occurring to be \( 1/50 \) thinking that \( 1/4 \) was too high for the probability of occurrence.

2.2.5 Stoney and Thornton model
The model was developed to study the probabilities of random correspondence of various types of minutiae, their orientations, number of neighboring minutiae, and distance/ridge counts to the neighboring minutiae. The model calculated the probability of a minutiae configuration by conjoining the probabilities of individual events in the configuration, and also proposed a linear ordering of minutiae and recursively estimated the probability of n-minutiae configuration from the probability of an (n-1)-minutiae configuration and the occurrence of a new minutiae of certain type/orientation of a particular distance/ridge counts from its nearest minutiae with the (n-1) minutiae configuration [6]. The model computed the probability of false association by accounting for the various possible linear orderings which could initiate the search for correspondence. The weakness of Stoney and Thornton model include the consideration of variation among fingerprints from the same source, was not sufficiently addressed. Also, their tolerances for minutiae position were derived from successive fingerprint images under normal conditions and are far too low to be applicable in actual fingerprint comparisons. The assumption of independent between orientation and location, inaccurate and over-conservative orientation probability calculations and statistics are mainly centered on the minutiae above the core location [5].

2.3 Polar System Models

2.3.1 Roxburgh Model
This model involves the following features [11]:

i. The use of a polar coordinate system to uniquely identify minutiae
ii. Treatment of correlation among neighboring minutiae
iii. Adjustments for fingerprint quality and for connective ambiguity
iv. Consideration of variation in the position of the minutiae configuration relative to the pattern core.

Roxburgh proposed more comprehensive analysis to compute the probability of a fingerprint configuration [4]. His analysis was based on considering a fingerprint as a pattern with concentric circles with one ridge interval from the core, in a polar coordinate system as shown in Figure 2.
An axis is drawn extending upward from the origin and is rotated in a clockwise from the vertical axis. Fingerprint minutiae position and orientation, ridge count (concentric circle number) as well as minutiae types for each minutia, are recorded [6]. Roxburgh also incorporated a quality measure of the fingerprint into his computation and assumed that the ridge count and minutiae types were independent. He computed the probability of a particular fingerprint configuration using:

\[ P(\text{Fingerprint Configuration}) = \left( \frac{N}{P} \right) \times \left( \frac{D}{YZ} \right)^K \]  

Where P is the probability of encountering a particular fingerprint type and core type, D is a measure of quality (D=1.5 for an average quality fingerprint and D=3.0 for a poor quality fingerprint), Y is the number of semicircular ridges in a fingerprint, Z is the minutiae types and K is number of minutiae. The major weakness of Roxburgh model is that the model did not incorporate minutia resolution into the model which is a fundamental aspect of fingerprint individuality. Also, the arbitrary quality weights used which are assigned subjectively, and uniform density of minutiae among all regions of the fingerprint. In addition, the acknowledgement of more than one possible core location to be the center of the circle configuration creates more than one possible PRC calculation, as the values may differ depending on the circle configuration alignment.

The author in [30] proposed a fingerprint matching algorithm using the combination of both the ridge features and the minutiae features. The author incorporated ridge features such as ridge count, ridge length, ridge curvature direction and ridge type. The minutiae feature used are minutiae types, orientation and position. The ridge features are extracted by defining the ridge-based coordinate system in a skeletonized image form. The result of the proposed method yielded a higher matching scores compared to the conventional minutiae based alone. However, the algorithm failed with low quality images and preprocessing method id required in order to reduce enhancement errors.

A fingerprint matching algorithm which establishes both the ridge and minutiae correspondences between two fingerprints is presented by the authors in [20]. For each of the minutiae pair, the correspondence ridge matching process is performed which incrementally matches the remaining minutiae and ridges and the matching scores was computed for both minutiae and ridges. An effective fingerprint matching algorithm that matches both the minutiae and ridges was developed. The algorithm developed was able to handle the non-linear deformation and poor quality fingerprint images. However, the alignment algorithm performed poorly for fingerprint with fewer minutiae.

### 2.4 Relative Measurement Models

#### 2.4.1 Amy model

This model [4–6] defined two general contributions to fingerprint individuality. They are, variability in minutiae type and variability in number and position of minutiae. Amy proposed a probability measure for a given minutiae type and minutiae position, that was utilized to help derive a PRC value. Minutiae could either be bifurcation or ridge ending. He used a database of 100 fingerprints for experimental evaluation. Amy calculated relative frequencies rather than assuming equal probabilities for each type of minutiae. The relative frequency results were 0.40 and 0.60 for bifurcations and ridge endings respectively. While the probabilities of ¾ and ¼ were used for the two relative opposing directions [29]. Amy also computed variations in the number and spatial position of minutiae. Given a square region of ridges with r ridges interval on the size, the probability of a specific number and spatial location of a minutiae, M existing in a square is given as follows:

\[ P(M) = \frac{P(r, x) N(r, c)}{N(r)} \]  

Where \( P(r, x) \) is the probability that \( x \) minutiae exist within the square, \( N(r) \) is the total number of arrangements of the \( x \) minutiae, \( N(r, c) \) is the total number of arrangement in a given configuration of \( x \) minutiae.

Some of the limitations of this model include the assumption of uniform minutiae density and minutiae location-type independence. Also, the relative positioning proposed does not account for precise location of minutiae occurring at a given ridge. Hence, the estimate for the number of configurations of minutiae within a given square region may not be entirely accurate [5].

#### 2.4.2 Trauring Model

Trauring [14,27] was the first to concentrate explicitly on measuring the amount of details needed to establish a correspondence between two fingerprints from the same finger (intra class variation) using a system of fingerprint identification, and observing that corresponding fingerprint features in impressions of the same finger could be displaced from each other by as much as 1.5 times the inter ridge distance [3]. Trauring further made the following assumptions:

1. Minutiae are randomly distributed.
2. There are two minutiae types, bifurcation and ridges ending
3. The two minutiae types are equally likely to occur
iv. The two possible orientations of minutiae are equally likely to occur.
v. Minutiae type, orientation and position are independent variables.

Trauring computed the probability of false identification of fingerprint as follows [3]:

\[ P = 10\mu \cdot 9\pi \cdot \frac{\varphi^t}{16} \]  
\[ (9) \]

Where \( t \) is number of test minutiae, \( \varphi \) is the minutia density (minutia per square mean pattern wavelength), \( \mu \) is the probability of matching reference minutiae in the false fingerprint.

The most important feature of Trauring's model is his concept of reference minutiae. He used the locations of three reference minutiae to determine the individuality of fingerprint. Positions of the remaining test minutiae were determined relatively to these reference minutiae. Although no other fingerprint model explicitly distinguishes between reference and test minutiae. However, the concept of test and reference minutiae remain undeveloped in its application to convolutional fingerprint comparison. Although, an innovation modelling association was used with regards to the proposed theoretical AFIS system, the model is novel in assumptions and considerations. Incorrect assumptions of uniform minutiae density and type frequencies were used. In addition, estimated values for the parameters used are lacking a strong empirical foundation as they rely on a very small sample set.

2.4.3 Kingston model:

Kingston proposed a model for fingerprint individuality by dividing his model into three probability calculations for a given configuration of minutiae. He first calculated the probability of finding the observed size, next, he calculated the probability that the particular minutiae positions would be observed. Finally, he calculated the probability that minutiae of the observed type would occupy the positions. The Poisson distribution was employed to measure minutiae density, assuming the uniform density for all fingerprint regions and classes. The probability of the observed minutiae (N) in a given fingerprint region is computed as follows:

\[ P(N \text{-} \text{minutiae}) = \left( e^{-y} \right) \left( \frac{y^N}{N!} \right) \]  
\[ (10) \]

Where N is number of minutiae and y is expected minutiae number. The minutiae density was measured for the specific type of finger pattern and location.

Kingston next computed a probability for the observed positioning of minutiae. He assumed that each minutia occupied a square region of 0.286mm². Each square containing a minutia was assumed to exclude other minutiae existing within the square. Thus, a square region could be extended to a size of 0.571mm², being the largest possible square with only one minutia. Under this assumption, Kingston proceeded as follows: consider N-minutiae occurring in a region S square millimeters in area, the number of minutiae position within this region is computed as follows:

\[ N = \frac{S}{(0.571)^2} = \frac{S}{(0.082)} \]  
\[ (11) \]

Where N represents number of minutiae

Kingston also estimated the probability of correspondence in minutiae types, by determining the relative frequencies of minutiae types. The probability for a correspondence in minutiae type was calculated as the product of the relative frequencies for each of the n minutiae.

The general similarity between the Kingston model and the Amy model are:

i. Both models determine the probability of a particular number of minutiae in a region of a given size.

ii. They both compute the possible permutations of minutiae positions.

iii. They consider variation in minutiae type.

The principle difference between the two models is that, Amy attempts to describe minutiae position within the ridge structure, whereas Kingston ignores this structure and uses the coordinates of minutiae positions. The limitations of the model include the assumption of minutiae type probability being independent of its spatial region. In addition, positioning calculations assume uniform density and the minutiae spatial information for a given configuration of minutiae is not used. Also, no orientations of minutiae were considered in the probability calculations.

2.4.4 Champod and Margot Model

This model is specifically designed to search for minutiae in a fingerprint by use of image processing algorithm to aid the detection of minutiae features [9]. The algorithm reduced the fingerprint images into a skeleton image to ensure the accuracy of minutiae position and orientation when compared with the original images [6]. The model incorporated ridge ending and bifurcation as major minutiae features used. The positions of the minutiae are calculated relative to the core point. Orientations were defined relative to other minutiae when the ridge flow was in a constant direction which is measured relatively to the vertical axis and the length of minutiae were measured for experimental purposes. The authors observed that, density of minutiae was highly concentrated around singular points (core and delta) in comparison to other areas of the fingerprint. The number of minutiae was seen to follow a Poisson distribution in the area above the core, but the region below the core had minor deviations from the distribution [5].

2.5 Generative Models

These models incorporated both the location and orientation of extracted minutiae into a mixture model. The authors in [4] use mixture model using Hyper geometric and Binomial distributions for minutiae. The following conditions were assumed by the authors in their fingerprint individuality model [4-5]:

(i). Only two types of minutiae are considered, ridge ending and bifurcation.

(ii). Minutiae are uniformly distributed with the restriction that they are not very close to each other.

(iii). Correspondence between minutiae in template and input fingerprints is independent and have an equal weight.

(iv). The fingerprint image quality is not taken into account since it is very difficult to assign reliably a quality index to a fingerprint.

(v). Ridge widths are assumed to be same.

(vi). There exists only one correct alignment between fingerprints.

The input and the template minutiae sets I and T, respectively are computed as follows [4]:

\[ I = \{\{x'_1, y'_1, \theta'_1\}, \{x'_2, y'_2, \theta'_2\}, ..., \{x'_n, y'_n, \theta'_n\}\} \]  
\[ (12) \]
Various fingerprint individuality models were compared and simulated with empirical distributions of the proposed model, the empirical impostor distribution was compared to the simulated distribution of the proposed model, the empirical distribution. The distributions from the theoretical model did not fit the empirical distribution. The probability for larger numbers of impostor minutiae pairing per impostor comparison were understated by the theoretical distributions. Also, since minutiae feature extraction was fully automated, spurious minutiae may exist in some of the recorded minutiae pairings resulting in an inflated number of impostor minutiae pairings. The authors in [7] presented statistical methods for assessing the individuality of fingerprint. The extracted minutiae location was modelled using bivariate Gaussian density while minutiae direction was modelled using a Von-Mises distribution. The parameters for the model were computed and compared with the theoretical probability. The model did not consider singular points features. Also, the algorithm is computationally bulky and time complexity.

Minutiae-based fingerprint individuality model was presented in [10]. Complete spatial randomness (CSR) technique was used to compute the Euclidean distance between extracted minutiae. The minutiae positions of each fingerprint were manually marked by experts and only minutiae locations were considered for the matching. An experiment was performed on selected fingerprints from three fingerprint databases where the empirical impostor distribution was compared to the simulated distribution of the proposed method. Many of the earlier models were mere guesses of probability values and were very primitive. Majority of these models considered ridge endings and ridge bifurcations while others co-opted other minutiae features so as to facilitate the models to get accurate and a much lower PRC [5]. Models also differ in the number of fingerprints used to compute their PRC. The earlier models take a few fingerprints to represent the general population into consideration due to the manual computation of PRC involved, while the recent models considered larger fingerprints for the representation of the general population. Earlier models like Galton’s divides fingerprint into independent grids and find the PRC as a product of the probability of individual grids, others use a relative measure between minutiae for better matching [6]. The newer models are the generative models which are based on distribution of minutiae of a database and then find the PRC by generating fingerprint from the model.

3. SYNOPSIS OF SOME RESEARCH WORKS ON FINGERPRINT INDIVIDUALITY MODELS

The summary of the objectives, methodologies and the limitations of some research works that are based on the models presented in the preceding Sections is presented in this Section.

The authors in [4] proposed a fingerprint individuality model that relied on fingerprint image features. The authors extracted the minutiae location and direction to compute the probability of false random correspondence between two fingerprints minutiae. The extracted minutiae were used for matching by validate the minutiae occurrences, matching probabilities and probability of random correspondence (PRC) with benchmarked fingerprint images. The distributions from the theoretical model did not fit the empirical distribution. The probability for larger numbers of impostor minutiae pairing per impostor comparison were understated by the theoretical distributions. Also, since minutiae feature extraction was fully automated, spurious minutiae may exist in some of the recorded minutiae pairings resulting in an inflated number of impostor minutiae pairings. The authors in [7] presented statistical methods for assessing the individuality of fingerprint. The extracted minutiae location was modelled using bivariate Gaussian density while minutiae direction was modelled using a Von-Misses distribution method. In order to compute the probability of random correspondence, a Poisson distribution with mean parameters derived from the fitted mixture distribution was used. The empirical probabilities of matching minutiae pair were computed and compared with the theoretical probability. The model did not consider singular points features. Also, the algorithm is computationally bulky and time complexity.

Minutiae-based fingerprint individuality model was presented in [10]. Complete spatial randomness (CSR) technique was used to compute the Euclidean distance between extracted minutiae. The minutiae positions of each fingerprint were manually marked by experts and only minutiae locations were considered for the matching. An experiment was performed on selected fingerprints from three fingerprint databases where the empirical impostor distribution was compared to the simulated distribution of the proposed method. Many of
empirical distributions. The model requires large sample size of database for categorization with respect to quality and number of fingerprints and does not consider minutiae orientation for the matching. Also, the model failed to detect spurious points. Although, the authors do not assume a uniform distribution for the directional difference of spatially minutiae, their assumptions of a homogeneous minutiae spatial distribution strongly against empirical observations, ultimately leading to inaccuracy PRC estimates. The authors in [11] proposed a generative model for fingerprint individuality using ridge types. The authors observed only minutiae location and direction were used to determine the probability of random correspondence (PRC) between two fingerprints, not much emphasis was given to generative models using ridge points for fingerprint matching. The authors incorporated ridge information into the generative model by using a third distribution for ridge types. The joint probability of minutiae location, orientation and ridge type is modeled as a mixture distribution. Though the developed model offered a more accurate fingerprint representation model for PRC computation, the performance of the model is diminished with low quality images. Also, only macro scale spatial characteristics are discovered, while any statistical spatial relationships within clusters (between neighboring minutiae) are ignored. The authors in [12] proposed a generative model for fingerprint minutiae by investigating the correlation between the ridge orientation field and extracted minutiae. The model used a large training data size. The authors implemented the model using both the extracted features manually marked by experts and the features extracted by automated matchers. The proposed model performed better with small number of training fingerprints and performed badly with the minutiae extracted in singularity area (areas surrounded by core/delta) which later displayed low reliability. A statistical modeling of fingerprint individuality was proposed in [13]. The authors used spatial point pattern analysis to extract the minutiae location, direction and type and formed two dimensional point patterns. Ripley’s K function was used as statistical property for comparison. The minutiae patterns were marked by human experts and the missing minutiae during marking were approximated using Bernoulli process. The model can serve as a foundation for more accurate theoretical analysis of the fingerprint individuality. The model accurately represents small scale over-dispersion and large scale clustering of a given population. Also, the simulating realization of the model can be used in fingerprint synthesis systems for generating more realistic artificial fingerprints. However, the authors make an unfounded assumption that every fingerprint has similar clustering and over-dispersion characteristics. The K function of the pair potential Markov process cannot be express in a closed form. This will greatly jeopardize the usability of the proposed model for any further theoretical analysis. An individuality model for online signature using Fourier domain representation of a fingerprint signature was proposed in [14]. The model is hinged on the extraction of the coordinates of the sample points. During enrolment, the user supplies a number of reference signature which are used to measure the variation of the query signature. The range of each harmonic is divided into a constant number of bins centered on the mean of that feature for the reference signature. During matching, query signature is said to match the reference set if its descriptor fall in same bin as the mean of the reference set of the harmonic.

An algorithm for assessing fingerprint individuality in presence of noisy minutiae was presented in [16]. The authors modeled the minutiae location and direction using Bivariate Gaussian density and Von-Mises distribution respectively. The salient features of minutiae occurrence were modeled using clustering tendencies and spatial dependence between the location and orientation of the minutiae. The PRC was then computed as a measure of fingerprint individuality. PRC value focuses only on assessing the probability of corresponding evidential features from fingerprints of different fingers. Thus, PRC model lacks the important evidential consideration of within-finger feature variability. A generalized mixed model framework for assessing fingerprint individuality in presence of varying image quality was proposed in [17]. The PRC was computed for location and direction of a pair of fingerprint image using Euclidean and angular distances respectively. The authors determined the problem of noise as a result of low quality images. However, the model for minutiae occurrences and matching are not validated based on actual fingerprint images. The authors in [22] presented a fingerprint individuality model with pattern, ridge and pore features. The authors modelled the extracted minutiae position and direction, computed the mixture density of minutiae, ridge and pore features as well as the probability of random correspondence (PRC) using the Poisson probability mass function. The model required high resolution (about 1200 dpi) to extract pore features. Also, the theoretical and empirical estimates were affected by factors such as image quality as well as feature extraction and matching algorithms.

4. CONCLUSION

Findings from the survey of some of existing models for fingerprint individuality have been presented with emphasis on strengths, weakness, opportunities and threats. The models include the following, grid-based, fixed probability, ridge-based, relative measurement and generative. These models are categorized based on the approach applied for measured fingerprint individuality. Synopsis of some recent research works on fingerprint individuality management that are premised on these models is also presented with focus on the motivations, objectives, methodologies and the attendant limitations. Future research therefore aims at experimental study of these models and proposing model that will address existing and envisaged common problems of fingerprint-based individuality management as well as some of the limitations of the reviewed works.
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