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\textbf{ABSTRACT}

Cognitive diagnosis models (CDMs) are useful statistical tools to provide rich information relevant for intervention and learning. As a popular approach to estimate and make inference of CDMs, the Markov chain Monte Carlo (MCMC) algorithm is widely used in practice. However, when the number of attributes, $K$, is large, the existing MCMC algorithm may become time-consuming, due to the fact that $O(2^K)$ calculations are usually needed in the process of MCMC sampling to get the conditional distribution for each attribute profile. To overcome this computational issue, motivated by Culpepper and Hudson's earlier work in 2018, we propose a computationally efficient sequential Gibbs sampling method, which needs $O(K)$ calculations to sample each attribute profile. We use simulation and real data examples to show the good finite-sample performance of the proposed sequential Gibbs sampling, and its advantage over existing methods.
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\section*{Introduction}

In recent years, cognitive diagnosis models (CDMs) have gained great achievements in educational and psychological assessments, where latent binary random vectors are often assumed to represent the presence or absence of multiple fine-grained skills or attributes. The CDMs can be viewed as a family of restricted latent class models, with the goal of achieving personalized diagnostic classification. Compared with the Item Response Theory (IRT) models, the CDMs can provide more informative feedbacks on attribute profiles and allow for the design of more effective intervention strategies (Rupp et al., 2010).

Many CDMs have been proposed in the literature. An incomplete list contains the Deterministic Input, Noisy “And” gate and Noisy Inputs, Deterministic “And” gate models (DINA and NIDA; Haertel, 1989; Junker & Sijtsma, 2001), the reduced version of the Reparameterized Unified Model (rRUM; Hartz, 2002; Rupp et al., 2010), the Deterministic Input, Noisy “Or” gate and Noisy Inputs, Deterministic “Or” gate models (DINO and NIDO; Templin & Henson, 2006), the general diagnostic model (GDM; von Davier, 2005), the log-linear cognitive diagnosis model (LCDM; Henson et al., 2009), and the generalized DINA model (GDINA; de la Torre, 2011).

To estimate the CDM parameters and perform classification of examinees, the Bayesian MCMC method is one popular approach, as it will not only provide the point estimation but also the whole posterior distributional information for statistical inferences. In the Bayesian framework, the MCMC algorithm is used to generate the unique stationary distribution that weakly converges to the true target distribution of parameters of interest. The MCMC algorithm provides a useful tool to solve many complicated problems in statistics and psychometrics. In the CDM literature, the Bayesian MCMC estimation of CDMs has also been studied. For instance, under the confirmatory setting with the Q-matrix prespecified, Culpepper (2015) proposed an efficient Gibbs sampling for the DINA model, in which all parameters were sampled from their full conditional distributions. Chung (2014, 2019) estimated the DINA and rRUM models in the Bayesian framework using a Gibbs sampling algorithm.

Culpepper and Hudson (2018) further proposed a Bayesian sequential Gibbs sampler of the rRUM which samples each latent attribute sequentially from the
corresponding conditional Bernoulli distribution. In addition, the software "JAGS" has also been used to fit many common CDMs (e.g. Zhan et al., 2019). In the exploratory CDM setting, Bayesian method has also been used to estimate the model parameters and the Q-matrix jointly under identifiability conditions. For instance, Chen et al. (2018) proposed an easily implemented MCMC algorithm through a data augmentation strategy and item parameter reparameterizations. Following Culpepper and Hudson (2018), Culpepper and Chen (2019) proposed a similar sequential sampler to estimate the Q-matrix under the exploratory rRUM.

In modern psychological, educational and medical applications of CDMs, large-scale data, with large numbers of manifest attributes of interest (denoted by K), are often collected. In many applications, the number of the corresponding latent classes 2^K could become comparable or even larger than the number of examinees N. Examples with large number of latent classes can be found in educational assessment (Lee et al., 2011) and the medical diagnosis (Wu et al., 2016). The increasing dimension of attributes and items often causes high computational cost and therefore introduces new challenges for the estimation and inference of the CDMs.

In this paper, we focus on improving the MCMC with the Gibbs sampling in the setting of many latent attributes under the confirmatory CDMs with the Q-matrix prespecified. Existing MCMC algorithms often directly sample from the posterior distribution of each latent attribute profile (see Zhan et al., 2019), with the whole attribute profile treated as one random sample from a categorical distribution with 2^K different categories. Therefore, in order to sample one attribute profile, it is needed to evaluate 2^K posterior probabilities of each possible profile candidate. The corresponding computational overhead for sampling each individual’s attribute profile is of the order O(2^K). For a large K, this would lead to a significant computational burden and also affect the convergence of the MCMC algorithm. Alternatively, Zhan et al. (2015) proposed to model the attributes as independent variables by introducing an independent Bernoulli prior for each attribute, the corresponding sampling method is named as the independent Gibbs sampling in this article. Without modeling the dependence among the attributes, the computation cost of sampling each attribute profile in the independent Gibbs Sampling is then reduced to O(K), however, the independent assumption of attributes is often too strong to satisfy in practice.

Since the computational difficulty for large K mainly arises from the sampling of the attribute profiles, we follow the novel idea of sequential Gibbs sampler proposed in Culpepper and Hudson (2018) to develop an efficient sequential Gibbs sampling method. This work extends Culpepper and Hudson (2018), which focuses on the rRUM model, to the more general GDINA model under the high-dimensional setting with many attributes; such a high-dimensional setting arises in many applications but the related estimation challenge has not been addressed. Following Culpepper and Hudson (2018), the sequential sampler samples each attribute separately instead of sampling the attribute profile as a whole, and consequently, the computational overheads of sampling attribute profiles is greatly reduced from O(2^K) to O(K). For a large K, the improvement is especially significant as shown in the simulation studies.

The rest of the paper is organized as follows. In Section “Bayesian GDINA model,” we give an overview on the CDMs and a Bayesian formulation for the estimation. Section “The sequential Gibbs sampling” introduces the proposed sequential Gibbs sampling, with a focus on the estimation of the GDINA model as a general version of CDMs. The simulations and real data analyses are shown in Section “Simulation studies” and Section “Real data analysis,” respectively. A discussion is given in Section “Discussion.” The supplementary materials include more details for the proposed algorithm. Source code of the proposed method will be made publicly available upon the acceptance of this work.

**Bayesian GDINA model**

This section focus on the GDINA model as the general framework for CDMs, which include many CDMs as special cases such as DINA, DINO, and Reduced RUM (Hartz, 2002; Junker & Sijtsma, 2001; Rupp et al., 2010). We present the formulation for the Bayesian GDINA model, which contains the model setup, item parameter priors and population parameter prior.

**The DINA and GDINA models**

In CDMs, the examinee’s responses depend on his/her latent attribute profile which is denoted by a K-dimensional vector \( \mathbf{a} = (a_1, a_2, ..., a_K)' \), where the superscript ‘ \( ' \) denotes transpose. Each attribute \( a_k \) indicates the mastery of attribute \( k = 1, ..., K \), and there are in total \( C = 2^K \) latent classes \( \mathbf{a} \in \{0, 1\}^K \). Let the binary vector \( \mathbf{Y} = (Y_1, ..., Y_j) \) represent an examinee’s responses to \( j \) items. Both \( \mathbf{a} \) and \( \mathbf{Y} \) are examinee-specific; a particular examinee \( i \)'s attribute profile and
responses are denoted by \( \mathbf{z} \), and \( \mathbf{Y} \) for \( i = 1, \ldots, N \). The \( N \) examinees’ attribute profiles are random samples from a population distribution with the probability: \( \pi_{\mathbf{z}} = P(\mathbf{z} = \mathbf{x}) \), where \( \sum_{\mathbf{x}} \pi_{\mathbf{z}} = 1, 0 \leq \pi_{\mathbf{z}} < 1 \). Thus, the population distribution of attribute profiles is characterized by the vector \( \pi = (\pi_{\mathbf{z}}, \mathbf{z} \in \{0,1\}^K) \).

For notational convenience, for \( \mathbf{z} = (x_1, x_2, \ldots, x_K)^\prime \), we will also write \( \pi_{\mathbf{z}} \) as \( \pi_c \) with \( c = 1 + \sum_{k=1}^{K} 2^{k-1} \). Note that the two representations \( \pi = (\pi_{\mathbf{z}}, \mathbf{z} \in \{0,1\}^K) \) and \( \pi = (\pi_c, c = 1, \ldots, C) \) are equivalent.

The binary Q-matrix (K. K. Tatsuoka, 1983) is a key component for CDMs. For each pair of \( j \) and \( k \), \( q_{jk} = 1 \) indicates attribute \( k \) is required by item \( j \), otherwise \( q_{jk} = 0 \), for \( j = 1, \ldots, J \). Particularly, the \( j \)th row vector \( \mathbf{q} \) of the Q-matrix corresponds to the attributes required by item \( j \).

The DINA model (Haertel, 1989; Junker & Sijtsma, 2001) is one of, if not the simplest, consequently most restrictive, interpretable CDMs available for dichotomously scored tests. For a specific examinee with an attribute profile \( \mathbf{z} \), we can define the ideal response \( \eta(\mathbf{z}, \mathbf{q}) \) to item \( j \) relying on \( \mathbf{z} \) and \( \mathbf{q} \) as:

\[
\eta(\mathbf{z}, \mathbf{q}) = \prod_{k=1}^{K} z_{jk}^{q_{jk}}.
\]

For brevity, given examinee \( i \)’s attribute profile \( \mathbf{z}_i \), the ideal response \( \eta(\mathbf{z}_i, \mathbf{q}_i) \) can also be written as \( \eta_{ij} \) if the context permits. The \( \eta_{ij} \) is an indicator of whether examinee \( i \) masters all the required attributes for item \( j \), which indicates that each item partitions all examinees into two latent groups. Let \( g_j = P(Y_{ij} = 1|\eta_{ij} = 0) \) and \( s_j = P(Y_{ij} = 0|\eta_{ij} = 1) \) be the guessing and slipping parameters, respectively. For examinee \( i \) and item \( j \), the positive response probability, denoted by \( \theta_{j,\mathbf{z}_i} = P(Y_{ij} = 1|\mathbf{z}_i) \), takes the form:

\[
\theta_{j,\mathbf{z}_i} = g_j^{1-\eta_{ij}}(1-s_j)^{\eta_{ij}}.
\]

de la Torre (2011) proposed a general framework for CDMs based on the DINA model, called the GDINA model, which characterized more complex relationships between attribute profiles and response data. In the GDINA model, the positive response probability can be decomposed into the sum of the effects due the presence of required attributes and their interactions. We let \( K_j^* = \sum_{k=1}^{K} q_{jk} \) be the number of required attributes by item \( j \), which is determined by the \( j \)th row vector \( \mathbf{q}_j \) in the Q-matrix. For a specific examinee with \( \mathbf{z} \) and item \( j \), we rearrange the structure of attribute profiles, so that the first \( K_j^* \) attributes are the attributes required by item \( j \). The reduced attribute profile for item \( j \) consists of the first \( K_j^* \) required attributes denoted by \( \mathbf{z}_j^* = (z_{j1}^*, \ldots, z_{jK_j^*}^*)^\prime, j = 1, \ldots, J \). Similarly to \( \mathbf{z} \) and \( \mathbf{Y} \), there also exists the examinee-specific reduced attribute profile, denoted by \( \mathbf{z}_i^* = (z_{i1}^*, \ldots, z_{iK_j^*}^*)^\prime \). Given \( \mathbf{z}_j^* \), the item response probability of item \( j \) is modeled as:

\[
h(\theta_{j,\mathbf{z}_i}^*) = \lambda_{j0} + \sum_{k=1}^{K_j^*} \lambda_{jk} z_{jk}^* + \sum_{k=1}^{K_j^*-1} \sum_{k+k=1}^{K_j^*-1} \lambda_{jk0} z_{jk}^* z_{jk'}^* + \cdots
\]

\[
+ \lambda_{j12-K_j^*} \prod_{k=1}^{K_j^*} z_{jk}^*,
\]

where \( h(\cdot) = h(\cdot) \) represents the positive response probability of the examinees with the reduced \( \mathbf{z}_j^* \) to item \( j \), \( h(\cdot) \) is the link function where usually probit, identity, log and logit links can be employed, \( \lambda_{j0} \) is the intercept, \( \lambda_{jk} \) is the main effect corresponding to \( z_{jk}^* \), \( \lambda_{jk0} \) is the two-way interaction corresponding to \( z_{jk}^* \) and \( z_{jk'}^* \), \( \lambda_{j12-K_j^*} \) is the \( K_j^* \)-way interaction corresponding to all required attributes. We let \( \lambda = (\lambda_0, \lambda_1, \ldots, \lambda_{K_j^*-1}, \lambda_{j12-K_j^*})^\prime \) represent the item parameters for item \( j \) and \( \lambda = (\lambda_1, \ldots, \lambda_I) \) represent the item parameters for all items. The number of item parameters is determined by the structure of the Q-matrix. Specifically, for item \( j \), the number of item parameters is \( 2^{K_j^*} \). In this paper, we shall focus on the probit link function, whereas the proposed method can be applied to other link functions as well.

Under the GDINA model, each item \( j \) can divide examinees into \( 2^{K_j^*} \) latent groups. Because \( \mathbf{z}_j^* \) is a sub-vector of \( \mathbf{z} \), we should notice that \( \theta_{j,\mathbf{z}_i} = \theta_{j,\mathbf{z}_i^*} \). For Equation (3), we can use the vector-notation to rewrite the positive response probability as follows:

\[
\theta_{j,\mathbf{z}_i} = h(\theta_{j,\mathbf{z}_i}^*) = \mathbf{X}_j^* \lambda_j,
\]

where \( \mathbf{X}_j^* = (1, z_{j1}^*, \ldots, z_{jK_j^*}^*)^\prime, \mathbf{X}_j = (z_{j1}^*, z_{j2}^*, \ldots, z_{jK_j^*}^*)^\prime \) denotes a \( 2^{K_j^*} \)-dimensional vector relying on \( \mathbf{z}_j^* \). For a particular examinee \( i = 1, \ldots, N \), the examinee-specific \( \mathbf{X}_j^* \) is denoted by \( \mathbf{X}_j^* = (1, z_{j1}^*, \ldots, z_{jK_j^*}^*)^\prime \). The GDINA model degenerates to the DINA model by setting all item parameters, except \( \lambda_{j0} \) and \( \lambda_{j12-K_j^*} \), to zero. Then, we can obtain \( g_j = h^{-1}(\lambda_{j0}) \) and \( 1-s_j = h^{-1}(\lambda_{j0} + \lambda_{j12-K_j^*}) \), where \( h^{-1} \) is the inverse function of \( h \).

The collection of positive response probabilities is denoted by a \( J \times C \) matrix \( \Theta = (\theta_{j,\mathbf{z}_i}) \), which may depend on different forms of item parameters in different CDMs. Given the response data and all
attribute profiles, the conditional likelihood function takes the following form:

\[ p(Y|x, \Theta) = \prod_{i=1}^{N} \prod_{j=1}^{J} \theta_{j,x_i}^{Y_{ij}}(1 - \theta_{j,x_i})^{1-Y_{ij}}. \]  

(4)

After integrating attribute profiles, the marginal likelihood function takes the following form:

\[ p(Y|\pi, \Theta) = \prod_{i=1}^{N} \sum_{c_1=1}^{C} \prod_{j=1}^{J} \theta_{j,x_i}^{Y_{ij}}(1 - \theta_{j,x_i})^{1-Y_{ij}}. \]  

(5)

### Priors of measurement models’ parameters

The population proportion parameter \( \pi \) includes the saturated information about the attribute profile distribution in CDMs. The Dirichlet distribution is commonly used as a conjugated prior for \( \pi \), such as Culpepper (2015), Culpepper and Hudson (2018) and Zhan et al. (2019). The specific form of the Dirichlet prior for \( \pi = (\pi_1, \ldots, \pi_C) \) is

\[ \pi \sim \text{Dirichlet}(\delta). \]

where \( \delta = (\delta_1, \ldots, \delta_C)' \) represent a \( C \)-dimensional hyper-parameter vector for \( \pi \).

In different CDMs, item parameters will be presented in the different forms, such as \( g_i \) and \( s_i \) in the DINA model, and \( \lambda_j \) in the GDINA model. For the DINA model, independent Beta distributions, \( \text{Beta}(a_i, b_i) \) and \( \text{Beta}(a_j, b_j) \), are often used as the priors for guessing and slipping parameters, respectively. We may also constraint \( 0 < g_i < 1 - s_i < 1 \), to ensure the model identifiability (Chen et al., 2018; Gu & Xu, 2019; Junker & Sijtsma, 2001; Xu & Zhang, 2016). For the GDINA model, the normal distributions are often taken as priors for the item parameters \( \lambda \) (e.g., Zhan et al., 2019). Specifically, two types of priors are often chosen: one is a multivariate normal distribution, \( \lambda_j \sim N(\mu_k, \Sigma_k) \), as a general choice; the other is a truncated multivariate normal distribution, \( \lambda_j \sim N(\mu_k, \Sigma_k)[I(\lambda_j \in T)] \), which is used to ensure certain monotonicity assumption of the item response function. Here \( I(\cdot) \) denotes the indicator function, \( T = \{T_1, \ldots, T_m, \ldots, T_Y\} \), and each \( T_m \) represents some pre-specified constraint of the \( m \)-th element of \( \lambda_j \). For instance, we may restrict the main effect terms in \( \lambda_j \) to be positive to ensure the monotonicity assumption.

As discussed in the introduction, for a large \( K \), the existing MCMC algorithms with Dirichlet prior for \( \pi \) often suffer from the increasing computational cost of sampling each latent attribute profile \( x_i \) from its conditional distribution, which is a categorical distribution with \( 2^K \) different categories. Therefore, it needs to evaluate \( 2^K \) posterior probabilities of each possible profile candidate to sample each \( x_i \), and the corresponding computational overhead for sampling \( x_i \) is \( O(2^K) \). For a large \( K \), this would lead to a significant computational burden and also affect the convergence of the MCMC algorithm.

### The sequential Gibbs sampling

In this section, we introduce the sequential Gibbs sampling method, which samples each attribute separately and is computationally efficient for large \( K \). The sequential Gibbs sampling algorithm will be derived for the GDINA model. It’s natural to apply the sequential Gibbs sampling to other CDMs, and an example of the DINA model is given in Appendix A.

#### Motivation

With the commonly used Dirichlet prior for \( \pi \), many existing Gibbs sampling methods suggest that the full conditional distribution for \( \pi \) is

\[ p(x|\pi) \propto p(Y|x, \lambda)p(x|\pi), \]  

(6)

where the “\( * \)” represented all the other parameters and responses. To infer a specific examinee’s attribute profile, we need to calculate the posterior probability \( p(x|\pi) \) for \( c = 1, \ldots, C \) to obtain the posterior distribution. For large \( K \), the computation is challenging. Since in this Gibbs sampling method, the whole \( x \) should be sampled simultaneously, hereafter this sampling method is referred to as the *simultaneous Gibbs sampling*.

Following Culpepper and Hudson (2018), we first describe the sequential sampling method for the attributes. Let \( x_{\setminus k} \) denote the sub-vector of \( x \) excluding the \( k \)-th attribute. Based on the fact that knowing \( x_{\setminus k} \) and \( x_k \) is equivalent to knowing the attribute profile \( x \), it’s obvious that \( p(x|\pi) = p(x_{\setminus k}, x_k|\pi) \). According to Bayes’ theorem, given the \( x_{\setminus k} \) and \( \pi \), the conditional probability of \( x_k \) is

\[ p(x_k|x_{\setminus k}, \pi) = \frac{p(x_{\setminus k}, x_k|\pi)}{p(x_{\setminus k}|\pi)} \]

(7)

Considering Equation (7), the full conditional distribution for \( x_k \) is calculated from

\[ p(x_k|*, x_{\setminus k}) \propto p(Y|x, \lambda)p(x_{\setminus k}|x_k, \pi). \]

(8)

In Equation (8), \( p(Y|x, \lambda) \) is the conditional likelihood function.
For the second term on RHS of Equation (8), noticing the binary nature of \( z_k \in \{0, 1\} \), we know that conditional on \( \mathbf{z}_{\setminus k} \) and \( \mathbf{p} \),

\[
\alpha_k(\mathbf{z}_{\setminus k}, \mathbf{p}) \sim \text{Bernoulli}(p_k|\mathbf{z}_{\setminus k}, \mathbf{p})
\]

with

\[
p_k|\mathbf{z}_{\setminus k}, \mathbf{p} = \frac{\sum_{c=1}^{C} \pi_c I(\mathbf{z}_c = \mathbf{z}_{\setminus k})}{\sum_{c=1}^{C} \pi_c I(\mathbf{z}_c = \mathbf{z}_{\setminus k})},
\]

where we use the notation \( \mathbf{z}_{\setminus k} \) to represent the \( \mathbf{z} \) vector corresponding to a general latent class \( c \) excluding the \( k \)-th attribute. The above indicator function \( I(\mathbf{z}_c = \mathbf{z}_{\setminus k}) \) only selects one component from \( \mathbf{p} \), and the indicator function \( I(\mathbf{z}_c = \mathbf{z}_{\setminus k}) \) can select two components from \( \mathbf{p} \). According to the two indicator functions, we can construct a ratio as \( p_k|\mathbf{z}_{\setminus k}, \mathbf{p} \). For different CDMs, the Bernoulli distribution form to describe \( z_k \) remains unchanged. Here we can interpret \( p_k|\mathbf{z}_{\setminus k}, \mathbf{p} \) as the “prior” conditional probability before incorporating any information of the responses. The examinee-specific \( p_k|\mathbf{z}_{\setminus k}, \mathbf{p} \) depends on the population parameter \( \mathbf{p} \) and examinee-specific \( \mathbf{z}_{\setminus k} \); that is, for a specific examinee \( i \) with attribute profile \( \mathbf{z}_i, p_k|\mathbf{z}_i, \mathbf{p} \) depends on \( \mathbf{p} \) and \( \mathbf{z}_i, i = 1, \ldots, N \). When there is no ambiguity, we will write \( p_k|\mathbf{z}_{\setminus k}, \mathbf{p} \) and \( p_k|\mathbf{z}_{\setminus k}, \mathbf{p} \) as \( p_k \) and \( p_k \) in the following.

Equations (8) and (9) imply a sampling method that can sample the latent attributes sequentially one by one. Without loss of generality, the attributes are sampled in an increasing order (i.e., \( z_1, \ldots, z_K \) are sampled in turns). In Table 1, an example with three attributes is presented to show how Equation (9) works. An 8-dimensional vector \( \mathbf{p} \) (i.e., \( K = 3 \)) is used to represent the saturated population information and \( z_1, z_2 \) and \( z_3 \) are generated in turns. The first two rows show a one-to-one mapping between \( \mathbf{p} \) and \( \mathbf{z} \). Similar to Gibbs sampling, an initial value of the attribute profile is needed as the starting point. Without loss of generality, let the initial value of \( \mathbf{p} \) equal to (000). When to sample the first attribute \( z_1, z_2 = z_3 = 0 \) is used in Equation (9), then the first attribute \( z_1 \) can be drawn from a Bernoulli distribution with \( p_1 = \frac{\pi_1}{\pi_1 + \pi_2} \), which is the prior conditional probability of \( z_1 = 1 \) given \( z_2 = z_3 = 0 \). Assuming the realization of the first attribute \( z_1 = 1 \), then we can sample the second attribute \( z_2 \), conditional on \( z_1 = 1 \) and \( z_3 = 0 \), from a Bernoulli distribution with \( p_2 = \frac{\pi_3}{\pi_3 + \pi_4} \) in Table 1. When to sample \( z_3 \), conditional on \( z_1 = 1 \) and \( z_2 = 0 \), from a Bernoulli distribution with \( p_3 = \frac{\pi_5}{\pi_5 + \pi_6} \) in Table 1.

In both of the sequential and simultaneous sampling methods, the sampling of attribute profiles depends on \( \mathbf{p} \) and \( \pi \). However, in the simultaneous Gibbs sampling, each attribute profile is treated as a basic unit, and the joint information \( p(\mathbf{z}|\pi) \) is used to sample \( \mathbf{z} \). This method is very slow when \( K \) is large.

In the sequential Gibbs sampling, each element of the attribute profile is sampled separately from the conditional Bernoulli distribution of \( z_k|\mathbf{z}_{\setminus k}, \mathbf{z} \), which would reduce the computational cost significantly.

### Table 1. A sample with three attributes for the conditional Bernoulli distribution.

| \( \alpha \) | 000 | 100 | 010 | 110 | 001 | 101 | 011 | 111 | \( p_k \) | Prob |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|------|-----|
| \( z_1 = 1 \) | \( z_2 = 0, z_3 = 0, \pi_1 \) | \( \pi_2 \) | \( \pi_3 \) | \( \pi_4 \) | \( \pi_5 \) | \( \pi_6 \) | \( \pi_7 \) | \( \pi_8 \) | \( \pi_9 \) | \( \pi_9 \) |
| \( z_2 = 0 \) | \( z_1 = 1, z_3 = 0, \pi_1 \) | \( \pi_2 \) | \( \pi_3 \) | \( \pi_4 \) | \( \pi_5 \) | \( \pi_6 \) | \( \pi_7 \) | \( \pi_8 \) | \( \pi_9 \) | \( \pi_9 \) |
| \( z_3 = 1 \) | \( z_1 = 1, z_2 = 0, \pi_1 \) | \( \pi_2 \) | \( \pi_3 \) | \( \pi_4 \) | \( \pi_5 \) | \( \pi_6 \) | \( \pi_7 \) | \( \pi_8 \) | \( \pi_9 \) | \( \pi_9 \) |

Notes. The column “\( p_k \)” represents the conditional probability of \( z_k = 1 \). The column “Prob” is the probability of realization \( z_k \) shown in the first column (in this tble, the realizations are \( z_1 = 1, z_2 = 0 \) and \( z_3 = 1 \)).

#### Sequential Gibbs sampling schedules

With the above introduced sequential sampling method for attributes, in this section we derive the Gibbs sampling updates for other model parameters. To illustrate our method, we shall focus on the GDINA model with a probit link function and use the prior settings introduced in Section “Priors of measurement models’ parameters.”

We will use a data augmentation strategy to derive a closed-form Gibbs sampling method for the item parameters. Please note that similar sampling methods have been proposed in the CDM literature (Chen et al., 2020; Culpepper, 2019a, 2019b). Specifically, we introduce the data augmentation process for the examinee with \( \mathbf{z} \) to item \( j \) as follows

\[
Z_j = X_j^T \lambda_j + \epsilon_j,
\]

where \( \epsilon_j \) follows a standard normal distribution and \( Z_j \) is a latent auxiliary variable. The \( Z_j \) is the examinee-specific, and the augmented data of item \( j \) for examinee \( i \) is denoted by \( Z_{ij} \), for \( i = 1, \ldots, N \). For examinee \( i \), the augmented data \( Z_{ij} \) is distributed \( N(X_i^T \lambda_j, 1) \), and the item response \( Y_{ij} \) is defined as \( Y_{ij} = 1 \) if \( Z_j \) is positive, and \( Y_{ij} = 0 \) otherwise.

With the introduced augmented data \( Z \), the Gibbs sampling needs to sample from the four full
conditional distributions: \( p(Z|Y, x, \pi), p(\hat{a}|Y, Z, x, \pi), p(x_{ik}|Y, Z, x_{-ik}, \pi), \) and \( p(\pi|Y, Z, x, \lambda) \).

**Sample augmented data**

For examinee \( i \) and item \( j \), the augmented data is \( Z_{ij} \). Conditional on \( x \), the distribution of \( Z_{ij} \) is independent of the parameter \( \pi \), which means the distributions \( p(Z|Y, x, \pi) \) and \( p(Z|Y, Z, x, \lambda) \) are equivalent.

According to the \( j \)th row vector \( q_j \) in the Q-matrix, we can get the reduced vector \( \mathbf{x}_j^* \). Based on \( \mathbf{x}_j^*, \hat{a}_j \) and \( Y_{ij} \), the augmented data \( Z_{ij} \) is normally distributed with the mean \( \mu_{ij} = X_{ij}^* \hat{a}_j \) and the variance one. The range of \( Z_{ij} \) is determined by \( Y_{ij} \); if \( Y_{ij} = 1, Z_{ij} > 0 \), otherwise \( Z_{ij} \leq 0 \). The augmented data is generated by the formula

\[
Z_{ij}|Y_{ij}, \mathbf{x}_j^*, \hat{a}_j \sim \begin{cases} N(\mu_{ij}, 1) & Y_{ij} = 1 \\ N(\mu_{ij}, 1) & Y_{ij} = 0 \end{cases}.
\] (10)

**Sample item parameters**

In the GDINA model, two considered types of item parameter priors are the multivariate normal distribution and the truncated multivariate normal distribution, which will induce two sampling methods to sample item parameters. The truncated prior is suitable for the case where we have some known constraints on item parameters. The multivariate normal distribution is suitable for the case where we don’t have additional information about item parameters.

For the item parameters, the conditional independence implies \( p(\hat{a}_j|Y, Z, x, \pi) \) and \( p(\hat{a}_j|Y, Z, x) \) are equivalent. To sample the item parameters for item \( j \), the information of all examinees for this item need to be considered. We arrange all examinees’ augmented data about item \( j \) in a vector \( \mathbf{Z}_j = (Z_{ij1}, Z_{ij2}, ..., Z_{ijn})' \). Furthermore, let \( \mathbf{X}_j = (\mathbf{X}_{ij1}', \mathbf{X}_{ij2}', ..., \mathbf{X}_{ijn}')' \) denote an \( N \times 2^K \) matrix relying on \( \mathbf{x}_j^* \) for \( i = 1, ..., N \). Given \( \mathbf{Z}_j \) and \( \mathbf{X}_j \), a linear regression model is obtained as follows:

\[
\mathbf{Z}_j = \mathbf{X}_j \hat{a}_j + \mathbf{e}_j,
\]

where \( \mathbf{e}_j = (e_{ij1}, e_{ij2}, ..., e_{ijn})' \) is a standard random vector from a standard normal distribution. If there are no constraints on the item parameter \( \hat{a}_j \), which follows a the prior \( N(\mu_{a_j}, \Sigma_{a_j}) \), then we can obtain the full conditional distribution (Minka, 2000) whose form is shown as

\[
\hat{a}_j|x, \mathbf{Z}_j \sim N(\hat{\mu}_{a_j}, \hat{\Sigma}_{a_j}),
\] (11)

where \( \hat{\Sigma}_{a_j}^{-1} = \Sigma_{a_j}^{-1} + \mathbf{X}_j'\mathbf{X}_j \) and \( \hat{\mu}_{a_j} = \Sigma_{a_j}^{-1} \mu_{a_j} \). The sampling method using Equation (11) is called the sampling without truncation. The specifics of the derivation can be found in the Appendix B. If the prior of \( \hat{a}_j \) is the truncated distribution \( N(\mu_{a_j}, \Sigma_{a_j})I(k_1 \in T_j) \), we can obtain the closed form for \( \hat{a}_j \)’s full conditional distribution:

\[
\hat{a}_j|x, \mathbf{Z}_j \sim N(\mu_{a_j}, \Sigma_{a_j})I(k_1 \in T_j).
\] (12)

The sampling method using Equation (12) is called the sampling with truncation. The details about how to sample from the truncated multivariate normal distribution will be discussed in the Appendix C.

**Sample attribute profiles**

In the sequential Gibbs sampling, attributes are sampled one by one, instead of the whole attribute profile. For examinee \( i \), if the \( k \)-th attribute \( x_{ik} \) isn’t required by an item, the value of \( x_{ik} \) won’t affect the item’s likelihood. So when sampling attribute \( x_{ik} \), the only we need to pay attention to the items requiring the \( k \)-th attribute. Hence, we define a set \( \Omega_k = \{ j|q_{ik} = 1. k = 1, ..., j \} \), which represents the items which require attribute \( x_k \), and the complementary set of \( \Omega_k \) is defined as \( \Omega_k^c = \{ j|q_{ik} = 0, k = 1, ..., j \} \). Only the items from \( \Omega_k^c \) will affect the inference about \( x_k \).

Assuming item \( j \) belongs to \( \Omega_k \) and giving the reduced attribute profile \( \mathbf{x}_{ij}^* \), the positive response probability \( \theta_{ij} = \Phi(\mathbf{x}_{ij}^*, \hat{a}_j) \). For the specific examinee \( i \), the likelihood function for the \( k \)-th attribute \( x_{ik} \) is

\[
p(Y_{ij}|\mathbf{x}_{ij}^*, \hat{a}_j) = \Phi(\mathbf{x}_{ij}^*, \hat{a}_j)^{Y_{ij}}(1 - \Phi(\mathbf{x}_{ij}^*, \hat{a}_j))^{1-Y_{ij}}
= \Phi(T_{0j}^{ij} + x_{ik} T_{1j}^{ij})^{Y_{ij}}(1 - \Phi(T_{0j}^{ij} + x_{ik} T_{1j}^{ij}))^{1-Y_{ij}}
= \Phi(T_{0j}^{ij} + x_{ik} T_{1j}^{ij})^{Y_{ij}}(1 - \Phi(T_{0j}^{ij} + x_{ik} T_{1j}^{ij}))^{1-x_{ik}}
= \left[ (1 - \Phi(T_{0j}^{ij} + x_{ik} T_{1j}^{ij}))^{1-x_{ik}} \right]^{1-Y_{ij}},
\] (13)

where \( T_{0j}^{ij} \) and \( T_{1j}^{ij} \) are the sums of the terms which don’t contain \( x_{ik} \) and \( T_{1j}^{ij} \) is the sum of the terms related to \( x_{ik} \). If examinee \( i \) masters attribute \( x_k \), the positive response probability is \( \Phi(T_{0j}^{ij} + T_{1j}^{ij}) \), otherwise, the positive response probability is \( \Phi(T_{0j}^{ij}) \). Therefore, the positive response probability is \( \Phi(T_{0j}^{ij} + T_{1j}^{ij}) \). We can obtain a similar expression, \( (1 - \Phi(T_{0j}^{ij} + T_{1j}^{ij}))^{1-x_{ik}} \), can be obtained for the negative response. For example, assume that the vector \( \mathbf{q}_i = (110) \), the third attribute doesn’t affect the positive response probability and the likelihood function. In other words, from the responses on this item we can’t get any information about the third attribute. We show how to calculate

\[
\]
To investigate the first attribute $x_1$, the positive response probability is that

$$
\Phi(\lambda_0 + \lambda_1 x_1 + \lambda_2 x_2 + \lambda_{12} x_1 x_2)
$$

then notations $T_0^0 = \lambda_0 + \lambda_2 x_2$ and $T_0^1 = \lambda_1 + \lambda_{12} x_2$.

According to Equation (13), it’s obvious that only the items in $\Omega_k$ will affect the full conditional distribution for $x_{ik}$. The parameters $\pi$ and $\alpha_{i,k}$ are used to calculate the prior conditional probability for $x_{ik}$, with $p_{ik}$ calculated as in Section “The sequential Gibbs sampling.” Then the full conditional distribution for $x_{ik}$ is calculated by

$$
\sum_{j \in \Omega_k} p(x_{ik} | \text{other variables, } \pi) \propto \prod_{j \in \Omega_k} \Phi(T_0^j + T_1^j)^{x_{ik} j} (1 - \Phi(T_0^j + T_1^j))^{1 - x_{ik} j} \prod_{j \in \Omega_k} \Phi(T_0^j + T_1^j)^{x_{ik} j} (1 - \Phi(T_0^j + T_1^j))^{1 - x_{ik} j}
$$

hence, the full conditional distribution for $x_{ik}$ is Bernoulli(\(\bar{p}_{ik}\)), where the value of $\bar{p}_{ik}$ is given by

$$
\frac{\prod_{j \in \Omega_k} \Phi(T_0^j + T_1^j)^{x_{ik} j} (1 - \Phi(T_0^j + T_1^j))^{1 - x_{ik} j}}{\prod_{j \in \Omega_k} \Phi(T_0^j + T_1^j)^{x_{ik} j} (1 - \Phi(T_0^j + T_1^j))^{1 - x_{ik} j} + \prod_{j \in \Omega_k} \Phi(T_0^j + T_1^j)^{x_{ik} j} (1 - \Phi(T_0^j + T_1^j))^{1 - x_{ik} j} + \prod_{j \in \Omega_k} \Phi(T_0^j + T_1^j)^{x_{ik} j} (1 - \Phi(T_0^j + T_1^j))^{1 - x_{ik} j} + \prod_{j \in \Omega_k} \Phi(T_0^j + T_1^j)^{x_{ik} j} (1 - \Phi(T_0^j + T_1^j))^{1 - x_{ik} j}}
$$

Sample the population parameter

The population parameter $\pi$ is a C-dimensional vector, whose prior is Dirichlet(\(\delta\)). Given $\alpha$, we can calculate the number of examinees within the latent class $c$, $N_c = \sum_{i=1}^N I[x_c, x_c]$, and the vector $N = (N_1, N_2, ..., N_C)$. From the conditional independence, we know $p(\pi | Y, Z, x, \lambda, \delta)$ and $p(\pi | x, \delta)$ are equivalent. And we can write the posterior of $\pi$ as

$$
\pi | x, \delta \sim \text{Dirichlet}(\delta + N).
$$

We summarize the sequential Gibbs sampling for the GDINA model in Algorithm 1. The sequential sampling method can be straightforwardly applied to other CDMs as well, and the DINA example is illustrated in the Appendix.

**Algorithm 1**: Sequential Gibbs Sampling for GDINA models

**Input**: Initialize $\lambda^{(0)}$, $x^{(0)}$, $\pi^{(0)}$, $Y$, $m = 0$, $M$ and specify priors.

**Output**: Markov chains of $\lambda$, $x$, $\pi$.

In this section, the simultaneous Gibbs sampling, independent Gibbs sampling (Zhan et al., 2015), and sequential Gibbs sampling are used to estimate parameters in the DINA and GDINA models. The simulation studies intend to implement on different settings of $K$. However, for large $K$, the simultaneous Gibbs sampling methods don’t work due to the high computational cost, so only the results of independent and sequential Gibbs sampling are shown. To show that the difference among these methods is purely caused by the difference among the sampling techniques rather than the software, we code and compile all these three methods by ourselves. The computation of the simulation study is implemented by Dell XPS with 3.0 GHz Intel Core i7-9700, 24 GB RAM.

The statistical software JAGS (Just Another Gibbs Sampling; Plummer, 2003), as the off-the-shelf sampling method, is also used to implement the simultaneous Gibbs sampling method for the DINA and GDINA models. The JAGS is similar to WinBUGS (Lunn et al., 2000) and OpenBUGS (Fouley & Jaffrčicz, 2010). Zhan et al. (2019) showed how to implement the DINA and linear logistic models (LLM, see Maris, 1999) by JAGS. We use JAGS to analyze the DINA and GDINA models. When using JAGS, the initial values of all parameters are generated by the default way within JAGS. Under the DINA model, another simultaneous sampler, the R package “dina” (Culpepper, 2015), is also used to estimate the model. Our simulation results indicate that “dina” is faster than JAGS and the parameter estimates of “dina” are similar to JAGS. As the R package “dina” can’t handle the GDINA model, the detailed results of “dina” are not shown.

1For the independent Gibbs sampling, we use the independent Bernoulli prior that $x_{ik} \sim \text{Bernoulli}(\bar{p}_{ik})$ and $\bar{p}_{ik} \sim \text{Beta}(1, 1)$, where $i$ and $k$ indicate examinee and attribute, respectively.

2Particularly, using “dina” to run the chains with 2000 iterations for the DINA settings in our simulation with $\{N = 2000, K = 3\}$, $\{N = 2000, K = 5\}$, and $\{N = 2000, K = 7\}$ needs about 20, 82, and 344 seconds, which are faster than JAGS but slower than the proposed method.
**Simulation design**

The attribute profiles are generated from the two following structures.

**Uniform structure**

The uniform structure assumes that all latent classes share the same probability.

**Correlated structure**

Chiu et al. (2009) proposed a correlated structure for attribute profiles, which can be viewed as a special case of the higher-order attribute structure. For each examinee, the $K$-dimensional vector $\mathbf{\theta} = (\theta_1, ..., \theta_K)$ follows a multivariate normal distribution $N(0, \Sigma)$, where the covariance matrix $\Sigma$ has a common correlation $\rho$ as follows

$$
\begin{pmatrix}
1 & \rho \\
\rho & 1
\end{pmatrix},
$$

then attributes are determined by

$$x_k = \begin{cases} 
1 & \text{if } \theta_k > 0, \\
0 & \text{otherwise.}
\end{cases} \quad (18)
$$

Chen et al. (2015) also called this situation as “Dependent Attributes”.

For the DINA and GDINA models, the generation methods of item parameters need to be introduced separately. For the DINA model, we set the guessing and slipping parameters to 0.2. For the GDINA model, another equivalent notation is introduced to make the description of item parameters clear. For item $j$, let $j_{0j}^{(b)}$ and $j_{wj}^{(w)}$ denote the intercept parameter and $w$-way interaction parameter, respectively. We generate $j_{k}$ from a multivariate normal distribution with a diagonal covariance matrix. In particular, the distribution to generate $j_{k}$ is specified as:

$$j_{k}^{(w)} \sim \begin{cases} 
N(-1.2, 0.4^2), & w = 0, \\
N(0.9, 0.2^2)/w^2, & w = 1, ..., K^w. 
\end{cases} \quad (19)
$$

This generation method of item parameters indicates the same-way interactions share similar properties (i.e., the same distribution).

Based on the model identifiability and generic identifiability restrictions (Chen et al., 2020; Gu & Xu, 2020; Xu, 2017; Xu & Zhang, 2016), the $Q$-matrix has this form

$$Q' = \left( I_K, I_K, \tilde{Q}_2, \tilde{Q}_3, \tilde{Q}' \right),$$

where each item in $\tilde{Q}_2$ and $\tilde{Q}_3$ requires two and three attributes, respectively. In addition, we randomly sample non-zero $q$-vectors which require three or fewer attributes to fill $\tilde{Q}$. Given the attribute profiles, the item parameters, the $Q$-matrix, and the response data can be generated. For different $K$, the $Q$-matrices are fixed and shown in Appendix D.

The sampling methods are compared from three aspects: speed, parameter estimation accuracy and classification accuracy. The running times of the sampling methods are used to reflect the speed, and the bias, root mean squared error (RMSE) and mean squared error (MSE) are used to evaluate the accuracy. The average bias, RMSE and MSE, denoted by $\text{Bias}$, $\text{RMSE}$ and $\text{MSE}$, are computed for each type parameter, according to

$$\text{Bias}_\phi = {1 \over H} \sum_{h=1}^{H} {1 \over R} \sum_{r=1}^{R} \left( \hat{\phi}_h - \phi_h \right),$$

$$\text{RMSE}_\phi = {1 \over H} \sum_{h=1}^{H} {1 \over R} \sum_{r=1}^{R} \left( \hat{\phi}_h - \phi_h \right)^2,$$

$$\text{MSE}_\phi = {1 \over H} \sum_{h=1}^{H} {1 \over R} \sum_{r=1}^{R} \left( \hat{\phi}_h - \phi_h \right)^2,$$

where $\hat{\phi}_r$ denotes the estimation from $r$-th replication of a parameter, $\phi_h$ denotes the true value, and $R$ denotes the number of replications (i.e., for guessing and slipping parameters, $H=J$; for the item parameters in the GDINA model, $H=K$). The total number of item parameters denoted by $\#(\lambda_i)$; for population parameters, $H=C$). The subscript $\phi$ of the indices is used to discriminate the types of parameters. On the other hand, two widely used indices, attribute-wise agreement rate (AAR) and pattern-wise agreement rate (PAR), can be used to examine the classification accuracy. The AAR = $\sum_{r=1}^{R} \sum_{i=1}^{N} \sum_{k=1}^{K} I \{ \hat{q}_{ik} = q_{ik} \}/RN$ can be used for arbitrary $K$. The PAR = $\sum_{r=1}^{R} \sum_{i=1}^{N} I \{ \sum_{k=1}^{K} | \hat{q}_{ik} - q_{ik} | = 0 \}/RN$, however, is usually too small to provide valid information about the classification accuracy when $K$ is large. Hence, we define a more practical measure, PARn = $\sum_{r=1}^{R} \sum_{i=1}^{N} I \{ \sum_{k=1}^{K} | \hat{q}_{ik} - q_{ik} | \leq n \}/RN$, which denotes that, for one pattern, up to $n$ misestimated attributes can be tolerated. When $n$ is a positive integer, PARn is a relaxation of PAR (i.e., PAR0).

| Method       | Sim | Seq | Ind | S  | M  | L  | Ind |
|--------------|-----|-----|-----|----|----|----|-----|
| Number of items | $J = 30$ |
| Attribute structure | uniform or correlations $\rho = 0.3$ and $0.7$ |
| Replications   | $R = 25$ |
| Examinee sample sizes | $N = 1000$ and $2000$ |
| Chain length   | 2000 |
| Burn-in        | 1000 |

Note. The column “Sim”, “Seq” and “Ind” represent the simultaneous, sequential and independent Gibbs samplings, respectively.

Table 2. The settings for simulation studies.
Table 3. Parameter recovery for low dimension with the uniform population.

For any estimation of the parameter $\pi$, $\text{Bias}_{\pi} = 0$ always holds. So the maximum norm is used to replace the bias to evaluate the performance of population parameter estimations. When the true value and estimation of population parameter are $\pi$ and $\hat{\pi}^{(r)}$, the maximum norm of difference is $||\pi - \hat{\pi}^{(r)}||_\infty = \max_j |\pi_j - \hat{\pi}_j|$. The maximum norm measures the maximum of absolute deviance. If the estimation repeats $R$ times, the average maximum norm (MN) is

$$\overline{\text{MN}_e} = \frac{1}{R} \sum_{r=1}^{R} ||\pi - \hat{\pi}^{(r)}||_\infty.$$  

Table 2 summaries the simulation study basic settings: sample sizes $N=1000$ and 2000; the number of the items $J=30$; attribute structures uniform, correlated structures with two correlation levels $\rho = 0.3$ and 0.7. We call the cases $K=3$ and 5 as the low dimension cases, where the simultaneous and sequential Gibbs sampling are conducted. The cases $K=7$ and 15 are named as the high dimension cases, only the sequential Gibbs sampling is performed. For each particular case, 25 independent response datasets are generated.

For the low dimension ($K=3, 5$), the Dirichlet prior’s hyper-parameter $\delta$ is the C-dimensional vector 1, leading to a non-informative prior. For the high dimension ($K=7, 15$), three $\delta$’s are used: $\delta = 0.01, 0.1$ and 1, which are indicated as “S”, “M” and “L” in Table 2. For the GDINA model, the priors for the item parameter $\lambda_i$ are shown as follows:

$$\lambda_i^{(w)} \sim \begin{cases} N(-1.2, 0.4^2), & w = 0, \\ N(0.9, 0.3^2)/w, & w = 1, \ldots, K_j^* \end{cases}$$  

which have a similar support set and a large variance compared with the generation regime for $w > 0$. For the DINA model, non-informative Beta priors are taken for the slipping and guessing parameters. For fair comparison, all methods use the same set of priors.

Besides the priors, we need to specify initial values for $\theta, \pi$ and $\lambda$. The initial value of $\pi$ is that each attribute is randomly sampled from an independent Bernoulli (0.5). The initial value of population parameter $\pi$ is the C-dimensional vector 1/C. The initial value of $\lambda$ is a random sample from the $\lambda$’s prior.

Calpepper (2015) showed that, for the DINA model, simultaneous Gibbs sampling only needed about 750 iterations to reach convergence. Consequently, in this paper, a 2000 iterations Markov chain is run and we discard the first 1000 iterations as burn-in which are adequate to reach convergence. For
### Table 4. Parameter recovery for low dimension with the correlation $p = 0.3$

| Sample size | Method | Attribute number | Sim | Seq | Ind |
|-------------|--------|------------------|-----|-----|-----|
| 1000        | DNA    | 0.004            | 0.005 | 0.003 | 0.004 |
|             | RMSE   | 0.012            | 0.011 | 0.012 | 0.011 |
|             | MSE    | 0.001            | 0.001 | 0.002 | 0.001 |
| 2000        | DNA    | 0.001            | 0.001 | 0.002 | 0.001 |
|             | RMSE   | 0.000            | 0.000 | 0.001 | 0.000 |
|             | MSE    | 0.000            | 0.000 | 0.001 | 0.000 |

### Table 5. Parameter recovery for low dimension with the correlation $p = 0.7$

| Sample size | Method | Attribute number | Sim | Seq | Ind |
|-------------|--------|------------------|-----|-----|-----|
| 1000        | DNA    | 0.004            | 0.005 | 0.003 | 0.004 |
|             | RMSE   | 0.012            | 0.011 | 0.012 | 0.011 |
|             | MSE    | 0.001            | 0.001 | 0.002 | 0.001 |
| 2000        | DNA    | 0.001            | 0.001 | 0.002 | 0.001 |
|             | RMSE   | 0.000            | 0.000 | 0.001 | 0.000 |
|             | MSE    | 0.000            | 0.000 | 0.001 | 0.000 |

Note. The "Sim", "Seq" and "Ind" represent the simultaneous (implemented by JAGS), sequential, independent and self-compiled simultaneous Gibbs sampling methods, respectively.

Note. The "Sim", "Seq" and "Ind" represent the simultaneous (implemented by JAGS), sequential, independent and self-compiled simultaneous Gibbs sampling methods, respectively.
For the simulation results, potential scale reduction factor $R^{1/2}$ (Brooks & Gelman, 1998; Gelman & Rubin, 1992) is used for convergence diagnosis. Brooks and Gelman (1998) suggested that $R^{1/2} < 1.2$ for all model parameters indicates that convergence has been reached. To make the conclusion more reliable, the condition $R^{1/2} < 1.1$ can be used. In Figure 1, the plots of the maximum of all potential scale reduction factors are shown for six representative conditions. The six conditions are from high-dimensional GDINA models. For each condition, we generate 5 independent response data. For each response data, 5 parallel chains are run to calculate the potential scale reduction factors for all item and population parameters. The plots are based upon the first 2000 chain lengths (from 50 to 2000 by increments of 50). The results in Figure 1 (and other diagnosis results not presented here) support that all chains can reach convergence after 2000 iterations under the GDINA model.

### Simulation results

There are 7 tables to show the results for different settings of the DINA and GDINA models. For the GDINA model with a probit link function, the generation of item parameters has a great probability that the intercept is negative and the interaction is positive. Consequently the results of the sampling with or without truncation are very similar, and here we only show the results of sampling with truncation. The digits of bias, RMSE, MSE, AAR and PAR are rounded off to four decimal places and the digits of time are rounded off to five significant figures.

Tables 3–5 show the results of the uniform population, correlated structure with $\rho = 0.3$ and 0.7 for the low dimension cases, respectively. Hereafter, the “Sim”, “Seq”, “Ind”, and “sSim” represent the simultaneous (implemented by JAGS), sequential, independent, and self-compiled simultaneous Gibbs sampling methods, respectively. For the DINA model, “Sim”, “Seq” and “sSim” always obtain similar estimation results for item parameters, population parameters, and attribute patterns, which indicates the estimation consistency between the sequential and simultaneous Gibbs sampling methods. When the population is uniform, the “Ind” method also performs similarly to the other methods. However, as the correlation $\rho$ among the attributes increases, the “Ind” method performs more poorly in $\text{M}_N$. For the GDINA model, we conduct a Markov chain with length 3000 and burn-in length 2000.

### Table 6. Parameter recovery for high dimension with the uniform population.

| Attribute number | Sample size | Method | $K=15$ | $K=2000$ |
|------------------|-------------|--------|---------|-----------|
|                  |             |        |         | 0.01 | 1     |
|                  |             |        |         | 0.01 | 1     |
|                  |             |        |         | 0.01 | 1     |
|                  |             |        |         | 0.01 | 1     |

Note: In the row “Method”, the bold number represents a vector with same components. The bold number represents a vector with same components. The bold number represents a vector with same components.
| Sample size | 1000 | 1 | 1 | 1 | 1 | 1 |
|-------------|------|---|---|---|---|---|
| Method      | DNA  | Bias | MSE | RMSE | MSE | AAR |
|             |      | 0.012 | 0.019 | 0.024 | 0.028 | 0.930 |
|             |      | 0.004 | 0.006 | 0.008 | 0.010 | 0.930 |
|             |      | 0.002 | 0.003 | 0.004 | 0.005 | 0.930 |
|             |      | 0.001 | 0.001 | 0.001 | 0.001 | 0.930 |
|             |      | 0.000 | 0.000 | 0.000 | 0.000 | 0.930 |
|             |      | 0.000 | 0.000 | 0.000 | 0.000 | 0.930 |

Note: In the row "Method", there are three different levels of \( d \): the sequential Gibbs samplings with \( d = 3 \), \( d = 5 \), and \( d = 7 \). The bold number represents a vector with same components.
GDINA model, inferences between the sequential and simultaneous Gibbs sampling methods are also consistent. As the correlation $\rho$ increases, the “Ind” method will underperform the other methods, due to the violation of its assumption on the independence of the attributes.

For both models, the accuracy of estimations becomes better with the large sample size. The classification accuracy of the “Sim” method, as a baseline, is comparable to that of the other methods.

Tables 6–8 show the results of the uniform population and correlated structures with $\rho = 0.3$ and 0.7 for the high dimension cases. If the population distribution of attribute profiles is uniform, the “Ind” method is comparable or slightly outperforms the sequential Gibbs sampling method. When the attributes become more correlated, the sequential sampling method outperforms the “Ind” method. For instance, in the high-dimensional condition with $\rho = 0.7$ and $K=15$, the sequential sampling with a smaller $\delta$ is superior to the other methods. We also find some common phenomena that when $K=15$, the $\text{RMSE}_\pi$ is approximate to 0.0001 (i.e., the $\text{MSE}_\pi$ is approximate to 0), which is due to the large number of latent classes.

In Table 9, the average computational time is reported. Since the dependent structure of the attribute profiles has almost negligible influence on the computational time, we only report the calculation time of different methods under the uniform population. The results show that the simultaneous Gibbs sampling implemented by JAGS has the slowest speed among the four methods. In order to show the computational superiority of the sequential Gibbs than that of the simultaneous Gibbs sampling, we also add the $K=7$ condition for the self-compiled simultaneous Gibbs sampling. Comparing the time of “Seq” and “sSim”, when $K=7$, the superiority of the sequential Gibbs sampling method appears in the GDINA model.

However, the superiority of the sequential Gibbs sampling method has been reflected in the DINA model with $K=5$. In addition, “Ind” is also computationally efficient, with comparable computational time to the sequential Gibbs method.

In the simulation study, using JAGS to estimate the GDINA model needs more memory space than the DINA model. Particularly, for the GDINA model, we find that the estimation process in JAGS is often executed or shut down due to “run out of memory”. Therefore, the presented computational time for the GDINA model is only the average of those well-converged replications in JAGS, which leads to a counter-intuitive observation that the simultaneous Gibbs sampling for the GDINA model is “faster” than the simultaneous Gibbs sampling of the DINA model. Due to the high computational cost, the simultaneous Gibbs sampling time for some high dimension cases is not reported.

Through simulation studies, we can find when $K$ is small, the sequential Gibbs can use less time to obtain the results with similar accuracy as JAGS. When $K$ is large, the sequential Gibbs sampling algorithm still works well, but the simultaneous Gibbs sampling algorithm doesn’t due to the high computational cost. The speed advantage of the sequential Gibbs sampling become more apparent as $K$ increases. In addition, when the number of attributes $K$ goes large, the moderately small hyperparameter $\delta$ is preferred. Comparing the independent and sequential Gibbs sampling methods, for the uniform structure with independent attributes, the independent Gibbs sampling method is comparable or slightly outperforms the sequential Gibbs sampling method. However, for
correlated structures, the sequential Gibbs sampling method provides better performance (see the Bias in Tables 5 and 8).

Real data analysis

In this analysis, the DINA and GDINA models are used to deal with the Tatsuoka’s fraction-subtraction data (C. Tatsuoka, 2002). The fraction-subtraction data has been widely analyzed. For the data set, the Q-matrix (de la Torre & Douglas, 2004) and contents are shown in Table 10. This data set contains responses of 536 middle school students (i.e., \( N = 536 \)) to 20 items (i.e., \( J = 20 \)). There are 8 attributes and \( 2^8 = 256 \) latent classes.

We fit both the DINA and GDINA models. Based on the results of simulation studies, we set the hyper-parameter of the Dirichlet prior \( \delta = 0.1 \). When applying the GDINA model, we assume the item parameter prior for all items as \( \lambda^{(w)} \sim N(0,1) \) for both \( w = 0 \) and \( w > 0 \). The prior hyper-parameters and MCMC chain lengths and burn-in are listed in Table 11. The computation of analyses is performed by a 2018 MacBook Pro with 2.2 GHz Intel Core i7, 16 GB 2400 MHz DDR4 and Radeon Pro 555/4096 MB; Intel UHD Graphics 630 1536 MB. The only feasible case for JAGS is running the 8-attribute DINA model.

Table 11. Summary of analyzing conditions for the fraction-subtraction data.

| Method | DINA | GDINA |
|--------|------|-------|
| GDINA \( \lambda \) prior | \( - \) | \( N(0,1) \) |
| DINA \( s, g \) prior | Beta(1,1) | \( - \) |
| \( \delta \) | 0.1 | 0.1 |
| Chain Length | 2000 | 4000 |
| Burn-in | 1000 | 2000 |

When to analyze the fraction-subtraction data with the DINA model, the independent, sequential and simultaneous Gibbs sampling methods spend 5.46, 4.91 and 942 seconds, respectively. The off-the-shelf software JAGS is treated as a benchmark. We find that the simultaneous Gibbs sampling using JAGS is time-consuming. Figure 2(a,b) shows the posterior means and 95% confidence interval of the guessing and slipping parameters, respectively. When to compare estimation accuracy of item parameters, no matter from posterior means or 95% confidence interval, the simultaneous Gibbs sampling gives very similar results to the sequential Gibbs sampling, while the latter has obvious speed advantage. Compared with the MCMC estimates obtained by JAGS, the independent Gibbs sampling trends to overestimate the guessing parameters and underestimate the slipping parameters, which may be due to the correlation of the attributes.

In the GDINA model, the item parameters are intercept and interaction parameters rather than guessing and slipping parameters. The time costs of the independent and sequential Gibbs sampling algorithms are 19.25 and 17.65 seconds, respectively. The notation \( \lambda^{(w)} \) represents the \( w \)-way interaction. Since the items in the fraction-subtraction data need up to 5 attributes, there exist up to the 5-way interaction parameters. Figure 2(c) presents the box-plot of \( w \) versus \( \lambda^{(w)} \) for the estimated item parameters. The common property shared by the same-way

Figure 2. The estimations of item parameters for the fraction-subtraction data. The “Ind”, “Seq” and “Sim” represent the results from the independent, sequential and simultaneous (by implemented JAGS) Gibbs sampling, respectively. (a) DINA Guessing parameters. (b) DINA Slipping parameters. (c) GDINA parameters.
interactions can be obtained by the box-plot. The item parameter estimations show that the means of intercept parameters and 4-way interaction parameters are negative and the others are positive. The conclusion that the intercept term is negative is consistent with our intuition, because a subject without any required attributes is usually expected to have a low positive response probability.

**Discussion**

In practice, one computational challenge is that when the number of attributes is large, the existing MCMC for the CDMs may become slow. In this paper, a computationally efficient algorithm, named as the sequential Gibbs sampling, was proposed for a general CDM, i.e., the GDINA model. In the situation with small $K$, compared to the existing method (e.g., JAGS), the proposed method can also yield similar results. The proposed method still works well and fast for the case with large $K$. When $K = 15, N = 2000, J = 40$ and the model is the GDINA model, running 3,000 iterations only needs less 110 seconds. Especially, for a large $K$, the computational advantage becomes more significant compared with the simultaneous Gibbs sampling method. The proposed method can be easily applied to other CDMs. In the appendix, we show the algorithm for the DINA model for an illustration.

In this paper, we only focus on the computational challenge for large $K$, given the Q-matrix is correctly specified. Most references about identification theory pointed out that the Q-matrix need to contain an identity matrix at least for strict identifiability (Gu & Xu, 2020; Xu & Shang, 2018). In practice, however, the Q-matrix may be misspecified, and it would be needed to estimate the Q-matrix together with the model parameters and latent attributes. The estimation of the Q-matrix is known to be a challenging issue, especially when $K$ is large, and the proposed algorithm may be extended to such applications to help reduce the computational cost of the conventional MCMC approaches. Another interesting extension is to use the idea in this paper to solve other latent variable modeling problems with many latent attributes. Not only for the discrete but also for continuous abilities, this idea may be helpful.
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### Appendix A: Sequential Gibbs sampling for the DINA model

Under the DINA model, the item parameters are guessing parameter $g$ and slipping parameter $s$. The priors of guessing and slipping parameters follow Beta($a_q, b_q$) and Beta($a_s, b_s$) respectively. The rest of the measurement model remains similarly to the GDINA model. The sampling methods for $g, s$, and $\pi$ can be founded in Culpepper (2015). We only focus on sampling attribute profiles: for fixed $\mathbf{Y}, \mathbf{z}$, $g$, $s$, and $\pi$, the full conditional distribution for $x_{ik}$ is proportional to

$$p(x_{ik} | \mathbf{Y}, \mathbf{z}, g, s, \pi) \propto \prod_{j=1}^{I} \left[ P(x_{ij})^Y_i (1 - P(x_{ij}))^{1 - Y_i} \right] p(x_{ik} | p_{ik})$$

(A.1)

$$\propto \prod_{j=1}^{I} \left[ (g_j^{1 - Y_i}(1 - s_j)^{Y_i} ((1 - g)^{1 - Y_i})^{s_j} \right] p_{ik}^{x_{ik}} (1 - p_{ik})^{1 - x_{ik}}$$

(A.2)

$$\propto \prod_{j=1}^{I} \left[ (s_j^{1 - Y_i}(1 - s_j)^{1 - Y_i}) (g_j^{1 - Y_i} (1 - g_j)^{1 - Y_i}) \right] p_{ik}^{x_{ik}} (1 - p_{ik})^{1 - x_{ik}}$$

(A.3)

$$\propto \prod_{j=1}^{I} \left[ (s_j^{1 - Y_i}(1 - s_j)^{1 - Y_i}) \prod_{k \neq j} p_{ik}^{x_{ik}} (1 - p_{ik})^{1 - x_{ik}} \right]$$

(A.4)

where $p_{ik}$ is the prior conditional probability as in Equation (9). For simplify, we define a set $\Omega_{ik} = \{j \in \mathbb{N} | 1 \leq j \leq I\}$, and the complementary set is $\Omega_{ik}^c = \{j \notin \Omega_{ik}, \forall j = 1, \ldots, I\}$. We know that when item $j$ belongs to $\Omega_{ik}$, $\eta_{ij} = x_{ik}$. The items in the set $\Omega_{ik}$ satisfy at least one of two conditions, $\prod_{k \neq j} x_{ik} = 0$ and $\eta_{ik} = 0$, which indicate that the value of $x_{ik}$ doesn’t affect the value of $\eta_{ik}$. In other words, the items in the set $\Omega_{ik}$ don’t affect the full conditional distribution. We can rewrite the full conditional distribution as follows:

$$p(x_{ik} | \mathbf{Y}, \mathbf{z}, g, s, p) \propto \prod_{j=1}^{I} \left[ (s_j^{1 - Y_i}(1 - s_j)^{Y_i}) p_{ik}^{x_{ik}} (1 - p_{ik})^{1 - x_{ik}} \right]$$

(A.5)

Obviously, the posterior distribution of $x_{ik}$ is a Bernoulli distribution Bernoulli($p_{ik}$) with the parameter

$$\hat{p}_{ik} = \frac{\prod_{j \in \Omega_{ik}} (s_j^{1 - Y_i}(1 - s_j)^{Y_i}) p_{ik} + \prod_{j \in \Omega_{ik}^c} (g_j^{1 - Y_i} (1 - g_j)^{1 - Y_i}) (1 - p_{ik})}{(1 - p_{ik})}$$

(A.6)

We next introduce the initial values for the DINA model. The initial values of item parameters $g_j^{(0)}, s_j^{(0)}$ are randomly sampled from the uniform distribution $U[0, 0.4]$. The initial population parameter $\pi$ is the C-dimensional 1/C; the hyper-parameters are $a_q = b_q = a_s = b_s = 1$. The other initial values are same as those in section “Simulation design.” The sequential Gibbs sampling for the DINA model is presented in Algorithm 2.

### Algorithm 2: Sequential Gibbs Sampling for DINA

**Input:** Initialize $g_j^{(0)}, s_j^{(0)}, \mathbf{x}^{(0)}, \pi^{(0)}, Y, m = 0, M$ and specify priors.

**Output:** Markov chains of $g, s, \mathbf{x}, \pi$.

**while** $m < M$ do

Sample attribute profiles from Equation (A.5).

Sample the other parameters according to the reference (Culpepper, 2015).

Set $m = m + 1$.

end

### Appendix B: Full conditional distribution for $l_j$

Focusing on the $j$th item, we can get a classical linear regression as follows

$$\mathbf{Z} = \mathbf{X}_j \lambda_j + \mathbf{e}_j,$$

where $\lambda_j$ is the item parameter and the residual $\mathbf{e}_j = (e_1, e_2, \ldots, e_N)'$ is a random sample from standard normal distribution. The kernel of likelihood function is given as

$$p(\mathbf{Z} | \mathbf{X}_j, \lambda_j) \propto \exp \left( -\frac{1}{2}(\mathbf{Z} - \mathbf{X}_j \lambda_j)' \mathbf{I}^{-1} (\mathbf{Z} - \mathbf{X}_j \lambda_j) \right),$$

(B.1)

where the $\mathbf{I}$ represents an identity matrix. Assuming the joint prior for $\lambda_j$ is $N(\mu_{\lambda_j}, \Sigma_{\lambda_j})$, the specific form of parameter’s prior is

$$p(\lambda_j) \propto \exp \left( -\frac{1}{2} (\lambda_j - \mu_{\lambda_j})' \Sigma_{\lambda_j}^{-1} (\lambda_j - \mu_{\lambda_j}) \right).$$

(B.2)

According to the Bayesian linear regression, the kernel of the posterior is

$$p(\lambda_j | \mathbf{Z}, \mathbf{X}_j, \lambda_j)$$

$$\propto \exp \left( -\frac{1}{2} (\mathbf{Z} - \mathbf{X}_j \lambda_j)' \mathbf{I}^{-1} (\mathbf{Z} - \mathbf{X}_j \lambda_j) + (\lambda_j - \mu_{\lambda_j})' \Sigma_{\lambda_j}^{-1} (\lambda_j - \mu_{\lambda_j}) \right),$$

$$\propto \exp \left( -\frac{1}{2} \left( \lambda_j' (\mathbf{X}_j' \mathbf{X}_j + \Sigma_{\lambda_j})^{-1} \lambda_j - \lambda_j' (\mathbf{X}_j' \mathbf{Z} + \Sigma_{\lambda_j} \mu_{\lambda_j}) - (\mathbf{X}_j' \mathbf{Z} + \Sigma_{\lambda_j} \mu_{\lambda_j})' \lambda_j \right) \right).$$

(B.3)
Table D1. The transposed Q-matrices for different K.

| K  | A1   | A2   | A3   | A4   | A5   | A6   | A7   | A8   | A9   | A10  | A11  | A12  | A13  | A14  | A15  |
|----|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 3  | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 |
| 5  | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 |
| 7  | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 |
| 15 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 | 1 0 0 | 0 1 0 |

Let $\Sigma^{-1} = X X' + \Sigma^{-1}$, using the undetermined coefficient method to solve $\mu_j = \Sigma(X Z + \Sigma^{-1}\mu_j)$, so we can get the full conditional distribution for jth item’s parameters easily. The full conditional distribution is $N(\mu_j, \Sigma_j)$.

**Appendix C: Sample from the truncated multivariate normal distribution**

Because the posterior is a normal distribution, only the multivariate normal distribution with truncation needs to be derived. Assuming that a random vector $X \sim N_p(\mu, \Sigma)$ and $X = (X_1, X_2, ..., X_p)'$ is a p-dimensional vector, where

$$
\mu = (\mu_1, ..., \mu_p)',
$$

$$
\Sigma = 
\begin{pmatrix}
\sigma_{11} & \sigma_{12} & \cdots & \sigma_{1p} \\
\sigma_{21} & \sigma_{22} & \cdots & \sigma_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{p1} & \sigma_{p2} & \cdots & \sigma_{pp}
\end{pmatrix}
$$

When we ignore the truncation, the marginal distribution of $X_1$ is a normal distribution which can be used to generate $x_1$, and then the conditional distributions of the following parameters:

$$
X_2 | X_1 = x_1,
$$

$$
X_p | X_{1:p-1} = x_{1:p-1},
$$

are also normal distributions (Anderson, 1958) which are used to generate $x_2, ..., x_p$. As a result, we can get a realization $(x_1, x_2, ..., x_p)'$ following $N_p(\mu, \Sigma)$.

In this paper, the first component $X_1$ is negative, the else components are positive. Imposing the restrictions to $(x_1, x_2, ..., x_p)'$, we sample $x_1$ from the interval $(-\infty, 0)$ part of the marginal distribution of $X_1$ and sample $x_2, ..., x_p$ from the $(0, \infty)$ of remaining conditional distributions.

Furthermore, through this method, more complex restrictions can be easy to impose. For any $X_p$, the left censoring, right censoring and interval censoring can be employed. Generating censoring data from a unidimensional normal distribution is easy, so this method is rather flexible and simple.

**Appendix D: The Q-matrices for different K**

The Q-matrices are used for different K in the simulation studies, please see Table D1.

**Appendix E: Analyses of TIMSS 2007**

The Trends in Mathematics and Science Study (TIMSS), a quadrennial assessment, assessed the mathematics and science abilities of fourth and eighth students since 1995. TIMSS 2007 (Grade 4) dataset with 25 mathematics (dichotomized) items used in Lee et al. (2011), Park and Lee (2014) and Park et al. (2018). The dataset includes a sample of 698 Austrian students. The chosen data contain $f = 25$ items (i.e., booklets 4 and 5), which consist of two parts: 11 items released for booklet 4 were new items developed for TIMSS 2007 and the remaining 14 items from booklet 5 were previously administered during TIMSS 2003.

The Q-matrix used by Lee et al. (2011) is listed in Table E1. There are 15 attributes (i.e., $K=15$) belonging to three content domains: Number, Geometric Shapes and Measures and Data Display. For this data analyses, the prior hyper-
parameters and MCMC chain lengths and burn-in are listed in Table E2. Due to the large number of attributes, the independent and sequential Gibbs sampling methods are the only two methods used here.

Analyzing the TIMSS 2007 data with the DINA model, the time costs of the independent and sequential Gibbs sampling are 11.51 and 13.36 seconds, respectively. The estimations and 95% HDP regions of guessing and slipping parameters are shown in Figure E1(a,b), respectively. When the DINA model is used to analyze, large guessing and slipping parameters often indicate the model may not fit the data well. In the results of sequential Gibbs sampling, the guessing parameters for items 15, 18, 22 and 25 are greater than 0.5, meanwhile the slipping parameters for items 2, 3, 4, 10, 11, 17, 21 and 24 are greater than 0.5.

When analyzing the TIMSS 2007 using the GDINA model, the time costs of the independent and sequential Gibbs sampling are 35.63 and 42.75 seconds, respectively. Since the items in TIMSS 2007 need up to 6 attributes, there exist the 6-way interaction parameters. The box-plot of estimated item parameters is given in Figure E1(c). We can see that the average effect of intercept is negative and the others are positive.