Impact and detectability of spin-tidal couplings in neutron star inspirals
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The gravitational wave signal from a binary neutron star merger carries the imprint of the deformability properties of the coalescing bodies, and then of the equation of state of neutron stars. In current models of the waveforms emitted in these events, the contribution of tidal deformation is encoded in a set of parameters, the tidal Love numbers (TLNs), which encode the tidal deformability properties of the star, and depend on the NS equation of state (EoS) [3, 4]. Extracting the TLNs from GW detections provides a way to measure the NS EoS [5–24] (see Refs. [25, 26] for some reviews), to constrain alternative theories of gravity in an EoS-independent fashion [27, 28] (see Ref. [29] for a review), and to test the nature of dark compact objects other than black holes [30] (see Refs. [31, 32] for some reviews).

As current GW detectors approach design sensitivity, it is reasonable to expect that the GW event catalogue [33] will be enlarged with several binary NSs and mixed black hole-NS binaries, possibly with higher signal-to-noise ratio (SNR) than the prototypical signal GW170817 [17]. This will certainly be the case in the era of third-generation (3G) GW detectors [34], such as Cosmic Explorer [35] and the Einstein Telescope (ET) [36, 37]. Indeed, even just a single detection of a binary NS coalescence by a 3G detector will constrain the properties of nuclear matter, through the measurements of the TLNs, to unprecedented levels [38].

However, the high SNR expected in the 3G era also urges to reduce possible waveform systematics [39, 40] by improving current waveform models, including all possible effects related to the tidal deformability of NSs. For this reason, current models of the late inspiral of coalescing NS binaries, in which the effect of tidal deformation is described in terms of a single parameter [41, 42] – namely a combination of the quadrupolar electric TLNs of the two bodies – should be extended to account for higher post-Newtonian (PN) effects. The latter possibly include higher-order and magnetic TLNs [43–48], the so-called rotational TLNs (RTLNs), which arise from the coupling among the object’s angular momentum and the external tidal field [45, 49–54], as well as the effects of time-dependence of the tidal field and dynamical tides [43, 55–62].

In this article we quantify the impact of spin-tidal couplings, and in particular of the RTLNs, in the parameter estimation from a binary NS waveform. We extend the analysis of [53] in two main directions: i) Using the recent computation of the RTLNs for static fluids and the associated hidden symmetry unveiled in [45, 54], we employ an inspiral waveform approximant that coherently includes all static tidal effects up to 6.5-PN order. ii) We perform a statistical analysis based on the Fisher-information matrix (FIM), which accounts for correlations among the parameters.

The rest of the paper is organized as follows. In Sec. II we summarize the theory of tidal deformations of rotating compact stars, introducing the TLNs and RTLNs, and the PN waveform up to 6.5 order. In Sec. III we briefly describe the statistical analysis based on the FIM. In Sec. IV we discuss our results on the impact of spin-tidal couplings on the waveform, and on the measurability of the RTLNs. Finally, in Sec. V we draw our conclusions.

II. TIDAL INTERACTION OF ROTATING COMPACT STARS

Here we briefly discuss the tidal deformations of rotating compact bodies, describing the TLNs and the RTLNs and showing how the coupling between rotation and tidal interaction affects the gravitational waveform emitted by a binary NS. We use units with $G = 1$. Greek letters denote spacetime indices $(\mu, \nu = 0, \ldots, 3)$, while Latin
letters denote space indices \((a, b = 1, \ldots, 3)\). We shall follow the notation of [45] and [53].

A. Tidal deformations of rotating compact stars

The general relativistic theory of tidal deformations of nonrotating compact objects has been developed in \([3, 4, 63, 64]\), where it was shown that when a static, spherically symmetric compact star is perturbed by a (static) external tidal field, it acquires mass and current multipole moments \((Q^{a_1\cdots a_l}, S^{a_1\cdots a_l})\), respectively [65, 66] given by:

\[
Q^{a_1\cdots a_l} = \lambda_l G^{a_1\cdots a_l} \\
S^{a_1\cdots a_l} = \sigma_l H^{a_1\cdots a_l}
\]  

(1)

where \(l \geq 2\), \(G^{a_1\cdots a_l}\), \(H^{a_1\cdots a_l}\) are the electric and magnetic components of the tidal field, and \(\lambda_l\), \(\sigma_l\) are the electric and magnetic TLNs, respectively. The TLNs of a NS depend on the EoS of the star and on its mass, and can be computed using perturbation theory [67]. The two above equations are also called adiabatic relations, because they can be applied to the inspiral of a binary NS, when each star is tidally deformed by the companion, as long as the adiabatic approximation is satisfied, i.e. the tidal field is approximately constant over the time scale of the stellar response.

If rotation is included in the model [49, 50, 68–70], it introduces couplings between tidal field components and multipole moments having different parities (electric vs. magnetic) and with different values of \(l\). Neglecting the contributions with \(l > 3\), the adiabatic relations (1) generalize to

\[
Q^{ab} = \lambda_{l}G^{ab} + \frac{\lambda_{32}}{c^{2}}J^{c}H^{abc} \\
Q^{abc} = \lambda_{l}G^{abc} + \frac{\lambda_{32}}{c^{2}}J^{(c}H^{ab)} \\
S^{ab} = \frac{\sigma_{l}}{c^{2}}H^{ab} + \sigma_{32}J^{c}G^{abc} \\
S^{abc} = \frac{\sigma_{l}}{c^{2}}H^{abc} + \sigma_{32}J^{(c}G^{ab)}
\]

(2)

where \(J^{a}\) is the spin vector, \(\lambda_{l}^{(a)}\), \(\sigma_{l}^{(a)}\) are the RTLNs with electric and magnetic parity, respectively, and \((\cdots)\) denotes trace-free symmetrization.

In the above derivation the spacetime is assumed to be stationary, \(g_{\mu\nu, t} = 0\), while the fluid four-velocity can only have a nonvanishing azimuthal component \(u^{\varphi}\), where \(\varphi\) is the azimuthal angle associated to rotation. In [49] it was also assumed that the fluid perturbations induced by the tidal field are static, i.e. that \(\delta u^{\varphi} = 0\). More recently, it was noted that in actual binary NS systems, the stationary limit of a time-dependent compact star has arguably irrotational perturbations [43, 46], in which \(\delta u^{\varphi}\) is determined by imposing the vanishing of the vorticity tensor (see also [54] for further details).

Like the TLNs, also the RTLNs depend on the mass of the star and on its EoS, and can be determined using perturbation theory. This computation is rather involved: it requires solving a large system of coupled ordinary differential equations, describing the gravitational and fluid perturbations with different parities and different values of the harmonic index \(l\). A preliminary computation in [49] turned out to be affected by some errors in the numerical implementation; finally, in [54] we have computed the RTLNs associated to static perturbations of NSs. The explicit computation of [54] also allowed us to confirm the existence of a “hidden symmetry” – which had been first proposed in [45] – between (static) electric and magnetic RTLNs:

\[
\sigma_{32} = 4\lambda_{23}, \quad \lambda_{32} = 2\sigma_{23}.
\]

(3)

The above relations effectively halve the number of RTLNs that should be computed to fully characterize the tidal contribution in a NS waveform model, as summarized below.

B. Gravitational waveform from tidally deformed compact binaries

Let \(M_1\), \(M_2\) be the masses of the two compact bodies in circular orbit, and \(J_1\), \(J_2\) their angular momenta. Be \(M = M_1 + M_2\), \(\eta_A = M_A/M\) \((A = 1, 2)\), \(\chi_A = cJ_A/M_A\) their dimensionless spin parameters, \(\lambda_{l}^{(A)}\), \(\sigma_{l}^{(A)}\), \(\lambda_{l}^{(A)}\), \(\sigma_{l}^{(A)}\) their TLNs and RTLNs. Moreover, let \(\nu = \eta_1\eta_2\) be the symmetric mass ratio, \(\omega\) the orbital angular velocity of the binary, and \(x = (M\omega)^{2/3}/c^2\).

We model the GW signal emitted by the compact binary system using the TaylorF2 approximant in the frequency domain \([71–73]\). The GW phase can be written as the sum of a point-particle contribution and of a tidal term, \(\psi(x) = \psi_{pp}(x) + \psi_{T}(x)\). The former depends on the mass and spin components and includes up to \(\mathcal{O}(x^{7/2})\), namely 3.5-PN, corrections. For brevity, we show here its form up to 1.5-PN order:

\[
\psi_{pp}(x) = \frac{3}{128\nu x^{5/2}} \left[ 1 + \left( \frac{3715}{756} + \frac{55}{9}\nu \right)x 
+ \left( \frac{113}{3} (\eta_1\chi_1 + \eta_2\chi_2) - \frac{38}{3}\nu (\chi_1 + \chi_2) 
- 16\pi \right)x^{2} + \mathcal{O}(x^{3}) \right].
\]

(4)

The explicit expression of \(\psi_{pp}(x)\) to 3.5-PN order can be found in Appendix A.

The leading-order contribution describing tidal interactions, \(\psi_{T}\), enters at the 5-PN order\(^1\), and depends on

\(^1\) Note that the tidal contribution to the GW phase is much larger than a naive counting of their PN order could suggest, being magnified by the dimensionless quantity \((c^2R/M)^{5}\) that appears in the TLNs.
a linear combination of the quadrupolar, electric TLNs \(\lambda_2^{(A)}\) of the two bodies. Electric TLNs with \(l > 2\) and magnetic TLNs contribute to higher PN order in the waveform. We consider the tidal phase including up to \(\mathcal{O}(x^{6.5})\) [45, 74]

\[
\psi_T(x) = \frac{3}{128\pi x^{3/2}} \left\{ -\frac{39}{2} \hat{A} x^5 + \left( -\frac{3115}{64} \hat{A} + (\eta_1 - \eta_2) \frac{6595}{364} \delta \hat{A} + \hat{\Sigma} \right) x^6 + (\hat{A} + \hat{\Sigma} + \hat{\Gamma} + \hat{K}) x^{6.5} + \mathcal{O}(x^7) \right\},
\]

(5)

where \(A_A = \lambda_2^{(A)}/M_A^3\), \(\Sigma_A = \sigma_2^{(A)}/M_A^3\) are the dimensionless TLNs,

\[
\hat{A} = \frac{16}{13} \left( \frac{12}{\eta_1} - 11 \right) \eta_1^1 A_1 + (1 \leftrightarrow 2),
\]

(6)

\[
\delta \hat{A} = \frac{1}{2} \left[ \left( \eta_1 - \eta_2 \right) \left( 1 - \frac{13272}{1319} \nu + \frac{8944}{1319} \nu^2 \right) (A_1 + A_2) + \left( 1 - \frac{15910}{1319} \nu + \frac{32850}{1319} \nu^2 + \frac{3380}{1319} \nu^3 \right) (A_1 - A_2) \right]
\]

(7)

\[
\hat{\Sigma} = \left( \frac{6920}{7} - \frac{20740}{21 \eta_1} \right) \eta_1^1 \Sigma_1 + (1 \leftrightarrow 2),
\]

(8)

\[
\hat{\Lambda} = \left[ \frac{593}{8} - \frac{1105}{8} \eta_1^1 + \frac{567 \eta_1}{8} - 81 \eta_1^2 \right] \chi_2 + \left( -\frac{6607}{8} + \frac{6639 \eta_1}{8} - 81 \eta_1^2 \right) \chi_1 \eta_1^1 A_1 + (1 \leftrightarrow 2),
\]

(9)

\[
\hat{\Sigma} = \left[ \left( \frac{-9865}{3} + \frac{4933}{3 \eta_1} + 1644 \eta_1 \right) \chi_2 - \chi_1 \right] \eta_1^3 \Sigma_1 + (1 \leftrightarrow 2),
\]

(10)

\[
\hat{K} = \frac{39}{2} \pi \hat{A},
\]

(11)

\[
\hat{\Gamma} = \frac{\chi_1}{M^4} \left[ \left( 856 \eta_1 - 816 \eta_1^2 \right) \lambda_2^{(1)} - \left( \frac{833 \eta_1}{3} - 278 \eta_1^2 \right) \sigma_2^{(1)} - \nu \left( 272 \lambda_2^{(1)} - 204 \sigma_2^{(1)} \right) \right] + (1 \leftrightarrow 2).
\]

(12)

For the 6-PN term in Eq. (5) we follow the conventions of [75], which splits the quadrupolar, electric tidal parameters into \(\hat{\Lambda}\) and \(\delta \hat{A}\). This choice improves the measurability of the tidal deformability because \(\hat{\Lambda}\) appears both in the 5-PN and in the 6-PN terms. Note that \(\delta \hat{A}\) identically vanishes for equal-mass binaries.

The spin-tidal couplings appear in the GW phase through the 6.5-PN terms \(\hat{\Lambda}, \hat{\Sigma}, \hat{\Gamma}\). While \(\hat{\Lambda}, \hat{\Sigma}\) (also studied in [53]) depend on the TLNs \(\lambda_2, \sigma_2\), \(\hat{\Gamma}\) is proportional to the RTLNs \(\lambda_23, \sigma_23, \sigma_2\) of the two bodies. Due to the hidden symmetry (3), this term only depends on two independent RTLNs (for each object).

We remark that Eq. (12) builds on the assumption that fluid perturbations are static. The contribution of the RTLNs to the tidal GW phase has not been derived in the case of irrotational perturbations, since the computation is much more involved than for static perturbations. Arguably, the amplitude of such effect is comparable with the one considered in this work, and thus our analysis provides a reliable order-of-magnitude estimate of the impact on the GW signal of irrotational RTLNs as well.

III. STATISTICAL ANALYSIS

The output in time \(d(t)\) of a GW interferometer is given by

\[
d(t) = h(t; \tilde{\theta}, \tilde{\gamma}) + n(t),
\]

(13)

where \(h\) is the GW signal, and \(n\) is a given realization of the detector noise. The former is fully specified by the intrinsic (or physical) parameters \(\gamma\), such as the binary masses, spins, and Love numbers, and by the extrinsic parameters \(\theta\), which define the source distance, sky orientation and polarization with respect to the detector. Assuming stationarity, stochasticity and Gaussianity, \(n(t)\) can be described in terms of a frequency dependent noise spectral density \(S_n(f)\) [76]. Assessing the presence of a GW signal within the detector stream requires a proper figure of merit, such as the matched-filter SNR \(\rho\), defined as

\[
\rho^2 = \langle d|h_T \rangle = \langle h|h_T \rangle + \langle n|h_T \rangle.
\]

(14)

Here, \(h_T(\tilde{\theta}_T, \tilde{\gamma}_T)\) corresponds to a specific waveform of a template bank, identified by the set of intrinsic and extrinsic parameters \((\gamma_T, \tilde{\theta}_T)\). The inner product is defined as

\[
\langle h|h_T \rangle = 4R \int_{f_{\text{min}}}^{f_{\text{max}}} df \tilde{h}(f) \tilde{h}_T^*(f) S_n(f),
\]

(15)

with \(f_{\text{min}}\) and \(f_{\text{max}}\) cutoff frequencies, characteristic of each detector.

Once the GW signal has been correctly identified, Bayesian information theory can be applied to determine the posterior probability distribution of the waveform parameters

\[
p(\gamma_T|d) \propto p_0(\gamma_T)e^{-\frac{1}{2}(d-h_T|d-h_T)}.
\]

(16)

where\(p_0(\gamma_T)\) is the prior probability distribution. Under the assumptions of high SNR and flat priors, this expression can be rewritten as [77]

\[
p(\gamma_T) \propto \exp \left[ -\rho^2 \left( 1 - M(\langle h|h_T \rangle) \right) \right],
\]

(17)

\(^2\)As argued in [54], the irrotational case seems to require the derivation of the field equations starting from a time-dependent interaction Lagrangian.
in terms of the match $\mathcal{M}(h|h_T)$ between the signal $h$ and a template waveform $h_T$. The match is defined as a normalized inner product maximized over the waveform extrinsic parameters,

$$\mathcal{M}(h(\gamma_0), h_T(\gamma_T)) = \max_{\delta_0, \delta_T} \frac{(h|h_T)}{\sqrt{(h|h)(h_T|h_T)}} ,$$

(18)

which serves as a measure of the metric distance between two waveform representations. Because of this property, Eq. (17) is useful to study the bias induced on the recovered parameters by our choice of template waveform, and therefore to study the possibility of systematic errors.

Equation (16) also provides the basic ingredient to compute statistical uncertainties on the source parameters. Working again in the limit of large SNR, one can rewrite the posterior distribution as [78]

$$p(\gamma_T|d) \propto p_0(\gamma_T)e^{-\frac{1}{2} \Gamma_{ij} \Delta \gamma_i \Delta \gamma_j} ,$$

(19)

where $\Delta \gamma_i = \gamma^i_T - \gamma^i_0$ is the deviation of the estimated parameters from their true values, and $\Gamma_{ij} = (\partial h|\partial \gamma_i, h)$ is the FIM, which corresponds to the inverse of the (likelihood) covariance matrix among the waveform parameters. For flat priors, statistical errors are simply given by

$$\sigma_i = \sqrt{(\Gamma^{-1})_{ii}} .$$

(20)

As discussed in Sec. IV we use general priors, for which parameter errors are no longer given by the direct inversion of the FIM. In order to properly incorporate our prescription for $p_0(\gamma_T)$, we have devised the following strategy. We have built the semi-analytic posterior distribution (19) using the FIM to define the likelihood function for $\gamma_T$, and multiplying afterward by the two priors we have imposed on $\chi$ and $\delta \tilde{A}$. Values from the joint posterior on the source parameters are then obtained by sampling $p(\gamma_T|d)$ with a Monte Carlo Markov Chain algorithm. We sample the posterior distribution using the `emcee` algorithm with stretch move [79]. For each set of data, we run 20 walkers of $10^5$ samples. This simple procedure avoids in general the direct inversion of $\Gamma_{ij}$, and allows computing the covariance matrix of $\gamma_T$ for any choice of the prior functions.$^3$

IV. RESULTS

Based on the methods summarized in Sec. III, we study both the impact of the spin-tidal couplings on the systematics errors on the tidal deformability, and the measurability of the RTLNs appearing in the 6.5-PN order tidal term in the GW phase. For simplicity, we assume high SNR and Gaussian noise.

Our reference for this study is the first binary NS event detected by the LIGO-Virgo Collaboration, GW170817 [17], and for simplicity we assume equal masses $M_1 = M_2 = 1.4M_\odot$. We also assume small spins $\chi_1$ and $\chi_2$ throughout. As for the (R)TLNs, we compute them for different EoSs that are realistic in terms of both their predicted maximum masses and tidal deformabilities. We further consider the internal fluid of the stars to be static, and compute the tidal quantities accordingly. As discussed in Sec. II, we expect irrotational RTLNs to have a comparable impact on the gravitational waveform. In that case, our results should be considered as an order-of-magnitude estimate.

We perform our computation for two possible detectors, LIGO-Virgo and ET. We consider the former for a network of three detectors with the same design sensitivity [80], in a frequency range of [9, 2048] Hz, and the latter in its ET-D configuration [36] assuming a single detector in a triangular configuration$^4$ in the frequency range [3, 2048] Hz. The SNR of all considered events is computed to be consistent with a source distance of 40 Mpc, similar to that of GW170817.

A. Impact of the RTLNs on the waveform

GW parameter estimation is affected by systematic errors due to partial knowledge of waveform modelling. This leads to a bias on the estimated parameters, whose relevance will increase for high-SNR events, especially those expected in the 3G era.

The first step of our analysis is to study the impact of the 6.5-PN tidal terms on the waveform (Eqs. (9) to (12)), and the bias they may produce on the measurement of the standard, leading-order tidal term $\Lambda$. In particular, we extend the work done in [53], which focused only on the impact of the spin-tidal terms $\Lambda$ and $\tilde{\Sigma}$ (Eqs. (9) and (10)). Here, we also include in the analysis the tidal tail term $\bar{K}$ (11) and the term $\tilde{\Gamma}$ (12), which depends on the RTLNs of the binary components.

We compute the probability distributions for the tidal deformability through Eq. (17). We consider the following waveforms:

- $h_{6-PN}$: TaylorF2 waveform$^5$ truncated at 6-PN order, including the magnetic TLNs computed for a static fluid;
- $h_{tail}$: TaylorF2 waveform up to 6-PN, also including the 6.5-PN tidal tail term $\bar{K}$;

$^3$ We have checked that our method reproduces the parameter’s errors by direct inversion of the FIM, when no priors are imposed.

$^4$ In practice, we multiply the ET-D sensitivity curve [36] by a factor $2/\sqrt{3}$ to account for a triangular geometry.

$^5$ Since we are comparing waveforms which differ only in the tidal part of the GW phase, the specific order of the point-particle part is irrelevant for the analysis presented in this section.
FIG. 1. Probability distribution on $\Lambda$ inferred from the match for Setup I ($h_{\text{spin-tidal}}$ vs $h_{\text{tail}}$), i.e. quantifying the bias introduced by the spin-tidal terms in the waveform. Top and bottom rows refer to APR and SLy4 EoS respectively, while left and right columns correspond to parameter estimation performed for LIGO-Virgo and ET. The solid and dashed vertical lines identify the mean value of each distribution. The vertical short-dashed line in each panel provides the injected value of $\Lambda$. The white area between shaded regions correspond to the 90% probability distribution for $P(\Lambda)$.

- $h_{\text{spin-tidal}}$: TaylorF2 waveform up to 6-PN plus the tidal tail term $\hat{K}$ and spin-tidal terms $\hat{\Lambda}$ and $\hat{\Sigma}$;
- $h_{6.5\text{-PN}}$: TaylorF2 waveform including, besides $\hat{K}$, $\hat{\Lambda}$ and $\hat{\Sigma}$, also the static RTLN term $\hat{\Gamma}$. This case includes all static tidal terms up to 6.5-PN order.

This analysis is performed assuming spins $\chi = 0.0$, for two typical cases of soft and stiff EoS: APR4 [81] and SLy4 [82], respectively. For these EoSs we obtain $\Lambda = 246, 293$, respectively, consistent with current LIGO-Virgo observations [83]. These values apply for both NSs, since we assume they are described by the same EoS and have the same mass. Likewise, for those masses we have computed the RTLNs to be $\lambda_2 = 183, \lambda_3 = -247$ for APR4 and $\lambda_2 = 220, \lambda_3 = -159$ for SLy4. The magnetic TLNs are computed in terms of the electric TLNs via their universal relations [29], while the magnetic-led RTLNs are computed through the “hidden symmetry” (3) in terms of the electric-led ones. The optimal SNR is $\rho = 140$ and $\rho = 1106$ for the LIGO-Virgo network and for ET, respectively.

We computed the resulting probability distributions in three different setups. Setup I (Fig. 1) takes $h_{\text{spin-tidal}}$ and $h_{\text{tail}}$ as trigger and template, respectively, replicating Fig. 8 of [53] for realistic equations of state. This shows that, in our current setup, the bias induced in the measurement of $\Lambda$ by the $\hat{\Lambda}$ and $\hat{\Sigma}$ terms alone is negligible for detections by LIGO-Virgo even at design sensitivity, while it is of the same order of magnitude as the uncertainty for ET detections. This motivates the study of further contributions at 6.5-PN order.

Setup II (Fig. 2) takes $h_{6.5\text{-PN}}$ and $h_{\text{tail}}$ as trigger and template, respectively, thereby assessing the bias induced by all 6.5-PN terms in the waveform. We see that the bias is large enough to affect the measurements of $\Lambda$ by both the LIGO-Virgo and ET detectors. The largest contributor to this bias is the tidal tail term $\hat{K}$. This can be seen by comparison with Setup III (Fig. 3), where $h_{6.5\text{-PN}}$ and $h_{\text{tail}}$ were used as trigger and template, respectively. This includes $\hat{K}$ in the template, hence considering the bias due to the spin-tidal terms alone (including $\hat{\Gamma}$). We see that, while the inclusion of the RTLNs term does not change the irrelevance of the induced bias for LIGO-Virgo detections in comparison with Setup I, for ET detections the bias can be larger than the expected uncertainty of the measurement of $\Lambda$. However, this result is EoS-dependent: while it occurs for APR4, for SLy4 the spin-TLNs terms and the RTLN term give...
FIG. 2. Same as Fig. 1 but for Setup II (h_{6,PN} vs h_{6.5PN}), i.e. quantifying the bias introduced by the entire 6.5-PN term in the waveform.

opposite sign contributions to the phase of the waveform, canceling each other out.

Our results suggest that, while the largest bias is associated to the tidal tail $\hat{K}$ (which is effectively included in the most up-to-date waveform templates [41, 42]), all 6.5PN tidal terms should be included in the modeling of the waveform phase in the data analysis with 3G detectors.

We have further studied the possibility of correlations between different parameters having a significant effect on the expected bias, by varying simultaneously both $\tilde{\Lambda}$ and $\delta \tilde{\Lambda}$, finding that our conclusions do not change.

**B. Measurability of the RTLNs**

Given the prospect of RTLNs having a non-negligible effect on parameter estimation in the 3G era, the natural follow-up question is whether the RTLNs themselves will be measurable. To study this problem we have applied the FIM analysis introduced in Sec. III, computing the probability distribution of the parameters through Eq. (19), and extracting the associated uncertainty. We did so for the set of parameters \{t_c, \phi_c, \log M, \log \nu, \chi_1, \chi_2, \tilde{\Lambda}, \delta \tilde{\Lambda}, \log \Gamma \}, where $t_c$ and $\phi_c$ are the time and phase at coalescence, $M$ is the chirp mass, and $\nu$ is the symmetric mass ratio.

We consider binary NS systems with $M_1 = 1.5M_\odot$, $M_2 = 1M_\odot$; we choose unequal mass binaries (with mass ratio compatible with those of observed systems) because this improves the measurability of the TLNs. We consider NSs described by the APR4 and SLy4 EoSs. We choose two different values of (small) equal spins $\chi_1 = \chi_2 = \chi = 0.05, 0.1$.

As far as the priors are concerned, we assume that spins are normally distributed around zero with variance $\sigma_0(\chi) = 1$. For the priors on $\delta \tilde{\Lambda}$, from Eq. (7) and our assumption that $M_1 > M_2$, we see that $\delta \tilde{\Lambda} > 0$. Thus, we impose a uniform prior $\mathcal{U}(0, \delta \tilde{\Lambda}_{\text{max}})$, with $\delta \tilde{\Lambda}_{\text{max}} = 1000$.

We have checked that the upper bound $\delta \tilde{\Lambda}_{\text{max}}$ is large enough to contain the full posterior, and that increasing it does not affect significantly our results.

The uncertainties computed with this setup are shown in Table I. These were extracted from a posterior distribution computed through a Monte Carlo algorithm (see Sec. III).

First of all, we note that the expected uncertainties on the individual spins are quite large, with the posterior distribution always having support on $\chi = 0$ even for $\chi = 0.1$. We refer the reader to [84], where this issue will be studied in detail using a more refined statistical analysis based on Monte Carlo Markov Chain approaches.
The probability distribution of the RTLN term $\tilde{\Gamma}$ is nearly symmetrical around the injected value, and we find that the relative 90% symmetric confidence interval is approximately 30% for $\chi = 0.1$, and 55% for $\chi = 0.05$. The errors are larger, of course, for lower values of the spin, or for larger values of the mass ratio (see the discussion below). Thus, the RTLN term will be marginally measurable by a 3G detector like ET, for NS spins as large as $\sim 0.05 - 0.1$.

The relatively large uncertainty of the parameter $\delta \tilde{A}$ shown in Table I motivated us to perform a further analysis, in which we neglect $\delta \tilde{A}$ as a waveform parameter in the FIM. We find that the uncertainties of all parameters are similar to those obtained with the previous analysis. Therefore, for the high SNR values expected in the 3G era, $\delta \tilde{A}$ is predicted to be both unmeasurable and irrelevant for the estimation of the measurement uncertainty of the other parameters, and as such can be neglected in the parameter estimation, although it should be included in the templates for the detection.

Finally, we have studied how the binary mass ratio $q = M_2/M_1$ affects the measurability of $\tilde{\Gamma}$. We did so for a system with $\chi_1 = \chi_2 = 0.1$, fixed mass $M_2 = 1 M_\odot$, and APR4 EoS. We present the associated uncertainties in Fig. 4, finding that they mildly decrease for smaller values of $q$.

From this analysis, we see that there is a realistic prospect of constraining the 6.5-PN tidal term $\tilde{\Gamma}$ with 3G ground-based detectors. We note, however, that this does not necessarily mean that we can estimate the associated (EoS-dependent) RTLNs. The term $\tilde{\Gamma}$ (explicit in Eq. (12)) depends not only on the RTLNs, but also on the spins $\chi_1$ and $\chi_2$ of the binary components. As discussed above (see also [84]), these quantities may not be
accurately measured even with 3G detectors. Therefore, measuring $\hat{\Gamma}$ would not lead to a further constraint on the EoS, because the measurement errors on the RTLNs coming from the measurement of the 6.5-PN term would be dominated by the errors on the individual spins.

V. CONCLUSIONS

We have estimated the impact of the 6.5-PN tidal terms on the GW parameter estimation of the tidal deformability $\Lambda$ for a NS binary system. We have done so for an event consistent with GW170817, considering realistic EoSs (APR4 and SLy4) and an optimal sky orientation.

We have found that in order to reduce systematic errors, due to incomplete modelling of the tidal effects, in future parameter estimation with 3G detectors all 6.5-PN tidal terms should be accounted for in the modelling of the signal. In particular, if the NSs have spins as large as $\sim 0.05-0.1$ the impact of the RTLNs will be relevant in the 3G era.

We have also found that, for these values of the spins, the RTLN terms in the waveform will be measurable by 3G detectors, even though the measurement of the RTLNs themselves may be impossible due to the uncertainties in the individual spins. A more detailed study on the measurability of the individual spins with 3G detectors is forthcoming \[84\].
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Appendix A: PN expansion of the GW phase

We here show the explicit expression of the TaylorF2 waveform. It is:

$$\hat{h}(f) = A f^{-7/6} e^{i(2\pi f t_c - \phi_c - \pi/4 + \psi(f))}, \quad (A1)$$

where $A = \frac{1}{2\pi} \sqrt{\frac{3\sigma M^{3/2}}{\pi^4 c^3}}$ is the Newtonian amplitude, $f = \frac{\nu}{2\pi}$ the frequency of the wave (i.e., $x = (\pi M f)^{2/3}/c^2$), $d$ is the luminosity distance from the source, and $\psi(f)$ is the PN expansion of the GW phase. The GW phase can be written as

$$\psi = \psi_{pp}^{3.5-PN} + \psi_{pp}^{spin, 4-PN} + \psi_Q + \psi_T. \quad (A2)$$

$\psi_{pp}^{3.5-PN}$ is the non-spinning point-particle contribution to the phase up to 3.5-PN order, given by \[72\]

$$\psi_{pp}^{3.5-PN} = 1 + \left( \frac{3715}{756} + \frac{55}{9} \nu \right) x - 16\pi x^{3/2} + 10 \left( \frac{3058673}{1016064} + \frac{5429}{1008} \nu + \frac{617}{144} \nu^2 \right) x^2$$

$$+ \pi \left( \frac{3845}{756} - \frac{65}{9} \nu \right) \left( 1 + 3 \log \left( \frac{x}{\sqrt{\ell s o}} \right) \right) x^{5/2}$$

$$+ \left( \frac{11583231236531}{4694215680} - \frac{640}{3} \nu \right) \pi^2 - \frac{6848}{21} e - \frac{6848}{21} \log (4\sqrt{x})$$

$$+ \left( \frac{15737765635}{3048192} + \frac{2255}{12} \nu^2 \right) \nu + \frac{76055}{1728} \nu^2 - \frac{127825}{1296} \nu^3 x^3$$

$$+ \pi \left( \frac{77096675}{254016} + \frac{378515}{1512} \nu - \frac{74045}{756} \nu^2 \right) x^7,$$
where \( x_{\text{LSO}} = 6^{-\frac{3}{2}} \) refers to the frequency at the last stable orbit. \( \psi_{4\text{-PN}} \) is the spinning part of the point-particle contribution to the phase up to 4-PN order,

\[
\psi_{4\text{-PN}}^{\text{spin}} = 4\beta_{1.5} x^2 - 16 x^2 + \left[ \frac{40}{9} \beta_{2.5} - \beta_{1.5} \left( \frac{3715}{189} \right) \log \left( x^2 \right) \right] x^2 + \mathcal{P}_6 x^3 + \mathcal{P}_7 x^4.
\]

The 1.5-PN [85–87], 2-PN [88, 89] and 2.5-PN [90] coefficients, assuming aligned spins, are given by

\[
\beta_{1.5} = \left( \frac{113}{12} \eta_1^2 + \frac{25}{4} \nu \right) \chi_1 + \left( \frac{113}{12} \eta_2^2 + \frac{25}{4} \nu \right) \chi_2,
\]

where \( P \) is the spinning part of the point-particle phase to include the quadrupole moment of a

\[
\mathcal{P}_6 = \pi \left( \frac{2270}{3} \delta \chi_a + \left( \frac{2270}{3} - 520 \nu \right) \chi_s \right) + \left( \frac{7515}{144} - \frac{8225}{18} \nu \right) \delta \chi_a \chi_s
\]

\[
\mathcal{P}_7 = \left( \frac{25150083775}{3048192} + \frac{26804935}{6048} \nu \right) \delta \chi_a
\]

\[
\mathcal{P}_8 = \pi \left( \frac{233915}{168} \delta \chi_a + \left( \frac{233915}{168} - \frac{3970375}{2268} \nu \right) \delta \chi_a + \left( \frac{233915}{168} + \frac{19655}{189} \nu \right) \chi_s \right) \left( 1 - 3 \log \left( \sqrt{x} \right) \right)
\]

with \( \delta = \eta_1 - \eta_2 \), \( \chi_s = \frac{\chi_1 + \chi_2}{2} \), \( \chi_a = \frac{\chi_1 - \chi_2}{2} \) defined for the sake of readability. \( \psi_Q \) is the correction of the point-particle phase to include the quadrupole moment of a

\[
\psi_Q = -50 \left[ \delta \left( \eta_1^2 \chi_1^2 + \eta_2^2 \chi_2^2 \right) \right] + \left[ \left( \eta_1^2 \chi_1^2 + \eta_2^2 \chi_2^2 \right) \right] \chi_s
\]

\[
\sigma = \frac{79}{8} \nu \chi_1 \chi_2 + \frac{81}{16} \left( \eta_1^2 \chi_1^2 + \eta_2^2 \chi_2^2 \right),
\]

\[
\beta_{2.5} = \left[ \left( -\frac{31319}{1008} + \frac{1159}{24} \nu \right) \eta_1^2 + \left( -\frac{809}{84} + \frac{281}{8} \nu \right) \right] \chi_1 + \left( 1 \leftrightarrow 2 \right)
\]

The subsequent 3-PN, 3.5-PN and 4-PN order terms can be found in [73].
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