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Abstract

In this paper we present an extractive system that automatically generates gene summaries from the biomedical literature. The proposed text summarization system selects and ranks sentences from multiple MEDLINE abstracts by exploiting gene-specific information and similarity relationships between sentences. We evaluate our system on a large dataset of 7,294 human genes and 187,628 MEDLINE abstracts using Recall-Oriented Understudy for Gisting Evaluation (ROUGE), a widely used automatic evaluation metric in the text summarization community. Two baseline methods are used for comparison. Experimental results show that our system significantly outperforms the other two methods with regard to all ROUGE metrics. A demo website of our system is freely accessible at http://60.195.250.72/onbires/summary.jsp.

1 Introduction

Entrez Gene is a database for gene-centric information maintained at the National Center for Biotechnology Information (NCBI). It includes genes from completely sequenced genomes (e.g. Homo sapiens). An important part of a gene record is the summary field (shown in Table 1), which is a small piece of text that provides a quick synopsis of what is known about the gene, the function of its encoded protein or RNA products, disease associations, genetic interactions, etc. The summary field, when available, can help biologists to understand the target gene quickly by compressing a huge amount of knowledge from many papers to a small piece of text. At present, gene summaries are generated manually by the National Library of Medicine (NLM) curators, a time- and labor-intensive process. A previous study has concluded that manual curation is not sufficient for annotation of genomic databases (Baumgartner et al., 2007). Indeed, of the 5 million genes currently in Entrez Gene, only about 20,000 genes have a corresponding summary. Even in humans, arguably the most important species, the coverage is modest: only 26% of human genes are curated in this regard. The goal of this work is to develop and evaluate computational techniques towards automatic generation of gene summaries.

To this end, we developed a text summarization system that takes as input MEDLINE documents related to a given target gene and outputs a small set of genic information rich sentences. Specifically, it first preprocesses and filters sentences that do
not include enough informative words for gene summaries. Next, the remaining sentences are ranked by the sum of two individual scores: a) an authority score from a lexical PageRank algorithm (Erkan and Radev, 2004) and b) a similarity score between the sentence and the Gene Ontology (GO) terms with which the gene is annotated (To date, over 190,000 genes have two or more associated GO terms). Finally, redundant sentences are removed and top ranked sentences are nominated for the target gene.

In order to evaluate our system, we assembled a gold standard dataset consisting of handwritten summaries for 7,294 human genes and conducted an intrinsic evaluation by measuring the amount of overlap between the machine-selected sentences and human-written summaries. Our metric for the evaluation was ROUGE1, a widely used intrinsic summarization evaluation metric.

### 2 Related Work

Summarization systems aim to extract salient text fragments, especially sentences, from the original documents to form a summary. A number of methods for sentence scoring and ranking have been developed. Approaches based on sentence position (Edmundson, 1969), cue phrase (McKeown and Radev, 1995), word frequency (Teufel and Moens, 1997), and discourse segmentation (Boguraev and Kennedy, 1997) have been reported. Radev et al. (Radev et al., 2004) developed an extractive multi-document summarizer, MEAD, which extracts a summary from multiple documents based on the document cluster centroid, position and first-sentence overlap. Recently, graph-based ranking methods, such as LexPageRank (Erkan and Radev, 2004) and TextRank (Mihalcea and Tarau, 2004), have been proposed for multi-document summarization. Similar to the original PageRank algorithm, these methods make use of similarity relationships between sentences and then rank sentences according to the “votes” or “recommendations” from their neighboring sentences.

Lin and Hovy (2000) first introduced topic signatures which are topic relevant terms for summarization. Afterwards, this technique was successfully used in a number of summarization systems (Hickl et al., 2007, Gupta and Nenkova et al., 2007). In order to improve sentence selection, we adopted the idea in a similar way to identify terms that tend to appear frequently in gene summaries and subsequently filter sentences that include none or few such terms.

Compared with newswire document summarization, much less attention has been paid to summarizing MEDLINE documents for genic information. Ling et al. (Ling et al., 2006 and 2007) presented an automatic gene summary generation system that constructs a summary based on six aspects of a gene, such as gene products, mutant phenotype, etc. In their system, sentences were ranked according to a) the relevance to each category (namely the aspect), b) the relevance to the document where they are from; and c) the position where sentences are located. Although the system performed well on a small group of genes (10~20 genes) from Flybase, their method relied heavily on high-quality training data that is often hard to obtain in practice.

Yang et al. reported a system (Yang et al., 2007 and 2009) that produces gene summaries by focusing on gene sets from microarray experiments. Their system first clustered gene set into functional related groups based on free text, Medical Subject Headings (MeSH®) and Gene Ontology (GO) features. Then, an extractive summary was generated for each gene following the Edmundson paradigm.
Yang et al. also presented evaluation results based on human ratings of eight gene summaries. Another related work is the second task of Text REtrieval Conference (TREC) 2003 Genomics Track. Participants in the track were required to extract GeneRIFs from MEDLINE abstracts (Hersh and Bhupatiraju, 2003). Many teams approached the task as a sentence classification problem using GeneRIFs in the Entrez database as training data (Bhalotia et al., 2003; Jelier et al., 2003). This task has also been approached as a single document summarization problem (Lu et al., 2006).

The gene summarization work presented here differs from the TREC task in that it deals with multiple documents. In contrast to the previously described systems for gene summarization, our approach has three novel features. First, we are able to summarize all aspects of gene-specific information as opposed to a limited number of predetermined aspects. Second, we exploit a lexical PageRank algorithm to establish similarity relationships between sentences. The importance of a sentence is based not only on the sentence itself, but also on its neighbors in a graph representation. Finally, we conducted an intrinsic evaluation on a large publicly available dataset. The gold standard assembled in this work makes it possible for comparisons between different gene summarization systems without human judgments.

3 Method

To determine if a sentence is extract worthy, we consider three different aspects: (1) the number of salient or informative words that are frequently used by human curators for writing gene summaries; (2) the relative importance of a sentence to be included in a gene summary; (3) the gene-specific information that is unique between different genes.

Specifically, we look for signature terms in handwritten summaries for the first aspect. Ideally, computer generated summaries should resemble handwritten summaries. Thus the terms used by human curators should also occur frequently in automatically generated summaries. In this regard, we use a method similar to Lin and Hovy (2000) to identify signature terms and subsequently use them to discard sentences that contain none or few such terms. For the second aspect, we adopt a lexical PageRank method to compute the sentence importance with a graph representation. For the last aspect, we treat each gene as having its own properties that distinguish it from others. To reflect such individual differences in the machine-generated summaries, we exploit a gene’s GO annotations as a surrogate for its unique properties and look for their occurrence in abstract sentences.

Our gene summarization system consists of three components: a preprocessing module, a sentence ranking module, and a redundancy removal and summary generation module. Given a target gene, the preprocessing module retrieves corresponding MEDLINE abstracts and GO terms according to the gene2pubmed and gene2go data provided by Entrez Gene. Then the abstracts are split into sentences by the MEDLINE sentence splitter in the LingPipe toolkit. The sentence ranking module takes these as input and first filters out some non-informative sentences. The remaining sentences are then scored according to a linear combination of the PageRank score and GO relevance score. Finally, a gene summary is generated after redundant sentences are removed. The system is illustrated in Figure 1 and is described in more detail in the following sections.

3.1 Signature Terms Extraction

There are signature terms for different topic texts (Lin and Hovy, 2000). For example, terms such as eat, menu and fork that occur frequently in a corpus may signify that the corpus is likely to be

---

2 http://ir.ohsu.edu/genomics/

3 http://alias-i.com/lingpipe/
about cooking or restaurants. Similarly, there are signature terms for gene summaries.

We use the Pearson’s chi-square test (Manning and Schütze, 1999) to extract topic signature terms from a set of handwritten summaries by comparing the occurrence of terms in the handwritten summaries with that of randomly selected MEDLINE abstracts. Let \( R \) denote the set of handwritten summaries and \( \bar{R} \) denote the set of randomly selected abstracts from MEDLINE. The null hypothesis and alternative hypothesis are as follows:

\[
H_0 : \quad P(t_i \mid R) = p = P(t_i \mid \bar{R})
\]

\[
H_1 : \quad P(t_i \mid R) = p_1 \neq p_2 = P(t_i \mid \bar{R})
\]

The null hypothesis says that the term \( t_i \) appears in \( R \) and in \( \bar{R} \) with an equal probability and \( t_i \) is independent from \( R \). In contrast, the alternative hypothesis says that the term \( t_i \) is correlated with \( R \). We construct the following 2-by-2 contingency table:

|       | \( R \) | \( \bar{R} \) |
|-------|---------|--------------|
| \( t_i \) | \( O_{11} \) | \( O_{12} \) |
| \( \bar{t}_i \) | \( O_{21} \) | \( O_{22} \) |

Table 2. Contingency table for the chi-square test.

where

- \( O_{11} \) : the frequency of term \( t_i \) occurring in \( R \);
- \( O_{12} \) : the frequency of \( t_i \) occurring in \( \bar{R} \);
- \( O_{21} \) : the frequency of \( \bar{t}_i \neq t_i \) occurring in \( R \);
- \( O_{22} \) : the frequency of \( \bar{t}_i \) in \( \bar{R} \).

Then the Pearson’s chi-square statistic is computed by

\[ X^2 = \sum_{i,j=1}^{2} \frac{(O_{ij} - E_{ij})^2}{E_{ij}} \]

where \( O_{ij} \) is the observed frequency and \( E_{ij} \) is the expected frequency.

In our experiments, the significance level is set to 0.001, thus the corresponding chi-square value is 10.83. Terms with \( X^2 \) value above 10.83 would be selected as signature terms. In total, we obtained 1,169 unigram terms. The top ranked (by \( X^2 \) value) signature terms are listed in Table 3. Given the set of signature terms, sentences containing less than 3 signature terms are discarded. This parameter was determined empirically during the system development.

| protein | member | receptor |
|---------|--------|---------|
| gene    | variant| isoform |
| encode  | domain | alternative |
| family  | splice | bind |
| transcription | subunit | involve |

Table 3. A sample of unigram topic signature terms.

### 3.2 Lexical PageRank Scoring

The lexical PageRank algorithm makes use of the similarity between sentences and ranks them by how similar a sentence is to all other sentences. It originates from the original PageRank algorithm (Page et al., 1998) that is based on the following two hypotheses:

1. A web page is important if it is linked by many other pages.
2. A web page is important if it is linked by important pages.

The algorithm views the entire internet as a large graph in which a web page is a vertex and a directed edge is connected according to the linkage. The salience of a vertex can be computed by a random walk on the graph. Such graph-based methods have been widely adapted to such Natural Language Processing (NLP) problems as text summarization and word sense disambiguation. The advantage of such graph-based methods is obvious: the importance of a vertex is not only decided by itself, but also by its neighbors in a graph representation. The random walk on a graph can imply more global dependence than other methods. Our PageRank scoring method consists of two steps: constructing the sentence graph and computing the salience score for each vertex of the graph.

Let \( S = \{ s_i \mid 1 \leq i \leq N \} \) be the sentence collection containing all the sentences to be summarized. According to the vector space model (Salton et al., 1975), each sentence \( s_i \) can be represented by a vector \( \bar{s}_i \) with each component being the weight of a term in \( s_i \). The weight associated with a term \( w \) is calculated by \( tf(w) \cdot isf(w) \), where \( tf(w) \) is the frequency of the term \( w \) in sentence \( s_i \) and \( isf(w) \)
is the inverse sentence frequency\(^4\) of term \(w\): \(\text{isf}(w) = 1 + \log\left(\frac{N}{n_w}\right)\), where \(N\) is the total number of sentences in \(S\) and \(n_w\) is the number of sentences containing \(w\). The similarity score between two sentences is computed using the inner product of the corresponding sentence vectors, as follows:

\[
\text{sim}(s_i, s_j) = \frac{\vec{s}_i \cdot \vec{s}_j}{\|\vec{s}_i\| \cdot \|\vec{s}_j\|}
\]

Taking each sentence as a vertex, and the similarity score as the weight of the edge between two sentences, a sentence graph is constructed. The graph is fully connected and undirected because the similarity score is symmetric.

The sentence graph can be modeled by an adjacency matrix \(M\), in which each element corresponds to the weight of an edge in the graph. Thus \(M = [M_{ij}]_{N \times N}\) is defined as:

\[
M_{ij} = \begin{cases} 
\frac{\vec{s}_i \cdot \vec{s}_j}{\|\vec{s}_i\| \cdot \|\vec{s}_j\|}, & \text{if } i \neq j \\
0, & \text{otherwise}
\end{cases}
\]

We normalize the row sum of matrix \(M\) in order to assure it is a stochastic matrix such that the PageRank iteration algorithm is applicable. The normalized matrix is:

\[
\tilde{M}_{ij} = \begin{cases} 
\frac{M_{ij}}{\sum_{j=1}^{N} M_{ij}}, & \text{if } \sum_{j=1}^{N} M_{ij} \neq 0 \\
0, & \text{otherwise}
\end{cases}
\]

Using the normalized adjacency matrix, the salience score of a sentence \(s_i\) is computed in an iterative manner:

\[
\text{score}(s_i) = d \cdot \sum_{j=1}^{N} \text{score}(s_j) \cdot \tilde{M}_{ij} + \left(1 - d\right) \cdot \frac{1}{N}
\]

where \(d\) is a damping factor that is typically between 0.8 and 0.9 (Page et al., 1998).

If we use a column vector \(p\) to denote the salience scores of all the sentences in \(S\), the above equation can be written in a matrix form as follows:

\[
p = [d \cdot \tilde{M}^T + \left(1 - d\right) \cdot \mathbf{U}] \cdot p
\]

where \(\mathbf{U}\) is a square matrix with all elements being equal to \(1/N\). The component \((1-d) \cdot \mathbf{U}\) can be considered as a smoothing term which adds a small probability for a random walker to jump from the current vertex to any vertex in the graph. This guarantees that the stochastic transition matrix for iteration is irreducible and aperiodic. Therefore the iteration can converge to a stable state.

In our implementation, the damping factor \(d\) is set to 0.85 as in the PageRank algorithm (Page et al., 1998). The column vector \(p\) is initialized with random values between 0 and 1. After the algorithm converges, each component in the column vector \(p\) corresponds to the salience score of the corresponding sentence. This score is combined with the GO relevance score to rank sentences.

3.3 GO Relevance Scoring

Up to this point, our system considers only gene-independent features, in both sentence filtering and PageRank-based sentence scoring. These features are universal across different genes. However, each gene is unique because of its own functional and structural properties. Thus we seek to include gene-specific features in this next step.

The GO annotations provide one kind of gene-specific information and have been shown to be useful for selecting GeneRIF candidates (Lu et al., 2006). A gene’s GO annotations include descriptions in three aspects: molecular function; biological process; and cellular component. For example, the human gene AANAT (gene ID 15 in Entrez Gene) is annotated with the GO terms in Table 4.

| GO ID      | GO term                                           |
|------------|---------------------------------------------------|
| GO:0004059 | aralkylamine N-acetyltransferase activity         |
| GO:0007623 | circadian rhythm                                  |
| GO:0008152 | metabolic process                                 |
| GO:0008415 | acyltransferase activity                          |
| GO:0016740 | transferase activity                              |

Table 4. GO terms for gene AANAT

The GO relevance score is computed as follows: first, the GO terms and the sentences are both stemmed and stopwords are removed. For example, the GO terms in Table 4 are processed into a set of stemmed words: aralkylamin, N, acetytransferas, activ, circadian, rhythm, metabol, process, acyltransferas and transferes.

---

\(^4\) isf is equivalent to idf if we view each sentence as a document.
Second, the total number of occurrence of the GO terms appearing in a sentence is counted. Finally, the GO relevance score is computed as the ratio of the total occurrence to the sentence length. The entire process can be illustrated by the following pseudo codes:

1. tokenize and stem the GO terms;
2. tokenize and stem all the sentences, remove stop words;
3. for each sentence \( s_i \), \( i = 1, \ldots, N \)
   \[
   \text{GOScore}(s_i) = 0
   \]
   for each word \( w \) in \( s_i \), if \( w \) in the GO term set
   \[
   \text{GOScore}(s_i) += 1
   \]
   end if
   end for
   \[
   \text{GOScore}(s_i) = \text{GOScore}(s_i) / \text{length}(s_i)
   \]

where \( \text{length}(s_i) \) is the number of distinct non-stop words in \( s_i \). For each sentence \( s_i \), the GO relevance score is combined with the PageRank score to get the overall score (\( \alpha \) is a weight parameter between 0 and 1; see Section 4.2 for discussion):

\[
\text{score}(s_i) = \alpha \cdot \text{PRScore}(s_i) + (1 - \alpha) \cdot \text{GOScore}(s_i)
\]

### 3.4 Redundancy Removal

A good summary contains as much diverse information as possible for a gene, while with as little redundancy as possible. For many well-studied genes, there are thousands of relevant papers and much information is redundant. Hence it is necessary to remove redundant sentences before producing a final summary.

We adopt the diversity penalty method (Zhang et al., 2005; Wan and Xiao, 2007) for redundancy removal. The idea is to penalize the candidate sentences according to their similarity to the ones already selected. The process is as follows:

1. Initialize two sets, \( A = \emptyset \),
   \( B = \{ s_i | i = 1, 2, \ldots, K \} \) containing all the extracted sentences;
2. Sort the sentences in \( B \) by their scores in descending order;
3. Suppose \( s_i \) is the top ranked sentence in \( B \), move it from \( B \) to \( A \). Then we penalize the remaining sentences in \( B \) as follows:
   
   \[
   \text{Score}(s_j) = \text{Score}(s_j) - \omega \cdot \text{sim}(s_i, s_j) \cdot \text{Score}(s_j)
   \]
   
   where \( \omega > 0 \) is the penalty degree factor, \( \text{sim}(s_i, s_j) \) is the similarity between \( s_i \) and \( s_j \).
4. Repeat steps 2 and 3 until enough sentences have been selected.

### 4 Results and Discussion

#### 4.1 Evaluation Metrics

Unlike the newswire summarization, there are no gold-standard test collections available for evaluating gene summarization systems. The two previous studies mentioned in Section 2 both conducted extrinsic evaluations by asking human experts to rate system outputs. Although it is important to collect direct feedback from the users, involving human experts makes it difficult to compare different summarization systems and to conduct large-scale evaluations (both studies evaluated nothing but a small number of genes). In contrast, we evaluated our system intrinsically on a much larger dataset consisting of 7,294 human genes, each with a pre-existing handwritten summary downloaded from the NCBI’s FTP site\(^5\).

The handwritten summaries were used as reference summaries (i.e. a gold standard) to compare with the automatically generated summaries. Although the length of reference summaries varies, the majority of these summaries contain 80 to 120 words. To produce a summary of similar length, we decided to select five sentences consisting of about 100 words.

For the intrinsic evaluation of a large number of summaries, we made use of the ROUGE metrics that has been widely used in automatic evaluation of summarization systems (Lin and Hovy, 2003; Hickl et al., 2007). It provides a set of evaluation metrics to measure the quality of a summary by counting overlapping units such as n-grams or word sequences between the generated summary and its reference summary.

---

\(^5\) ftp://ftp.ncbi.nih.gov/gene/DATA/ASN_BINARY/
We computed three ROUGE measures for each summary, namely ROUGE-1 (unigram based), ROUGE-2 (bigram based) and ROUGE-SU4 (skip-bigram and unigram) (Lin and Hovy, 2003). Among them, ROUGE-1 has been shown to agree most with human judgments (Lin and Hovy, 2003). However, as biomedical concepts usually contain more than one word (e.g. transcription factor), ROUGE-2 and ROUGE-SU4 scores are also important for assessing gene summaries.

4.2 Determining parameters for best performance

The two important parameters in our system – the linear coefficient $\alpha$ for the combination of PageRank and GO scores and the diversity penalty degree factor $\omega$ in redundancy removal – are investigated in detail on a collection of 100 randomly selected genes. First, by setting $\alpha$ to values from 0 to 1 with an increment of 0.1 while holding $\omega$ steady at 0.7, we observed the highest ROUGE-1 score when $\alpha$ was 0.8 (Figure 2). This suggests that the two scores (i.e. PageRank and GO score) complement to each other and that the PageRank score plays a more dominating role in the summed score. Next, we varied $\omega$ gradually from 0 to 5 with an increment of 0.25 while holding $\alpha$ steady at 0.75. The highest ROUGE-1 score was achieved when $\omega$ was 1.3 (Figure 3). For ROUGE-2, the best performance was obtained when $\alpha$ was 0.7 and $\omega$ was 0.5. In order to balance ROUGE-1 and ROUGE-2 scores, we set $\alpha$ to 0.75 and $\omega$ to 0.7 for the remaining experiments.

4.3 Comparison with other methods

Because there are no publicly available gene summarization systems, we compared our system with two baseline methods. The first is a well known publicly available summarizer - MEAD (Radev et al., 2004). We adopted the latest version of MEAD 3.11 and used the default setting in MEAD that extracts sentences according to three features: centroid, position and length. The second baseline extracts different sentences randomly from abstracts. Comparison results are shown in the following table:

| System       | ROUGE-1 | ROUGE-2 | ROUGE-SU4 |
|--------------|---------|---------|-----------|
| Our System   | 0.4725  | 0.1247  | 0.1828    |
| MEAD         | 0.3890  | 0.0961  | 0.1449    |
| Random       | 0.3434  | 0.0577  | 0.1091    |

Table 5. Systems comparison on 7,294 genes.

As shown in Table 5, our system significantly outperformed the two baseline systems in all three ROUGE measures. Furthermore, larger performance gains are observed in ROUGE-2 and ROUGE-SU4 than in ROUGE-1. This is because many background words (e.g. gene, protein and enzyme) also appeared frequently as unigrams in randomly selected summaries.
In Figure 4, we show that the majority of the summaries have a ROUGE-1 score greater than 0.4. Our further analysis revealed that almost half summaries with a low score (smaller than 0.3) either lacked sufficient relevant abstracts, or the reference summary was too short or too long. In either case, only few overlapping words can be found when comparing the generated gene summary with the reference. The statistics for low ROUGE-1 score are listed in Table 6. We also note that almost half of the summaries that have low ROUGE-1 scores were due to other causes: mostly, machine generated summaries differ from human summaries in that they describe different functional aspects of the same gene product. Take the gene TOP2A (ID: 7153) for example. While both summaries (handwritten and machine generated) focus on its encoded protein DNA topoisomerase, the handwritten summary describes the chromosome location of the gene whereas our algorithm selects statements about its gene expression when treated with a chemotherapy agent. We plan to investigate such differences further in our future work.

4.4 Results on various summary length

Figure 5 shows the variations of ROUGE scores as the summary length increases. At all lengths and for both ROUGE-1 and ROUGE-2 measures, our proposed method performed better than the two baseline methods. By investigating the scores of different summary lengths, it can be seen that the advantage of our method is greater when the summary is short. This is of great importance for a summarization system as ordinary users typically prefer short content for summaries.

5 Conclusions and Future Work

In this paper we have presented a system for generating gene summaries by automatically finding extract-worthy sentences from the biomedical literature. By using the state-of-the-art summarization techniques and incorporating gene specific annotations, our system is able to generate gene summaries more accurately than the baseline methods. Note that we only evaluated our system for human genes in this work. More summaries are available for human genes than other organisms, but our method is organism-independent and can be applied to any other species.

This research has implications for real-world applications such as assisting manual database curation or updating existing gene records. The ROUGE scores in our evaluation show comparable performance to those in the newswire summarization (Hickl et al., 2007). Nonetheless, there are further steps necessary before making our system output readily usable by human curators. For instance, human curators are generally in favor of sentences presented in a coherent order. Thus, information-ordering algorithms in multi-document summarization need to be investigated. We also plan to study the guidelines and scope of the curation process, which may provide additional important heuristics to further refine our system output.
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