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Abstract: Energy storage systems (ESSs) are critically important for the future of electric vehicles. Despite this, the safety and management of ESSs require improvement. Battery management systems (BMSs) are vital components in ESS systems for Lithium-ion batteries (LIBs). One parameter that is included in the BMS is the state-of-charge (SoC) of the battery. SoC has become an active research area in recent years for battery electric vehicle (BEV) LIBs, yet there are some challenges: the LIB configuration is nonlinear, making it hard to model correctly; it is difficult to assess internal environments of a LIB (and this can be different in laboratory conditions compared to real-world conditions); and these discrepancies can lead to raising the instability of the LIB. Therefore, further advancement is required in order to have higher accuracy in SoC estimation in BEV LIBs. SoC estimation is a key BMS feature, and precise modeling and state estimation will improve stable operation. This review discusses current methods use in BEV LIB SoC modelling and estimation. The review culminates in a brief discussion of challenges in BEV LIB SoC prediction analysis.
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1. Introduction

Energy storage systems (ESSs) are important technologies for future electric cars and smart grids [1–4]. Lithium-ion batteries (LIBs) are the fastest growing ESS technology [5]. Despite this, the safety and management of LIBs are vital areas that still require further development [6]. Therefore, LIB management systems (BMSs) are critical for the electrification of battery electric vehicles (BEVs) and encompass a variety of features to ensure optimal operation (Figure 1).

The developing advanced and smart state-of-charge (SoC) estimators for LIBs have become an active research topic in recent years. The key technological challenges limiting the advancement of SoC can be gathered into three aspects. The first is that the LIB structure is nonlinear, making it challenging to model accurately. This is due to the multi-scale nature (e.g., active materials, cells, and battery packs are all in different spatial scales), and time scale aspects (e.g., aging). Second, the internal environment is difficult to determine and is susceptible to fluctuations of the external environment. Scaling up LIBs from laboratory- to industrial-level production decreases the correlation between calculated values and actual values, rendering it difficult to reliably determine the battery’s internal states. Finally, the LIBs discrepancies directly affect the performance of the LIB pack, raising the instability of the LIB. Estimation measures designed for smaller LIBs are redundant on large-scale LIBs (i.e., BEV LIBs), and reliable and precise LIB SoC estimation is difficult. Therefore, advanced SoC methods are urgently required to overcome these challenges [7,8].

Battery state estimation is a key advanced BMS feature in BEVs. Precise modeling and state estimation will allow stable operation, facilitate optimal battery operation, and provide the fundamentals for security supervision [9]. This review discusses BEV LIB
SoC modelling, estimation and methods. The review culminates in a brief discussion of challenges in BEV LIB SoC prediction analysis.
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**Figure 1.** Battery management system (BMS) functional features for battery electric vehicle lithium-ion batteries.

## 2. Overview of BEV LIB SoC Modelling Approaches

The battery models are useful in model-based SoC estimation and can be characterized as physical electrochemical models [10,11], electrical equivalent circuit models [12,13] and data-driven models [14,15], with the two latter being routinely used in BEV SoC estimation. This section introduces these models with emphasis on data-driven models and electrical equivalent circuit models, and more information about their application and comparisons between the models is given in Section 4.

### 2.1. Physical Electrochemical Models

Single-particle models are the simplest established model for physics-based electrochemical analysis [16]. Here, a single particle reflects the Li-ion concentration distribution in the electrode. It can be used to analyze primary output and electrode solid-phase diffusion effect; however, the precision is poor. To improve the precision, a model has been developed that considers the electrolyte’s effect on the output potential, suggesting a partial differential equation to conserve the liquid electrolyte material [17].

A pseudo-two-dimensional model has been developed that considers that the cell anode and cathode as porous consisting of ball-like particles with the electrolyte filling the gaps in-between [18]. As the pseudo-two-dimensional model includes multiple coupled partial differential equations, it must be condensed from the engineering perspective [19,20].

A key intention why physics-based models are hard to implement is that a huge amount of unspecified variables are required to be defined using approaches such as global optimization. Unsurprisingly, they can face overfitting or local optimization issues. Without correct and comprehensive parameters, the open loop simulations of electrochemical models based on physics are not optimal for SoC calculations. High-resolution detailed models usually contain numerous nonlinear partial differential equations, which make the model solving complex and computationally expensive, and is not suitable for estimation online, despite the high accuracy. There are reduced-order models that are less complex and take less computational time than the full-order models and can be used in online estimation applications [21]. However, these advantages come with the cost of increased estimation errors.

### 2.2. Electrical Equivalent Circuit Models

Electrical equivalent circuit models have grown in popularity due to their simpler construction, allowing implementation into real-time applications. Models of electronic
counterparts use electrical components to imitate LIB behavior. These can be classified into integral-order and fractional-order models.

2.2.1. Integral-Order Models

Most of the commonly used equivalent circuit models are integral-order models. Of these, the \( R_{\text{int}} \) model is the most used integral-order model [22]. The \( R_{\text{int}} \) model structure is straightforward; however, it does not consider the polarization and diffusion dynamics. Liaw et al. [23] introduced the resistor–capacitor model, which is a first-order model capable of mimicking LIB charging and discharging behavior using one resistor–capacitor network. Additionally, the open-circuit voltage hysteresis behavior can be considered to improve model accuracy [24].

The LIBs input/output relationship is simple to infer for integral-order analogous circuit models. Therefore, the most frequently used technique for online parameter detection is the least-squares recursive algorithm. A co-estimator has also been recommended to predict model parameters and battery status [25]. This can be in the form of identification of parameters while considering the electrochemical properties [26], or a multi-objective genetic algorithm [27].

2.2.2. Fractional-Order Models

Fractional-order calculus-based models are also common in modeling due to their fractional characteristics. Electrochemical impedance spectroscopy (EIS) is an accurate method for modeling electrochemical reactions of lithium ions. However, it is quite difficult to estimate SoC using only EIS; therefore, many fractional-order models are used together with EIS for a better estimation [28]. There are some studies that use Bode plots [29] to aid the circuit models for improved estimation. However, in order to use electrical equivalent circuit models for efficient online SoC estimation, a proper parameter identification method (either online or offline) such as curve fitting, recursive least square, particle swarm, or genetic algorithm must be used.

Constant phase elements can also be utilized in resistor–capacitor networks instead of capacitors [30]. Using simplified fractional-order impedance, a genetic algorithm can be applied to classify model constraints obtaining an error of 0.5% [31]. Alternatively, non-integer model derivatives with a particle swarm optimization algorithm can be used to classify model constraints with strong accuracy and robustness [32]. Fractional-order equivalent circuit models with alternatives of Kalman filter are commonly used to estimate SoC in LIBs [33,34].

2.3. Data-Driven Models

Data-driven approaches are commonly used to design LIB models. Most used data-driven methods for online SoC estimation are based on machine learning techniques (e.g., neural networks, support vector machines, and fuzzy logics). LIB testing experiments have confirmed the successful solution proposed using a neural-based thermal-electric-coupled model [35]. It is also possible to perform data estimation by integrating the neural network with particle filtering [36]. Dynamic simulation technology is commonly used in LIB modelling, and a recent Monte Carlo 3D model has been used to show the structural evolution of solid sulfur and lithium sulfide dissolution/precipitation during lithium-sulfur battery discharge [37]. The kinetic model can estimate battery subtleties over longer scales of time. While data-driven techniques work well on nonlinear issues, they can be affected by the datasets and methods used for training. Further, the requirement of large data set to cover all the possible operating conditions, demand high overall computational costs.

3. State Estimation in BEV LIBs

A BEV LIB is a dynamic, nonlinear device of several state variables, so correct state prediction is the secret to controlling and the foundation for LIB power. This section
defines SoC and parameters routinely used in BEVs for SoC estimation and summarizes the commonly used LIB state estimation methods.

3.1. SoC in LIBs

SoC is the measure of the remaining energy in a battery (Figure 2). Physically, the amount of energy left in a battery (ψ) is defined as the average concentration of lithium-ions in the cathode (Cs,avg) over the maximum possible concentration:

\[ ψ = \frac{C_{s,\text{avg}}}{C_{s,\text{max}}} \]  

(1)

Theoretically, ψ = 0 and ψ = 100 is possible; however, it is not feasible as the removal of too many lithium-ions from the cathode will damage the structure and increase degradation. Therefore, a ψ window is defined for LiBs where \( ψ_{0\%} > 0 \) and \( ψ_{100\%} < 1 \). The SoC can now be defined by a ratio of the defined ψ windows:

\[ \text{SoC} = \frac{ψ_k - ψ_{0\%}}{ψ_{100\%} - ψ_{0\%}} \]  

(2)

where \( ψ_k \) is the amount of energy left in the battery at time \( k \). This definition of SoC is theoretically correct; however, it is not practically possible for a BMS to calculate \( ψ \) as the concentration of lithium-ions cannot be measured directly. As a consequence, a definition of SoC that is not directly based on the lithium-ion concentration is required. SoC can therefore be explained as the LiBs residual power ratio (\( C_r \)) to maximum available capacity (\( C_a \)) (Equation (3)) [38,39]. \( C_r \) is the residual energy that can be drained from the LIB over time. \( C_r \) is affected by cycling and deterioration of the LiBs electrochemical aspects. \( C_a \) is the highest possible load capacity that can be collected during the initial cycle period under diverse conditions. \( C_a \) is unable to reach the rated power (\( C_{\text{rated}} \)) (i.e., the manufacturer’s LIB capacity for regular operation). The importance of a LiBs \( C_a \) relies on the state-of-health (SoH) and current discharge volume. The SoC is expressed in percentage between 100% (fully charged) and 0% (fully discharged; Figure 2).

\[ \text{SoC}(t) = \left( \frac{C_r}{C_a} \right) \cdot 100\% \]  

(3)

Figure 2. Stored energy status of a lithium-ion battery related to state-of-charge.
3.1.1. Coulomb Counting

Coulomb counting is a simple classical SoC estimation method. Coulomb counting is utilized to find the connection between the SoC and the cycling of the LIB. The SoC(t) can usually be determined through this method (Equation (4)), where the coulombic efficiency is denoted $\eta_i$, the initial SoC is denoted SoC(0), and the battery charging/discharging current is denoted as $I(t)$. Commonly, $\eta_i$ represents the ratio between the consumed and available electrons, while cycling the LIB (a ratio of 0.9 during charging, and 1 during discharging) [40]. Despite this, the coulombic charging efficiency ranges from 0.9 to 1 with changes in the conditions of operation (e.g., the current rate and temperature) [41].

$$\text{SoC}(t) = \text{SoC}(0) + \int_{0}^{t} \frac{\eta_i I(t)}{C_a} \Delta t$$  \hspace{1cm} (4)

Large errors can occur in this method due to accumulation of terminal measurements, which require frequent calibrations [42]. Despite the easy implementation, error accumulation and the initial SoC value requirement [43] make this approach not ideal for online SoC estimation.

3.1.2. Open Circuit Voltage

The open circuit voltage (OCV) is a significant value that is routinely used to characterize electrochemical cells (i.e., batteries). Despite this, there is no common description for it [44]. In general, it is described as the voltage determined by a potentiometer between the cathodic and anodic poles of the electrochemical cell when the cell has reached thermodynamic equilibrium [45]. As the status of whether the cell is in equilibrium is not straightforwardly known, this definition can be unclear, and the general approach is to leave the cell uninterrupted for significant time to achieve thermodynamic equilibrium. However, the cell is often not left to rest to full thermodynamic equilibrium during use while calculating the OCV [45]. In practice, the OCV is calculated from the cell potential once a plateau occurs in the cell potential over time.

Alternatively, the OCV can be calculated from the activity of the electrochemically active components within the cell. This can allow the OCV dependency on behavior to be substituted with their molarities or concentrations. This approach requires the use of activity coefficients for the active components within the cell, which are generally found by simplified assumptions of ideal active components due to the lack of readily available data from a functioning cell. This simplification may in some cases lead to OCV estimation errors [46]. In terms of LIBs in electric vehicles, the only parameters measured are generally the current, voltage and temperature of the cell; therefore, the method used for OCV determination is based on the former method requiring thermodynamic equilibrium.

Using the OCV is a highly precise and simple method for SoC estimation. The connection between SoC and OCV is extracted from the stepwise calculation of OCV for various SoC values in a LIB. An example of this connection is given in Figure 3. Despite this, the OCV and SoC relationship for each LIB varies over the battery life and the related hysteresis effect, while they are of the same rating, content, and structure [47,48]. The value of OCVs is not the same when charging and discharging due to hysteresis characteristics, despite having the same SoC value [49]. The main drawback is it takes time to reach thermodynamic equilibrium conditions, which makes it only applicable when the vehicle is at rest, instead of in driving mode. It has been shown that it is possible to estimate the OCV of a redox flow battery without waiting to reach equilibrium conditions [44]; however, this has not yet been shown in LIBs. In previous years, the literature has suggested numerous updated OCV-based methods to improve processing time and accuracy [50,51]. However, this approach is inadequate for SoC estimation due to its strong reliance on the OCV, the requirement for equilibrium conditions and precision calculation of charging/discharging voltages [47].
SoH is essential for battery electric vehicles, as the calculated vehicle range is entirely dependent on this. Therefore, the state-of-energy (SoE; residual energy) calculation is vital.

3.1.3. State of Health

Generally, when calculating the SoC, the rated, real, or cycle capacity is used for $C_a$ (Equation (4)) [52–54]. Therefore, defining the established battery capacity is not consistent [55]. In the theoretical analysis, capacity is used as the equation denominator, treating $C_a$ as a fixed number, and the SoC is calculated by deducting the charge sum from $C_d$ [56]. An important parameter to consider then is the SoH, which is the ratio of maximum residual capacity at the time ($C_m$) to the maximum available capacity of the battery when new (Equation (5)).

$$\text{SoH}(t) = \left( \frac{C_m}{C_a} \right) \times 100\%$$ (5)

SoH allows the inclusion of BEV LIB ageing and is affected by different causes (e.g., driving style and ambient temperature). Owing to the effect of various LIB fluctuations (e.g., temperature), the inconsistencies of battery voltage, internal resistance, and power can increase to some extent, influencing the value of SoH. Therefore, it is vital to consider the relationship between SoH, SoC, and depth-of-discharge (DoD).

$$\text{SoC}(t) = \text{SoH}(t) - \text{DoD}(t)$$ (6)

Here, DoD is expressed as the percentage of capacity that can be discharged relative to the available capacity (i.e., $\left( \frac{C_a - C_d}{C_a} \right) \times 100\%$).

3.2. Estimation of Energy and Remaining Capacity

Physically, a LIB discharge transfers Li from the anode to the cathode, with the opposite occurring during charging. Electrochemically, the SoC is positively associated to the Li concentration in the anode and negatively to the Li concentration in the cathode. The cell potential depends on the concentration of the electrode surface, where SoC depends on average concentration of particles, making SoC estimation using the potential challenging. Another aspect is determining the amount energy in a LIB pack. This is essential for battery electric vehicles, as the calculated vehicle range is entirely dependent on this. Therefore, the state-of-energy (SoE; residual energy) calculation is vital.
3.2.1. Look-Up Tables

Look-up tables are useful and forthright, allowing SoC estimation through mapping the connection between characteristic parameters of the LIB and the SoC [57]. The primary drawback of look-up tables is that the LIB must be resting for a long time for reliability of the internal electrochemistry, so that measurements can be precise. SoC calculation efficiency also relies dramatically on the precision of the table used. Therefore, the approach is not suitable for online and precise estimation of SoC.

Open-Circuit Voltage

The OCV is the LIB potential after a long, load-free rest, and has a nonlinear relationship with SoC [58,59]. Comprehensive methods have been presented where the OCV is calculated for various SoC levels producing extensive OCV-SoC tables [58,59]. The process is straightforward; however, the LIB must rest for significant time to ensure accurate OCV measurement. Considering the effect of temperature, substance, driving style, and aging on the OCV-SoC relationship, these considerations must be applied to the OCV-SoC table [60]. An OCV-SoC-temperature table has been developed to infer SoC battery [61]. The hysteresis effect is also an important factor impacting the accuracy [62–64]. An incorrect OCV-SoC correlation deprived of understanding of the hysteresis effect will lead to incorrect SoC estimations.

Impedance

A relationship concerning impedance and SoC also exists. By adding a current frequency to the battery, the nonlinear fitting or parameter recognition algorithm can determine multiple SoC-related parameters (e.g., internal ohmic resistance), and then an impedance look-up table method can be used [65,66]. However, battery ageing can influence the precision of the SoC look-up table process and can cause substantial predictive errors [67]. Moreover, current and ambient temperature can contribute to non-linear impedance and SoC changes [68].

3.2.2. Ampere-Hour Integral

Ampere-hour integral is a simpler method where current integration is used for SoC estimation [69]; however, this is at the cost of some clear disadvantages. Sensor error can occur due to the open-loop estimation, which will produce large errors in the SoC estimation. Additionally, deviations in Coulomb performance can materialize from temperature and aging, also affecting the accuracy of SoC estimation. Furthermore, the initial SoC is estimated using look-up tables, so preliminary errors will propagate through the entire estimation process. This approach is typically paired with model-based or data-driven methods to improve its sturdiness.

3.2.3. Filter-Based

The model-based estimators can usually be loosely clustered into Bayesian estimators (filters), deterministic observers, and learning algorithms. The compared performances of these estimation methods in this section mainly depend on the individual models that are used with the estimation method rather than the standalone estimation method itself.

Most common Bayesian estimators are the variants of Kalman filters. Recently, a number of alternatives are used to estimate SoC in LIBs with Kalman filters (Figure 4).
Figure 4. The Kalman filter family of algorithms that have been used for state-of-charge estimation in battery electric vehicle Lithium-ion batteries.

Linear Kalman Filter

The Kalman filter has been commonly used for BEV LIB SoC estimation [70]. The general estimation algorithm can be regarded as a recursive mechanism involving first the estimating the system states, and second updating the system states based on the feedback errors [71]. Linear Kalman filter is optimal for linear systems. As the OCV is nonlinear, Kalman filters cannot be used explicitly for OCV-based estimations [72]. The OCV function can be linearized with local linearization, optimizing Kalman filters for SoC estimation [73].

Extended Kalman Filter

The theory of the extended Kalman filter is to linearize the nonlinear system at each time step [74]. When used with OCV-based models, it extends the nonlinear OCV function with partial derivatives based on the nonlinear function linearization principle [75]. As model parameters are easily modified due to nonlinear behavior, an SoC estimation approach based on a reduced-order LIB model and an extended Kalman filter has been proposed with errors below 2% [76]. Alternatively, SoC estimation of a LIB based on a dual-time scale extended Kalman filter has been developed, where the average SoC was measured for all cells, then the individual cell SoC was calculated by the discrepancy between the mean and each individual cell [77]. This yielded an SoC error below 2%. Overall, the extended Kalman filter’s accuracy depends not only on OCV function linearization, but on the model parameters also [78]; as a consequence, improved approaches can be classified into either model improvement of algorithm improvement [10].
Adaptive Extended Kalman Filter

When the parameters or the noise covariances of any Kalman filter are adapted according to the measurements, it is called an adaptive Kalman filter. He et al. used an adaptive extended Kalman filter for estimating SoC, where the process and measurement noise covariances are adapted [79]. This helps the adaptive extended Kalman filter effectively prevent algorithm divergence or bias [80,81]. Based on a closed-loop feedback system with multiparameter input, an adaptive extended Kalman filter calculated the correct SoC estimate with a median SoC error of 3% [82]; however, this did not take LIB aging into account. To upgrade the battery-aging model, a basic optimization algorithm can be applied, and an adaptive extended Kalman filter can calculate the SoC in aging LIBs with an error of less than 4% [83]. As the fractional-order model provides a clearer explanation of LIB behavior, the adaptive extended Kalman filter estimates the SoC using the fractional-order model [84].

Sigma-Point Kalman Filter

A sigma-point Kalman filter supplements the extended Kalman filter where the nonlinear component is overlooked. Therefore, sigma-point Kalman filter SoC estimation has been suggested [85], and an electrochemical model-based SoC estimation approach was proposed using an adaptive square root sigma point Kalman filter with equality constraints observing a 30% improvement compared to an adaptive extended Kalman filter [86].

Unscented Kalman Filter

The unscented Kalman filter is a nonlinear estimator and is developed from traceless transformation. Nonlinear machine formulas can be extended to regular Kalman filter by unscented transformation [87]. The unscented Kalman filters transformation does not neglect higher-order terms, but it has high precision estimates [88]. To improve conventional unscented Kalman filter performance, several improved algorithms have been produced [89]. To minimize computational requirements for unscented transformation in the unscented Kalman filter, the square root unscented Kalman spherical transform filter was developed to estimate battery SoC [90]; however, the maximum error increased by 37% compared to extended Kalman filters. The Fuzzy Inference System was used to improve the robustness and simplify the unscented Kalman filter [91], where the SoC error was reported to be below 1.76%.

Adaptive Unscented Kalman Filter

Sun et al. have estimated SoC of a LIB using an adaptive unscented Kalman filters where the noise covariance is auto tuned [92]. A recursive least-square approach defined on-line model parameters and modified the adaptive unscented Kalman filter state model in real-time, minimizing the SoC estimate error [93]. When comparing adaptive unscented, adaptive extended, unscented, and extended Kalman filters performance in SoC estimates based on a second order resistor-capacitor model, the adaptive unscented Kalman filters achieved the best results [94]. Other experimental results have also found that SoC prediction accuracy is better with adaptive unscented Kalman filters when compared to unscented Kalman filters and extended Kalman filters [95,96].

Central Difference Kalman Filter

This method uses the Sterling interpolation formula to generate the Sigma points, which then finds the posterior distribution of the states [97]. It has been shown that the central different Kalman filter was efficient than the extended Kalman filter at determining the SoC [98,99].

Cubature Difference Kalman Filter

The cubature difference Kalman filter uses the spherical-radial cubature rule to calculate the multivariate moment integrals. It is centered on the radial volume criterion of the
third-order, where the cubature difference Kalman filter approximates the average value of
the nonlinear state using a sequence of volume coordinates that can efficiently resolve the
difficulty of nonlinear state estimation [100]. Two important steps are to turn the integral
form into the spherical integral form and the spherical radial third-order criterion. It has
been observed that the cubature difference Kalman filter error in SoC estimation is 1.78%
lower than that of extended Kalman filter approaches [101]; however, the estimation time
is significantly extended.

Particle Filter

Unlike the Kalman filter variants described earlier, the particle filter is based on
probability densities, thus can handle non-Gaussian systems. When designing a particle
filter, the main difficulty is to select the proper proposal distributions that can approximate
the posterior distributions. The most common method is to use the transition prior for this.
The particle filters central concept is to produce a series of independent random sampling
points in the state space according to the system state vector’s scalar distribution, then
change the particle location and state to the detected values. The maximal particle state is
then estimated by changing particle sets [102,103]. Results have demonstrated the particle
filters are much better than extended Kalman filters in estimating the SoC [104–107].

Unscented Particle Filter

Using the transition prior as a proposal distribution in particle filters can be inefficient,
if new measurements appear at the tail of the prior (when there are abrupt changes
in measurement data) or if the likelihood is narrow and high compared to the prior
(when sensors are highly precise). To avoid this problem, usually extended Kalman
filter approximation or unscented Kalman filter approximation is used as the proposal
distribution of the particle filter. When the unscented Kalman filter approximation is used,
the particle filter is called an unscented particle filter. The unscented particle filter is an
improved particle filter, where the key concept is to boost the particle filter sampling.
Calculation results provide online observation detail, improving the particle filter sampling
effect [108]. The unscented particle filter has been widely used in SoC estimation due to its
superior efficiency [109,110], with SoC estimation errors below 2% at a high computational
efficiency [111].

Cubature Particle Filter

Cubature particle filter is based on spherical-radial cubature rule of the third degree
and generally used in high-dimensional state estimations. The third-degree cubature rule
is a special form of the unscented transformation but with a higher numerical stability.
However, both the unscented and cubature particle filters have limitations in both accuracy
and robustness. Cubature particle filters measure the average and discrepancy of a nonlin-
ear random function by the volume method explicitly and produces the proposed density
function for weighted particles. By then measuring the particle mean, the minimum mean
square error approximation is obtained [112]. The cubature particle filter algorithm uses
the new measurement knowledge when producing particles, improving the degree of
approximation of the later likelihood of machine state [113]. The cubature particle filter
has been observed to outperform the extended particle filter in terms of errors; however,
the computational efficiency is low [114]. By using an adaptive weighted cubature particle
filter, the computational efficiency was improved and the error in SoC estimation was
reduced to 1% [115].

3.2.4. Observer-Based

Although the observer is a common term that is used for any type of estimator
including the Bayesian filters or learning algorithms, the observer mentioned in this
section refers only to the deterministic observers. This includes classical Luenberger type
observers, finite-dimensional observers, and combined observers. To realize state input or
other control system requirements, state observer definition and construction processes have been suggested [116]. Recently, observer-based approaches (e.g., the Luenberger observer) have been commonly used to estimate the necessary states of LIBs.

Luenberger

The Luenberger observer is used extensively in linear, nonlinear, and time-varying systems [117]. Hu et al. [118] suggested an adaptive Luenberger observer system for online LIB pack SoC estimation, where the observer gain was adapted using a stochastic gradient approach. A nonlinear fractional LIB model-based SoC estimation has also been developed using a Luenberger observer [119], where the global asymptotic stability is ensured using a direct Lyapunov method.

Sliding Mode

Sliding mode observers are mainly used in LIB estimation where disturbances and measurement noise have sufficiently large switching gains [120]. Built from the sliding mode controller, the sliding mode observer retains robust tracking efficiency under model instabilities and environmental interferences [120]. A second-order discrete-time sliding mode observer has been implemented to eradicate what is known as the chattering phenomenon [121]. Furthermore, an adaptive gain sliding mode observer was proposed to minimize chattering levels and the compensate for errors in the model [122,123]. Moreover, a Gray prediction-based fuzzy sliding mode observer, which is combined with fuzzy logic, has been suggested to both minimize chattering and overcome overestimation [124]. Here, the battery voltage value was calculated by grey estimation and the gains on the sliding mode observer were calibrated through the fuzzy inference system to forecast the error. A combined neural network-based robust sliding mode observer has also been proposed with an adaptive switching gain to mitigate chattering effects in a lithium polymer battery [122,123]. Here, a radial-based neural network is integrated to the observer to ensure the convergence of SoC estimation errors [125].

Proportional Integral

A proportional-integral observer is a combined observer of proportional and integral observers and is an effective way of calculating the states with uncertain input disturbance. A parameter-normalized proportional integral observer was devised to manage the power error and initial error in LIB measurements, and the new integrator was to confine the drifting current effect. It was observed that this approach had lower computational complexity but high precision without matrix operation, even though the original SoC was uncertain [126].

H-Infinity

The H-infinity observer will ensure robustness of the incorrect initial state and uncertain disruption when imprecise or unidentified statistical characteristics from modelling and calculating errors are present. When combining an H-infinity observer with a hysteresis model, it may be possible to accommodate model ambiguities from temperature, aging and current [127]. A dynamic gain H-infinity observer has also been developed for battery pack SoC estimation, which can decrease the adverse impact of non-Gaussian models and measurement errors [128,129].

3.2.5. Data-Driven

Data-driven approaches presume the LIB is a black box model and learn internal dynamics by vast quantities of measured data. The main data-driven estimation methods used in LIB estimation include genetic algorithms, support vector machines, and neural networks and are usually used together with another estimation or inference method. For an extensive overview of data-driven methods that can be applied to SoC estimation in LIBs, the authors suggest the recent articles by Lipu et al. [130] and Vidal et al. [131].
Genetic Algorithm

Usually, a genetic algorithm is used to define the parameters of a LIB for further SoC estimation [132]. A novel SoC estimation approach focused on a sliding mode Gray model which is combined with genetic algorithm has been developed, where the use of genetic algorithm introduced greater precision and repeatability [133].

Support Vector Machines

A support vector machine is a cluster of supervised learning methods that can use kernels for various number of learning tasks [133,134]. As support vector machines are based on the structural risk minimization principle, it can perform better than the conventional neural networks. However, the increasing modelling size and the single output structure are disadvantages of this method [132]. An improved support vector machine for regression-based SoC estimation process has been suggested, where the observed results suggested it was a straightforward and reliable method compared to artificial neural networks [135]. Alternatively, adaptive unscented Kalman filters and least-square support vector machines were integrated to approximate battery SoC, where, even with minimal training samples, the LIB model can be correctly developed and modified [136].

Artificial Neural Networks

The neural network approach (Figure 5) has outstanding potential to form a nonlinear map showing an intricate nonlinear model [137]. An OCV-based SoC calculation based on the dual neural network fusion LIB model, where the linear neural network LIB model was used to define first-order or second-order electrochemical model parameters, and the second back-propagation neural network was used to take the OCV-to-SoC relationship [138]. A further development in back-propagation neural networks resulted in a strategy that utilizes principal component analysis and particle swarm optimization allowing improved accuracy and robustness of the estimation [139].

A radial basis function neural network-based uncertainty quantification algorithm has also been developed to build a response surface approximate model to estimate a multi-cell LIB pack SoC, as used in BEVs [140]. A novel approach based on a deep feed-forward neural network was used for LIB SoC estimation, by directly mapping the measurements to the SoC [141]. By establishing a load-classifying neural network model to estimate SoC, overfitting of the model was suppressed as a result of the model structure and the postprocessing [137]. A nonlinear observer based on a radial basis function neural network has also been proposed [142], which used an inclusive equivalent circuit model.

Lipu et al. [143] established a nonlinear autoregressive with exogenous input-based neural network that was optimized for the field of SoC estimation, where the lightning search algorithm allowed the identification for the optimal input delays, feedback delays and hidden layer neurons. Recently, Hannan et al. [144] presented a recurrent nonlinear autoregressive with exogenous inputs neural network with the use of the lightning search algorithm to increase SoC estimation. This further developed the approach by allowing accurate SoC estimation under different LIB conditions. By using the Levenberg-Marquardt-optimized multi-hidden layer wavelet neural network model proposed by Xia et al. [145], SoC estimation was possible through particle swarm optimization.

A stacked long short-term memory recurrent neural network was established to model LIB dynamics and estimate the SoC, with the approach providing rapid estimation to the true SoC, despite the original SoC being incorrect [146]. A similar approach was recently published where transfer learning was exploited to accelerate the neural network training, with a rolling learning method developed to implement SoH influence [147]. This method yielded precise estimation under different conditions, allowing a well-trained model to be straightforwardly transferred to similar battery chemistries. Further advancements were made by Chen et al. [148], where an autoregressive long short-term memory network and moving horizon estimation were used for SoC estimation. This method was investigated to
Assess whether it was a suitable approach for SoC estimation when there is uncertainty or large deviations from the initial SoC.

![Architecture of a generalized feedforward neural network of voltage (V), current (I), and time (T) inputs, a double layer and nodes where W is the weights, and the state-of-charge (SoC) output.]

**Figure 5.** Architecture of a generalized feedforward neural network of voltage (V), current (I), and time (T) inputs, a double layer and nodes where W is the weights, and the state-of-charge (SoC) output.

### 3.3. Comparison of Approaches

The look-up table approach is straightforward and can map the nonlinear relationship between the SoC and OCV; however, it cannot meet real-time specifications due to the variability of the OCV during operation and is vulnerable to sensor imprecision. The ampere-hour integral approach is also rather straightforward and does not require high-cost computational resources; however, the precision depends largely on the determination of the original SoC and sensor accuracy. The ampere-hour integral approach, together with OCV look-up table or model-based methods, are promising approaches to acquire improved accuracy of SoC estimation in LIBs.

Filter-based and observer-based methods (examples of model-based approaches) can achieve high precision SoC estimation. Despite this, the accuracy of model-based methods depends on the accuracy of the model itself; therefore, extensive computational resources are required as the algorithms within such approaches are complex. Similarly, the type of estimator that can be used also depends on the type of model and the state space system that is used, which makes the comparison of estimators difficult, therefore general remarks are used.

Kalman filter-based approaches are commonly used in calculating SoC in LIBs. The linear Kalman filter-based approach only suits linear structures; however, the extended Kalman filter approach can overcome this as it applies a linearization approximation to nonlinear systems to address this. Despite this, the extended Kalman filter approaches’ performance is unstable in terms of linearization error, making it unfit for high-order non-linear processes as seen in SoC in BEV LIBs. The sigma-point and unscented Kalman filter methods are used for SoC estimation in order to avoid complicated Jacobian matrix and Gaussian noise computation; however, significant computational resources are required to perform such approaches when the number of states/parameters are high. In order to
overcome this, adaptive methods (e.g., adaptive extended and adaptive unscented Kalman filters) have been developed to improve the robustness of the method against measurement and process noise. The particle filter approach is proposed to manage non-Gaussian systems and has shown high precision. More specifically, the unscented and cubature Kalman filter approaches are designed to enhance the process of particle sampling and estimate the likelihood of the state; however, in such approaches, the convergence rate remains a problem.

Observer-based approaches can also achieve adequate estimate precision against unprecise sensor data or initial state errors; however, problems still exist for the determination of the appropriate gain. Data-driven models are dissimilar to model-based approaches and are insensitive to the performance of the model and external environmental factors. The key pitfalls are that these approaches typically entail high computational cost and long processing time, and the precision depends largely on the training data used. Table 1 gives an overview of the mentioned methods for estimating SoC in LIBs.

### Table 1. The comparison of SoC estimation methods for LiBs.

| Method                  | Maximum Error (≤ ±) |
|-------------------------|---------------------|
| Look-up tables          |                     |
| OCV                     | 1.2% [58]           |
| Impedance               | 1.4% [66]           |
| Ampere-hour integral    |                     |
| Current integration     | 4% [69]             |
| Filter                  |                     |
| Linear Kalman           | 2% [72]             |
| Extended Kalman         | 1.4% [74]           |
| Adaptive Kalman         | 2% [80]             |
| Sigma-point Kalman      | 1.2% [85]           |
| Unscented Kalman        | 0.12% [87]          |
| Adaptive unscented Kalman | 0.1% [94]        |
| Central difference Kalman | 1.4% [98]       |
| Cubature Kalman         | 2.7% [101]          |
| Particle                | 0.86% [106]         |
| Unscented particle      | 0.9% [114]          |
| Cubature particle       | 1.1% [114]          |
| Observer                |                     |
| Luenberger              | 0.88% [118]         |
| Sliding mode            | 2% [120]            |
| Proportional integral   | 2.5% [126]          |
| H-infinity              | 3.36% [128]         |
| Data-driven             |                     |
| Genetic algorithm       | 2.98% [33]          |
| Support vector machine  | 6% [134]            |
| Neural network          | 3.8% [137]          |

#### 3.4. Errors in Modeling

When implementing model-based SoC estimation, the errors caused by numerous sources and their consequence on estimation should be contemplated. Error amassing directly affects precision and convergence rate of SoC estimation. There are six types of errors that can be caused, such as ampere-hour counting and voltage-based correction when SoC is estimated using a nonlinear observer for a second-order equivalent circuit model (Figure 6) [146]. Hardware and software selection plays a crucial role in SoC estimation and should include high-precision sensors, good power approximation algorithms, and a highly accurate LIB modeling approach to reduce the impact of accumulating various errors.
3.4. Errors in Modeling

When implementing model-based approaches to state-of-charge estimation in battery electric vehicle Lithium-ion batteries, there are six types of errors that can be caused, such as ampere-hour counting, current measurement, and voltage-based SoC estimation correction. These sources and their consequence on estimation should be contemplated. Error amassing during the LIB capacity within the model. For example, use of Kalman filter algorithms for SoC estimation can significantly reduce the effect of capacity induced errors during dynamic loading [149]. Furthermore, when a highly accurate battery model is used, capacity induced SoC errors can be reduced [150].

3.4.1. Capacity Induced Errors

The decline in capacity observed in aging LIBs is responsible for capacity induced errors in SoC modeling; however, this can be minimized during estimation by updating the LIB capacity within the model. For example, use of Kalman filter algorithms for SoC estimation can significantly reduce the effect of capacity induced errors during dynamic loading [149]. Furthermore, when a highly accurate battery model is used, capacity induced SoC errors can be reduced [150].

3.4.2. Initial SoC Error

Initial SoC error is the discrepancy between the actual initial SoC and the initial SoC estimate. To initialize the calculation, the first iteration requires initial SoC error to provide the initial SoC. The initial SoC value can be acquired from the look-up table or the current saved SoC value. Due to the recursive update of Kalman filter gain during estimation [149], the initial SoC error value is decreased and almost removed within the initial iterations. The initial SoC error converges rapidly to zero with significant observer gain [150].

3.4.3. Current Measurement Error

Measured current is fed to the ampere-hour counting and voltage-based rectification, both potentially developing current measurement error. Current measurement error is largely triggered by low current sensor accuracy, bias error, and noise produced during measurement. The noise impact on SoC errors is marginal due to integration in ampere-hour counting methods. Typically, the current measurement error produced in ampere-hour counting is unidirectional and can expand in the first iterations of the model [149]. The current measurement error produced in voltage-based correction is contrary to the current measurement error caused in ampere-hour counting [150]. Therefore, due to the current measurement error created by ampere-hour counting, the observer gain escalates and the comprehensive eradication of the error could be achievable within numerous iterations of the model [150].

3.4.4. Model Prediction Error

Model prediction error indicates to the variance among the estimated model output (potential in the model) and actual output (actual potential in the model) and has a significant contribution to SoC estimation error. Model prediction error can be separated into two segments, bias error, and noise. Model potential noise does not adversely disturb SoC estimation and accuracy [149]; however, the model prediction error’s high dependence on the OCV-to-SoC association is a perplexing problem for SoC estimation using Kalman filter algorithms [150].
3.4.5. Voltage Measurement Error

Voltage measurement error can also occur as a consequence of bias and noise error. The noise error depends on the environment and is difficult to estimate; however, the most estimation algorithms can proficiently quash noise [150]. Bias error can be produced by the discrepancies in actual voltage and measured voltage of the LIB. To counteract this bias defect, the model can fabricate voltage divergence processes [149].

4. Challenges in SoC Estimation in LiBs

With the popularization of BEV LIB storage technologies, innovative control technology has grown in interest. It is difficult to correctly model the LIB structure and predict the condition, which significantly affects BMS efficiency and effectiveness. Research in specific areas is still required to obtain advanced BMS systems.

4.1. Advanced Optical Fiber Sensing

The internal states and parameters are hard to calculate directly within a LIB using traditional sensor methods. Although LIB state estimation algorithms exist, there is still room for calculation and parameter recognition errors. Therefore, contemporary sensor technologies are required to directly measure internal parameters of the BEV LIB. Optical fiber technology is one such method for determining internal measurements of LIB parameters [151–161]. These can be directly embedded within the LIB to measure temperature and strain [162–164], where the latter could improve SoC estimation. Optical fiber sensor technology is expected to enhance battery management, with future research aimed to develop real-time, reliable, and stable sensors merged with multisensor data fusion tools to achieve better knowledge of the LIBs internal state.

4.2. Multi-State Estimation

The single-state estimation approach is well researched; however, there is potential for the BEV LIB state to be nonuniform, which leads to errors in SoC estimation with the current approach. Multi-state estimation may provide a useful approach to account for multiple states within the BEV LIB [165–167]. These approaches have dramatically increased the SoC, voltage and power estimation precision. This area of research in BEV LIB SoC is still in its early stages of development, but it is a promising path for future progress in SoC estimation.

4.3. Battery Model Selection and Estimated Parameter Accuracy

Different LIB types retain their features in differing circumstances; however, owing to the intricate electrochemical behavior in complex conditions, model choice for SoC estimation becomes difficult. Model complexity is also an important aspect, largely based on the amount of model factors that are required to be defined. For selecting the ideal SoC estimation algorithm, the compromise amongst simplicity and accuracy is a vital parameter.

4.4. Operating Conditions

Model-based SoC estimation accuracy is significantly affected by the heterogeneity of BEV LIB model features, and the relationship between OCV and SoC induced by temperature, c-rate, and SoC range [168–170]. It has been observed that the internal resistance of a LIB is impartial to the effective SoC range when using various external temperature environments. Model parameter values are extremely temperature sensitive, but affected by the c-rate and SoC range to a lesser extent. Alternatively, the OCV-to-SoC association remains consistent with varying external working conditions (Figure 7). Despite this, when the SoC is below 10%, the OCV will lead to significant errors in SoC estimation. For BEV LIBs used in varying operating conditions, changes in temperature and c-rate (e.g., driving style and charging rate) are high, making the variation of the model parameters more significant. For reliable SoC prediction in such applications, the model parameters must also be revised online [171–173].
estimation algorithm, the compromise amongst simplicity and accuracy is a vital parameter.

4.4. Operating Conditions

Model-based SoC estimation accuracy is significantly affected by the heterogeneity of BEV LIB model features, and the relationship between OCV and SoC induced by temperature, current, and SoC range \([168–170]\). It has been observed that the internal resistance of a LIB is impartial to the effective SoC range when using various external temperature environments. Model parameter values are extremely temperature sensitive, but affected by the current and SoC range to a lesser extent. Alternatively, the OCV-to-Soc association remains consistent with varying external working conditions (Figure 7). Despite this, when the SoC is below 10%, the OCV will lead to significant errors in SoC estimation. For BEV LIBs used in varying operating conditions, changes in temperature and current (e.g., driving style and charging rate) are high, making the variation of the model parameters more significant. For reliable SoC prediction in such applications, the model parameters must also be revised online \([171–173]\).

Figure 7. The decreasing voltage of two common LIB chemistries during discharge. The battery data were obtained from in \([174]\) using low C-rate discharge (C/22), allowing the terminal voltage to be used to approximate the OCV.

5. Conclusions

This review has presented the physical properties that outline SoC in BEV LIBs. Current and voltage are the main physical parameters used in order to estimate the SoC in BEV LIBs. These can be straightforwardly used with physical electrochemical, data-driven models, and electrical equivalent models in order to estimate the SoC, with the latter two models being routinely used in LIB SoC estimation in BEVs. However, the accuracy of these approaches is low, and this can become a concern in optimal monitoring of the LIB state.

The alternative is to use state estimation methods based on look-up tables, ampere hour integrals, filter-based, observer-based, or data-driven estimation algorithms to determine the state. These methods allow a higher accuracy in state estimation for LIBs, but still produce some error. They also can require significant computational power, resulting in significant time in order to acquire the estimated state.

In order to improve SoC estimation, research should focus on optimization of estimation approaches that allow SoC estimation without significant computational power. Additionally, focus should be directed towards reducing the error accumulation by improving the fundamental understanding of battery function. By focusing on capacity induced error, initial SoC error, current measurement error, and voltage measurement error, the error in the model estimation should be minimized. This could allow the use of less demanding algorithms with smaller errors. In order to achieve this, many challenges are required to be overcome. Such challenges could be alleviated with use of internal optical fiber sensing, multi-state estimation, estimated model parameter accuracy, and operating conditions. Overall, there is still significant progress to be made in this area of research, but the convergence point is getting closer.
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