A halo model for cosmological neutral hydrogen: abundances and clustering
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ABSTRACT

We extend the results of previous analyses towards constraining the abundance and clustering of post-reionization ($z \sim 0 - 5$) neutral hydrogen (HI) systems using a halo model framework. We work with a comprehensive HI dataset including the small-scale clustering, column density and mass function of HI galaxies at low redshifts, intensity mapping measurements at intermediate redshifts and the UV/optical observations of Damped Lyman Alpha (DLA) systems at higher redshifts. We use a Markov Chain Monte Carlo (MCMC) approach to constrain the parameters of the best-fitting models, both for the HI-halo mass relation and the HI radial density profile. We find that a radial exponential profile results in a good fit to the low-redshift HI observations, including the clustering and the column density distribution. The form of the profile is also found to match the high-redshift DLA observations, when used in combination with a three-parameter HI-halo mass relation and a redshift evolution in the HI concentration. The halo model predictions are in good agreement with the observed HI surface density profiles of low-redshift galaxies, and the general trends in the the impact parameter and covering fraction observations of high-redshift DLAs. We provide convenient tables summarizing the best-fit halo model predictions.
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1 INTRODUCTION

Mapping the intensity fluctuations of neutral hydrogen (HI) in the post-reionization phase of the universe (redshifts 0-5) promises stringent constraints on cosmology, large-scale structure and the evolution of the intergalactic medium. HI gas in galaxies acts as a tracer of the underlying dark matter in the absence of complicated reionization astrophysics, and is hence a valuable tool to study nonlinear effects in the matter power spectrum. The three-dimensional information contained in the redshifted HI 21-cm line potentially allows for probing much larger comoving volumes than optical galaxy surveys, and may therefore improve the precision in the measurement of the cosmological parameters (e.g., Bull et al. 2014) beyond that achieved by currently available observations. This can also be used place constraints on models of dark energy and modified gravity (e.g., Chang et al. 2010; Hall et al. 2013).

In 21-cm intensity mapping, one aims to map out the distribution of HI without resolving individual galaxies (e.g. Santos et al. 2015). This approach allows for a statistical study of the intensity fluctuations of HI and their evolution across cosmic time, through the 21-cm power spectrum $P_{HI}(k,z)$. The two important ingredients in the power spectrum of intensity fluctuations are the neutral hydrogen density parameter, $\Omega_{HI}(z)$ and the bias parameter of HI relative to dark matter, $b_{HI}(k,z)$, both of which are expected to evolve across redshifts in the post-reionization universe. The above quantities can be estimated if the underlying HI-halo mass relation (HIHM) is known, which provides an estimate of the average mass of HI, $M_{HI}(M,z)$ contained in a dark matter halo of mass $M$ at redshift $z$. To quantify the small-scale and clustering behaviour, one also needs knowledge of the radial density profile of HI, $\rho_{HI}(r)$ as a function of the distance $r$ from the halo.

Existing measurements of the HI-based observables include the 21-cm emission line data at low redshifts ($z \sim 0$; Zwaan et al. 2005a,k; Martin et al. 2010, 2012; Braun 2012), the intensity mapping constraints at moderate redshifts ($z \sim 1$; Switzer et al. 2013; Wolz et al. 2015), and the high redshift UV/optical observations of HI in Damped Lyman Alpha systems (DLAs; $z \sim 2 - 5$ : Rao et al. 2006; Prochaska & Wolfe 2009; Noterdaeme et al. 2012; Font-Ribera et al. 2012; Zafar et al. 2013). Using the combined set of data, it is possible to place constraints on the form of the HIHM and the HI density profile, and their redshift evolution. Both analytical techniques (e.g., Marín et al. 2010; Bagla et al. 2010; Barnes & Haehnelt 2014; Padmanabhan et al. 2015), and hydrodynamical simulations (e.g., Davé et al. 2013; Rahmati et al. 2013; Bird et al. 2014) have been used to constrain the evolution of the HIHM, from the combined set (or subsets) of these observations at different redshifts.
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In Padmanabhan & Refregier (2016, hereafter Paper I), we introduced a halo model framework that describes the distribution and evolution of HI across redshifts, focusing on the large-scale observables such as the neutral hydrogen density \( \Omega_{HI}(z) \) and bias parameter \( b_{HI}(z) \), in analogy with the corresponding halo model formulations for dark matter and galaxy evolution. The halo model also described the evolution of the statistical properties of DLAs at high redshifts (the DLA column density distribution formulations for dark matter and galaxy evolution. The halo model observables such as the neutral hydrogen density \( \Omega \) and evolution of HI across redshifts, focusing on the large-scale introduced a halo model framework that describes the distribution and the HIHM relation as well as the HI profile at low redshifts. We constrain the parameters of the HIHM relation and the HI profile using a Markov Chain Monte Carlo (MCMC) method, and the comparison of the HIHM relation with the COSMOHAMMER package (Aker et al. 2013). We describe the best-fitting relations so derived and their implications for HI intensity mapping and galaxy evolution.

This paper is organized as follows. In the next section (Sec. 2), we briefly summarize the main ingredients in the HI halo model used, and the parameters therein. In Sec. 3, we review the formalism for estimating the abundances and clustering of HI systems across \( z \sim 0 \) with the halo model, particularly the correlation function of HI systems from the 1- and 2-halo terms of the HI power spectrum. We then provide a brief summary of the data used to constrain the halo model from the results of 21-cm emission line measurements, intensity mapping surveys and Damped Lyman Alpha (DLA) observations in Sec. 4. We describe the best-fit parameters of the halo model obtained by fitting the data with a Bayesian Markov Chain Monte Carlo (MCMC) method, and the comparison to the data in Sec. 5. We summarize our results and discuss future prospects in a brief concluding section (Sec. 6).

Throughout the paper, we assume a flat ΛCDM cosmology consistent with previous work: \( \Omega_m = 0.281, \Omega_\Lambda = 0.719, h = 0.71, \Omega_b = 0.0462, \sigma_8 = 0.8, n_s = 0.96 \) and \( Y_p = 0.24 \).

2 THE HI HALO MODEL

In this section, we provide a brief summary of a halo model for cosmological HI, which addresses small-scale clustering and extends the results of previous work (Paper I).

In analogy with the dark matter framework, we describe the abundance and clustering of cosmic HI with a HI-halo mass relation \( [M_{HI}(M)] \) together with a profile function \( \rho_{HI}(r) \) which represents the radial distribution of HI within a halo. These are briefly outlined in the following subsections.

2.1 The HI-halo mass relation

The HI-halo mass relation (HIHM) quantifies how the HI mass and halo mass are related to each other and is important from the point of view of determining the typical host halo masses of HI galaxies. A number of functional forms have been adopted in the literature, here we use a simple, three-parameter HIHM, along the lines of Paper I.

The model can be described by an \( M_{HI} - M \) relation of the form:

\[
M_{HI}(M) = \alpha f_{HI} M \left( \frac{M}{10^{11} h^{-1} M_{\odot}} \right)^\beta \exp \left[ - \left( \frac{v_{c,0}}{v_c(M)} \right)^3 \right]
\]

The above relation involves the three free parameters \( \alpha, \beta \) and \( v_{c,0} \):

(i) \( \alpha \) is an overall normalization and represents the fraction of HI, relative to cosmic \( f_{HI} \), associated with a dark matter halo of mass \( M \).

(ii) \( \beta \) is the logarithmic slope of the \( M_{HI} - M \) relation, and was set to unity in some of the previous analyses (Padmanabhan et al. 2016; Barnes & Haehnelt 2014). However, the best-fitting value of \( \beta \) was found to be less than unity in order to fit the observations of the HI mass function at \( z \sim 0 \) (Paper I). (iii) The cutoff \( v_{c,0} \) represents the minimum virial velocity of a host halo able to host HI.

The results of simulations (e.g. Pontzen et al. 2008, see also Bagla et al. 2010), disfavour the assignment of HI gas to halos with virial velocities smaller than 30 km/s. This is attributed to the UV field which prohibits the efficient cooling of gas in lower mass halos, as also discussed in previous literature, Rees (1986); Efstathiou (1992); Quinn et al. (1996). The lower cutoff in the virial velocity is thus also a constraint on the efficiency of stellar feedback in shallow potential wells (as also discussed in Barnes & Haehnelt (2014)). In previous work, the value of \( v_{c,0} \) was set to 30 km/s at low redshifts (Bagla et al. 2010) and increased to \( \sim 35 \) – 50 km/s to fit the DLA data at higher redshifts (Barnes & Haehnelt 2014). In addition to the above parameters, Paper I also involved a quantity \( v_{c,1} \) as a high-mass virial velocity cutoff. However, the best-fit value of \( v_{c,1} \) was found to be very high in that analysis (\( v_{c,1} \sim 10000 \) km/s), and hence is neglected in the present study.

2.2 The HI radial density profile

This function describes the distribution of HI in a dark matter halo of mass \( M \), as a function of radial distance \( r \) from the centre of the halo, and is as such analogous to the corresponding (e.g. Navarro-Frenk-White (NFW; Navarro et al. 1997)) dark matter halo profile. The form of the profile can be constrained by direct observations at different redshifts as well as from the measurements of small scale clustering and bias. In addition, indirect constraints on the geometry of the HI distribution around high-redshift absorption systems come from the observations of DLA impact parameters and covering fractions as a function of column density (Rao et al. 2011; Krogager et al. 2012; Rudie et al. 2012; Peroux et al. 2013).

In observational and simulation studies (e.g., Obreschkow et al. 2009; Wang et al. 2014) it has been found that HI-rich galaxies may be described by exponential disk profiles at low redshifts. In the present analysis, we study the HI halo model with an exponential profile in the radial direction.\(^1\) The profile function is described by:

\[
\rho(r, M) = \rho_0 \exp(-r/r_s)
\]

In the above expressions, \( r_s \) is the scale radius of the dark matter halo, defined as \( r_s \equiv R_v(M)/c_{HI}(M, z) \), where \( R_v(M) \) is the virial radius of the dark matter halo of mass \( M \). The \( c_{HI}(M, z) \) is

\(^1\) Strictly speaking, an exponential surface density profile arises from a radial profile of the form \( \rho(r) = \rho_0 K_0(r/r_s) \) where \( K_0 \) is the modified Bessel function; however, we work with a radial exponential here for simplicity. This form of the profile also does not involve a bulge component, which is expected to be sub-dominant in the context of HI observations.
the concentration parameter of the HI, analogous to the corresponding concentration parameter of dark matter, and defined as (Macciò et al. 2007):

\[ c_{\text{HI}}(M, z) = c_{\text{HI}, 0} \left( \frac{M}{10^{11} M_\odot} \right)^{-0.109} \frac{4}{(1 + z)^{0.5}}. \] (3)

The constant \( c_{\text{HI}, 0} \) in Eq. (2) is fixed by normalizing the profile within the virial radius of the host halo. Hence, the two free parameters in the HI density profile are \( c_{\text{HI}, 0} \) and \( \gamma \). For the concentration parameters in the regime of interest \((c_{\text{HI}} > 10)\), this can be well approximated as:

\[ \rho_0 = M_{\text{HI}}(M)/(8\pi r_s^3) \] (4)

We use this form of the profile for the analyses in the main text. In previous work (Barnes & Haehnelt 2014; Padmanabhan et al. 2016, Paper I), an altered NFW profile was considered, which was found to be a good fit to multiphase gas in simulations (Maller & Bullock 2004). We describe the results obtained with the modified NFW form of the profile in the Appendix.

3 ABUNDANCES AND CLUSTERING

Given the two ingredients in the halo model (i.e. the radial distribution of HI, and the HI-halo mass relation), we can compute various quantities related to HI evolution: the neutral hydrogen density parameter, \( \Omega_{\text{HI}}(z) \), the HI bias \( b_{\text{HI}}(z) \) and the HI mass function \( \phi(M_{\text{HI}}, z) \), as well as the quantities related to high-redshift DLAs: the column density distribution \( dN/dX \), the DLA incidence \( \xi_{\text{DLA}}(z) \), and the large scale clustering bias of the DLAs, \( b_{\text{DLA}}(z) \). The detailed expressions for these quantities are specified in previous work (Paper I, Padmanabhan et al. 2015; Padmanabhan & Kulkarni 2016), and are summarized in Table 1. In the present work, we also consider the small-scale clustering of HI and its dependence on the free parameters.

For quantifying clustering, we use the normalized Fourier transform of the HI density profile, which is given by:

\[ u_{\text{HI}}(k|M) = \frac{4\pi}{M_{\text{HI}}(M)} \int_0^{R_v} \rho_{\text{HI}}(r) \sin kr \frac{r^2}{kr} dr \] (5)

where the normalization is to the total HI mass in the halo, and the profile is assumed truncated at the virial radius of the host halo. The expression for the normalized Fourier transform of the exponential HI profile is given by:

\[ u_{\text{E}}(k|M) = \frac{4\pi \rho_0 r_s^3 u_1(k|M)}{M_{\text{HI}}(M)} \] (6)

where

\[ u_1(k|M) = 2 \left( 1 + kr_s^2 \right)^2. \] (7)

The one- and two halo terms of the HI power spectrum are then given by:

\[ P_{1h,\text{HI}} = \frac{1}{P_{\text{HI}}} \int dM \ n(M) \ M_{\text{HI}}^2 \left| u_{\text{HI}}(k|M) \right|^2 \] (8)

and

\[ P_{2h,\text{HI}} = P_{1h}(k) \left( \frac{1}{P_{\text{HI}}} \int dM \ n(M) \ M_{\text{HI}}(M) \ b(M) \left| u_{\text{HI}}(k|M) \right|^2 \right)^2 \] (9)

In both the above expressions, \( \rho_{\text{HI}} = \int dM \ n(M) \ M_{\text{HI}}(M) \) analogous to the corresponding quantities for dark matter. The dark matter mass function \( n(M) \) is assumed to have the Sheth - Tormen form (Sheth & Tormen 2002).

The HI correlation function is then defined as:

\[ \xi_{\text{HI}}(r) = \frac{1}{2\pi^2} \int k^3 \left( P_{1h,\text{HI}} + P_{2h,\text{HI}} \right) \sin kr \frac{dk}{k} \] (11)

We note that the above expression describes the mass-weighted correlation function of the HI galaxies. The quantity that is usually measured in the HI galaxy surveys (e.g. ALFALFA; Martin et al. 2012), is the number-weighted galaxy-galaxy correlation function, i.e. \( \xi_{\text{gal},\text{HI}}(r) \). However, it has been found that the number weighted correlation function in different mass bins of the ALFALFA data shows very little dependence on the galaxy HI mass (Papastergis et al. 2013). Hence, in the comparison to data, we make the approximation that the number-weighted correlation function can be approximated by a combination of the mass-weighted clustering and a low-mass cutoff, along the lines of the current model. ²

4 DATA

To constrain the free parameters of the model, we use the combination of the data from the low-redshift 21-cm observations and the higher redshift Damped Lyman Alpha (DLA) data, described in detail in Padmanabhan et al. (2015). We add to this database the clustering data from the ALFALFA survey (Martin et al. 2012) which gives \( \xi_{\text{HI}}(r) \) at \( z \sim 0 \), the recent estimates of the column density distribution of Damped Lyman Alpha (DLA) absorbers at \( z \sim 3\) (Crighton et al. 2015), and the incidence of DLAs at \( z \gtrsim 3 \) (Zafar et al. 2013).

The resulting database of HI observables can thus be described by:

(i) \( z \sim 0 \): We consider the column density distribution of HI from the WHISP survey (Zwaan et al. 2005b), the HI mass function from the HIPASS survey (Zwaan et al. 2005a) and the clustering of HI galaxies from the ALFALFA survey (Martin et al. 2012). We also use the large scale bias parameter of HI galaxies from ALFALFA (Martin et al. 2012) and the DLA incidence \( dN/dX \) measured from both the WHISP and the Braun (2012) surveys.

(ii) \( z \sim 1 \): We use the DLA incidence, \( dN/dX \) and the column density distribution \( f_{\text{DLA}} \) measured at \( z \sim 0, 0.6 \) and 1.2 from the study of Rao et al. (2006). We also consider the intensity mapping results, which constrain \( \Omega_{\text{HI}} b_{\text{HI}} \) at \( z \sim 0.8 \) (Switzer et al. 2013).

(iii) \( z \sim 2.3 \): We use the column density distribution \( f_{\text{HI}} \) at \( z \sim 2.3 \) (Noterdaeme et al. 2012), the neutral hydrogen density parameter \( \Omega_{\text{DLA}} \) (Zafar et al. 2013) and the clustering of DLAs systems, which constrains \( b_{\text{DLA}} \) at \( z \sim 2.3 \) (Font-Ribera et al. 2012).

(iv) \( z \geq 3 \): We use the incidence \( dN/dX \) of DLAs at \( z \sim 3, 3.5 \) and 4 (Zafar et al. 2013), and the column density distribution of DLAs systems measured at \( z \sim 5 \) (Crighton et al. 2015).

The data considered are summarized in Table 2. The table also indicates the nature and details of the 1σ errors used, where available.

² We sub-sample the number-weighted correlation at regular intervals in order to mitigate the effects of the correlation between the individual data points.
Figure 1. Parameter space showing the constraints from the MCMC analysis. Contours indicate 1- and 2σ confidence levels. The crosshairs indicate the maximum likelihood estimate of the parameters (the best-fitting value). The marginal distributions of each parameter are shown in the diagonal panels.

5 MCMC ANALYSIS

We can now constrain the free parameters of the model by using a Bayesian Markov Chain Monte Carlo (MCMC) method with the COSMOHABMER package (Akeret et al. 2013). We approximate the likelihood to be in the form of a Gaussian:

$$L = \exp\left(-\frac{1}{2} \sum \frac{(f_{i,\text{mod}} - f_{i,\text{obs}})^2}{\sigma_i^2}\right)$$

where the $f_{i,\text{obs}}$'s are the observed values of the data, the $f_{i,\text{mod}}$'s are the model predictions, and the $\sigma_i$'s are the errors on the observed quantities, assumed to be independent.

The parameters and their prior ranges are summarized in the first two columns of Table 3. We use flat, uniform priors for all 5 free parameters: three ($\alpha, v_c, \alpha_0$ and $\beta$) for the $M_{\text{HI}} - M$ relation and two ($c_{\text{HI}}$ and $\gamma$) for the HI profile. The prior ranges are chosen to be similar to those in Paper I. We sample the likelihood using 20 random walkers for each of the 5 parameters and 200 iterations per random walker, making a total of 20000 iterations (after an initial burn-in phase of 30000 iterations).

The parameter space of the results is shown in Fig. 1 using the CHAINCONSUMER routine (Hinton 2016). The diagonal panels show the marginalized distributions for each of the parameters. The
The mass of the hydrogen atom is $m_H$, and other symbols have their usual meanings.

Table 1. Summary of the equations used to derive the various quantities in the HI halo model. The mass of the hydrogen atom is $m_H$, and other symbols have their usual meanings.

| Observable | Expression |
|------------|------------|
| $N_{\text{HI}}(s)$ | $(2/m_H) \int_0^{R_c(M)^5-s^2} \rho_{\text{HI}}(r = \sqrt{s^2 + t^2}) \, dt$ |
| $dN/dX$ | $(c/H_0) \int_0^{\infty} n(M, z)\sigma_{\text{DLA}}(M, z) \, dM; \sigma_{\text{DLA}}(M) = \pi s^2; \, N_{\text{HI}}(s_\star) = 10^{20.3}\, \text{cm}^{-2}$ |
| $b_{\text{DLA}}(z)$ | $\int_0^{\infty} dMn(M, z)b(M, z)\sigma_{\text{DLA}}(M, z)/\int_0^{\infty} dMn(M, z)\sigma_{\text{DLA}}(M, z)$ |
| $f(N_{\text{HI}}, z)$ | $(c/H_0) \int_0^{\infty} n(M, z) \left[ \frac{d\sigma}{dN_{\text{HI}}}(M, z) \right] \, dM; \, \, d\sigma/dN_{\text{HI}} = 2\pi s \, ds/dN_{\text{HI}}$ |
| $\Omega_{\text{DLA}}(N_{\text{HI}}, z)$ | $(m_H H_0/c_p, 0) \int_0^{\infty} f_{\text{HI}}(N_{\text{HI}}, z) N_{\text{HI}} dN_{\text{HI}}$ |
| $\phi(M, z)$ | $n(M, z) \left[ \frac{dM}{dM_{\text{HI}}}(M, z) \right]$ |
| $\Omega_{\text{HI}}(z)$ | $\frac{1}{\rho_{\text{HI}}} \int_0^{\infty} n(M, z)M_{\text{HI}}(M, z) \, dM$ |
| $b_{\text{HI}}(z)$ | $\int_0^{\infty} dMn(M, z)b(M, z)M_{\text{HI}}(M, z)/\int_0^{\infty} dMn(M, z)M_{\text{HI}}(M, z)$ |

Table 2. Summary of the data used to constrain the HI halo model in this work. * Errors indicate both, the uncertainties in the HI mass function normalisation (Zwaan et al. 2003), and the counting statistics of the WHISP sample; † errors indicate the statistical Poisson component; ** errors indicate on-diagonal terms from the full covariance matrix; †† errors indicate the statistical and systematic components.

| Redshift | Data | Reference |
|----------|------|-----------|
| 0        | $f_{\text{HI}}$ | WHISP; Zwaan et al. (2005b)* |
| 0        | $\phi_{\text{HI}}$ | HIPASS; Zwaan et al. (2005a)† |
| 0        | $S_{\text{HI}}, b_{\text{HI}}$ | ALFALFA; Martin et al. (2012) ** |
| 0        | $dN/dX$ | Zwaan et al. (2005a), Braun (2012) |
| 1        | $f_{\text{HI}}$ | Rao et al. (2006) |
| 1        | $\Omega_{\text{DLA}}$ | Switzer et al. (2013) |
| 1        | $dN/dX$ | Rao et al. (2006) |
| 2.3      | $f_{\text{HI}}$ | Noterdaeme et al. (2012)† |
| 2.3      | $\Omega_{\text{DLA}}$ | Zafar et al. (2013) |
| 2.3      | $b_{\text{DLA}}$ | Font-Ribera et al. (2012) |
| 3        | $dN/dX$ | Zafar et al. (2013) |
| 3.5      | $dN/dX$ | Zafar et al. (2013) |
| 4        | $dN/dX$ | Zafar et al. (2013) |
| 5        | $f_{\text{HI}}$ | Crighton et al. (2015)†† |

Table 3. Priors and best-fitting values of the free parameters in the HI halo model.

| Parameter | Prior | Best-fit & Error ($\sigma$) |
|-----------|-------|-----------------------------|
| $c_{\text{HI}}$ | [20, 400] | 28.65 ± 1.76 |
| $\alpha$ | [0.05, 0.5] | 0.09 ± 0.01 |
| $\log v_{c,0}$ | [1.30, 1.90] | 1.56 ± 0.04 |
| $\beta$ | [-1.3] | -0.58 ± 0.06 |
| $\gamma$ | [-0.9, 0.2] | 1.45 ± 0.04 |

best-fitting values and the 1σ confidence intervals are provided in the third column of Table 3.

5.1 Comparison to data

We present in this section a detailed comparison and discussions of the model predictions with the available data.

(i) In Figure 2, we plot the comparison of the predictions of our model to the available data at $z \sim 0$. The uncertainty in the model predictions is indicated by the blue band in each panel. The top panel shows both the WHISP (Zwaan et al. 2005b) and the Braun (2012) data for the column density distribution, although the WHISP data is actually fitted. The Zwaan et al. (2005b) data uses 355 high-quality interferometric maps of nearby galaxies obtained with the Westerbork Synthesis Radio Telescope (WSRT) to derive the HI column density distribution function at $z \sim 0$. The Braun (2012) data uses high-resolution, opacity corrected images of the HI distribution in M31, M33 and the Large Magellanic Cloud (LMC) to estimate the column density distribution. Differences between these two datasets could possibly originate from the differences in the median beam sizes of the WHISP and the Braun (2012) observations, as well as the contribution of opacity corrections to the column density.

The middle panel shows the Zwaan et al. (2005a) data from the HIPASS (HI Parkes All-Sky Survey), which uses 4315 detections of 21-cm line emission from nearby galaxies to derive the HI mass function in the local universe ($z \sim 0$). The lower panel shows the correlation function of approximately 10150 HI-selected galaxies from the 40% Arecibo Legacy Fast ALFA (ALFALFA) survey (Martin et al. 2012) at $z \sim 0$, which is a measure of the clustering properties of HI galaxies as a function of scale. In all the panels, the model predictions are shown in red with the shaded region rep-
The DLA column density distribution for higher redshifts is shown in the panels of Fig. 3 along with the model predictions. The observations fitted are shown in black, from the measurements of Rao et al. (2006); Noterdaeme et al. (2012) and Crighton et al. (2015) at redshifts 1, 2.3 and 5 respectively. In the third panel, the results from Noterdaeme et al. (2012) are also plotted in a lighter shade, which are roughly consistent with the $z \sim 5$ measurements but indicate evolution around column densities of $\log N_{HI} \sim 21.2$ (Crighton et al. 2015). The overall similarity in the figures indicates that the column density distribution of DLA systems evolves only weakly from low to high redshifts. This is consistent with a series of results from the Sloan Digital Sky Survey (Prochaska et al. 2005; Prochaska & Wolfe 2009; Noterdaeme et al. 2009, 2012) which find evidence only for weak evolution in the mass density of HI over $z \sim 0 - 3$. This is in contrast to the strong evolution of the star-formation rate density over these epochs (e.g., Madau & Dickinson 2014). These two effects may be reconciled by the continuous replenishment of galactic HI consumed in star-formation by gas accreted from the IGM (e.g., Prochaska et al. 2005; Crighton et al. 2015).

Figure 4 shows the comparison of the model predictions to the integrated DLA and 21-cm observables. The top panel shows the evolution of the neutral density parameter of DLAs, $\Omega_{DLA}$ over $z \sim 1 - 5$ from the results of Rao et al. (2006); Zafar et al. (2013) and Prochaska & Wolfe (2009). The second panel shows the 21-cm intensity mapping measurement (Switzer et al. 2013) of the product $\Omega_{HI} b_{HI}$ at $z \sim 1$ from combining the results of the auto-power spectrum from the Green Bank Telescope (GBT) with the 21-cm - galaxy cross-correlation from the WiggleZ survey (Masui et al. 2013). The third panel shows the clustering, the HI galaxy bias $b_{HI}$ at $z \sim 0$ from the ALFALFA survey, Martin et al. (2012) and the clustering bias of DLAs, $b_{DLA}$ at $z \sim 2.3$ measured from the cross-correlation of the Lyman-alpha forest with DLAs in the BOSS survey (Font-Ribera et al. 2012). The last panel shows the incidence of DLAs, $dN/dX$ over $z \sim 0 - 5$ from the results of Zwaan et al. (2005b); Braun (2012); Rao et al. (2006) and Zafar et al. (2013). The model predictions are shown in red in each of the panels. Again, all the observations are fairly well fit by the model predictions, though there is some difficulty in fitting the measured bias of DLAs at $z \sim 2.3$.

In all the three Figures 2, 3 and 4, the orange lines indicate the mean relation from the best-fit parameters of Paper I, showing that the results of Paper I are broadly consistent with the extended dataset including the clustering at low redshifts. Fig. 2 indicates that the tension between the low-redshift column density distribution and the HI mass function can be reduced on using the exponential HI profile.

The Keck Baryonic Spectroscopic Survey at redshifts 2-3 (KBSS; Rudie et al. 2012) provides measurements of the covering fraction of DLAs located at one and two virial radii from their host dark matter haloes. These measurements may provide useful representing the associated error. At low $M_{HI}$ values, the model predictions tend to slightly underestimate the HI mass function, with the opposite effect seen at high masses. This may indicate a possible tension between the HI mass function and the column density distribution at $z \sim 0$, though the effect is smaller compared to the case with an altered NFW profile, as seen from the results of Paper I (see also Appendix A). This may also point to evidence for the exponential profile to be favoured at low redshifts to describe the abundance and clustering of HI galaxies (also indicated in, e.g., Obreschkow et al. 2009; Wang et al. 2014). We elaborate on this further in Sec. 6.

Figure 2. Data and model predictions at $z \sim 0$. From top to bottom: (a) the column density distribution $f_{HI}$ as measured from the WHISP (Zwaan et al. 2005b) and the Braun (2012) surveys, (b) the HI mass function $\phi_{HI}$ from the results of the HIPASS (Zwaan et al. 2005a) survey, and (c) the correlation function of HI-selected galaxies, $\xi_{HI}(r)$ from the ALFALFA survey (Martin et al. 2012). The results from using the best-fit parameters in Paper I are shown in orange on each panel.
constraints on the geometry of the HI distribution in high-density absorbers. We plot the predicted covering fraction of DLA systems at redshift 2.5 as a function of impact parameter $b$ from the DLA in Fig. 5, along with the observations. The covering fraction is computed for three representative host halo masses of $10^{11.5}$, $10^{12.1}$ and $10^{12.5}\,h^{-1}M_{\odot}$ respectively. Also plotted are the results from the cosmological zoom-in simulations with galactic winds from Fumagalli et al. (2011, pink crosses) at the same redshift. We see that the model predictions are in good agreement with the results of the observations and simulations. The model predictions also favour an anti-correlation between the impact parameter and the column density distribution of high-redshift DLAs, as seen in several recent studies (e.g. Peroux et al. 2013; Krogager et al. 2012; Rao et al. 2011).

The model predictions at $z \sim 0$ can also be related to recent observational results which constrain the profile parameters of gas-rich galaxies at low redshifts. In Bigiel & Blitz (2012), an analysis of 17 disk galaxies reveals a "universal" exponential surface density profile for low-redshift HI-rich disks. The present model predictions are found to be in good agreement with these findings. For host halo masses of $\sim 10^{11.3}\,M_{\odot}$, corresponding to the turnover scale in the HI-halo mass relation, the HI surface density at the characteristic optical radius is found to be about $6.9\,M_{\odot}\,pc^{-2}$, close to the typical values in the observations. This lends further support to the radial exponential profile parameters at low redshifts.

6 SUMMARY AND CONCLUSIONS

In this work, we have constructed a halo model formalism to describe the abundance and clustering of neutral hydrogen in the post-reionization universe ($z < 6$). In so doing, we have extended the results of previous analyses to incorporate small-scale clustering at $z \sim 0$, as well as higher redshift data beyond $z \sim 4$. We can summarize our main conclusions as follows:

(i) The best-fitting model as predicted by Paper I is an overall good fit the extended dataset including the clustering at low redshifts. 3

(ii) The observational data at high- and low-redshifts favour an $M_{HI} - M$ relation with an overall amplitude, slope and low-velocity cutoff, with the best-fitting parameters for these values summarized in Table 4.

(iii) The combined set of low-redshift observations likely favours an exponential profile for the HI distribution, with evidence for evolution in the concentration parameter with increasing redshift, as summarized in Table 4. This form of the profile significantly reduces the tension (see Fig. 2) between the low-redshift column density distribution and the HI mass function observed (e.g., Paper I and Padmanabhan & Kulkarni (2016)) with the modified NFW profile. Further, this form of the profile is also found to be a good fit to the high-redshift DLA data.

(iv) This is consistent with the picture of DLAs arising in large gaseous disks which were progenitors of present-day spiral galaxies (e.g., Wolfe et al. 1986). Analysis of the kinematics and metal lines from DLAs (e.g., Prochaska & Wolfe 1997) also supports the morphology of thick, rapidly rotating disks. 4 Observations of local spiral galaxies indicate the radial surface brightness distribution to be well modelled by exponential disk profiles (e.g., Freeman 1970), and models of star formation are consistent with the assumption that cold gas does not change its distribution as it is converted into stars (e.g., Maller et al. 2000). As also mentioned previously, the observed surface density profiles of HI galaxies at low redshifts are well fit by the exponential form (e.g., Wang et al. 2014; Bigiel & Blitz 2012).

(v) We note that the low redshift HIHM relation is completely constrained by the form of the HI mass function, which strongly prefers a non-unity slope of the HIHM (Padmanabhan & Refregier 1998).

3 This is also evidenced by the fact that the best-fitting parameters for the HI-halo mass relation with the modified NFW profile change very little even when the full dataset is taken into account, see Appendix A.

4 However, there are arguments to show that the velocity profiles could alternatively be consistent with DLAs arising as protogalactic clumps aggregating on haloes (e.g., Haehnelt et al. 1998).
This work uses the exponential form of the profile. The covering fraction as a function of impact parameter at $z \sim 2.5$, as predicted by the HI halo model, along with the observations from the Keck Baryonic Spectroscopic Survey (KBSS: Rudie et al. 2012, blue circles) and the cosmological zoom-in simulations of Fumagalli et al. (2011, pink crosses). Results for three representative host halo masses are shown.

Figure 5. The covering fraction as a function of impact parameter at $z \sim 2.5$, as predicted by the HI halo model, along with the observations from the Keck Baryonic Spectroscopic Survey (KBSS: Rudie et al. 2012, blue circles) and the cosmological zoom-in simulations of Fumagalli et al. (2011, pink crosses). Results for three representative host halo masses are shown.

Figure 4. From top to bottom: The observables $\Omega_{DLA}$, $\Omega_{HI}b_{HI}$ from intensity mapping experiments, the bias measurements $b_{HI}$ and $b_{DLA}$, and the DLA incidence $dN/dX$. Also shown are the model predictions (red) at the corresponding redshifts, and the results from Paper I which are indicated in orange.

2016; Padmanabhan & Kulkarni 2016). This leaves freedom only the form of the profile to jointly match the HIHM and the $z \sim 0$ column density distribution. An altered NFW profile, though a good match to high redshift DLA data (Padmanabhan et al. 2016; Barnes & Haehnelt 2014), leads to some tension between the observed column density distribution and the HIHM at $z \sim 0$, which is reduced on using the exponential form of the profile.

Fig. 6 shows the derived $M_{HI} - M$ relation based on the best-fit parameters. The evolution of the profile $\rho(r)$ as a function of $z$ is shown in Fig. 7 for a fixed halo mass $M = 10^{12} h^{-1} M_\odot$.

The model predictions are also in good agreement with the general trends in the covering fraction and impact parameter-column density relations of high-redshift DLA absorbers, as well as the surface mass densities observed in low-redshift exponential disks.

Although the model has some difficulty fitting the observed bias measurement at $z \sim 2.3$, the model predictions are consistent with results from imaging and other DLA surveys that favour DLAs at high-redshift to be hosted by faint dwarf galaxies (e.g., Cooke et al. 2015; Fumagalli et al. 2014, 2015), and the results of hydrodynamical simulations (e.g., Davé et al. 2013; Rahmati & Schaye 2014) and cross-correlations (e.g., Bouché et al. 2005).

The evolution in the present HIHM relation is passive and corresponds to the implicit redshift evolution of halo mass for a fixed cutoff virial velocity. From the approximate relation connecting the virial velocity to host halo mass $M$ at redshift $z$, $v_v(M,z) \propto M^{1/3}(1+z)^{1/2}$, we see that at fixed virial velocity, the effective cutoff halo mass evolves roughly as $M_{cutoff} \propto (1+z)^{-3/2}$. This is shown in Fig. 6 which indicates that the cutoff mass decreases with increasing redshift, and is also consistent with previous work (Padmanabhan & Refregier 2016).

We also note that evolving HIHM scenarios, i.e. modified functional forms of the $M_{HI} - M$ relation with evolution in one, two, or all of the free parameters $\alpha$, $\beta$ and $v_v$, are not found to be statistically favoured over the base non-evolving scenario when the complete set of observations is taken into account (although they may be favoured by particular subsets of the data). Examples of this include fits to the $z \sim 2.3$ data only (e.g., Castorina & Villaescusa-Navarro 2016; Barnes & Haehnelt 2014) or using a subset of high-redshift ($z \sim 1 - 4$) DLA data alone, as done in an abundance matching analysis where we do not have access to the HI mass functions at redshifts $z > 0$ (e.g., Padmanabhan & Kulkarni 2016).

In future work, it will be useful to use the model results to build forecasts for upcoming 21-cm observations, to be measured by current and future experiments. The inclusion of small-scale clustering enables the calculation of the $k$-dependence of the HI power spectra and its evolution as a function of redshift. The present framework is found to be in good agreement with the HI surface density profiles at low redshifts and DLA covering fractions and impact parameter observations at higher redshifts. It would be worthwhile to explore these relationships in greater detail in future analyses, by connecting the present model to stellar-halo mass relations. This would also be useful for comparing to the results of hydrodynamical simulations, especially for constraining the stellar-cold gas evolution with redshift.
HI abundances and clustering

Figure 6. The HI-halo mass relation across redshifts, with the best-fit halo model parameters. For comparison, the dashed line shows the relation with logarithmic slope unity, illustrating the effect of negative $\beta$.

Figure 7. The predicted evolution of the HI density profile $\rho_{\text{HI}}(r)$ across redshifts, from the best-fit halo model. The figure shows the $\rho_{\text{HI}}(r)$ for a halo of virial mass $M = 10^{12} h^{-1} M_\odot$ at the different redshifts.
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Table 4. Summary of the best-fitting HI halo model and the free parameters.

\[
M_{\text{HI}}(M) = \alpha f_{\text{HI},c} M (M/10^{11} h^{-1} M_\odot)^\beta \exp \left[ - (v_{\odot}/v_c(M))^3 \right]
\]

$\rho_{\text{HI}}(r) = \rho_0 \exp(-r/r_s)$;

$\sigma_{\text{HI}}(M,z) \equiv R_s/r_s = c_{\text{HI},0} (M/10^{11} M_\odot)^{-0.109} (1 + z)^\gamma$

| Parameter | Value |
|-----------|-------|
| $c_{\text{HI},0}$ | $28.65 \pm 1.76$ |
| $\alpha$ | $0.09 \pm 0.01$ |
| $\log v_{\odot,0}$ | $1.56 \pm 0.04$ |
| $\beta$ | $-0.58 \pm 0.06$ |
| $\gamma$ | $1.45 \pm 0.04$ |

Appendix A: Modified NFW Profile

In this Appendix, we consider the modifications to the analysis when an altered NFW profile (e.g. Barnes & Haehnelt 2014, Paper I) is used, instead of the exponential profile considered in the main text. This form is found to be a good fit to multiphase halo gas in simulations at high redshifts (Maller & Bullock 2004):

\[
\rho_{\text{HI}}(r) = \frac{\rho_{0} \gamma^{3}}{(r + 0.75 r_s)^2} \quad (A1)
\]

The form of the HI-halo mass relation remains the same as in the main text. For quantifying clustering, we used the normalized Fourier transform of the profile, given by:

\[
u(k|M) = \frac{4\pi \rho_0 \gamma^3 u_1(k|M)}{M_{\text{HI}}(M)} \quad (A2)\]

where

\[
u_1(k|M) = \left\{ (-12 C_i(0.75 kr_s) \sin(0.75 kr_s) + 12 C_i((0.75 + C_i)kr_s) \sin(0.75 kr_s)) + C_i(1 + C_i) kr_s (4 kr_s \cos(kr_s) - 12 \sin(kr_s)) + C_i(kr_s)(-4 kr_s \cos(kr_s) + 12 \sin(kr_s)) - 4 \sin(C_i kr_s)/(1 + C_i) + 12 \cos(0.75 kr_s) \sin(0.75 kr_s) - 12 \cos(kr_s) \sin(kr_s) - 4 kr_s \sin(kr_s) \sin(kr_s) - 12 \cos(0.75 kr_s) \sin(0.75 + C_i) kr_s) + \sin((1 + C_i) kr_s)(12 \cos(kr_s) + 4 kr_s \sin(kr_s)) \right\} / (kr_s) \quad (A3)\]

with

\[
C_i(x) = -\int_{x}^{\infty} \frac{\cos t}{t} dt; \quad S_i(x) = \int_{0}^{x} \frac{\sin t}{t} dt \quad (A4)\]

Repeating the MCMC analysis in the main text for this form of the profile with the same set of data, we find the parameter space of the results as shown in Fig. A1. As in the main text, the best-fitting values and their 1σ errors are summarized in Table A1.

The model predictions with this form of the profile are compared to the observations in Figs. A2, A3, and A4 respectively. We find that the model reproduces the high-redshift data reasonably well but leads to a tension between the column density distribution and the HI mass function at $z \sim 0$ (also noticed in previous work, etc.).

MNRAS 000, 000–000 (0000)
Figure A1. Parameter space of the MCMC analysis with an altered NFW profile. Contours indicate 1- and 2σ confidence levels. The crosshairs indicate the maximum likelihood estimate of the parameters (the best-fitting value). The marginal distributions for the parameters are shown in the diagonal panels.

Paper I and Padmanabhan & Kulkarni (2016). This indicates that the exponential profile may better describe the column density and clustering observations at $z \sim 0$, as compared to the altered NFW profile. The predictions from the best-fitting parameters of Paper I are indicated on each figure in orange, showing that the results from Paper I are an overall good fit to the extended data sample. At high redshifts, the model predictions also reproduce the trends in the impact parameter-covering fraction of DLAs seen in observations (Fig. A5) and the impact parameter-column density relations (e.g., Rao et al. 2011; Krogager et al. 2012; Peroux et al. 2013).\footnote{We also note that the model predictions somewhat overestimate the value of $\Omega_{\text{HI}}b_{\text{HI}}$ at $z \sim 1$. However, recent work suggests that using improved techniques of galactic foreground removal may lead to an increase in the observed value of $\Omega_{\text{HI}}b_{\text{HI}}$ by up to an order of magnitude (Wolz et al. 2015).}
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Table A1. Priors and best-fitting values of the free parameters in the HI halo model with an altered NFW profile.

| Parameter | Prior | Best-fit & Error (1σ) |
|-----------|-------|-----------------------|
| $c_{\text{HI}}$ | [20, 400] | 139 ± 13 |
| $\alpha$ | [0.05, 0.5] | 0.176 ± 0.007 |
| $\log v_{c,0}$ | [1.30, 1.90] | 1.61 ± 0.02 |
| $\beta$ | [-1.3] | -0.69 ± 0.03 |
| $\gamma$ | [-0.9, 2] | 0.13 ± 0.20 |
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**Figure A3.** The DLA column density distribution at redshifts $z > 0$, compared to the model predictions with the modified NFW profile. From left to right: the column density distribution for DLAS at $z \sim 1$, $z \sim 2.3$, and $z \sim 5$, compared with the observations of Rao et al. (2006); Noterdaeme et al. (2012); Crighton et al. (2015) respectively. The results on using the Paper I best-fit parameters are indicated in orange.

**Figure A4.** From top to bottom: The observables $\Omega_{\text{DLA}}$, $\Omega_{\text{HI}}b_{\text{HI}}$ from intensity mapping experiments, the bias measurements $b_{\text{HI}}$ and $b_{\text{DLA}}$, and the DLA incidence $dN/dX$. Also shown are the model predictions (red) with the modified NFW profile, at the corresponding redshifts. The results using the Paper I best-fit parameters are indicated in orange.
Figure A5. The covering fraction as a function of impact parameter, as predicted by the HI halo model with a modified NFW profile at $z \sim 2.5$, along with the observations from the Keck Baryonic Spectroscopic Survey (KBSS; Rudie et al. 2012, blue circles) and the cosmological zoom-in simulations of Fumagalli et al. (2011, pink crosses).