Can the state of relevant neurons in a deep neural networks serve as indicators for detecting adversarial attacks?
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Abstract

We present a method for adversarial attack detection based on the inspection of a sparse set of neurons. We follow the hypothesis that adversarial attacks introduce imperceptible perturbations in the input and that these perturbations change the state of neurons relevant for the concepts modelled by the attacked model. Therefore, monitoring the status of these neurons would enable the detection of adversarial attacks. Focusing on the image classification task, our method identifies neurons that are relevant for the classes predicted by the model. A deeper qualitative inspection of these sparse set of neurons indicates that their state changes in the presence of adversarial samples. Moreover, quantitative results from our empirical evaluation indicate that our method is capable of recognizing adversarial samples, produced by state-of-the-art attack methods, with comparable accuracy to that of state-of-the-art detectors.

1. Introduction

Representations learned via deep neural networks have boosted the performance of artificial intelligence systems on several tasks including image recognition [11], object detection [3], speech recognition [22], text translation [16], etc. Here, we focus on two main observations over Learning-based representations that have been made in recent years regarding the distribution of the representation that is learned and the sensitivity that this representation may have w.r.t. external attacks. More specifically, on the one hand, recent research [8, 12, 10, 23] has shown that despite their extended depth, dense number of internal connections and high amount of parameters, just a small sparse set of neurons are the key elements responsible for the performance obtained by the model. On the other hand, other research [30, 25, 9, 21] have shown that these deep models and learned representations are sensible to small imperceptible perturbations that can be used to make the model behave in an undesirable manner. In the literature, these perturbations are usually referred to as "adversarial attacks".

Taking as starting point the observations from above we formulate the following hypothesis - adversarial attacks are successful at causing unexpected behaviours because the small perturbation they introduce targets the subset of relevant neurons in the model. Therefore, the state of these relevant neurons could serve as an indicator to verify whether the model is facing an adversarial attack.

In order to verify this hypothesis, we propose an approach that assesses the relationship between the state of these sparse relevant neurons and the prediction given by the model. More specifically, given a pre-trained model, e.g. a convolutional neural network for image recognition, we identify internal neurons that are relevant for the classes predicted by the model [7, 23]. Then, as depicted in Figure 1 using the internal state of the identified neurons we train a classifier tasked with predicting whether the input provided to the model has been perturbed, i.e adversarially attacked. Following this idea, we perform a systematic analysis considering different factors, namely, the amount of selected neurons, the type of examples (original vs. perturbed) used when training the detectors, etc, that may have a significant role on the performance of the proposed method.

The contributions of this manuscript are two-fold: i) A new perspective towards the detection of adversarial attacks driven by the inspection of relevant neurons in a deep neural network. ii) A light-weight method for the detection of adversarial attacks that has competitive performance w.r.t.
similar state-of-the-art methods from the literature.

This paper is organized as follows: In Sec. 2 we position our work w.r.t. existing methods in the literature. Then, in Sec. 3, we show preliminary tests further motivating the proposed method. In Sec. 4 we describe the proposed method. A validation, quantitative comparison w.r.t. existing method and a deeper inspection are conducted in Sec. 5. Finally, we draw conclusions in Sec. 7.

2. Related Work

The survey presented in [2] classifies defenses against Adversarial Attacks as: Complete Defense, when there is a unique robust model that provides a correct prediction on any sample; Detection-Only Defense, when an additional component verifies whether a sample is clean or adversarial; Modified Training/Input, when defenses are based on modified datasets for training; Modified Network, for strategies that rely on modified well-known network architectures; and Network Add-on, for defense mechanisms outside the network. In order to test our hypothesis, we will leave the base network untouched. Hence, our study will be conducted following the Network Add-on and Detection-only approaches. We propose to use a classifier to raise a flag for clean or adversarial samples. Several authors have explored similar solutions [20, 17, 18, 33]. Two closely related works will be described next.

Network Invariance Checking (NIC) [18], aims at identifying adversarial samples by comparing which neurons are commonly activated when predicting clean samples of a class. They refer to this concept as Provenance Invariant, which is a similar situation to Flow Hijacking [1] when an attack affects the normal execution path of a computer program. Additionally, in some cases Adversarial attacks provoke change on activation values in regularly activated neurons. This is referred to as Value Invariant. The proposed detector is an ensemble add-on component of simpler models that collect activation values of subsequent layers inside a DNN. This detector searches for changes on Provenance & Values on neurons. Similar to ours, this is a Network add-on defense based on neuron activation values. Different from NIC [18] which uses activation values from all layers; our method aims to spot specific neurons that are causing miss-classification of the DNN model. In this sense, our method reduced the complexity of detection.

The Feature Squeezing [33] method for detecting attacks proposes the use of two additional models for classifying a feature-reduced version of the original input. Adversarial detection is achieved by analyzing the agreement/discrepancy between the prediction made by the original model and those made by the additional models. Two Feature-Squeezing Methods were tested: Color-depth Reduction and Spatial Smoothing. Following this idea, Feature-Squeezing reduces unnecessary feature space in input images, that can be used by adversarial attacks to craft samples [23]. This work is similar to ours in the sense that both are Detection-Only Network Add-on methods. Different from ours this method relies on manually deciding which feature compression technique works better for defending against a particular attack.

3. Observations on Unit’s Activation

We refer in this work as unit/neuron to each filter/channel-wise responses of a convolutional layer. As stated by [27, 9, 31], in a high n-dimensional feature space, features collected from neuron activations of adversarial samples reside in unstable and rarely explored regions near the boundaries. In this way, the vulnerability towards adversarial samples could be caused by a finite number of samples in a dataset or by classifiers that do not generalize well on boundaries [27].

Complementary to the above-mentioned, when visualizing the internal activations of clean and adversarial samples an intriguing situation occurs. We noticed that the activation vector of adversarial samples, promoting the prediction of a given class, are pushed towards the centroid of a cluster defined by clean samples of the corresponding class.

This is observed when measuring the distances between the activation vectors from all the samples w.r.t. a cluster centroid defined by all the samples of a given class. More specifically, we collect the activations from all the internal neurons and use them as feature vectors for clustering. Then, we measure the euclidean distance of each sample to the cluster centroid of a given class. In Figure 2 we can observe four curves depicting the probability density functions computed using the respective distances between clean and adversarial samples to the cluster centroid of a given class. The first curve represents the distance from each clean sample to its class cluster centroid. As expected examples belonging to a particular class will have the smallest distance of their corresponding centroid. The second curve represents distance of adversarial samples to the centroid of the targeted class. As can be seen, this curve in red has the closest distance to the attacked class compared with the remaining curves. The other two curves represent the same as above but in this case considering the rest of the classes. As observed the two curves depict a larger distance to the centroid.

These plots were reconstructed using activation values of 1000 clean images and 1000 JSMA attack adversarial images of all classes from CIFAR10 training dataset. The neurons’s activations were extracted from a Densenet model. This shows that adversarial samples are closer to samples of its target class than to those of other classes. In what follows we will aim at identifying the neurons that are responsible for the observed reduced distance.
4. Proposed Method

This section describes the proposed method for adversarial detection. The first part describes the sparse feature selection technique used as indicators for adversarial attack detection. Then, we describe a prototype system designed to evaluate our adversarial detection method.

4.1. Relevant unit selection

Deeper inspection of neurons/units has shown that there exists individual neurons that respond for a specific class or subset of classes in a DNN [34, 7]. Thus, we think it is important to conduct an analysis on the activation of neurons from clean and adversarial examples of each class. In order to detect which neurons are important for prediction on each of the classes of interest, we use the procedure for sparse unit selection described by [23].

To execute this procedure consider a network \( f \) and \( N \) training images. As a first step, we push every image through the network and for each image collect all the neuron activation values. For each layer, we compute the squared \( L_2 \) norm of each channel, thus producing a filter-level response. In this study we limit ourselves to only considering activations from convolutional and fully-connected layers. Then, we create a 1-dimensional descriptor by concatenating the filter-level responses from the different channels. Each resulting vector can be considered as a layer-specific descriptor. As a second step, each layer-specific descriptor from the previous step is divided by its \( L_2 \)-norm. This helps to compensate for the difference in length, i.e. number of channels, among different layers. As third step, we concatenate all the layer-specific descriptors to obtain a vector \( x_i \in \mathbb{R}^m \). Repeat this procedure for all layers except for the last layer. Here \( m \) is defined by the number of all filter-wise response at all different layers. As fourth step, we construct a matrix \( X \in \mathbb{R}^{m \times N} \) collecting all \( x_i \in \mathbb{R}^m \). In this case, the i-th image is represented by the column vector \( x_i \in \mathbb{R}^m \), \( N \) is the number of training images. Next, we construct a one-hot-encoded label matrix for all samples \( L \in \mathbb{R}^{C \times N} \). Where the i-th column vector \( l_i \in \mathbb{R}^C \) of \( L \) is a one-hot-encoded vector of the label of the i-th image. \( C \) represents all possible classes on the selected dataset. Finally, the relevant neurons for each of the classes of interest are identified by solving the following equation:

\[
W^* = \arg\min_W \|X^TW - L^T\|_2^2 \\
\text{subject to: } \|w_j\|_1 \leq \mu, \forall j = 1..C
\]  

The \( \mu \) parameter controls the sparsity of the solution. The resulting optimization is formulated as a \( \mu \)-Lasso problem which can be solved by efficiently using Spectral Gradient Projection [19, 32]. According to [23], the \( \mu \)-Lasso formulation is optimal for problems where exists a large number of activations compared to the number of available samples, which is the case of a Deep Neural Network. When the problem is solved the resulting matrix has the form of \( W^* = [w_1, w_2, \ldots, w_C] \) where the i-th \( w_i \in \mathbb{R}^m \) vector represents the relevance/importance of the unit/neuron/filter 1..m for the i-th class. The \( w_i \in \mathbb{R}^m \) is an sparse vector (most of values are zero); the sparsity is enforced by adding the constraint \( \|w_j\|_1 \leq \mu \).

The procedure for identification of relevant features is summarized in Algorithm 1.

### Algorithm 1 Sparse Relevant Unit Selection

1. **Compute all layer-specific descriptors in a Network** \( f \) on \( N \) training images.
2. **Divide each layer-specific descriptor by its \( L_2 \)-norm.**
3. **Concatenate all the layer-specific descriptors to obtain a vector** \( x_i \in \mathbb{R}^m \).
4. **Construct a matrix** \( X \in \mathbb{R}^{m \times N} \) collecting all \( x_i \in \mathbb{R}^m \) from \( N \) samples.
5. **Construct a one-hot-encoded label matrix for all samples** \( L \in \mathbb{R}^{C \times N} \).
6. **Solve** \( W^* = \arg\min_W \|X^TW - L^T\|_2^2, \|w_j\|_1 \leq \mu \)

4.1.1 Sanity Check

We perform the procedure above focusing on samples from one class at a time. Thus, as a result, for each class we obtain a set \( f_{clean-A} \) of relevant neurons important for the...
prediction on clean samples from class \(A\). Similar to Section 3, we explored what happens when measuring distances of samples to their cluster centroids. This time however by only taking activation values from relevant neurons for the class. The idea is to perform a sanity check to verify to what extent, the observations made in Section 3 still hold. Figure 3.a depicts a density functions of the distances in analogous conditions as in Figure 2 for relevant neurons. As can be seen, similar to previous observations, the curve corresponding to adversarial samples is pushed towards the distribution of clean samples of the class they target. One can think that activation values from relevant neurons contain valuable information that can be useful for adversarial detection. In order to further verify this idea, in Figure 3.b we plot a similar curve, but this time by considering randomly selected neurons for each class. As can be noticed, randomly selected neuron activations do not provide sufficient discriminative information to help distinguish between clear/attacked examples or between examples of different classes.

### 4.1.2 Sharing Relevant Neurons between Clean and Adversarial Samples

Additionally, if we perform relevant neuron selection procedure for adversarial images targeting a particular class \(A\), we obtain a set \(r_{adv-A}\) of relevant neurons related to class \(A\). Then, if we intercept both sets of relevant neurons for clean and adversarial samples, we obtain a new set \(r_{shared-A} = r_{clean-A} \cap r_{adv-A}\). This new set \(r_{shared-A}\) contains neurons that are relevant for class \(A\) in both conditions (clean and adversarial). This set contains an small number of neurons (20-40 in the case of CIFAR10 and DenseNet). Constructing the probabilistic density function from the euclidean distances to the class’s cluster centroids, we obtain the Figure 3.c. As can be seen, we reach to a similar observation as before. The adversarial features distances are closer to the cluster centroid of the clean class they target. One can think that this small set still contains valuable information that can be used for the detection of adversarial examples.

The above-mentioned observations indicate that it could be useful to explore the detection of adversarial examples at a class level. Hence, our updated hypothesis is: **Given a set \(r_{clean-A}\) of relevant neurons important for the prediction on clean samples of class \(A\), an adversarial attack adds small perturbation on samples from other classes, thus this perturbation changes the activation patterns of subset of neurons \(r_{clean-A}\) in order to obtain a mis-classification as class \(A\).**

### 4.2. Adversarial Attack Detection

In order to test the detection of adversarial attacks based on the state of the relevant neurons, we follow the pipeline presented in Figure 1. The proposed detection system is characterized as a Network Add-on and Detection only solution. Under this schema we propose the use an add-on classifier to work along neural network models.

The proposed classifier is aimed to classify each image sample as clear or adversarial. It uses activation values of relevant neurons from set \(r_{shared-A}\) described in the last section; paired with the prediction given by the network. This classifier should use the network prediction to decide which activation values are discriminative enough to assist the detection. Those activation values must come from rel-
relevant neurons for the predicted class \( A \). To feed the classifier we define a feature vector which considers the relevant neurons from all the classes of interest. When constructing the feature vector, one can set to zero (0) part of the vector that does not correspond relevant neurons of the predicted class. By considering all the relevant neurons from all the classes we are capable of defining fixed-length feature vectors which is desirable when working with standard classifiers.

**Training:**

The training process of the system is summarized in Algorithm 2. In practice the training process of the proposed method is composed by the following steps: As first step, we generate adversarial samples of any attack technique of interest for all samples of class \( A \). Class \( A \) denotes any of the classes belonging to the dataset. As second step, we perform selection of the relevant neurons of class \( A \) on clean samples (Sec. 4.1). Likewise, as third step, we perform selection of relevant neurons on adversarial (attacked) samples that provoked a prediction of class \( A \). As fourth step, we identify shared relevant neurons \( r_{\text{shared} - A} \) for clean class \( A \) and adversarial class \( A \). As final step, we train an adversarial classifier using clean and adversarial images using the activation values \( r_{\text{shared} - A} \) from the previous step.

**Algorithm 2** Training procedure for the proposed method

| Step | Description |
|------|-------------|
| 1.   | Generate adversarial samples for all samples of class \( A \). |
| 2.   | Perform selection of relevant unit of class \( A \) on clean samples. |
| 3.   | Perform selection of relevant unit of class \( A \) on adversarial samples. |
| 4.   | Identify Shared Relevant Neurons \( r_{\text{shared} - A} \) for clean class \( A \) and adversarial class \( A \). |
| 5.   | Train a simple model \( (\text{adversarial classifier}) \) using clean and adversarial images using activation values from units on \( r_{\text{shared} - A} \). |

We use as adversarial classifier a simple random forest with 1000 trees without hyper-parameter tuning.

**Testing:** The testing procedure for adversarial detection is rather simple, and it does not add considerable overhead in computation time. As a first step, for each sample passed through the network we collect activation values from the \( r_{\text{shared} - A} \) Set of relevant neurons for the predicted class \( A \). Then, we construct the feature vector with those activation values, and feed it to the classifier to obtain a clean / adversarial prediction.

**5. Evaluation**

We conduct three experiments to assess the strengths and weaknesses of the proposed method. The first experiment (Sec. 5.1) aims to validate our detection method against three adversarial attack methods. This experiment is used to answer our research question. The second experiment (Sec. 5.2) quantitatively positions our method w.r.t. related state-of-the-art detectors. The third experiment (Sec. 5.3) is intended to qualitatively assess our method.

**Datasets** Following the standard protocol \cite{2} for adversarial attack detection, we run experiments in both the MNIST \cite{15} and CIFAR10 \cite{14} datasets. MNIST contains 28x28 gray-scale images depict digit classes. It contains 60K images for training and 10K for testing. CIFAR10 contains 32x32 color images depicting 10 object classes. It contains 50K images for training and 10K for validation.

**Adversarial Attacks:** Throughout our evaluation, we measure the effectivity of the proposed method at detecting modified examples from three different adversarial attack methods, namely FGSM \cite{9}, JSMA \cite{25} and \( CW_2 \) \cite{6}. Adversarial samples were generated using Foolbox Library \cite{26} using parameters described in each section. Fig. 4 depicts samples of adversarial generated adversarial images for CIFAR10 and MNIST datasets.

**5.1. Exp-1: Validation**

This experiment aims at validating the capability of our method for the detection adversarial attacks. In this experiment we consider a LeNet architecture \cite{15} using ReLu Layers; trained in MNIST \cite{15}, and a DenseNet architecture \cite{13}; trained in CIFAR10 \cite{14}, as the models to be attacked. Adversarial attack parameters were the default pa-
parameters encountered in Foolbox [26]. These parameters restrict perturbation on crafted adversarial samples.

We consider here three variants of the proposed method which consider different relevant neurons. The first variant considers only the shared neurons \( (r_{\text{clean}} \cap r_{\text{adv}}) \), which are relevant neurons that are commonly excited when predicting samples in clean and adversarial condition at the same class. The second variant considers only the set of neurons \( (r_{\text{clean}} - A) \) that are relevant for a particular class in clean condition only. The third variant considers relevant neurons that are not shared between clean and adversarial examples. It can be thought as symmetric difference of sets of relevant neurons in clean and adversarial condition \( r_{\text{clean}} - A \triangle r_{\text{adv}} - A \). In addition, as part of this experiment we assess the effect of the sparsity parameter \( \mu \) (Sec. 4) for the selection of relevant neurons. Towards this goal, we conduct experiments with multiple \( \mu \) values (\( \mu = 10, 20, 100 \)).

The ultimate task of our detector is to predict whether a sample is clean or adversarial by looking at a vector that collects activation of relevant neurons of all classes. We gauge our detector in two different conditions: With-Label and Without-Label. In the Without-Label condition, the classifier receives information of all relevant neurons from all classes in the dataset without discrimination. This means that the classifier has to learn to discriminate between the classes of interest, initially addressed by the model, and clean/adversarial classes that characterize the examples. In the With-Label condition, we utilize the predicted label to pass just the information from only the neurons that belong to the predicted class. This is achieved by zero-ing all activation values that belong to relevant neurons of other classes.

For this experiment we select 1000 samples of each class on training dataset which are used to generate adversarial samples for its corresponding dataset/model pair. These samples are then used to train the Random-Forest classifier used for detection. Performance on attack detection is done from unseen images using all test-set from the datasets: 10K original/clean images and corresponding 10K adversarial samples.

Results: Results from this experiment are reported in a Table 1 and Table 2 for the MNIST and CIFAR10 datasets, respectively.

The total number of neurons from the convolutional layers belonging to LeNet model were 244; while for the DenseNet model there were 3272 units. The \( \mu \) value controls the sparsity of the solution found when identifying the relevant neurons. The higher the value of \( \mu \), the more relevant neurons are selected for each class.

As can be noticed, the configuration/variant used to define the vector of relevant neurons that is fed to the classifier has relatively low effect in the detection accuracy. This is important since, despite using less information in

| Selected Neurons                      | Attack | With Predicted Label | W/O Predicted Label |
|--------------------------------------|--------|----------------------|---------------------|
|                                      |        | \( \mu = 10 \) | \( \mu = 20 \) | \( \mu = 100 \) | \( \mu = 10 \) | \( \mu = 20 \) | \( \mu = 100 \) |
| Shared Relevant Neurons              | FGSM   | 0.969 0.982 0.983   | 0.977 0.966 0.912   |
| \( (r_{\text{clean}} - A \cap r_{\text{adv}}) \) | JSMA   | 0.984 0.974 0.966   | 0.953 0.912 0.832   |
|                                      | C&W2   | 0.980 0.979 0.974   | 0.969 0.963 0.964   |
| Only Relevant from Clean Class       | FGSM   | 0.982 0.982 0.985   | 0.977 0.976 0.963   |
| \( (r_{\text{clean}} - A) \)        | JSMA   | 0.981 0.977 0.972   | 0.953 0.942 0.841   |
|                                      | C&W2   | 0.978 0.979 0.978   | 0.966 0.969 0.957   |
| Relevant non-shared from both classes | FGSM   | 0.981 0.980 0.981   | 0.977 0.977 0.971   |
| \( (r_{\text{clean}} - A \triangle r_{\text{adv}} - A) \) | JSMA   | 0.973 0.978 0.974   | 0.954 0.945 0.916   |
|                                      | C&W2   | 0.974 0.977 0.978   | 0.965 0.969 0.958   |

Table 1. Adversarial detection accuracy of the proposed method on a LeNet architecture trained on the MNIST dataset.

| Selected Neurons                      | Attack | With Predicted Label | W/O Predicted Label |
|--------------------------------------|--------|----------------------|---------------------|
|                                      |        | \( \mu = 10 \) | \( \mu = 20 \) | \( \mu = 100 \) | \( \mu = 10 \) | \( \mu = 20 \) | \( \mu = 100 \) |
| Shared Relevant Neurons              | FGSM   | 0.944 0.956 0.954   | 0.844 0.864 0.864   |
| \( (r_{\text{clean}} - A \cap r_{\text{adv}}) \) | JSMA   | 0.946 0.932 0.926   | 0.929 0.871 0.864   |
|                                      | C&W2   | 0.892 0.881 0.879   | 0.862 0.706 0.721   |
| Only Relevant from Clean Class       | FGSM   | 0.937 0.952 0.953   | 0.810 0.854 0.818   |
| \( (r_{\text{clean}} - A) \)        | JSMA   | 0.945 0.939 0.934   | 0.934 0.879 0.875   |
|                                      | C&W2   | 0.893 0.875 0.878   | 0.802 0.703 0.698   |
| Relevant non-shared from both classes | FGSM   | 0.879 0.900 0.915   | 0.788 0.849 0.860   |
| \( (r_{\text{clean}} - A \triangle r_{\text{adv}} - A) \) | JSMA   | 0.924 0.931 0.926   | 0.931 0.928 0.932   |
|                                      | C&W2   | 0.848 0.882 0.873   | 0.823 0.871 0.880   |

Table 2. Adversarial detection accuracy of the proposed method on a DenseNet architecture trained on the CIFAR10 dataset.
the $r_{\text{shared}}$ variant, our method was still relatively accurate at detection. In addition, for the case of the $r_{\text{clean}}$ variant, there is no need to perform identification of relevant neurons from adversarial samples, which leads to reduced computation costs. In the MNIST dataset our proposed method is able to detect any adversarial attack with accuracy higher than 0.96 on all With-Label conditions and most of Without-Label condition. For the CIFAR10 dataset, in the $r_{\text{shared}}$ condition results are different. For FGSM and JSMA attack methods, the detection accuracy is higher than 0.926; whereas for the $\text{CW}_2$ attack method the reported accuracy is slightly lower (0.892 at best).

Regarding the effect of the sparsity parameter $\mu$, it can be noticed that even with the lowest $\mu=10$ value, which implies a very small number of neurons selected for each class (i.e. 5.3% to 18.3% of total neurons from LeNet, trained in MNIST; 0.3% to 0.9% from DenseNet, trained in CIFAR10), our method achieves detection with decent accuracy on both datasets. We also show that $\mu$ can be considered as a tuning parameter that may lead to better detection. For the settings considered in our experiments the highest difference in accuracy introduced by a change of this parameter was around 3%.

Figure 5 depicts samples of correctly detected adversarial samples and adversarial samples that bypassed our method. It can be noticed that the undetected samples from the MNIST dataset share considerable similarities with the predicted adversarial class (digit ‘2’ compared to predicted digit ‘4’, or digit ‘7’ compared to predicted digit ‘2’) and are even challenging for humans. However, from the undetected samples from the CIFAR10 dataset it is not trivial to draw a conclusion on potential sources of error.

**Discussion:** Our research question was: *Is it possible to detect unseen adversarial samples of a given class by inspecting neurons that are usually over-excited by an adversary sample?*. Experiment 1 shows that it is possible to detect adversarial attacks with decent accuracy of any class by inspecting a small set of shared neurons $r_{\text{shared}}$. These neurons are the ones relevant for the prediction provided by the network in clean and adversarial images (less than 46% of total neurons in a LeNet model trained on MNIST; less than 2% in a DenseNet model trained for all the classes from CIFAR10) using $\mu=10$.

Detection of adversarial attacks is performed with high accuracy for weak attacks, while for strong attacks accuracy is still decent. Our detector also performs very well reporting a low number of false positives. We believe that the $\text{CW}_2$ detection accuracy was slightly lower on CIFAR10 due to the fact that this attack is one of the strongest from the literature. Future research should explore this limitation with other datasets and attack parameters and probably considering more relevant neurons. In comparison with NIC [18], we achieve slightly less, but still comparable, detection accuracy. It is worth reiterating that this accuracy is achieved by inspecting up to 50% of neurons in LeNet and less than 2% on DenseNet, while NIC uses all neurons and even multiple detectors to achieve the reported accuracy. This means that our method has the potential to have better scalability for more complex models and larger datasets.

In this way we show that our approach reduces the search space for detection of adversarial attacks inside a DNN.

### 5.2. Exp-2: Comparison w.r.t. existing methods

This experiment was carried out in order to assess the performance of the proposed method with respect to other state-of-the-art methods for adversarial attack detection. Here we consider NIC [18] and Feature Squeezing [33]. Similar to the last experiment, adversarial attacks tested in this comparison are: FGSM [9], JSMA [25] and $\text{CW}_2$ [6]. We adopted the adversarial sample generation strategy, parameters, and sample size found in their corresponding studies in order to make the results comparable. For FGSM we utilized the **untargeted attack** and parameter $\text{max}_{\epsilon}=0.3$. For JSMA and $\text{CW}_2$ we used the targeted-attack or white-box attack strategy: The targeted class selection was decided using the formula $T=L+1 \mod C$; where $L$ is the original class of the sample image and $C$ is 10 for MNIST and CIFAR10. Parameters for JSMA were $\theta=1.0$, $\text{max}_{\epsilon}=51$, whereas for $\text{CW}_2$...
Figure 6. GradCAM visualization of each shared-relevant neurons from classes in CIFAR10. For each example we show the visualization of it correctly predicted class plane/horse (top) and its adversarially predicted class ship/automobile (bottom).

were $\text{binary\_search\_steps}=9$, $\text{max\_iterations}=1000$, $\text{learning\_rate}=1e^{-2}$, $\text{confidence}=0$, $\text{initial\_const}=1e^{-3}$. All parameters are the same/equivalent to those found in the Cleverhans Library [24] as considered in NIC and Feature-Squeezing studies. For this evaluation we selected the first 100 samples that were correctly predicted and found correctly generated adversarial samples from the test-set for the three attacks, as performed in both studies.

In this experiment we maintain the use of the CIFAR10 and MNIST datasets. For CIFAR10 we use the same DenseNet architecture from the previous experiment. Whereas on the MNIST dataset we used the ”MNIST-model” from [4] described in the experimental setup. We tested two variants of our method with sparsity parameter $\mu = 10$ and $\mu = 20$. Training our adversarial classifier was performed using adversarial samples generated on the previous experiment. In comparison, adversarial attack samples for the evaluation in Experiment 2 are stronger attacks than those applied on samples of Experiment 1.

Results: We report adversarial detection results from this experiment in Table 3 and 4. Detection accuracy is near perfect for the MNIST-model for all attacks with low false-positive rate (3% for JSMA attack). NIC and Feature-Squeezing achieve perfect accuracy. However these methods are significantly more complex than ours. Moreover, those models were trained on adversarial samples with stronger attack parameters. On the CIFAR10 dataset, our results are still positive, for FSGM and JSMA we achieve high detection accuracy. Similarly, NIC achieves high accuracy for FGSM while Feature Squeezing reported only 0.20. The same case is found for JSMA, our method reported 0.951 as best accuracy while Feature Squeezing just achieves 0.84. For $CW_2$ our best accuracy is 0.82 while the other works obtain higher accuracy than ours. For JSMA and FGSM our method is again depicting low false-positive rate. For $CW_2$ false positive-rate is higher (around 14%) than on other attacks.

Discussion: Based on the observations made from Table 3 and 4 we can state that our method achieves comparable results with state-of-the-art detectors [18, 33]. Moreover, the implementation of our technique is simpler than the analyzed detectors; since it focuses on a lower number
of neurons inside a DNN in order to recognize adversarial samples. More specifically 60 neurons in total for all classes in CIFAR10/DenseNet for sparsity parameter $\mu=10$ (see Table 2). These means that we use less than 2% of the total number of neurons. In contrast, NIC \cite{18} uses all 3172 neurons for CIFAR10 and a large quantity of models in parallel to achieve comparable performance on adversarial attack detection. Furthermore, it is worth to mention that training of our adversarial classifier was performed with weaker adversarial samples. This indicates that our method is able to recognize stronger adversarial inputs without being trained for them. Carlini-Wagner $L_2$ (CW$_2$) attack in CIFAR10 was the most difficult attack for our detector. Our method only achieves around 82% of detection on this attack. It is important to explore solutions for this limitation in future work. A possible solution could be to train on CW$_2$ with different perturbations. Despite of that this is a positive result considering that it only took an small set of neurons (between 20 to 46) to recognize adversarial samples. We also show that it is possible to tune the accuracy of detection by changing the sparsity of relevant unit selection.

5.3. Exp-3: Inspecting Relevant Neurons

Here we aim at getting an insight on how the subtle perturbations present in the adversarial samples change the behaviour of the identified relevant neurons. Towards this goal we generate heatmap visualizations using GradCam \cite{28}, for each of the relevant neurons and combinations of them. Visualizations of isolated neurons is achieved by locating the layer/filter where the relevant neurons are located and setting the weight of other filters in that layer to zero within the GradCAM formulation. This effectively isolates the effect of the neuron to be inspected. We compare these visualization when observing the original and its corresponding attacked sample in Fig. 6. We also combined the heatmaps from the isolated relevant neurons in order to visualize what different sets of neurons are sensing. Fig. 7 shows combined visualizations for: 1) relevant Neurons identified for the predicted class in clean conditions, 2) relevant Neurons the same class in adversarial conditions, 3) shared-relevant neurons for the same class in adversarial and clean conditions. 4) Neurons that were relevant for a class in one condition (clean or adversarial) but not in both.

**Discussion:** As can be seen in Fig. 6, the visualizations differ when comparing clean and adversarial samples. In some cases, e.g. Neuron-2914 (top) and Neuron-3039 (bottom), differences are rather subtle. In other cases, e.g. Neuron-3155 (top) or in Neuron-3158 (bottom), there is a clear difference on what the neurons are sensing despite the similarity of their inputs. In the combined visualization (Fig. 7), shared-relevant neurons show greater differences than other sets of neurons. In general, we can observe that shared relevant neurons exhibit greater changes when comparing a given image in clean and adversarial conditions. This shows how the subtle changes introduced by the adversarial attack make the model focus its attention in different regions of the input image.

6. Limitations and Future Work

The evaluation of our method has been focused on an stand-alone attacker, i.e. without knowledge of the detector. Future efforts should explore adaptive attacker settings, since it has been demonstrated that attacker can develop countermeasures for defenses \cite{2, 5}. Randomization techniques should also be explored to develop robust defense in this method as other detectors proposed \cite{33, 29}. Finally, experiments on more complex models and datasets should be conducted since our method seems to be suitable to work on models with large number of neurons.

7. Conclusion

We presented a method to achieve adversarial attack detection at class level by analyzing the relationship between activation of relevant neurons and the predictions made by the model. Our experiments show that an adversarial attack usually change the state of a small set of neurons that are relevant to the prediction of a targeted class. Despite its relative simplicity, our results suggests that our method is capable of detecting adversarial attacks with comparable performance to the state-of-the-art detectors. Moreover,
this is achieved by only considering a relatively small set of neurons from the model being protected.
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