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Abstract. Two different Markov jump processes driven out of equilibrium by constant thermodynamic forces may have identical current fluctuations in the stationary state. The concept of dynamical equivalence classes emerges from this statement as proposed by Andrieux for discrete-time Markov chains on simple graphs. We define dynamical equivalence classes in the context of continuous-time Markov chains on multigraphs using the symmetric part of the rate matrices that define the dynamics. The freedom on the skew-symmetric part is at the core of the freedom inside a dynamical equivalence class. It arises from different splittings of the thermodynamic forces onto the system’s transitions.
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1. Introduction

A current is intuitively a flow of a physical quantity, such as energy, matter or charges, that changes sign upon time reversal. Currents exist in different spaces. In an abstract state space on which state probabilities are defined, one may consider probability currents between two states. If the state space is the real space, like in the diffusion of a single colloidal particle, a probability current can be thought of (with an ensemble viewpoint) as a matter current at the microscopic scale. From such local currents between states or given locations in space, one can define more global currents. For instance, across a system–reservoir interface, the sum of local currents for a given physical quantity leads to a macroscopic current through the interface.

Conservation laws strongly constrain currents at all scales, e.g. probability conservation constrains probability currents while conservation of energy, matter or charges constrain physical currents exchanged with the environment. Each conservation law creates a relation between the currents of a system, reducing the number of currents needed to determine all currents in the stationary state by one [1]. For instance, in the framework of electric circuits, the Kirchhoff currents law at each node creates a constraint between currents in each branch of the circuit. Similarly, in the framework of stochastic thermodynamics on a graph, currents along fundamental cycles are enough to determine the currents along any edge of the graph [2]. In the same idea, a subset of physical currents, the so-called fundamental currents [3], are enough to determine all physical currents exchanged with the reservoirs. Hence, there exists a freedom in the choice of the currents to be measured so that any other current can be determined thanks to the conservation laws.

In most applications, such as conversion or transport processes, predictions of physical currents must be done in consistency with conservation laws. Those predictions are made on average, like in hydrodynamic theories [4] or with statistical distribution in stochastic thermodynamics [5, 6]. The most convenient way to determine the statistics of currents is to compute the Laplace conjugate of their probability distribution, namely the moment generating function. However, the aforementioned freedom on the observation of currents translates here in a freedom in the specific form of the stochastic variable whose moments are studied [7]. For instance, one may observe energy exchanges with a heat reservoir for every transition between different states. Alternatively, one may look at specific and well-chosen transitions only and assume that energy is exchanged exclusively during those transitions, but in amounts that compensate the energy that should have been exchanged during other transitions. In short, different splittings of physical currents into local currents are possible, all leading to the same statistics of physical
currents. This freedom in the form of the studied stochastic observable corresponds to a gauge freedom for the dynamics [7, 8]. As long as one observes over a long time a system in its stationary state, such changes of dynamics have no effects on the trajectory ensemble and thus on the statistics of physical currents.

This possibility of different systems sharing the same current statistics raises the question of equivalence between the dynamics of nonequilibrium systems. This question has been explored extensively in the last few decades for Markov processes in steady states. Transition rates including the least possible information on the dynamics, given the measure of some physical currents, have been derived using the maximum entropy principle [9]. For processes conditioned on observables like physical currents, either by filtrating the trajectory ensemble or by exponentially tilting it (with or without Doob rectification), several asymptotically equivalent dynamics have been obtained [10–15]. In these works, the notion of non-equilibrium equivalence may refer to path ensemble equivalence (dynamical equivalence) or to equivalence for the typical value of the observable (concentration equivalence) [16]. The former equivalence implies the latter that is hence less restrictive. As we detail in appendix A, the concentration equivalence can be produced by two kinds of modifications of the rate matrix in the case of jump processes: first, the stationary state probability and the probability currents are not affected by a symmetric modification of the jump probability [17], i.e. the same modification for each forward and backward jump probability. Second, the probability currents are not affected as well by a modification of the mean time spent in each of the system states [18]. Nonetheless, the stationary probability has changed in this second case, e.g. it increases for states with longer occupancy times. The dynamical equivalence is physically more relevant, motivating us to find the practical conditions producing it, as Andrieux did for (discrete-time) Markov chains on simple graphs [19, 20]. Indeed, defining nonequilibrium thermodynamic potentials is sometimes possible thanks to dynamical equivalence [21]. In this case, one can connect the rare fluctuations of an equilibrium process with the typical fluctuations of the same process put in stationary nonequilibrium by external forces or multiple reservoirs at different intensive parameters.

Although modifying dynamics while keeping comparable statistics of physical currents has been thoroughly studied, a definition of dynamical equivalence classes is still missing for Markov jump processes on multigraph, in continuous time, and driven out of equilibrium by stationary forces or competing reservoirs. We aim to provide such an operational definition in this article. In section 2, we review standard techniques to compute cumulant generating functions based on the spectrum of tilted rate matrices. In section 3, we find a similarity transformation connecting a (tilted) rate matrix to its (tilted) symmetrized form called root matrix. Based on this result, we define in section 4 a non-equilibrium equivalence class by the ensemble of rate matrices with the same root matrix chosen as the representative of the class. Thanks to the similarity transformation with the root matrix, the identity of the spectrum of the matrices in the equivalence class is guaranteed and so are the fluctuations of physical currents. We end this article by illustrating the equivalence of fundamental currents fluctuations on a solvable model of molecular motor.

Finally, from the concept of equivalence class, we see that thermodynamic forces may appear in many ways in the dynamics with no consequences on the stationary state. In
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appendix B, the explicit relation between equivalent dynamics is used to explain the freedom on the specific form of the stochastic variable representing a physical current when computing its cumulants [7].

2. Fluctuations of fundamental currents for systems in non-equilibrium stationary state

We study a system with a finite number of states, modeled by a Markov jump process in continuous time and put out of equilibrium by thermodynamic forces gathered into vector \( \mathbf{b} = (b_1, b_2, \ldots, b_X, \ldots) \). These forces are generated by several reservoirs assumed to be always in thermodynamic equilibrium (e.g. thermostat, chemostat) with different intensive parameters. To shorten notations, we denote half of the thermodynamic forces by \( \mathbf{f} = \mathbf{b}/2 \), and talk of \( \mathbf{f} \) as a force by abuse of language.

Each reservoir exchanges physical quantities (e.g. energy, matter) with the system enabling its change of state, denoted by \( x, y \) or \( z \), via channels labeled by \( \nu = 1, 2, 3, \ldots \). Hence, \( \nu \) labels both a channel and the reservoir involved in the transition via this channel. In the framework of graph theory, a change of system state via a channel is represented by an edge. We label edges by \( e \) in general or by \( (xy, \nu) \) for a specific transition from state \( y \) to state \( x \) via channel \( \nu \). The transition rates \( k_e = k_e(\mathbf{f}) \) along each edge \( e \) completely define the dynamics. Using the rates \( k_{(xy,\nu)} \), one can define: the total transition rate from \( y \) to \( x \) denoted as \( k_{xy} \), the escape rate from state \( y \) via channel \( \nu \) denoted as \( \lambda_{(y,\nu)} \), or the total escape rate from state \( y \) denoted as \( \lambda_y \). All of these rates are functions of the thermodynamic forces, for instance \( \lambda_y = \lambda_y(\mathbf{f}) \), even though we may omit it in the notation. The rate matrix \( k = k(\mathbf{f}) \) writes

\[
k = \sum_{\nu} \left( \sum_{x, y \neq x} k_{(xy,\nu)} |x\rangle \langle y| - \sum_{x} \lambda_{(x,\nu)} |x\rangle \langle x| \right) = \sum_{\nu} k_{\nu} \tag{1}
\]

using bracket notation for the basis of the vector space of system states. We call \( k \) the rate matrix of the reference dynamics and \( k_{\nu} \) the rate matrix for channel \( \nu \). The state probability vector \( \mathbf{p} = \sum_{x} p_x |x\rangle \) evolves according to the Markov master equation \( \partial_t \mathbf{p} = k \cdot \mathbf{p} \). If \( \mathbf{f} \neq 0 \) the system will eventually relax to a non-equilibrium stationary state. The rate matrix \( k \) can be used to generate trajectories of a stochastic jump process. A trajectory \( [z] \) of duration \( t \) gives the ordered list of visited states, the time interval between jumps, and the channel of each jump (if the transition can be done via different channels). From these trajectories, we define the time-averaged current \( j_{e}[z] \) that counts the number of transitions along the edge \( e \) per unit time during the trajectory \( [z] \). Many \( [z] \) realizations of the stochastic process generate an ensemble of trajectory \( \{[z]\} \), from which an ensemble of random edge currents \( \{j_{e}[z]\} \) is produced.

With a slight abuse of notation, we denote by \( j_X[z] \) the current of physical quantities \( X \) exchanged with the environment during a trajectory \( [z] \). If \( \phi_{X,(xy,\nu)} \) denotes the amount of physical quantity \( X \) exchanged with reservoir \( \nu \) during transition from \( y \) to \( x \), then
the physical current along a trajectory is written as
\[
  j_X[z] = \sum_e j_e[z] \phi_{X,e}.
\] (2)

We remark that since \( j_e[z] = -j_{-e}[z] \) and \( \phi_{X,e} = -\phi_{X,-e} \), an arbitrary orientation of edges used consistently leads to the same physical current.

We call fundamental currents those of the physical currents whose sole knowledge of the average (together with their conjugated thermodynamic forces \( f_X \)) is sufficient to compute the total entropy production rate in the stationary state \([3, 22]\)

\[
  \langle \sigma[z] \rangle_k = \sum_X b_X \langle j_X[z] \rangle_k,
\] (3)

where \( \langle \ldots \rangle_k \) denotes the mean value on \( \{[z]\} \) generated by \( k \). Here, \( \sigma[z] \) is the logarithm of the path probabilities of \([z]\) divided by the path probabilities of the time reverse trajectory, all divided by the trajectory duration. From now on, the subscript \( X \) labels only fundamental currents and their conjugated thermodynamic forces.

The moment generating function for fundamental currents observed on a time \( t \) and conditioned on the final state, namely the vector of component \( g_x(\alpha, f, t) \triangleq \langle e^{\alpha j[z]} \delta(x - z(t)) \rangle_{k(f)} \), evolves according to \([6]\)

\[
  \partial_t g = \kappa g,
\] (5)

where we have introduced the tilted generator

\[
  \kappa(\alpha, f) \triangleq \sum_{\nu, x, y \neq x} k(\nu, y, x \neq x) e^{\sum_X \phi_{X, (\nu, y)} |x\rangle \langle y|} - \sum_x \lambda_x(f) |x\rangle \langle x|,
\] (6)

where \( \alpha_X \) is the Laplace conjugated variable to physical current \( j_X \). Notice that we have used a freedom for counting fundamental currents that is explained in \([23, 24]\), hence not straightforwardly applying Donsker–Varadhan techniques used to compute large-deviation of currents. The cycle exchange matrix \( \hat{\phi} \) gives the exchange of each physical quantity with the environment, i.e. its component \( \hat{\phi}_{X, ci} \) is equal to the amount of physical quantity labeled by \( X \) that is exchanged during the fundamental cycle \( ci \). This matrix follows from the edge exchange matrix \( \phi \) of components \( \phi_{X,e} \) appearing in equation (2) and the matrix of fundamental cycles \( C \) as

\[
  \sum_e \phi_{X,e} C_{e, ci} = \hat{\phi}_{X, ci}.
\] (7)

The columns of \( C \) are the fundamental cycles of the system’s graph \([2]\). A cycle is a vector in the space of (arbitrarily) oriented edges. Entries of a cycle vector are \( \pm 1 \) (or 0) if the edge belongs to the cycle (or not) with a sign chosen according to the edge orientation; the list of edges of a cycle shall form a loop, i.e. without ending states. Fundamental cycles represent a basis of the cycle vector space. In graph theory, one
can build this basis starting from a spanning tree on the graph, i.e. a list of edges that connect all vertices of the graphs without creating a loop, and adding the remaining edges (called chords) one at a time to create fundamental cycles. In doing so, each chord is uniquely associated to a fundamental cycle [2].

The highest eigenvalue of the tilted matrix $\kappa(\alpha, f)$ yields $\Gamma_\kappa(\alpha, f)$ the scaled cumulant generating function (SCGF) of fundamental currents. This SCGF is connected to the moment generating functions conditioned on final state by

$$\Gamma_\kappa(\alpha, f) = \lim_{t \to \infty} \frac{1}{t} \ln \sum_x g_x(\alpha, f, t).$$

(8)

In the next section, we define the so-called root dynamics whose tilted generator $R$ is related by a similarity transform and a translation on the Laplace variable to $\kappa$. Hence the two tilted generators have identical spectrum. Equivalence classes for non-equilibrium processes are defined next since many dynamics share the same root dynamics.

3. Similarity of root and reference dynamics

We call root matrix $r = r(f)$ the generator of the root dynamics defined as the sum of the geometric mean between the off-diagonal elements of $k_\nu$ and $k_\nu^T$, i.e.

$$r(f) = \sum_{\nu, x, y \neq x} \sqrt{k_{(xy, \nu)}(f)k_{(yx, \nu)}(f)}|x\rangle\langle y| - \sum_x \lambda_x(f)|x\rangle\langle x|,$$

(9)

while the diagonal elements are not modified. By definition, the root matrix is symmetric, but it is not a Markov matrix. Based on the normalized left eigenvector of $r$ associated to the highest eigenvalue, one can obtain a Markov matrix as the Doob transform of $r$. Such a transformation is essentially a similarity transform of the rate matrix combined with a constant translation on the diagonal [13, 25]. The Doob transform of $r$ will satisfy a detailed balance equation, and therefore has a stationary state that is an equilibrium state.

The tilted root matrix is written as

$$R(a, f) = \sum_{\nu, x, y \neq x} \sqrt{k_{(xy, \nu)}(f)k_{(yx, \nu)}(f)} e^{a \chi_{(xy, \nu)}} |x\rangle\langle y| - \sum_x \lambda_x(f)|x\rangle\langle x|,$$

(10)

and we denote with $\Gamma_R(a, f)$ its highest eigenvalue. To relate $\kappa$ and $R$ by similarity transform, we introduce the drift potential $u = u(f)$ as

$$\exp[\Delta u_e(f)] \doteq \sqrt{\frac{k_e(f)}{k_{-e}(f)}}$$

for any edge $e$ that is not a chord.
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where \( \Delta u_{(x,y)} = u_x - u_y \). This defines \( u \) up to an additive constant that we set by choosing a unit norm for \( e^u \). More generally, the drift potential satisfies

\[
\exp[\Delta u_e(f)] = \sqrt{\frac{k_e(f)}{k_{\sim e}(f)}} \exp \left( -\sum_X f_X \hat{\phi}_{X,e} \right) \quad \text{for any edge } e,
\]

with a slight abuse of notation to extend the exchange matrix for cycles \( \hat{\phi} \) to the full edge space as follows

\[
\hat{\phi}_{X,e} = \begin{cases} \hat{\phi}_{X,c_i} & \text{if } e \text{ is the chord of cycle } c_i, \\ 0 & \text{otherwise}. \end{cases}
\]

Indeed, from the generalized detailed balance [2], half cycle affinities \( \hat{f}_{c_i} \) are defined by

\[
\hat{f}_{c_i} = \sum_X f_X \hat{\phi}_{X,c_i} = \ln \left( \prod_{e \in c_i} \sqrt{\frac{k_e}{k_{\sim e}}} \right),
\]

where the product is on all edges belonging to the cycle \( c_i \). Using the definition of drift potential in equation (11) and specifying out the chord \( e' \) in the product on the edges of cycle \( c_i \), we obtain

\[
\sum_X f_X \hat{\phi}_{X,e'} = \ln \left( \sqrt{\frac{k_{e'}}{k_{\sim e'}}} \prod_{e \in c_i \setminus e'} \sqrt{\frac{k_e}{k_{\sim e}}} \right) = \ln \sqrt{\frac{k_{e'}}{k_{\sim e'}}} - \Delta u_{e'},
\]

which yields equation (12). From this latter equation and the definition of the tilted root matrix of equation (10), one finds

\[
\kappa(\alpha, f) = D(e^{u(f)}) \cdot \mathcal{R}(f + \alpha, f) \cdot D(e^{-u(f)}),
\]

where \( D(\mathbf{v}) \) transforms the vector \( \mathbf{v} \) into a diagonal matrix. We notice that \( e^{u(f)} \) is the left eigenvector of \( \mathcal{R}(f, f) \) associated to the null eigenvalue, since the line vector with all entries equal to one is by definition the left eigenvector of \( k(f) = \kappa(0, f) = D(e^{u(f)}) \cdot \mathcal{R}(f, f) \cdot D(e^{-u(f)}) \),

for the null eigenvalue. Therefore, \( k(f) \) is the Doob transform of \( \mathcal{R}(f, f) \) based on vector \( e^{u(f)} \). From equation (16), we find that the spectra of the reference and root tilted matrices satisfy

\[
\Gamma_{\kappa}(\alpha, f) = \Gamma_{\mathcal{R}}(f + \alpha, f).
\]

With words, we interpret equations (16) and (18) as follows: the counting field \( \alpha = f + \alpha \) appearing in equation (10) includes a tilting force \( f \) that transforms the equilibrium dynamics based on \( \mathbf{r} \) into the driven dynamics with generator \( \mathcal{R}(f, f) \) (similar to \( k \) the generator of the reference dynamics) and a counting field \( \alpha \) that explores the current fluctuation of the reference dynamics.
We remark that the exchange $e \to -e$ and $a \to -a$ is a symmetry of equation (10) and hence $\mathcal{R}(a, f) = \mathcal{R}(-a, f)$, which encodes the symmetry of current fluctuations at equilibrium. Using $a = f + \alpha$, this translates into $\mathcal{R}(f + \alpha, f) = \mathcal{R}(f - 2f - \alpha, f)$ and equation (16) produces for the tilted generator of the reference dynamics

$$\kappa(\alpha, f) = \kappa(-2f - \alpha, f)$$

that would follow directly from equations (6) and (14) as well. Therefore, the spectrum of these two matrices are identical and more specifically one gets the asymptotic fluctuation relation for fundamental currents

$$\Gamma_\kappa(\alpha, f) = \Gamma_\kappa(-2f - \alpha, f).$$

One concludes that the fluctuation relation brings to all elements of a dynamical equivalence class the symmetry of current fluctuations of the equilibrium dynamics in the same dynamical equivalence class, namely the root dynamics. Hence, an alternative and less convenient way of defining the root dynamics is to constrain the reference dynamics on having null entropy production.

4. Dynamical equivalence classes

Since the statistics of fundamental currents is fully determined by the spectrum of the tilted root matrix, two jump processes with the same components of the root matrix on all edges and on the diagonal share the same fluctuations of fundamental currents in the stationary state. This implies that proportionality on each edge and on the diagonal leads to proportional SCGF as well. Accordingly, the following equivalence relation

$$k \equiv k' \text{ if } \forall e, \sqrt{k_e k_{-e}} = \gamma \sqrt{k'_e k'_{-e}} \text{ and if } \forall y, \sum_{x \neq y, \nu} k_{xy, \nu} = \gamma \sum_{x \neq y, \nu} k'_{xy, \nu},$$

defines a dynamical equivalence class between two jump processes. We emphasize that a couple of states may be connected by several channels and that the component of the root matrices must be proportional for each channel separately. The above equivalence class extends to jump processes on multigraphs and in continuous time the equivalence class introduced by Andrieux in [19] for Markov chains (discrete time) on simple graphs. As for Markov chains, the spectra of the tilted rate matrices associated to $k$ and $k'$ in the same equivalence class are proportional. We remark that proportionality of the spectra is stronger than that of the SCGF as it is associated to path ensemble equivalence (at finite time) upon a suitable choice of boundary conditions.

The difference between two matrices $k$ and $k'$ in the same equivalence class can arise from the different ways of breaking detailed balance. Generalized detailed balance does so by defining differently the skew symmetric part of these matrices. For instance, forces may appear on every edge

$$\frac{k_e(f)}{k_{-e}(f)} \propto e^\sum_{x} f_X \phi_{x,e},$$

that is the skew symmetric part of these matrices.
or on chords only

\[ \frac{k'_e(f)}{k'_e(f)} \propto e^{\sum_{x \in X} \hat{\phi}_{x,e}}, \]

which means that the forward and backward rates are the same for any other edge (up to a potential contribution). Notices that the cycle forces \( \hat{\phi} \) defined in equation (14) are the same defining them with \( k \) or with \( k' \). Since these two rate matrices are in the same equivalence class, they are both related by similarity transform to \( R(f,f) \), but through two different drift potentials, respectively, the one defined in equation (11) and the one defined by the same equation with \( k \) and \( u \) replaced by \( k' \) and \( u' \).

Interestingly, for the equilibrium stationary state, the symmetric part of the rate matrix has no influence on thermodynamic equilibrium and just the detailed balance equation for the skew symmetric part matters. On the opposite, the nonequilibrium stationary state when characterized by the fundamental currents fluctuations is only determined by the symmetric part of the rate matrix (defining the equivalence class), given that the skew symmetric part has the expected fundamental forces. In this sense, when dealing with non-equilibrium stationary jump processes, there is a dynamical freedom in the way of imposing the fundamental forces that has no consequences on the fluctuations of fundamental currents. This dynamical freedom is in fact a gauge freedom since in the framework of path probability the Doob transform relating two elements in an equivalence class is in fact a gauge change [26].

Nonequilibrium systems change equivalence class when modifying the thermodynamic forces since these forces modify at least the diagonal part of the root matrix that is related to the system activity [27]. In most cases, forces also appear in the off-diagonal part of the root matrix. For instance, in photoelectric or thermoelectric devices, transition rates often follow from quantum perturbation analysis producing rates that depend on the Fermi (Bose) statistics of the electrons (bosons or phonons) reservoirs. In these cases, the thermodynamics forces such as the temperature and electrochemical potential differences appear in the symmetric part of the rate matrix and hence in the root matrix. It is a challenge to develop a nonequilibrium thermodynamics of such nontrivial systems by including activity into a coherent thermodynamics structure.

5. Illustration on a discrete model of molecular motor

For clarity, we illustrate our main results on a discrete model of molecular motor described in [28–30]. This isothermal molecular motor has two internal states \( a \) and \( b \) of energy 0 and \( \epsilon \), respectively. The two internal states are connected by four different microreversible transitions: the motor can move one step to the left or to the right with or without consuming adenosine triphosphate (ATP) molecules. We associate as shown in figure 1 a positive edge number \( e = 1, 2, 3 \) and 4 to each transition from \( a \) to \( b \) and write \( k_e \) the corresponding rate. Edge 1 (resp. 2) corresponds to the motor leaving state \( a \) by moving to the left while consuming 1 (resp. 0) ATP molecule. Edge 3 (resp. 4) corresponds to the motor leaving state \( a \) by moving to the right while consuming...
Figure 1. (a) Sketch of the effective two-state system with four edges. Edge orientation is head toward $b$. (b) Set of fundamental cycles with their orientations given by the orientation of their corresponding chords. The $i$th column of matrix $C$ in equation (27) is for cycle $c_i$.

0 (resp. 1) ATP molecule. The dimensionless fundamental forces $f_X$ in this model are $f_1 = \Delta\mu/(2k_B T)$ that is half the chemical potential difference $\Delta\mu$ of the hydrolysis reaction of ATP and $f_{II} = fd/(2k_B T)$ that is half the mechanical work $fd$ that the motor performs against force $f$ to make a step of length $d$. The fundamental currents are the ATP consumption rate $j_I$ and the number of step per unit time $j_{II}$. Hence, the total entropy production rate writes $\sigma = 2j_I f_I + 2j_{II} f_{II}$. For simplicity, we write energies in thermal units $k_B T = 1$ where $T$ is the temperature of the motor environment. We take the Boltzmann constant $k_B = 1$: the entropy production rates are homogeneous to an inverse time like fundamental currents.

We completely specify the dynamics using the following transition rates

\[
\begin{align*}
k_{-1} &= \tilde{\alpha} e^{2\theta_+^+ f_I}, & k_{-2} &= \tilde{\omega} e^{2\theta_+^+ f_I}, \\
k_1 &= \tilde{\alpha} e^{-2\theta_+^- f_I}, & k_2 &= \tilde{\omega} e^{-2\theta_+^- f_I}, \\
k_{-4} &= \alpha e^{2\theta_-^- f_I}, & k_{-3} &= \omega e^{2\theta_-^- f_I}, \\
k_4 &= \alpha e^{-2\theta_-^- f_I}, & k_3 &= \omega e^{-2\theta_-^- f_I},
\end{align*}
\]

(24)

where $\alpha$, $\tilde{\alpha}$, $\omega$ and $\tilde{\omega}$ are time scales for the various transitions, and $\theta_\pm^\pm$ are the load distribution factors that encode the left/right asymmetry of the motor (inherited from the modeling in a continuous state space). These factors are arbitrary except for the constraint $\theta_0^+ + \theta_0^- + \theta_0^+ + \theta_0^+ = 2$. This constraint ensures the thermodynamic consistency of the model: the entropy production computed using edge currents and forces is equal to the entropy production computed using fundamental current and forces [3, 29]. The root matrix writes

\[
\mathbf{r}(f) = \left( \sum_{e=1}^4 r_e \right) |a\rangle \langle b| + \left( \sum_{e=1}^4 r_e \right) |b\rangle \langle a| - \left( \sum_{e=1}^4 k_e \right) |a\rangle \langle a| - \left( \sum_{e=1}^4 k_{-e} \right) |b\rangle \langle b|
\]

(25)
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in terms of the symmetrized rates \( r_e = \sqrt{k_e k_{-e}} \) that are explicitly:

\[
\begin{align*}
    r_1 &= r_{-1} = \tilde{\alpha} e^{-\epsilon/2 + (\theta_e^+ - \theta_e^-) f_1}, \\
    r_2 &= r_{-2} = \tilde{\omega} e^{-\epsilon/2 + (\theta_e^+ - \theta_e^-) f_1}, \\
    r_4 &= r_{-4} = \alpha e^{-\epsilon/2 + f_1 (\theta_e^+ - \theta_e^-) f_1}, \\
    r_3 &= r_{-3} = \omega e^{-\epsilon/2 + (\theta_e^+ - \theta_e^-) f_1}.
\end{align*}
\] (26)

We define now the cycle and exchange matrices in order to build the tilted root matrix \( \mathcal{R}(\alpha, f) \). There are four different spanning trees for the graph of this model of molecular motor since its spanning trees correspond here to just one edge. We chose as the spanning tree edge 1. Adding an edge to this spanning tree creates one cycle. We use the following cycle matrix

\[
C = \begin{pmatrix}
-1 & -1 & -1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
\] (27)

for cycles c1, c2 and c3 defined in figure 1 and corresponding to the first, second and third column of \( C \). Notice that chord orientation determines the orientation of its associated fundamental cycle. Since we assume positive edge orientation for transitions from a to b, chords are oriented in the same way from a to b and hence cycle c1 is made of edges 2 and -1, cycle c2 is made of edges 3 and -1, etc. To convert probability currents in edge space to physical currents, we need to define the edge exchange matrix whose line i (resp. ii) provides the number of consumed ATP molecule (resp. the number of steps to the right done by the motor) when the \( e \)th transition occurs, with \( e \) being the column index,

\[
\phi = \begin{pmatrix}
1 & 0 & 0 & 1 \\
-1 & -1 & 0 & 1
\end{pmatrix}.
\] (28)

Then, summing the exchanges along every edges of each fundamental cycle gives the cycle exchange matrix

\[
\hat{\phi} = \phi \cdot C = \begin{pmatrix}
-1 & -1 & 0 & 2 \\
0 & 1 & 2 & 2
\end{pmatrix}
\text{in cycle space.}
\] (29)

To define this matrix of components \( \hat{\phi}_{X,ci} \) into the space of edges instead of fundamental cycles as done in equation (13), we extend it on the left with one more column filled with zeros since edge 1 is not a chord, while edges 2, 3 and 4 are respectively the chords of cycles c1, c2 and c3:

\[
\hat{\phi} = \begin{pmatrix}
0 & -1 & -1 & 0 \\
0 & 0 & 2 & 2
\end{pmatrix}
\text{in edge space.}
\] (30)
The drift potential is defined thanks to edge 1 (the unique edge of our spanning tree) and for all edges $e = 1, 2, 3, 4$ (hence going from $a$ to $b$) we have

$$\Delta u_e = u_b - u_a = \ln \sqrt{\frac{k_1}{k_{-1}}} = -\epsilon/2 + f_1 - (\theta^+_a + \theta^-_b)f_{II}. \quad (31)$$

We emphasize that the rates of equation (24) satisfy equation (12) since

$$\ln \sqrt{\frac{k_2}{k_{-2}}} = -\epsilon/2 - (\theta^+_a + \theta^-_b)f_{II} = u_b - u_a - f_1, \quad (32)$$

$$\ln \sqrt{\frac{k_3}{k_{-3}}} = -\epsilon/2 + (2 - \theta^+_a - \theta^-_b)f_{II} = u_b - u_a - f_1 + 2f_{II}, \quad (33)$$

$$\ln \sqrt{\frac{k_4}{k_{-4}}} = -\epsilon/2 + f_I + (2 - \theta^+_a - \theta^-_b)f_{II} = u_b - u_a + 2f_{II}, \quad (34)$$

where we used $\theta^+_a + \theta^-_b + \theta^-_a + \theta^+_b = 2$ for the last two lines.

First, we illustrate equation (18) relating the spectrum of the tilted rate matrix to the spectrum of the tilted root matrix. With the cycle exchange matrix written in the edge space, the tilted root matrix reads

$$\mathcal{R}(\alpha, f) = \left(\sum_{e=1}^{4} r_e e^{\sum_{X} \alpha X \phi_{X,e}}\right) |b\rangle\langle a| + \left(\sum_{e=1}^{4} r_e e^{-\sum_{X} \alpha X \phi_{X,e}}\right) |a\rangle\langle b| - \left(\sum_{e=1}^{4} k_e\right) |a\rangle\langle a| - \left(\sum_{e=1}^{4} k_{-e}\right) |b\rangle\langle b| \quad (35)$$

whose highest eigenvalue $\Gamma_\mathcal{R} = \Gamma_\mathcal{R}(\alpha, f)$ writes in terms of its trace and determinant as

$$\Gamma_\mathcal{R} = \frac{1}{2} \left(\text{Tr} \mathcal{R} + \sqrt{[\text{Tr} \mathcal{R}]^2 - 4 \text{Det} \mathcal{R}}\right). \quad (36)$$

Similarly, tilting the rate matrix $k$ gives

$$\kappa(\alpha, f) = \left(\sum_{e=1}^{4} k_e e^{\sum_{X} \alpha X \phi_{X,e}}\right) |b\rangle\langle a| + \left(\sum_{e=1}^{4} k_e e^{-\sum_{X} \alpha X \phi_{X,e}}\right) |a\rangle\langle b| - \left(\sum_{e=1}^{4} k_e\right) |a\rangle\langle a| - \left(\sum_{e=1}^{4} k_{-e}\right) |b\rangle\langle b| \quad (37)$$

whose trace and determinant are by construction exactly the same as those of $\mathcal{R}(\alpha + f, f)$. This can be checked directly using equations (31)–(34) illustrating equation (18) for the identity of the two spectra (when translating the counting field $\alpha$ with the force $f$). Alternatively, we illustrate this relation in figure 2.

Second, we illustrate the notion of dynamical equivalence class by finding two models of molecular motor having the same SCGF for currents $j_I$ and $j_{II}$, up to a multiplicative
Figure 2. Comparison of the spectra of the tilted root matrix $\mathcal{R}$ with the one of the tilted rate matrix $\kappa$. (Left) Spectra $\Gamma_{\alpha}(\alpha_i, \alpha_{ii} = 0, f_I, f_{II} = 0)$ and $\Gamma_{\kappa}(f_I + \alpha_i, \alpha_{ii} = 0, f_I, f_{II} = 0)$ as a function of $\alpha_i$ for $f_I = -0.5, 0.5$ and $1.5$. (Right) Spectra $\Gamma_{\kappa}(\alpha_i = 0, \alpha_{ii}, f_I = 0, f_{II})$ and $\Gamma_{R}(\alpha_i = 0, \alpha_{ii}, f_{II})$ as a function of $\alpha_{ii}$ for $f_{II} = -0.5, 0.5$ and $1.5$. For both figures, we took $\alpha_i = 0.57, \tilde{\alpha} = 1.3 \times 10^{-6}, \omega = 3.5, \tilde{\omega} = 108.15, \epsilon = 10.81, \theta^+ = 0.25, \theta^- = 0.75, \theta^+_b = 0.75, \theta^-_b = 0.25$.

The modification of the load factors must be done in agreement with the thermodynamic consistency $\theta^+_a + \theta^-_b + \theta^-_a + \theta^+_b = 2$ and we chose to keep $\theta^+_a - \theta^-_a$ and $\theta^+_b - \theta^-_b$ constant. Introducing two parameters $\theta_a$ and $\theta_b$ used to move inside the dynamical equivalence class, the load factors can be set by

$$\theta^+_a = \frac{1 \pm \theta_a}{2}, \quad \theta^-_a = \frac{1 \pm \theta_b}{2} \Rightarrow \theta^+_a - \theta^-_a = \theta^+_b - \theta^-_b = \frac{\theta_a + \theta_b}{2}.$$  \hspace{1cm} (38)

Then, the escape rates from state $a$ and $b$ read, respectively

$$\sum_{e=1}^{4} k_e = e^{-\epsilon + (1+\theta_a)f_I} \left( \tilde{\alpha} e^{2f_{II}} + \tilde{\omega} e^{-2f_{II}} + \alpha e^{f_{II}} + \omega \right),$$  \hspace{1cm} (39)

$$\sum_{e=-e}^{4} k_{-e} = e^{(1+\theta_b)f_I} \left( \tilde{\alpha} + \tilde{\omega} + \alpha e^{-2f_{II}} + \omega e^{-2f_{II}} \right),$$  \hspace{1cm} (40)

while any root rate behaves as

$$r_{\pm\epsilon} \propto e^{-\epsilon/2 + f_I(\theta_a + \theta_b)/2},$$  \hspace{1cm} (41)

constant $\gamma$ relating the time scales of the two models. As we saw in section 4, this is possible if each root rate and escape rate of the two models are proportional with the same proportionality constant $\gamma$. For the molecular motor introduced above, a well-chosen modification of the load factors $(\theta^+_a, \theta^-_b)$ and energy $\epsilon$ allows us to change of dynamics, while remaining in the same dynamical equivalence class.
Dynamical equivalence classes for Markov jump processes

where the proportionality constant is independent of the load factors and of the energy. From equations (39)–(41), we notice that the change

\[ \theta_a \rightarrow \theta_a + \Delta \theta_a \] (42)
\[ \theta_b \rightarrow \theta_b + \Delta \theta_b \] (43)
\[ \epsilon \rightarrow \epsilon + f_{II}(\Delta \theta_a - \Delta \theta_b) \] (44)

produces an edgewise modification of the root dynamics by just a multiplicative factor \( \gamma = e^{\Delta \theta_b f_{II}} \). Therefore, modifying the dynamics according to equations (42)–(44) is a non-trivial displacement within a dynamical equivalence class. This modification is not trivial in the sense that it does not just multiply the transition rates of equation (24) by a constant factor.
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**Appendix A. Dynamics with same mean currents**

*Symmetric freedom*—for the sake of completeness, we review in this appendix former works on non-equilibrium equivalence class at the level of mean currents. As mentioned in the introduction, Zia and Schmittmann have shown that an *additive* and symmetric modification of the jump probabilities does not modify the stationary state probability and the probability current [17]. To see it, let us define \( p_y^{st} \) the stationary probability of state \( y \) such that \( \sum_y k_{xy} p_y^{st} = 0 \). Let us define the symmetric matrix \( h \) with off-diagonal elements \( h_{xy} \) (and diagonal elements \( h_{yy} = \sum_x h_{xy} \)), chosen such that the new rate matrix \( k'_{xy} = k_{xy} + h_{xy}/p_y^{st} \) has positive off-diagonal elements. Then, the stationary state probability for matrices \( k \) and \( k' \) are the same since

\[
\sum_y k'_{xy} p_y^{st} = \sum_y (k_{xy} + h_{xy}/p_y^{st}) p_y^{st}, \tag{A.1}
\]
\[
= \sum_y k_{xy} p_y^{st} + \sum_y h_{xy}, \tag{A.2}
\]
\[
= \sum_y h_{xy} = \sum_x h_{xy} = 0, \tag{A.3}
\]

where we used the symmetry of \( h \) and the fact that the sums of its column elements are zero. Similarly, the probability currents associated to rate matrices \( k \) and \( k' \) are the same

\[
j_{xy}^{st} = k'_{xy} p_y^{st} - k_{yx} p_x^{st}, \tag{A.4}
\]

https://doi.org/10.1088/1742-5468/ac4981
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\[ k_{xy} p_{xy}^{st} + h_{xy} - k_{yx} p_{yx}^{st} - h_{yx}, \]

(A.5)

\[ k_{xy} p_{xy}^{st} - k_{yx} p_{yx}^{st} = j_{xy}^{st}, \]

(A.6)

again by the symmetry of matrix \( h \). Therefore, if a nonequilibrium stationary state is characterized by the state probability \( p_{x}^{st} \) and all probability currents \( j_{xy}^{st} \), then the symmetric part of the rate matrix (without the diagonal) remains free (given that it is still a well-defined rate matrix). Hence, there is just as much freedom in choosing rates to reach a given nonequilibrium stationary state as for systems to reach a thermal equilibrium state (since detailed balance condition associated to equilibrium state imposes no constraint either on the symmetric part of the rate matrix). Notice that the state probability and the probability currents enable us to compute mean physical currents but no higher moments.

Waiting-times freedom—when characterizing a non-equilibrium stationary state by the probability currents only, we find one additional dynamical degree of freedom for each state in comparison with the situation above. By construction, this freedom in the rate matrix corresponds to the arbitrariness of the stationary probability \( p_{x}^{st} \). Indeed, introducing new transition rates \( k'_{xy} = k_{xy} e^{\phi_{y}} \), with \( \phi \) an arbitrary state vector, leads to the new stationary probability with components

\[ p_{x}^{st'} = p_{x}^{st} e^{-\phi_{x}} \]

(A.7)

As required, all probability currents are preserved \( k'_{xy} p_{xy}^{st'} = k_{xy} p_{xy}^{st} - k_{yx} p_{yx}^{st} \). However, the escape rates become \( \lambda'_{x} = \lambda_{x} e^{\phi_{x}} \) and we may interpret the freedom on the stationary probability as a waiting-time freedom. This interpretation is confirmed by the fact that \( \forall \, x, \, p_{x}^{st} \propto n_{x}/\lambda_{x} \), where \( n_{x} \) is the stationary probability of the embedded Markov chain (for very long trajectories, it is also the number of visit of state \( x \) divided by the total number of jumps). From this proportionality relation, we find that the stationary probability of the embedded chain is also preserved when switching from \( k \) to \( k' \)

\[ n_{x} = \frac{p_{x}^{st} \lambda_{x}}{\sum_{y} p_{y}^{st} \lambda_{y}} = \frac{p_{x}^{st'} \lambda'_{x}}{\sum_{y} p_{y}^{st'} \lambda'_{y}}. \]

(A.8)

Hence, the modification of the stationary probability of the continuous time Markov jump process only comes from the freedom on the escape rates. Interestingly, Polettini has shown that more general transformations such as \( k'_{xy} = k_{xy} v_{xy} e^{\phi_{y}} \) will not lead to \( p_{x}^{st'} = p_{x}^{st} e^{-\phi_{x}} \) excepted if \( v_{xy} \) is independent of \( x \) and \( y \) [18]. In this work, the modification of the stationary probability is referred to as a gauge freedom. However, the terminology ‘gauge freedom’ should be used for the dynamical changes inside the equivalence classes introduced in the main text.

Appendix B. Equivalence of edge-wise or cycle-wise tilting

In this appendix, we provide another point of view on the edge and cycle freedom in the counting statistics of physical currents developed in [7]. In the stationary state, the
statistics of fundamental currents is the same whether the physical quantity is counted for every transition or for transitions associated with chords only, but with weights determined by the exchanged quantity during the corresponding fundamental cycle. In our framework, this freedom comes from the possibility of relating one tilting procedure to the other one by moving inside the equivalence class.

To show this, we introduce many drift potentials \( u^\beta \) defined thanks to the many possibilities for choosing a spanning tree \( T^\beta \) labeled by \( \beta \):

\[
e^{\Delta u^\beta(\alpha)} = \sqrt{\frac{k_e(\alpha)}{k_{-e}(\alpha)}} \exp \left( - \sum_X \alpha_X \hat{\phi}^\beta_{X,e} \right)
\]  

(B.1)

with \( \hat{\phi}^\beta_{X,e} = \sum_{e'} \phi_{X,e'} C^\beta_{e',ci} \) if \( e = ci \) and 0 otherwise, and where \( C^\beta \) is the matrix of fundamental cycles associated to the spanning tree \( T^\beta \). Then, assuming \( m^\beta \) are for now arbitrary real numbers, the off-diagonal components of the tilted matrix when counting on edges can be written

\[
k_e(f) e^\sum_X \alpha_X \phi_{X,e} = k_e(f) e^\sum_X \alpha_X \hat{\phi}_{X,e} \prod_\beta \left[ \sqrt{\frac{k_e(\alpha)}{k_{-e}(\alpha)}} e^{-\sum_X \alpha_X \hat{\phi}^\beta_{X,e}} \right]^m^\beta
\]  

(B.2)

\[
= k_e(f) \left[ \frac{k_e(\alpha)}{k_{-e}(\alpha)} \right]^{m^\beta/2} e^{-\sum_\beta m^\beta \Delta u^\beta(\alpha)} \sum_\alpha \sum_{\beta} m^\beta \hat{\phi}^\beta_{X,e} \sum_X \alpha_X \left[ \phi_{X,e} - \sum_\beta m^\beta \hat{\phi}^\beta_{X,e} \right].
\]  

(B.3)

Hence, finding \( m^\beta \) such that \( \sum_X \alpha_X \left[ \phi_{X,e} - \sum_\beta m^\beta \hat{\phi}^\beta_{X,e} \right] = \sum_X \alpha_X \hat{\phi}_{X,e} \) would map the edge tilting into a chord tilting of another matrix that belongs to the equivalence class of \( k(f) \). The problem of finding \( m^\beta \) writes as a linear algebra problem

\[
\sum_X \alpha_X \left[ \phi_{X,e} - \hat{\phi}_{X,e} \right] = \sum_\beta m^\beta \left( \sum_X \alpha_X \hat{\phi}^\beta_{X,e} \right)
\]  

(B.4)

where one needs to find the inverse of matrix \( \hat{\Phi} \) with \((\beta,e)\) components equal to \( \sum_X \alpha_X \hat{\phi}^\beta_{X,e} \). The index \( \beta \) runs on the number of spanning trees. This number is 1 for a tree graph (but switching from edge to cycle counting is meaningless in this case). It is equal to the number of edges on a cycle graph. It will be higher than the number of edges involved in all the cycles for an arbitrary connected graph. Then, there is enough free parameters \( m^\beta \) to find an inverse for all edges that belongs to cycles of the graph. If matrix \( \Phi^\beta \) is singular, then one can reduce the number of free parameter \( m^\beta \) to find its inverse. In the end, using the freedom on the basis of fundamental cycles, on may bias dynamics using the chords in many different ways that, together, can produce the desired bias on each edge.

Let us notice that edges belonging to tree parts of a graph do not contribute to current statistics at all: any physical quantity exchanged while entering into such a tree part will be exchanged back when leaving this tree part. Algebraically, the exponential tilting on edges that are on the tree part of the graph disappears upon symmetrization.

https://doi.org/10.1088/1742-5468/ac4981
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of the tilted rate matrix. They just contribute to the skew symmetric part of the rate matrix and just change the particular representative in the class that is being tilted.
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