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Abstract

Recently, learned image compression methods have shown superior performance compared to the traditional hand-crafted image codecs including BPG. One of the fundamental research directions in learned image compression is to develop entropy models that accurately estimate the probability distribution of the quantized latent representation. Like other vision tasks, most of the recent learned entropy models are based on convolutional neural networks (CNNs). However, CNNs have a limitation in modeling dependencies between distant regions due to their nature of local connectivity, which can be a significant bottleneck in image compression where reducing spatial redundancy is a key point. To address this issue, we propose a novel entropy model called Information Transformer (Informer) that exploits both local and global information in a content-dependent manner using an attention mechanism. Our experiments demonstrate that Informer improves rate-distortion performance over the state-of-the-art methods on the Kodak and Tecnick datasets without the quadratic computational complexity problem.

1. Introduction

More than one trillion photos are taken every year and the number is increasing [12], leading to an ever-increasing demand for improved compression efficiency. Recently, advances in deep learning have led to significant progress in learned image compression [7, 8, 16, 25, 28, 32, 37, 41–43]. Generally, learned image compression follows a transform coding framework [21] consisting of transformation and entropy coding (see the top of Fig. 1). In this framework, an image is first transformed into a quantized latent representation that enables more effective compression than the original image. Then, the quantized latent representation is encoded to a bitstream by a standard entropy coding algorithm (e.g., arithmetic coding [40]). An entropy model, i.e., a prior probability model on the quantized latent representation, is required for the entropy coding algorithm. Deep neural networks are employed for the transformation and entropy model in this framework [7, 8, 16, 28, 32, 37, 41], where both are learned in an end-to-end manner to fully utilize the strong capability of deep neural networks [24]. Since the length of the bitstream relies on the entropy model, designing an accurate entropy model is important for compression efficiency, which is our main focus in this paper. The goal of entropy models is to estimate a joint probability distribution over the elements of the quantized latent representation. A simple way to do this is to assume complete independence among the elements [7]. However, this approach yields limited compression efficiency [8]. Thus, how to model the dependencies between the elements of the quantized latent representation has been an important issue in learned image compression [8, 28, 32, 37]. It is popular to extract additional features, called “hyperprior” or “hierarchical prior”, capturing the dependencies from the latent representation using convolutional neural networks (CNNs). This approach has contributed to learning accurate entropy models, making learned image compression methods outperform hand-crafted image codes such as BPG [10]. However, despite the significant progress, CNN-based entropy models still have limitations in capturing the dependencies due to the nature of CNNs. First, existing entropy models do not make full use of global information due to the local receptive field of CNNs. This issue can be critical in modeling long-range dependencies. For exam-
ple, in the case of Fig. 1, the CNN-based approach cannot capture well the red windows that repeatedly appear across the whole image due to the localized receptive field. Second, the receptive fields of previous entropy models cannot exclude nearby elements with different contents due to the content-independent property of convolution operations [34]. In other words, no matter how different the contents of two elements are, they are processed within the same receptive field if they are located nearby. In Fig. 1, although the red window and the bricks have quite different contents, both are used simultaneously in the process of capturing dependencies. These issues can limit the performance of learned entropy models.

To overcome these issues, we propose a novel entropy model, called Information Transformer (Informer), that captures both global and local dependencies in a content-dependent manner using the attention mechanism of Transformer [44] (Fig. 1). In contrast to convolution operations, the attention mechanism has known to be effective in modeling long-range dependencies in a content-dependent manner [34]. Based on the joint autoregressive and hierarchical priors [32], which is the basis of the latest entropy models [16, 37], we introduce two novel hyperpriors, i.e., a global hyperprior and a local hyperprior. To model global dependencies of the quantized latent representation, our Informer first extracts a global hyperprior consisting of different vectors that attend to different areas of an image by using the cross-attention mechanism [4, 14, 30]. Furthermore, our Informer extracts a local hyperprior specialized for local information by using $1 \times 1$ convolutional layers. Our local hyperprior prevents the global hyperprior from utilizing only local information and thus allows our Informer to consider local and global information effectively.

Compared to the baseline model [32], Informer improves the rate–distortion performance of learned image compression methods on the popular Kodak [27] and Tecnick [2] datasets. In addition, Informer achieves better performance than the recently proposed global reference model [37] aiming at capturing global dependencies; Informer not only yields higher rate–distortion performance but also avoids the quadratic computational complexity problem of the global reference model [37]. Our main contributions can be summarized as follows:

- We propose joint global and local hyperpriors that effectively model two different types of dependencies between the elements of the quantized latent representation using the attention mechanism.
- We demonstrate that our Informer with the joint global and local hyperpriors improves rate–distortion performance of learned image compression while addressing the quadratic computational complexity problem.

2. Related work

Learned nonlinear transforms. One of the keys to the success of learned image compression is that deep neural networks effectively model nonlinear transforms suitable for image compression, while traditional image codecs mostly assume linear transforms due to the difficulty of hand-engineering nonlinear transforms for high-dimensional data like images [5]. Since Ballé et al. [6] proposed the generalized divisive normalization (GDN) layer that is effective for modeling nonlinear transforms, CNNs with the GDN layers have been widely used in later methods [7, 8, 28, 32]. Recently, some learned image compression methods have been proposed using deep residual networks with small kernels (i.e., $3 \times 3$) [15], an attention module [16], invertible neural networks [48], and an attentional multi-scale back-projection module [20].

Attention mechanisms. The attention mechanism [44] is one of the most successful methods to handle global information in deep neural networks. It demonstrates notable performance in the language domain through the Transformer architecture [44]. Some researches [46, 47] tried to utilize the powerful performance of the attention mechanism in the computer vision domain. Recently, Vision Transformer [18] achieves state-of-the-art accuracy on image classification tasks. Many studies have been conducted to use and improve Vision Transformer in diverse vision tasks such as image classification [18, 23], object detection [13, 29], and semantic segmentation [29, 50]. Since Transformer has a strong ability to model long-range dependencies regardless of their distance in the pixel domain [39], which existing learned entropy models do not have, we propose a novel Transformer-based learned entropy model.

3. Joint global and local hyperpriors

3.1. Learned image compression

Given the input image $x$, most learned image compression models [8, 16, 32] aim to jointly minimize the expected length of the bitstream (i.e., rate) and the expected distortion of the decoded image with respect to $x$:

$$
\min_{\hat{y}} \mathbb{E}_{x \sim p_x} [\log_2 p_{\hat{y}}(\hat{y}(x))] + \lambda \cdot \mathbb{E}_{x \sim p_x} [d(x, \hat{y}(\hat{y}(x)))]
$$

\[ \lambda \] is the Lagrange multiplier controlling the trade-off between rate and distortion. $f_a(\cdot)$, $\cdot$, and $f_s(\cdot)$ represent an encoder, a quantizer, and a decoder, respectively. $\hat{y}$ is the quantized latent representation, i.e., $\hat{y} = f_a(x)$. $p_x$ is the distribution of training images, and $p_{\hat{y}}$ is the learned entropy model. When an entropy coding proceeds under the learned entropy model $p_{\hat{y}}$, the smallest rate is the cross-entropy between the actual distribution of the quantized latent representation and the learned entropy model $p_{\hat{y}}$, which is thus
3.2. Learned entropy models

The entropy models seek to estimate a joint probability distribution over the elements of the quantized latent representation $\hat{y}$. Note that the rate term in Eq. (1) is minimized when the learned entropy model $p_\theta$ perfectly matches the actual distribution. A simple approach to model the distribution of $\hat{y}$ is to assume that all elements are statistically independent and to learn a fixed entropy model, i.e., fully factorized model [7, 41]. Despite its simplicity, this approach does not model the remaining dependencies in $\hat{y}$, and thus cannot achieve optimal performance [8].

To address this limitation, advanced methods [8, 28, 32] propose conditional entropy models where the elements are assumed to follow conditionally independent parametric probability models, and the distribution parameters are adapted by utilizing the remaining dependencies. They can be divided into two directions: what parametric models to be used [8, 16, 17, 32] and how to model dependencies [8, 28, 32, 37]. The former direction includes zero-mean Gaussian [8], Gaussian [32], Gaussian mixture [16], and asymmetric Gaussian [17]. Among them, we employ the widely used one, i.e., Gaussian [32]. Specifically, we use a Gaussian distribution convolved with a unit uniform distribution following the previous works [8, 32]:

$$p_\theta(\hat{y}) = \prod_i \mathcal{N}(\mu_i, \sigma_i^2) \ast \mathcal{U}(-\frac{1}{2}, \frac{1}{2})(\hat{y}_i),$$

where $\mu_i$ and $\sigma_i$ are the mean and scale parameters for each element $\hat{y}_i$, respectively.

The main focus of this study is on the latter direction, i.e., accurate modeling of dependencies. Existing methods model local dependencies in two different ways. First, Ballé et al. [8] capture the local dependencies by extracting side information that is encoded additionally, which is called a hyperprior. The operational diagram of this approach is explained in Fig. 2a, where the hyperprior model $(h_a)$ extracts and utilizes the hyperprior $\hat{z}$ for predicting the distribution parameter $\sigma$. Since additional information is encoded, the rate term in Eq. (1) is extended as follows:

$$\mathbb{E}_{x \sim p_x} \left[ -\log_2 p_\theta(\hat{y}) - \log_2 p_{\hat{z}}(\hat{z}) \right].$$

where $p_{\hat{z}}$ is the learned entropy model for the hyperprior $\hat{z}$ and designed by using the non-parametric fully factorized entropy model [7].

Another approach of modeling local dependencies is to utilize previously decoded adjacent elements (i.e., a context prior [28, 32]). While the hyperprior requires additional bits, the context prior is bit-free. Since Minnen et al. [32] and Lee et al. [28] demonstrated that the two kinds of priors are complementary, they have been typically used jointly in
literature [16, 17, 20] (Fig. 2b). The outputs of the context model and the hyperprior model \( h_a \) and \( h_s \) are used together for predicting the distribution parameters \( \mu \) and \( \sigma \).

While the above approaches focus on modeling the local dependencies, Qian et al. [37] propose a global reference model that captures long-range dependencies. This utilizes the most relevant previously decoded element for estimating distribution parameters of the current element. As shown in Fig. 2c, Qian et al. [37] use the global reference model \( r \) combined with the joint context and hyperprior model [32].

Motivation of Informer. Although utilizing the global dependencies is an innovative direction, the global reference model [37] does not fully exploit global information because only a single element among previously decoded ones is used. To improve the utilization of global information, we introduce a global hyperprior \( \hat{z}_g \) based on the attention mechanism [44] as shown in Figs. 2d and 3.

In addition, the global reference model [37] has an issue that the computational complexity increases quadratically with respect to the given image size. This is because in its self-attention-like mechanism, the most similar element to the current one is searched among all the previously decoded elements of the quantized latent representation. In order to avoid such an issue, in our global hyperprior modeling, we design an attention mechanism with a fixed number of query regardless of the image size. Learnable parameters of a fixed size called global tokens \( u \) are used as query.

3.3. Decomposition of hyperpriors

Extending the joint autoregressive and hierarchical priors [32], our entropy model, Informer, introduces two novel hyperpriors: a global hyperprior \( \hat{z}_g \) and a local hyperprior \( \hat{z}_l \). Fig. 3 shows a high-level overview of our hyperpriors in comparison with the existing hyperprior [8]. The hyperprior \( \hat{z} \) in the existing method reduces the spatial resolution of the latent representation \( y \) while retaining the number of channels. Due to the localized operations in CNNs, it uses limited local information containing only spatially adjacent elements.

We decompose the role of the hyperprior into two parts: local and global, as shown in Fig. 3. First, the global hyperprior \( \hat{z}_g \) consists of vectors having no spatial information. Note that \( \hat{z}_g \) is not limited to the local area, thus can handle the whole image area when modeling dependencies. In particular, the global dependencies are modeled in a content-dependent manner by using the attention mechanism [44]. Second, the local hyperprior \( \hat{z}_l \) models inter-channel dependencies in each spatial location to complement the lack of spatial components in \( \hat{z}_g \). It maintains the spatial resolution of the latent representation \( y \) while reducing the channel dimension. To extract and utilize the hyperpriors, we build Global Hyperprior Model (i.e., Global Hyper Encoder \( g_a \) and Global Hyper Decoder \( g_s \)) and Local Hyperprior Model (i.e., Local Hyper Encoder \( l_a \) and Local Hyper Decoder \( l_s \)) as shown in Fig. 2d.

3.4. Modeling of hyperpriors

Global hyperprior. Given the input latent representation \( y \in \mathbb{R}^{N \times H \times W \times C} \), where \( H, W, \) and \( C \) are the height, width, and the number of channels, respectively, the process of extracting the global hyperprior \( \hat{z}_g \) is illustrated in Global Hyper Encoder in Fig. 4. We define fixed-size global tokens \( u \in \mathbb{R}^{N \times C} \) as query of the multi-head attention layer of Global Hyper Encoder. \( N \) is a predefined parameter, which is fixed to eight in our final models. Note that the global tokens are learnable parameters that are determined through end-to-end training like other network parameters. With the multi-head attention block \( \text{MSA}(q, k, v) \), the MLP block \( \text{MLP}_1(\cdot) \), and the last MLP layer \( \text{MLP}_2(\cdot) \), the formulation of our Global Hyper Encoder is as follows:

\[
\begin{align*}
\hat{u}' &= \text{MSA}(u, y, y), \\
\hat{z}_g &= \text{MLP}_2(\text{MLP}_1(\hat{u}')),
\end{align*}
\]

where the normalization layers [3] are omitted for simplicity. \( \text{MLP}_1(\cdot) \) and \( \text{MLP}_2(\cdot) \) extract \( z_g \in \mathbb{R}^{N \times \hat{z}} \) for further modeling of inter-channel dependencies. After the
quantization operation $\lfloor \cdot \rfloor$, the global hyperprior $\hat{z}_g$ is obtained. Global Hyper Decoder, which is one linear layer, receives the global hyper prior $\hat{z}_g$ as the input, and generates $\psi_g \in \mathbb{R}^{N \times C}$.

**Local hyperprior.** In order to model inter-channel dependencies at each spatial location, we design Local Hyperprior Model by stacking $1 \times 1$ convolutional layers with the leaky ReLU activation [31], which is shown in the right part of Fig. 4. From the input $y$, Local Hyper Encoder extracts the local hyperprior $\hat{z}_l \in \mathbb{R}^{H \times W \times C}$, Local Hyper Decoder utilizes $\hat{z}_l$ and yields its output $\psi_l \in \mathbb{R}^{H \times W \times 2C}$.

### 3.5. Prediction of distribution parameters

As shown in Fig. 2d, we also employ Context Model $c$ that uses the previously decoded elements $\hat{y}_{<i}$. We adopt the same structure as in Minnen et al. [32], i.e., one $5 \times 5$ masked convolutional layer. For predicting the distribution parameters, i.e., mean $\mu \in \mathbb{R}^{H \times W \times 2C}$ and scale $\sigma \in \mathbb{R}^{H \times W \times 2C}$, we combine the outputs from Context Model, Local Hyperprior Model, and Global Hyperprior Model. Since the output of Global Hyperprior Model $\psi_g \in \mathbb{R}^{N \times 2C}$ does not have the spatial dimension, conventional feature combining methods such as concatenation or element-wise addition is inapplicable. Therefore, we propose a new Parameter Model with a multi-head attention-based combining method, which is shown in Fig. 5. The outputs of Context Model and Global Hyperprior Model ($\phi$ and $\psi_g$, respectively) are combined by using the multi-head attention block. In this block, $\phi$ is used as query, and $\psi_g$ is used as both key and value. After the multi-head attention block and following MLP block, the result is concatenated with the output of Local Hyperprior Model $\psi_l$ and the distribution parameters $\mu$ and $\sigma$ are generated via three $1 \times 1$ convolutional layers. The leaky ReLU activation functions are used after the first two $1 \times 1$ convolutional layers, which are omitted in Fig. 5 for simplicity. The formulation of Parameter Model is as follows:

$$\{\mu, \sigma\} = pm(\phi, \psi_g, \psi_l)$$

with $\phi = c(\hat{y}_{<i})$, $\psi_g = gh(y)$, and $\psi_l = lh(y)$, \hspace{1cm} (5)

where $pm(\cdot)$, $c(\cdot)$, $gh(\cdot)$, and $lh(\cdot)$ represent Parameter Model, Context Model, Global Hyperprior Model, and Local Hyperprior Model, respectively.

All the trainable models are learned using Eq. (1) with extending the rate term for the joint rate–distortion optimization to consider our hyperpriors $\hat{z}_l$ and $\hat{z}_g$:

$$\mathbb{E}_{x \sim p_x} \left[- \log_2 p_g(\hat{y}) - \log_2 p_{\hat{z}_l}(\hat{z}_l) - \log_2 p_{\hat{z}_g}(\hat{z}_g) \right],$$

\hspace{1cm} (6)

### 4. Experiments

All experiments are conducted on a PyTorch [36] based open-source library: CompressAI platform [9], which has recently been introduced for developing and evaluating learning-based image codecs.

**Training.** Our models are trained with various configurations of the Lagrange multiplier $\lambda$ and the distortion metric $d(\cdot, \cdot)$. We use MSE and $(1 - \text{MS-SSIM})$ for $d(\cdot, \cdot)$, and set $\lambda \in \{0.0018, 0.0035, 0.0067, 0.0130, 0.0250, 0.0483\}$ for MSE and $\lambda \in \{2.40, 4.58, 8.73, 16.64, 31.73, 60.50\}$ for MS-SSIM; thus, a total of 12 final models are obtained. We use the training images of the Triplet dataset, which is a subset of Vimeo-90K [49]. We use a batch size of 8 with 256×256 patches randomly cropped from the training images. All models are trained using the Adam optimizer [26] for 250 epochs. The learning rate starts at $10^{-4}$ and decreases to one-third at the 150th, 180th, 210th, and 240th epochs. For the MS-SSIM-optimized models, we finetune the MSE-optimized models with a learning rate of $10^{-5}$.

**Evaluation.** We evaluate our method on the Kodak [27] and Tecnick [2] datasets, which are commonly used for benchmarking learned image compression methods. The Kodak dataset consists of 24 images with a resolution of 768×512 pixels. The Tecnick dataset includes 100 images with a resolution of 1200×1200 pixels. At the encoding stage, we use the asymmetric numeral systems [19] for the entropy coding. To evaluate rate–distortion performance, we use the bits per pixel (bpp) and either the peak signal-to-noise ratio (PSNR) or MS-SSIM depending on the distortion metric $d(\cdot, \cdot)$. MS-SSIM is converted into decibels, i.e., $-10 \log_{10} (1 - \text{MS-SSIM})$ [8].

#### 4.1. Performance comparison

**Comparison with other entropy models.** To show the effectiveness of Informer, we compare its rate–distortion performance with that of the state-of-the-art image compression methods [28, 32, 37] in which the transformation
Table 1. Comparison of complexity of different entropy models at various image sizes. Each value means GFLOPs of each entropy model when the image having the corresponding resolution is used for entropy modeling. Note that we use the values in the original paper for global reference [37], since the official code is not released yet.

| Method                                | 320×240 | 480×360 | 640×480 | 768×512 | 1280×720 | 1920×1080 | 4096×2304 |
|---------------------------------------|---------|---------|---------|---------|----------|-----------|-----------|
| Context+Hyperprior [32]               | 2.73    | 6.14    | 10.91   | 13.96   | 32.73    | 73.64     | 335.13    |
| Context+Hyperprior+Global Reference [37] | 9.98    | 22.85   | 41.59   | 54.03   | 138.04   | 366.57    | 3296.99   |
| Informer (ours)                       | 2.69    | 6.04    | 10.73   | 13.73   | 32.15    | 72.34     | 329.17    |

Fig. 6 shows the relative rate savings compared to BPG [10] at different quality levels. Note that these graphs are generalized versions of the popular Bjøntegaard Delta (BD) chart [11] used for evaluation of image compression. As shown in Figs. 6a and b, our MSE-optimized models show significant rate savings over BPG, ranging from 11.84% to 19.27%. Compared to the baseline entropy model, i.e., “Context+Hyperprior (Minnen, 2018) [32]”, Informer significantly improves rate savings across all PSNR levels on both datasets. This shows that our global and local hyperpriors improve the accuracy of the learned entropy model. Even compared to the entropy model aiming at modeling global dependencies, i.e., “Context+Hyperprior+Global Reference (Qian, 2021) [37]”, Informer shows superiority across all PSNR levels on Kodak [27] with performance gaps from 1.74% up to 2.60%.

These results demonstrate the effectiveness of Informer’s capability to model joint global and local dependencies. Furthermore, when optimized with MS-SSIM (Fig. 6c), Informer outperforms all the other models on Kodak [27], which achieves rate savings by large margins up to 54.32%.

Complexity. We evaluate the performance of our Informer in terms of computational efficiency. For this, we measure the number of floating-point operations (FLOPs) required for various image sizes. Tab. 1 shows GFLOPs for our Informer and other entropy models [32, 37]. Informer shows the best performance across all image sizes. In particular, Informer does not suffer from the quadratic computational complexity problem that the “Context+Hyperprior+Global Reference [37]” model has. In other words, as the image resolution increases, GFLOPs of “Context+Hyperprior+Global Reference [37]” increases quadratically, being 10 times larger at the resolution of 4096×2304 than at the resolution of 1920×1080, while the complexity of Informer has a near-linear scale.

Qualitative performance. We compare visual quality of our decoded images with those of other traditional image codecs on the Kodak dataset [27]. For the image codecs, we employ JPEG [45] and BPG [10]. For a fair comparison, we encode the images under compression settings for as similar bpp values as possible. Fig. 7 shows that our method produces clear patterns (red boxes) and does not lose details (yellow boxes) compared to the other results.
Figure 7. Visual comparison of the decoded images by our methods and the other image codecs on “Kodim23” from Kodak [27].

Figure 8. Ablation studies of our method under different compression efficiency. (a) \(\lambda = 0.0067\) and (b) \(\lambda = 0.0483\).

4.2. Model analysis

In this section, we perform further analysis of our Informer. We utilize additional models trained using MSE for \(d(\cdot, \cdot)\) in two different bpp regions using \(\lambda = 0.0067\) and \(\lambda = 0.0483\), respectively.

Ablation study. To evaluate the contribution of the proposed hyperpriors in Informer, we conduct ablation studies. The rate–distortion performance with or without each hyperprior is shown in Fig. 8. It is shown that the original Informer shows the best results regardless of the bpp region. Introducing our global hyperprior leads to significant improvement compared to the entropy model using only the context prior (i.e., “Ours w/o Global & Local”), while our local hyperprior seems to be more helpful when combined with our global hyperprior than when used alone.

Analysis of decomposition. To validate the effectiveness of our approach to decomposing hyperpriors, we compare two different decomposition methods in Fig. 9: Informer (“Context+Local+Global”) and the existing hyperprior with our global hyperprior (“Context+Hyperprior+Global”). As a reference, we also provide the results of the existing context and hyperprior model [32] (“Context+Hyperprior”), which uses a single hyperprior without decomposition. We observe that Informer is better than the others for both bpp regions. The “Context+Hyperprior+Global” method shows even similar or slightly worse rate–distortion performance than the baseline (“Context+Hyperprior”) in the higher bpp region. We conjecture that this is due to the overlap in the roles of the existing hyperprior and our global hyperprior. The hyperprior-based approach requires additional bits to be encoded, and thus redundant roles can be an obstacle for improving performance due to excessive increase of bit usage, which implies that elaborate modeling of hyperpriors is important.

Analysis of combining methods. In Fig. 9, Informer using a variant of Parameter Model, denoted as “Context+Local+Global (L)”, is also evaluated, which combines the inputs to Parameter Model in a different way. More specifically, the local hyperprior \(\psi_l\) is used as query for the attention layer, and the context model \(\phi\) is concatenated after the MLP block. Our method shows better performance than this variant. In other words, it is more effective to combine the context prior with the global hyperprior when predicting the distribution parameters.

Analysis of attention. Fig. 10 visualizes example attention maps of our Global Hyper Encoder, which show where the corresponding global tokens pay attention to for capturing global dependencies. The results show that the global tokens successfully capture global information over the whole...
Figure 10. Visualization of the attention map used by the attention mechanism of the proposed Global Hyper Encoder. Two sample images from Kodak [27] are used, and two attention maps corresponding to two example global tokens are shown.

Figure 11. Model analysis with respect to the number of global tokens $N$, which is indicated by the number in parentheses. (a) $\lambda = 0.0067$ and (b) $\lambda = 0.0483$.

Image and different global tokens utilize different image regions in a content-dependent manner. In addition, we examine the effect of the number of global tokens on performance in Fig. 11. We observe that using four global tokens (“Ours (4)”) yields the best performance at the lower bpp region, while the best performance at the lower bpp region is obtained using eight global tokens (“Ours (8)”). This is probably due to the different degrees of remaining dependencies between the quantized latent representation $\hat{y}$. In other words, a large number of global tokens is effective to capture detailed dependencies for the higher bpp region.

4.3. Global hyperprior vs. global context prior

To examine whether the superior performance of Informer originates from the strong capability of the attention mechanism-based structure or introduction of the joint global and local hyperpriors, we evaluate another entropy model aiming at capturing global dependencies. Building on the context and hyperprior entropy model [32] as in Informer, we newly design Global Context Model using the masked multi-head self-attention mechanism [44]. As shown in Fig. 12a, Global Context Model receives the output of Context Model $\phi$ and updates it by attending the previously decoded elements. Through the process of the attention mechanism, Global Context Model considers multiple references, and thus it can be seen as a generalized version of the global reference model [37] utilizing only the most relevant reference. Tab. 2 shows that Informer is superior to the method using Global Context Model. We argue that introducing the self-attention mechanism is not a silver bullet for image compression, but careful design consideration should be accompanied with it.

| $\lambda$ | Method             | Rate (bpp) | PSNR (dB) |
|---------|--------------------|------------|-----------|
| 0.0067  | Informer           | 0.2763     | 31.3254   |
|         | Global context     | 0.2842     | 31.2947   |
| 0.0483  | Informer           | 0.8514     | 36.9739   |
|         | Global context     | 0.8718     | 36.9134   |

Table 2. Comparison of the different methods of introducing global vision to learned image compression. The “Global context” model introduces global vision to Context Model using the masked self-attention mechanism. The results are obtained at 160 epochs.

5. Conclusion

We proposed a novel entropy model (Informer) for learned image compression. Based on the previous joint autoregressive and hierarchical priors [32], we proposed two different hyperpriors for modeling remaining dependencies in the quantized latent representation, one for global dependencies, and the other for local dependencies. We showed that Informer outperforms existing entropy models in terms of rate–distortion performance with computational efficiency. Beyond the existing CNN-based localized dependency modeling methods, Informer presents a completely new approach that effectively utilizes both global and local information in a content-dependent manner using the attention mechanism.

6. Limitation

Informer cannot be parallelized in its decoding process, which is due to the inherent limitation of the autoregressive prior that utilizes only previously decoded elements. We expect that this problem can be addressed by combining our approach with the channel-wise autoregressive model [33] or bidirectional context model [22].
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Supplementary Material

A. Effectiveness of Informer

In our main paper, we evaluated our entropy model (Informer) with the encoder-decoder structure in Minnen et al. [32]. Additionally, in this supplementary material, we evaluate Informer with another encoder-decoder structure in Cheng et al. [16], which consists of residual blocks and attention modules. For the baseline entropy model [32], we use the result values reported in the CompressAI Github page\(^1\).

As shown in Fig. A.1, Informer shows superiority across all PSNR levels on Kodak [27] with performance gaps from 3.03% up to 5.25%. From this result, we observe that our proposed Informer effectively models remaining dependencies in the quantized latent representation regardless of the encoder-decoder structure.

![Figure A.1](https://github.com/InterDigitalInc/CompressAI/blob/master/results/kodak/compressai-cheng2020-attn_mse_cuda.json)

Figure A.1. Performance of different image compression methods. Each curve means the rate savings (%) relative to BPG [10] at different PSNR levels. Larger values mean better performance. The results of the MSE-optimized methods are averaged over Kodak [27].

\(^1\)https://github.com/InterDigitalInc/CompressAI/blob/master/results/kodak/compressai-cheng2020-attn_mse_cuda.json
B. More implementation details

We illustrate the overall diagram of the learned image compression method with Informer in Fig. B.1. In addition, architectural details of Informer are summarized in Tab. B.1.

Figure B.1. Overall diagram of the learned image compression method with the proposed entropy model, Informer. The white blocks are data tensors, the blue blocks are learned models, the red blocks are entropy coding, and the gray circles are quantization operations. Informer can be combined with any transformation part (consisting of an encoder \( f_a \) and a decoder \( f_s \)). Informer jointly optimizes Context Model (capturing dependencies in the previously decoded local context \( \hat{y}_{<i} \)), Local Hyperprior Model (capturing inter-channel dependencies at each spatial location), Global Hyperprior Model (capturing global dependencies across the whole image region), and Parameter Model (predicting the distribution parameters \( \mu \) and \( \sigma \)). By utilizing the predicted \( \mu \) and \( \sigma \) by Informer, the quantized latent representation \( \hat{y} \) is encoded into a bitstream using an entropy encoder (EC) and the bitstream is decoded by an entropy decoder (ED). In addition to \( \hat{y} \), the proposed local hyperprior \( \hat{z}_l \) and global hyperprior \( \hat{z}_g \) are also encoded using entropy coding. For this, we employ the factorized entropy model [8], where all elements of \( \hat{z}_l \) with the same channel index are assumed to follow the same distribution and all elements of \( \hat{z}_g \) are assumed to follow different distributions.

| Context Model | Local Hyper Encoder | Local Hyper Decoder | Global Hyper Encoder | Global Hyper Decoder | Parameter Model (1) | Parameter Model (2) |
|---------------|---------------------|---------------------|----------------------|----------------------|---------------------|---------------------|
| Masked: 5×5 c384 s1 | Conv: 1×1 c48 s1 | Conv: 1×1 c98 s1 | MHA: c192 h4 | Conv: 1×1 c384 s1 | MHA: c384 h8 | Conv: 1×1 c640 s1 |
|                | Leaky ReLU          | Leaky ReLU          | Linear: c768        | Linear: c192        | Linear: c51536      | Leaky ReLU          |
|                | Conv: 1×1 c12 s1    | Conv: 1×1 c384 s1  | GELU                 | Conv: 1×1 c384 s1   | Linear: c384        | Conv: 1×1 c512 s1   |

Table B.1. Architectural details of Informer when \( C = 192 \) and \( N = 8 \). Convolutional layers are represented by the “Conv” prefix followed by the kernel size, number of channels and stride (e.g., the first layer of the local hyper encoder uses 1×1 kernels with 48 channels and a stride of one). The “Masked” prefix means the masked convolutional layer as in [35]. The “MHA” prefix means the multi-head attention blocks as in [18], followed by the number of channels and the number of heads. The “Linear” prefix means the linear layers followed by the number of channels.
C. Rate–distortion curves

Fig. C.1 shows rate–distortion curves corresponding to Fig. 6 in the main paper. For traditional methods, we use JPEG [45], JPEG2000 [38], and BPG [10]. For learned methods, we use those of Minnen et al. [32], Lee et al. [28], and Qian et al. [37].

Figure C.1. Rate–distortion curves. Top: MSE-optimized models on Kodak [27]. Middle: MSE-optimized models on Tecnick [2]. Bottom: MS-SSIM-optimized models on Kodak [27].
D. More qualitative results

Figs. D.1 to D.5 show qualitative performance comparison between our method and other traditional image codecs. As in the main paper, for fair comparisons, we encode the images under compression settings for as similar bpp values as possible. Overall, our methods exhibit better qualitative performance by restoring images more clearly, not reconstructing wrong content that does not exist in the original image, and producing patterns more similar to those of the original image.

Figure D.1. Visual comparison of the decoded images by our methods and the other image codecs on “Kodim03” from Kodak [27].

Figure D.2. Visual comparison of the decoded images by our methods and the other image codecs on “Kodim15” from Kodak [27].
Figure D.3. Visual comparison of the decoded images by our methods and the other image codecs on “Kodim04” from Kodak [27].

Figure D.4. Visual comparison of the decoded images by our methods and the other image codecs on “Kodim09” from Kodak [27].

Figure D.5. Visual comparison of the decoded images by our methods and the other image codecs on “Kodim17” from Kodak [27].