Applying machine learning to determine impact parameter in nuclear physics experiments
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Machine Learning (ML) algorithms have been demonstrated to be capable of predicting impact parameter in heavy-ion collisions from transport model simulation events with perfect detector response. We extend the scope of ML application to experimental data by incorporating realistic detector response of the SRIIT Time Projection Chamber into the heavy-ion simulation events generated from the UrQMD model to resemble experimental data. At 3 fm, the predicted impact parameter is 2.8 fm if simulation events with perfect detector is used for training and testing; 2.4 fm if detector response is included in the training and testing, and 5.8 fm if ML algorithms trained with perfect detector is applied to testing data that has included detector response. The last result is not acceptable illustrating the importance of including the detector response in developing the ML training algorithm. We also test the model dependence by applying the algorithms trained on UrQMD model to simulated events from four different transport models as well as using different input parameters on UrQMD model. Using data from Sn+Sn collisions at E/A=270 MeV, the ML determined impact parameters agree well with the experimentally determined impact parameter without being programmed to explicitly look for a particular pattern, such as matching certain characteristic strokes or applying certain transformations. Once trained, the algorithm should be able to predict the underlying character from an image of a character outside of the training set.

Increasingly, ML has been applied to science. After all, science is to discover the fundamental physics from regular patterns in nature such as the motion of the planets and constellation of the stars. One is also hopeful that ML will spot the high dimensional correlations in nature not perceived by human due to our physical and intellectual limitations.

Nuclear collision experiments designed to study the bulk properties of nuclear matter depends on the initial proximity of the projectile and target. For example, one uses head-on collisions to study fusion but peripheral collisions to study elastic scattering. Thus the determination of the centrality of a collision, quantified by impact parameter (b) which is defined as the closest distance between a target and a projectile, is central to extract physics insights from the experimental results. This is especially the case in the study of the nuclear equation of state using heavy-ion collisions [3] which are of interest not only in understanding the existence of nuclei but also in understanding the properties of neutron stars. Depending on the energy and impact parameters, the density and temperature of the nuclear matter created in the fleeting moment when the projectile and target overlap can differ by orders of magnitude.

Machine Learning algorithms have long demonstrated
Due to its complexity and corrections needed to apply to or trigger detectors are used to veto out peripheral events. Selectively enhance the central collision events, auxiliary construction, operation and performance of the TPC as well as the complicated data analysis techniques have been published in several papers \[4, 12–19\]. In order to describe here how the impact parameters are determined experimentally using the number of charged particle detected in an event, referred to as multiplicity, \(M\); an observable that the TPC is especially efficient in detecting. \(M\) is monotonically proportional to \(b\) assuming geometric cross-section \(d\sigma = 2\pi b dB\) using the following formula \[20\],

\[
b(M_C) = b_{\text{max}} \frac{N_{M \geq M_C}}{N_{\text{total}}},
\]

where, \(N_{M \geq M_C}\) is the number of observed events with \(M \geq M_C\), \(N_{\text{total}}\) is the total number of observed events, and \(b_{\text{max}}\) is the maximum impact parameter which can be determined by measuring the reaction cross-section with the trigger bias. One can generalize this method to other observables as long as the observable is monotonically proportion to \(b\). For clarity, this method will be referred to as Multiplicity in all the figures and text below.

**SằngRIT Time Projection Chamber**

In simulations, particles are emitted at all angles with all energies. However, in experiments, there are physical limitations due to the placements of detectors and the design of the experimental setup which is generally optimized for specific goals of the experiment to detect certain particles of interest. For example, a complete \(4\pi\) geometrical coverage is impossible, because detectors cannot be placed in space without mechanical support which would block some of the phase space. Both the detector and the electronics that process the detector signals have a limited dynamic range so only certain particles with a limited energy range are measured. Depending on the gain and signal to noise requirements, the lightest or the heaviest particles could be excluded from detection or not optimally detected \[12\]. Such detector limitations must be taken into account in the training of data using the machine learning algorithm.

The data discussed in this paper has been acquired by the SăngRIT collaboration. The main detector in the experiment is the SAMURAI-pion-Reconstruction and Ion-Tracker (SăngRIT) Time Projection Chamber (TPC) which is a large rectangular gas detector designed to study the nuclear equation of state around twice the normal nuclear matter density \(\rho_0 \approx 2.6 \times 10^{14} \text{g cm}^{-3}\) or 0.16 fm\(^{-3}\). In a recent experiment, a radioactive \(^{132}\text{Sn}\) beam accelerated to 270 AMeV is impinged on an isotopically enriched \(^{124}\text{Sn}\) targets to create a neutron-rich system to study the properties of neutron stars and dynamics of nuclear collisions. A high-density region, up to \(2\rho_0\), can be created in the central collisions of heavy nuclei. The properties of this dense region are deduced by studying the emitted particles detected by the SăngRIT TPC installed inside the SAMURAI magnet. The design, construction, operation and performance of the TPC as well as the complicated data analysis techniques have been published in several papers \[3, 12\]. In order to selectively enhance the central collision events, auxiliary or trigger detectors are used to veto out peripheral events. Due to its complexity and corrections needed to apply to the raw data, the data acquired by the SăngRIT experiment is ideal to study the effect of the detector response in machine learning.

For comparison with the machine learning results, we describe here how the impact parameters are determined experimentally using the number of charged particle detected in an event, referred to as multiplicity, \(M\); an observable that the TPC is especially efficient in detecting. \(M\) is monotonically proportional to \(b\) assuming geometric cross-section \(d\sigma = 2\pi b dB\) using the following formula \[20\],

\[
b(M_C) = b_{\text{max}} \frac{N_{M \geq M_C}}{N_{\text{total}}},
\]

where, \(N_{M \geq M_C}\) is the number of observed events with \(M \geq M_C\), \(N_{\text{total}}\) is the total number of observed events, and \(b_{\text{max}}\) is the maximum impact parameter which can be determined by measuring the reaction cross-section with the trigger bias. One can generalize this method to other observables as long as the observable is monotonically proportion to \(b\). For clarity, this method will be referred to as Multiplicity in all the figures and text below.

**MACHINE LEARNING ALGORITHMS**

The impact parameter determination is a regression problem that can be solved by machine learning once training data is obtained. Based on the detailed study in the Ref. \[11\], we use the LightGBM to extract impact parameters first from simulation data obtained from the Ultra-relativistic Quantum Molecular Dynamics (UrQMD) model and then from experimental data. We do not expect the general conclusion of this work to change significantly if another ML algorithm or another transport model is used.

Seven observables \[11\] found to correlate with impact parameters from model and experimental studies are chosen as inputs or features in the training: (i) Total multiplicity of charged particles. (ii) Transverse kinetic energy of hydrogen and helium isotopes. (iii) Ratio of total transverse-to-longitudinal kinetic energy. (iv) Total number of hydrogen and helium isotopes. (v) Averaged transverse momentum of hydrogen and helium isotopes. (vi) Number of free protons at mid-rapidity \(|y_t/y_{\text{beam}}| \leq 0.5\). (vii) Averaged transverse momentum of free protons at mid-rapidity \(|y_t/y_{\text{beam}}| \leq 0.5\).

To quantify the performance of algorithm, we use bias (mean deviation) and standard deviation (S.D.) of the predicted impact parameter. The bias and S.D. quantify accuracy and precision, respectively, and are defined as:

\[
\text{Bias} (b_{\text{pred}}) = \frac{b_{\text{pred}} - b_{\text{true}}}{\sqrt{\text{Var} (b_{\text{pred}})}} = \sqrt{\frac{\text{Var} (b_{\text{pred}})}{(b_{\text{true}} - b_{\text{pred}})^2}},
\]

Here, \(b_{\text{true}}\) is the true impact parameter used in event generation and \(b_{\text{pred}}\) is the mean predicted impact pa-
rameter from the LightGBM. The averaging is done over each event.

The results of the current work are based on the LightGBM algorithm trained on 135,000 UrQMD simulated events for the reactions of $^{132}$Sn+$^{124}$Sn at 270 AMeV. For the training data, the parameter set known as “SM-F” is used as the input parameters to UrQMD model. In SM-F, the incompressibility $K_0$ is set to 200 MeV and the nucleon-nucleon (NN) elastic scattering cross-section in free space is used as the in-medium NN cross-section. Another input parameter set SM-I that employs a different in-medium NN cross-section [11] will also be tested together with other transport models.

RESULTS AND DISCUSSION

In this section, we will apply the response of the SπRIT time-projection chamber (TPC) [20] to test the generalizability of ML algorithms and to examine the effect of detector response to the impact parameter determination.

In the SπRIT experiment, both the efficiency and fragment momentum resolution depend on the emission angle as well as the environment of the TPC at the time of detection. As a result, one cannot approximate the SπRIT experimental response as a simple filter that removes data outside of the detection region which is a common technique [21]. Instead, we develop a Monte Carlo package based on GEANT4 [22] that converts events generated from transport models into detector electronic signals by incorporating the physics of detector gas ionization and detector digitization. The resulting signals that resemble data will be analyzed in the same way as real experimental data using the same data analysis package SpiRITROOT [12, 16, 17] specially developed for the SπRIT TPC. The UrQMD events reconstructed after running through SpiRITROOT will then be used for training and testing the applicability of impact parameter algorithms in a realistic setting.

Fig. 1 shows bias (top panel) and S.D. (bottom panel) as a function of impact parameter ($b_{\text{true}}$). The LightGBM is used to train and test on two data sets: one includes the response of the SπRIT experiment (open red circles) and one without (blue solid stars). Both the training and the testing data sets use the same UrQMD input parameter set of SM-F. As expected both bias and S.D. worsens with the inclusion of detector response especially in the mid-peripheral regions. Around $b=3$ fm, both bias and S.D. worsens by a factor of 2 when detector response is included. The worsening in bias and S.D. even when detector response is not included could be related to the physics of transport models. In central collisions (small $b$), nucleon-nucleon scatterings dominate in the collision dynamics while in peripheral collisions (large $b$), the mean field dominates. In the mid-central or mid-peripheral regions ($b=3$-5 fm), accurate treatment of both the mean-field and collisions are very important but transport models may fall short.

The black curves represent “Multiplicity” results obtained using Eq. (2). In general, the Multiplicity algorithm performs worse than ML especially, for central collisions. Experimentally, we also see that ML selects central collision events better as discussed below.

For perfect determination of $b$, both bias and S.D. should be zero or close to it. That happens for the bias only in the range of $b=5$-8 fm. Over this region, the detector effects are minimal. S.D. never approaches zero over the range of $b$ we investigate. The worsening of both bias and S.D. around $b \approx 0$ fm and $b \approx 10$ fm have been observed with other ML algorithms. This could be due to the inability of the LightGBM and the multiplicity...
ity algorithms to predict accurately near the boundaries of a data set.

To verify that application of the LightGBM algorithm trained on the UrQMD simulations is not restricted to only simulations from the UrQMD model and can be generalized to experimental data, we test the algorithm using simulations from four different transport models, Antisymmetrized Molecular Dynamics (AMD) model [23] [24] plus three different families of Quantum Molecular Dynamics (QMD) models, dcQMD [25] [26], IQMD [27] [28] and ImQMD [29]. All these models, including UrQMD, use different techniques and approaches to simulate the nucleus-nucleus collisions. All of them have had various success in describing heavy ion collision data. Refs. [30, 31] detail some of the major differences among these models and their performance in heavy-ion collision simulations. In the simulations described here, default physics input parameters for each code are used. This allows us to not only gauge the discrepancy caused by different model assumptions, but also by uncertainty in input parameter values. In addition to these four different models, we also include a different input parameter set for the UrQMD model. The results labeled as UrQMD/SM-I can be considered as a different model.

To quantify the effects of how ML is applied to data, we perform three types of tests at \( b = 3 \text{ fm} \). The results are listed in the top, middle, and bottom sections of Table I. The top section contains results from the perfect detector (i.e., without the inclusion of detector response to simulated events) both for training and testing. The middle section contains results from including the detector response for both training and testing. Finally, in the bottom section, we apply the ML algorithm trained with perfect detectors to testing events that include detector response. The last option gives the largest deviation of \( b_{\text{true}} \) by predicting the mean \( b_{\text{pred}} \) as nearly 6 fm. Such results and, therefore, the algorithm not including detector response in the training is unacceptable and would not be discussed any further.

About 5000 events at 3 fm are generated from each code. LightGBM trained with UrQMD/SM-F data is tasked with predicting the impact parameter of these events. Reference for best performance is established by training and testing events directly from UrQMD without detector response. The values are listed under the label UrQMD/SM-F in the top section of Table I. Here, the AMD has the largest bias (1.09 fm) reflecting the very different approaches used in simulating HIC in AMD and other QMD-type models. As expected since these transport models were not used to train the events, both the bias and S.D. are larger than those values listed under UrQMD/SM-F column in Table I. Except for AMD, the bias and S.D. from different transport models are similar to the results of UrQMD/SM-I where the training and testing data use different input parameter sets. For AMD, while the accuracy worsens, the S.D. values are similar to the reference of UrQMD/SM-F.

If the average performance of the different models is compared to the reference, S.D. increases by 20%. The UrQMD/SM-F model underpredicts while the other models overpredict \( b \). As expected, including the detector response worsens the bias and S.D. for all models. Assuming that the data could be described by the average of the models, then one could expect that the ML algorithm could determine \( b \) to within 0.6 fm with S.D. of 1 fm from experimental data.

Finally, we apply the ML algorithm to the data. Fig. 2 plots the correlations between \( b_{\text{true}} \) from LightGBM and \( b_{\text{true}} \) from Multiplicity of eq. (1). Generally, they are in agreement as evidenced by the overall diagonal distribution. Experimental cross-section measurements sets \( b_{\text{max}} \) from multiplicity to be 7.5 fm while \( b_{\text{true}} \) from the LightGBM extends beyond the sharp cut off limit resulting in a horizontal tail at 7.5 fm.

The histogram in Fig. 3 shows the experimental impact parameter distributions from the sharp cut off model of eq. (1). The impact parameter distribution predicted by the LightGBM (open symbols) exhibits a tail that extends \( b_{\text{pred}} \) beyond 7.5 fm. It resembles smearing of the experimental multiplicity distribution which is consistent with the expectation that the experimental data should contain a range of impact parameters that would extend beyond \( b_{\text{max}} \). In addition, one would expect the sharp cutoff model multiplicity distribution should always be equal to or higher than the realistic multiplicity distributions. Fig. 3 shows that from 4 to 6.5 fm, there are slightly more events from LightGBM than from Multiplicity analysis. This apparent discrepancy is not understood. It could be that, not all the detector response has been accurately reproduced. It could also be that the UrQMD is not describing the experimental data accurately enough in this region as is also evidenced by the worsening of the accuracy and broadening of S.D. in Fig. 1. Nonetheless, the effects are small.

Unlike events from transport models, we do not have the true value of impact parameter from experimental data so we cannot evaluate the accuracy of \( b_{\text{pred}} \) values. Fig. 3 suggests that the LightGBM algorithm determines the impact parameter for peripheral events more accurately as it does not have the sharp cutoff limit and the impact parameter smearing occurs naturally. To evaluate the performance at central collisions, we use observables whose qualitative behavior with impact parameter is known.

One such observable is the reaction plane resolution \( \langle \cos(\Phi_M - \Phi_R) \rangle \) [32]. Here, \( \Phi_M \) and \( \Phi_R \) are the measured and the real azimuthal angle of the reaction plane, respectively. The reaction plane should vanish as \( b \) approaches zero due to azimuthal symmetry. In a perfect head-on collision (\( b = 0 \text{ fm} \)), the fragment emission is isotropic.
TABLE I. Statistical properties of \( b^{\text{pred}} \) on simulated events from various transport models. Simulated data from UrQMD/SM-F input parameter set are used for training. The bias values are plotted as absolute numbers. All values are in unit of fm.

| Model | AMD | dcQMD | ImQMD | IQMD | Average | UrQMD/SM-F | UrQMD/SM-I |
|-------|-----|-------|-------|------|---------|-------------|-------------|
| Perfect detector | \( b^{\text{pred}} \) | 4.09 | 2.84 | 3.29 | 3.19 | 3.35 | 2.77 | 3.20 |
| S.D. | 0.68 | 1.00 | 0.74 | 0.88 | 0.83 | 0.66 | 0.94 |
| | \(|\text{Bias}|\) | 1.09 | 0.16 | 0.29 | 0.43 | 0.49 | 0.23 | 0.20 |

With realistic detector response

| Model | AMD | dcQMD | ImQMD | IQMD | Average | UrQMD/SM-F | UrQMD/SM-I |
|-------|-----|-------|-------|------|---------|-------------|-------------|
| \( b^{\text{pred}} \) | 4.06 | 3.77 | 3.22 | 2.66 | 3.43 | 2.44 | 2.96 |
| S.D. | 0.91 | 1.22 | 1.02 | 1.03 | 1.04 | 0.94 | 1.05 |
| | \(|\text{Bias}|\) | 1.06 | 0.77 | 0.22 | 0.34 | 0.60 | 0.56 | 0.04 |

Trained with perfect detector, applied to simulation with detector response

| Model | AMD | dcQMD | ImQMD | IQMD | Average | UrQMD/SM-F | UrQMD/SM-I |
|-------|-----|-------|-------|------|---------|-------------|-------------|
| \( b^{\text{pred}} \) | 6.45 | 6.45 | 6.25 | 6.04 | 6.30 | 5.87 | 5.69 |
| S.D. | 0.44 | 0.46 | 0.44 | 0.46 | 0.45 | 0.62 | 0.46 |
| | \(|\text{Bias}|\) | 3.45 | 3.45 | 3.25 | 3.04 | 3.30 | 2.87 | 2.69 |

FIG. 2. Here, the \( b^{\text{pred}} \) values from the LightGBM is plotted against that from multiplicity. Color represent number of counts in each bin. The red diagonal line shows the expected correlation if impact parameters are determined perfectly.

FIG. 3. Distribution of \( b^{\text{pred}} \) made with the LightGBM (open symbols) and multiplicity (histogram). The histogram represents sharp cut off model with \( b_{\text{max}} = 7.5 \) fm.

and \( \Phi_M \) is reduced to a random number between \( 0 - 2\pi \), which makes the average of cosine zero.

As shown in Fig. 2, the reaction plane resolution \( \langle \cos(\Phi_M - \Phi_R) \rangle \) decreases with \( b^{\text{pred}} \). However, at \( b^{\text{pred}} < 3 \) fm the reaction plane resolution is closer to zero if the central event selections are made with LightGBM. This finding supports the assertion that events selected by LightGBM are more central than the corresponding events selected by multiplicity, although neither intercepts the y-axis at zero.

In summary, the scope of the machine learning algorithm i.e., the LightGBM is extended to determine impact parameter for the experimental data. Previously, the algorithm demonstrated its capability to determine impact parameter from the UrQMD simulated events i.e. using a perfect detector. Here, we trained the ML algorithm to analyze the UrQMD events incorporated with realistic detector response of the SπRIT Time Projection Chamber to resemble experimental data. The model de-
FIG. 4. The reaction plane angle resolution, $\langle \cos(\Phi_M - \Phi_R) \rangle$ is plotted against $b_{\text{pred}}$. The predictions are made with Multiplicity (green histogram) and LightGBM (red open circle).

The performance of the ML algorithm is also tested by using events generated from 4 different transport models as well as using a different input parameter set on the trained model at 3 fm where the performance of the UrQMD is the worst. As long as the training and testing data are consistent in incorporating the detector response, the accuracy of the impact parameter determination is less than 1 fm. We used the ML algorithm to determine impact parameter for the experimental data of Sn+Sn collisions at E/A=270 MeV detected by the S$\pi$RIT Time Projection Chamber. Except for the very central and very peripheral regions, the obtained impact parameters agree with the ones experimentally determined using the multiplicity method. Furthermore, the ML algorithm is able to better select the central collision events and is also able to predict events beyond 7.5 fm, which multiplicity inference or similar methods cannot do due to the sharp cutoff approximations to account for trigger bias in the experimental setup.
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