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Abstract
Since the inception of computing, we have been reliant on CPU-powered architectures. However, today this reliance is challenged by manufacturing limitations (CMOS scaling), performance expectations (stalled clocks, Turing tax), and security concerns (microarchitectural attacks). To re-imagine our computing architecture, in this work we take a more radical but pragmatic approach and propose to eliminate the CPU with its design baggage, and integrate three primary pillars of computing, i.e., networking, storage, and computing, into a single, self-hosting, unified CPU-free Data Processing Unit (DPU) called Hyperion. In this paper, we present the case for Hyperion, its design choices, initial work-in-progress details, and seek feedback from the systems community.

1 Introduction
Since the inception of computing, we have been designing and building computing systems around the CPU as the primary workhorse. This primary architecture has served us well. However, as the gains from Moore’s and Dennard’s scaling start to diminish, researchers have started to look beyond the CPU-centric designs to accelerators and domain-specific computing devices such as GPUs [26,73,115], FPGAs [84,111], TPU [72], programmable-storage [87,116,121], and Smart-NICs [50,128]. The use of domain-specific computing devices in wide-spread mainstream computing is heralded as the Golden Age of Computer Architecture by Hennessy and Patterson in their 2017 Turing Award lecture [64]. However, even in this Golden Age, the CPU remains in the critical path to manage data flows [113] (data copying, I/O buffers management [100]), accelerators (e.g. PCIe enumeration [120]), and translate between OS-level (packets, request, files) to device-level abstractions (address, locations) [14,66,125,129]). Table 1 shows an overview of prior approaches (§4). Additionally, accelerator integration is always done (via virtualization or multiplexing) while keeping the CPU and accelerator view of systems resources (DRAM, memory mappings, TLBs) coherent and secure. Though necessary, such integration brings complexity to accelerator management and keeps the CPU as the final resource arbiter. In contrast to accelerators and I/O devices, the CPU performance is not expected to improve by a radical margin [101], and is even dropping with each microarchitectural attack fix [23,81]. We are not the first one to raise issues associated with the CPU-driven computing architecture [42,101]. Despite this awareness, CPU-driven designs and consequently, the CPU remains in the critical path of end-to-end system building, thus not escaping the dynamics of Amdahl’s Law [64].

The first-principle reasoning suggests the solution: a system where there is no CPU, i.e., a zero-CPU or CPU-free architecture. A completely new computing architecture like zero-CPU will require a radical and destructive redesign of computing hardware (buses, interconnects, controllers, DRAM, storage), systems software, and applications. A prior example of this approach is the MSR BEE3 system used for emulations [44]. A recent example is ETH’s Enzian system that designs a hybrid CPU-FPGA dual socket system [41].
The Enzian paper documents the heroic engineering effort it took to design such a system where all board components need to be re-designed to integrate an FPGA as a co-processor with a CPU. Furthermore, such CPU-centric thinking encourages us to inherit and integrate CPU-centric hardware and software choices for an accelerator-centric design without re-assessing if such choices make sense and/or can be simplified (see §2).

In this work, we take a more pragmatic approach and investigate the design of a unified NIC-FPGA-storage Data Processing Unit (DPU) called Hyperion (Figure 1). Hyperion aims to establish end-to-end hardware control/data paths within the DPU without any CPU involvement. The unique design of Hyperion allows us to consider building a stand-alone, self-contained DPU, where no host system is needed to run it, thus reducing the energy cost and increasing packing density. This directly, network-attached FPGA model has been used before as well [69, 111, 123, 133]. In this paper, we present a case for such a stand-alone DPU but without a CPU (§2), and present design choices pertaining to hardware integration (§3.1), systems software (§3.2), and client-interface and workload (§3.3).

| What                  | Examples                                                                 |
|-----------------------|--------------------------------------------------------------------------|
| Network + Accelerator | SmartNICs [5, 110], AcclNet [53], hXDP [35]                            |
| Network + GPU         | GPUDirect [102], GUPNet [78]                                            |
| Storage + GPU         | Donard [22], SPIN [25], GPUs [124], GPUDirect [103], nvidia BAM [113]  |
| Network + Storage     | iSCSI, NVMoF (offload [117], BlueField [5]), 110 [68], Reflex [80]       |
| Storage + Accelerator | ASIC/CPU [60, 83, 121], GPUs [25, 26, 124], FPGA [69, 116, 119, 143], Hayagui [15] |
| Hybrid System         | with ARM SoC [3, 47, 90], BEE3 [44], hybrid CPU-FPGA systems [39, 41] |

| DPUs with CPU        | Fungible (MIPS64 R6 CPU) DPU processor [54], Pensando (host-attached P4 Programmable CPU) [108], BlueField (host-attached, with ARM CPU) [5] |
| DPUs without CPU     | Hyperion (This VIDI proposal, with stand-alone, CPU-free, workload-level NVMe storage integration) |

Table 1: Related work in the integration of network, storage, and accelerators devices.

2 The case for a CPU-free DPU

The CPU-driven design has its clear merits, and its elimination is not recommended for every workload in general computing. However, for specialized data center workloads (data-parallel, accelerator-amenable, disaggregated), the usability of the CPU must be reassessed. There are three primary impetuses that encourage us to think about a CPU-free DPU:

First, the era of one-CPU-fits-all is over (design, manufacturing, and thermal limits [34, 51, 63]) and the way forward is specialization with reconfigurable hardware and accelerators. The generality of the CPU has overheads (i.e., Turing Tax) that hinder specialization for performance or efficiency. For example, calculations for the Smith Waterman algorithm in DNA sequence alignment takes 37 cycles with 40 instructions (35 arithmetic, 15 load/store) with 81 nanoJoules of energy (on a 14nm CPU). In comparison, this calculation on a specialized 40nm ASIC takes a single cycle instruction with 3.1 picowatt of energy [131]. The generality and over-engineered design of CPUs for any workload also results in poor on-chip resource utilization [52], unused silicon [51, 63], and elevated security risks [81]. At the same time, with the availability of open-source EDA processes and projects [7, 8], exploring workload-specialized hardware designs (with or without CPU) has become more approachable and affordable.

Second, a direct consequence of keeping a CPU-driven design is to inherit its choices of memory addressing, translation, and protection mechanisms such as virtual memory, paging, and segmentation [45]. When an accelerator such as FPGA, is attached to a CPU as an external device [39] or as a co-processor [41], there is a temptation to provide/port the familiar memory abstractions like unified virtual memory [84] and/or shared memory [94]. This design necessitates a complex integration with further CPU-attached memory abstractions such as page tables and TLBs, virtualization, huge pages, IOMMU, etc., while keeping such an integration coherent with the CPU view of the system [84, 94]. Furthermore, the management of physical memory (or the illusion of a flat, uniform physical address space) on modern computing platforms with accelerators and heterogeneous CPUs is a non-trivial and complex job [10]. Hence, in this work we argue that eschewing CPU and its design baggage, we can explore new memory management designs such as compiler/language-assisted solutions even directly on physical addresses [126].

Lastly, the CPU-centric design encourages the active resources disaggregation where resources remain attached to a host CPU that manages the disaggregation logic. This design results in a coarser disaggregation granularity with complex and bloated software [56] and a tight integration of processor/memory [61, 122]. To achieve the vision painted by Han et al. in their seminal HotNet’13 paper [62], there is a renewed push for passive disaggregation where disaggregation logic/smartness lies with clients, and a remote resource only serves requests as fast as possible [12, 36, 61, 122, 130]. Passive disaggregation promotes a network-attached model, where
Figure 2: Hyperion is prototyped with a Xilinx U280 FPGA and 4x NVMe devices with a Asus Hyper M.2 X16 with Samsung SSDs as shown in Figure 2a and Figure 2b.

memory, storage, DPs, and ASICs are directly connected to a network, and offers a better match with fine-grained computing models like Serverless [37, 107]. It also enables systems designers to rethink (i) network protocols for discovery and configuration protocols (e.g., Catapult fabric [111]); (ii) work division between clients and remote servers for distributed resource allocation, and access (e.g., Clio [61], DUA [123]); and (iii) offload-friendly abstractions with isolation, multiplexing mechanisms (e.g., group offloading and memory re-assignments [12, 77, 93]).

To summarize: In this work, we make a case for the elimination of the CPU and its design baggage, and argue that its elimination can bring substantially simplicity and offer performance/energy advantages. Our attempt to design and implement Hyperion is a step in this direction.

3 Hyperion

Hyperion is a standalone, network-attached DPU that unifies 100 Gbps Ethernet NIC, FPGA, and NVMe storage devices in a single DPU. Figure 1 shows the overall architecture of Hyperion with the FPGA board, and attached NVMe SSDs.

3.1 Hardware Design

Commercially, NICs and storage devices (e.g. NVM Express) are available as separate PCIe devices. Communication between the two requires control coordination with P2P DMA from the CPU (if supported, e.g., NVMe Controller Memory Buffers (CMBs) [21]) via the PCIe root complex, which typically resides on the CPU complex (keeping it in the loop). To make the DPU self-sufficient, Hyperion runs a PCIe root complex with an NVMe controller on the FPGA board, which is connected to a 100 Gbps network directly. The FPGA PCIe lanes are connected (x16) to off-the-shelf NVMe storage devices via a PCIe bifurcation. Hence, all access to the storage is funneled through the FPGA. With such a design, Hyperion now has an end-to-end hardware path from network to FPGA to storage devices. The end-to-end hardware path can be specialized to a workload with an optimized network transport (TCP, UDP, RDMA, HOMA [104]), storage API (NVMOF [117], i10 [68], ReFlex [80], KV-SSDs [27]) with any arbitrary storage functions on the FPGA (compression, pointer chasing, deduplication, or application-defined codes).

Why FPGA? Three factors drive the selection of FPGA:

1. Application-specific reconfigurability: The use of FPGA allows us to reconfigure hardware (deep pipelines, unrolled loops, data parallelism, large caches) to the best possible implementation of an application-specific logic. ASICs offer similar benefits, but require high initial investment and manufacturing costs. Furthermore, as there is an increasing trend to pack thousands of workload-specific processing units (PU) in a close vicinity (e.g., Cerebras [2], Tesla Dojo [6]), the distance among PUs and memories (SRAM, DRAM, or HBM) is of critical importance. Here, we believe that an FPGA-based design offers the best tradeoffs.

2. Improved FPGA systems software support: The primary challenge for managing FPGAs comes from carefully managing the pipelined execution of the workload with Hardware Description Languages (HDLs). With the availability of high-quality DSLs [18, 75, 82, 118], OS-shells [84], and HDL compilers (hXDP [35]), it has become more affordable to generate a high-quality HDL for high data rates (100+ Gbps) [53, 92]. Overall FPGA compilation and debugging processes have also improved [95, 136].

3. Predictable performance with energy efficiency: Unlike the CPU and I/O devices that target fine-grained...
time-based statistical multiplexing ($\mu$sec to nsec) to maximize resource utilization, FPGAs target a much coarser time-scale (10-100s milliseconds), or even spatial multiplexing which commits resources to a tenant. This sharing model helps with building highly predictable execution pipelines where once an associated bitstream has been sent to the FPGA, the circuit runs a certain clock frequency without any outside interference [70, 89]. The use of FPGAs has been shown to be energy efficient [35, 112, 116] as its energy consumption is proportional to the active and used programmable LUTs and the operating frequency. Unused logic elements do not consume any energy, resulting in deployments which consume 10-20 Watts, which is an order of magnitude less than a server-grade machine [70].

Apart from the choice of FPGA, Hyperion uses NVM Express (NVMe) for block SSDs, Ethernet for network, and the PCIe between FPGA and SSDs. These choices are dictated by practicality and the engineering efforts required. For example, the choice of PCIe over other high-performance local interconnects (CXL, CAPI) or networks (TrueFabric [55]), can be revised as workload demands increase.

### 3.2 Software and Programming

Due to the absence of the CPU and conventional operating system, doing the classical resource management with elevated privileges to mediate accesses to a shared resource in Hyperion would be challenging. Hence, we must re-negotiate the work division among hardware, compiler, and application with the compiler taking a leading role. The role of compiler is not unusual here. It has been shown that compiler-assisted designs can help with the traditional OS roles such as for context switching [48, 88, 97], memory virtualization [126], single-level memory/storage [30, 67], extraction of parallelism [35], virtualization and multi-tenancy [75, 138].

With this compiler-centric approach we run the risk of repeating the failure of the VLIW processors. However, we argue that there are two fundamental shifts that work in our favor. First, domain/workload-specific architectures are common, and associated languages (e.g., OpenCL, Chisel [18]) and compilers are used extensively as the norm. There are significant research and commercial interests in co-designing domain- or workload-specific hardware/software. Second, unlike VLIW processors, a DPU (specifically FPGA driven) is not aimed to deliver performance for all/any workload, hence, restricting the optimization design space. For example, hXDP has demonstrated that compile-time heuristics (the Bernstein conditions) with a simple language (eBPF) can lend itself to automatic parallelism extraction for packet processing workloads with a VLIW softcore processor [35].

Inspired by the LLVM project, in this work we argue that FPGA programming needs to decouple the frontend (application logic) and backend (HDL codes) with an accelerator-independent, intermediate representation (IR) language. The IR can be used to reason about correctness and safety properties of the program, with compiler-assisted transformations for pointer swizzling and privilege calls. We make a case that the extended Berkeley Packet Filter (eBPF) [40, 99] language is a suitable match for such an IR for three key reasons. First, eBPF is not tied to a specific application-domain and it is used in networking [65, 135], tracing [59], caching [58], security [74], and storage [20, 28, 85, 141]. It is also supported by healthy, growing communities (Cilium, the eBPF foundation), thus, establishing expertise and a knowledge base. Second, due to the simplified nature of the eBPF instruction set, it is possible to verify and reason about its execution. The Linux kernel already ships with an eBPF verifier [127] (with simplified symbolic execution checks). Lastly, eBPF supports efficient code generation (via JITing) for multiple hardware devices such as x86, ARM, or FPGAs, thus solidifying its position as an accelerator-independent, unifying IR for heterogeneous computing [76]. Bear in mind, here we take a broader position regarding eBPF where the Linux kernel implementation is one of many possible implementations of an eBPF execution environment. For example, there are userspace BPF VMs [9], checkers [57], and application-specific ISA extensions [35]. Apart from eBPF, we also consider P4, another popular programming language for in-network acceleration (NICs and switches). However, P4 programs are designed around packet processing and network abstractions. In restricted capabilities (with only filtering and forwarding) there are P4 to eBPF compilers available, though the generality of P4 for general data processing is yet to be explored.

Hyperion supports any eBPF-supporting programming language as a frontend. It then uses clang/LLVM to generate eBPF IR from the frontend. The eBPF IR is then passed to a two stage compilation process. In the first stage, the eBPF IR is passed through the open-source hXDP compiler for parallelism extraction and optimized VLIW transformations [17, 35]. In the second stage, the optimized eBPF IR is passed through an eBPF-to-HDL compiler for the final HDL code generation. Unlike hXDP, Hyperion runs HDL codes directly, not as a VLIW softcore processor on the FPGA.

Beyond the basic compilation of application-provided code to HDL, there are challenges associated with (i) secure multi-tenant execution; and (ii) FPGA configuration, management, accessibility of data-center resources [123]. Many past design choices here can be simplified as there are no host system resources (on the CPU or OS) that need to be kept coherent and secure while doing execution in the FPGA. We propose to leverage the slot-style slicing of FPGA resources [75] with a compiler to do workload partitioning [138]. Hyperion runs

---

2VLIW compilers were left responsible for parallelism extraction in general workloads, which lead Donald Knuth to comment that “…the "Itanium" approach that was supposed to be so terrific—until it turned out that the wished-for compilers were basically impossible to write” [29].
a configuration kernel that can receive authorized FPGA bit-stream over the network and assign slices to it.

3.3 Client Interface and Workloads

To provide a client interface that can be specialized, Hyperion takes inspiration from Willow [121], which pioneered an RPC-backed programmable SSD interface where a user provides application- and SSD-side RPC stubs. Such a flexible design can support any desired specialization of both network as well as storage interfaces. For example, we can build network-attached SSDs that can support Corfu consensus protocol [19, 134], block-level NVMeI/O accesses, NIFS acceleration, or the bump-in-the-wire/near-data execution of application-provided codes (B+/LSM tree search, compaction and insertions, file system walks, transactions) [116, 139]. Here, we can leverage client-driven request routing [91] with a shared-nothing, run-to-completion datapath [24] for performance.

We focus on three application classes for Hyperion. First, high volume applications such as fail2Ban [4], inspecting and writing network traffic and logs authentication/malicious data to attached SSDs. Such applications must handle high volumes of packet data under tight time budget (100s of millions of packets/sec). Second, a latency-sensitive application such as network pointer-chasing. In a disaggregated storage, pointer chasing over B+ trees, extent trees, LSM trees (used in many databases, file systems, and key-value stores [109]) results in multiple network RTTs with significant performance degradation [85]. Lastly, network-attached SSDs that can export application-defined, high-level, fault-tolerant abstractions such as trees, lookup-tables [27], distributed/shared logs [19, 134], atomic writes [105], concurrent appends [31], caches [58], and concurrent data structures and transactional interfaces (similar to Boxwood [96]).

One primary challenge here is the composability of multiple functionalities and the state management on FPGA during processing. Often storage integration with FPGA is done at the block-level for stateless processing on data streams (such as grep). Hence, appropriate APIs and abstractions are needed to integrate high(er)-level storage abstractions with efficient state management on FPGA/BPF such as file systems [28, 116, 119], file/data format integration [86, 106], data caching [58], QoS scheduling (priority sharing of storage/network resources), checkpointing, deduplication, encryption, etc. We are in the process of building such modules as shared libraries for FPGA codes.

3.4 Current Status

We are prototyping Hyperion with a Xilinx Alveo U280 board which has 2x100 Gbps QSFP [1]. We have designed a PCIe cross-overboard [46] to attach 4x NVMe devices to the U280 with power.

The current system boots in a stand-alone mode without any CPU when power is applied and FPGA JTAG self-tests are passed. The board is currently attached to a host-system via USB for programming, however, we are in the process of developing an OS-shell and control path over the network that can program the FPGA completely independently as well, leveraging Partial Dynamic Reconfiguration through the Internal Configuration Access Port (ICAP) of the FPGA. We have chosen to use a B+ tree key-value store as one of the first applications for Hyperion. We have written an XDP-compatible B+ tree that runs on the in-kernel XDP path (in-memory). On Hyperion, the tree will store all its data on NVMe devices directly, and will serve get/put/delete requests over the network.

Raw latencies of our hardware are: L2 network RTT ~1 μs, NVMe latency is [5 – 8] μs. Currently we do not do any caching, hence, all tree access results in an access to the storage device. With this setup, the average (expected) lookup latencies are: \( O(1 + (\text{tree~height} \times 8)\mu\text{sec}) \). From the past experience with network packet processing pipelines, we expect Hyperion to support 1 million lookup operations/sec, although the peak performance depends on how many PCIe lanes, NVMe devices, and FPGA kernels are running in parallel. In our current compilation process, the B+ tree implementation generates 1000+ pipelines stages. This is one of the largest designs we have tested with our toolchain, which challenges the resource availability on the FPGA. Although we are confident that even this unoptimized B+ tree implementation can fit on the FPGA and there is plenty of room for optimization to achieve real multi-tenancy.

4 Related Work

Nider and Fedorova also question of the utility of “the Last CPU” in the system and investigate the design of a system management bus to take over the OS/CPU responsibilities [101]. Table 1 shows efforts for pair-wise device interactions such as GPU-with-storage [22, 25, 26, 113, 124], GPU-with-network [43, 78, 102], accelerator-to/from-storage [13, 15, 16, 90], SmartNICs [50, 110, 128], and networked storage accesses [79, 117]. FPGA are explored with (1) networks [35, 53, 132, 142]; and (2) storage [116, 119, 121]. BPF offloading to NIC/FPGA for processing are done with Endace DAG cards [49], Netronome [71], Combo6 [98], but mostly limited to monitoring and traffic shaping. FPGA-assisted KV stores have considered a close integration of network and KV processing (in-memory) [32, 38, 69, 89] and selective integration of NAND flash (e.g., BlueDB and Xilinx KV [33, 137]). One of the closest design inspirations to Hyperion is LeapI/O [90] that integrates NVMeI/O with RDMA NIC and ARM SoC. Hyperion and LeapI/O share the similar motivations (cost, energy, and performance efficiency), however, Hyperion could eschew much of design complexity of LeapI/O (interaction of host x86 CPU and ARM SoC).
Hyperion targets a broader design space, where we consider unification of reconfigurable hardware (here FPGA), network transport (100 Gbps Ethernet) and storage (NVMe flash). This unification offers multiple hardware/software specializations to support multiple workload needs.

5 Discussion and Feedback

Hyperion is still in its early prototyping phase. From the systems community, we seek feedback on issues like:

(1) Is eliminating the CPU a worthy pursuit? In this paper we made a controversial case for removing the CPU, and we believe that with the recent hardware and software advancements it is the right time to re-evaluate the role of the CPU and the design baggage that it brings. However, we are interested in hearing counter-arguments. We understand that beyond technology, operational costs and complexities might put limits to the realization of this idea. At what levels of performance, energy, and packaging efficiency gains from a CPU-free design will be worth it? The elimination of the CPU-side mediation also necessitates a bigger supporting role from the FPGA toolchains, languages, and compilers, a role which was previously split between the host CPU and OS. Are FPGA toolchains ready?

(2) What is the right client-interface to build distributed Hyperion applications? Looking beyond hardware and a single DPU, what kind of application-level interfaces/abstractions are required for building distributed CPU-free applications that can be executed over multiple DPUs? A passive resource disaggregation puts the responsibility of control coordination on the client-side. Multiple clients either have to coordinate themselves or use an external service [11, 70]. However, in order to realize the full potential of Hyperion, applications should also reduce the client-side CPU/OS involvement (e.g., use RDMA or DPDK) while interacting with Hyperion. How should one build distributed applications and composable service ecosystems of such standalone, passively disaggregated DPUs?

(3) Operational complexity in multi-tenant clouds? In datacenters, hardware and software fail. Tenants are untrusted. The costs of inefficiency and downtime are high. Hence, how to ensure that Hyperion can offer secure, multi-tenant execution in FPGAs [140]? How to reduce microarchitectural attacks with Hyperion? Can or should micro-architectural resources of Hyperion be managed explicitly with tenants to ensure sufficient isolation with Hyperion DPUs [114]?
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