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Abstract

Text-based games are simulations in which an agent interacts with the world purely through natural language. They typically consist of a number of puzzles interspersed with interactions with common everyday objects and locations. Deep reinforcement learning agents can learn to solve these puzzles. However, the everyday interactions with the environment, while trivial for human players, present as additional puzzles to agents. We explore two techniques for incorporating commonsense knowledge into agents. (1) Inferring possibly hidden aspects of the world state with either a commonsense inference model (COMET [1]), or a language model (BERT [2]). (2) Biasing an agent’s exploration according to common patterns recognized by a language model. We test our technique in the 9:05 game, which is an extreme version of a text-based game that requires numerous interactions with common, everyday objects in common, everyday scenarios. We conclude that agents that augment their beliefs about the world state with commonsense inferences are more robust to observational errors and omissions of common elements from text descriptions.

1 Common Sense in Text-Based Worlds

Text-based games—also called interactive fictions or text adventures—are simulations in which an agent interacts with the world purely through natural language by reading textual descriptions of the current state of the environment and composing text commands to enact change in the environment. Text-based games are partially observable in the sense that the agent can only observe the details of one particular “room” or location at a time. See Figure 1 (left) for a sample text-based game interaction. Text-based games can have a very high branching factor; the popular commercial text-adventure, Zork has $1.64 \times 10^{14}$ possible action commands that can be entered per state [3]. A number of agents have been developed to attempt to play text-based games [3][12]. State of the art text-based game playing agents use knowledge graphs to represent the agent’s belief about the full world state of the game. A knowledge graph is a set of $(subject, relation, object)$ triples. The knowledge graph is encoded into a deep reinforcement learning agent that learns to infer the best action to take based on this state information. KG-A2C [10], in particular, uses information extraction techniques and rules to identify nodes and relations from text descriptions.

Many real-world activities can be thought of as a sequence of sub-goals in a partially observable environment. These activities—getting ready to go to work, for example—are considered trivial for humans because of commonsense knowledge. Commonsense knowledge is a set of facts, beliefs, and procedures shared among many people in the same society or culture. However, to an agent that knows only what it has learned from interacting with the environment, even tasks that humans take for granted can involve considerable trial-and-error effort. In this paper, we look at how commonsense knowledge can be incorporated into to text-based reinforcement learning agents that operates in games.
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that simulate common, everyday situations. We hypothesize that access to commonsense knowledge can enable an agent to more quickly converge on a policy that completes common, everyday tasks. We further hypothesize that commonsense knowledge can allow the agent to infer the presence of elements in the world when observations are noisy or fail. For example, if the agent fails to observe the presence of a sink in a bathroom, it can still infer that an action such as wash hands may still be applicable given common knowledge of what a bathroom contains.

We experiment with agents in the text-game, 9:05[^2] which is a “slice of life” simulation game. The player must get ready for work, navigate a simple drive to work, and perform some workplace interactions. It is one of the hardest games for an agent to solve [3]; to date no agent with unrestricted ability to generate commands has completed the game. Other text-based game playing techniques that incorporate commonsense knowledge include using semantic word vectors to infer actions that can be applied to objects [5], or looking up information about objects in ConceptNet [12].

We experiment with ways to incorporate commonsense knowledge into a deep reinforcement learning game playing agent. The first approach is to incorporate commonsense knowledge into the world state, specifically the knowledge graph, which is the agent’s beliefs about the world state. We look at two sources of commonsense inference. COMET [1] is a neural model that takes a simple sentence and infers what will be commonly believed about the people and objects referenced in the sentence. An alternative source of commonsense knowledge is BERT [2], which is believed to have acquired significant commonsense knowledge from texts on which it was trained [13]. Commonsense knowledge also manifests itself as procedural knowledge—common situations are addressed by following familiar patterns of behavior. Our third technique is to bias the agent toward certain sequences of action commands using BERT’s next sentence prediction mode.

## 2 Methods

We experiment with three agent designs, each using a different source or a different way of incorporating commonsense knowledge into the agent. All three agents build off the KG-A2C [10] agent framework, which is shown in Figure 1 (right). At every step, KG-A2C uses an information extraction process to identify \((subject, relation, object)\) triples in text descriptions of the current location. These triples are added to an ever-growing knowledge graph, which is encoded into the neural architecture of the agent to inform the choice of command. The knowledge graph is the agent’s belief about the state of the world. Commands that reference objects are filtered out if they reference entities not in the knowledge graph. KG-A2C is our baseline.

[^2]: 9:05 is part of the Jericho [3] suite of games at [https://github.com/microsoft/jericho](https://github.com/microsoft/jericho)
The Q*BERT Agent. The first agent is Q*BERT [11], which augments the knowledge graph by using the pre-trained language model, ALBERT [14], a variant of BERT that is fine-tuned for question answering. Q*BERT generates questions about the current environment and ALBERT proposes answers, which are converted into \((\text{subject, relation, object})\) and added to the knowledge graph (see Figure 1 (right)). While Q*BERT was not explicitly design with commonsense knowledge in mind, we hypothesize that ALBERT is linking text observations to a broader set of knowledge about the world that has been acquired through training on a very large corpus of texts. That is, Q*BERT may infer things about the environment that are not directly observed but are also commonly believed by humans in similar situations.

The COMET-A2C Agent. Our second agent is similar to Q*BERT but replaces ALBERT with COMET [1], a neural commonsense inference model. Unlike ALBERT, COMET was trained on the ConceptNet [15] dataset to take text sentences and generate a number of short phrases that people are likely to directly infer. COMET produces several types of inferences. We use COMET’s HasA inference class. COMET-A2C uses KG-A2C’s information extraction process to produce \((\text{subject, relation, object})\) triples, and then we add additional nodes inferred by COMET. We hypothesize that COMET will make the agent’s understanding of the world state more robust by adding object commonly found in certain types of locations. See Figure 1 (right) which shows the addition of COMET or ALBERT to the KG-A2C model. The updated knowledge graph is sent as input to the Graph Attention Network which converts nodes into features and applies self-attention on all these features. The output of the model is then embedded with the encoded vector outputs for the state feedback of the environment. This final embedded vector is then sent to the Actor-Critic model to decode the action.

KG-A2C-BERT. Our third agent is identical to KG-A2C, except that it uses a policy-shaping approach to exploration [16]. KG-A2C-BERT samples the top \(k\) commands generated by the network and scores each based on a history of previous commands. This is done by concatenating the currently proposed command to prior commands and computing the likelihood of that entire text sequence using BERT to compute \(Pr(c_t|c_1...c_{t-1}; \theta)\) where \(c_t\) is a command at time step \(t\) and \(\theta\) is BERT’s pre-trained weights. The \(k\) candidate commands are re-ranked according to the score and the agent re-samples from the new distribution. In this way, KG-A2C-BERT is biased toward exploring commands which logically entail one another, according to what BERT has learned from NSP pretraining on its very large corpus of text. In Figure 1 (right), the green box is removed.

Environment. We conduct experiments in the 9:05 slice of life text-based game. In this game, the player must get ready for work by taking a shower, wearing clean clothes and then travel to the workplace by car. There are a large variety of different tasks that can be performed by the agent, most of which have no impact on reaching the end goal. There are very few sequences that reach the end of the game; and each of these sequences are of 25 to 30 specific actions. The 9:05 game provides a single score at the end of the game: a score of 1 at the end or 0 if the player fails. Due to the extreme sparseness of feedback all agents struggle to make any significant progress except by accident; the branching factor is too high and the only reward feedback requires 25-30 steps executed in the perfect order. Consequently, we provide a shaped reward function. We define a sequence of observations that the agent should see if progress is being made and give +1 reward for each observation: entering the bedroom, entering the bathroom, taking off the watch, taking off soiled clothes, dropping clothes. and entering the shower. The critical checkpoints are at reward 2 for when the agent enters the bathroom and at reward 6 for when the agent successfully enters the shower. The reward states are chosen such that they can only be observed in one particular order and that loops cannot occur.

Experiments. We conducted two experiments. (1) In the first experiment, we used the version of 9:05 where reward is given for passing key states. (2) In the second experiment, we test agents’ abilities to supplement missing/failed observations with commonsense inferences. We introduce a modified version of 9:05 that has the shaped reward but also deletes all textual references to \(\text{sink, toilet, and shower}\) from the description of the \(\text{bathroom}\) location. This simulates the situation in which the agent’s observations have failed to notice any of the objects, or to correctly parse and extract relations pertaining to these objects. It also simulates the situation in which a human deems it unnecessary or obvious to state the presence of these objects in a bathroom. The player must interact with all three objects in order to progress in the game. The player can still interact with the objects even if they are not present in the description text; objects were not removed, only the text mentions.
3 Results and Discussion

The results of Experiment 1 are shown in Figure 2 (left). KG-A2C never makes it to the shower and gets stuck after it enters the bathroom. KG-A2C-BERT sometimes makes it to reward 5 (dropping clothes just before getting in the shower), but not reliably so its average performance is similar to that of KG-A2C. COMET-A2C and Q*BERT are both able to reliably get past the shower and on to the next phase of the game where the player must drive to work. Their performances in this experiment are not significantly different. This experiment tells us that the commonsense knowledge helps agent performance in 9:05, which makes heavy use of locations and situations that also commonly occur in the real world. KG-A2C-BERT performs better than KG-A2C because BERT informs the agent’s exploration by comparing action command sequences to patterns BERT recognizes. COMET-A2C adds HasA relations to the knowledge graph; its improvement over baseline and KG-A2C-BERT is due to inferring entities that might not have been properly extracted from text descriptions. Q*BERT performs similarly to COMET-A2C and is likely due to inferring entities.

The results for Experiment 2 are shown in Figure 2 (right). In this experiment agents must contend with missing object references in room descriptions. KG-A2C never makes it past a score of 2—it enters the bathroom but cannot complete any tasks due to the inability to directly observe the sink, toilet, or shower. KG-A2C-BERT performs identical to KG-A2C; BERT’s commonsense procedural guidance doesn’t help if it cannot generate the necessary commands to begin with. COMET-A2C and Q*BERT are able to use the sink, toilet, and shower to successfully complete all the tasks required in the bathroom which leads to greater reward. Q*BERT converges faster in this extreme experimental condition. Experiment 2 confirms our intuitions about the role that commonsense inferences are playing in the agent’s decision-making. By making the presence of key objects in one location implicit instead of explicit, we can verify in a controlled fashion that commonsense inferences are able to augment agents’ senses. Similar to Experiment 1, Q*BERT more consistently reaches the end of the bathroom task. While COMET-A2C does reach the successfully complete the task, it requires more iterations to actually successfully complete the task. This is due to the difference in the way COMET-A2C and Q*BERT infer commonsense information to the knowledge graph. Both infer the existence of the missing entities, allowing them to progress through the game. However, Q*BERT infers a diverse set of information using a small set of questions to be answered whereas COMET-A2C focuses on HasA relations. This variance allows Q*BERT to solve the intermediate steps that are required to reach the end of the bathroom task by capturing information beyond what the HasA relation produces, such as using the question “What attributes does X possess?” that explicitly connects entities in richer ways.

The 9:05 game is a “slice of life game”, which requires the player to recreate behavior that might be also conducted routinely in the real-world. Slice of life games are extreme in their invocation of common locations and common situations; agents that can effectively use commonsense knowledge are going to naturally fare better than those without. Most text-based games have a mix of fantasy and science fiction elements along with common locations and situations and it remains to be seen if commonsense can help in these scenarios.
4 Conclusions

We conducted experiments in slice of life text-based games to understand how commonsense knowledge can help agents handle puzzles that involve locations and scenarios commonly found in the real world. Slice of life games, and in particular, are extreme versions of text-based games that require the player to recreate behavior that might be also conducted routinely in the real-world. Although slice of life games are dominated by these scenarios, most text-based games interleave mundane world interactions with the world between fantasy and science fiction puzzles. Our experiments show that commonsense inferences can be used to augment an agent’s beliefs about the state of the world, making the agent more robust against observation failures or against missing information in text descriptions. We find that—regardless of the source of commonsense knowledge—augmenting the agent’s world state beliefs is more successful than biasing the agent’s exploration.

We contend that text-based, slice of life games are stepping stones toward goal-based natural language interactions with humans; situations in which an agent primarily understands the dynamic world through listening and acts to change the world by speaking. It is natural for commonsense details to be omitted in such environments. Our work shows how a deep reinforcement learning framework for “acting through language” can be made more robust to real-world natural language phenomena.
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