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Abstract. In this paper we characterize the Banach lattices with the Hardy-Littlewood property by using maximal operators defined by semigroups of operators associated with the inverse Gauss measure.

1. Introduction

We consider the Euclidean space $\mathbb{R}^n$ endowed with the measure whose density $\gamma_{-1}$ with respect to the Lebesgue measure is

$$\gamma_{-1}(x) := \pi^{n/2}e^{\frac{|x|^2}{2}}, \quad x \in \mathbb{R}^n.$$ 

This measure is called inverse Gauss measure. We recall that the Gauss measure is the one defined by the density function

$$\gamma_1(x) := \pi^{n/2}e^{-\frac{|x|^2}{2}}, \quad x \in \mathbb{R}^n,$$

with respect to the Lebesgue measure. Note that the Gauss measure is a probability measure on $\mathbb{R}^n$, while the inverse Gauss measure is not even finite in $\mathbb{R}^n$. Furthermore, if for every $x \in \mathbb{R}^n$ and $r > 0$, $B(x,r)$ denotes the ball in $\mathbb{R}^n$ with center at $x$ and radius $r$, the measure $\gamma_{-1}(B(x,r))$ of $B(x,r)$ grows more than exponentially with $r$, as $r$ tends to $\infty$. These facts make it interesting to study harmonic analysis in the inverse Gaussian setting $(\mathbb{R}^n, \gamma_{-1})$. Some ideas and methods that are needed in $(\mathbb{R}^n, \gamma_{-1})$ can be useful in the study of harmonic analysis on manifolds where the volume growth is superexponential.

The Dirichlet form $Q_{\gamma_{-1}}$ associated with the inverse Gauss measure is defined by

$$Q_{\gamma_{-1}}(f) := \frac{1}{2} \int_{\mathbb{R}^n} |\nabla f(x)|^2 \gamma_{-1}(x)dx, \quad f \in C^\infty_c(\mathbb{R}^n),$$

where as usual $C^\infty_c(\mathbb{R}^n)$ denotes the space of smooth functions with compact support in $\mathbb{R}^n$. $Q_{\gamma_{-1}}$ defines the operator

$$A(f) := -\frac{1}{2}\Delta f - x \cdot \nabla f, \quad f \in C^\infty_c(\mathbb{R}^n).$$
The Dirichlet form $Q_{\gamma_1}$ for the Gauss measure defines the Ornstein-Uhlenbeck operator,

$$\mathcal{L}(f) := -\frac{1}{2} \Delta f + x \cdot \nabla f, \quad f \in C_c^\infty(\mathbb{R}^n).$$

The harmonic analysis for the Ornstein-Uhlenbeck operator was firstly studied by B. Muckenhoupt ([33]) and ever since has been an active work area (see for instance [1, 5, 7, 8, 10, 11, 12, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 26, 30, 31, 32, 33, 34, 35, 36, 39, 41]). Recently, W. Urbina ([42]) has published a monograph about Gaussian harmonic analysis.

The connection between the Gaussian measure and the Ornstein-Uhlenbeck operator motivated F. Salogni ([38]) to begin the study of harmonic analysis in the inverse Gaussian measure setting. The semigroup of operators \( \{T_t^A := e^{-tA}\}_{t>0} \) generated by the operator \(-A\) is a symmetric diffusion semigroup in the sense of E. Stein ([40]).

\( L^p(\mathbb{R}^n, \gamma_{-1}) \)-boundedness properties of the maximal operator \( T^A \) defined by

$$T^A(f) := \sup_{t>0} |T_t^A(f)|,$$

were established in [38, Theorem 3.3.6]. In [4], T. Bruno introduces a new Hardy space \( H^1 \) and obtains endpoint \((p = 1)\) results for the imaginary powers \( A^{\gamma}, \gamma \in \mathbb{R} \), and also for certain Riesz transforms. The results concerning Riesz transforms associated with \( A \) were completed in [6, Theorem 1.1].

We now recall some definitions and results about the operator \( A \) and the semigroups of operators generated by \(-A\) and \(-\sqrt{A}\) that we will need in the sequel.

For every \( k \in \mathbb{N} \) we denote by \( H_k \) the \( k \)-th Hermite polynomial defined by

$$H_k(z) := (-1)^k e^{-z^2} \frac{d^k}{dz^k} e^{-z^2}, \quad z \in \mathbb{R}.$$  

For every \( k = (k_1, \ldots, k_n) \in \mathbb{N}^n \) we define

$$H_k(x) := \prod_{i=1}^n H_{k_i}(x_i), \quad x = (x_1, \ldots, x_n) \in \mathbb{R}^n,$$

and

$$\tilde{H}_k(x) := \gamma_1(x) H_k(x).$$

We have that, for every \( k = (k_1, \ldots, k_n) \in \mathbb{N}^n \),

$$A \tilde{H}_k = (k_1 + \cdots + k_n + n) \tilde{H}_k.$$

We define the operator \( \tilde{A} \) as follows

$$\tilde{A}f := \sum_{k=(k_1, \ldots, k_n) \in \mathbb{N}^n} c_k(f)(k_1 + \cdots + k_n + n) \tilde{H}_k, \quad f \in D(\tilde{A}),$$

where

$$c_k(f) := \frac{1}{\|\tilde{H}_k\|^2_{L^2(\mathbb{R}^n, \gamma_{-1})}} \int_{\mathbb{R}^n} f(x) \tilde{H}_k(x) \gamma_{-1}(x) dx.$$
and
\[ D(\overline{A}) := \{ f \in L^2(\mathbb{R}^n, \gamma_{-1}) : \sum_{k=(k_1, \ldots, k_n) \in \mathbb{N}^n} |c_k(f)|^2 (k_1 + \cdots + k_n + n)^2 \| \tilde{H}_k \|_{L^2(\mathbb{R}^n, \gamma_{-1})}^2 < \infty \}. \]

We can see that \( C_c^\infty(\mathbb{R}^n) \subset D(\overline{A}) \) and that
\[ A f = \overline{A} f, \quad f \in C_c^\infty(\mathbb{R}^n). \]

With a slight abuse of notation, we identify \( A \) with \( \overline{A} \).

By \( \{ T^A_t \}_{t>0} \) we denote the semigroup of operators generated by \( -A \). For every \( t > 0 \) and \( 1 \leq p \leq \infty \), the operator \( T^A_t \) admits the following integral representation
\[ T^A_t(f)(x) := \int_{\mathbb{R}^n} T^A_t(x,y)f(y) \, dy, \quad x \in \mathbb{R}^n, \]
for every \( f \in L^p(\mathbb{R}^n, \gamma_{-1}) \), where
\[ T^A_t(x,y) := \frac{e^{-nt}}{\pi^{n/2}(1-e^{-2t})^{n/2}} \exp\left( \frac{-|x-e^{-t}y|^2}{1-e^{-2t}} \right), \quad x, y \in \mathbb{R}^n, \quad t > 0. \]

\( \{ T^A_t \}_{t>0} \) is a symmetric diffusion semigroup in \( L^p(\mathbb{R}^n, \gamma_{-1}) \), \( 1 \leq p \leq \infty \).

By using the subordination formula, if \( \{ P^A_t \}_{t>0} \) denotes the semigroup of operators generated by \( -\sqrt{A} \) we have that
\[ P^A_t(f) := \int_0^t e^{-t'/2} T^A_{\sqrt{t'}} f(\sqrt{t'}) \, dt', \quad t > 0. \]

For every \( k \in \mathbb{N} \) we consider the maximal operators
\[ T^{A}_{*k}(f) := \sup_{t>0} |t^k \partial_t^k T^A_t(f)| \]
and
\[ P^{A}_{*k}(f) := \sup_{t>0} |t^k \partial_t^k P^A_t(f)|. \]

Since \( \{ T^A_t \}_{t>0} \) is a diffusion semigroup, according to [27, Corollary 4.2], for every \( k \in \mathbb{N} \), the maximal operators \( T^{A}_{*k} \) and \( P^{A}_{*k} \) are bounded from \( L^p(\mathbb{R}^n, \gamma_{-1}) \) into itself, for each \( 1 < p < \infty \). Furthermore, the ideas in [28, pp. 472–473] imply that \( P^{A}_{*k} \) is also bounded from \( L^1(\mathbb{R}^n, \gamma_{-1}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{-1}) \), for every \( k \in \mathbb{N} \). Salogni ([35, Theorem 3.3.6]) proved that \( T^{A}_{*k} = T^{A}_{*0} \) is bounded from \( L^1(\mathbb{R}^n, \gamma_{-1}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{-1}) \).

**Remark.** As a consequence of our results (see Theorem 1.2 below) we can deduce that \( T^{A}_{*1} \) is bounded from \( L^1(\mathbb{R}^n, \gamma_{-1}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{-1}) \). At this moment we do not know if \( T^{A}_{*k} \) is bounded from \( L^1(\mathbb{R}^n, \gamma_{-1}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{-1}) \), when \( k \geq 2 \). As far as we know in the Ornstein-Uhlenbeck setting the question is also open for \( k \geq 1 \).

Also we consider the centered Hardy-Littlewood maximal function associated with the inverse Gaussian measure \( \mathcal{M}_{\gamma_{-1}} \) defined by
\[ \mathcal{M}_{\gamma_{-1}}(f)(x) := \sup_{r>0} \frac{1}{\gamma_{-1}(B(x,r))} \int_{B(x,r)} |f(y)| \gamma_{-1}(y) \, dy, \quad x \in \mathbb{R}^n. \]
In this paper we characterize the Banach lattices with the Hardy-Littlewood property in terms of the $L^p(\mathbb{R}^n, \gamma^{-1})$-boundedness properties of the maximal function $M_{\gamma^{-1}}$ and the maximal operators defined by the semigroups $\{T^A_t\}_{t>0}$ and $\{P^A_t\}_{t>0}$ (Theorems 1.1, 1.2 and 1.3). Our study is motivated by [23] in the Gaussian context.

Before stating our results we need to recall some definitions and properties about Banach lattices and the Hardy-Littlewood property.

**Banach lattice.** A Banach lattice is a real Banach space $X$ endowed with an order relation $\leq$ satisfying the following properties. Let $x, y, z \in X$ and $a \in \mathbb{R}$, $a \geq 0$,

1. $x \leq y \Rightarrow x + z \leq y + z$;
2. $ax \geq 0$ provided that $x \geq 0$ in $X$;
3. there exist the least upper bound $\sup\{x, y\}$ and the greatest lower bound $\inf\{x, y\}$ for $x$ and $y$;
4. if we define $\frac{w}{\|\cdot\|} := \sup\{-w, w\}$, $w \in X$, $\|x\| \leq \|y\|$ provided that $|x| \leq |y|$.

**Köthe function space.** Let $(\Omega, \Sigma, \mu)$ be a complete $\sigma$-finite measure space. A Banach space $X$ consisting of equivalence classes, modulo equality almost everywhere, of locally integrable, real valued functions in $\Omega$ is said to be a Köthe function space when the following properties hold

1. If $|f(w)| \leq |g(w)|$, a.e. $w \in \Omega$, with $f$ measurable and $g \in X$, then $f \in X$ and $\|f\| \leq \|g\|$.
2. For every $E \in \Sigma$ such that $\mu(E) < \infty$, $\chi_E \in X$.

Here $\chi_E$ denotes the characteristic function over the set $E$.

Every Köthe space is a Banach lattice with the obvious order,

$$f \geq 0 \quad \text{when} \quad f(w) \geq 0, \quad \text{a.e.} \ w \in \Omega.$$ 

This lattice is $\sigma$-order complete. Moreover, each order continuous Banach lattice with weak unit is order isometric to a Köthe function space ([29, Theorem 1.b.14]). Then, a separable Banach lattice is order isometric to a Köthe function space if, and only if, it is $\sigma$-order complete. This fact justifies why we establish our results for Köthe function spaces. If $X$ is a Köthe function space, we denote by $X'$ the space of all the integrals in $X$ ([29, p. 29]).

**Hardy-Littlewood property.** Let $n \in \mathbb{N}$ and $X$ be a Banach lattice. Assume that $J$ is a finite subset of rational positive numbers. If $f : \mathbb{R}^n \rightarrow X$ is a locally integrable
function, we define

$$\mathcal{M}_J^X(f)(x) := \sup_{r \in J} \frac{1}{|B(x,r)|} \int_{B(x,r)} |f(y)|dy.$$  

A Banach lattice $X$ is said to have the Hardy-Littlewood property if there exists $1 < p < \infty$ such that, for every finite subset $J$ of $\mathbb{Q}_+$, $\mathcal{M}_J^X$ is bounded from $L^p(\mathbb{R}^n, X)$ into itself and

$$\sup_{J \subset \mathbb{Q}_+} \|\mathcal{M}_J^X\|_{L^p(\mathbb{R}^n, X) \to L^p(\mathbb{R}^n, X)} < \infty.$$  

The Hardy-Littlewood property for a Banach lattice does not depend on the dimension $n$.

For a general Banach lattice $X$ the supremum must be taken over finite sets $J$. When $X$ is a Köthe function space this restriction is not needed. Suppose that $X$ is a Köthe function space over $(\Omega, \Sigma, \mu)$. Every function $f : \mathbb{R}^n \to X$ is understood as a two variables function $(x, w) \in \mathbb{R}^n \times \Omega \to f(x, w) \in \mathbb{R}$. We define now the centered Hardy-Littlewood maximal function with respect to the first variable as follows

$$\mathcal{M}^X(f)(x, w) := \sup_{r > 0} \frac{1}{|B(x,r)|} \int_{B(x,r)} |f(y, w)|dy, \quad x \in \mathbb{R}^n \text{ and } w \in \Omega,$$

where $f : \mathbb{R}^n \to X$ is locally integrable. J. Bourgain [33] proved that a Köthe function space $X$ has the UMD property if, and only if, $\mathcal{M}^X$ is bounded from $L^p(\mathbb{R}^n, X)$ into itself and from $L^p(\mathbb{R}^n, X^*)$ into itself, for some (equivalently, for every) $1 < p < \infty$, where $X^*$ denotes the dual space of $X$ and $p' = p/(p-1)$.

**Fatou property.** It is said that a Köthe function space has the Fatou property when the following property holds. If, for every $n \in \mathbb{N}$, $f_n \in X$ and $f_n(w) \geq 0$, a.e. $w \in \Omega$, satisfying that $f_n(w) \uparrow f(w)$, a.e. $w \in \Omega$, as $n \to \infty$, and $\sup_{n \in \mathbb{N}} \|f_n\|_X < \infty$, then $f \in X$ and $\|f\|_X = \lim_{n \to \infty} \|f_n\|_X$.

By using Lebesgue’s monotone convergence theorem we can see that a Köthe function space $X$ having the Fatou property has the Hardy-Littlewood property if, and only if, there exists $1 < p_0 < \infty$ such that $\mathcal{M}^X$ is bounded from $L^{p_0}(\mathbb{R}^n, X)$ into itself. In [13, Theorem 1.7] it was proved that this condition is equivalent to the boundedness of $\mathcal{M}^X$ from $L^p(\mathbb{R}^n, X)$ into itself, for every $1 < p < \infty$, and to the boundedness of $\mathcal{M}^X$ from $L^1(\mathbb{R}^n, X)$ into $L^{1,\infty}(\mathbb{R}^n, X)$.

The Hardy-Littlewood property for Banach lattices has been investigated in [13, 14] and [21] (see also [37]). In [23] the Hardy-Littlewood property for Köthe function spaces was characterized by using maximal operators associated with Ornstein-Uhlenbeck operators with respect to the Gauss measure. In this paper we obtain new characterizations of the Köthe function spaces with the Hardy-Littlewood property via maximal operators associated with the semigroups $\{T^A_t\}_{t \geq 0}$ and $\{P^A_t\}_{t \geq 0}$ (Theorems [1.2] and [1.3]).
Suppose that \( g : (0, \infty) \to \mathbb{R} \) is \( C^m(0, \infty) \) where \( m \in \mathbb{N} \) and that \( m - 1 \leq \alpha < m \). The Weyl fractional derivative of order \( \alpha \), \( D^\alpha g \), is defined by
\[
D^\alpha g(t) := \frac{1}{\Gamma(m-\alpha)} \int_0^\infty g^{(m)}(t+s)s^{m-\alpha-1} \, ds, \quad t \in (0, \infty).
\]
If \( X \) is a Köthe function space and \( f \in L^p(\mathbb{R}^n, X) \), \( 1 \leq p < \infty \), we define
\[
\mathcal{M}^X_{\gamma-1}(f)(x, w) := \sup_{r>0} \frac{1}{\gamma_{-1}(B(x, r))} \int_{B(x, r)} f(y, w) \gamma_{-1}(y) \, dy, \quad x \in \mathbb{R}^n, \ w \in \Omega,
\]
and, for every \( \alpha > 0 \),
\[
T^A_{\gamma, \alpha}(f)(x, w) := \sup_{t>0} |t^\alpha \partial^\alpha T_t^A(f(\cdot, w))(x)|, \quad x \in \mathbb{R}^n, \ w \in \Omega,
\]
and
\[
P^A_{\gamma, \alpha}(f)(x, w) := \sup_{t>0} |t^\alpha \partial^\alpha P_t^A(f(\cdot, w))(x)|, \quad x \in \mathbb{R}^n, \ w \in \Omega.
\]
From now on, when it is understood from the context, we will use the notation \( S(f)(x) := S(f)(x, \cdot) \), \( x \in \mathbb{R}^n \), for any operator \( S \) appearing along the paper.

We are finally in position of stating our results.

**Theorem 1.1.** Let \( X \) be a Köthe function space with the Fatou property. The following assertions are equivalent.

(a) \( X \) has the Hardy-Littlewood property.
(b) \( \mathcal{M}^X_{\gamma-1} \) is bounded from \( L^1_X(\mathbb{R}^n, \gamma_{-1}) \) into \( L^{1,\infty}_X(\mathbb{R}^n, \gamma_{-1}) \).
(c) For every \( f \in L^1_X(\mathbb{R}^n, \gamma_{-1}) \), \( \mathcal{M}^X_{\gamma-1}(f)(x) \in X \) for almost all \( x \in \mathbb{R}^n \).

**Theorem 1.2.** Let \( X \) be a Köthe function space with the Fatou property, \( 1 < p < \infty \) and \( \alpha \in [0, 1] \). Consider the following assertions.

(a) \( X \) has the Hardy-Littlewood property.
(b) \( T^A_{\gamma, \alpha} \) is bounded from \( L^p_X(\mathbb{R}^n, \gamma_{-1}) \) into itself.
(c) \( T^A_{\gamma, \alpha} \) is bounded from \( L^1_X(\mathbb{R}^n, \gamma_{-1}) \) into \( L^{1,\infty}_X(\mathbb{R}^n, \gamma_{-1}) \).
(d) For every \( f \in L^p_X(\mathbb{R}^n, \gamma_{-1}) \), \( T^A_{\gamma, \alpha}(f)(x) \in X \) for almost all \( x \in \mathbb{R}^n \).
(e) For every \( f \in L^1_X(\mathbb{R}^n, \gamma_{-1}) \), \( T^A_{\gamma, \alpha}(f)(x) \in X \) for almost all \( x \in \mathbb{R}^n \).

Then, when
- \( \alpha = 0 \), (a) \( \iff \) (b) \( \iff \) (c) \( \iff \) (d) \( \iff \) (e);
- \( \alpha \in (0, 1] \), (a) \( \Rightarrow \) (b), (c), (d) and (e).

**Theorem 1.3.** Let \( X \) be a Köthe function space with the Fatou property, \( 1 < p < \infty \) and \( \alpha \in [0, \infty) \). Consider the following assertions.

(a) \( X \) has the Hardy-Littlewood property.
(b) \( P^A_{\gamma, \alpha} \) is bounded from \( L^p_X(\mathbb{R}^n, \gamma_{-1}) \) into itself.
(c) \( P^A_{\gamma, \alpha} \) is bounded from \( L^1_X(\mathbb{R}^n, \gamma_{-1}) \) into \( L^{1,\infty}_X(\mathbb{R}^n, \gamma_{-1}) \).
(d) For every \( f \in L^p_X(\mathbb{R}^n, \gamma_{-1}) \), \( P^A_{\gamma, \alpha}(f)(x) \in X \) for almost all \( x \in \mathbb{R}^n \).
(e) For every \( f \in L^1_X(\mathbb{R}^n, \gamma_{-1}) \), \( P^A_{\gamma, \alpha}(f)(x) \in X \) for almost all \( x \in \mathbb{R}^n \).

Then, when
\[ \alpha = 0, (a) \Leftrightarrow (b_a) \Leftrightarrow (c_a) \Leftrightarrow (d_a) \Leftrightarrow (e_a); \]
\[ \alpha > 0, (a) \Rightarrow (b_a), (c_a), (d_a) \text{ and } (e_a). \]

Some comments related to Theorems 1.2 and 1.3 are in order. Suppose that \( \{T_t\}_{t>0} \) is a symmetric diffusion semigroup on \((\Lambda, \mu)\) and \( \{P_t\}_{t>0} \) is the corresponding subordinated Poisson semigroup. H. Li and P. Sjögren (\cite{28}, p. 473) proved that, for every \( k \in \mathbb{N} \),

\[ \mathrm{P}_{*,k}(f) \leq C \sup_{t>0} \left\{ \frac{1}{t} \int_0^t T_s(f)ds \right\}. \]

Then by using Hopf-Dunford-Schwartz ergodic theorem it follows that \( \mathrm{P}_{*,k} \) is bounded from \( L^1(\Lambda) \) into \( L^{1,\infty}(\Lambda) \), for every \( k \in \mathbb{N} \).

Let \( X \) be a Köthe function space on \((\Omega, \nu)\). We define the maximal ergodic function associated to \( \{T_t\}_{t>0} \) by

\[ \mathbb{M}(f)(x, w) := \sup_{t>0} \frac{1}{t} \left| \int_0^t T_s(f(\cdot, w))(x)ds \right|, \quad x \in \Lambda \text{ and } w \in \Omega. \]

A Banach space \( Y \) is said to have the \textit{UMD property} when the Hilbert transform can be extended to \( L^p(\mathbb{R}) \otimes Y \), in the obvious way, as a bounded operator from \( L^p(\mathbb{R}) \otimes Y \) into itself with the topology of \( L^p_\nu(\mathbb{R}) \) for some (equivalently, for every) \( 1 < p < \infty \). The interested reader can find in \cite{25}, Chapter 4] the main properties of UMD Banach spaces.

In \cite{43} Theorem 1] Q. Xu proved that if \( X \) is a UMD Köthe function space, then \( \mathbb{M} \) defines a bounded operator from \( L^p_X(\Lambda) \) into itself, for every \( 1 < p < \infty \). Hence, if \( X \) is a UMD Köthe function space, for every \( k \in \mathbb{N} \) and \( 1 < p < \infty \), \( \mathrm{P}_{*,k} \) is bounded from \( L^p_X(\Lambda) \) into itself. Furthermore, as Xu commented (\cite{43} Problem 10]), it is not known if, even when \( X \) is a UMD Köthe function space, \( \mathbb{M} \) is bounded from \( L^1_X(\Lambda) \) into \( L^{1,\infty}_X(\Lambda) \).

We prove our results by using a method introduced by Muckenhoupt (\cite{33}) that consists on decomposing the operator under consideration in two parts that are called \textit{local} and \textit{global} operators, respectively. In order to see the \( L^p(\mathbb{R}^n, \gamma_-) \)-boundedness properties of the local operators we need the corresponding for the classical operators, that is, those operators associated with the Euclidean heat and Poisson semigroups. Next, we state these results that we will be needed, which are also interesting by themselves.

We consider the \textit{Euclidean heat semigroup} (i.e., the one associated to \(-\frac{1}{2}\Delta\)), \( \{W_t\}_{t>0} \), given by

\[ W_t(f)(x) := \int_{\mathbb{R}^n} W_t(x-y)f(y)dy, \quad x \in \mathbb{R}^n, \quad t > 0, \]

where

\[ W_t(z) := \frac{1}{(2\pi t)^{n/2}} e^{-|z|^2/2t}, \quad z \in \mathbb{R}^n, \quad t > 0, \]
and the Euclidean Poisson semigroup \( \{P_t\}_{t > 0} \) defined by

\[
P_t(f)(x) := \int_{\mathbb{R}^n} P_t(x-y)f(y) \, dy, \quad x \in \mathbb{R}^n, \quad t > 0,
\]

with

\[
P_t(z) := \frac{\Gamma((n+1)/2)}{\pi^{(n+1)/2}} \frac{t}{(t^2 + |z|^2)^{(n+1)/2}}, \quad z \in \mathbb{R}^n, \quad t > 0.
\]

If \( X \) is a Köthe function space, \( \alpha > 0 \), \( 1 \leq p < \infty \) and \( f \in L_X^p(\mathbb{R}^n, dx) \), we introduce the following maximal operators

\[
W_{\ast, \alpha}(f)(x, w) := \sup_{t > 0} |t^{\alpha} \partial_t \partial_w P_t(f(\cdot, w))(x)|, \quad x \in \mathbb{R}^n, \; w \in \Omega,
\]

and

\[
P_{\ast, \alpha}(f)(x, w) := \sup_{t > 0} |t^{\alpha} \partial_t \partial_w P_t(f(\cdot, w))(x)|, \quad x \in \mathbb{R}^n, \; w \in \Omega.
\]

**Theorem 1.4.** Let \( X \) be a Köthe function space with the Fatou property, \( 1 < p < \infty \) and \( \alpha \in [0, \infty) \). Denote by \( S_{\ast, \alpha} \) the maximal operators \( W_{\ast, \alpha} \) or \( P_{\ast, \alpha} \) and consider the following assertions.

1. \( X \) has the Hardy-Littlewood property.
2. \( S_{\ast, \alpha} \) is bounded from \( L^p_X(\mathbb{R}^n, dx) \) into itself.
3. \( S_{\ast, \alpha} \) is bounded from \( L^1_X(\mathbb{R}^n, dx) \) into \( L^{1,\infty}_X(\mathbb{R}^n, dx) \).
4. For every \( f \in L^p_X(\mathbb{R}^n, dx) \), \( S_{\ast, \alpha}(f)(x) \in X \) for almost all \( x \in \mathbb{R}^n \).
5. For every \( f \in L^1_X(\mathbb{R}^n, dx) \), \( S_{\ast, \alpha}(f)(x) \in X \) for almost all \( x \in \mathbb{R}^n \).

Then, we have that

1. \( (a) \Leftrightarrow (b) \Leftrightarrow (c) \Leftrightarrow (d) \Leftrightarrow (e) \), for \( \alpha = 0 \).
2. \( (a) \Rightarrow (b), (c), (d) \) and \( (e) \), for every \( \alpha > 0 \).

Observe that in the statements of our results we have imposed \( X \) to have the Fatou property. This is because at some point in the proofs we compare the operators with the classical Hardy-Littlewood maximal function \( \mathcal{M}^X \). In [23] the authors use a different definition of the Hardy-Littlewood property for a Köthe function space. They say that a Köthe function space \( X \) satisfies the Hardy-Littlewood property if, and only if, there exists \( 1 < p_0 < \infty \) such that \( \mathcal{M}^X \) is bounded from \( L^{p_0}(\mathbb{R}^n, X) \) into itself (and the equivalences that follow). Therefore, if we had used this definition in our results then they would remain valid and the Fatou property would be needed only for the implications that concern \((d)\) and \((e)\) in Theorems 1.2 and 1.3.

As mentioned before, our study is motivated by [23], which was developed in the Gaussian context. We remark that in [23] the authors considered only the maximal operator for the Poisson semigroup associated with the Ornstein-Uhlenbeck operator, which is in our notation the maximal operator \( P_{\ast}^2 \). On the other hand, note that the heat and Poisson kernels are positive, but this property is lost after taking derivatives.

In the following sections we present the proofs of our theorems. Throughout the paper \( C \) and \( c \) always denote positive constants that might change in each appearance. We
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also write \( a \lesssim b \) as shorthand for \( a \leq Cb \) and moreover will use the notation \( a \approx b \) if \( a \lesssim b \) and \( b \lesssim a \).

2. PROOF OF THEOREM 1.1

Firstly we introduce some notation that will be useful throughout the paper.

For some \( \beta > 0 \) we divide \( \mathbb{R}^n \times \mathbb{R}^n \) in two regions, namely the \textit{local region} 
\[ N_\beta := \left\{ (x, y) \in \mathbb{R}^n \times \mathbb{R}^n : |x - y| \leq \beta \left( 1 \wedge \frac{1}{|x|} \right) \right\} \]
and the \textit{global region} 
\[ N^c_\beta := \left\{ (x, y) \in \mathbb{R}^n \times \mathbb{R}^n : |x - y| > \beta \left( 1 \wedge \frac{1}{|x|} \right) \right\} \]
Here \( a \wedge b := \min\{a, b\} \), \( a, b \in \mathbb{R} \). If \( T \) represents any of the operators defined above, we introduce 
\[ T_{\text{loc}}(\beta)(f)(x) := T(\chi_{N_\beta}(x, \cdot) f)(x), \quad x \in \mathbb{R}^n, \]
and 
\[ T_{\text{glob}}(\beta)(f)(x) := T(\chi_{N^c_\beta}(x, \cdot) f)(x), \quad x \in \mathbb{R}^n. \]
The precise value of \( \beta \) will be clear in each occurrence. When \( \beta = 1 \) we do not write it.

In order to prove Theorem 1.1 we will adapt to our inverse Gaussian setting some ideas from [22, Section 2].

We start with the following useful lemma.

**Lemma 2.1.** There exists a measurable function \( Q \) on \( \mathbb{R}^n \times \mathbb{R}^n \) such that \( Q(x, y) \geq 0 \), \( x, y \in \mathbb{R}^n \). Moreover,
(i) the operator \( Q \) defined by
\[ Q(g)(x) := \int_{\mathbb{R}^n} Q(x, y) g(y) \, dy \]
is bounded from \( L^1(\mathbb{R}^n, \gamma_{-1}) \) into itself;
(ii) for every \( g \in L^1(\mathbb{R}^n, \gamma_{-1}) \), \( g \geq 0 \),
\[ \mathcal{M}^X_{\gamma_{-1}, \text{glob}}(g) \leq Q(g). \]

**Remark 2.2.** Lemma 2.1 implies that \( \mathcal{M}^X_{\gamma_{-1}, \text{glob}} \) is bounded from \( L^1(\mathbb{R}^n, \gamma_{-1}) \) into itself. This property does not depend on the Hardy-Littlewood property for the Köthe function space \( X \).

**Proof of Lemma 2.1.** We define 
\[ Q(x, y) := \sup_{r > 0} \frac{1}{\gamma_{-1}(B(x, r))} \chi_{N^c_1}(x, y) \chi_{B(x, r)}(y) e^{\|y\|^2}, \quad x, y \in \mathbb{R}^n. \]
It is clear that
\[ Q(x, y) \leq \frac{1}{\gamma_1(B(x, |x-y|))} \chi_{N^c}(x, y) e^{||y|^2}, \quad x, y \in \mathbb{R}^n, \]
and that
\[ M^{X}_{\gamma_1, \text{glob}}(y) \leq \int_{\mathbb{R}^n} Q(x, y) g(y) \, dy, \quad x \in \mathbb{R}^n, \]
for every Lebesgue measurable function \( g \geq 0 \) in \( \mathbb{R}^n \).

It remains to justify property (i). Suppose firstly that \( n \geq 2 \). Let \( x \in \mathbb{R}^n \setminus \{0\} \) and \( R > 0 \). Since \( \gamma_1 \) is rotation invariant we can assume that \( x = |x|e \). We have that
\[
\gamma_1(B(x, R)) = \int_{|x| < R} e^{||x|+R^2/4} \, du \geq e^{||x|+R^2/4} \int_{0}^{|x|} \int_{R/2}^{R} e^{R^2/4} \, du \, dr \phi_1 \frac{R}{x} \, d\phi_1
\]
and
\[
\frac{\gamma_1(B(x, R))}{|x|^2} \geq \frac{\gamma_1(B(x, R))}{|x|^2} \geq e^{R^2/4} \frac{R^2}{4 |x|} \frac{1}{\gamma_1(B(x, R))} e^{R^2/4} \phi_1(x, y) d\phi_1.
\]

we get
\[
\gamma_1(B(x, R)) \geq e^{R^2/4} \frac{R^2}{4 |x|^2} e^{R^2/4} \frac{1}{\gamma_1(B(x, R))} e^{R^2/4} \phi_1(x, y) d\phi_1.
\]

Next, we distinguish several cases.

(a) Assume that \( |x| \geq 1 \), or equivalently, \( 1 \wedge 1/|x| = 1/|x| \). Then,
\[
|x-y| |x| \cos \phi \geq \cos \phi_0, \quad (x, y) \in N^c.
\]

It follows that
\[
Q(x, y) \leq e^{||y|^2-|x|^2} e^{-|x-y|^2/4} e^{-|x-y||x| \cos \phi_0/2} \frac{1}{9} |x-y|^2 |x-y|^{2-n}
\]
\[
\leq e^{||y|^2-|x|^2} e^{-|x-y|^2/4} e^{-|x-y||x| \cos \phi_0/2} |x|^n.
\]

(a.1) We consider \( |x-y| \leq |x|/2 \). Then, \( |x|/2 \leq |y| \leq 3|x|/2 \). We get,
\[
Q(x, y) \leq e^{||y|^2-|x|^2} e^{-|x-y||y| \cos \phi_0/3} |y|^n.
\]

(a.2) Suppose \( |x-y| > |x|/2 \). Since \( |x| \geq 1 \), \( |x-y| > 1/2 \) and it follows that
\[
\gamma_1(B(x, |x-y|)) \geq \gamma_1(B(x, 1/2)) \geq e^{R^2/4 (|x| \cos \phi_0/4)} |x|^{-2}.
\]

Then,
\[
Q(x, y) \leq e^{||y|^2-|x|^2-(|x| \cos \phi_0)/4} |x|^2.
\]
(b) Assume that \(|x| \leq 1\), that is, \(1 \wedge 1/|x| = 1\). Then,

\[ B(x, 1) \subset B(x, |x - y|), \quad (x, y) \in N^c, \]

and for certain \(C > 0\),

\[ \gamma_1(B(x, |x - y|)) \geq \gamma_1(B(x, 1)) = \int_{B(x,1)} e^{|y|^2} dy \geq C, \quad (x, y) \in N^c, \]

where in the last inequality we have used that \(e^{|y|^2} \geq 1\), \(y \in \mathbb{R}^n\), so \(\gamma_1(B(x, 1)) \geq |B(x, 1)| = |B(0, 1)|, x \in \mathbb{R}^n\). Thus, we have in this case that

\[ Q(x, y) \leq e^{|y|^2}. \]

Let now \(g \in L^1(\mathbb{R}^n, \gamma_1)\). By taking into account the above estimates we obtain

\[
\|Q(g)\|_{L^1(\mathbb{R}^n, \gamma_1)} \leq \int_{|x| \geq 1} e^{|x|^2} \int_{|x-y| \leq |x|/2} e^{|y|^2 - |x|^2} e^{-(|x-y||y|\cos \varphi)/3} |g(y)| |y|^n dy \, dx
+ \int_{|x| \geq 1} e^{|x|^2} \int_{|x-y| > |x|/2} e^{|y|^2 - |x|^2 - (|x|\cos \varphi)/4} |g(y)| |x|^2 dy \, dx
+ \int_{|x| \leq 1} e^{|x|^2} e^{|y|^2} |g(y)| dy \, dx
\leq \|g\|_{L^1(\mathbb{R}^n, \gamma_1)}.
\]

Finally, suppose that \(n = 1\). Let \(x \in \mathbb{R} \setminus \{0\}\) and \(R > 0\). We can assume that \(x > 0\). We have that

\[ \gamma_1(B(x, R)) = \int_{|u| < R} e^{x^2 + u^2 + 2xu} du \geq \int_{Rx/2 < u < R} e^{2xu} du \geq \frac{e^{x^2 + R^2/4 + Rx}}{x}, \]

provided that \(Rx \geq \beta\), for certain \(\beta > 0\). Then,

\[ \gamma_1(B(x, |x-y|)) \geq \frac{e^{x^2 + |x-y|^2/4 + |x-y||x|}}{|x|}, \quad (x, y) \in N^c. \]

By proceeding as above we can see that the operator \(Q\) is bounded from \(L^1(\mathbb{R}, \gamma_1)\) into itself. \(\square\)

We now study the operator \(M_{\gamma_1, loc}^X\). Let \(f \in L^1_X(\mathbb{R}^n, \gamma_1)\). We have that

\[ M_{\gamma_1, loc}^X(f)(x, w) = \sup_{0 < r < 1/|x|} \frac{1}{\gamma_1(B(x, r))} \int_{B(x,r)} |f(y, w)| \gamma_1(y) dy. \]

As it was shown in [22] p. 348, there exists \(C > 0\) such that

\[ \frac{1}{C} e^{|y|^2} \leq e^{|x|^2} \leq C e^{|y|^2}, \quad |x - y| \leq 1 \wedge \frac{1}{|x|}. \]

This property allows us to show that

\[ M_{\gamma_1, loc}^X(f) \leq M_X^X(f), \]
where $M^X$ denotes the Hardy-Littlewood maximal function with respect to the Lebesgue measure (see (2) above), and
\begin{equation}
M^X_{\text{loc}}(f) \leq M^X_{\gamma-1,\text{loc}}(f).
\end{equation}

**Proof of Theorem 1.1.** $(a) \Rightarrow (b)$ Since $M^X_{\gamma-1,\text{glob}}$ is bounded from $L^X_1(\mathbb{R}^n, \gamma_{-1})$ into itself (Remark 2.2), $(b)$ follows from $(a)$ by using (4) and [13 Theorem 1.7]. □

**Proof of Theorem 1.1.** $(b) \Rightarrow (a)$ Assume that $M^X_{\gamma-1,\text{glob}}$ is bounded from $L^X_1(\mathbb{R}^n, \gamma_{-1})$ into $L^X_1(\mathbb{R}^n, \gamma_{-1})$. Since $M^X_{\gamma-1,\text{glob}}$ is bounded from $L^X_1(\mathbb{R}^n, \gamma_{-1})$ into itself (Remark 2.2), $M^X_{\gamma-1,\text{loc}}$ is bounded from $L^X_1(\mathbb{R}^n, \gamma_{-1})$ into $L^X_1(\mathbb{R}^n, \gamma_{-1})$. Now, by using (5) we deduce that $M^X_{\text{loc}}$ is bounded from $L^X_1(\mathbb{R}^n, \gamma_{-1})$ into $L^X_1(\mathbb{R}^n, \gamma_{-1})$. According to [38 Proposition 3.2.5], $M^X_{\text{loc}}$ is also bounded from $L^X_1(\mathbb{R}^n, dx)$ into $L^X_1(\mathbb{R}^n, dx)$. Furthermore, $M^X$ is invariant under dilations, so proceeding as in the proof of [23 (ii) \Rightarrow (i), Theorem 1.10] we deduce that $M^X$ is bounded from $L^X_1(\mathbb{R}^n, dx)$ into $L^X_1(\mathbb{R}^n, dx)$, or equivalently, $X$ has the Hardy-Littlewood property. □

**Proof of Theorem 1.1.** $(b) \Rightarrow (c)$ This implication is clear. □

**Proof of Theorem 1.1.** $(c) \Rightarrow (a)$ Let $f \in L^X_1(\mathbb{R}^n, \gamma_{-1})$ and suppose that
\begin{equation}
M^X_{\gamma-1,\text{loc}}(f)(x, \cdot) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\end{equation}

Since $M^X_{\gamma-1,\text{glob}}$ is bounded from $L^X_1(\mathbb{R}^n, \gamma_{-1})$ into itself (Remark 2.2), we also have that
\begin{equation}
M^X_{\gamma-1,\text{glob}}(f)(x, \cdot) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\end{equation}

Hence,
\begin{equation}
M^X_{\gamma-1,\text{loc}}(f)(x, \cdot) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\end{equation}

By (5), we deduce
\begin{equation}
M^X_{\gamma-1,\text{glob}}(f)(x, \cdot) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\end{equation}

Assume now that $f \in L^X_1(\mathbb{R}^n, dx)$. Let $k \in \mathbb{N}$. We have that $|y| \leq 1 + k$, provided that $|x| \leq k$ and $|x - y| \leq 1 \wedge 1/|x|$. Then,
\begin{equation}
M^X_{\text{loc}}(f)(x, w) = M^X_{\text{loc}}(f\chi_{B(0,1+k)})(x, w), \quad w \in \Omega, \quad |x| \leq k.
\end{equation}

Since $f\chi_{B(0,1+k)} \in L^X_1(\mathbb{R}^n, \gamma_{-1})$, it follows that
\begin{equation}
M^X_{\text{loc}}(f)(x, \cdot) \in X, \quad \text{for almost all } x \in B(0, k).
\end{equation}

We conclude that
\begin{equation}
M^X_{\text{loc}}(f)(x, \cdot) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\end{equation}

On the other hand, we have that
\begin{align*}
M^X_{\text{glob}}(f)(x, \cdot) &= \sup_{r > 0} \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y, \cdot)| \chi_{N^c}(x, y) \, dy \\
&= \sup_{r > 1 \wedge 1/|x|} \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y, \cdot)| \chi_{N^c}(x, y) \, dy.
\end{align*}
Here the integrals are understood in the $X$-Böchner sense.

Since $f \in L^1_X(\mathbb{R}^n, dx)$,

$$\int_{\mathbb{R}^n} |f(y, \cdot)| dy \in X$$

and then

(7) $$\mathcal{M}^X_{glad}(f)(x, \cdot) \in X, \quad x \in \mathbb{R}^n.$$ 

Thus, by combining (6) and (7) and using [23, Proposition 4.12] we obtain (a). □

3. Proof of Theorem 1.4

We prove the results for the heat semigroup $\{W_t\}_{t>0}$. For the Poisson semigroup $\{P_t\}_{t>0}$ one can proceed similarly.

Observe that, for every $1 \leq p < \infty$ and $0 \leq f \in L^p(\mathbb{R}^n, dx)$, one has

(8) $$W_{*,0}(f) \approx M(f).$$

Indeed, since

$$\frac{1}{r^n} = \frac{r}{\left(\frac{r^2}{2} + \frac{r^2}{2}\right)^{(n+1)/2}} \leq \frac{r}{\left(\frac{r^2}{2} + \frac{|x-y|^2}{2}\right)^{(n+1)/2}}, \quad y \in B(x, r),$$

then, for $1 \leq p < \infty$ and $0 \leq f \in L^p(\mathbb{R}^n, dx)$, we can write

$$\sup_{r>0} \frac{1}{|B(x, r)|} \int_{B(x, r)} f(y) dy \leq \sup_{r>0} \int_{B(x, r)} f(y) dy \leq \sup_{r>0} P_r(f)(x) \leq \sup_{r>0} W_r(f)(x), \quad x \in \mathbb{R}^n,$$

where in the last inequality we have used the subordination formula (see [1]). The converse inequality in (8) follows from [9, Proposition 2.7].

Therefore, property (i) of Theorem 1.4 holds (see [23, p. 25]).

An inductive procedure allows us to see that, for every $k \in \mathbb{N}$, there exist $a_0, a_1, \ldots, a_k \in \mathbb{R}$ such that

$$t^k \partial^k_t W_t(z) = W_t(z) \sum_{j=0}^k a_j \left(\frac{|z|^2}{t}\right)^j, \quad z \in \mathbb{R}^n, \quad t > 0.$$ 

Let $k \in \mathbb{N}$ and $f \in L^p(\mathbb{R}^n, dx), 1 \leq p < \infty$. It follows that there exist $c > 0$ such that

$$|t^k \partial^k_t W_t(z)| \leq W_{ct}(z), \quad z \in \mathbb{R}^n, \quad t > 0.$$ 

Then,

(9) $$W_{*,k}(f) \leq W_{*,0}(f).$$
Suppose now that $\alpha \in (k - 1, k)$. We can write
\[
\partial^\alpha_t W_t(f) = \frac{1}{\Gamma(k - \alpha)} \int_0^\infty \partial^\beta_s W_{t+s}(f) s^{k-\alpha-1} ds, \; t > 0,
\]
which implies
\[
W_{*,\alpha}(f) \leq W_{*,k}(f) \left( t^\alpha \int_0^\infty \frac{s^{k-\alpha-1}}{(s+t)^k} ds \right) \leq W_{*,k}(f).
\]
From (9), (10) and (i) we deduce (ii). \hfill \Box

4. PROOF OF THEOREM 1.2

The proof of Theorem 1.2 is presented in Section 4.3. First we need to investigate the $L^p$-boundedness properties for the maximal operator $T_{*,0}^A$ (Section 4.1) and $T_{*,1}^A$ (Section 4.2).

4.1. $L^p$-boundedness properties for $T_{*,0}^A$. The goal of this section is to establish the following result.

**Proposition 4.1.** Let $X$ be a Köthe function space.

(a) For $1 < p < \infty$, $T_{*,0}^A$ is bounded from $L^p_X(\mathbb{R}^n, \gamma_{-1})$ into itself if, and only if, $W_{*,0}$ is bounded from $L^p_X(\mathbb{R}^n, dx)$ into itself.

(b) $T_{*,0}^A$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_{-1})$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_{-1})$ if, and only if, $W_{*,0}$ is bounded from $L^1_X(\mathbb{R}^n, dx)$ into $L^{1,\infty}_X(\mathbb{R}^n, dx)$.

The proof of this proposition is divided into the Lemmas 4.2, 4.3 and 4.4 below.

Consider the local and global maximal operators defined by
\[
T_{*,0,\text{loc}}^A(f)(x, \omega) := \sup_{t > 0} \left| T_t^A(f(\cdot, \omega) \chi_N(\cdot, x))(x) \right|, \; x \in \mathbb{R}^n \text{ and } \omega \in \Omega
\]
and
\[
T_{*,0,\text{glob}}^A(f)(x, \omega) := \sup_{t > 0} \left| T_t^A(f(\cdot, \omega) \chi_N(\cdot, x))(x) \right|, \; x \in \mathbb{R}^n \text{ and } \omega \in \Omega.
\]
In a similar way we introduce the operators $W_{*,0,\text{loc}}$ and $W_{*,0,\text{glob}}$.

**Lemma 4.2.** For every $1 \leq p < \infty$, $T_{*,0,\text{loc}} - W_{*,0,\text{loc}}$ is bounded from $L^p_X(\mathbb{R}^n, dx)$ into itself and from $L^p_X(\mathbb{R}^n, \gamma_{-1})$ into itself.

**Proof.** Let $1 \leq p < \infty$ and $f \in L^p_X(\mathbb{R}^n, dx)$. We have that
\[
|T_{*,0,\text{loc}}^A(f)(x, \omega) - W_{*,0,\text{loc}}(f)(x, \omega)|
\]
\[
\leq \int_{\mathbb{R}^n} \sup_{t > 0} \left| \left( T_t^A(x, y) - W_t(x, y) \right) \chi_N(\cdot, x) \right| |f(y, \omega)| dy, \; x \in \mathbb{R}^n, \; \omega \in \Omega.
\]
We can write
\[
|T_t^A(x, y) - W_t(x, y)| \leq \frac{1 - e^{-nt}}{(1 - e^{-2t})^{n/2}} \exp \left( \frac{-|x - e^{-t}y|^2}{1 - e^{-2t}} \right)
\]
\[
+ \frac{1}{(1 - e^{-2t})^{n/2}} - \frac{1}{(2t)^{n/2}} \exp \left( \frac{-|x - e^{-t}y|^2}{1 - e^{-2t}} \right)
\]
Consider the change of variables $t = \log \frac{1+s}{1-s}$, that defines an increasing mapping from $(0,1)$ onto $(0,\infty)$. By using the fact that (11), we have that
\begin{equation}
 t = (1-e^{-at}), \quad \text{for every } a > 0, \text{ whenever } t \in (0,1)
\end{equation}
and (3) we get
\begin{align*}
 H_1(t, x, y)_{t=\log \frac{1+s}{1-s}} & \leq \frac{t}{(1-e^{-2t})^{n/2}} \exp \left( \frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right)_{t=\log \frac{1+s}{1-s}} \\
 & \leq \frac{1}{(1-e^{-2t})^{n/2-1}} \exp \left( \frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right)_{t=\log \frac{1+s}{1-s}} \\
 & \leq \frac{1}{s^{n/2-1}} e^{-|x-y|^2/4s} e^{-s|x+y|^2/4} e^{-((x-t)^2-y)^2/2} \\
 & \leq \frac{e^{-|x-y|^2/4s}}{s^{n/2-1}} \left| \frac{s^{1/2}}{|x-y|^{n-1}} \right| \leq \frac{1}{|x-y|^{n-1}}, \quad t \in (0,1), \quad (x,y) \in N.
\end{align*}
On the other hand, the Mean Value Theorem leads to
\begin{equation}
 \left| \frac{1}{(1-e^{-2t})^{n/2}} - \frac{1}{(2t)^{n/2}} \right| \leq \frac{1}{t^{n/2-1}}, \quad t \in (0,1).
\end{equation}
Then, by proceeding as in (12), we obtain that
\begin{equation}
 H_2(t, x, y) \leq \frac{1}{t^{n/2-1}} \exp \left( \frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) \leq \frac{1}{|x-y|^{n-1}}, \quad t \in (0,1), \quad (x,y) \in N.
\end{equation}
Now, since $e^{-2t} - 1 + 2t > 0$ for $t > 0$ and (11), we have that
\begin{align*}
 & \left| \exp \left( \frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) - \exp \left( \frac{|x-e^{-t}y|^2}{2t} \right) \right| \\
 & = \exp \left( \frac{|x-e^{-t}y|^2}{2t} \right) \left| \exp \left( \frac{|x-e^{-t}y|^2(1/2t - 1/1-e^{-2t})}{2t} \right) - 1 \right| \\
 & \leq \exp \left( \frac{|x-e^{-t}y|^2}{2t} \right) \left| \exp \left( \frac{|x-e^{-t}y|^2(2t - 1/1-e^{-2t})}{t(1-e^{-2t})} \right) - 1 \right| \\
 & \leq \exp \left( \frac{|x-e^{-t}y|^2}{2t} \right) |x-e^{-t}y|^2, \quad x,y \in \mathbb{R}^n \text{ and } t \in (0,1).
\end{align*}
Thus,
\begin{equation}
 H_3(t, x, y) \leq e^{-|x-e^{-t}y|^2/2t} \frac{|x-e^{-t}y|^2}{(2t)^{n/2}} \leq \frac{e^{-|x-e^{-t}y|^2/2t}}{t^{n/2-1}} \leq \frac{1}{|x-y|^{n-1}}, \quad t \in (0,1), \quad (x,y) \in N.
\end{equation}
Finally, observe that
\begin{equation}
 |x-e^{-t}y|^2 - |x-y|^2 = |x-y(1-e^{-t})|^2 - |x-y|^2
\end{equation}
\[ |x - e^{-t}y|^2 - |x - y|^2 \leq |y|^2|1 - e^{-t}|^2 + 2|x - e^{-t}y||y| (1 - e^{-t}) \]

\[ \leq |y|^2 t^{3/2} \left( 1 + \frac{1}{|x|^2} \right)^{1/2} + |x - y||y| t. \]

Similarly,

\[ |x - e^{-t}y|^2 - |x - y|^2 \leq |y|^2|1 - e^{-t}|^2 + 2|x - e^{-t}y||y| (1 - e^{-t}) \]

\[ \leq |y|^2 t^{3/2} \left( 1 + \frac{1}{|x|^2} \right)^{1/2} + |x - e^{-t}y||y| t, \]

for any \( x, y \in \mathbb{R}^n \) and \( 0 < t < 1 \wedge 1/|x|^2 \). From the Mean Value Theorem and the previous estimates it follows that

\[ H_4(t, x, y) \leq \exp \left( -\frac{\langle x - y| \wedge |x - e^{-t}y \rangle^2}{2t} \right) \left\| x - e^{-t}y \right\|^2 - |x - y|^2 \]

\[ \leq \frac{|y|}{t^{n/2-1/2}} \exp \left( -c \frac{\langle |x - y| \wedge |x - e^{-t}y \rangle^2}{t} \right) \]

\[ \leq \frac{1 + |x|}{|x - y|^{n-1}}, \quad (x, y) \in N, \quad 0 < t < 1 \wedge \frac{1}{|x|^2}. \]

Therefore, we conclude that

\[ \sup_{0 < t < 1 \wedge 1/|x|^2} |T^A_t(x, y) - W_t(x, y)| \leq \frac{1 + |x|}{|x - y|^{n-1}}, \quad (x, y) \in N. \]

On the other hand, we have that

\[ \sup_{t \geq 1 \wedge 1/|x|^2} |T^A_t(x, y) - W_t(x, y)| \leq \left( 1 + \frac{1}{|x|} \right)^n \leq \frac{1 + |x|}{|x - y|^{n-1}}, \quad (x, y) \in N. \]

Hence,

\[ \sup_{t > 0} |T^A_t(x, y) - W_t(x, y)| \leq \frac{1 + |x|}{|x - y|^{n-1}}, \quad (x, y) \in N. \]

By taking into account that

\[ 1 \wedge \frac{1}{|x|} \approx \frac{1}{1 + |x|} \approx \frac{1}{1 + |y|}, \quad (x, y) \in N, \]

we get

\[ \sup_{x \in \mathbb{R}^n} \int_{\mathbb{R}^n} \frac{1 + |x|}{|x - y|^{n-1}} \chi_N(x, y) dy + \sup_{y \in \mathbb{R}^n} \int_{\mathbb{R}^n} \frac{1 + |x|}{|x - y|^{n-1}} \chi_N(x, y) dy < \infty. \]

Then, Schur’s lemma guarantees that the operator \( L \) defined by

\[ L(g)(x) := \int_{\mathbb{R}^n} \frac{1 + |x|}{|x - y|^{n-1}} g(y) \chi_N(x, y) dy \]
is bounded from $L^p(\mathbb{R}^n, dx)$ into itself, for every $1 \leq p < \infty$.

We have obtained that for every $1 \leq p < \infty$, $T_{x,0,loc}^A - W_{x,0,loc}^A$ is bounded from $L^p_X(\mathbb{R}^n, dx)$ into itself. Moreover, according to [38, Proposition 3.2.5] (which is indeed true for $p = 1$), it is also bounded from $L^p_X(\mathbb{R}^n, \gamma_{-1})$ into itself.

**Lemma 4.3.** $T_{x,0,\text{glob}}^A$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_{-1})$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_{-1})$.

**Proof.** We can write, for every $x, y \in \mathbb{R}^n$ and $s \in (0, 1)$,

$$T_{\log \frac{1 + s}{s}}^A(x, y) = \frac{(1 - s)^n}{\pi^{n/2} (4s)^{n/2}} \exp \left( - \frac{|x(1 - s) + y(1 + s)|^2}{4s} \right) e^{-|x|^2 + |y|^2}.$$

According to [38, Lemma 3.3.3] we obtain, for $(x, y) \in N^c$ and $x, y \neq 0$,

$$\sup_{t > 0} \frac{e^{-nt}}{\pi^{n/2} (1 - e^{-2t})^{n/2}} \exp \left( - \frac{|x - e^{-t}y|^2}{1 - e^{-2t}} \right) = \sup_{s \in (0, 1)} \frac{(1 - s)^n}{\pi^{n/2} (4s)^{n/2}} \exp \left( - \frac{|x(1 - s) + y(1 + s)|^2}{4s} \right) e^{-|x|^2 + |y|^2}$$

$$\leq e^{-|x|^2 + |y|^2} \left[ (1 + |x|)^n \wedge (|x| \sin \theta(x, y))^{-n} \right].$$

where $\theta(x, y)$ represents the angle between $x$ and $y \in \mathbb{R}^n \setminus \{0\}$, when $n > 1$; and $\theta(x, y) = 0$, $x, y \in \mathbb{R} \setminus \{0\}$.

Then, for every $x \in \mathbb{R}^n$ and $\omega \in \Omega$,

$$T_{x,0,\text{glob}}^A(f)(x, \omega) \leq \int_{\mathbb{R}^n} \sup_{t > 0} \frac{e^{-nt}}{\pi^{n/2} (1 - e^{-2t})^{n/2}} \exp \left( - \frac{|x - e^{-t}y|^2}{1 - e^{-2t}} \right) |f(y, \omega)| \chi_{N^c}(x, y) dy$$

$$\leq \int_{\mathbb{R}^n} e^{-|x|^2 + |y|^2} \left[ (1 + |x|)^n \wedge (|x| \sin \theta(x, y))^{-n} \right] |f(y, \omega)| \chi_{N^c}(x, y) dy.$$

From [38, Lemma 3.3.4], we deduce that $T_{x,0,\text{glob}}^A$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_{-1})$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_{-1})$.

**Lemma 4.4.** For every $1 < p < \infty$, $T_{x,0,\text{glob}}^A$ is bounded from $L^p_X(\mathbb{R}^n, \gamma_{-1})$ into itself.

**Proof.** Let $1 < p < \infty$. Observe that

$$\left( \int_{\mathbb{R}^n} \sup_{t > 0} \left| T_t^A \left( f(\cdot) \chi_{N^c}(\cdot, x) \right) \right|^p e^{|x|^2} dx \right)^{1/p}$$

$$\leq \left( \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \sup_{t > 0} \left| T_t^A(x, y) \chi_{N^c}(x, y) e^{(|x|^2 - |y|^2)/p} f(y) e^{|y|^2/p} dy \right|^p dx \right)^{1/p}. $$

Therefore, it is enough to prove that the operator associated to the kernel

$$\sup_{t > 0} \left| T_t^A(x, y) \chi_{N^c}(x, y) e^{(|x|^2 - |y|^2)/p} \right|$$

is of strong type $p$ with respect to the Lebesgue measure.
According to \[31\] Proposition 2.1, we obtain, for every \((x, y) \in N^c\),

\[
\sup_{t > 0} |T_t^A(x, y)| \lesssim \begin{cases} 
  e^{-|x|^2}, & \text{if } \langle x, y \rangle \leq 0, \\
  (|x + y|/|x - y|)^{n/2} \exp \left( |y|^2 - |x|^2 \right) / 2 - |x - y||x + y|, & \text{if } \langle x, y \rangle > 0,
\end{cases}
\]  

(18)

In the last inequality we have used that \(|x + y||x - y| \geq 1\) for \((x, y) \in N^c\) and \(\langle x, y \rangle > 0\).

Since

\[|y|^2 - |x|^2 \leq |x + y||x - y|, \quad x, y \in \mathbb{R}^n,\]

we get

\[
\int_{\mathbb{R}^n} e^{(|x|^2 - |y|^2)/p} \sup_{t > 0} |T_t^A(x, y)| \chi_{N^c}(x, y) dy \\
\leq \int_{(x,y) \leq 0} e^{-|x|^2(1 - 1/p) - |y|^2/p} dy \\
+ \int_{(x, y) > 0} |x + y|^{n} \exp \left( - \left( \frac{1}{2} - \frac{1}{p} - \frac{1}{2} \right) |x - y||x + y| \right) dy.
\]

Thus, by proceeding as in \[31\] p. 501, we obtain that

\[
\sup_{x \in \mathbb{R}^n} \int_{\mathbb{R}^n} e^{(|x|^2 - |y|^2)/p} \sup_{t > 0} |T_t^A(x, y)| \chi_{N^c}(x, y) dy < \infty.
\]

Also, we have that

\[
\sup_{y \in \mathbb{R}^n} \int_{\mathbb{R}^n} e^{(|x|^2 - |y|^2)/p} \sup_{t > 0} |T_t^A(x, y)| \chi_{N^c}(x, y) dx < \infty.
\]

We conclude that the operator \(L\) defined by

\[
L(y)(x) := \int_{\mathbb{R}^n} e^{(|x|^2 - |y|^2)/p} \sup_{t > 0} |T_t^A(x, y)| \chi_{N^c}(x, y) g(y) dy, \quad x \in \mathbb{R}^n,
\]

is bounded from \(L^p(\mathbb{R}^n, dx)\) into itself. Hence, the operator \(T^{A}_{*, 0, \text{glob}}\) is bounded from \(L^1(\mathbb{R}^n, \gamma_{-1})\) into itself. \(\Box\)

**Proof of Proposition 4.1.** Suppose that \(T^{A}_{*, 0}\) is bounded from \(L^1(\mathbb{R}^n, \gamma_{-1})\) into \(L^1(\mathbb{R}^n, \gamma_{-1})\). From Lemma 4.3 we know that \(T^{A}_{*, 0, \text{glob}}\) is bounded from \(L^1(\mathbb{R}^n, \gamma_{-1})\) into \(L^1(\mathbb{R}^n, \gamma_{-1})\), then the same boundeness property holds for \(T^{A}_{*, 0, \text{loc}}\). Moreover, Lemma 4.2 states that \(T^{A}_{*, 0, \text{loc}} - W_{*, 0, \text{loc}}\) is bounded from \(L^1(\mathbb{R}^n, \gamma_{-1})\) into \(L^1(\mathbb{R}^n, \gamma_{-1})\), so \(W_{*, 0, \text{loc}}\) has also this property. Then, according to \[38\] Proposition 3.2.5, \(W_{*, 0, \text{loc}}\) is bounded from \(L^1(\mathbb{R}^n, dx)\) into \(L^1(\mathbb{R}^n, dx)\). Furthermore, since \(W_{*, 0}\) is dilation invariant, by proceeding as in the proof of \[23\] Theorem 1.10, we obtain that \(W_{*, 0}\) is bounded from \(L^1(\mathbb{R}^n, dx)\) into \(L^1(\mathbb{R}^n, dx)\).

Assume now that \(W_{*, 0}\) is bounded from \(L^1(\mathbb{R}^n, dx)\) into \(L^1(\mathbb{R}^n, dx)\). We have that

\[
\sup_{t > 0} W_t(z) \leq \frac{1}{|z|\nu}, \quad z \in \mathbb{R}^n \setminus \{0\}.
\]

(19)
Then, according to [35] Propositions 3.2.5 and 3.2.7 we deduce that $W_{*,0,loc}$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_1)$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_1)$. Note that the size condition [19] is sufficient to obtain this property. Furthermore, from Lemmas 4.2 and 4.3 we know that $T_{*,0,loc}^A - W_{*,0,loc}$ and $T_{*,0,loc}^A$ are bounded from $L^1_X(\mathbb{R}^n, \gamma_1)$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_1)$, we conclude that $T_{*,0}^A$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_1)$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_1)$.

Thus, (b) is justified. Property (a) can be proven in a similar way. □

4.2. $L^p$-boundedness properties for $T^A_{*,1}$. Now we concentrate on the following.

**Proposition 4.5.** Let $X$ be a Köthe function space.

(a) For $1 < p < \infty$, $T^A_{*,1}$ is bounded from $L^p_X(\mathbb{R}^n, \gamma_1)$ into itself if, and only if, $W_{*,1}$ is bounded from $L^p_X(\mathbb{R}^n, \gamma_1)$ into itself.

(b) $T^A_{*,1}$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_1)$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_1)$ if, and only if, $W_{*,1}$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_1)$ into $L^{1,\infty}_X(\mathbb{R}^n, \gamma_1)$.

As in the previous section, Proposition 4.5 is decomposed into Lemmas 4.6, 4.8 and 4.9 that we present next.

We define

$$T^A_{*,1,loc}(f)(x, \omega) := \sup_{t > 0} \left| t^\alpha T^A_t\left( f(\cdot, \cdot, \chi_N(\cdot, x)) \right)(x) \right|, \quad x \in \mathbb{R}^n \text{ and } \omega \in \Omega$$

and

$$T^A_{*,1,loc}(f)(x, \omega) := \sup_{t > 0} \left| t^\alpha T^A_t\left( f(\cdot, \cdot, \chi_N(\cdot, x)) \right)(x) \right|, \quad x \in \mathbb{R}^n \text{ and } \omega \in \Omega.$$

In a similar way we introduce the operators $W_{*,1,loc}$ and $W_{*,1,loc}^A$.

**Lemma 4.6.** For every $1 \leq p < \infty$, $T^A_{*,1,loc} - W_{*,1,loc}$ is bounded from $L^p_X(\mathbb{R}^n, dx)$ into itself and from $L^1_X(\mathbb{R}^n, \gamma_1)$ into itself.

**Proof.** Observe that, for all $x, y \in \mathbb{R}^n$ and $t > 0$,

$$\partial_t T^A_t(x, y) = \frac{1}{n^{n/2}} \exp\left( -\frac{\|x - e^{-t}y\|^2}{1 - e^{-2t}} \right) - \frac{ne^{-nt}}{(1 - e^{-2t})^{(n+1)/2}} - \frac{2e^{-(n+1)t}}{(1 - e^{-2t})^{(n+2)/2}} \sum_{i=1}^n y_i (x_i - e^{-t}y_i) + \frac{2e^{-(n+2)t}}{(1 - e^{-2t})^{(n+4)/2}} |x - e^{-t}y|^2$$

and

$$\partial_t W_t(x - y) = \frac{1}{(2\pi)^{n/2}} \left( \frac{n}{2} \frac{1}{t^{n/2+1}} + \frac{|x - y|^2}{2t^{n/2+2}} \right) e^{-|x - y|^2/2t}, \quad x, y \in \mathbb{R}^n, \ t > 0.$$

In the local region, i.e., when $(x, y) \in N$, we are going to estimate

$$\sup_{t > 0} \left| \left( \partial_t T^A_t(x, y) - \partial_t W_t(x - y) \right) \right|.$$
We decompose

\[ t \left( \partial_t T_i^A(x, y) - \partial_t W_i(x - y) \right) \]

\[ = \frac{1}{\pi^{n/2}} \left[ -\frac{nt e^{-nt}}{(1-e^{-2t})^{(n+2)/2}} \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) + \frac{nt}{(2t)^{n/2+1}} e^{-|x-y|^2/2t} \right. \]
\[ + \frac{2te^{-(n+2)|x-e^{-t}y|^2}}{(1-e^{-2t})^{(n+4)/2}} \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) - \frac{2t|x-y|^2}{(2t)^{n/2+2}} e^{-|x-y|^2/2t} \]
\[ - \frac{2t e^{-(n+1)t}}{(1-e^{-2t})^{(n+2)/2}} \sum_{i=1}^{n} y_i (x_i - e^{-t}y_i) \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) \]
\[ =: \frac{1}{\pi^{n/2}} \sum_{j=1}^{3} H_j(t, x, y), \quad x, y \in \mathbb{R}^n, \quad t > 0. \]

We decompose \( H_1 \) as follows

\[ H_1(t, x, y) = -\frac{nt(e^{-nt} - 1)}{(1-e^{-2t})^{(n+2)/2}} \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) \]
\[ - \frac{nt}{(1-e^{-2t})^{(n+2)/2}} - \frac{1}{(2t)^{n/2+1}} \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) \]
\[ - \frac{nt}{(2t)^{n/2+1}} \left[ \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) - \exp \left( -\frac{|x-y|^2}{2t} \right) \right] \]
\[ - \frac{nt}{(2t)^{n/2+1}} \left[ \exp \left( -\frac{|x-e^{-t}y|^2}{2t} \right) - \exp \left( -\frac{|x-y|^2}{2t} \right) \right] \]
\[ =: \sum_{j=1}^{4} H_{1j}(t, x, y), \quad x, y \in \mathbb{R}^n, \quad t > 0. \]

Now we will use some of the manipulations and estimates from the proof of Lemma 4.2. We have that

\[ |H_{11}(t, x, y)| \leq \frac{1}{t^{n/2-1}} \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) \leq \frac{1}{|x-y|^{n-1}}, \quad t \in (0, 1), \quad (x, y) \in N. \]

Since

\[ \left| \frac{1}{(1-e^{-2t})^{n/2+1}} - \frac{1}{(2t)^{n/2+1}} \right| \leq \frac{1}{t^{n/2+2}} |2t - 1 + e^{-2t}| \leq \frac{1}{t^{n/2}}, \quad t \in (0, 1), \]

it follows that

\[ |H_{12}(t, x, y)| \leq \frac{1}{t^{n/2-1}} \exp \left( -\frac{|x-e^{-t}y|^2}{1-e^{-2t}} \right) \leq \frac{1}{|x-y|^{n-1}}, \quad t \in (0, 1), \quad (x, y) \in N. \]

Also, we get

\[ |H_{13}(t, x, y)| \leq e^{-|x-e^{-t}y|^2/2t} \frac{|x-e^{-t}y|^2}{t^{n/2}} \leq \frac{1}{|x-y|^{n-1}}, \quad t \in (0, 1), \quad (x, y) \in N. \]

Finally, we obtain

\[ |H_{14}(t, x, y)| \leq \frac{1+|x|}{|x-y|^{n-1}}, \quad 0 < t < 1 \wedge \frac{1}{|x|^2}, \quad (x, y) \in N. \]
We conclude that
\[ |H_1(t, x, y)| \lesssim \frac{1 + |x|}{|x - y|^{n-1}}, \quad 0 < t < 1 \land \frac{1}{|x|^2}, \quad (x, y) \in N. \]

On the other hand, we can write
\[
H_2(t, x, y) = \frac{2t(e^{-(n+2)t} - 1)|x - e^{-t}y|^2}{(1 - e^{-2t})^{n/2+2}} \exp\left(-\frac{|x - e^{-t}y|^2}{1 - e^{-2t}}\right) \\
+ 2t\left[\frac{1}{(1 - e^{-2t})^{n/2+2}} - \frac{1}{(2t)^{n/2+2}}\right]|x - e^{-t}y|^2 \exp\left(-\frac{|x - e^{-t}y|^2}{1 - e^{-2t}}\right) \\
+ \frac{1}{(2t)^{n/2+1}} |x - y|^2 \left[\exp\left(-\frac{|x - e^{-t}y|^2}{1 - e^{-2t}}\right) - \exp\left(-\frac{|x - e^{-t}y|^2}{2t}\right)\right] \\
+ \frac{|x - y|^2}{(2t)^{n/2+1}} \left[\exp\left(-\frac{|x - e^{-t}y|^2}{2t}\right) - \exp\left(-\frac{|x - y|^2}{2t}\right)\right] \\
=: \sum_{j=1}^5 H_{2j}(t, x, y), \quad x, y \in \mathbb{R}^n, t > 0.
\]

We have that
\[ |H_{21}(t, x, y)| + |H_{22}(t, x, y)| \lesssim \frac{1}{|x - y|^{n-1}}, \quad t \in (0, 1), \quad (x, y) \in N. \]

Moreover, by proceeding as in (13) we get
\[
|H_{23}(t, x, y)| \leq \frac{|y|}{t^{n/2-1/2}} \exp\left(-c\frac{(|x - y| \land |x - e^{-t}y|)^2}{t}\right) \\
\leq \frac{1 + |x|}{|x - y|^{n-1}}, \quad (x, y) \in N, \quad 0 < t < 1 \land \frac{1}{|x|^2}.
\]

For \(H_{24}\) we obtain
\[
|H_{24}(t, x, y)| \leq \frac{|x - y|^2}{t^{n/2+1}} \exp\left(-\frac{|x - e^{-t}y|^2}{2t}\right)|x - e^{-t}y|^2 \\
\leq \frac{1}{|x - y|^{n-1}}, \quad t \in (0, 1), \quad (x, y) \in N.
\]

Finally, for \(H_{25}\) we get
\[
|H_{25}(t, x, y)| \leq \frac{|x - y|^2}{t^{n/2+1}} \exp\left(-c\frac{(|x - y| \land |x - e^{-t}y|)^2}{t}\right)\left|\frac{|x - e^{-t}y|^2 - |x - y|^2|}{t}\right| \\
\leq \frac{|x - y|^2}{t} \frac{|y|}{t^{n/2-1/2}} \exp\left(-c\frac{(|x - y| \land |x - e^{-t}y|)^2}{t}\right) \\
\leq \frac{1 + |x|}{|x - y|^{n-1}}, \quad (x, y) \in N, \quad 0 < t < 1 \land \frac{1}{|x|^2}.
\]

We conclude that
\[ |H_2(t, x, y)| \lesssim \frac{1 + |x|}{|x - y|^{n-1}}, \quad (x, y) \in N, \quad 0 < t < 1 \land \frac{1}{|x|^2}. \]
Finally,
\[
|H_3(t,x,y)| \leq \frac{|y|}{t^{n/2-1/2}} \exp \left( -c \frac{|x-e^{-t}y|^2}{t} \right) \\
\leq \frac{1 + |x|}{|x-y|^{n-1}}, \quad (x,y) \in N, \quad 0 < t < 1.
\]

Summarizing, we have obtained that
\[
\sup_{0 < t < 1 \wedge 1/|x|^2} \left| t \left( \partial_t T^A_t(x,y) - \partial_t W_t(x,y) \right) \right| \leq \frac{1 + |x|}{|x-y|^{n-1}}, \quad (x,y) \in N.
\]

On the other hand, by using that
\[
1 - e^{-2t} \geq 1 - e^{-2(1 \wedge 1/|x|)}, \quad t \geq 1 \wedge \frac{1}{|x|^2}
\]
and \([11]\), we get
\[
\sup_{t \geq 1 \wedge 1/|x|^2} \left| t \left( \partial_t T^A_t(x,y) - \partial_t W_t(x,y) \right) \right| \leq \frac{1}{(1 \wedge 1/|x|)^n} + \frac{|y|}{(1 \wedge 1/|x|)^{n-1}} \\leq \frac{1 + |x|}{|x-y|^{n-1}}, \quad (x,y) \in N.
\]
Therefore,
\[
\sup_{t > 0} \left| t \left( \partial_t T^A_t(x,y) - \partial_t W_t(x,y) \right) \right| \leq \frac{1 + |x|}{|x-y|^{n-1}}, \quad (x,y) \in N.
\]

Recall that the operator \( L \) given by \([16]\) is bounded from \( L^p(\mathbb{R}^n, dx) \) into itself, for every \( 1 \leq p < \infty \), see \([15]\). Thus, for every \( 1 \leq p < \infty \), \( T^A_{*1,loc} - W_{*1,loc} \) is bounded from \( L^1_X(\mathbb{R}^n, dx) \) into itself. Furthermore, \([38] \) Proposition 3.2.5] (which is indeed true for \( p = 1 \)) also implies the boundedness from \( L^p_X(\mathbb{R}^n, \gamma_{-1}) \) into itself.

**Remark 4.7.** Observe that Lemma 4.6 also holds if in the definition of the local operators we replace \( N \) by \( N_\beta \), for any \( \beta > 0 \).

**Lemma 4.8.** \( T^A_{*1, glob} \) is bounded from \( L^1_X(\mathbb{R}^n, \gamma_{-1}) \) into \( L^1_X(\mathbb{R}^n, \gamma_{-1}) \).

**Proof.** We can write
\[
\partial_t T^A_t(x,y) = -\frac{1}{\pi^{n/2}} \frac{nte^{-nt}}{(1 - e^{-2t})^{(n+2)/2}} \exp \left( -\frac{|y - e^{-t}x|^2}{1 - e^{-2t}} \right) e^{\frac{|y|^2-|x|^2}{2}}
\]
\[
- \frac{2}{\pi^{n/2}} \frac{te^{-(n+1)t}}{(1 - e^{-2t})^{(n+2)/2}} \sum_{i=1}^{n} x_i (y_i - e^{-t}x_i) \exp \left( -\frac{|y - e^{-t}x|^2}{1 - e^{-2t}} \right) e^{\frac{|y|^2-|x|^2}{2}}
\]
\[
+ \frac{2}{\pi^{n/2}} \frac{te^{-(n+2)t}}{(1 - e^{-2t})^{(n+4)/2}} |y - e^{-t}x|^2 \exp \left( -\frac{|y - e^{-t}x|^2}{1 - e^{-2t}} \right) e^{\frac{|y|^2-|x|^2}{2}}
\]
\[
= \sum_{j=1}^{3} K_j(t,x,y), \quad x,y \in \mathbb{R}^n, \quad t > 0.
\]

We introduce the following global maximal operators
\[
K^*_{j, glob}(g)(x) := \int_{\mathbb{R}^n} \sup_{t > 0} |K_j(t,x,y)| \chi_{N^c}(x,y) g(y) dy, \quad x \in \mathbb{R}^n, \quad j = 1, 2, 3.
\]
We are going to study these operators separately by adapting the ideas developed in the proof of [13, Proposition 5.1].

**Step 1: $K^*_1$ is bounded from $L^1(\mathbb{R}^n, \gamma_{-1})$ into $L^{1,\infty}(\mathbb{R}^n, \gamma_{-1})$.**

Observe that, by taking $r = e^{-t}$, $r \in (0, 1),

\begin{equation}
|K_1(t, x, y)|_{r=e^{-t}} = \frac{n}{\pi^{n/2}} \frac{(-\log r) r^n}{(1-r^2)^{(n+2)/2}} \exp \left( -\frac{|y - r x|^2}{1-r^2} \right) e^{\theta y - |x|^2}, \quad x, y \in \mathbb{R}^n.
\end{equation}

To continue the analysis it is convenient to consider the cases $0 < r < 1/2$ and $1/2 \leq r < 1$, or equivalently $\log 2 < t < \infty$ and $0 < t \leq \log 2$. Our objective is to estimate

\[ \sup_{0 < t \leq \log 2} |K_1(t, x, y)|, \quad (x, y) \in N^c, \]

and

\[ \sup_{t > \log 2} |K_1(t, x, y)|, \quad (x, y) \in N^c. \]

Assume first that $1/2 \leq r < 1$. Since (11) holds, we deduce the pointwise estimate (see (17))

\[ \sup_{0 < t \leq \log 2} |K_1(t, x, y)| \leq \sup_{0 < t \leq \log 2} |T^A_t(x, y)| \leq e^{\theta y - |x|^2} \left[ (1 + |x|)^n \wedge (|x| \sin \theta(x, y))^n \right], \quad (x, y) \in N^c, \quad x, y \neq 0. \]

Consider now the case of $0 < r < 1/2$. Then, (22) can be controlled by

\[ |K_1(t, x, y)|_{r=e^{-t}} \leq (-\log r)^n e^{-c r} e^{-|x|^2} e^{\theta y - |x|^2} \leq \frac{r^n}{2} e^{-c r} e^{\theta y - |x|^2}, \quad x, y \in \mathbb{R}^n. \]

Moreover, if $|y| > 2|x|$, it follows that

\[ \sup_{t > \log 2} |K_1(t, x, y)| \leq e^{-c |y|^2} e^{\theta y - |x|^2} \leq e^{\theta y - |x|^2} \leq \frac{e^{\theta y - |x|^2}}{|y|^{n-1}}, \quad (x, y) \in N^c. \]

On the other hand, by using that $|y - r x|^2 = |y_1|^2 + |r - r_0|^2 |x|^2$, $x, y \in \mathbb{R}^n$, we get, for $|y| \leq 2|x|,$

\[ |K_1(t, x, y)|_{r=e^{-t}} \leq \left( |y_0|^{n-1} + |r - r_0|^{n-1} \right) e^{-|y_1|^2} e^{-|r - r_0|^2 |x|^2} e^{\theta y - |x|^2} \]

\[ \leq e^{-|y_1|^2} \left[ \left( \frac{|y|}{|x|} \right)^{n-1} e^{-|y - r_0|^2 |x|^2} + |r - r_0|^{n-1} e^{-|y - r_0|^2 |x|^2} \right] e^{\theta y - |x|^2} \]

\[ \leq e^{-|y_1|^2} \left( \left( \frac{|y|}{|x|} \right)^{n-1} |x| + |x|^{1-n} \right) e^{\theta y - |x|^2}, \quad (x, y) \in N^c, \]

where $r_0 := \frac{|y|}{|x|} \cos \theta$, $\theta$ is the angle between $x$ and $y$, and $y = y_x + y_1$, with $y_x \parallel x$ and $y_1 \perp x$. In the last inequality we have taken into account that $|x| \geq C$, provided that $|x| \geq |y|/2$ and $(x, y) \in N^c$.

Therefore,

\[ \sup_{t > \log 2} |K_1(t, x, y)| \leq e^{\theta y - |x|^2} \left[ |x|^{1-n} + e^{-|y_1|^2} \left( \frac{|y|}{|x|} \right)^{n-1} |x| \chi_{\{|y| \leq 2|x|\}} \right], \quad (x, y) \in N^c. \]
By combining (23) and (24) we get, for \((x, y) \in N_c\),
\[
\sup_{t > 0} |K_1(t, x, y)| \lesssim e^{y|y|^2 - |x|^2} |x|^{1-n} + e^{-|y| |x|} \left( \frac{|y|}{|x|} \right)^{n-1} |x| \chi_{\{|y| \leq |x|\}} \\
+ (1 + |x|)^n \wedge (|x| \sin \theta(x, y))^{-n}.
\]

Then, according to [38, Lemma 3.3.4.] and [6, Lemmas 4.2 and 4.3] we deduce that the operator \(K_{1, \text{glob}}^*\) is bounded from \(L^1(\mathbb{R}^n, \gamma_{-1})\) into \(L^{1, \infty}(\mathbb{R}^n, \gamma_{-1})\).

**Step 2:** \(K_{2, \text{glob}}^*\) is bounded from \(L^1(\mathbb{R}^n, \gamma_{-1})\) into \(L^{1, \infty}(\mathbb{R}^n, \gamma_{-1})\).

Denoting again \(r = e^{-t}\), we have
\[
|K_2(t, x, y)| \lesssim \frac{1}{(1 - r^2)^{(n+2)/2}} \sum_{i=1}^n |x_i(y_i - rx_v)| \exp \left( -\frac{|y - r x_v|^2}{1 - r^2} \right) e^{y|y|^2 - |x|^2} \\
\lesssim \frac{1}{(1 - r^2)^{(n+1)/2}} |x| \left( \frac{|y - r x_v|^2}{1 - r^2} \right)^{1/2} \exp \left( -\frac{|y - r x_v|^2}{1 - r^2} \right) e^{y|y|^2 - |x|^2} \\
\lesssim \frac{r^n}{(1 - r^2)^{(n+1)/2}} |x| \exp \left( -\frac{1}{2} \frac{|y - r x_v|^2}{1 - r^2} \right) e^{y|y|^2 - |x|^2}, \quad x, y \in \mathbb{R}^n, \ t > 0.
\]

As in the previous case, we want to estimate
\[
\sup_{0 < t \leq \log 2} |K_2(t, x, y)|, \quad (x, y) \in N_c
\]
and
\[
\sup_{t > \log 2} |K_2(t, x, y)|, \quad (x, y) \in N_c.
\]

Let \(0 < r < 1/2\). If \(|y| > 2|x|\), we can control the kernel in (25) by
\[
|K_2(t, x, y)| \lesssim |y| e^{-c|y|^2} \cdot |y|^{n-1} \lesssim e^{y|y|^2 - |x|^2} \frac{|y|^{n-1}}{|x|^{n-1}}, \quad x, y \in \mathbb{R}^n.
\]

Furthermore, when \(|y| \leq 2|x|\), then \(|r_0| \leq 2\) and we get
\[
|K_2(t, x, y)| \lesssim (|r_0|^n + |r - r_0|^n) |x| e^{-|y| |x|} e^{-|y| |x|} |x|^{n-1} e^{y|y|^2 - |x|^2} \\
\lesssim e^{-|y| |x|} \left( \frac{|y|}{|x|} \right)^{n-1} |x| |x|^{1-n} e^{y|y|^2 - |x|^2}, \quad (x, y) \in N_c.
\]

Therefore,
\[
\sup_{t > \log 2} |K_2(t, x, y)| \lesssim e^{y|y|^2 - |x|^2} \left[ |x|^{1-n} + e^{-|y| |x|} \left( \frac{|y|}{|x|} \right)^{n-1} |x| \chi_{\{|y| \leq |x|\}} \right], \quad (x, y) \in N_c.
\]

Let now \(1/2 \leq r < 1\), that is, \(0 < t \leq \log 2\). We decompose the kernel in (25) as
\[
|K_2(t, x, y)| \lesssim \frac{1}{(1 - r^2)^{(n+1)/2}} |x| \exp \left( -\frac{1}{2} \frac{|y - r x_v|^2}{1 - r^2} \right) e^{y|y|^2 - |x|^2} \\
\times \left( \chi_{\{r_{s1/3}\}} + \chi_{\{r_{s2}\}} + \chi_{\{1/3 < s \leq 2\}} \right)(r_0)
\]
Now we proceed as in [6] p. 12, cases 2.1 and 2.2. Since for $r_0 \leq 1/3$ and $r_0 \geq 2$ we have that $|r - r_0| \geq (1 + |r_0|)$, we get

$$K_{21}(t, x, y) + K_{22}(t, x, y) \lesssim \frac{|x|}{(1 - r^2)^{(n+1)/2}} \exp \left( - \frac{1}{2} \frac{|y - r_x|^2}{1 - r^2} \right) e^{\frac{|y|^2 - |x|^2}{2}}$$

$$\lesssim \frac{(1 + |r_0|)|x|}{(1 - r^2)^{(n+1)/2}} \exp \left( - c \frac{(1 + |r_0|)^2|x|^2 + |y_1|^2}{1 - r^2} \right) e^{\frac{|y|^2 - |x|^2}{2}}$$

$$\leq \left( (1 + |r_0|)|x| \right)^{1-(n+1)} e^{\frac{|y|^2 - |x|^2}{|x|^n}}.$$

(27)

Consider the case $r_0 = \frac{|y|}{x} \cos(\theta(x, y)) \in (1/3, 2)$. By performing the change of variables $r = \frac{1-s}{1+s}$, we have that $0 < s \leq 1/3$ and

$$K_{23}(t, x, y) \lesssim \log \left( \frac{1 + s}{1 - s} \right) \left( \frac{1 - s}{s^{1/2}} \right)^{n+1} |x| \exp \left( - \frac{|(1 + s)y - (1 - s)x|^2}{8s} \right) e^{\frac{|y|^2 - |x|^2}{2}}$$

$$\lesssim \left( \frac{1 - s}{s^{1/2}} \right)^{n+1} |x| \exp \left( - \frac{|(1 + s)y - (1 - s)x|^2}{8s} \right) e^{\frac{|y|^2 - |x|^2}{2}}.$$

(28)

On the other hand, by using

$$|y(1 + s) - x(1 - s)|^2 \geq \frac{1}{(1 + |x|^2)^2}, \quad 0 < s \leq \frac{1}{8(1 + |x|^2)^2}, \quad (x, y) \in N_c,$$

we get

$$\sup_{0 < s < \frac{1}{8(1 + |x|^2)^2}} K_{23}(t, x, y) \lesssim \sup_{0 < s < \frac{1}{8(1 + |x|^2)^2}} \frac{|x|}{s^{(n+1)/2}} \exp \left( - \frac{c}{s(1 + |x|^2)} \right) e^{\frac{|y|^2 - |x|^2}{2}}$$

$$\leq |x|(1 + |x|)^{n-1} e^{\frac{|y|^2 - |x|^2}{2}} \leq (1 + |x|^n) e^{\frac{|y|^2 - |x|^2}{2}}, \quad (x, y) \in N_c.$$

Moreover,

$$\sup_{\frac{1}{8(1 + |x|^2)^2} < s < 1} K_{23}(t, x, y) \leq \sup_{\frac{1}{8(1 + |x|^2)^2} < s < 1} \frac{|x|}{s^{(n+1)/2}} e^{\frac{|y|^2 - |x|^2}{2}}$$

$$\lesssim |x|(1 + |x|)^{n} e^{\frac{|y|^2 - |x|^2}{2}}, \quad (x, y) \in N_c.$$

Therefore, we have shown that

$$\sup_{0 < t < \log 2} K_{23}(t, x, y) \lesssim (1 + |x|^n) e^{\frac{|y|^2 - |x|^2}{2}}, \quad (x, y) \in N_c.$$

(29)

On the other hand, also for $r_0 \in (1/3, 2)$, we can proceed as in [6] p. 12 and consider the following scenarios

i) $1 - r \leq \frac{1}{2}(1 - r_0) \lor \frac{3}{2}(r_0 - 1)$,

ii) $1 - r > \frac{3}{2}(1 - r_0)$,

iii) $r_0 < 1$ and $|r - r_0| < \frac{1}{2}(1 - r_0)$. 
In all these cases, the following properties will be crucial:

\[(30)\]
\[|y - rx|^2 = |y_1|^2 + |r - r_0|^2|x|^2, \quad x, y \in \mathbb{R}^n, \quad 0 < r < 1,\]
\[(31)\]
\[1 - r_0 = \frac{|x - y_2|}{|x|}, \quad x, y \in \mathbb{R}^n,\]
\[(32)\]
\[|y_1| \geq |x| \sin \theta, \quad \text{whenever } 1/3 < r_0 < 2.\]

We start analyzing the situation (i). Observe that under the current assumptions
\[|1 - r_0| \approx |r - r_0| \quad \text{and} \quad 1 - r \lesssim |1 - r_0|.\]

Then, by using (30), we get
\[|y - rx|^2 = |r - r_0|^2|x|^2 + |y_1|^2 \geq (1 - r)^2|x|^2 + |y_1|^2.\]

Therefore, since \(0 \leq \frac{-\log r}{1 - r} \leq 1/2 \leq r < 1\), by using (32), we deduce
\[K_{23}(t, x, y) \lesssim \frac{1}{(1 - r)^{n/2}} e^{-c(1-r)|x|^2} e^{-c|y_1|^2/(1-r)} e^{2|x|^2/\sin \theta} \lesssim \frac{|y_1|^2}{|x|^{n\sin \theta}}, \quad (x, y) \in N^c.\]

Next, we turn to the case (ii). Now \(|r - r_0| \approx 1 - r\), so the estimate (33) above remains valid.

Finally, let’s treat (iii). Now, \(1 - r \approx 1 - r_0\) and since (30) and (31) hold, we get
\[K_{23}(t, x, y) \lesssim \frac{|x|^{n+1/2}}{|x - y_2|^{n-1/2}} e^{c|y_1|^2/|x|} e^{2|x|^2/\sin \theta} \lesssim \frac{|y_1|^2}{|x - y_2|^{n/2}}, \quad (x, y) \in N^c.\]

Then, for \(|x||x - y_2| < 1\),
\[K_{23}(t, x, y) \lesssim \frac{|x|^{(n+1)/2}}{|x - y_2|^{(n-1)/2}} \left( \frac{|x - y_2|}{|y_1|^2} \right)^{n/2} e^{2|x|^2/\sin \theta} \lesssim \frac{|y_1|^2}{|x - y_2|^{n/2}}, \quad (x, y) \in N^c.\]

Now assume that \(|x||x - y_2| \geq 1\). We have to distinguish three cases:
\[|x|/3 \leq |y_2| < |x|, \quad |y_2| \geq |x| \quad \text{and} \quad |y_2| < |x|/3.\]

Observe that when \(|x|/3 \leq |y_2| < |x|\), estimate (34) is enough, see [6] Lemma 4.4.
Let us consider the situation $|y_x| \geq |x|$. Then, since $|y|^2 = |y_x|^2 + |y_0|^2 \geq |y_x|^2$ we have that $|y|^2 \geq |x|^2$ and from (28) we get that

$$K_{23}(t, x, y)_{t=\log(\frac{t}{r})} \leq (1-s)^{n+1} \frac{|x + y| + |x - y|}{s^{(n-1)/2}} \times \exp \left( -\frac{1}{8} \left( s|x + y|^2 + \frac{1}{s}|x - y|^2 \right) \right) \exp \left( \frac{|(1+s)y - (1-s)x|^2}{16s} \right) e^{2(|y|^2-|x|^2)}.$$ 

Then, from (38) Lemma 3.3.3] we get that, for $|y_x| \geq |x|$,

$$\sup_{0 < t \leq \log_2} K_{23}(t, x, y) \leq e^{2(|y|^2-|x|^2)} \left( (1+|x|)^{n} \wedge (|x| \sin \theta)^{\frac{n}{2}} \right), \quad (x, y) \in N^c.$$

Suppose now $3|y_x| \leq |x|$, $(x, y) \in N^c$. If $|y_x| \leq |x|/9$, then since $1/2 < r = \frac{1-s}{1+s} < 1$, we get

$$|(1-s)x| \leq |(1+s)y - (1-s)x| + (1+s)\sqrt{\left(\frac{|x|}{3}\right)^2 + \left(\frac{|x|}{9}\right)^2}.$$ 

that is,

$$\left(1 - \frac{2\sqrt{10}}{9}\right)|(1-s)x| \leq |(1+s)y - (1-s)x|.$$ 

Therefore, for $|y_x| \leq |x|/9$ and $0 < s \leq 1/3$

$$K_{23}(t, x, y)_{t=\log(\frac{t}{r})} \leq (1-s)^{n+1} \frac{|(1+s)y - (1-s)x|}{s^{(n-1)/2}} \exp \left( -\frac{|(1+s)y - (1-s)x|^2}{8s} \right) e^{2(|y|^2-|x|^2)}.$$ 

If $|y_x| > |x|/9$, then

$$K_{23}(t, x, y)_{t=\log(\frac{t}{r})} \leq \left( -\log r \right) \frac{r^{n+1}|x|}{(1-r^2)^{(n+1)/2}} \exp \left( -\frac{1}{4} \left( \frac{|r-r_0|^2|x|^2 + |y|^2}{1-r^2} \right) \right) \exp \left( -\frac{1}{4} \left( \frac{|y-rx|^2}{1-r^2} \right) \right) e^{2(|y|^2-|x|^2)}.$$ 

Then, from (38) Lemma 3.3.3] we get that, for $3|y_x| \leq |x|$,

$$\sup_{0 < t \leq \log_2} K_{23}(t, x, y) \leq e^{2(|y|^2-|x|^2)} \left( (1+|x|)^{n} \wedge (|x| \sin \theta)^{\frac{n}{2}} \right), \quad (x, y) \in N^c.$$
By combining (29), (33), (34), (35) and (36) we conclude that

\[
\sup_{|t| \leq \log 2} K_{23}(t, x, y) \leq e^{|y|^2 - |x|^2} \left(1 + |x| \right)^n \wedge (|x| \sin \theta)^{-n}
\]

\[+
\chi_{\{ |x| - |y| \geq \frac{1}{2} \} \leq |y| < |x|} (x, y) \frac{|x|^{(n+1)/2}}{|x-y|^{(n-1)/2}} \exp \left( - e \frac{|y|^2 - |x|^2}{|x-y|^2} \right), \quad (x, y) \in \mathbb{N}_c.
\]

From (26), (27) and (37), by using [6, Lemmas 4.1–4.4] we deduce that \( K^*_{2,\text{glob}} \) is bounded from \( L^1(\mathbb{R}^n, \gamma_{\cdot}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{\cdot}) \).

**Step 3:** \( K^*_{3,\text{glob}} \) is bounded from \( L^1(\mathbb{R}^n, \gamma_{\cdot}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{\cdot}) \).

Since

\[\frac{te^{-2t}}{1 - e^{-2t}} \leq 1, \quad t > 0,\]

we can write

\[|K_3(t, x, y)| \leq \frac{e^{-nt}}{(1 - e^{-2t})^{n/2}} |y - e^{-t}x|^2 \exp \left( - e \frac{|y - e^{-t}x|^2}{1 - e^{-2t}} \right) e^{|y|^2 - |x|^2}, \quad x, y \in \mathbb{R}^n, \ t > 0.\]

Next, the change of variables \( t = \log \left( \frac{1+s}{1-s} \right), \ 0 < s < 1 \), allows us to write

\[|K_3(t, x, y)| \leq \frac{(1 - s)^n}{s^{n/2}} \exp \left( - e \frac{(1+s)y - (1-s)x|^2}{8s} \right) e^{|y|^2 - |x|^2} \]

\[
\leq \left[(1 + |x|)^n \wedge (|x| \sin \theta)^{-n}\right] e^{|y|^2 - |x|^2}, \quad (x, y) \in \mathbb{N}_c,
\]

where in the last step we used [38 Lemma 3.3.3]. From (39) and by using [38 Lemma 3.3.4] we get that \( K^*_{3,\text{glob}} \) is bounded from \( L^1(\mathbb{R}^n, \gamma_{\cdot}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{\cdot}) \).

Thus, we have proven that the operator \( K^*_{\text{glob}} \) defined by

\[K^*_{\text{glob}}(g)(x) := \int_{\mathbb{R}^n} \sup_{t > 0} |t \partial_t T^{A}(x, y) \chi_{\mathbb{N}_c}(x, y) g(y) dy, \quad x \in \mathbb{R}^n,\]

is bounded from \( L^1(\mathbb{R}^n, \gamma_{\cdot}) \) into \( L^{1,\infty}(\mathbb{R}^n, \gamma_{\cdot}) \), which clearly implies that the operator \( T^{A}_{*,1,\text{glob}} \) is also bounded from \( L^1_X(\mathbb{R}^n, \gamma_{\cdot}) \) into \( L^{1,\infty}_X(\mathbb{R}^n, \gamma_{\cdot}) \). \(\square\)

**Lemma 4.9.** For every \( 1 < p < \infty \), there exists \( \beta > 0 \) such that the operator \( T^{A}_{*,1,\text{glob}} \) associated with the global region \( N^\beta_\partial \) is bounded from \( L^p(\mathbb{R}^n, \gamma_{\cdot}) \) into itself.

**Proof.** Let \( 1 < p < \infty \). It is sufficient to see that there exists \( \beta > 0 \) such that the operator \( K^*_{j,\text{glob}} \) defined as \( K^*_{j,\text{glob}} \) (see (21) above) replacing \( N \) by \( N_\beta \), is bounded from \( L^p(\mathbb{R}^n, \gamma_{\cdot}) \) into itself, for \( j = 1, 2, 3 \).

We have that

\[\sup_{t > 0} |K_1(t, x, y)| \leq \sup_{t > 0} \frac{1}{(1 - e^{-2t})^{n/2}} \exp \left( - e \frac{|x - e^{-t}y|^2}{1 - e^{-2t}} \right), \quad x, y \in \mathbb{R}^n.
\]
According to [31, Proposition 2.1] we obtain, for every \((x, y) \in N^c_{\eta}\),
\[
\sup_{t>0} |K_1(t, x, y)| \leq \begin{cases} 
ex^{-|x|^2}, & \text{if } (x, y) \leq 0, 
|x+y|^n \exp \left( -\eta \frac{|y-x|^2}{2} \right), & \text{if } (x, y) > 0.
\end{cases}
\]

Then, by proceeding as in the proof of Lemma 4.4 we can see that \(K^{*,\beta}_{1,\text{glob}}\) with \(\beta = n\), is bounded from \(L^p(\mathbb{R}^n, \gamma_{-1})\) into itself, for every \(1 < p < \infty\).

On the other hand, from (20) and (38) we get that, for every \(\eta \in (0, 1)\),
\[
|K_3(t, x, y)| \leq \frac{1}{(1 - e^{-2t})^{n/2}} \exp \left( -\eta \frac{|y-x|^2}{1 - e^{-2t}} \right)
\]
Then, for every $x, y \in \mathbb{R}^n$ and $t > 0$,

$$|x| \exp \left( -\frac{\eta}{1 - e^{-2t}} \right) \exp \left( -\frac{\eta}{4} (s|x+y|^2 + \frac{1}{s}|x-y|^2) \right) \exp \left( -\frac{\eta}{2} (|y|^2 - |x|^2) \right) \leq \left( |x + y| + |x - y| \right) \exp \left( -\frac{\eta}{4} (s|x+y|^2 + \frac{1}{s}|x-y|^2) \right) \exp \left( -\frac{\eta}{2} (|y|^2 - |x|^2) \right)$$

$$\leq \frac{1}{\sqrt{s}} \exp \left( -\frac{\varepsilon}{4} (s|x+y|^2 + \frac{1}{s}|x-y|^2) \right) \exp \left( -\frac{\eta}{2} (|y|^2 - |x|^2) \right) \leq \frac{1}{\sqrt{s}} \exp \left( -\frac{\varepsilon}{4} (s|x+y|^2 + \frac{1}{s}|x-y|^2) \right) \exp \left( -\frac{\eta}{2} (|y|^2 - |x|^2) \right),$$

where $\eta \in (0, 1)$ and $\varepsilon \in (0, \eta)$. Thus, we get for $x, y \in \mathbb{R}^n$ and $t > 0$,

$$|K_2(t, x, y)| \leq \frac{1}{(1 - e^{-2t})^{n/2}} \exp \left( -\varepsilon \left[ \frac{y - e^{-t} x}{1 - e^{-2t}} \right] \exp \left( \left[ 1 - \frac{\eta - \varepsilon}{2} \right] (|y|^2 - |x|^2) \right),$$

with $\eta \in (0, 1)$ and $\varepsilon \in (0, \eta)$.

Let $\eta \in (0, 1)$ and $\varepsilon \in (0, \eta)$. We choose $\beta > 0$ such that such that $\left( \sqrt{\eta} x, \sqrt{\eta} y \right) \in N_\beta^c$, for $(x, y) \in N_\beta^c$. Then, by [31, Proposition 2.1] we obtain, for $(x, y) \in N_\beta^c$,

$$\sup_{t > 0} |K_2(t, x, y)| \leq \frac{1}{\beta} \exp \left( \frac{\eta \varepsilon}{2} \right) \exp \left( \frac{\varepsilon}{2} \right) \exp \left( \frac{1 - \frac{\eta - \varepsilon}{q}}{2} \right) \exp \left( \frac{1 - \frac{\eta - \varepsilon}{q}}{2} \right),$$

if $(x, y) \leq 0$,

$$\leq \left\{ \begin{array}{ll}
\exp \left( \left[ 1 - \frac{\eta + \varepsilon}{2} \right] (|y|^2 - (1 - \frac{1}{q}) |x|^2) \right), & \text{if } (x, y) \leq 0, \\
\exp \left( \left[ 1 - \frac{\eta + \varepsilon}{2} \right] (|y|^2 - |x|^2) - \varepsilon \frac{|x-y||x+y|}{2} \right), & \text{if } (x, y) > 0.
\end{array} \right.$$
Therefore, for each $1 < p < \infty$, there exists $\beta_p > 0$ such that the operator $K^{*,\beta}_{2,\text{glob}}$ is bounded from $L^p(\mathbb{R}^n, \gamma_{-1})$ into itself, for every $\beta > \beta_p$.

We conclude that for every $1 < p < \infty$ we can find $\beta_p > 0$ such that, for every $\beta > \beta_p$, the operator $T^{A,\beta}_{*,1,\text{glob}}$ associated with $N_\beta$ is bounded from $L^p_X(\mathbb{R}^n, \gamma_{-1})$ into itself. \hfill \square

**Proof of Proposition 4.5** The proof follows the same arguments used in the proof of Proposition 4.1. We simply observe that

$$\sup_{t > 0} |t \partial_t W_t(z)| \leq \frac{1}{|z|^n}, \quad z \in \mathbb{R}^n \setminus \{0\}.$$ \hfill \square

### 4.3. Proof of Theorem 1.2

By using Theorem 1.4 and Propositions 4.1 and 4.5, we can see that the properties $(a),(b,\alpha)$ and $(c,\alpha)$ are equivalent for $\alpha = 0$ and also that $(a) \Rightarrow (b,\alpha)$ and $(c,\alpha)$, for $\alpha = 1$.

Now, suppose that $(a)$ holds. Let $1 \leq p < \infty$ and $f \in L^p_X(\mathbb{R}^n, \gamma_{-1})$. We have that

$$\int_{\mathbb{R}^n} \frac{\|f(y,\cdot)\|_X}{1 + |x-y|^n} \chi_{\mathcal{N}^\alpha}(x,y) dy \leq \frac{1}{(1 \wedge 1/|x|)^n} \|f\|_{L^p_X(\mathbb{R}^n, \gamma_{-1})}, \quad x \in \mathbb{R}^n. \tag{40}$$

We denote by $\mathbb{Q}_+ := \{r_j\}_{j \in \mathbb{N}}$, the set of rational numbers in $(0, \infty)$. According to (19) and (40), for every $k \in \mathbb{N}$,

$$\sup_{j=1, \ldots, k} \left| W_{r_j}(f(\cdot,\omega)\chi_{\mathcal{N}^\alpha}(x,\cdot))(x) \right| \in X, \quad x \in \mathbb{R}^n.$$

If $X$ has the Fatou property and

$$\left\| \sup_{j=1, \ldots, k} \left| W_{r_j}(f(\cdot,\omega)\chi_{\mathcal{N}^\alpha}(x,\cdot))(x) \right| \right\|_X \leq \frac{1}{(1 \wedge 1/|x|)^n} \|f\|_{L^p_X(\mathbb{R}^n, \gamma_{-1})}, \quad x \in \mathbb{R}^n,$$

then

$$\sup_{j \in \mathbb{N}} \left| W_{r_j}(f(\cdot,\omega)\chi_{\mathcal{N}^\alpha}(x,\cdot))(x) \right| \in X, \quad x \in \mathbb{R}^n.$$

By continuity we deduce that

$$\sup_{t > 0} \left| W_{t}(f(\cdot,\omega)\chi_{\mathcal{N}^\alpha}(x,\cdot))(x) \right| \in X, \quad x \in \mathbb{R}^n.$$

On the other hand, since $L^p_X(\mathbb{R}^n, \gamma_{-1}) \subseteq L^p_X(\mathbb{R}^n, dx)$, Theorem 1.4 implies that

$$W_{*,0}(f)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.$$

Therefore,

$$W_{*,0,\text{loc}}(f)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.$$

This means that

$$W_{*,0,\text{loc}}(f)(x) \in X, \quad \text{for every } x \in E \subseteq \mathbb{R}^n, \quad |\mathbb{R}^n \setminus E| = 0.$$

Moreover, since for every $t > 0$,

$$|W_{t,0,\text{loc}}(f)(x)| \leq W_{*,0,\text{loc}}(f)(x), \quad x \in \mathbb{R}^n,$$

we have that

$$W_{t,0,\text{loc}}(f)(x) \in X, \quad \text{for every } x \in E.$$
Observe that the set $E$ does not depend on $t$.

Now, by using (14) we have that

$$|T^A_{t,0,\text{loc}}(f)(x, \omega) - W_{t,0,\text{loc}}(f)(x, \omega)| \leq \int_{\mathbb{R}^n} \frac{1 + |x|}{|x - y|^{n-1}}|f(y, \omega)|\chi_N(x, y)dy < \infty,$$

for $x \in F$, where $F \subseteq \mathbb{R}^n$, $|\mathbb{R}^n \setminus F| = 0$ and $\omega \in \Omega$. Therefore, for every $t > 0$,

$$(T^A_{t,0,\text{loc}} - W_{t,0,\text{loc}})(f)(x, \cdot) \in X, \quad x \in F.$$

It follows that

$$T^A_{t,0,\text{loc}}(f)(x, \cdot) \in X, \quad x \in F \cap E, \quad t > 0.$$

Observe that $|\mathbb{R}^n \setminus (E \cap F)| = 0$.

Let $N := \{t_k\}_{k=1}^\infty$. We can write

$$\sup_{k=1, \ldots, \ell} |T^A_{t_k,0,\text{loc}}(f)(x, \omega)| \in X, \quad x \in F \cap E, \quad \omega \in \Omega, \quad \ell \in \mathbb{N}.$$

Moreover, for $x \in F \cap E$, $\ell \in \mathbb{N}$ and $\omega \in \Omega$, we have

$$\sup_{k=1, \ldots, \ell} |T^A_{t_k,0,\text{loc}}(f)(x, \omega)| \leq \sup_{k=1, \ldots, \ell} |T^A_{t_k,0,\text{loc}}(f)(x, \omega)| - \sup_{t>0} |W_{t,0,\text{loc}}(f)(x, \omega)|$$

$$\quad + \sup_{t>0} |W_{t,0,\text{loc}}(f)(x, \omega)|$$

$$\leq \sup_{k=1, \ldots, \ell} |T^A_{t_k,0,\text{loc}}(f)(x, \omega) - W_{t_k,0,\text{loc}}(f)(x, \omega)|$$

$$\quad + \sup_{t>0} |W_{t,0,\text{loc}}(f)(x, \omega)|$$

$$\leq \int_{\mathbb{R}^n} \frac{1 + |x|}{|x - y|^{n-1}}|f(y, \omega)|\chi_N(x, y)dy + \sup_{t>0} |W_{t,0,\text{loc}}(f)(x, \omega)|. \quad (41)$$

Then, Fatou’s property implies that

$$\sup_{t>0} |T^A_{t,0,\text{loc}}(f)(x, \omega)| = \sup_{k \in \mathbb{N}} |T^A_{t_k,0,\text{loc}}(f)(x, \omega)| \in X, \quad x \in F \cap E,$$

and the expression in (41) controls

$$\sup_{t>0} |T^A_{t,0,\text{loc}}(f)(x, \omega)|, \quad x \in F \cap E, \quad \omega \in \Omega.$$

From the arguments above we conclude that

$$T^A_{t,0,\text{loc}}(f)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.$$

Since from (18) we have that

$$\int_{\mathbb{R}^n} \sup_{t>0} |T^A_{t}(x, y)|\chi_N(x, y)\|f(y, \cdot)\|\chi dy < \infty,$$

we can deduce that

$$T^A_{*0,\text{glob}}(f)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.$$

Thus, we obtain that

$$T^A_{*0}(f)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.$$
By proceeding in a similar way we can see that \((a) \Rightarrow (d_{\alpha})\) and \((e_{\alpha})\), for \(\alpha = 1\).

Moreover, as in \([10]\) we can see that, for every \(\alpha \in (0,1),\) \(1 \leq p < \infty\) and \(f \in L^p_X(\mathbb{R}^n, \gamma_{-1}),\)
\[
T^{A}_{\star,\alpha}(f) \leq T^{A}_{\star,1}(f).
\]

Hence, if \(X\) has the Hardy-Littlewood property, we can deduce the properties established in this theorem for \(T^{A}_{\star,\alpha},\) \(0 < \alpha < 1,\) from the corresponding ones of \(T^{A}_{\star,1}(f)\).

Suppose now that \(1 \leq p < \infty\) and that, for every \(f \in L^p_X(\mathbb{R}^n, \gamma_{-1}),\)
\[
T^{A}_{\star,0}(f)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\]

Then,
\[
T^{A}_{\star,0,loc}(f)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\]

As above we can see that
\[
W_{\star,0,\text{glob}}(f)(x) \in X, \quad \text{for every } x \in \mathbb{R}^n.
\]

Let \(g \in L^p_X(\mathbb{R}^n, dx)\) and \(k \in \mathbb{N}.\) We denote by \(g_k := g \chi_{B(0,k+1)}.\) It is clear that \(g_k \in L^p_X(\mathbb{R}^n, \gamma_{-1}).\)
\[
T^{A}_{\star,0,\text{loc}}(g_k)(x) = T^{A}_{\star,0,\text{loc}}(g)(x), \quad |x| \leq k,
\]
then
\[
T^{A}_{\star,0,\text{loc}}(g)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\]

Moreover, by using the estimates established in the proof of Lemma \([42]\) since for \(|x| \leq k,\)
\[
(T^{A}_{\star,0,\text{loc}}(g_k)(x) - W_{\star,0,\text{loc}}(g_k)(x)) = (T^{A}_{\star,0,\text{loc}}(g)(x) - W_{\star,0,\text{loc}}(g)(x),
\]
then
\[
(T^{A}_{\star,0,\text{loc}}(g)(x) - W_{\star,0,\text{loc}}(g)(x))(x) \in X, \quad x \in \mathbb{R}^n.
\]

Then, we conclude that
\[
W_{\star,0,\text{loc}}(g)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\]

Thus, since from \([19]\) we also have that \(W_{\star,0,\text{glob}}(g)(x) \in X,\) and we conclude
\[
W_{\star,0}(g)(x) \in X, \quad \text{for almost all } x \in \mathbb{R}^n.
\]

Theorem \([14]\) implies now that \(X\) has the Hardy-Littlewood property. \(\square\)

5. PROOF OF THEOREM \([13]\)

According to the subordination formula, we have that
\[
P_t^{A}(f)(x) := \frac{t}{2\sqrt{\pi}} \int_0^\infty \frac{e^{-t^2/4u}}{u^{3/2}} T^{A}_u(f)(x) \, du, \quad x \in \mathbb{R}^n,
\]
and
\[
P_t(f)(x) := \frac{t}{2\sqrt{\pi}} \int_0^\infty \frac{e^{-t^2/4u}}{u^{3/2}} W_u(f)(x) \, du, \quad x \in \mathbb{R}^n.
\]

Let \(\alpha > 0,\) \(1 \leq p < \infty\) and \(f \in L^p_X(\mathbb{R}^n, \gamma_{-1}).\) By using Fubini’s theorem we get
\[
\partial_t^\alpha P_{t,\text{loc}}^{A}(f)(x) - \partial_t^\alpha P_{t,\text{loc}}(f)(x)
\]
Also, for every $x \in \mathbb{R}^n$,
\[
|\partial_\alpha^a P_{t,loc}^A(f)(x) - \partial_\alpha^a P_{t,loc}(f)(x)| \leq \int_0^\infty \frac{e^{-t^2/8u}}{u^{(\alpha+2)/2}} T_{u,loc}^A(f)(x) - W_{u,loc}(f)(x) du
\leq t^{\alpha} \sup_{u>0} |T_{u,loc}^A(f)(x) - W_{u,loc}(f)(x)|.
\]
Hence,
\[
\sup_{t>0} t^\alpha \left( |\partial_\alpha^a P_{t,loc}^A(f)(x) - \partial_\alpha^a P_{t,loc}(f)(x)| \right) \leq \sup_{u>0} |T_{u,loc}^A(f)(x) - W_{u,loc}(f)(x)|.
\]
Furthermore, we have that
\[
\sup_{t>0} t^\alpha |\partial_\alpha^a P_{t,loc}^A(f)(x)| \leq \sup_{u>0} |T_{u,loc}^A(f)(x)|, \quad x \in \mathbb{R}^n.
\]
Now, by using these estimates and some of the results obtained in the proof of Theorems 1.2 and 1.4 we deduce the following proposition.

**Proposition 5.1.** Let $\alpha > 0$.

(i) For $1 < p < \infty$, the operator $P_{*,\alpha}^A$ is bounded from $L^p_X(\mathbb{R}^n, \gamma_{-1})$ into itself if, and only if, $P_{*,\alpha}$ is bounded from $L^p_X(\mathbb{R}^n, dx)$ into itself.

(ii) The operator $P_{*,\alpha}^A$ is bounded from $L^1_X(\mathbb{R}^n, \gamma_{-1})$ into $L^1_X(\mathbb{R}^n, dx)$ if, and only if, $P_{*,\alpha}$ is bounded from $L^1_X(\mathbb{R}^n, dx)$ into $L^1_X(\mathbb{R}^n, dx)$.

**Proof of Theorem 1.4** From Theorem 1.4 it follows that
\[
(a) \Leftrightarrow (b_\alpha) \Leftrightarrow (c_\alpha), \quad \text{when } \alpha = 0
\]
and
\[
(a) \Rightarrow (b_\alpha) \text{ and } (c_\alpha), \quad \text{for every } \alpha \geq 0.
\]

Also, we have that
\[
\sup_{t>0} t^\alpha \left( |\partial_\alpha^a P_{t,loc}^A(x,y) - \partial_\alpha^a P_t(x,y)| \right) \leq \sup_{u>0} |T_u^A(x,y) - W_u(x,y)|, \quad x,y \in \mathbb{R}^n,
\]
and
\[
\sup_{t>0} t^\alpha |\partial_\alpha^a P_{t,loc}^A(x,y)| \leq \sup_{u>0} |T_u^A(x,y)|, \quad x,y \in \mathbb{R}^n.
\]
By proceeding as in the proof of Theorem 1.2 we deduce from the estimates above that
\[
(a) \Rightarrow (d_\alpha) \text{ and } (e_\alpha), \quad \text{for every } \alpha \geq 0.\]
THE HARDY-LITTLEWOOD PROPERTY AND MAXIMAL OPERATORS
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