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ABSTRACT

A hybrid algorithm that combines the ensemble transform Kalman filter (ETKF) and the importance sampling approach is proposed. Since the ETKF assumes a linear Gaussian observation model, the estimate obtained by the ETKF can be biased in cases with nonlinear or non-Gaussian observations. The particle filter (PF) is based on the importance sampling technique, and is applicable to problems with nonlinear or non-Gaussian observations. However, the PF usually requires an unrealistically large sample size in order to achieve a good estimation, and thus it is computationally prohibitive. In the proposed hybrid algorithm, we obtain a proposal distribution similar to the posterior distribution by using the ETKF. A large number of samples are then drawn from the proposal distribution, and these samples are weighted to approximate the posterior distribution according to the importance sampling principle. Since the importance sampling provides an estimate of the probability density function (PDF) without assuming linearity or Gaussianity, we can resolve the bias due to the nonlinear or non-Gaussian observations. Finally, in the next forecast step, we reduce the sample size to achieve computational efficiency based on the Gaussian assumption, while we use a relatively large number of samples in the importance sampling in order to consider the non-Gaussian features of the posterior PDF. The use of the ETKF is also beneficial in terms of the computational simplicity of generating a number of random samples from the proposal distribution and in weighting each of the samples. The proposed algorithm is not necessarily effective in case that the ensemble is located distant from the true state. However, monitoring the effective sample size and tuning the factor for covariance inflation could resolve this problem. In this paper, the proposed hybrid algorithm is introduced and its performance is evaluated through experiments with non-Gaussian observations.
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1. Introduction

The ensemble-based approach is now recognised as a valuable tool for data assimilation in nonlinear systems. In particular, the ensemble Kalman filter (EnKF) (Evensen, 1994, 2003) and the ensemble square root filters (Tippett et al., 2003; Livings et al., 2008) are widely used in various practical applications. However, since these algorithms basically assume a linear Gaussian observation model like the Kalman filter (KF), they could give biased or incorrect estimates when the observation is nonlinear or non-Gaussian.

The particle filter (PF) (Gordon et al., 1993; Kitagawa, 1996; van Leeuwen, 2009) is an ensemble-based algorithm that is applicable even in cases with nonlinear or non-Gaussian observations. However, the PF tends to be computationally expensive in comparison with other ensemble-based algorithms. One source of the high computational cost is the degeneracy of the ensemble. In the PF, ensemble members are weighted in the manner of the importance sampling (e.g., Liu, 2001; Candy, 2009) and are then resampled with probabilities equal to the weights. After resampling, many of the ensemble members are replaced by duplicates of some particular members with large weights. Consequently, the diversity of the ensemble is rapidly lost by repeating the resampling process. In order to achieve sufficient diversity, the PF usually requires a huge ensemble size, which results in high computational cost.

Many studies have investigated maintaining the ensemble diversity. One approach is based on kernel density estimation, in which a new ensemble is generated by resampling from a smoothed empirical density function (e.g., Musso et al., 2001). The Gaussian resampling approach (Kotecha and Djurić, 2003; Xiong et al., 2006) and the merging PF...
Papadakis et al. (2010) proposed the weighted ensemble Kalman filter (WEnKF), in which the distribution for sampling is obtained by the EnKF, and the samples drawn from the distribution are weighted and resampled. Beyou et al. (2013) took the same approach but they used the ensemble transform Kalman filter (ETKF) (Bishop et al., 2001; Wang et al., 2004), which is one of ensemble square root filters, instead of the EnKF.

However, even if the ensemble diversity is well maintained by improving the distribution for sampling, the ensemble size that we can use is not necessarily sufficient to represent non-Gaussian features of the PDF. In practical applications, the ensemble size is usually limited by the available computational resources because a model run for each ensemble member is costly in the forecast step. Indeed, it is not unusual that the allowed ensemble size is much smaller than the system dimension. If the ensemble size \( N \) is smaller than the effective system dimension, the ensemble would form a simplex in \((N - 1)\)-dimensional space (Julier, 2003; Wang et al., 2004), which is obviously insufficient to represent the third or higher-order moments. In such a situation, the non-Gaussian features cannot be represented even using the importance sampling. In addition, after weighting the ensemble members, some of the members no longer effectively contribute to the estimation. This means that the probability distribution estimation would be based on a substantially smaller sample size than the original sample size. Therefore, for the case in which the ensemble size is limited, the weighting of the ensemble would not necessarily provide a good approximation of the posterior PDF.

The approach proposed in the present paper considers such a situation in which the forecast PDF is represented by an ensemble of limited size less than the system dimension. Since non-Gaussian features are not represented by the limited-sized ensemble, the proposed approach assumes that the forecast PDF is Gaussian. On the other hand, in the analysis step, we use a sufficiently large number of samples to represent non-Gaussian features of the posterior PDF. These non-Gaussian features are represented by the importance sampling technique (e.g., Liu, 2001; Candy, 2009). An outline of the proposed approach is illustrated in Fig. 1.

Before the analysis step, the forecast PDF is represented by an ensemble of limited size that forms a simplex. From this forecast PDF, we obtain a Gaussian proposal PDF, which is similar to but not necessarily identical to the posterior PDF. This proposal PDF is represented by a small ensemble obtained using the ETKF. We then generate a large number of samples from the proposal PDF, and these samples are weighted so as to approximate the posterior PDF. If we use the proposal PDF obtained by the ETKF, we can efficiently generate a large number of samples, which allows us to represent non-Gaussian features of the posterior PDF using the importance sampling technique. For the next forecast step, the approximation of the posterior PDF with a large
number of samples is converted into a new approximation with a small ensemble. This small ensemble is constructed under the assumption of a Gaussian distribution, but is obtained after considering the nonlinearity or non-Gaussianity of the observation. We can therefore reduce the effects of the biases due to nonlinear or non-Gaussian observation on the next forecast.

Various algorithms have been proposed that combine the PF algorithm with a Gaussian-based algorithm, such as the KF and EnKF. For example, several studies considered a Gaussian mixture model and used the KF or EnKF to update each Gaussian component of the Gaussian mixture model (e.g., Smith, 2007; Hoteit et al., 2012). However, a Gaussian mixture model requires a large number of parameters to represent the covariance matrices of each of the Gaussian components for high-dimensional systems and would tend to require too much memory and computational resources. Although Hoteit et al. (2008) proposed another approach that uses a mixture of Gaussian components with the same covariance matrix, their approach assumes a Gaussian observation model. Lei and Bickel (2011) considered another method by which to combine the PF algorithm and the EnKF algorithm, in which the ensemble is adjusted so as to represent the mean and covariance estimated by weighting the members of the forecast ensemble. This approach did not consider an asymmetric probability distribution.

The ETKF algorithms and the importance sampling technique, on which the proposed method is based, are explained in Sections 3 and 4, respectively. Section 5 discusses how to use the ETKF output as a proposal PDF and how to represent the posterior PDF using samples drawn from the proposal PDF. Section 6 discusses how to approximate the posterior PDF with a small-sized ensemble, which allows us to achieve high computational efficiency in the forecast step. We experimentally evaluate the proposed algorithm in Section 8, and provide a summary in Section 9.

2. Sequential data assimilation problem

We describe the state transition of a dynamical system by the following PDF:

$$
x_k \sim p(x_k| x_{k-1})
$$

(1)

where the vector $x_k$ denotes the state of the system at time $t_k$ ($k=1,2,\ldots$). We then consider the following observation model to describe the relationship between the system state and the observation:

$$
y_k \sim p(y_k| x_k),
$$

(2)

where $y_k$ is the observed data at time $t_k$.

Sequential data assimilation is regarded as a problem that estimates the conditional PDF of the system state $x_k$ from the sequence of observations $y_{1:k} = \{y_1, y_2, \ldots, y_k\}$ according to the following recursive procedure. Suppose that the conditional PDF at the time step $t_{k-1}$, $p(x_{k-1}|y_{1:k-1})$, is given. Then, the forecast PDF $p(x_k|y_{1:k-1})$ can be obtained by the following equation:

$$
p(x_k|y_{1:k-1}) = \int p(x_k|x_{k-1})p(x_{k-1}|y_{1:k-1})dx_{k-1}.
$$

(3)

The observation $y_k$ is then assimilated using Bayes’ theorem to obtain the filtered (analysis) PDF $p(x_k|y_{1:k})$:

$$
p(x_k|y_{1:k}) = \frac{p(y_k|x_k)p(x_k|y_{1:k-1})}{p(y_k|y_{1:k-1})}.
$$

(4)

Filtering algorithms for sequential data assimilation estimate the system states based on this filtered PDF. In the following, we discuss how to obtain a good approximation of the filtered PDF.

3. Ensemble transform Kalman filter

In many of the sequential data assimilation algorithms, the exact shapes of the PDFs $p(x_k|y_{1:k-1})$ and $p(x_k|y_{1:k})$ are not necessarily considered. In the EnKF, for example, only the mean vector and the covariance matrix are considered. The ETKF, which is classified as an ensemble square-root filter (Tippett et al., 2003; Livings et al., 2008), considers only the mean vector and the covariance matrix.

In the ETKF, the integral of eq. (3) is not computed directly. Instead, the dynamical model is applied to each ensemble member. If the filtered PDF at the previous time $t_{k-1}$, $p(x_{k-1}|y_{1:k-1})$, is represented by the ensemble $\{x_{k-1}^{(i)}\}_{i=1}^{N}$, each member of the forecast ensemble can be obtained as follows:

$$
x_{k|k-1}^{(i)} = M(x_{k-1|k-1}^{(i)}) \quad (i = 1, \ldots, N),
$$

(5)

where $M$ is the dynamical model of the system. As described above, the ensemble size $N$ is typically much less than the effective system dimension. In such a situation, the ensemble members form a spherical simplex in a subspace. However, even if the ensemble size $N$ is small, the forecast ensemble obtained by eq. (5) provides good estimates for the mean vector and the covariance matrix of the forecast PDF. As shown by Wang et al. (2004), the mean vector and the covariance matrix of the forecast PDF are estimated considering up to the second-order term of the Taylor expansion of the dynamical model, except that the uncertainties in the complementary subspace are ignored.
The mean vector \( \mathbf{x}_{k|k-1} \) is represented by the ensemble mean of all of the members:

\[
\mathbf{x}_{k|k-1} = \frac{1}{N} \sum_{i=1}^{N} \mathbf{x}_{i|k-1}^{(i)}. 
\]

(6)

The ETKF then considers the deviation from the mean vector as

\[
\Delta \mathbf{x}_{k|k-1}^{(i)} = \mathbf{x}_{k|k-1}^{(i)} - \mathbf{x}_{k|k-1}, \quad i = 1,\ldots,N.
\]

(7)

\[
\Delta \mathbf{y}_{k|k-1}^{(i)} = \mathbf{h}_k(\mathbf{x}_{k|k-1}^{(i)}) - \mathbf{h}_k(\mathbf{x}_{k|k-1}),
\]

(8)

where the function \( \mathbf{h}_k \) is a nonlinear predictive observation given a state \( \mathbf{x}_k \), and \( \mathbf{h}_k(\mathbf{x}_{k|k-1}) \) denotes the ensemble mean of the predictive observation \( \{\mathbf{h}_k(\mathbf{x}_{k|k-1}^{(i)})\}^N_{i=1} \) as

\[
\mathbf{h}_k(\mathbf{x}_{k|k-1}) = \frac{1}{N} \sum_{i=1}^{N} \mathbf{h}_k(\mathbf{x}_{k|k-1}^{(i)}).
\]

(9)

The covariance matrix \( \mathbf{V}_{k|k-1} \) can then be represented as follows:

\[
\mathbf{V}_{k|k-1} = \frac{1}{N} \sum_{i=1}^{N} \left( \Delta \mathbf{x}_{k|k-1}^{(i)} \right) \left( \Delta \mathbf{x}_{k|k-1}^{(i)} \right)^T.
\]

(10)

Although \( \mathbf{V}_{k|k-1} \) is sometimes obtained by division by \( N - 1 \), we obtain \( \mathbf{V}_{k|k} \) by division by \( N \). This is because we assume that the ensemble \( \{\mathbf{x}_{k|k-1}^{(i)}\} \) is not generated by random sampling but that the ensemble is obtained so as to just represent the mean vector and the covariance matrix. Now we define the following matrices

\[
\mathbf{X}_{k|k-1} = \frac{1}{\sqrt{N}} \begin{pmatrix} \Delta \mathbf{x}_{k|k-1}^{(1)} & \cdots & \Delta \mathbf{x}_{k|k-1}^{(N)} \end{pmatrix}
\]

(11)

\[
\mathbf{Y}_{k|k-1} = \frac{1}{\sqrt{N}} \begin{pmatrix} \Delta \mathbf{y}_{k|k-1}^{(1)} & \cdots & \Delta \mathbf{y}_{k|k-1}^{(N)} \end{pmatrix}.
\]

(12)

Using the matrix \( \mathbf{X}_{k|k-1} \), the ensemble covariance matrix \( \mathbf{V}_{k|k-1} \) can be written as

\[
\mathbf{V}_{k|k-1} = \mathbf{X}_{k|k-1} \mathbf{X}_{k|k-1}^T.
\]

(13)

This means that \( \mathbf{X}_{k|k-1} \) is a square root of the covariance matrix \( \mathbf{V}_{k|k-1} \). If we define the dimension of the state vector \( \mathbf{x}_k \) as \( M \), the matrix \( \mathbf{X}_{k|k-1} \) is an \( M \times N \) matrix, and \( \mathbf{V}_{k|k-1} \) is an \( M \times M \) matrix. Typically, \( M \) is much larger than \( N \). Since the ensemble mean has been subtracted in eq. (7), the rank of the matrix \( \mathbf{X}_{k|k-1} \) would become \( N - 1 \), not \( N \). Strictly speaking, the rank of \( \mathbf{X}_{k|k-1} \) can be less than \( N - 1 \). However, in practical applications, where \( M \) is much larger than \( N \), it would be improbable that the rank of \( \mathbf{X}_{k|k-1} \) happens to become less than \( N - 1 \). Therefore, we hereafter assume that the rank of \( \mathbf{X}_{k|k-1} \) is \( N - 1 \).

The ETKF provides an estimate of the mean vector of the posterior PDF \( \rho(\mathbf{x}_k|\mathbf{y}_{1:k}) \) as

\[
\mathbf{x}_{k|k} = \mathbf{x}_{k|k-1} + \mathbf{K}_k \left( \mathbf{y}_k - \mathbf{h}_k(\mathbf{x}_{k|k-1}) \right),
\]

(14)

and a square root of the covariance matrix of \( \rho(\mathbf{x}_k|\mathbf{y}_{1:k}) \) as

\[
\mathbf{X}_{k|k}^T = \mathbf{X}_{k|k-1} \mathbf{T}_k,
\]

(15)

where we indicate the estimate obtained using the ETKF by the dagger \( \dagger \). The matrix \( \mathbf{K}_k \) in eq. (14) is the Kalman gain used in the conventional KF. The transform matrix \( \mathbf{T}_k \) is defined such that the matrix \( \mathbf{X}_{k|k}^T \) satisfies

\[
\mathbf{V}_{k|k} = \mathbf{X}_{k|k}^T \mathbf{X}_{k|k}. \]

(16)

In order to obtain the matrices \( \mathbf{K}_k \) and \( \mathbf{T}_k \), the ETKF calculates the eigenvalue decomposition of the matrix \( \mathbf{Y}_{k|k-1}^T \mathbf{R}^{-1} \mathbf{Y}_{k|k-1} \). The matrix \( \mathbf{R} \) is the covariance matrix of the observation noise, which is given if the observation model in eq. (2) is assumed to be Gaussian, as

\[
\rho(\mathbf{y}_k|\mathbf{x}_k) \propto \exp \left[ -\frac{1}{2} (\mathbf{y}_k - \mathbf{h}_k(\mathbf{x}_k))^T \mathbf{R}^{-1} (\mathbf{y}_k - \mathbf{h}_k(\mathbf{x}_k)) \right].
\]

(17)

If the eigenvalue decomposition of \( \mathbf{Y}_{k|k-1}^T \mathbf{R}^{-1} \mathbf{Y}_{k|k-1} \) is obtained as

\[
\mathbf{Y}_{k|k-1}^T \mathbf{R}^{-1} \mathbf{Y}_{k|k-1} = \mathbf{U}_k \Lambda_k \mathbf{U}_k^T,
\]

(18)

then the matrices \( \mathbf{K}_k \) and \( \mathbf{T}_k \) become:

\[
\mathbf{K}_k = \mathbf{X}_{k|k-1} \Lambda_k (\mathbf{I}_N + \Lambda_k)^{-1} \mathbf{U}_k \mathbf{Y}_{k|k-1}^T \mathbf{R}^{-1},
\]

(19)

\[
\mathbf{T}_k = \mathbf{U}_k (\mathbf{I}_N + \Lambda_k)^{-1} \Phi_k^T.
\]

(20)

The matrix \( \Phi_k \) is chosen such that \( \mathbf{X}_{k|k}^T \) offers an unbiased ensemble satisfying the following condition:

\[
\mathbf{X}_{k|k}^T \mathbf{1} = \mathbf{X}_{k|k-1} \mathbf{T}_k \mathbf{1} = 0.
\]

(21)

where \( \mathbf{1} = (1 \cdots 1)^T \) and \( \mathbf{0} = (0 \cdots 0)^T \). This condition can be satisfied if \( \Phi_k \) is set as

\[
\Phi_k = \mathbf{U}_k,
\]

(22)

but another choice is allowed as long as it satisfies eq. (21) (Wang et al., 2004; Livings et al., 2008; Sakov and Oke, 2008).

4. Importance sampling

Since the ETKF considers only the mean vector and the covariance matrix, the ETKF implicitly assumes that the forecast PDF is Gaussian (e.g., Lawson and Hansen, 2004). Moreover, if the ensemble size is smaller than the system dimension, it is practically impossible to consider the non-Gaussian features of the forecast PDF. Accordingly, the proposed algorithm assumes (or approximates) that the
5. Importance sampling with an ETKF-based proposal

For the importance sampling, the estimate of the posterior distribution obtained by the ETKF is used as the proposal distribution. We thus assume that the proposal distribution is a Gaussian distribution with mean \( \mathbf{x}_{k}^{\text{ETKF}} \) and covariance \( \mathbf{S}_{k}^{\text{ETKF}} \), \( \mathcal{N}(\mathbf{x}_{k}^{\text{ETKF}}, \mathbf{S}_{k}^{\text{ETKF}}) \). Since the actual posterior distribution is not necessarily Gaussian, there can be a discrepancy between the proposal distribution and the posterior distribution. By weighting the proposal ensemble members according to the importance sampling principle, we can resolve this discrepancy and obtain a good approximation of a non-Gaussian posterior distribution. In order to obtain the proposal distribution using the ETKF, we have to use a Gaussian observation model as in eq. (17) even if the observation is non-Gaussian. In such cases, the covariance matrix \( \mathbf{R} \) is not necessarily specified. In obtaining the proposal distribution, the covariance matrix \( \mathbf{R} \) can be chosen arbitrarily. However, it is preferable to choose \( \mathbf{R} \) so as to provide a proposal PDF \( \pi(\mathbf{x}_{k}|y_{1:k}) \) similar to the posterior PDF \( p(\mathbf{x}_{k}|y_{1:k}) \) in order to achieve the high efficiency.

Using the matrix \( \mathbf{X}_{k|k}^{\text{ETKF}} \), which is a square root of \( \mathbf{S}_{k}^{\text{ETKF}} \), as seen in eq. (16), we can draw a sample \( \mathbf{x}_{k|k}^{(i)} \) from \( \pi(\mathbf{x}_{k}|y_{1:k}) \) according to the following equation:

\[
\mathbf{x}_{k|k}^{(i)} = \mathbf{z}_{k|k}^{(i)} + \mathbf{X}_{k|k}^{\text{ETKF}} \mathbf{z}_{k}^{(i)},
\]

where \( \mathbf{z}_{k}^{(i)} \) is a random sample drawn from a Gaussian distribution with a zero mean vector and identity covariance matrix

\[
\mathbf{z}_{k}^{(i)} \sim \mathcal{N}(\mathbf{0}, \mathbf{I}_{N}).
\]

The dimension of \( \mathbf{z}_{k}^{(i)} \) is equal to the number of ensemble members \( N \). In typical data assimilation problems, \( N \) is much less than the dimension of the state vector \( \mathbf{x}_{k} \). We can thus easily generate a large number of samples from \( \pi(\mathbf{x}_{k}|y_{1:k}) \) using eqs. (25) and (26). The generative model described by eqs. (25) and (26) was also considered by Hunt et al. (2007), and is similar to a model of probabilistic principal component analysis (Roweis and Ghahramani, 1999; Tipping and Bishop, 1999; Bishop, 2006). Using this model, the uncertainty of the vector \( \mathbf{x}_{k} \) in a very high-dimensional space can be represented by the uncertainty of a latent variable \( \mathbf{z}_{k} \) in a low-dimensional space. Accordingly, the proposal distribution \( \pi(\mathbf{x}_{k}|y_{1:k}) \) is defined in the low-dimensional subspace (Rao, 1973).

In order to approximate the posterior PDF \( p(\mathbf{x}_{k}|y_{1:k}) \) using the samples \( \{\mathbf{x}_{k|k}^{(i)}\} \), it is necessary to calculate \( \pi(\mathbf{x}_{k|k}^{(i)}|y_{1:k}) \) and \( p(\mathbf{x}_{k|k}^{(i)}|y_{1:k}) \) in eq. (23). Considering that \( \mathbf{x}_{k|k}^{(i)} \) is generated from \( \mathbf{z}_{k}^{(i)} \) according to eq. (25), \( \pi(\mathbf{x}_{k|k}^{(i)}|y_{1:k}) \) is associated with the Gaussian \( \mathcal{N}(\mathbf{z}_{k}^{(i)}; \mathbf{0}, \mathbf{I}_{N}) \) in eq. (26).
that generates \( z_e^{(j)} \). However, it should be noted that the rank of the matrix \( X_{1k}^e \) is not \( N \) but \( N-1 \), because \( X_{1k}^e \) is designed so as to preserve the ensemble mean, as indicated in eq. (21). Although \( N(x_k^e; 0, I_k) \) is proportional to \( \exp(-\|z_e^{(j)}\|^2/2) \), the component associated with \( I \) can be discarded in \( \pi(x_k^e|y_{1k}) \). Therefore, as explained in the Appendix, we obtain the following relationship:

\[
\pi(x_k^e|y_{1k}) \propto \exp \left[ -\frac{1}{2} \left( \|z_e^{(j)}\|^2 - (T^T z_e^{(j)})^2 / N \right) \right]. \tag{27}
\]

The calculation of \( p(x_k^e|y_{1k}) \) requires a few more steps. Using Bayes’ theorem in eq. (4), we have

\[
p(x_k^e|y_{1k}) \propto p(y_k|x_k^e) p(x_k^e|y_{1k-1}). \tag{28}
\]

The first factor on the right-hand side \( p(y_k|x_k^e) \) can be obtained from the observation model in eq. (2). The second factor \( p(x_k^e|y_{1k-1}) \) is obtained from the forecast distribution \( p(x_k|y_{1k-1}) \), which is specified by the mean vector \( \bar{x}_{j_{k-1}} \) in eq. (6) and the covariance matrix \( V_{k|k-1} \) in eq. (13). Assuming that the PDF \( p(x_k|y_{1k-1}) \) is Gaussian, we regard \( x_k^e \) as a sample generated from \( p(x_k|y_{1k-1}) \) according to the following process:

\[
x_k^e = \bar{x}_{j_{k-1}} + \zeta_k \tag{29}
\]

where \( \zeta_k \) is a random vector that obeys the Gaussian distribution with a zero mean vector and an identity covariance matrix. Similarly to eq. (27), we can deduce

\[
p(x_k^e|y_{1k}) \propto \exp \left[ -\frac{1}{2} \left( \|z_e^{(j)}\|^2 - (T^T z_e^{(j)})^2 / N \right) \right]. \tag{30}
\]

Using eqs. (14), (15) and (19), eq. (25) is reduced to

\[
x_k^e = \bar{x}_{j_{k-1}} + K_k (y_k - \bar{h}_k(x_{j_{k-1}})) + X_{1k-1}^e T_k z_e^{(j)}
\]

\[
= \bar{x}_{j_{k-1}} + X_{1k-1} \left[ U_k (I_k + A_k) \right]^{-1} U_k^T \left( Y_{k-1}^T R^{-1} + X_{1k-1} \right)
\]

\[
\times \left( y_k - \bar{h}_k(x_{j_{k-1}}) \right) + T_k z_e^{(j)}. \tag{31}
\]

Comparing eqs. (29) and (31), we can determine the value of \( \zeta_k^{(j)} \) as

\[
\zeta_k^{(j)} = U_k (I_k + A_k)^{-1} U_k^T \left( y_k - \bar{h}_k(x_{j_{k-1}}) \right) + T_k z_e^{(j)}. \tag{32}
\]

Despite its complicated form, the calculation of eq. (32) is not expensive because the matrix \( U_k (I_k + A_k)^{-1} U_k^T \left( Y_{k-1}^T R^{-1} \right) \) has already been obtained in the calculation of the Kalman gain in eq. (19). Consequently, the ratio between \( \pi(x_k^e|y_{1k}) \) and \( p(x_k^e|y_{1k}) \) in eq. (23) is obtained for each \( i \) as

\[
x_k^{(i)} \propto \frac{p(y_k|x_k^{(i)}) p(x_k^{(i)}|y_{1k-1})}{\pi(x_k^{(i)}|y_{1k})} \propto \frac{p(y_k|x_k^{(i)}) \exp(-\|z_e^{(j)}\|^2/2)}{\exp(-\|z_e^{(j)}\|^2/2)} \]. \tag{33}
\]

Using eq. (33), we can approximate \( p(x_k|y_{1k}) \) by the samples \( \{x_k^{(j)}\} \) drawn from \( \pi(x_k|y_{1k}) \) in the following form:

\[
p(x_k|y_{1k}) \approx \sum_{j=1}^J \beta_k^{(i)} \delta(x_k - x_k^{(j)}), \tag{34}
\]

where \( J \) denotes the number of samples drawn from \( \pi(x_k|y_{1k}) \), and the weight \( \beta_k^{(j)} \) is defined as

\[
\beta_k^{(j)} = \frac{\tilde{x}_k^{(j)}}{\sum_{j=1}^J \tilde{x}_k^{(j)}}. \tag{35}
\]

Note that \( J \) may not be equal to the ensemble size \( N \). Although the ensemble size \( N \) would, in practice, be constrained by computational resources in the forecast step, the number of samples from \( \pi(x_k|y_{1k}) \), \( J \), could be taken to be much larger than \( N \). Using a large number of samples from \( \pi(x_k|y_{1k}) \), we can represent the non-Gaussian features of \( p(x_k|y_{1k}) \) that are due to nonlinearity or non-Gaussianity in the observation.

If the proposal distribution \( \pi(x_k|y_{1k}) \) agrees with the filtered distribution \( p(x_k|y_{1k}) \), the weights \( \{\beta_k^{(j)}\} \) in eq. (35) take the same value for all of the ensemble members. In contrast, if the discrepancy between \( \pi(x_k|y_{1k}) \) and \( p(x_k|y_{1k}) \) is large, the imbalance of the weights \( \{\beta_k^{(j)}\} \) becomes large. The discrepancy between \( \pi(x_k|y_{1k}) \) and \( p(x_k|y_{1k}) \) arises from the Gaussian approximation for the non-Gaussian observation model. Thus, the imbalance of the weights \( \{\beta_k^{(j)}\} \) would indicate the quality of the Gaussian approximation for the observation model. The imbalance of the weights can be evaluated using a metric called the effective sample size \( (Liu \text{ and } Chen, 1995; Liu, 2001) \), which is defined as

\[
J_{\text{eff}} = \frac{1}{\sum_{j=1}^J (\beta_k^{(j)})^2}. \tag{36}
\]

Otherwise, the imbalance can be evaluated using the entropy (e.g., Pham, 2001):

\[
S = -\sum_{j=1}^J \beta_k^{(j)} \log \beta_k^{(j)}. \tag{37}
\]

Actually, a rough evaluation can be performed using the \( N \) ensemble members obtained by the ETKF as they are.
The ensemble members obtained by the ETKF can be written in the form of eq. (25) where \( \{ \mathbf{z}_k^{(i)} \} \) is given as follows:

\[
\begin{pmatrix}
\mathbf{z}_k^{(1)} \\
\mathbf{z}_k^{(2)} \\
\vdots \\
\mathbf{z}_k^{(N)}
\end{pmatrix} = 
\begin{pmatrix}
1 \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}, \tag{38}
\]

Since \( \|\mathbf{z}_k^{(i)}\|^2 = \mathbf{1}^T \mathbf{z}_k^{(i)} = 1 \) for all \( i \), the denominator of eq. (33) takes the same value for all \( i \). Thus, it is sufficient to evaluate the numerator of eq. (33) for each ensemble member obtained by the ETKF. The effective sample size \( J_{\text{eff}} \) is also useful for determining \( J \). If the effective sample \( J_{\text{eff}} \) is small, only a small number of particles contribute to the estimates, which would result in poor accuracy. Thus, \( J \) should be determined so as to maintain \( J_{\text{eff}} \) to be sufficiently large. This will also be discussed in Section 8.

6. Ensemble reconstruction

Although the weighted ensemble in eq. (34) would provide a good approximation of the posterior distribution, the large ensemble size requires a huge computational cost in the forecast step. In order to achieve high computational efficiency in the forecast step, we must re-approximate the posterior PDF with a small ensemble before the forecast step. According to the PF algorithm, the new ensemble can be generated by resampling \( \{ \mathbf{x}_k^{(i)} \} \) such that each ensemble member \( \mathbf{x}_k^{(i)} \) is drawn with a probability that is proportional to the weight \( \beta_k^{(i)} \). We could also obtain samples with no duplicates by using rejection sampling (e.g., Liu, 2001), in which a sample drawn from \( \pi(\mathbf{x}|\mathbf{y}_{1:k}) \) is accepted with a probability that is proportional to \( \beta_k^{(i)} \) and is rejected otherwise.

These methods provide \( N \) random samples from \( p(\mathbf{x}_k|\mathbf{y}_{1:k}) \). However, the limited number of random samples would introduce serious sampling errors even if \( p(\mathbf{x}_k|\mathbf{y}_{1:k}) \) is well represented by eq. (34) with a large number of samples. The ETKF, which preserves the mean and covariance of a posterior PDF obtained from an ensemble-based prior, is intrinsically designed so as to exclude such randomness. We consider a strategy by which to obtain \( N \) samples that well represent the mean vector and the covariance matrix of \( p(\mathbf{x}_k|\mathbf{y}_{1:k}) \). Although such samples could also be obtained by the second-order-exact sampling proposed by Pham (2001), we adopt the following ensemble transform method in order to obtain such samples.

If \( p(\mathbf{x}_k|\mathbf{y}_{1:k}) \) is represented by eq. (34), the mean vector of \( p(\mathbf{x}_k|\mathbf{y}_{1:k}) \) is obtained as follows:

\[
\mathbf{x}_{k|k} = \int \mathbf{x}_k p(\mathbf{x}_k|\mathbf{y}_{1:k}) \, d\mathbf{x}_k \\
\approx \int \mathbf{x}_k \sum_{j=1}^{N} \beta_k^{(j)} \delta(\mathbf{x}_k - \mathbf{x}_k^{(j)}) \, d\mathbf{x}_k \\
= \sum_{j=1}^{N} \beta_k^{(j)} \mathbf{x}_k^{(j)}
\]

\[
\mathbf{x}_{k|k} = \sum_{j=1}^{N} \beta_k^{(j)} \mathbf{x}_k^{(j)}, \tag{39}
\]

where we used

\[
\sum_{j=1}^{N} \beta_k^{(j)} = 1, \tag{40}
\]

which can readily be derived from eq. (35). If we write the mean of \( \mathbf{z}_k^{(i)} \) as

\[
\mathbf{z}_k = \sum_{j=1}^{N} \beta_k^{(j)} \mathbf{z}_k^{(j)}, \tag{41}
\]

eq. (39) becomes

\[
\mathbf{x}_{k|k} = \mathbf{x}_{k|k}^t + \mathbf{X}_{k|k}^t \mathbf{z}_k. \tag{42}
\]

The covariance matrix is obtained as follows:

\[
\mathbf{V}_{k|k} = \int (\mathbf{x}_k - \mathbf{x}_{k|k})(\mathbf{x}_k - \mathbf{x}_{k|k})^T p(\mathbf{x}_k|\mathbf{y}_{1:k}) \, d\mathbf{x}_k \\
\approx \sum_{j=1}^{N} \beta_k^{(j)} (\mathbf{x}_k^{(j)} - \mathbf{x}_{k|k})(\mathbf{x}_k^{(j)} - \mathbf{x}_{k|k})^T \\
= \sum_{j=1}^{N} \beta_k^{(j)} (\mathbf{X}_{k|k}^t \mathbf{z}_k^{(j)} - \mathbf{X}_{k|k}^t \mathbf{z}_k)(\mathbf{X}_{k|k}^t \mathbf{z}_k^{(j)} - \mathbf{X}_{k|k}^t \mathbf{z}_k)^T \\
= \mathbf{X}_{k|k}^t \sum_{j=1}^{N} \beta_k^{(j)} [(\mathbf{z}_k^{(j)} - \mathbf{z}_k)(\mathbf{z}_k^{(j)} - \mathbf{z}_k)^T] \mathbf{X}_{k|k}. \tag{43}
\]

We write the covariance matrix of \( \mathbf{z}_k^{(i)} \) as

\[
\mathbf{V}_{z|k} = \sum_{j=1}^{N} \beta_k^{(j)} (\mathbf{z}_k^{(j)} - \mathbf{z}_k)(\mathbf{z}_k^{(j)} - \mathbf{z}_k)^T, \tag{44}
\]

and then we have

\[
\mathbf{V}_{k|k} = \mathbf{X}_{k|k}^t \mathbf{V}_{z|k} \mathbf{X}_{k|k}. \tag{45}
\]

The new \( \mathbf{X}_{k|k} \) must satisfy the following conditions (Wang et al., 2004; Livings et al., 2008):

\[
\mathbf{X}_{k|k} \mathbf{1} = \mathbf{0}, \tag{46}
\]

\[
\mathbf{X}_{k|k}^T \mathbf{X}_{k|k} = \mathbf{V}_{k|k}. \tag{47}
\]

We can obtain such a matrix \( \mathbf{X}_{k|k} \) that satisfies these two conditions as follows. First, considering that \( \mathbf{X}_{k|k}^t \mathbf{1} = \mathbf{0} \) as indicated in eq. (21), we discard the component associated
with the vector $\mathbf{1}$. We define the following symmetric matrix

$$A = \mathbf{1}_N - \frac{1}{N} \left( \begin{array}{cccc} 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{array} \right) \quad (48)$$

which is very similar to a matrix introduced by Pham (2001). Since obviously $X_k^{\top} = X_k^{\top} A$, eq. (45) can be modified as follows:

$$V_{k|k} = X_k^{\top} V_{z|k} X_k^{\top T} = X_k^{\top} AX_{z|k} A^{\top T}. \quad (49)$$

We then calculate the following eigenvalue decomposition of the matrix $A V_{z|k} A$:

$$A V_{z|k} A = U_{z,k} \Gamma_k U_{z,k}^{\top}. \quad (50)$$

The matrix $U_{z,k}$ contains an eigenvector that is parallel to $\mathbf{1}$ and corresponds to the zero eigenvalue because the matrix $A$ obviously satisfies

$$A \mathbf{1} = 0 \quad (51)$$

according to eq. (48). Therefore, if we define $X_{z|k}$ as

$$X_{z|k} = X_k^{\top} U_{z,k} \Gamma_k^{-1} U_{z,k}^{\top}, \quad (52)$$

then $X_{z|k}$ satisfies eqs. (46) and (47). Decomposing the matrix $X_{z|k}$, we obtain the ensemble perturbations:

$$\left( \Delta x_{z|k}^{(1)} \cdots \Delta x_{z|k}^{(N)} \right) = \sqrt{N} X_{z|k}. \quad (53)$$

Finally, we obtain each member of the filtered ensemble as follows:

$$x_{z|k}^{(i)} = x_{z|k} + \Delta x_{z|k}^{(i)}. \quad (54)$$

7. Summary of the proposed algorithm

The proposed hybrid algorithm is summarised as follows. We assume that the filtered PDF at time $t_{k-1}$, $p(x_{k-1} | y_{1:k-1})$, is approximated by the following ensemble:

$$\{ x_{k-1}^{(1)} | y_{1:k-1}, \cdots, x_{k-1}^{(N)} | y_{1:k-1} \}.$$ 

The ensemble representing the filtered PDF at the next time $t_k$ can be obtained as follows:

1. Forecast step.
   - Apply the dynamical model to each particle $x_{z|k}^{(i)}$, and obtain the forecast ensemble:
     $$\{ x_{z|k}^{(1)} \cdots, x_{z|k}^{(N)} \}.$$

2. Generation of the proposal distribution using the ETKF.
   - First, calculate the following ensemble means:
     $$x_{z|k} = \frac{1}{N} \sum_{i=1}^{N} x_{z|k}^{(i)}.$$

   - Second, define the matrices $X_{z|k}$ and $Y_{z|k}$ according to eqs. (11) and (12).

   - Third, perform the following eigenvalue decomposition:
     $$Y_{z|k}^{\top} R^{-1} Y_{z|k} = U_k A_k U_k^{\top},$$

   and obtain the matrices $K_k$ and $T_k$ according to eqs. (19) and (20).

   - Finally, we obtain the mean vector and the covariance matrix of the proposal distribution:
     $$x_{z|k}^{(i)} = x_{z|k} + K_k \left( y_k - h_k(x_{z|k}) \right),$$
     $$x_{z|k}^{(i)} = x_{z|k} - T_k.$$

3. Sampling.
   - We draw $J$ random samples $\{ z_k^{(1)} , \cdots, z_k^{(J)} \}$ from a Gaussian with a zero mean and an identity covariance matrix.

4. Weighting of the proposal particles.
   - Calculate $\zeta_k^{(j)}$ for each $j$ according to eq. (32).
   - Calculate $t_k^{(j)}$ for each $j$ according to eq. (33).
   - Calculate the weight $p_k^{(j)}$ for each $j$ according to eq. (35).

5. Reconstruction of the Gaussian ensemble.
   - Calculate the mean vector and the covariance matrix of $\{ z_k^{(1)} , \cdots, z_k^{(J)} \}$ as follows:
     $$\bar{z}_k = \frac{1}{N} \sum_{j=1}^{J} p_k^{(j)} z_k^{(j)},$$
     $$V_{z|k} = \frac{1}{N} \sum_{j=1}^{J} p_k^{(j)} (z_k^{(j)} - \bar{z}_k)(z_k^{(j)} - \bar{z}_k)^T.$$

   - Defining the matrix $A$ by eq. (48), calculate the following eigenvalue decomposition:
     $$A V_{z|k} = U_{z|k} \Gamma_k U_{z|k}^{\top}.$$ 

   - Obtain the matrix $X_{z|k}$:
     $$X_{z|k} = X_k^{\top} U_{z|k} \Gamma_k^{-1} U_{z|k}^{\top}.$$

   - Decompose the matrix $X_{z|k}$:
     $$\left( \Delta x_{z|k}^{(1)} \cdots \Delta x_{z|k}^{(N)} \right) = \sqrt{N} X_{z|k}.$$

   - Finally, each member of the filtered ensemble is obtained as follows:
     $$x_{z|k}^{(i)} = \bar{x}_{z|k} + \Delta x_{z|k}^{(i)}.$$
8. Numerical experiments

In this section, we test the proposed hybrid algorithm using the Lorenz 96 model (Lorenz and Emanuel, 1998), which is described by the following equations:

\[ \frac{dx_m}{dt} = (x_{m+1} - x_{m-1})x_{m-1} - x_m + f \]  

for \( m = 1, \ldots, M \), where \( x_{-1} = x_{M-1}, \ x_0 = x_M, \) and \( x_{M+1} = x_1 \). We take the dimension of the state vector \( M \) to be 40 and the forcing term \( f \) to be 8. The time step for integrating the system equation was set to be 0.01. In the following, we compare the hybrid algorithm and the standard ETKF algorithm using three different observation models: a linear Gaussian observation model, a nonlinear Gaussian observation model, and a non-Gaussian observation model.

8.1. Experiment with a linear Gaussian observation

First, we consider the case with the following linear Gaussian observation model:

\[ p(y_k|x_k) = \frac{1}{(2\pi\sigma^2)^\frac{M}{2}} \exp \left[ -\frac{\| y_k - Hx_k \|^2}{2\sigma^2} \right] . \]

where the matrix \( H \) extracts the observable components from the state vector \( x_k \). The state dimension \( M \) was set at 40. We assume that we can observe \( x_m \) if \( m \) is an even number \( (m = 2, \ldots, 40); \) that is, half of the state variables are observed. The matrix \( H \) is therefore defined such that \( Hx_k = (x_{2k}, x_{4k}, \ldots, x_{40k})^T \). In applying the ETKF, we define the observation function \( h_k \) for eq. (8) as \( h_k(x_k) = Hx_k \).

We consider two cases with different standard deviations \( \sigma \), 0.5 and 1.0, for the observation noise. Observations are obtained from the system every 5 time steps.

We compared the hybrid algorithm proposed in the present paper to the standard ETKF algorithm by estimating the system states from the above observation with each algorithm. In assimilating the observations, we performed covariance inflation (Anderson and Anderson, 1999) with an inflation factor of 1.1. We calculated the root-mean-square of the deviation of the estimate from the true state for 50,000 time steps, averaged over all 40 components. The estimate with each algorithm was obtained by the ensemble mean. In order to avoid the dependence of the initial condition, we perform the state estimation for 10,000 time steps before performing the root-mean-square error calculation for 50,000 time steps. In addition, we performed 50 trials with different initial ensembles and the root-mean-square of the deviation from the true state was averaged over the 50 trials. We performed the estimation for various ensemble sizes, \( N \), in the forecast step. For the importance sampling in the hybrid algorithm, the number of Monte Carlo samples \( J \) was set to be 16\( N \), that is, 16 times the ensemble size. Table 1 shows the results of the experiments. For both the standard ETKF and the hybrid algorithm, the state estimation sometimes failed to trace the true state if the ensemble size \( N \) was taken to be less than a certain threshold. However, if \( N \) was larger than the threshold, the accuracy of the estimation did not change significantly or got slightly worse with the increase of \( N \).

When the standard deviation of the observation noise was 0.5, 18 particles were sufficient for estimation using either the proposed hybrid filter or the standard ETKF. When the ensemble size \( N \) was taken to be sufficiently large, the root-mean-square of the deviation from the true state was approximately 0.19 with the hybrid filter but was approximately 0.20 with the standard ETKF. When the standard deviation of the observation noise was increased to 1.0, 20 ensemble members were required for both of the filters. When the ensemble size \( N \) was sufficiently large, the root-mean-square was 0.39 for the proposed hybrid algorithm and 0.41 for the standard ETKF. Thus, the proposed algorithm provides similar results to the ETKF algorithm for the case with a linear Gaussian observation model. The number of particles required for successful estimation was also the same for both algorithms. Thus, the weighting in eq. (33) provides appropriate results without overfitting. The small difference in the results between the hybrid algorithm and the standard ETKF was possibly due to the rotation of the ensemble at each time step, which could provide some improvement, as discussed by Sakov and Oke (2008). We also changed the sample size for the importance sampling step. The increase of the sample size did not significantly affect the accuracy, although the decrease of the sample size resulted in the failure of the estimation. If the standard PF (Gordon et al., 1993; Kitagawa, 1996) is used, more than 100 thousands particles are required in order to achieve an accuracy comparable to that of the ETKF and the hybrid algorithm. The proposed hybrid algorithm thus converges with a smaller sample size than

| \( N \) | Hybrid filter | ETKF | Hybrid filter | ETKF |
|------|-------------|------|-------------|------|
| 16   | 0.84        | 0.62 | 4.31        | 3.44 |
| 18   | 0.18        | 0.19 | 0.71        | 0.50 |
| 20   | 0.18        | 0.19 | 0.39        | 0.41 |
| 24   | 0.19        | 0.20 | 0.39        | 0.41 |
| 28   | 0.19        | 0.20 | 0.40        | 0.42 |
| 32   | 0.19        | 0.20 | 0.40        | 0.43 |
| 36   | 0.19        | 0.21 | 0.40        | 0.43 |
the standard PF. In addition, the proposed hybrid algorithm requires far fewer ensemble members for the forecast step.

8.2. Experiment with a nonlinear observation with Gaussian noises

Next, we performed experiments with nonlinear observations with Gaussian noises. We assumed the following observation model:

\[
p(y_k | x_k) = \frac{1}{(2\pi\sigma^2)^{\frac{L}{2}}} \exp \left[ -\frac{\| y_k - h(x_k) \|^2}{2\sigma^2} \right],
\]

(57)

where the function \( h \) was defined such that \( h(x_k) = (|x_{2,k}| |x_{4,k}| \cdots |x_{9,k}|)^T \). In applying the ETKF, this function \( h \) is used as the observation function in eq. (8) as it is. Again, the data for the experiments was generated every 5 time steps, and we consider two cases with different standard deviations \( \sigma \), 0.5 and 1.0, for the observation noise.

In this experiment, the number of Monte Carlo samples used for the importance sampling, \( J \), was adaptively changed at each assimilation step. In the previous experiment with the linear Gaussian observation, the effective sample size was always equal to \( J \) and it was maintained by taking \( J \) to be sufficiently large. However, when the observation is nonlinear, the effective sample size \( J_{\text{eff}} \) can be much smaller than \( J \). Then, if \( J_{\text{eff}} \) was less than the threshold, additional Monte Carlo samples were added. In evaluating \( J_{\text{eff}} \), \( 5N \) Monte Carlo samples were drawn at once. If \( J_{\text{eff}} \) was less than the threshold, additional \( 5N \) Monte Carlo samples were drawn in order to increase the number of the Monte Carlo samples. In this way, the Monte Carlo samples were added until the effective sample size exceeded the threshold. Here, the threshold was taken to be 16\( N \). The inflation factor was fixed to be 1.1 again.

We then calculated the root-mean-square of the deviation of the estimate from the true state for 50,000 time steps, averaged over all 40 components.

Table 2 shows the root-mean-square of the deviation averaged over 50 trials. When the standard deviation of the observation noise was 0.5, 18 particles were required both for the proposed hybrid filter and for the standard ETKF. The root-mean-square of the deviation from the true state was 1.36 with the hybrid filter and it was 2.24 with the standard ETKF. The results were almost the same as for the linear Gaussian cases, probably because the non-Gaussianity is not significant when the observation noise was taken to be small. When the standard deviation of the observation noise was increased to 1.0, 32 particles were sufficient for the hybrid filter. For the standard ETKF, if \( N \) is increased up to 36, the true state was successfully traced for all the 50 trials and the root-mean-square of the deviation was similar for all the 50 trials. Thus, 36 particles would be sufficient for the standard ETKF. The root-mean-square of the deviation was only 0.43 for the proposed algorithm. On the other hand, the root-mean-square of the deviation was 0.59 with the standard ETKF.

Thus, when the observation noise was large, the nonlinear observation model would result in high non-Gaussianity and the proposed hybrid algorithm provided better estimates than the standard ETKF. The standard PF required more than 200 thousand particles to achieve an accuracy comparable to that of the hybrid algorithm. The proposed hybrid algorithm converged with a much smaller sample size than the PF.

Figures 2 and 3 show the estimates for a certain time interval with the standard ETKF algorithm and the proposed hybrid algorithm, respectively. In each figure, the upper panel shows the estimate for \( x_1 \), which is an unobserved variable, and the lower panel shows the estimate for \( x_2 \), which is an observed variable. The blue lines indicate the true state. The thick red lines indicate the estimates deduced by the ensemble mean and the thin dashed red lines indicate the \( 2\sigma \) range of the filtered (posterior) distribution. The black crosses in the lower panels indicate the observations. Since the function \( h \) in eq. (57) includes an operation that takes absolute values, the observations cannot have negative values. For the convenience of the comparison with the observations, the absolute value of the true state is also plotted with the thin blue dashed lines for \( x_2 \). The ensemble size was taken to be 36 for Fig. 2 and 32 for Fig. 3.

In Fig. 3, the blue line was mostly within the \( 2\sigma \) range of the estimate. On the other hand, in Fig. 2, the true trajectory frequently strayed out of the \( 2\sigma \) range of the ETKF estimate, which indicated that the ETKF sometimes underestimate the uncertainty. The \( 2\sigma \) range for the results obtained using the ETKF tended to be smaller than that for the results obtained using the hybrid filter. Since we cannot distinguish between positive values and negative

| \( N \) | Hybrid filter \( \sigma = 0.5 \) | ETKF \( \sigma = 0.5 \) | Hybrid filter \( \sigma = 1.0 \) | ETKF \( \sigma = 1.0 \) |
|------|------------------|------------------|------------------|------------------|
| 16   | 1.36             | 2.24             | 5.15             | 4.93             |
| 18   | 0.19             | 0.20             | 4.79             | 4.69             |
| 20   | 0.19             | 0.20             | 2.96             | 3.89             |
| 24   | 0.19             | 0.21             | 1.33             | 1.12             |
| 28   | 0.19             | 0.21             | 0.89             | 0.79             |
| 32   | 0.20             | 0.21             | 0.43             | 0.68             |
| 36   | 0.20             | 0.22             | 0.43             | 0.59             |
values in the observation model in eq. (57), the uncertainty should be larger than in the linear observation case. However, the ETKF calculates the state covariance matrix by assuming the linear observation. This would be the reason why the uncertainty estimated using the ETKF was smaller than that estimated using the proposed hybrid algorithm.

Figure 4 shows the temporal variations of the standard deviations for the forecast (prior) distribution (green line), the proposal distribution (blue line), and the filtered (posterior) distribution (red line), which were obtained by the proposed hybrid filter. The upper and lower panels show those for $x_1$ and $x_2$, respectively. Comparing the forecast distribution and the proposal distribution, the uncertainty was largely reduced at most of the observation times. However, the update from the forecast distribution to the proposal distribution was sometimes less effective. In such cases, the update from the proposal distribution to the filtered distribution was more important. The uncertainty was sometimes enlarged at the update from the proposal distribution to the filtered distribution. This would be due to the ambiguity of the observation which cannot discriminate between positive and negative values.

The number of particles used for the importance sampling step, $J$, is shown in Fig. 5. Although a large number of particles were sometimes used, $J$ was mostly around 1000. A large number of particles were required because the proposal distribution obtained by the ETKF did not provide a good approximation of the posterior distribution. Figure 6 shows the ratio of the effective sample size $J_{eff}$ to the total size $J$. This ratio indicates the similarity between the proposal distribution and the posterior distribution. If the proposal distribution is identical to the posterior distribution, the ratio becomes 1. If the discrepancy between the two distributions is large, the ratio
becomes small (the minimum is $1/J$). Although the ratio was mostly larger than 0.5, it was sometimes small, which means that the ETKF did not provide a good approximation of the posterior distribution.

The robustness of the estimates was also evaluated by checking the results of the 50 trials. In Figs. 7 and 8, the 50 red lines are plotted and each red line corresponds to the estimate (ensemble mean) for a different trial with a different initial ensemble. The ensemble size was taken to be 36 for Fig. 7 and 32 for Fig. 8, respectively. In both the figures, the 50 estimates follow similar trajectories. Comparing the two figures, however, the results for the ETKF were more dispersed than those for the hybrid algorithm. In this experiment, the proposed hybrid algorithm was more robust than the ETKF.

Table 2 shows that the root-mean-square of the deviation was larger for the proposed algorithm than for the standard ETKF when $N$ was 24 or 28. As mentioned above, when the ensemble size was less than 32, both the proposed algorithm and the standard ETKF sometimes failed to trace the true state. The difference in the value of the root-mean-square of...
the deviation was likely to be due to the performance after the failure of the estimation. In comparison with the standard ETKF, the proposed filter was likely to be less effectual to recover to the true state again after the true trajectory was missed. Thus, once the estimate failed, the estimate with the proposed filter largely deviated from the truth for a longer time than that with the standard ETKF. That would be the main reason why the error values tended to be larger for the proposed filter than for the standard ETKF when the ensemble size was 24 or 28.

As a matter of fact, when the ensemble largely deviates from the truth, the proposal distribution obtained by the ETKF could be poor in nonlinear or non-Gaussian observation cases. A linear approximation of the observation would be valid if the ensemble is located in the vicinity of the true state and the observations. However, in cases that the ensemble is located distant from the true state, the non-linearity or non-Gaussianity in the observation could significantly affect the structure of the posterior distribution, and the posterior distribution could be largely distorted from a Gaussian distribution. In such a situation, the Gaussian proposal distribution obtained using the ETKF would have a large difference from the posterior distribution. If the discrepancy between the proposal distribution and the posterior distribution is large, the ratio of the effective sample size to the total sample size would become small. Indeed, during the periods when the ensemble was distant from the truth in the experiments in the present paper, a prohibitively large number of particles were required in order to maintain the effective sample size.

In the experiments shown in the present paper, we restricted the total number of the particles, $J_{\text{lim}}$, to an upper limit at 1000N in order to reduce the computational cost. When the effective sample size did not reach the threshold $J_{\text{th}}$ even at the upper limit of the total number of the particles, the weights were modified so as to relax the weight imbalance as follows:

$$b_k^{(j)} = \frac{\hat{x}_k^{(j)} + \alpha}{\sum_{i=1}^{J_k} (\hat{x}_k^{(i)} + \alpha)}$$

(58)

where $\alpha$ is set to be $\sqrt{J_{\text{th}}/J_{\text{lim}}}$ so as to maintain the effective sample size approximately larger than the threshold $J_{\text{th}}$. However, the accuracy of the approximation of the posterior distribution would be degraded by these treatments. Thus, when the ensemble largely deviate from the truth, the performance of the proposed hybrid algorithm is not necessarily good. This property would also affect the performance at early stage of data assimilation. If the initial state is unknown, the initial ensemble might be located distant from the truth. Therefore, the proposed filter would tend to require more time steps to reach the stable state estimation.

In practice, however, the time steps required to reach stability could be improved by setting the factor for covariance inflation to be larger. Indeed, in this experiment, if the inflation factor was increased to be 1.15, the efficiency of the proposed algorithm for reaching the true state is remarkably improved. In order to evaluate the efficiency to reach the stable estimation, we performed experiments for a situation that the initial state is unknown. An initial ensemble was generated via random sampling from the Gaussian distribution where the mean is 2 and the variance is 2.5 for all of the 40 components, and the time steps required for reaching the stable estimation were examined for each ensemble. Here, we judged that the ensemble reached stability if the root-mean-square of the deviation averaged over all of the 40 components was less than 1.0. When the inflation factor was 1.1, the proposed filter required approximately 3200 time steps on average in order to reach the stable estimation. On the other hand, the ETKF required approximately 940 time steps on average.
When the factor for covariance inflation is increased to be 1.15, the proposed filter and the ETKF required approximately 1070 time steps and 970 time steps on average, respectively. Thus, if the inflation factor was taken to be large, the time required for the convergence for the proposed filter became comparable to that for the ETKF.

If the increase of the inflation factor significantly improves the performance during periods when the estimate deviates from the true state, it could be practically effective to adaptively change the inflation factor. In practical applications, the true state would be unknown. However, the convergence could be captured by monitoring the effective sample size. Figure 9 compares the ratio of the effective sample size \( J_{\text{eff}} \) to the total size \( J \) (red line) with the root-mean-square of the deviation from the truth (blue line) in the early stage of data assimilation for one trial in which \( N = 32 \) and \( \sigma = 1.0 \). The variation of the ratio \( J_{\text{eff}}/J \) was somewhat noisy. However, when the estimate largely deviated from the truth, the ratio \( J_{\text{eff}}/J \) tended to be small. After reaching the stable estimation, the ratio \( J_{\text{eff}}/J \) tended to be larger.

### 8.3. Experiment with a non-Gaussian observation

Finally, we performed experiments with non-Gaussian observations. We assumed the following log-normal observation model:

\[
p(y_k|x_k) = \frac{1}{(2\pi\sigma^2)^{M/2}} \prod_{i=1}^{M} \exp\left[-\frac{\left\| \log y_{ik} - \log(x^2_{2ik} + 1) \right\|^2}{2\sigma^2}\right].
\]

(59)

Again, the data for the experiments was generated every 5 time steps. We consider two cases with different \( \sigma = 0.2 \) and 0.4 here.

In using the standard ETKF, the observation model in eq. (59) had to be modified because the ETKF assumes linear Gaussian observations. Although the observations were generated by the log-normal model in eq. (59), we used a Gaussian observation model for the estimation with the standard ETKF. In eq. (59), \( p(y_k|x_k) \) is maximised at \( x_{2ik} = \pm \sqrt{\left| y_{ik} - 1 \right|} \) for each \( i = 1, \ldots, M \). Accordingly, the Gaussian observation model for the standard ETKF was defined as:

\[
p'(y_k|x_k) = \frac{1}{(2\pi\sigma^2)^{M/2}} \prod_{i=1}^{M} \exp\left[-\frac{\left\| \sqrt{y_{ik} - 1} - \sqrt{x^2_{2ik}} \right\|^2}{2\sigma^2}\right].
\]

(60)

\( \sigma' \) was set to be 0.6 for the case that \( \sigma = 0.2 \) and 1.2 for the case that \( \sigma = 0.4 \). The proposal PDF in the hybrid algorithm was also calculated using this Gaussian observation model. As in the previous experiment, the number of Monte Carlo samples for the importance sampling, \( J \), was adaptively changed at each assimilation step so that the effective sample size was maintained above 16\( N \). The inflation factor was fixed to be 1.1, as in the previous experiments.

We then calculated the root-mean-square of the deviation of the estimate from the true state for 50,000 time steps, averaged over all 40 components and over 50 trials. The results are shown in Table 3. When \( \sigma = 0.2 \), the hybrid filter required 18 particles and the ETKF required 20 particles. The root-mean-square of the deviation from the true state was 0.12 for the hybrid filter while it was 0.20 for the standard ETKF. When \( \sigma = 0.4 \), the hybrid filter required 32 particles. The ETKF sometimes failed even if \( N \) was increased to 36. The root-mean-square of the deviation was 0.28 with the proposed algorithm. On the other hand, the root-mean-square was 0.71 with the standard ETKF when \( N = 36 \), although some failures were included. We performed the experiments with various values of \( \sigma' \) in eq. (60). However, the standard ETKF did not achieve better results than in the case shown in Table 3. The standard PF required 4 million of particles to attain an accuracy.

| \( N \) | RMSE (\( \sigma = 0.2 \)) | RMSE (\( \sigma = 0.4 \)) |
|---|---|---|
| Hybrid filter | ETKF | Hybrid filter | ETKF |
| 16 | 1.60 | 2.90 | 4.90 | 4.79 |
| 18 | 0.12 | 1.50 | 4.77 | 4.63 |
| 20 | 0.12 | 0.20 | 2.35 | 3.58 |
| 24 | 0.13 | 0.21 | 0.91 | 1.32 |
| 28 | 0.13 | 0.21 | 0.44 | 0.89 |
| 32 | 0.13 | 0.21 | 0.28 | 0.81 |
| 36 | 0.13 | 0.21 | 0.28 | 0.71 |

---

Fig. 9. Comparison between the root-mean-square of the deviation from the truth (red) and the ratio of the effective sample size \( J_{\text{eff}} \) to the total size \( J \) (blue) in the early stage of data assimilation.
comparable to that of the proposed hybrid algorithm. Thus, the proposed hybrid algorithm exhibited much higher performance than the PF in this experiment again.

Figures 10 and 11 show the estimates for a certain time interval with the standard ETKF algorithm and the hybrid algorithm, respectively. In each figure, the upper panel shows the estimate for $x_1$, which is an unobserved variable, and the lower panel shows the estimate for $x_2$, which is an observed variable. The blue lines indicate the true state. The thick red lines indicate the estimates deduced by the ensemble mean, and the thin dashed red lines indicate the $2\sigma$ uncertainty of the posterior distribution. The black crosses in the lower panels indicate the observations that were transformed as $\sqrt{|y_{ij} - 1|}$ for convenience of comparison with the observations. Since the observations given by eq. (59) cannot distinguish whether $x_1$ is positive or not, each observation is plotted as a positive value. In order to compare the observations with the true state, the absolute value of the true state is also plotted with the thin blue dashed lines for $x_2$. The ensemble size was taken to be 36 for Fig. 10 and 32 for Fig. 11, respectively.

While the ETKF results in Fig. 10 sometimes deviated from the true trajectory, the hybrid algorithm in Fig. 11 successfully estimated the true temporal evolution. In Fig. 10, the $2\sigma$ range tended to be smaller than that in Fig. 11. Thus, the ETKF underestimated the uncertainty. If the uncertainty is estimated too small, the observation would not effectively correct the estimate. This would cause larger errors in the ETKF result. For clarity, Fig. 12 compares the two algorithms in terms of the marginal of the filtered distribution of $x_2$ at the time step 21,600 ($t = 216.00$). The histogram indicates the estimate obtained using the proposed algorithm, and the blue line indicates the marginal distribution estimated using the ETKF. The solid vertical line indicates the true state, and the dashed vertical line
indicates the observed value. The proposed algorithm successfully provides a PDF that covers the true state. However, the ETKF effectively misses the true state. The mean of the PDF largely deviates from the true state, and the width of the PDF obtained using the ETKF is too narrow. Since the ETKF assumes a linear Gaussian observation model, the estimate with the ETKF can be biased due to the nonlinear or non-Gaussian observations. In the hybrid algorithm, the importance sampling procedure allows us to effectively resolve such biases.

Figure 13 shows the temporal variations of the standard deviations for the forecast (prior) distribution (green line), the proposal distribution (blue line), and the filtered (posterior) distribution (red line), obtained using the proposed hybrid filter. The upper panel shows the estimate for $x_1$, and the lower panel shows the estimate for $x_2$. In contrast with the previous experiment (see Fig. 4), it seemed that the update from the proposal distribution to the filtered distribution was also effective in this experiment especially for the observed variable $x_2$. For example, around the time step 21,200, although the blue line tends to be similar to the red line in the bottom panel of Fig. 4, the blue line tends to be similar to the green line in the bottom panel of Fig. 13. This difference would indicate that a larger improvement was required for the case of a non-Gaussian observation. Figure 14 shows the number of particles used for the importance sampling step, $J$, and Fig. 15 shows the ratio of the effective sample size $J_{\text{eff}}$ to $J$. The ratio $J_{\text{eff}}/J$ tended to be lower in Fig. 15 than in Fig. 6. This indicates that the discrepancy between the Gaussian model in eq. (60) and the non-Gaussian model in eq. (59) tended to be large. Since the discrepancy of the proposal distribution from the posterior distribution was large, many of the $J$ particles were ineffective. Figures 16 and 17 show the results for 50 different trials with different initial ensembles. The results for the ETKF were dispersed and sometimes largely deviated from the true trajectory. In contrast, the 50 estimates obtained using the proposed hybrid algorithm followed similar trajectories and provided more robust results than the ETKF.

For this experiment with non-Gaussian observation, the proposed filter required approximately 1470 time steps on average in order to reach the stable estimation from the initialisation. On the other hand, the ETKF required approximately 660 time steps on average. If the factor for covariance inflation is increased to be 1.15, the proposed filter and the ETKF required approximately 950 and 930 time steps on average, respectively. As seen in the experiments with nonlinear observation, the proposed filter required a longer time to reach the stable state estimation than the ETKF. However, the increase of the inflation
factor remarkably improved the time to reach stability for the proposed filter again.

9. Concluding remarks

We proposed a hybrid algorithm that combines the ETKF and the importance sampling approach. In the proposed algorithm, we first obtain a proposal distribution that is similar to the posterior distribution by using the ETKF. From the proposal distribution obtained using the ETKF, we can efficiently generate a large number of samples. Since this proposal distribution can be biased due to nonlinear or non-Gaussian observations, the samples from the proposal distribution are weighted so as to eliminate the bias by using the importance sampling method. The weight for each sample in the importance sampling can also be calculated very efficiently. Although this weighted ensemble would provide a good approximation of the posterior distribution, its large ensemble size requires a huge computational cost in the forecast step. In order to achieve high computational efficiency in the forecast step, we remake a new ensemble with a small size on the basis of the Gaussian approximation of the posterior PDF.

A similar algorithm has been proposed called the WEnKF (Papadakis et al., 2010), which also combines the Monte Carlo approach and the EnKF. Whereas the proposed hybrid algorithm considers the importance sampling as
described in eq. (23), the WEnKF is based on the general PF approach (e.g., Doucet et al., 2000):  

\[ p(x_0|y_{1:k}) \approx \sum_{i=1}^{N} \omega_{k}^{(i)} \delta(x_{0:k} - x_{0:k}^{(i)}) \]  

(61)

where the weight \( \omega_{k}^{(i)} \) can be obtained by the following equation

\[ \omega_{k}^{(i)} \propto \omega_{k-1}^{(i)} \frac{p(y_{k}|x_{k}^{(i)}) p(x_{k}^{(i)}|x_{k-1}^{(i)})}{q(x_{k}^{(i)}|x_{k-1}^{(i)}, y_{k})}. \]

(62)

The WEnKF relies on the Monte Carlo approach which allows non-Gaussianity of the forecast distribution. This is one of the advantages of the WEnKF in contrast with the proposed algorithm which assumes a Gaussian forecast PDF represented with a small-sized ensemble. However, if the PF equation given by eq. (61) is used, the variance of the weights cannot be zero even if the observation is linear and Gaussian (e.g., Ades and van Leeuwen, 2012), which means that the effective sample size is always less than the total sample size. In the proposed algorithm, if the observation is linear and Gaussian, the effective sample size is always equal to the total sample size. The proposed algorithm aims at increasing the efficiency by using the formula which ensures that all the particles can contribute to the estimation in the case with linear Gaussian observation. However, it should be noted that the high efficiency of the proposed algorithm is not guaranteed for the case of nonlinear or non-Gaussian observation. The efficiency of the proposed algorithm would depend on the goodness of \( \pi(x_k|y_{1:k}) \) obtained by the ETKF.

In eq. (25), the proposal samples are generated in a subspace spanned by the ensemble members for a prior PDF. Accordingly, the posterior PDF is also confined to the same subspace, and the uncertainty in the orthogonal complement space is ignored. On the analogy of the model of the probabilistic principal component analysis (Roweis and Ghahramani, 1999; Tipping and Bishop, 1999; Bishop, 2006), we might be able to consider a small uncertainty in the complement space as follows

\[ x_k \approx \bar{x}_{k|k} + X_{k|k} z_i + \epsilon_i, \]

(63)

where \( \epsilon_i \) is a random sample representing the uncertainty of the orthogonal complement space. However, in the case that the dimension of the state vector \( M \) is large, an enormous number of samples \( \{ \epsilon_i \} \) would be required to appropriately represent the PDF on the high-dimensional space, which would be impossible in practice. The explosion of the number of required samples in high-dimensional problems is referred to as the 'curse of dimensionality' (Snyder et al., 2008). To tell the truth, the proposed algorithm breaks the curse of dimensionality by confining the PDF to only a small subspace and ignoring the uncertainty on the complement space. The primary problem caused by the ignorance of the uncertainty of the complement space is that unrealistic, spurious correlations between distant locations are introduced. Such spurious correlations would be resolved by the localisation technique (Ott et al., 2004; Hunt et al., 2007). It could also be effective to add a new member in the complement space according to Song et al. (2010). Therefore, in practical applications, it would not be necessary to use random samples representing the uncertainty of the orthogonal complement space.

In the present study, we assume that the forecast PDF is represented by a limited-sized ensemble. (Wang et al., 2004) discussed the accuracy of the forecast with a limited-sized ensemble, and showed that the forecast ensemble provides the estimates of the mean vector and the covariance matrix of the forecast PDF by considering up to the second-order term of the Taylor expansion of the dynamical model except that the uncertainties in the complementary subspace are ignored. The forecast with a limited-sized ensemble thus considers the nonlinearity in the dynamical model to some extent.

As discussed in the introduction section, the limited-sized ensemble cannot represent the non-Gaussianity of the PDF. This is the reason why we assumed that the forecast ensemble provides a Gaussian approximation of the forecast PDF. In general, however, if the dynamical system is nonlinear, the forecast PDF obtained by eq. (3) is non-Gaussian. Moreover, since the forecast ensemble ignores some parts of the nonlinearity, we cannot obtain the exact mean vector and covariance matrix of the forecast PDF. The representation of the forecast PDF therefore remains as a matter to be studied further.

If the ensemble is located distant from the true state, the nonlinearity or non-Gaussianity of the observation could significantly affect the structure of the posterior distribution. Thus, the Gaussian proposal distribution obtained using the ETKF might not provide a good guess for the posterior distribution. If the discrepancy between the proposal distribution and the posterior distribution is large, the efficiency of the importance sampling would be degraded seriously. For this reason, the proposed algorithm is not necessarily effective when the ensemble largely deviate from the true state. This problem would also deteriorate the performance of the proposed algorithm at early stage of data assimilation. However, the experimental result suggested that this problem might be resolved by tuning the factor for covariance inflation. Even if the true state is unknown, the convergence to stability would be
captured by monitoring the effective sample size. Therefore, it could be effective to adaptively change the inflation factor in practice.
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11. Appendix

A Probability density for a proposal sample

Importance sampling requires the calculation of the probability that each proposal sample is drawn, which is denoted by \( \pi(x_{k|k}^{(i)}|y_{1:k}) \) in eq. (23). Since the proposal sample is generated by the model of eqs. (25) and (26), the proposal PDF \( \pi(x_{k|k}^{(i)}) \) could be associated with the latent variable \( z_k \). However, it should be noted that even if a sample from the proposal PDF \( x_{k|k}^{(i)} \) is given, the corresponding vector \( z_k^{(i)} \) cannot be uniquely specified, because the rank of the matrix \( X_{k|k} \) is \( N - 1 \), which is smaller than \( N \), the dimension of \( z_k \). When \( z_k \) is converted onto the space of \( x_k \) according to eq. (25), one of the components of the vector \( z_k \) that is parallel to the vector \( I \) is projected onto the null space, as indicated in eq. (21). This component is thus redundant for representing \( \pi(x_{k|k}^{(i)}|y_{1:k}) \). We then discard the component that is associated with \( I \) in the calculation of \( \pi(x_{k|k}^{(i)}|y_{1:k}) \) for each \( i \).

We consider the following singular-value decomposition of the matrix \( X_{k|k} \):

\[
X_{k|k} = \bar{U}_x \sqrt{\gamma} \bar{y}_{k|k}^T, \tag{A1}
\]

where the matrix \( \bar{U}_x \) is an \( M \times N \) matrix consisting of \( N \) orthonormal vectors

\[
\bar{U}_x = (u_{x,1}, u_{x,2}, \cdots, u_{x,N}). \tag{A2}
\]

\( \Gamma \) is a diagonal matrix

\[
\Gamma = \begin{pmatrix}
\gamma_1 & & \\
& \ddots & \\
& & \gamma_N
\end{pmatrix}, \tag{A3}
\]

and \( \bar{U}_x \) is an \( N \times N \) orthogonal matrix

\[
\bar{U}_x = (u_{x,1}, u_{x,2}, \cdots, u_{x,N}). \tag{A4}
\]

One of the column vectors \( \{u_{x,i}\} \) in the matrix \( \bar{U}_x \) will be parallel to \( I \). Without loss of generality, we can assume that \( u_{x,N} \) is parallel to \( I \). Considering that \( u_{x,N}^T u_{x,i} = 1 \) must be satisfied for all \( i \), \( u_{x,N} \) is given as follows:

\[
u_{x,N} = \frac{1}{\sqrt{N}} I. \tag{A5}\]

Since \( u_{x,N} \) is projected onto the null space, we have

\[
\gamma_N = 0. \tag{A6}
\]

Thus, the \( N \)-th component of \( \bar{U}_x \) and \( \bar{U}_y \) will not contribute to \( \bar{x}_{k|k}^{(i)} \). We define matrices that are obtained by truncating the \( N \)-th components of \( \bar{U}_x \) and \( \bar{U}_y \):

\[
\bar{U}_x = (u_{x,1}, u_{x,2}, \cdots, u_{x,N-1}), \tag{A7}
\]

\[
\bar{U}_x = (u_{x,1}, u_{x,2}, \cdots, u_{x,N-1}), \tag{A8}
\]

and a matrix that is obtained by truncating the \( N \)-th component of \( \Gamma \):

\[
\bar{\Gamma} = \begin{pmatrix}
\gamma_1 & & \\
& \ddots & \\
& & \gamma_{N-1}
\end{pmatrix}. \tag{A9}
\]

eq. (A1) is then reduced to

\[
\bar{X}_{k|k}^{(i)} = \bar{U}_x \bar{\Gamma} \bar{U}_y^T. \tag{A10}
\]

We can rewrite the generative model of eq. (25) as

\[
x_{k|k}^{(i)} = \bar{x}_{k|k}^{(i)} + \bar{U}_x \bar{\Gamma} \bar{U}_y^T z_k^{(i)}. \tag{A11}
\]

We define a vector \( \eta_k^{(i)} \) as

\[
\eta_k^{(i)} = \bar{U}_y^T z_k^{(i)} \tag{A12}
\]

The matrix \( \bar{U}_y^T \) is orthonormal, and \( z_k^{(i)} \) is a sample from the Gaussian distribution with a zero mean vector and an identity covariance matrix. Therefore, the vector \( \eta_k^{(i)} \) can also be regarded as a sample from the Gaussian distribution with a zero mean vector and an identity covariance matrix; that is,

\[
\eta_k^{(i)} \sim N(\eta_k: \mathbf{0}, \mathbf{I}_N). \tag{A13}
\]

If we define a vector that is obtained by truncating the \( N \)-th component of \( \eta_k \):

\[
\bar{\eta}_k^{(i)} = (\eta_{k,1}^{(i)}, \cdots, \eta_{k,N-1}^{(i)}), \tag{A14}
\]

it is regarded as a sample from the Gaussian distribution as:

\[
\bar{\eta}_k^{(i)} \sim N(\eta_k: \mathbf{0}, \mathbf{I}_{N-1}). \tag{A15}
\]

By definition, the vector \( \bar{\eta}_k^{(i)} \) is associated with \( z_k^{(i)} \) as

\[
\bar{\eta}_k^{(i)} = \bar{U}_y^T z_k^{(i)}. \tag{A16}
\]

Using this equation, eq. (A11) can be modified as

\[
x_{k|k}^{(i)} = \bar{x}_{k|k}^{(i)} + \bar{U}_x \bar{\Gamma} \bar{\eta}_k^{(i)}. \tag{A17}
\]
This equation can be rewritten in the following form:

\[ \hat{\eta}_k^{(i)} = \hat{\eta}_k^{(i)} - U \hat{\eta}_k^{(i)} \left( \frac{\pi(x_{k|k}^{(i)})}{\pi(y_{1:k})} \right), \]  \hspace{1cm} (A18)

which indicates that \( \hat{\eta}_k^{(i)} \) is uniquely obtained if \( x_{k|k}^{(i)} \) is given. Therefore, the proposal density \( \pi(x_{k|k}^{(i)}) \) at \( x_{k|k}^{(i)} \) can be associated with the density on the \( \eta \)-subspace. Since the relationship between \( \hat{\eta}_k^{(i)} \) and \( x_{k|k}^{(i)} \) is linear, \( \pi(x_{k|k}^{(i)}) \) is proportional to the probability density of \( \hat{\eta}_k^{(i)} \). As \( \hat{\eta}_k^{(i)} \) obeys a Gaussian distribution in eq. (A15), we obtain

\[ \pi(x_{k|k}^{(i)} | y_{1:k}) \propto \exp \left( -\frac{1}{2} \| \hat{\eta}_k^{(i)} \|^2 \right). \]  \hspace{1cm} (A19)

Using eqs. (A5), (A12), and (A14), \( \| \hat{\eta}_k^{(i)} \|^2 \) can be calculated as follows:

\[
\| \hat{\eta}_k^{(i)} \|^2 = \| \hat{\eta}_k^{(i)} \|^2 - \left( \frac{\hat{\eta}_k^{(i)}}{\sqrt{N}} \right)^2
\]

\[ = \left( \frac{z_k^{(i)}}{\sqrt{N}} \right)^2 - \left( \frac{u^T z_k^{(i)}}{\sqrt{N}} \right)^2 \]  \hspace{1cm} (A20)

Therefore,

\[ \pi(x_{k|k}^{(i)} | y_{1:k}) \propto \exp \left[ -\frac{1}{2} \left( \frac{1}{\sqrt{N}} \right)^2 \right]. \]  \hspace{1cm} (A21)
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