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Abstract

We construct a Kitaev model with defects using twists or 2-cocycles of semi-simple, finite-dimensional Hopf algebras as defect data. This data is derived by applying Tannaka duality to Turaev-Viro topological quantum field theories with defects. From this we also derive additional conditions for moving, fusing and braiding excitations in the Kitaev model with defects. We give a description of excitations in the Kitaev model and show that they satisfy conditions we derive from Turaev-Viro topological quantum field theories with defects. Assigning trivial defect data one obtains transparent topological quantum field theories with defects and we show that they can be removed, yielding the Kitaev model without defects.
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Kitaev’s lattice model or quantum double model was introduced by Kitaev [Ki] as a realistic physics model for a topological quantum computer. The models provide codes that are protected against errors by topological effects. For this reason, they are investigated extensively in topological quantum computing and in condensed matter physics. In [BK12], a close relation between the Kitaev model and topological quantum field theories (TQFTs) of Turaev-Viro type [TV, BW96] was shown - both assign the same vector spaces to oriented surfaces. These TQFTs are of mathematical interest as they produce invariants of two- and three-dimensional manifolds. It was discovered in [KKR] that Turaev-Viro invariants [TV, BW96] can be used to define error correcting quantum codes, providing an additional link to Kitaev models.

The goal of this article is to introduce topological defects in Kitaev models. These defects are of interest in topological quantum computing and condensed matter physics, because they are expected to occur in practical realizations of these and related models, and this requires a theoretical understanding of their effects [BD, KK]. From the mathematical perspective, Kitaev models with defects are of interest as they would describe the two-dimensional parts of Turaev-Viro-TQFTs with defects. A TQFT is by definition a symmetric monoidal functor \( Z : \text{Cob}_n \to \mathcal{C} \) from a cobordism category \( \text{Cob}_n \) into a symmetric monoidal category, e.g., \( \mathcal{C} = \text{Vect} \). In a defect TQFT the cobordism category \( \text{Cob}_n \) is replaced by a modified cobordism category in which the \((n-1)\)-manifolds are equipped with distinguished submanifolds that are assigned higher categorical data. These submanifolds can intersect with the incoming and outgoing boundaries of a cobordism and a Kitaev model with defects thus can contribute to the understanding of defect TQFTs.

Kitaev lattice models and TQFTs

Kitaev’s original lattice model from [Ki] was based on the algebraic data of a group algebra of a finite group. This model was then then generalized to finite-dimensional semisimple Hopf*-algebras \( H \) in [BMCA], and the relation between the model for \( H \) and its dual \( H^* \) was clarified in [BCKA]. Further generalizations of Kitaev models were developed in [Ch] to a model based on unitary quantum groupoids and more recently in [KMM], to a model based on crossed modules of semisimple finite-dimensional Hopf algebras.

The ingredients of the Kitaev model from [BMCA] are a finite-dimensional semisimple Hopf*-algebra \( H \) and a ribbon graph \( \Gamma \) or, equivalently, a embedded graph on a surface \( \Sigma \). From this data the model constructs an extended Hilbert space \( \mathcal{N} \) by assigning a copy of the Hopf algebra \( H \) to every edge \( e \) of \( \Gamma \).

Every pair of a face and an adjacent vertex of \( \Gamma \), usually called site, defines an action of \( H \) on \( \mathcal{N} \) in terms of vertex operators and an action of \( H^* \) on \( \mathcal{N} \) in terms of face operators. Together, the face and vertex operators define an action of the Drinfel’d double or quantum double \( D(H) \) of \( H \) on \( \mathcal{N} \). This action is local, i.e. it only affects the copies of \( H \) assigned to edges that face or incident at that vertex, and the actions for sites with distinct pairs of faces and vertices commute. For this reason, the model is sometimes referred to as quantum double model.

The invariants of the \( D(H) \)-actions associated with all sites in \( \Gamma \) form the protected space \( \mathcal{L} \). It was shown in [Ki, BMCA] that it is a topological invariant of the surface: it depends only on the
surface, but not on the choice of the ribbon graph in the definition of the model. *Ribbon operators* are operators on the Hilbert space \( \mathcal{N} \) associated to ribbons in the graph. When applied to the protected space, they generate a pair of non-trivial \( D(H) \)-modules at their endpoints, the *excitations*. Quantum computation can be performed by moving and braiding these excitations [Ki].

The Turaev-Viro TQFT [TV, BW96] based on the fusion category \( H\text{-Mod} \) also assigns a topological invariant \( Z_{TV}(\Sigma) \) to the surface \( \Sigma \). It was shown in [BK12] that this topological invariant coincides with the protected space \( \mathcal{L} \) of the Kitaev model.

Excitations in the Kitaev model were also investigated in [BK12] and interpreted as a special type of boundary structure in the model. These insights were also used in [BA, Kr] to relate Kitaev models to another class of models from topological quantum computing, the Levin-Wen models [LW].

**Kitaev models and TQFTs with defects**

As explained above, defects and also boundaries are of interest both from the viewpoint of Kitaev models and from the viewpoint of TQFTs. In a Kitaev model based on group algebras of finite groups defects and boundaries have first been described in [BD]. In [KK] Kitaev and Kong determined the categorical data for defects in a Levin-Wen model. Bulk regions, i.e. the regions separated by defects and bordered by boundaries, are labeled with unitary tensor categories \( \mathcal{C}, \mathcal{D} \) and defects are labeled with a \( \mathcal{C}-\mathcal{D} \)-bimodule category \( \mathcal{N} \).

A Kitaev model with general defects was constructed very recently by Koppen [Ko] using the Hopf algebraic counterpart of this data. Here bulk regions are labeled with finite-dimensional semisimple Hopf algebras \( H_1, H_2 \) and defects are labeled with finite-dimensional, semisimple \( (H_1, H_2) \)-bicomodule algebras.

However, in this article we are interested in a more specific type of defects in a Kitaev model that behave well with respect to excitations and can be viewed as the two-dimensional part of a Turaev-Viro TQFT with *topological defects and boundaries*. Three-dimensional TQFTs of Turaev-Viro and Reshetikhin-Turaev type with *topological defects and boundaries* were investigated by Fuchs, Schweigert and Valentino in [FSV]. They use physics considerations on the braiding, fusion and transport of excitations to determine the categorical data for these defects. More specifically, the categorical data for Turaev-Viro TQFTs with topological boundaries and defects from [FSV] is

- the center \( Z(\mathcal{A}) \) of a fusion category \( \mathcal{A} \) for every bulk region,
- a fusion category \( \mathcal{W}_a \) (resp. \( \mathcal{W}_d \)) for every topological boundary \( a \) (resp. topological surface defect \( d \)),
- a braided equivalence \( \tilde{F}_{\rightarrow a} : Z(\mathcal{A}) \rightarrow Z(\mathcal{W}_a) \) for every pair of a topological boundary labeled with \( \mathcal{W}_a \) and an adjacent bulk labeled with \( Z(\mathcal{A}) \),
- a braided equivalence \( \tilde{F}_{\rightarrow d} : Z(\mathcal{A}_1) \boxtimes Z(\mathcal{A}_2)^{rev} \rightarrow Z(\mathcal{W}_d) \) for every topological surface defect labeled with \( \mathcal{W}_d \) separating bulk regions labeled with \( Z(\mathcal{A}_1) \) and \( Z(\mathcal{A}_2) \), composed of braided monoidal functors \( \tilde{F}_{\rightarrow d} : Z(\mathcal{A}_1) \rightarrow Z(\mathcal{W}_d) \) and \( \tilde{F}_{d\leftarrow} : Z(\mathcal{A}_2)^{rev} \rightarrow Z(\mathcal{W}_d) \).

There are three types of excitation in a Turaev-Viro TQFT with topological boundaries and defects:

- bulk excitations are objects of \( Z(\mathcal{A}) \),
- boundary excitations are objects of \( \mathcal{W}_a \),
- defect excitations are objects of \( \mathcal{W}_d \).

These excitations can be moved, fused and braided and these procedures obey the following conditions:

- moving an excitation \( M \) from a bulk region into an adjacent boundary or defect turns \( M \) into
\( \tilde{F}_{\rightarrow a}(M), \) resp. \( \tilde{F}_{\rightarrow d}(M) \) or \( \tilde{F}_{d\leftarrow}(M) \).

- fusion of excitations in a bulk region, boundary or defect uses the tensor product of \( \mathcal{Z}(\mathcal{A}), \mathcal{W}_a \) or \( \mathcal{W}_d \), respectively.
- braiding two bulk excitations uses the braiding of \( \mathcal{Z}(\mathcal{A}) \),
- braiding a bulk excitation with a boundary excitation or defect excitation uses the half-braiding defined by the functors \( \tilde{F}_{\rightarrow a}, \tilde{F}_{\rightarrow d} \) or \( \tilde{F}_{d\leftarrow} \).

The direct and close relation between Turaev-Viro TQFTs and Kitaev models from [BK12] shows that there must be an associated Kitaev model with topological defects and boundaries that satisfies analogous conditions. However, such a model has not been constructed so far, and we construct it in this article.

Summary of the results

In this article we consider Kitaev lattice models based on finite-dimensional, semisimple Hopf algebras. We extend the relation between Kitaev models and Turaev-Viro TQFTs by generalizing the Kitaev model to a model with topological defects and boundary conditions. These defects are less general than the defects considered in [KK, Ko], but allow for more structure. In [Ko] bicomodule algebras are used for defects, whereas our defects are labeled with twisted Hopf algebras. This allows us to move and fuse excitations inside a topological defect or boundary and we can braid bulk excitations with defect or boundary excitations.

To obtain suitable conditions for our model, we use the link between Turaev-Viro TQFTs and the Kitaev model without defects [BK12]. We first illustrate how the categorical data for a Turaev-Viro TQFT relates to the Hopf algebraic data in the Kitaev model. We then use the categorical data and the conditions for a Turaev-Viro TQFT with topological boundaries and defects from [FSV] to derive conditions for a Kitaev model with topological defects and boundaries.

The algebraic input for a Turaev-Viro TQFT without defects is the center \( \mathcal{Z}(\mathcal{A}) \) of a fusion category \( \mathcal{A} \), whereas the algebraic input for the Kitaev model without defects is the Drinfel’d double \( D(H) \) of a finite-dimensional, semisimple Hopf algebra \( H \).

These two are related by Tannaka-Krein duality [Ul, Sc92]:

- the category \( H-\text{Mod} \) is a fusion category and its center is equivalent to \( D(H)-\text{Mod} \) as braided monoidal category, and
- a strict fiber functor \( \mathcal{A} \rightarrow \text{Vect}_\mathbb{C} \) defines a finite-dimensional, semisimple Hopf algebra \( H \) such that \( \mathcal{A} \cong H-\text{Mod} \).

In the Kitaev model, the Hopf algebra \( D(H) \) not only enters as input data. The prominent symmetries of the extended space \( \mathcal{N} \) are local \( D(H) \)-module structures and to every object \( M \) of \( D(H)-\text{Mod} \) and site \( s \) in \( \Gamma \) we can assign a subspace \( \mathcal{N}(s, M) \) - the excitation of type \( M \) at \( s \). The fusion of excitations in the Kitaev model uses the tensor product of \( D(H)-\text{Mod} \), i.e. the coalgebra structure of \( D(H) \) and the braiding of excitations uses the \( R \)-matrix of \( D(H) \).

This comprehensive view of the relation between the Kitaev model based on \( H \) and the braided monoidal category \( D(H)-\text{Mod} \) serves as a starting point for the translation of the conditions for a Turaev-Viro TQFT with topological defects and boundaries into conditions for a Kitaev model with topological defects and boundaries.

In Section 5 we apply Tannaka-Krein duality to the categorical data for Turaev-Viro TQFTs with topological defects and boundaries from [FSV] and obtain the following result:

**Theorem 1:** The algebraic data for Kitaev models with topological boundaries and defects is

- a Drinfel’d Double \( D(H_b) \) of a complex finite-dimensional, semisimple Hopf algebra \( H_b \) for
every bulk region $b$,  
- a twist $F_c$ of $D(H_b)$ for every boundary line $c$ adjacent to the bulk region $b$,  
- a twist $F_d$ of $D(H_{b_1}) \otimes D(H_{b_2})$ for every defect line $d$ separating two bulk regions $b_1$ and $b_2$.

This data is Tannaka dual to the categorical data for Turaev-Viro TQFTs with topological defects and boundaries. We then use this data to define a Kitaev model with topological defects and boundaries. As a second ingredient our model uses a ribbon graph $\Gamma$ with additional structure for defects and boundaries.

From this data we construct an extended space $N$ together with the following local operators

- For every bulk region $b$ and every boundary adjacent to $b$: Local operators which define a $D(H_b)$-module structure on the extended space $N$.
- For every defect $d$ separating two boundary regions $b_1$ and $b_2$: Local operators which define a $D(H_{b_1}) \otimes D(H_{b_2})$-module structure on the extended space $N$.

Excitations in this model then are either $D(H_b)$-modules or $D(H_{b_1}) \otimes D(H_{b_2})$-modules.

We implement the movement, fusion (i.e. the tensor product) and the braiding of excitations in our model by a transport operator $T_\rho : N \rightarrow N$. It depends on a path $\rho : s_1 \rightarrow s_2$ in the thickened graph $D(\Gamma)$ and moves excitations from the site $s_1$ to $s_2$ and fulfills the following conditions we derived from the conditions for a Turaev-Viro TQFT with topological boundaries and defects in [FSV]:

**Theorem 2:** The map $T_\rho$ fuses excitations $M_1$ at $s_1$ and $M_2$ at $s_2$ into $M_2 \otimes M_1$ at $s_2$, where $\otimes$ is the tensor product

- of $D(H_b)$-Mod, if $s_2$ lies in a bulk region,
- of $D(H_b)_{F_c}$-Mod, if $s_2$ lies in a boundary line,
- of $(D(H_{b_1}) \otimes D(H_{b_2}))_{F_d}$-Mod, if $s_2$ lies in a defect line.

There is a path $\rho' : s_1 \rightarrow s_2$ canonically related to $\rho$ such that $T_{\rho'}$ fuses $M_1$ and $M_2$ into $M_1 \otimes M_2$. $T_\rho$ and $T_{\rho'}$ only differ up to a braiding

- of $D(H_b)$-Mod, if $s_2$ lies in a bulk region,
- of $D(H_b)_{F_c}$-Mod, if $s_2$ lies in a boundary line,
- of $(D(H_{b_1}) \otimes D(H_{b_2}))_{F_d}$-Mod, if $s_2$ lies in a defect line.

These two theorems show that our model can indeed be considered a Kitaev model counterpart to a Turaev-Viro TQFT with topological boundaries and defects.

We conclude this article by an examination of transparent defects. These are trivial defects between two bulk regions labeled with the same Hopf algebra $H$. We show that these defects can be removed and doing so in a model with only transparent defects, one obtains the Kitaev model without defects and boundaries from [BMCA].

**Structure of the article**

In Section 2 we introduce the required background on Hopf algebras and tensor categories. Section 3 contains the relevant information on ribbon graphs. In Section 4 we present the Kitaev model based on a finite-dimensional semisimple Hopf algebra from [BMCA].

In Section 5 we summarize the categorical data for a Turaev-Viro-TQFT with topological defects and boundaries from [FSV] and use Tannaka-Krein reconstruction to obtain corresponding Hopf algebraic data (Theorem 1).

In Section 6 we then determine how this Hopf algebraic data should appear in a Kitaev model with topological defects and boundaries. We translate the conditions for moving, fusion and braiding of excitations from [FSV] into conditions on a Kitaev model with topological defects and boundaries.
Section 7 constructs a Kitaev model with topological boundaries and defects based on the data we
determined in section 5. We define an extended space, face and vertex operators, holonomies and a
transport operator for moving excitations. We then show that the conditions we derived in 6 are
satisfied by our model (Theorem 2). We conclude this section by relating the Kitaev model without
defects from [BMCA] to a Kitaev model with transparent defects.

2 Hopf algebras, Heisenberg doubles, modules

In this section we summarize background on Hopf algebras. Most results we present can be found
in standard textbooks such as [EGNO, Ka, Ma, Mo, R] and otherwise specific citations are given.

2.1 Hopf algebras

In the following we focus on finite-dimensional semisimple Hopf algebras over \( \mathbb{C} \). Throughout the
article we use Sweedler notation without summation signs and write \( \Delta(h) = h^{(1)} \otimes h^{(2)} \) for the
comultiplication. For a Hopf algebra \( H \) we denote by \( H^{\text{op}}, H^{\text{cop}} \) and \( H^{\text{opp}, \text{cop}} \) the Hopf algebras with
the opposite multiplication, comultiplication and the opposite multiplication and comultiplication.

We denote by \( \langle \cdot, \cdot \rangle : H^* \otimes H \to \mathbb{C}, \langle \alpha, h \rangle = \alpha(h) \) the pairing between \( H \) and \( H^* \) and use the same
symbol for the induced pairing \( \langle \cdot, \cdot \rangle : H^{* \otimes n} \otimes H^{\otimes n} \to \mathbb{C} \). Throughout the article, we use Roman
letters for elements of \( H \) and Greek letters for elements of \( H^* \).

For any finite-dimensional \( H \)-left module \( M \) with the \( h \in H \) acting on \( m \in M \) denoted by \( h \triangleright m \), the dual vector space \( M^* \) is an \( H \)-right module and an \( H \)-left module. The action of \( h \in H \) on \( \alpha \in M^* \) are given by

\[
\alpha \triangleleft h = \alpha((h \triangleright \cdot)), \quad h \triangleright \alpha = \alpha(S(h) \triangleright \cdot))
\]

By the Artin-Wedderburn theorem, see for instance [KN, Chapter II], any finite-dimensional
semisimple complex Hopf algebra can be decomposed as a direct sum of a set of representatives of
irreducible \( H \)-modules tensored with their duals.

**Theorem 2.1** (Artin-Wedderburn). Let \( H \) a semisimple finite-dimensional Hopf algebra and let \( \text{Irr}(H) \) be a system of representatives of irreducible \( H \)-modules. Then there is an isomorphism of
bimodules

\[
H \cong \bigoplus_{s \in \text{Irr}(H)} s \otimes s^*,
\]

where \( H \) is equipped with the bimodule structure by left and right multiplication and \( s \otimes s^* \) with the
left action of \( H \) on \( s \) and the right action on \( s^* \) dual to the left action on \( s \).

Recall that by Larson-Radford’s theorem a finite-dimensional Hopf algebra \( H \) over \( \mathbb{C} \) is semisimple
if and only if \( H^* \) is semisimple and if and only if its antipode is involutive. Recall also that by
Maschke’s theorem this is equivalent to the existence of a normalized Haar integral, and that this
normalized Haar integral is unique.

**Theorem 2.2.** For every finite-dimensional semisimple Hopf algebra over \( \mathbb{C} \), there is a unique
element \( \lambda \in H \), the Haar integral of \( H \), with

\[
\varepsilon(\lambda) = 1, \quad \lambda \cdot h = h \cdot \lambda = \varepsilon(h)\lambda \quad \forall h \in H.
\]
For a given Hopf algebra $H$, we also consider the Drinfel’d double $D(H)$, its dual and the Hopf algebras obtained by twisting $H$ and $D(H)$, see for instance the textbooks [Ma, [EGNO, Ka, Mo].

**Definition 2.3.** The Drinfel’d double of a finite-dimensional Hopf algebra $H$ is the quasitriangular Hopf algebra $D(H) = H^* \otimes H$ with multiplication

$$(\alpha \otimes h) \cdot (\beta \otimes k) := (\beta^{(1)} \otimes \beta^{(3)}, S^{-1}(h^{(3)}) \otimes h^{(1)}) \alpha \beta^{(2)} \otimes h^{(2)}k$$

and comultiplication

$$\Delta(\alpha \otimes h) = \alpha_{(2)} \otimes h^{(1)} \otimes \alpha_{(1)} \otimes h^{(2)}.$$

Its unit $1_{D(H)}$, counit $\varepsilon : D(H) \to \mathbb{F}$ and antipode $S : D(H) \to D(H)$ are

$$1_{D(H)} = \varepsilon \otimes 1_H, \quad \varepsilon(\alpha \otimes h) = \alpha(1) \varepsilon(h),$$

$$S(\alpha \otimes h) = (\alpha_{(1)} \otimes \alpha_{(3)}, h^{(3)} \otimes S^{-1}(h^{(1)})) S^{-1}(\alpha_{(2)}) \otimes S(h^{(2)}).$$

Its $R$-Matrix is the element $R \in D(H) \otimes D(H)$ given by

$$R = \sum_{i=1}^{n} \varepsilon \otimes a_{i} \otimes \alpha_{i} \otimes 1_H =: \varepsilon \otimes x \otimes X \otimes 1_H,$$

where $(a_1, \ldots, a_n)$ is a basis of $H$ with dual basis $(\alpha_1, \ldots, \alpha_n)$ and the right-hand side is symbolic notation.

By the formula of the antipode of $D(H)$ it is easy to see that the antipode of $D(H)$ is involutive, if and only if the antipode of $H$ is involutive. For $H$ finite-dimensional over $\mathbb{C}$ Larson-Radford’s theorem then implies that $D(H)$ is semisimple, if and only if $H$ is semisimple.

When using multiple copies of $x \otimes X$ in the same equation we distinguish them by using different upper indices $x \otimes X = x^1 \otimes X^1 = x^2 \otimes X^2 = \cdots$.

By using Hopf algebra duality and some direct computations, one finds that the dual of the Drinfel’d double is given as follows.

**Remark 2.4.** The dual of the Drinfel’d double of a finite-dimensional Hopf algebra $H$ is the vector space $D(H)^* = H \otimes H^*$ with multiplication and comultiplication

$$(h \otimes \alpha) (k \otimes \beta) = kh \otimes \alpha \beta$$

and

$$\Delta_{D(H)^*}(h \otimes \alpha) = \sum_{i,j=1}^{n} h_{(1)} \otimes \alpha_i \alpha_{(1)} \alpha_j \otimes S(a_j) h_{(2)} a_i \otimes \alpha_{(2)}$$

$$=: h_{(1)} \otimes X^1 \alpha_{(1)} X^2 \otimes S(x^2) h_{(2)} x^1 \otimes \alpha_{(2)}.$$

Its unit $1_{D(H)^*}$, counit $\varepsilon_{D(H)^*}$ and antipode $S_{D(H)^*}$ are

$$1_{D(H)^*} = 1_H \otimes \varepsilon_h, \quad \varepsilon_{D(H)^*}(h \otimes \alpha) = \varepsilon(h) \alpha(1)$$

$$S_{D(H)^*}(h \otimes \alpha) = x^1 S^{-1}(h) x^2 \otimes S^{-1}(x^2) S(\alpha) x^1.$$

The dual of the Drinfel’d double is a special case of a twisted Hopf algebra, namely a twisting of the Hopf algebra $H \otimes H^*$ with the opposite of the universal $R$-matrix in (2.5). In the following, we consider more general twistings with unitary cocycles.
Definition 2.5. Let $B$ be a bialgebra. A twist (or unitary 2-cocycle) for $B$ is an invertible element $F \in B \otimes B$ such that:

\[
(\varepsilon \otimes \text{id}_B)(F) = 1_B = (\text{id}_B \otimes \varepsilon)(F) \quad (2.10)
\]

\[
F_{12} \cdot (\Delta \otimes \text{id}_B)(F) = F_{23} \cdot (\text{id}_B \otimes \Delta)(F) \quad (2.11)
\]

We write $F = F^{(1)} \otimes F^{(2)}$ in Sweedler notation, and $F_{12} := F^{(1)} \otimes F^{(2)} \otimes 1_B$, $F_{23} := 1_B \otimes F^{(1)} \otimes F^{(2)}$. When using multiple copies of the same element $F \in B \otimes B$ in the same equation we distinguish them by using different upper indices $F = F^{(1)} \otimes F^{(2)} = F^{(3)} \otimes F^{(4)} = \cdots$. For instance, Equation (2.11) reads in Sweedler notation:

\[
F^{(1)} F^{(3)} \otimes F^{(2)} F^{(4)} = F^{(3)} \otimes F^{(1)} F^{(4)} \otimes F^{(2)}
\]

If $F$ is invertible we similarly write

\[
F^{-1} = F^{(-1)} \otimes F^{(-2)} = F^{(-3)} \otimes F^{(-4)} = \cdots
\]

Example 2.6. Let $H$ and $K$ be bialgebras.

- Any universal $R$-matrix $R \in H \otimes H$ also is a twist for $H$.
- If $H \subseteq K$ is a sub-bialgebra and $F \in H \otimes H$ is a twist for $H$, then $F$ also is a twist for $K$.
- Let $F \in H \otimes K \otimes H \otimes K$ a twist for the bialgebra $H \otimes K$. Then the projections of $F$ onto $H \otimes H$ and $K \otimes K$

\[
F_H = (\text{id}_H \otimes \varepsilon_K \otimes \text{id}_H \otimes \varepsilon_K)(F) \in H \otimes H \quad (2.12)
\]

\[
F_K = (\varepsilon_H \otimes \text{id}_K \otimes \varepsilon_H \otimes \text{id}_K)(F) \in K \otimes K \quad (2.13)
\]

are twists for $H$ and $K$, respectively.

Twists allow one to change a bialgebra or Hopf algebra by modifying its comultiplication and antipode. The following is a standard result, see for instance [EGNO, Chapter 5.14].

Lemma 2.7. Let $H = (H, \mu, \eta, \Delta, \varepsilon, S)$ be a finite-dimensional Hopf algebra and $F \in H \otimes H$ a twist for $H$. Then there is a twisted Hopf algebra $H_F = (H, \mu_F = \mu, \eta_F = \eta, \Delta_F, \varepsilon_F = \varepsilon, S_F)$ with comultiplication and antipode given by

\[
\Delta_F(h) = F \cdot \Delta(h) \cdot F^{-1}, \quad S_F(h) = Q \cdot S(h) \cdot Q^{-1},
\]

where

\[
Q := F^{(1)} S(F^{(2)}), \quad Q^{-1} = S(F^{(-1)}) F^{(-2)}. \quad (2.14)
\]

If $H$ is quasitriangular with universal $R$-matrix $R$, then $H_F$ is quasitriangular with universal $R$-matrix

\[
R^F = F_{21} RF^{-1}. \quad (2.15)
\]

We write $\Delta_F(h) = h(F_1) \otimes h(F_2)$ in Sweedler notation.

Another standard result relates the tensor categories defined by the two Hopf algebras $H$ and $H_F$, see for instance [EGNO, Proposition 5.14.4]:

Proposition 2.8. The following data defines a tensor equivalence $G : H_F \text{Mod} \to H \text{Mod} :$
• For any $H$-module $M$, $GM$ is the same underlying vector space equipped with the same $H$-module structure.
• For any morphism $f : M \to N$ in $H-\text{Mod}$, $Gf : GM \to GN$ is the same linear map.
• For the tensor unit $F$ of $D(H)-\text{Mod}$, the natural isomorphism $G\mathcal{F} \to \mathcal{F}$ to the tensor unit $\mathcal{F}$ of $H\mathcal{F}-\text{Mod}$ is the identity.
• For $H$-modules $(M, \triangleright_M), (N, \triangleright_N)$, the natural isomorphism $G(M \otimes_F N) \to GM \otimes GN$ is the linear map
\[ G(M \otimes_F N) \to GM \otimes GN, \]
\[ m \otimes n \mapsto (F^{(-1)} \triangleright_M m) \otimes (F^{(-2)} \triangleright_N n) \quad (2.16) \]

If $H$ is quasitriangular, then $G$ is a braided tensor equivalence.

Twisting defines an equivalence relation on the class of complex Hopf algebras. In the following, we consider Hopf algebras that are isomorphic up to a twist and call such Hopf algebras twist equivalent.

**Definition 2.9.** Let $H$ and $K$ be Hopf algebras. A twist equivalence is a pair $(F, \varphi)$ of a twist $F$ of $H$ and an isomorphism $\varphi : H_F \to K$ of Hopf algebras. If both $H$ and $K$ are quasitriangular and $\varphi$ is an isomorphism of quasitriangular Hopf algebras, then we call $(F, \varphi)$ a braided twist equivalence.

**Example 2.10.** [R, 13.6.1] If $(K, R)$ is a factorizable Hopf algebra, then $K \otimes K$ is twist equivalent to $D(K)$, where $F = 1_K \otimes R^{(2)} \otimes R^{(1)} \otimes 1_K \in K^{\otimes 4}$ is a twist of $K \otimes K$ and the isomorphism $\varphi$ is given by
\[ \varphi : D(K) \to (K \otimes K)_F, \]
\[ \alpha \otimes h \mapsto (\alpha^{(2)}_2, R^{(2)}_2)(\alpha^{(1)}_1, R^{(3)}_3)S(R^{(1)}_1)h^{(1)}_2 \otimes R^{(4)}_1h^{(2)}_2 \quad (2.17) \]
in the notation introduced after Definition 2.3. The twist equivalence becomes braided, when $K \otimes K$ is equipped with the R-matrix
\[ R^{(-2)} \otimes R^{(1)} \otimes R^{(-1)} \otimes R^{(2)} \in K^{\otimes 4}. \]

Twisting a semi-simple Hopf algebra $H$ preserves its semi-simplicity, as twisting does not change $H$’s algebra structure. Additionally, the Haar integral of $H$ and $H^*$ remain unchanged under twisting and the element $Q$ from (2.14) is preserved by the antipode:

**Remark 2.11.** [AE] Remark 3.8] If $H$ is a semisimple finite-dimensional Hopf algebra with Haar integrals $\lambda \in H$, $f \in H^*$, then $S(Q) = Q$, $\lambda$ is an Haar integral of $H_F$ and $f$ is an Haar integral of $(H_F)^*$.

2.2 Module and comodule algebras

In this section we introduce certain module and comodule algebras over a Hopf algebra $H$ and its Drinfel’d double $D(H)$ that are required in the following.

**Definition 2.12.** Let $H$ be a Hopf algebra.

1. A $H$-(left) module algebra is an associative unital algebra $(A, m, \eta)$ with an $H$-module structure $\triangleright : H \otimes A \to A$ such that $m$ and $\eta$ are morphisms of $H$-modules.
2. An $H$\textsuperscript{(left)} \textit{comodule algebra} is an associative unital algebra $(A,m,\eta)$ with an $H$-comodule structure $\delta : A \to H \otimes A$ such that $m$ and $\eta$ are morphisms of $H$-comodules.

$H$-right module algebras are defined as $H$-left module algebras over $H^{\text{op}}$ and $(H,H)$-bimodule algebras as left module algebras over $H \otimes H^{\text{op}}$. Analogously, $H$-right comodule algebras are left comodule algebras over $H^{\text{cop}}$ and $(H,H)$-bicomodule algebras are left comodule algebras over $H \otimes H^{\text{cop}}$. By composing the action of $H$ with the antipode of $H$, one can transform $H$-right module (co)algebras into $H^{\text{cop}}$-left module algebras and $H$-right comodule (co)algebras into $H^{\text{op}}$-left comodule (co)algebras. By duality, any $H$-comodule algebra structure on a vector space $V$ corresponds to a $H^*$-right module algebra structure on $V$ and vice versa.

\textbf{Example 2.13.} Let $H$ be a finite-dimensional Hopf algebra. Then $H$ is an $H$-bicomodule algebra with the left and right regular coaction $\delta = \Delta : H \to H \otimes H$. Its dual $H^*$ is an $H$-module algebra with the left coregular action

$$\triangleright : H \otimes H^* \to H^*, \quad h \triangleright \alpha = \langle \alpha(2), h \rangle \alpha(1)$$

and an $H$-right module algebra with the right coregular action

$$\lhd : H^* \otimes H \to H^*, \quad \alpha \lhd h = \langle \alpha(1), h \rangle \alpha(2).$$

The latter defines an $H^{\text{cop}}$-left module algebra structure given by

$$\triangleright' : H \otimes H^* \to H^*, \quad h \otimes \alpha \mapsto \alpha \lhd S(h).$$

\textbf{Remark 2.14.} For a Drinfel’d double $D(H)$, the left and right coregular actions take the form:

$$\triangleright : D(H) \otimes D(H)^* \to D(H)^*$$

$$(\beta \otimes k) \triangleright (h \otimes \alpha) = (\beta \otimes k, S(x^2)h_{(2)}x^1 \otimes \alpha(2))h(1) \otimes X^1 \alpha(1)X^2$$

$$= (\beta(2) \otimes k, h(2) \otimes \alpha(2))h(1) \otimes \beta(3)\alpha(1)S(\beta(1))$$

$$\lhd : D(H)^* \otimes D(H) \to D(H)^*$$

$$(h \otimes \alpha) \lhd (\beta \otimes k) = (\beta \otimes k, h(1) \otimes X^1 \alpha(1)X^2 S(x^2)h_{(2)}x^1 \otimes \alpha(2))$$

$$= (\beta \otimes k_{(2)}, h(1) \otimes \alpha(1)S(k_{(3)})h_{(2)}k_{(1)} \otimes \alpha(2)),$$

where we use the symbolic notation from Definition 2.3 and Remark 2.4.

Given a module algebra $A$ over a Hopf algebra $H$, one can form the smash product algebra $A \# H$. For the module algebras from Example 2.13 this yields the \textit{Heisenberg double} algebras. As $H$ is finite-dimensional, modules over the Heisenberg double are in bijection with Hopf modules over $H$, see for instance [EGNO, Cor 7.10.7, Defs 7.10.8, 7.10.9]. Just as Hopf modules, Heisenberg doubles exist in several versions, for the different combinations of $H$-left or right-actions on $H^*$. Further versions are obtained by exchanging the Hopf algebras $H$ and $H^*$.

\textbf{Definition 2.15.} The Heisenberg double $\mathcal{H}_R(H)$ is the vector space $H \otimes H^*$ with the algebra structure given by

$$(h \otimes \alpha) \cdot (k \otimes \beta) := \langle \alpha(1), k_{(2)} \rangle h_{(1)} \otimes \alpha(2)\beta.$$  

(2.23)

The Heisenberg double $\overline{\mathcal{H}}_R(H)$ is the vector space $H \otimes H^*$ with the algebra structure given by

$$(h \otimes \alpha) \cdot (k \otimes \beta) := \langle \alpha(1), S(k_{(2)}) \rangle k_{(1)}h_{(1)} \otimes \beta \alpha(2).$$

(2.24)
Remark 2.16. The right Heisenberg double $\mathcal{H}_R(H)$ is isomorphic to $\text{End}_C(H)$, where the isomorphism is given in terms of the action

$$\triangleright: \mathcal{H}_R(H) \otimes H \rightarrow H$$

$$(h \otimes \alpha) \triangleright m = \langle \alpha, m^{(2)} \rangle h m^{(1)}$$

(2.25)
of $\mathcal{H}_R(H)$ on $H$, see for instance [Mo, 9.4.3].

Remark 2.17.

1. $\mathcal{H}_R(H)$ is a $D(H)^{*,\text{op}}$-left comodule algebra with the coaction given by the comultiplication

$$\Delta_{D(H)^*} : \mathcal{H}_R(H) \rightarrow D(H)^{*,\text{op}} \otimes \mathcal{H}_R(H)$$

and a $D(H)^*$-right comodule algebra with the coaction given by the comultiplication

$$\Delta_{D(H)^*} : \mathcal{H}_R(H) \rightarrow \mathcal{H}_R(H) \otimes D(H)^*$$

2. $\mathcal{H}_R(H)$ is a $D(H)^*$-left comodule algebra with the coaction given by the comultiplication

$$\Delta_{D(H)^*} : \mathcal{H}_R(H) \rightarrow D(H)^* \otimes \mathcal{H}_R(H)$$

and a $D(H)^{*,\text{op}}$-right comodule algebra with the coaction given by the comultiplication

$$\Delta_{D(H)^*} : \mathcal{H}_R(H) \rightarrow \mathcal{H}_R(H) \otimes D(H)^{*,\text{op}}$$

3. The comultiplication of $D(H)^*$ is an algebra homomorphism

$$\Delta_{D(H)^*} : D(H)^* \rightarrow \mathcal{H}_R(H) \otimes \mathcal{H}_R(H)$$

(2.26)

and an algebra homomorphism

$$\Delta_{D(H)^*} : D(H)^{*,\text{op}} \rightarrow \mathcal{H}_R(H) \otimes \mathcal{H}_R(H)$$

(2.27)

Remark 2.18. The $D(H)^*$-comodule (resp. $D(H)^{*,\text{op}}$-comodule) algebras $\mathcal{H}_R(H)$ and $\mathcal{H}_R(H)$ are related to $D(H)^*$ and $D(H)^{*,\text{op}}$ by a one-sided cotwist with the $R$-matrix from [2.5]. Concretely, we have for $h \otimes \alpha, k \otimes \beta \in H \otimes H^*$:

$$(h \otimes \alpha) \cdot_{\mathcal{H}_R(H)} (k \otimes \beta) = \left( R^{(2)} \triangleright (k \otimes \beta) \right) \cdot_{D(H)^*} \left( R^{(1)} \triangleright (h \otimes \alpha) \right)$$

(2.28)

$$h \otimes \alpha \cdot_{\mathcal{H}_R(H)} (k \otimes \beta) = \left( R^{-1} \triangleright (h \otimes \alpha) \right) \cdot_{D(H)^*} \left( R^{-2} \triangleright (k \otimes \beta) \right)$$

(2.29)

2.3 Tensor categories and Tannaka duality

In this section we consider Tannaka reconstruction for fusion categories over $\mathbb{C}$ (see e.g. [EGNO, Sc92, U, Ma, JS]). We follow the conventions of [EGNO, Chapters 6 and 9] and define

Definition 2.19.

1. A fusion category is a $\mathbb{C}$-linear, finitely semisimple, rigid monoidal category.

2. A fiber functor is a faithful, $\mathbb{C}$-linear, strict monoidal functor from a fusion category to $\text{Vect}_\mathbb{C}^{\text{fin}}$. 
For $\mathcal{C}$ a fusion category and $\omega_\mathcal{C}: \mathcal{C} \to \mathbb{C}$ a fiber functor, we denote $\text{End}(\omega_\mathcal{C})$ the natural endomorphisms of $\omega_\mathcal{C}$. The composition of natural endomorphisms equips $\text{End}(\omega_\mathcal{C})$ with a $\mathbb{C}$-algebra structure. The algebra $\text{End}(\omega_\mathcal{C})$ also inherits a $\mathbb{C}$-coalgebra structure from the tensor product of $\mathcal{C}$, for details see [EGNO, Chapter 5.2].

We denote by $\boxtimes$ the Deligne product of locally finite $\mathbb{C}$-linear categories, see [EGNO, Chapter 1.11] and by $\varphi_\mathcal{C}: Z(\mathcal{C}) \to \mathcal{C}$ the canonical monoidal functor that forgets the half-braidings. We then have

Lemma 2.20. Let $\mathcal{C}, \mathcal{D}$ be fusion categories and $\omega_\mathcal{C}, \omega_\mathcal{D}$ be fiber functors for $\mathcal{C}$ and $\mathcal{D}$.

1. Then $H = \text{End}(\omega_\mathcal{C})$ is a semisimple, finite-dimensional Hopf algebra over $\mathbb{C}$.
2. There is a strict tensor equivalence $\mathcal{C} \cong H - \text{Mod}$.
3. If $\mathcal{C}$ is braided, then $H$ admits a quasitriangular structure such that the equivalence is braided.
4. There is an isomorphism $D(H) \cong \text{End}(\omega_\mathcal{C} \circ \varphi_\mathcal{C})$ of quasitriangular Hopf algebras.
5. There is an isomorphism $H \otimes K \cong \text{End}(\otimes_\mathcal{C} \circ (\omega_\mathcal{C} \boxtimes \omega_\mathcal{D}))$ of Hopf algebras.

The first two statements in Lemma 2.20 follow directly from [EGNO, Theorem 5.3.12], and the third is a direct consequence of the first two. For the fourth statement, see [EGNO, Chapter 7.14], in particular the discussion before Definition 7.14.1. The last statement follows from the first two and the Definition of the Deligne product.

Lemma 2.21. Let $\mathcal{C}, \mathcal{D}$ be fusion categories, $T: \mathcal{C} \to \mathcal{D}$ a $\mathbb{C}$-linear tensor equivalence and $\omega_\mathcal{C}, \omega_\mathcal{D}$ be fiber functors for $\mathcal{C}$ and $\mathcal{D}$ such that there is a natural isomorphism

$$\omega_\mathcal{C} \cong \omega_\mathcal{D} \circ T$$

of tensor functors. Then the Hopf algebra $H = \text{End}(\omega_\mathcal{C})$ admits a twist $F \in H \otimes H$ such that $K = \text{End}(\omega_\mathcal{D}) \cong H_F$ as Hopf algebras. If $\mathcal{C}$ and $\mathcal{D}$ are braided and $T$ is a braided equivalence, then $K \cong H_F$ as quasitriangular Hopf algebras.

Proof. The statement for tensor categories $\mathcal{C}, \mathcal{D}$ follows immediately from [EGNO, Prop 5.14.4]. The braided version follows by combining with Lemma 2.20.3. 

The following table shows the relation between categorical notions and algebraic structures given by a fiber functor.

| categorical notion               | algebraic structure                  |
|----------------------------------|--------------------------------------|
| (braided) fusion category $\mathcal{C}, \mathcal{D}$ | (quasitriangular) semisimple Hopf algebras $H, K$ |
| center $Z(\mathcal{D})$          | Drinfel’d double $D(K)$               |
| Deligne product $\mathcal{C} \boxtimes \mathcal{D}$ | tensor product Hopf algebra $H \otimes K$ |
| tensor equivalence $\mathcal{C} \to \mathcal{D}$ | twist $F$ with $H_F \cong K$          |

3 Ribbon graphs

In this section, we summarize the required background on embedded graphs or ribbon graphs. For more details, see for instance [BL, LZ]. All graphs considered in this article are directed and finite, but we allow loops, multiple edges and univalent vertices.

3.1 Paths

Paths in a graph are most easily described by orienting the edges of $\Gamma$ and considering the free groupoid generated by the resulting directed graph. Note that different choices of orientation yield isomorphic groupoids.
**Definition 3.1.** The path groupoid $\mathcal{G}_\Gamma$ of a graph $\Gamma$ is the free groupoid generated by $\Gamma$. A path in $\Gamma$ from a vertex $v$ to a vertex $w$ is a morphism $\gamma : v \to w$ in $\mathcal{G}_\Gamma$.

The objects of $\mathcal{G}_\Gamma$ are the vertices of $\Gamma$. A morphism from $v$ to $w$ in $\mathcal{G}_\Gamma$ is a finite sequence $\rho = e_1^{\varepsilon_1} \circ \ldots \circ e_n^{\varepsilon_n}$, $\varepsilon_i \in \{\pm 1\}$ of oriented edges $e_i$ and their inverses such that the starting vertex of the first edge $e_1^{\varepsilon_1}$ is $v$, the target vertex of the last edge $e_n^{\varepsilon_n}$ is $w$, and the starting vertex of each edge in the sequence is the target vertex of the preceding edge. These sequences are taken with the relations $e \circ e^{-1} = 1_{t(e)}$ and $e^{-1} \circ e = 1_{s(e)}$, where $e^{-1}$ denotes the edge $e$ with the reversed orientation, $s(e)$ the starting and $t(e)$ the target vertex of $e$ and we set $s(e^{\mp 1}) = t(e^{\mp 1})$.

A sequence $e_1^{\varepsilon_1} \circ \cdots \circ e_n^{\varepsilon_n}$ is said to be a reduced word or in reduced form, if it does not contain subsequences of the form $e^{-1} \circ e$ and $e \circ e^{-1}$ for $e \in E$.

An edge $e \in E$ with $s(e) = t(e)$ is called a loop, and a path $\rho \in \mathcal{G}_\Gamma$ is called closed if it is an automorphism of a vertex. We call a path $\rho \in \mathcal{G}_\Gamma$ a subpath of a path $\gamma \in \mathcal{G}_\Gamma$ if the expression for $\gamma$ as a reduced word in $E$ is of the form $\gamma = \gamma_1 \circ \rho \circ \gamma_2$ with (possibly empty) reduced words $\gamma_1, \gamma_2$. We call it a proper subpath of $\gamma$ if $\gamma_1, \gamma_2$ are not both empty. We say that two paths $\rho, \gamma \in \mathcal{G}_\Gamma$ overlap if there is an edge in $\Gamma$ that is traversed by both $\rho$ and $\gamma$, and by both in the same direction.

**3.2 Ribbon graphs**

The graphs we consider have additional structure. They are called ribbon graphs, fat graphs or embedded graphs and give a combinatorial description of oriented surfaces with or without boundary.

**Definition 3.2.** A ribbon graph is a directed graph together with a cyclic ordering of the edge ends at each vertex. A ciliated vertex in a ribbon graph is a vertex together with a linear ordering of the incident edge ends that is compatible with their cyclic ordering.

A ciliated vertex in a ribbon graph is obtained by selecting one of its incident edge ends as the starting end and by assuming the counterclockwise cyclic ordering in the plane and inserting a line, the cilium, that separates the edges of minimal and maximal order, as shown in Figure [1]. We say that an edge end $e_2$ at a ciliated vertex $v$ is between two edge ends $e_1$ and $e_3$ incident at $v$ if $e_1 < e_2 < e_3$ or $e_3 < e_2 < e_1$. We denote by $s(e_1)$ the starting end and by $t(e_1)$ the target end of a directed edge $e_1$.

The cyclic ordering of the edge ends at each vertex allows one to thicken the edges of a ribbon graph to strips or ribbons and its vertices to polygons. It also equips the ribbon graph with the notion of a face. One says that a path in a ribbon graph $\Gamma$ turns maximally left at a vertex $v$ if it enters $v$ through an edge end $\alpha$ and leaves it through an edge end $\beta$ that comes directly before $\alpha$ with respect to the cyclic ordering at $v$.

**Definition 3.3.** Let $\Gamma$ be a ribbon graph.

1. A partial face in $\Gamma$ is a path that turns maximally left at each vertex in the path and traverses each edge at most once in each direction.

2. A ciliated face in $\Gamma$ is a closed partial face whose cyclic permutations are also partial faces.

3. A face of $\Gamma$ is an equivalence class of ciliated faces under cyclic permutations.

Examples of faces and partial faces are shown in Figure [1]. Each face defines a cyclic ordering of the edges and their inverses in the face. A ciliated face is a face together with the choice of a starting vertex and induces a linear ordering of these edges. These orderings are taken counterclockwise, as shown in Figure [1].

A graph $\Gamma$ embedded into an oriented surface $\Sigma$ inherits a cyclic ordering of the edge ends at each vertex from the orientation of $\Sigma$ and hence a ribbon graph structure. Conversely, every ribbon
Figure 1: A ciliated vertex and a ciliated face in a directed ribbon graph

A directed ribbon graph $\Gamma$ defines a compact oriented surface $\Sigma_\Gamma$ that is obtained by attaching a disc at each face. For a graph $\Gamma$ embedded into an oriented surface $\Sigma$, the surfaces $\Sigma_\Gamma$ and $\Sigma$ are homeomorphic if and only if $\Sigma \setminus \Gamma$ is a disjoint union of discs. An oriented surface with a boundary is obtained from a ribbon graph $\Gamma$ by attaching annuli instead of discs to some of its faces. For details on this topic see [LZ, Chapter 1.3].

### 3.3 Thickening of a ribbon graph

The cyclic ordering of the edge ends at each vertex allows one to thicken the edges of the graph to strips and its vertices to polygons, as shown in Figure 2. The resulting graph inherits a ribbon graph structure from $\Gamma$.

**Definition 3.4.** The **thickening** of a ribbon graph $\Gamma$ with edge set $E$ is the ribbon graph $D(\Gamma)$ in which each edge $e \in E$ of $\Gamma$ is replaced by four edges $e^s, e^t, e^L, e^R$, as shown in Figure 2. Vertices of $D(\Gamma)$ are called **sites**.

Every site is associated to a vertex and a face of $\Gamma$, see Figure 2. We call two such sites $s, t$ **disjoint**, if neither the vertices nor the faces of $\Gamma$ associated to $s$ and $t$ coincide.

![Figure 2: Thickening of a ribbon graph.](image)

In the following, we often consider various paths in the thickening $D(\Gamma)$, that is, morphisms in the associated path groupoid. We write $\rho : u \rightarrow v$ for a path $\rho$ in $D(\Gamma)$ from a site $u$ to a site $v$. We often draw paths in $D(\Gamma)$ in the graph $\Gamma$ for better legibility. In this case, $e^{\pm L}$ and $e^{\pm R}$ are drawn slightly to the left and right of an edge $e \in E$, viewed in the direction of its orientation, and $e^{\pm s}, e^{\pm t}$ cross $e$ at the starting and target end, as shown in Figure 3.

We also consider the starting point and end point of paths in $D(\Gamma)$ relative to its sites. We say that a path ends to the left or right of a site, when it ends to the left or right of the site viewed in the direction from the adjacent vertex of $\Gamma$ to the adjacent face. This translates into the following condition involving the four edges in each rectangle.
Definition 3.5. Let $u, v$ be sites and $\rho = \rho_1^\eta_1 \circ \ldots \circ \rho_n^\eta_n : u \rightarrow v$ the reduced expression for a path $\rho$ in $D(\Gamma)$ with $\rho_i \in E$ and $\eta_i \in \{\pm s, \pm t, \pm L, \pm R\}$. We say that $\rho$

- ends to the left of $v$, denoted $\rho : u \rightarrow v^L$, if $\eta_1 \in \{-s, t, -R, L\}$,
- ends to the right of $v$, denoted $\rho : u \rightarrow v^R$, if $\eta_1 \in \{s, -t, R, -L\}$,
- starts to the left of $u$, denoted $\rho : u^L \rightarrow v$, if $\eta_n \in \{s, -t, R, -L\}$,
- starts to the right of $u$, denoted $\rho : u^R \rightarrow v$, if $\eta_n \in \{-s, t, -R, L\}$.

We call a path $\rho : u^L \rightarrow v^R$ a left-right path and similarly use the terms left-left, right-right and right-left path (cf. Figure 3).

In the following, we often consider certain distinguished paths in thickened ribbon graphs known as ribbon paths. These paths were considered in many publications concerned with Kitaev models such as [Ki] [BD] [Mc] to define vertex and face operators and ribbon operators.

Definition 3.6. Let $\Gamma$ be a ribbon graph with thickening $D(\Gamma)$.

1. A ribbon path is a path $\rho$ in $D(\Gamma)$ such that
   (a) every edge of $D(\Gamma)$ occurs at most once in the reduced form of $\gamma$.
   (b) if the reduced form of $\gamma$ contains one of the edges $e^{\pm L}$ or $e^{\pm R}$ for an edge $e \in E$, then it does not contain the edges $e^{\pm s}$ and $e^{\pm t}$.
2. The vertex path of the site $u$ is the closed ribbon path $v : u \rightarrow u$ in $D(\Gamma)$ whose reduced form only contains edges of the form $e^{\pm s}, e^t$.
3. The face path of the site $u$ is the closed ribbon path $f : u \rightarrow u$ in $D(\Gamma)$ whose reduced form only contains edges of the form $e^{-L}, e^R$.

Examples of ribbon paths are shown in Figure 3. As a consequence of the first property there are two types of ribbon paths with opposite orientation. A right-left ribbon path traverses only edges of the form $e^L, e^{-R}, e^{-s}, e^t$ while a left-right ribbon path only traverses edges of the form $e^{-L}, e^R, e^s, e^{-t}$, as shown in Figure 3. Note that vertex paths are right-left paths and face paths are left-right paths by definition.

To describe the relative position of paths in $D(\Gamma)$, it is convenient to introduce a shorthand notation for the paths around the thickened edge $e$ in Figure 2. We set

$$e^d = e^t \circ e^R, \quad e^d = e^{-t} \circ e^L, \quad e^d = e^L \circ e^s, \quad e^R = e^R \circ e^{-s}. \tag{3.1}$$

Definition 3.7. Let $\rho_1, \rho_2$ be paths in $D(\Gamma)$. We say that $\rho_1$ and $\rho_2$

- do not cross, denoted $(\rho_1, \rho_2)_b$, if for any edge $e \in E$ traversed by both $\rho_1$ and $\rho_2$ the following condition is fulfilled: If $\rho_1$ traverses $e^{\pm s}$, then $\rho_2$ only traverses $e^{\pm t}$ and if $\rho_1$ traverses $e^{\pm L}$ then $\rho_2$ only traverses $e^{\pm R}$ and vice versa.
- form a left joint, denoted $(\rho_1, \rho_2)_a$, if there are (possibly empty) paths $\rho, \rho'_1, \rho'_2$ and an edge $e$ such that $\rho$ is a ribbon path, $\rho, \rho'_1, \rho'_2$ do not cross and the reduced expressions for $\rho_1, \rho_2$ are $\rho_1 = \rho \circ e^a \circ \rho'_1$ and $\rho_2 = \rho \circ e^b \circ \rho'_2$.

with either $a \in \{\pm L, \pm R, \pm d, \pm \overline{d}, \pm d', \pm \overline{d}'\}, b \in \{\pm s, \pm t\}$ or $a \in \{\pm L, \pm R\}, b \in \{\pm s, \pm t, \pm d, \pm \overline{d}, \pm d', \pm \overline{d}'\}$. 
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Figure 3: Examples of simple paths, drawn in a ribbon graph:

- \( \nu \) is a right-left vertex path,
- \( \rho \) is a right-left ribbon path,
- \( \sigma \) is a left-right face path,
- \( \omega \) is a left-right ribbon path,
- \( \tau \) is a right-right simple path, but not a ribbon path.

Only the paths \( \tau \) and \( \omega \) cross, and they form a left joint \((\tau, \omega)\).

- form a right joint, denoted \((\rho_1, \rho_2)\), if \((\rho_1^{-1}, \rho_2^{-1})\).

- form a middle joint, denoted \((\rho_1, \rho_2)\), if there are decompositions \(\rho_1 = \rho_1' \circ \rho_1''\) and \(\rho_2 = \rho_2' \circ \rho_2''\) in reduced form such that either \((\rho_1', \rho_2')\) or \((\rho_1', \rho_2'')\) or \((\rho_1', \rho_2'')\).

Examples of paths that do not cross and paths that form a left joint are shown in Figure 3.

We also consider slight generalizations of ribbon paths. These are paths that are allowed to traverse two adjacent sides of the rectangle in \(D(\Gamma)\) associated with an edge \(e \in E\) in Figure 2. An example of such a path is shown in Figure 3.

**Definition 3.8.** A reduced path \(\rho\) in \(D(\Gamma)\) is called simple, if for each decomposition \(\rho = \rho_1 \circ \rho_2\) with reduced paths \(\rho_1, \rho_2\) one has either \((\rho_1, \rho_2)\) or \(\rho_1 = \rho_1' \circ x\) and \(\rho_2 = y \circ \rho_2'\) with \(x \circ y \in \{e^d, e^{\pm d}, e^d' e^{d'}\}\) for an edge \(e \in E, (\rho_1', \rho_2')\), \((x \circ y, \rho_1')\) and \((x \circ y, \rho_2')\).

4 Kitaev models

Kitaev lattice models were introduced in [K1] as a realistic model of a topological quantum computer. The models in [K1] were based on group algebras of finite groups and were later generalized in [BMCA, BCKA] to finite-dimensional semisimple Hopf-\ast algebras. They were related to Levin-Wen models in [BA, Kr] and interpreted as a Hopf algebra gauge theory in [Me]. In [BK12] it was shown that these models are closely related to topological quantum field theories of Turaev-Viro type [TV].

More specifically, the protected space of the Kitaev model for a finite-dimensional semisimple Hopf
algebra $H$ on an oriented surface $\Sigma$ is the vector space a Turaev-Viro TQFT for the spherical fusion category $H$-$\text{Mod}$ assigns to $\Sigma$.

We summarize the Kitaev models without defects and boundaries from [BMCA], but with some minor differences in conventions and in a formulation that prepares their generalization to Kitaev models with topological defects and boundaries in the following sections.

The Kitaev model requires a ribbon graph $\Gamma = (V, E)$ and a finite-dimensional, semisimple Hopf algebra $H$. In its most basic form the model then features:

- The extended space $N = H^\otimes E = \otimes_{e \in E} H$, i.e. the $|E|$-fold tensor product of $H$ with itself. Here we associate one copy of $H$ to every edge $e \in E$.

- Vertex operators $A_e^h$ and face operators $B^\alpha_s : H^\otimes E \rightarrow H^\otimes E$ for every site $s$ of $\Gamma$ and $h \in H, \alpha \in H^*$. As explained in Theorem 4.5 below, they define representations of the Drinfel’d double $D(H)$ on $H^\otimes E$.

- The protected space

$$L = \left\{ m \in H^\otimes E \mid A_e^h m = \varepsilon(h)m, B^\alpha_s m = \alpha(1)m \text{ for all sites } s, h \in H, \alpha \in H^* \right\}$$

of invariants of the face and vertex operators.

To consider models with excitations and to investigate the transport and braiding of excitations one also requires a set of operators on the extended space $N$ called ribbon operators in [Ki, BD] and holonomies in [Me] and assigned to certain paths in $D(\Gamma)$:

- Holonomies $\text{Hol}_\rho^{h \otimes \alpha} \in \text{End}_\mathbb{C}(N)$ for every path $\rho$ in $D(\Gamma)$ and $h \otimes \alpha \in H \otimes H^*$.

All linear endomorphisms on $N$ are composites of four operators, called triangle operators in [BD], that are assigned to each edge of $D(\Gamma)$ and viewed as the holonomies of the associated paths $e^t, e^s, e^L, e^R$. Hence, every edge $e \in E$ is associated with four triangle operators. The operators are linear maps $N \rightarrow N$ which only act on the tensor factor associated to $e$.

**Definition 4.1.** Let $e$ be an edge, $\eta \in \{ \pm t, \pm s, \pm R, \pm L \}$ and $h, m \in H, \alpha \in H^*$. The triangle operators for $e$ are the following maps $\text{Hol}_{e^\eta}^{h \otimes \alpha} : N \rightarrow N$ which only act on the tensor factor associated to $e$:

$$\begin{align*}
\text{Hol}_{e^t}^{h \otimes \alpha}(m) & = \alpha(1) \cdot mh, \\
\text{Hol}_{e^s}^{h \otimes \alpha}(m) & = \varepsilon(h)\langle \alpha, m(2) \rangle m(1), \\
\text{Hol}_{e^L}^{h \otimes \alpha}(m) & = \varepsilon(h)\langle \alpha, m(1) \rangle m(2), \\
\text{Hol}_{e^\eta}^{h \otimes \alpha}(m) & = \text{Hol}^{S_{(H)^*}^\eta(h \otimes \alpha)}(m) \quad \text{for } \eta \in \{ -s, -t, -R, -L \}.
\end{align*}$$

Here $m \in H \subset N$ is the element in the tensor factor associated to $e$ and we extend linearly to $N$.

A direct computation shows that for the element $m \in H$ associated to the edge $e$ we have

$$\text{Hol}_{e^t}^{h \otimes \alpha} \circ \text{Hol}_{e^R}^{1 \otimes \alpha}(m) = \langle \alpha, m(2) \rangle hm(1),$$

i.e. the edge operators $\text{Hol}_{e^t}^{h \otimes \alpha}$ and $\text{Hol}_{e^R}^{1 \otimes \alpha}$ generate an algebra isomorphic to the Heisenberg double $\mathcal{H}_R(H)$ and they act on the copy of $H$ associated to the edge $e$ by the action from (2.25). By Remark 2.16 this implies that the edge operators for all edges $e \in E$ generate an algebra isomorphic to $\text{End}_\mathbb{C}(N)$.

Holonomies along paths in $D(\Gamma)$ are constructed from these basic building blocks by applying the comultiplication of $D(H)^*$ to their argument $h \otimes \alpha$ and composing these maps as follows:
**Definition 4.2.** Let \( \rho = \rho_1 \circ \rho_2 \) a simple path in reduced form with \( \rho_2 : s \to t \) and \( \rho_1 : t \to u \). Write \( \beta := h \otimes \alpha \in D(H)^* \) and \( \Delta_{D(H)^*}(\beta) = \beta(1) \otimes \beta(2) \). Then we define recursively

\[
\begin{align*}
\text{Hol}^\beta_\rho &= \text{Hol}^{\beta(1)}_{\rho_1(1)} \circ \text{Hol}^{\beta(2)}_{\rho_2(1)} \quad \text{if } (\rho_1, \rho_2)_\prec \text{ or } (\rho_2, \rho_1^{-1})_\prec, \\
\text{Hol}^\beta_\rho &= \text{Hol}^{\beta(2)}_{\rho_2(2)} \circ \text{Hol}^{\beta(1)}_{\rho_1(1)} \quad \text{if } (\rho_1^{-1}, \rho_2)_\prec.
\end{align*}
\]

(4.4)

(4.5)

**Theorem 4.5.** For a simple path \( \rho \), the definition of \( \text{Hol}^\beta_\rho \) does not depend on the decomposition chosen in 4.2.

**Proof.** Let \( \rho = \rho_1 \circ \rho_2 \circ \rho_3 \) in reduced form. First let \( (\rho_1^{-1}, \rho_2)_\prec \) and \( (\rho_2^{-1}, \rho_3)_\prec \). Then we also have \( (\rho_1^{-1}, \rho_2 \circ \rho_3)_\prec \) and \( ((\rho_1 \circ \rho_2)^{-1}, \rho_3)_\prec \). Then

\[
\text{Hol}^\beta_{\rho_1 \circ \rho_2 \circ \rho_3} = \text{Hol}^{\beta(1)}_{\rho_2 \circ \rho_3} \circ \text{Hol}^{\beta(1)}_{\rho_1(1)} = \text{Hol}^{\beta(3)}_{\rho_2 \circ \rho_3} \circ \text{Hol}^{\beta(2)}_{\rho_1(1)} = \text{Hol}^{\beta(2)}_{\rho_2 \circ \rho_3} \circ \text{Hol}^{\beta(1)}_{\rho_1 \circ \rho_2} = \text{Hol}^\beta_{(\rho_1 \circ \rho_2) \circ \rho_3}
\]

Here we see that applying the definition for the two decompositions \( \rho_1 \circ (\rho_2 \circ \rho_3) \) and \( (\rho_1 \circ \rho_2) \circ \rho_3 \) leads to the same result. This can be proven analogously for the other cases. \( \square \)

We also consider symmetries on the extended space \( \mathcal{N} \), given by the vertex and face operators of a Kitaev model. These are obtained as holonomies along special paths, namely the vertex and face paths from Definition 3.6 and Figure 3.

**Definition 4.4.** Let \( s \) be a site with vertex path \( v \) and face path \( f \) and let \( h \in H, \alpha \in H^* \). The vertex operator at \( s \) is the map

\[
A^h_s : \mathcal{N} \to \mathcal{N}, A^h_s = \text{Hol}^h_v
\]

(4.6)

The face operator at \( s \) is the map

\[
B^\alpha_s : \mathcal{N} \to \mathcal{N}, B^\alpha_s = \text{Hol}^f \alpha
\]

(4.7)

It was shown in [BMCA] that the commutation relation between the vertex and face operators associated with a given site form a representation of the Drinfel’d double \( D(H) \) and that the \( D(H) \)-actions at disjoint sites commute:

**Theorem 4.5.** [Ki, BMCA] Let \( s \) be a site. Then

\[
D(H) \otimes \mathcal{N} \to \mathcal{N}
\]

\[
(\alpha \otimes h) \otimes m \mapsto B^\alpha_s A^h_s(m)
\]

(4.8)

defines an action of \( D(H) \) on \( \mathcal{N} \). The actions of \( D(H) \) for disjoint sites commute.

The invariants of these actions are of special interest, as the **protected space**

\[
\mathcal{L} := \{ m \in H^E | B^\alpha_s A^h_s m = \alpha(1) \varepsilon(h) \text{ for all sites } s, \alpha \otimes h \in D(H) \}
\]

(4.9)

is a topological invariant, as shown in [Ki, BMCA]. For a given site \( s \), the map

\[
P_s : B^\alpha_s A^h_s : \mathcal{N} \to \mathcal{N}
\]

is a projector onto these invariants [Ki, BMCA]. Here \( f \in H^* \), \( \lambda \in H \) are the Haar integrals of \( H^* \) and \( H \). Multiplying the \( P_s \) for all sites \( s \) we obtain a projector onto the protected space:

**Theorem 4.6.** [BMCA, Ma] For any two sites \( s, t \), the projectors \( P_s \) and \( P_t \) commute. The map

\[
P := \prod_{\text{site}} P_s : \mathcal{N} \to \mathcal{L}
\]

(4.10)

is a projector onto the protected space.
4.1 Excitations

Recall that $H$ semi-simple implies that $D(H)$ also is semi-simple and that vertex and face operators at each site $s$ define a $D(H)$-module structure on $\mathcal{N}$. This allows us to decompose the extended space into its isotypic components

\[ \mathcal{N} = \bigoplus_{i \in \text{Irr}(D(H))} \mathcal{N}(s, i) \quad (4.11) \]

where $\text{Irr}(D(H))$ is a set of representatives of irreducible $D(H)$-modules. For non-simple $D(H)$-modules $M$ we define the excitation of type $M$ at $s$ as

\[ \mathcal{N}(s, M) := \bigoplus_{i \in \text{Irr}(D(H)), M_i \neq 0} \mathcal{N}(s, i) \subset \mathcal{N}, \quad (4.12) \]

where $M_i$ denotes the isotypic component of $M$ of type $i$. The trivial excitation is the excitation corresponding to the trivial $D(H)$-representation. Finally, let $s_1, \ldots, s_n$ be $n$ disjoint sites and let $M_1, \ldots, M_n$ be $D(H)$-modules. We define

\[ \mathcal{N}(s_1, M_1, \ldots, s_n, M_n) := \bigcap_{k=1}^{n} \mathcal{N}(s_k, M_k) \quad (4.13) \]

This space is closely related to the space of $n$-particle states in $[\text{KL}]$ for disjoint sites $s_1, \ldots, s_n$

\[ \mathcal{L}(s_1, \ldots, s_n) = \{ m \in \mathcal{N} \mid A^{\alpha}_h m = \epsilon(h)m, B^{\alpha}_s m = \alpha(1)m \text{ for } h \in H, \alpha \in H^*, \text{ } \text{ } s \text{ site disjoint to } s_1, \ldots, s_n \}. \quad (4.14) \]

Both $\mathcal{N}(s_1, M_1, \ldots, s_n, M_n)$ and $\mathcal{L}(s_1, \ldots, s_n)$ have a $D(H)^\otimes n$-module structure from the face and vertex operators at the sites $s_1, \ldots, s_n$. There are two differences between these subspaces:

(i) Elements $l \in \mathcal{L}(s_1, \ldots, s_n)$ are invariants of the $D(H)$-action defined by sites disjoint to $s_1, \ldots, s_n$, while elements $m \in \mathcal{N}(s_1, M_1, \ldots, s_n, M_n)$ need not be invariant.

(ii) The isotypic decomposition of $\mathcal{N}(s_1, M_1, \ldots, s_n, M_n)$ for the $D(H)$-action defined by a site $s_i$ only contains the same irreducible representations as the $D(H)$-module $M_i$, possibly with different multiplicities. The isotypic decomposition of $\mathcal{L}(s_1, \ldots, s_n)$ may contain arbitrary irreducible representations.

In the following we will be interested in excitations of a type $M$ at a site $s$ and thus will only consider spaces of the form $\mathcal{N}(s_1, M_1, \ldots, s_n, M_n)$.

4.2 Holonomies and excitations

We now explain how to generate excitations of a specific type $i \in \text{Irr}(D(H))$ at a site $s$. Our goal is to obtain linear endomorphisms of the extended space $\mathcal{N}$, which restrict to maps $\mathcal{L} \rightarrow \mathcal{N}(s, i)$. Examples for such linear endomorphisms are given by holonomies.

The commutation relation for the holonomies of two paths $\rho_1, \rho_2$ depends on the relative constellation of the paths. The following technical lemma describes the commutation relation for several constellations. We will use this lemma in the remainder of the section to describe how holonomies generate excitations. The first four identities generalize the relations (B17),(B18),(B23) from $[\text{BD}]$.

**Lemma 4.7.** Let $\alpha, \beta \in D(H)^*$, $\rho, \rho_1, \rho_2, \gamma, \gamma_1, \gamma_2$ be simple paths such that $\rho_1, \rho_2$ end to the right of a site and $\gamma_1, \gamma_2$ start to the left of a site. Denote $R = \epsilon \otimes x \otimes X \otimes 1 \in D(H) \otimes D(H)$ the $R$-matrix of $D(H)$. Then we have

\[ \langle \rho, \gamma \rangle_\theta \Rightarrow \text{Hol}^\alpha_{\rho_1} \text{Hol}^\beta_{\rho_2} = \text{Hol}^\beta_{\rho_2} \text{Hol}^\alpha_{\rho_1} \quad (4.15) \]
Proof. Proof of (4.15). For an edge $e$, the triangle operators for $e^\pm s$ commute with those for $e^\pm t$, see Definition 4.1. The triangle operators for $e^\pm L$ commute with the ones for $e^\pm R$. Triangle operators of different edges also commute with one another, since they act on different copies of $H$. For $(\rho_1, \rho_2)_0$, the holonomy along $\rho_1$ is therefore composed of triangle operators that commute with the triangle operators in the holonomy along $\rho_2$.

Proof of (4.16) by induction over $\rho$. For $\rho = e^\nu$ with $\nu \in \{\pm s, \pm t, \pm L, \pm R\}$ the claim follows from (4.3) in Definition 4.1. For $\rho = \rho_1 \circ \rho_2$ as in Definition 4.2 we either have (i) $(\rho_1, \rho_2)_0$, (ii) $(\rho_2, \rho_1^{-1})$, or (iii) $(\rho_1^{-1}, \rho_2)$. In case (i) we have

$$\text{Hol}_{\rho_{p-1}}^{\alpha} \circ \text{Hol}_{\rho_2}^{\alpha(2)} \circ \text{Hol}_{\rho_1}^{S(\alpha(1))} = \text{Hol}_{\rho_{p-2}}^{\alpha(2)} \circ \text{Hol}_{\rho_1}^{S(\alpha(1))}$$

Here we have used induction in step (I). For case (ii) note that we need to apply the first case (4.4) of the recursive Definition 4.2 for $\text{Hol}_{\rho}$, but the second case (4.5) for $\text{Hol}_{\rho_{p-1}}$. We then obtain

$$\text{Hol}_{\rho_{p-1}}^{\alpha} = \text{Hol}_{\rho_1}^{S(\alpha(1))} \circ \text{Hol}_{\rho_2}^{S(\alpha(2))}$$

Here we again used induction in step (I). The third case follows analogously to the second case.

Proof of (4.17) to (4.20) by induction. We have four basic cases, one for each equation:

1. $\rho$ is a left-right ribbon path.
2. $\rho$ is a right-left ribbon path.
3. $\rho = e^d$ or $e^{-d}$.
4. $\rho = e^\delta$ or $e^{-\delta}$.

For case 1 we write $\rho = \rho_1^h \cdots \rho_k^h$ in reduced form with $h \in \{s, t, R, L\}$. The triangle operators $\text{Hol}_{\rho_i^h}$ from (4.1) to (4.3) define actions of $D(H)^*$ on $\mathcal{N}$. Since $\rho$ is a ribbon path, the triangle operator for $\rho_i^h$ commutes with the one for $\rho_k^h$ for $i \neq k$. Combining this with (4.4) we conclude that $\text{Hol}_{\rho_i^h}$ is a tensor product of the $D(H)^*$-actions $\text{Hol}_{\rho_i^h}$, i.e. a $D(H)^*$-action. The proof for case 2 is analogous and uses that the operators $\text{Hol}_{\rho_i^h}$ for $h \in \{-s, -t, -R, -L\}$ from (4.4) to (4.3) define actions of $D(H)^*$ on $\mathcal{N}$. For case 3 let $m \in H \subseteq \mathcal{N}$ be the element associated to the edge $e$. Then we have for $\alpha = h \otimes \delta \in H \otimes H^*$:

$$\text{Hol}_{\rho_i}^{h \delta}(m) = \text{Hol}_{\rho_i}^{h(1) \otimes X^1 \delta(1) X^2} \circ \text{Hol}_{\rho_i}^{S(x^2)h(2)X^1 \otimes \delta(2)}(m)$$

$$= \langle \varepsilon, S(x^2)h(2)x^1 \rangle \langle \delta(2), m(2) \rangle \text{Hol}_{\rho_i}^{h(1) \otimes X^1 \delta(1) X^2}(m(1))$$
The calculation is again analogous, but we use Remark 2.17.1 instead of (2.26). The proof for we can write

Then we can write

The proof is analogous for \( e^{-d}, e^{\pm d} \) and case 4.

Now let \( \rho \) be a simple left-right path that is not a ribbon path.

![Figure 4: Splitting a left-right path \( \rho = \rho_1 \circ \rho_2 \) into a right-right path \( \rho_1 \) and a left-left path \( \rho_2 \).](image)

Then we can write \( \rho = \rho_1 \circ \rho_2 \) with \( (\rho_1, \rho_2)_\emptyset \), \( \rho_1 \) a nonempty right-right path and \( \rho_2 \) a nonempty left-left path, as shown in Figure 4. We compute

For right-left paths we proceed analogously and split \( \rho \) into a left-left path \( \rho_1 \) and a right-right path \( \rho_2 \). Here we use (2.27) instead of (2.26). If \( \rho \) is a left-left path which is not of the form \( e^d \) or \( e^{-d} \), we can write \( \rho = \rho_1 \circ \rho_2 \) such that \( (\rho_1, \rho_2)_\emptyset \) and either

- \( \rho_1 \) is a left-left path and \( \rho_2 \) is a left-right path, or
- \( \rho_1 \) is a left-right path and \( \rho_2 \) is a left-left path.

The calculation is again analogous, but we use Remark 2.17.1 instead of (2.26). The proof for right-right paths follows analogously from Remark 2.17.2.

Proof of (4.21): Let \( (\rho_1, \rho_2)_\emptyset \) with \( \rho_1 = \rho \circ e^a \circ \rho'_1 \) and \( \rho_2 = \rho \circ e^b \circ \rho'_2 \) such that \( \rho \) is ribbon and ends to the right of its target. W.l.o.g. we can assume \( e^a \in \{e^R, e^R \circ e^{-s}, e^{-t} \circ e^L\} \), since we can reverse the orientation of \( e \). The possible combinations of \( a \) and \( b \) then are:

\[
(e^a, e^b) \in \{(e^R, e^R), (e^R, e^{-t}), (e^L, e^{-t})\}
\]

In all of these cases, direct calculations show

\[
\text{Hol}_{e^a}^{k_\otimes \alpha} \circ \text{Hol}_{e^b}^{k_\otimes \beta} = (\alpha(1), S(k(2))) \text{Hol}_{e^b}^{k(4) \otimes \beta} \text{Hol}_{e^a}^{k(1) \otimes \alpha(2)} \text{Hol}_{e^a}^{k(2) \otimes X \otimes 1} \text{Hol}_{e^a}^{k(1) \otimes S(k(3)) \otimes \alpha(2)}
\]

\[
= \text{Hol}_{e^a}^{k(\otimes \alpha) \otimes X \otimes 1} \text{Hol}_{e^a}^{k(\otimes \alpha) \otimes X \otimes S(x)}
\]

\[(4.24)\]
We now consider the tensor product $D(H)^* \otimes D(H)^*$ of $D(H)^*$-left comodule with the left regular coaction from Example 2.13. As $R^{(1)} \otimes R^{(2)} := \varepsilon \otimes x \otimes X \otimes 1 \in D(H) \otimes D(H)$ is the $R$-matrix for $D(H)$ from [2,5], the braiding

$$c : D(H)^* \otimes D(H)^* \to D(H)^* \otimes D(H)^*$$

$$\alpha \otimes \beta \mapsto (\beta \triangleleft R^{(2)}) \otimes (\alpha \triangleleft S(R^{(1)}))$$

is a $D(H)^*$-comodule morphism. Concretely, this means that for $\alpha, \beta \in D(H)^*$

$$\alpha_{(1)}\beta_{(1)} \otimes (\beta_{(2)} \triangleleft R^{(2)}) \otimes (\alpha_{(2)} \triangleleft S(R^{(1)})) = \left((\beta \triangleleft R^{(2)})_{(1)} \cdot (\alpha \triangleleft S(R^{(1)}))_{(1)} \right) \otimes (\beta \triangleleft R^{(2)})_{(2)} \otimes (\alpha \triangleleft S(R^{(1)}))_{(2)} \quad (4.25)$$

For the paths $\rho \circ e^a, \rho \circ e^b$ and $\alpha, \beta \in D(H)^*$ we now compute

$$\text{Hol}^\alpha_{\rho \circ e^a} \circ \text{Hol}^\beta_{\rho \circ e^b} = \text{Hol}^\beta_{\rho \circ e^b} \text{Hol}^\alpha_{\rho \circ e^a} \quad (4.26)$$

In the last step we also used the following identity for $g \in D(H), \alpha \in D(H)^*$

$$\left((\alpha_{1} \triangleright g) \otimes (\alpha_{2} \triangleleft g)\right)_{(1)} \otimes (\alpha \triangleleft g)_{(2)} = (\alpha_{(1)} \triangleright g) \otimes (\alpha_{(2)} \triangleleft g) \quad (4.27)$$

Finally, we obtain for the paths $\rho \circ e^a \circ \rho_1, \rho \circ e^b \circ \rho_2$:

$$\text{Hol}^\alpha_{\rho \circ e^a \circ \rho_1} \circ \text{Hol}^\beta_{\rho \circ e^b \circ \rho_2} = \text{Hol}^\beta_{\rho \circ e^b \circ \rho_2} \text{Hol}^\alpha_{\rho \circ e^a \circ \rho_1} \quad (4.28)$$

This shows the identity (4.21). Equation (4.22) follows by an analogous proof.

Proof of (4.23). If $(\rho, \gamma)_{\triangleright \triangleleft}$, then there are paths $\rho_1, \rho_2, \gamma_1, \gamma_2$ such that $(\rho_1, \gamma_1)_{\triangleright}$, $(\rho_2, \gamma_2)_{\triangleleft}$ and $\rho_1$ and $\gamma_1$ are disjoint to $\rho_2, \gamma_2$. The claim follows by writing

$$\text{Hol}^\rho_{\rho_1} = \text{Hol}^\alpha_{\rho_1} \circ \text{Hol}^\alpha_{\rho_2}, \quad \text{Hol}^\gamma_{\rho_1} = \text{Hol}^\beta_{\rho_1} \circ \text{Hol}^\beta_{\rho_2}$$

and using the equations (4.15), (4.21) and (4.22).
We now explain how the holonomy along a ribbon path $\rho : s_1 \to s_2$ creates excitations at the end points of that ribbon path in more detail. We will first describe the commutation relation of the vertex and face operators at $s_1$ and $s_2$ with the holonomy along $\rho$, generalizing the commutation relations (B41) and (B42) for Kitaev models based on groups from [BD].

**Lemma 4.8.** Let $\rho : s_1^\eta_1 \to s_2^\eta_2$ a simple path between disjoint sites $s_1$ and $s_2$ and $\eta_1, \eta_2 \in \{L, R\}$. Then the holonomy along $\rho$ satisfies the following commutation relations with the vertex and face operators at $s_1$ and $s_2$:

\[
\begin{align*}
B^\beta_{s_1} \circ A^k_{s_1} \circ \text{Hol}_{\rho}^{(h\otimes \alpha)} &= \text{Hol}_{\rho}^{(\beta_1\otimes k_2)\triangleright (h\otimes \alpha)} \circ B^\beta_{s_2} \circ A^k_{s_2}, & \text{if } \eta_1 = R \\
B^\beta_{s_1} \circ A^k_{s_1} \circ \text{Hol}_{\rho}^{(h\otimes \alpha)} &= \text{Hol}_{\rho}^{(\beta_2\otimes k_1)\triangleright (h\otimes \alpha)} \circ B^\beta_{s_2} \circ A^k_{s_2}, & \text{if } \eta_1 = L \\
B^\beta_{s_2} \circ A^k_{s_2} \circ \text{Hol}_{\rho}^{(h\otimes \alpha)} &= \text{Hol}_{\rho}^{(h\otimes \alpha)\triangleright S(\beta_2\otimes k_1)} \circ B^\beta_{s_1} \circ A^k_{s_1}, & \text{if } \eta_2 = L \\
B^\beta_{s_2} \circ A^k_{s_2} \circ \text{Hol}_{\rho}^{(h\otimes \alpha)} &= \text{Hol}_{\rho}^{(h\otimes \alpha)\triangleright S(\beta_1\otimes k_2)} \circ B^\beta_{s_1} \circ A^k_{s_1}, & \text{if } \eta_2 = R
\end{align*}
\]

**Proof.** We only show (4.31), the rest follows analogously. First note, that we can prove the identity separately for $\beta = \varepsilon$ and $k \in H$ and for $k = 1$ and $\beta \in H^\ast$. Let $v$ be the vertex path of $s_2$. Then we have $(\rho, v^{-1}) \prec$. By writing $A^k_{s_2} = \text{Hol}_v^{k\otimes \varepsilon}$ we obtain

\[
\begin{align*}
\text{Hol}_v^{k\otimes \varepsilon} \circ \text{Hol}_v^{h\otimes \alpha} &= \text{Hol}_v^{S(k\otimes \varepsilon) \otimes S(\beta_1\otimes k_2)} \circ \text{Hol}_v^{(h\otimes \alpha)\triangleright S(k_2)} \circ (\text{Hol}_v^{1\otimes \varepsilon}) \\
&= \text{Hol}_v^{(h\otimes \alpha)\triangleright S(k_2)} \circ (\text{Hol}_v^{1\otimes \varepsilon})
\end{align*}
\]

We now compute

\[
\left((h \otimes \alpha) \prec R(1)\right) \otimes \left(S(R(2)) \triangleright (k \otimes \varepsilon)\right) = \left((h \otimes \alpha) \otimes S(k_2)\right) \otimes \left((k_1 \otimes \varepsilon)\right)
\]

By inserting this into (4.31) we obtain (4.31) for $\beta = \varepsilon$. The result for $k = 1, \beta \in H^\ast$ follows analogously by writing $B^\beta_{s_2} = \text{Hol}_f^{1\otimes \beta}$, where $f$ is the face path of $s_2$ and using $(f, \rho) \prec$. \hfill $\square$

**Corollary 4.9.** Let $\rho : s_1 \to s_2$ a simple path between disjoint vertices. Then $\text{Hol}_\rho$ defines module homomorphisms

\[
\begin{align*}
D(H)^\ast \otimes N_{s_1} &\to N_{s_2} & \text{if } \rho \text{ starts to the left of } s_1 \\
D(H)^\ast \otimes \text{cop}N_{s_1} &\to N_{s_1} & \text{if } \rho \text{ starts to the right of } s_1 \\
D(H)^\ast \otimes N_{s_2} &\to N_{s_2} & \text{if } \rho \text{ ends to the left of } s_2 \\
D(H)^\ast \otimes \text{cop}N_{s_2} &\to N_{s_2} & \text{if } \rho \text{ ends to the right of } s_2
\end{align*}
\]

Here $\otimes$ is the tensor product of $D(H)$-modules and $\otimes \text{cop}$ the tensor product of $D(H)^{\text{cop}}$-modules, $N_{s_1}$ is the extended space with the $D(H)$-action defined by the site $s_1$, $D(H)^{\text{cop}}$ is the vector space $D(H)$ with the left regular action of $D(H)$ and $D(H)^\ast$ is the vector space $D(H)^\ast$ with the left action of $D(H)$ defined by (2.20).

**Proof.** We show the claim (4.34). The action of $\beta \otimes k \in D(H)$ on $(h \otimes \alpha) \otimes m \in D(H)^\ast \otimes N_{s_1}$ is given by

\[
\left(\beta_2 \otimes k_2 \triangleright (h \otimes \alpha)\right) \otimes \left(B^\beta_{s_1} \circ A^k_{s_1}(m)\right)
\]

and the action of $D(H)$ on $m \in N_{s_1}$ is given by

\[
B^\beta_{s_1} \circ A^k_{s_1}(m)
\]
The claim that $\text{Hol}_\rho$ is a module homomorphism then simply translates to the identity (4.29). The other three claims follow analogously from Lemma 4.8.

We now use this corollary to show how holonomies generate and fuse excitations. We first note that Theorem of Artin-Wedderburn (Theorem 2.1) implies, that the dual $D(H)^*$ of the Drinfel’d double with left and right regular action decomposes as a $D(H)$-bimodule into

$$\varphi : D(H)^* \xrightarrow{\sim} \bigoplus_{d \in \text{Irr}(D(H))} d \otimes d^*.$$ (4.38)

Here $d$ runs through a set of representatives of irreducible $D(H)$-modules. Combining this with Corollary 4.9, we obtain the following statement, illustrated by Figure 5.

**Corollary 4.10.** Let $\rho : s_1 \to s_2$ a simple left-right path, $M_1, M_2$ $D(H)$-modules, $d$ a simple $D(H)$-module and $h \otimes \alpha \in D(H)^*$ in the $d \otimes d^*$-component of the decomposition in (4.38). Then $\text{Hol}_{h \otimes \alpha} : \mathcal{N} \to \mathcal{N}$ restricts to a map

$$\text{Hol}_{h \otimes \alpha} : \mathcal{N}(s_1, M_1, s_2, M_2) \to \mathcal{N}(s_1, d \otimes M_1, s_2, M_2 \otimes d^*)$$ (4.39)

**Proof.** Consider $D(H)^*$ with the left coregular action $\triangleright$ of $D(H)$ from (2.21), $\mathcal{N}$ with the left $D(H)$-action defined by the site $s_1$ and $D(H)^* \otimes \mathcal{N}$ the tensor product of these $D(H)$-modules in $D(H)-\text{Mod}$. Then (4.34) states that

$$\text{Hol}_\rho : D(H)_{s_1}^* \otimes \mathcal{N}(s_1, M_1) \to \mathcal{N}(s_1, M_1).$$

is a homomorphism of $D(H)$-modules. After restricting $\text{Hol}_\rho$ to the submodule $d \otimes d^* \subseteq D(H)^*$ with the $D(H)$-left action on $d$ and the submodule $\mathcal{N}(s_1, M_1) \subseteq \mathcal{N}$, we obtain the corestriction

$$\text{Hol}_\rho : (d \otimes d^*) \otimes \mathcal{N}(s_1, M_1) \to \mathcal{N}(s_1, d \otimes M_1).$$

Now consider instead the $D(H)$-action on $D(H)^*$ from (2.20) and the $D(H)$-action on $\mathcal{N}$ defined by the site $s_2$. Again $\mathcal{N} \otimes D(H)^*$ is the tensor product of these $D(H)$-modules in $D(H)-\text{Mod}$. Then (4.37) states that

$$\text{Hol}_\rho : \mathcal{N} \otimes D(H)^* \to \mathcal{N}$$

is a homomorphism of $D(H)$-modules. After restricting $\text{Hol}_\rho$ to the submodule $d \otimes d^* \subseteq D(H)^*$ with the $D(H)$-left action on $d^*$ and the submodule $\mathcal{N}(s_2, M_2) \subseteq \mathcal{N}$, we obtain the corestriction

$$\text{Hol}_\rho : \mathcal{N}(s_2, M_2 \otimes (d \otimes d^*)) \to \mathcal{N}(s_2, M_2 \otimes d^*).$$

Combining these two restrictions and inserting $h \otimes \alpha \in d \otimes d^* \subseteq D(H)^*$, we obtain (4.39). □
Figure 5: The holonomy $\text{Hol}^{h \otimes \alpha}_\rho$ along a left-right path $\rho$ for $h \otimes \alpha \in d \otimes d^* \subseteq D(H)^*$ creates excitations of type $d$ and $d^*$ at the endpoints of $\rho$ and fuses them with the preexisting excitations at these points.

5 Turaev-Viro-TQFTs with topological boundaries and topological defects

It was shown in [BK12] that the Kitaev model for a semisimple, finite-dimensional Hopf algebra $H$ reproduces the two-dimensional parts of the Turaev-Viro-TQFT based on the finitely semisimple fusion category $H-\text{Mod}$. If one starts with a Turaev-Viro-TQFT based on a finitely semisimple fusion category $\mathcal{A}$ one can use a fiber functor on $\mathcal{A}$ to construct a Hopf algebra $H$ with $\mathcal{A} \cong H-\text{Mod}$. This Tannaka duality relates the input data for Kitaev models and Turaev-Viro-TQFTs. In this section we summarize the categorical data for Turaev-Viro-TQFTs with topological boundaries and topological surface defects from [FSV]. We then equip this categorical data with fiber functors to obtain corresponding Hopf-algebraic data. In Section 7 we will use this Hopf algebraic data to define a Kitaev model with topological defects and topological boundaries.

Definition 5.1. A Turaev-Viro-TQFT with topological boundary conditions and topological surface defects as defined in [FSV] consists of the following data:

- The center $Z(\mathcal{A})$ of a fusion category $\mathcal{A}$ for every three-dimensional region.
- A fusion category $\mathcal{W}_a$ (resp. $\mathcal{W}_d$) for every topological boundary $a$ (resp. topological surface defect $d$).
- A braided equivalence $\tilde{F}_{\rightarrow a} : Z(\mathcal{A}) \rightarrow Z(\mathcal{W}_a)$ for every pair of a topological boundary labeled with $\mathcal{W}_a$ and an adjacent bulk labeled with $Z(\mathcal{A})$.
- A braided equivalence $\tilde{F}_{\rightarrow d^{\text{rev}}} : Z(\mathcal{A}_1) \boxtimes Z(\mathcal{A}_2)^{\text{rev}} \rightarrow Z(\mathcal{W}_d)$ for every topological surface defect labeled with $\mathcal{W}_d$ separating three-dimensional regions labeled with $Z(\mathcal{A}_1)$ and $Z(\mathcal{A}_2)$. The functor $\tilde{F}_{\rightarrow d^{\text{rev}}}$ is a composite of two braided monoidal functors $\tilde{F}_{\rightarrow d} : Z(\mathcal{A}_1) \rightarrow Z(\mathcal{W}_d)$ and $\tilde{F}_{d^{\text{rev}}} : Z(\mathcal{A}_2)^{\text{rev}} \rightarrow Z(\mathcal{W}_d)$.

By composing $\tilde{F}_{\rightarrow a}$ with the forgetful functor $Z(\mathcal{W}_a) \rightarrow \mathcal{W}_a$, one obtains a functor $F_{\rightarrow a} : Z(\mathcal{A}) \rightarrow \mathcal{W}_a$. Similarly one obtains functors $F_{\rightarrow d^{\text{rev}}}, F_{\rightarrow d}, \tilde{F}_{d^{\text{rev}}}, \tilde{F}_{d}$ by composing $\tilde{F}_{\rightarrow d^{\text{rev}}}, \tilde{F}_{\rightarrow d}, \tilde{F}_{d^{\text{rev}}}, \tilde{F}_{d}$ with the forgetful functor $Z(\mathcal{W}_d) \rightarrow \mathcal{W}_d$. 25
A concrete example for the data for a defect and adjacent bulk regions in Definition 5.1 is given by Hopf algebras:

**Example 5.2.** Let $H_1$ and $H_2$ be semisimple finite-dimensional Hopf algebras over $\mathbb{C}$, and $I \in H_1 \otimes H_2 \otimes H_1 \otimes H_2$ a twist for $H_1 \otimes H_2$. Then $A_1 = H_1$-Mod, $A_2 = H_2$-Mod and $\mathcal{W}_d = (H_1 \otimes H_2)_I$-Mod are fusion categories. There is a braided equivalence

$$Z(A_1) \otimes Z(A_2)^{rev} \cong D(H_1 \otimes H_2)$-$\text{Mod} \to D((H_1 \otimes H_2)_I)$-$\text{Mod} \cong Z(\mathcal{W}_d). \quad (5.1)$$

In a Turaev-Viro TQFT with topological boundaries and defects, the objects of the categories $\mathcal{W}_a, Z(A)$ and $\mathcal{W}_d$ appear as insertions in Wilson lines. The behavior of the insertions when moved, fused and braided was analyzed in [FSV] to derive the data in Definition 5.1.

These insertions are the counterpart of the excitations in Kitaev models, as shown in [BK12, Theorem 6.1]. From now on we therefore refer to them as excitations. We now describe the conditions from [FSV] for these excitations.

**Excitations:** Excitations in a bulk labeled with $Z(A)$ are objects of $Z(A)$. Excitations in a topological surface defect (resp. boundary) labeled with $\mathcal{W}_d$ (resp. $\mathcal{W}_a$) are objects of $\mathcal{W}_d$ (resp. $\mathcal{W}_a$).

**Fusion in the bulk:** Excitations can be moved around inside a bulk region. If an excitation $M_1 \in Z(A)$ is moved to a spot occupied by an excitation $M_2 \in Z(A)$, then $M_1$ and $M_2$ are fused to an excitation of type $M_1 \otimes M_2$ or to an excitation of type $M_2 \otimes M_1$. The first occurs if $M_1$ is moved to the left of $M_2$, the second if $M_1$ is moved to the right of $M_2$. Analogously, excitations can also be moved around inside a topological surface defect and inside a topological boundary and analogous rules apply.

**Fusion in the boundary:** Moving an excitation $M \in Z(A)$ from the bulk region labeled with $Z(A)$ to an adjacent boundary labeled with $\mathcal{W}_d$ turns $M$ into a boundary excitation $F_{\rightarrow d}M$. Fusing two excitations $M_1, M_2 \in Z(A)$ in the bulk region and transporting them to the boundary results in a boundary excitation $F_{\rightarrow d}(M_1 \otimes M_2)$. Moving $M_1$ and $M_2$ to the boundary separately and fusing them there instead results in an excitation of type $F_{\rightarrow d}M_1 \otimes F_{\rightarrow d}M_2$. These two objects are related by the natural isomorphism $F_{\rightarrow d}(M_1 \otimes M_2) \cong F_{\rightarrow d}M_1 \otimes F_{\rightarrow d}M_2$ that is coherence data of the the monoidal functor $F_{\rightarrow d}$.

**Fusion in the defect:** Moving an excitation $M \in Z(A_1)$ from the bulk region labeled with $Z(A_1)$ to the topological defect labeled with $\mathcal{W}_d$ is subject to analogous rules as moving an excitation from a bulk region into a boundary. Moving $M$ into the defect turns $M$ into $F_{\rightarrow d}M$. Again, one can fuse two excitations $M_1, M_2 \in Z(A_1)$ in the bulk region and transport them to the defect results in a defect excitation $F_{\rightarrow d}(M_1 \otimes M_2)$. Instead moving $M_1$ and $M_2$ to the defect separately and fusing them there results in an excitation of type $F_{\rightarrow d}M_1 \otimes F_{\rightarrow d}M_2$. These two procedures only differ up to the natural isomorphism $F_{\rightarrow d}(M_1 \otimes M_2) \cong F_{\rightarrow d}M_1 \otimes F_{\rightarrow d}M_2$ given by the monoidal functor $F_{\rightarrow d}$. Moving an excitation $N \in Z(A_2)$ from the bulk region labeled with $Z(A_2)$ to the topological defect labeled with $\mathcal{W}_d$ is subject to same rules, where one replaces the monoidal functor $F_{\rightarrow d}$ with $F_{\rightarrow dec}$.

**Braiding in the bulk:** Let $M_1, M_2 \in Z(A)$ be excitations in a bulk region labeled with $Z(A)$. One can fuse these excitations into $M_1 \otimes M_2$ or $M_2 \otimes M_1$ by moving $M_1$ to $M_2$. The order of the tensor product depends on the relative position of the excitations. Moving $M_1$ around $M_2$ first relates the two products with the braiding $M_1 \otimes M_2 \to M_2 \otimes M_1$ in $Z(A)$.

**Braiding in the boundary:** Moving an excitation $M \in Z(A)$ from a bulk region to an excitation $N \in \mathcal{W}_a$ in the boundary fuses the excitations to $F_{\rightarrow a}M \otimes N$ or $N \otimes F_{\rightarrow a}M$. The order of the
tensor product depends on the relative position of the excitations. Moving $M$ around $N$ first relates the two products with the half-braiding $M \otimes F_{\rightarrow a}M \rightarrow F_{\rightarrow a}M \otimes N$ of $Z(W_a)$ with $W_a$.

**Braiding in the defect:** Braiding bulk excitations with defect excitations follows the same rules as braiding bulk excitations with boundary excitations, *mutatis mutandis*. One simply needs to exchange $W_a$ with $W_d$, $Z(A)$ with either $Z(A_1)$ or $Z(A_2)^{\text{rev}}$ and $F_{\rightarrow a}$ with either $F_{\rightarrow d}$ or $F_{d \leftarrow}$.

To construct a Kitaev model with topological boundaries and defects we require the Hopf algebraic counterparts corresponding to the categorical data in Definition 5.1. We determine these counterparts by utilizing Tannaka duality as follows. We take one fiber functor $\omega_C$ for every fusion category $C$ labeling a topological boundary, topological defect or three-dimensional region. If a bulk region labeled with $A$ is adjacent to a boundary labeled with $W_a$, we obtain two fiber functor for $Z(A)$, given by the two sequences

$$Z(A) \rightarrow A \xrightarrow{\omega_A} \text{Vect}_C, \quad Z(A) \xrightarrow{F_{\rightarrow a}} Z(W_a) \rightarrow W_a \xrightarrow{\omega_{W_a}} \text{Vect}_C$$

To determine a Hopf-algebraic counterpart to the braided equivalences $F_{\rightarrow a}$ we need to impose a compatibility on these fiber functors (cf. Lemma 2.21). Concretely we require that these two functors are naturally isomorphic as tensor functor.

For defects we similarly obtain two sets of fiber functors

$$Z(A_1) \otimes Z(A_2) \rightarrow A_1 \boxtimes A_2 \xrightarrow{\omega_{A_1} \otimes \omega_{A_2}} \text{Vect}_C \boxtimes \text{Vect}_C \xrightarrow{\otimes} \text{Vect}_C$$

$$Z(A_1) \otimes Z(A_2) \xrightarrow{F_{\rightarrow d}} W_d \xrightarrow{\omega_{W_d}} \text{Vect}_C$$

and again we impose that these are isomorphic as tensor functors.

**Proposition 5.3.** The data from Definition 5.1 is in Tannaka duality with the following Hopf-algebraic data (summarized in the table below the proof):

1. A semisimple, finite-dimensional Hopf algebra $H = \text{End}(\omega_A)$ for every three-dimensional region labeled with $A$. Excitations in this region are modules over $D(H)$.
2. A semisimple, finite-dimensional Hopf algebra $K = \text{End}(\omega_W)$ for every topological boundary or topological defect surface labeled with $W$. Excitations in the topological boundary or topological surface defect are modules over $K$.
3. For every pair $(H,K)$ of a topological boundary labeled with $K$ with an adjacent three-dimensional region labeled with $H$: A twist $J$ of $D(H)$ such that $D(H)J \cong D(K)$ as quasitriangular Hopf algebras.
4. For every triple $(H_1,H_2,K)$ of a topological defect surface labeled with $K$ separating two three-dimensional regions labeled with $H_1$ and $H_2$: A twist $J$ of $D(H_1) \otimes D(K)^{\text{rev}}$ such that $(D(H_1) \otimes D(H_2)^{\text{rev}})J \cong D(K)$ as quasitriangular Hopf algebras, where $H^{\text{rev}}$ denotes the quasitriangular Hopf algebra $H$ with the opposite $R$-matrix.

**Proof.** In Lemma 2.20 we have seen that fusion categories correspond to semisimple, finite-dimensional Hopf algebras and that centers of fusion categories correspond to the Drinfel’d doubles of said Hopf algebras. In Lemma 2.21 we have seen that braided tensor equivalences correspond to braided twist equivalences of Hopf algebras. Applying both lemmata to the data for Turaev-Viro-TQFTs with boundary conditions and surface defects yields the proposition. \qed
| bulk region | TV-TQFT | Kitaev model |
|------------|---------|--------------|
| boundary component | fusion category $W_a$ | semisimple, finite-dimensional Hopf algebra $K$ |
| bulk → boundary | braided tensor equivalence $Z(A) \to Z(W_a)$ | twist $J$ and isomorphism $D(H)_J \cong D(K)$ of quasitriangular Hopf algebras |
| codimension-one defect | fusion category $W_d$ | semisimple, finite-dimensional Hopf algebra $K_d$ |
| bulk → defect | braided tensor equivalence $Z(A_1) \boxtimes Z(A_2)^{rev} \to Z(W_d)$ | twist $F$ and isomorphism $(D(H_1) \otimes D(H_2))_F \cong D(K)$ of quasitriangular Hopf algebras |

6 **Conditions for a Kitaev model with topological defects and boundaries**

In this section we derive the counterparts of the conditions in Section 5 for Kitaev models with topological defects and topological boundaries. We start by highlighting how the Hopf algebra $D(H)$ appears in the Kitaev model without defects and boundaries. In the model with defects and boundaries, the Drinfel’d double $D(H)$ is then replaced with the Hopf algebraic data from Proposition 5.3 at the edges and sites in defects and boundaries.

In the Kitaev model without defects and boundaries the Hopf algebra $D(H)$ appears in the following manner:

- There are local operators which define a $D(H)$-module structure on the extended space $N$. These are the face and vertex operators for a site $s$ from Theorem 4.5.

- For suitable paths $\rho : u \to v$, the holonomy is a $D(H)$-module homomorphism $\text{Hol}_\rho : D(H)^* \otimes N \to N$, where $\otimes$ is the tensor product of $D(H)$-modules (see Corollary 4.9), $D(H)^*$ is equipped with the left coregular action and $N$ with the action defined by the starting site $u$ of $\rho$.

Note that the coalgebra structure of $D(H)$ only plays a role for the second point, as the tensor product $D(H)^* \otimes N$ is defined in terms of its comultiplication $\Delta$.

We now give a slightly simpler description of the Hopf algebraic data from Proposition 5.3 for bulk regions, boundaries and defects. We no longer list the Hopf algebras $D(K)$ for boundaries from 5.3.3, as they are isomorphic to $D(H)_F$. We similarly omit the Hopf algebras $D(K)$ for defects. A Kitaev model with topological boundaries and defects is then given by the following algebraic data:

(D1): A Drinfel’d double $D(H_b)$ of a semisimple finite-dimensional Hopf algebra $H_b$ for every bulk region $b$.

(D2): A twist $F_a$ of $D(H_b)$ for every boundary $a$ adjacent to a bulk region $b$.

(D3): A twist $F_d$ of $D(H_{b_1}) \otimes D(H_{b_2})$ for every defect $d$ separating two boundary regions $b_1$ and $b_2$.

We now compare with the Kitaev model without defects and boundaries and propose that a Kitaev model with defects and boundaries should have the following local operators

(O1): For every bulk region $b$ and every boundary adjacent to $b$: Local operators which define a $D(H_b)$-module structure on the extended space $N$. 
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(O2): For every defect \( d \) separating two boundary regions \( b_1 \) and \( b_2 \), local operators which define a \( D(H_{b_1}) \otimes D(H_{b_2}) \)-module structure on the extended space \( \mathcal{N} \).

In the model with defects and boundaries, we will use holonomies to describe the creation and fusion of excitations. As in the Kitaev model without defects, we define them as endomorphisms of \( \mathcal{N} \) assigned to paths in the underlying thickened ribbon graph \( D(\Gamma) \). As we will only consider paths inside a bulk region and adjacent boundary or defect lines, these holonomies depend on the data assigned to the bulk regions. For a path \( \rho \) in a bulk region \( b \) and adjacent boundary and defect lines, we define them as linear maps

\[
\widetilde{\text{Hol}}_{b,\rho} : D(H_{b})^* \otimes \mathcal{N} \to \mathcal{N}.
\]

As in Corollary 4.9, we require that this map is a \( D(H_{b}) \)-module homomorphism when \( D(H_{b})^* \) is equipped with one of the two \( D(H_{b}) \)-module structures associated with \( \rho \), as in Corollary 4.9, and where the tensor product in \( D(H_{b})^* \otimes \mathcal{N} \) depends on whether \( \rho \) starts or ends in a bulk region, a boundary or a defect:

(H1): If \( \rho \) starts in the bulk region \( b \), then \( \otimes \) is the tensor product of \( D(H_{b}) \)-modules and \( \mathcal{N} \) is equipped with the local \( D(H_{b}) \)-module structure associated to the starting site of \( \rho \) from (O1).

(H2): If \( \rho \) starts in a boundary \( a \) adjacent to \( b \), then \( \otimes \) is the tensor product of \( D(H_{b}) \)-modules, \( \mathcal{N} \) is equipped with the local \( D(H_{b}) \)-module structure associated to the starting site of \( \rho \) from (O1).

(H3): If \( \rho \) starts in a defect \( d \) separating bulk regions \( b_1 \) and \( b_2 \) and \( b = b_1 \), then \( D(H_{b}) = D(H_{b_1}) \subseteq D(H_{b_1}) \otimes D(H_{b_2}) \) is a subalgebra. We equip \( D(H_{b})^* \) with the trivial \( D(H_{b_2}) \)-action and equip \( \mathcal{N} \) with the local \( D(H_{b_1}) \otimes D(H_{b_2}) \)-module structure associated to the starting site of \( \rho \) from (O2). We let \( \otimes \) be the tensor product of \( (D(H_{b_1}) \otimes D(H_{b_2}))_{F_d} \)-modules.

In Section 5 we also described the movement of excitations in a Turaev-Viro-TQFT. The holonomy along a path \( \rho \) in the Kitaev model without defects and boundaries generates excitations at the end points of \( \rho \) (see Corollary 4.10), but it does not move excitations from one site to another. To implement the process of moving excitations we associate to each simple path \( \rho \) in \( D(\Gamma) \) that traverses a bulk region \( b \) and adjacent defects and boundaries an additional operator on \( \mathcal{N} \), the transport operator \( T_\rho \). In analogy to the conditions for moving excitations in a Turaev-Viro TQFT from section 5 we require that \( T_\rho \) fulfills the following conditions:

(T1): Fusion: If \( \rho \) ends to the left of a site (see Definition 3.5), then \( T_\rho \) restricts to a map:

\[
T_\rho : \mathcal{N}(u, M, v, N) \to \mathcal{N}(u, C, v, M \otimes N)
\]  \hspace{1cm} (6.1)

Here \( \mathcal{N}(u, M, v, N) \) is defined analogously to (4.13), \( M \) and \( N \) are \( D(H_{b}) \)-modules and \( v \) and \( \otimes \) is the tensor product from (H1), (H2) or (H3).

If \( \rho \) instead ends to the right of a site, then the order of the tensor product is reversed. We illustrate this by Figure 6.

(T2): Braiding: For a path \( \rho : u \to v \) in a bulk region \( b \) such that \( \rho \) ends to the left of \( v \) there is another path \( \rho' : u \to v \), constructed from \( \rho \), that ends to the right of \( v \) such that

\[
T_{\rho'} = T_\rho \circ R
\]

Here \( R \) denotes an action of the \( R \)-matrix of \( D(H_{b}) \) on the sites \( u \) and \( v \), if \( v \) is in the bulk region \( b \). If instead \( v \) is in an adjacent boundary or defect, then \( R \) instead denotes an action with the twisted \( R \)-matrix of \( D(H_{b}) \).
Moving an excitation of type $M$ along $\rho : u \to v$ to an excitation of type $N$ fuses them to an excitation of type $M \otimes N$, as $\rho$ ends to the left of $v$. Moving an excitation of type $P$ along $\gamma$ fuses $P$ with $Q$ to an excitation of type $Q \otimes P$, as $\gamma : w \to x$ ends to the right of $x$.

7 Kitaev models with topological defects and boundaries

Codimension 1 and 2 defect structures in Kitaev lattice models based on group algebras of finite groups were first investigated in [BD]. The defect data for Kitaev lattice models based on unitary quantum groupoids was then identified in [KK], and an explicit Kitaev model with defects based on Hopf algebras was then constructed in [Ko]. In [KMM] defects were generalized to higher Kitaev models based on crossed modules for semisimple Hopf algebras.

In this section, we construct a Kitaev model with topological defects and boundaries, that satisfies the conditions derived in [FSV]. More specifically, we construct a Kitaev model with defects and boundaries, which exhibits the structures and satisfies the conditions from Section 6, which are the Hopf algebraic counterparts of the conditions in [FSV].

In a bulk region our model behaves identically to the Kitaev model without defects and boundaries. We also show that the model without defects and boundaries can be obtained as a special case of our model by choosing trivial defects.

We show that the processes of moving and braiding excitations described in [FSV] can be implemented in our model as linear endomorphisms of its extended space assigned to the the relevant paths.

Just as the Kitaev model without defects and boundaries, our model is based on a ribbon graph. We require additional structure on these ribbon graphs to describe oriented surfaces with defects and boundaries. This structure is introduced in Subsection 7.1. In Subsection 7.2 we then define the extended space of the model, its vertex and face operators and the holonomies. We also give some basic properties of these operators. In Subsection 7.3 we describe the fusion, the transport and the braiding of excitations. We show that our implementation of these processes has the properties formulated in [FSV] and summarized in Section 6. In Subsection 7.4 we then show that our model reduced to the Kitaev model without defects and boundaries for trivial choices of defect data.

7.1 Ribbon graphs with defect lines and boundaries

For the Kitaev model with defects and boundaries we require additional structure on ribbon graphs to describe defect and boundary lines. These defect and boundary lines are oriented cyclic subgraphs, i.e. connected subgraphs in which every vertex has exactly one incoming and one outgoing edge end. Examples for ribbon graphs with defects and boundaries are given in Figure 7 and Figure 8.

Definition 7.1. A ribbon graph with defects and boundaries is a ribbon graph $\Gamma = (V, E)$ with the following additional data
• a non-empty family \((\Gamma_b = (V_b, E_b))_{b \in B}\) of connected subgraphs, the *bulk regions* of \(\Gamma\), with edges in these subgraphs called *bulk edges*,

• a family \((\Gamma_a)_{a \in A}\) of connected, oriented cyclic subgraphs, the *boundary lines*, with vertices and edges in these subgraphs called *boundary vertices* and *boundary edges*,

• for every \(a \in A\) a bulk region \(b_a \in B\), called the *bulk region bordered by* \(a\),

• a family \((\Gamma_d)_{d \in D}\) of connected, oriented cyclic subgraphs, the *defect lines*, with vertices and edges in these subgraphs called *defect vertices* and *defect edges*,

• for every \(d \in D\) a pair \((b_{dL}, b_{dR}) \in B \times B\) of bulk regions with \(b_{dL} \neq b_{dR}\), the *bulk region to the left (resp. to the right) of* \(d\).

This data has to satisfy the following conditions:

• For \(d, d' \in D \cup A\) with \(d \neq d'\), the graphs \(\Gamma_d\) and \(\Gamma_{d'}\) do not share any vertices.

• Every edge of \(\Gamma\) is in exactly one of the subgraphs \(\Gamma_i\) for \(i \in B \cup D \cup A\).

• For \(d \in D\), every vertex \(v\) of \(\Gamma_d\) also is a vertex of \(\Gamma_{b_{dL}}\) and \(\Gamma_{b_{dR}}\). The edges of \(v\) in \(\Gamma_{b_{dL}}\) (resp. \(\Gamma_{b_{dR}}\)) are to the left (resp. to the right) of the orientation of \(\Gamma_d\).

• Every vertex is at least in one bulk region and at most in two bulk regions. If a vertex \(v\) is in two bulk regions \(b_1, b_2\), then there is a defect line \(d\) containing \(v\) such that \(b_1, b_2\) are to the left and right of \(d\).

• For \(a \in A\), every vertex \(v\) of \(\Gamma_a\) also is a vertex of \(\Gamma_{b_a}\). The edges of \(v\) in \(\Gamma_{b_a}\) are to the left of the orientation of \(\Gamma_a\).

Figure 7: Bulk graph \(b\) with a boundary component \(a\), a bulk site \(s\) and a boundary site \(t\).
Figure 8: Defect d separating bulk regions $b_{dL}$ and $b_{dR}$ with a pair $(s_L, s_R)$ of defect sites.

The additional structure of a ribbon graph with defects and boundaries leads to a distinction of bulk sites, boundary sites and defect sites in its thickening.

**Definition 7.2.** Let $\Gamma$ be a ribbon graph with defects and boundaries and $D(\Gamma)$ its thickening.

1. A **bulk site** in $b \in B$ is a site $s$, whose face path and vertex path only consist of edges in $D(\Gamma_b)$.
2. A **pair of defect sites** in $d \in D$ at a defect vertex $v$ is the pair $(s_L, s_R)$ of sites $s_L$ and $s_R$ at $v$ such that $s_L$ ($s_R$) is directly to the left (to the right) of the outgoing defect edge, viewed in the direction of its orientation, as shown in see Figure 8. The sites $s_L$ and $s_R$ are called **defect sites** in $b_{dL}$ and $b_{dR}$, respectively.
3. A **boundary site** in $a \in A$ is a site $t$ at a boundary vertex $v$ in $\Gamma_a$ directly to the left of the outgoing boundary edge of $v$, as shown in Figure 7.

Paths in a ribbon graph with defects and boundaries can be characterized by their behavior with respect to defect lines and boundaries. In the following, we only consider simple paths that do not cross over defect or boundary edges.

**Definition 7.3.** A simple path $\rho \in D(\Gamma)$ is called **permissible**, if $\rho$ does not contain edges of the form $e^{\pm t}, e^{\pm s}$ with $e$ a defect or boundary edge.

### 7.2 The extended space and operators

In this section we define the basic structures of the Kitaev model with defects and boundaries: The extended space, the vertex and face operators, holonomies and a transport operator. We then show that this model fulfills the conditions stated in Section 6.

The ingredients for the model are a ribbon graph with boundaries and defects $\Gamma$ together with the algebraic data derived in Section 6 (D1)-(D3):

- A semisimple, finite-dimensional Hopf algebra $H_b$ to every bulk region $b \in B$.
- A twist $F_a$ of $D(H_b)$ to every boundary line $a \in A$.
- A twist $F_d$ of $D(H_{b_{dL}}) \otimes D(H_{b_{dR}})$ to every defect line $d \in D$.

We now associate a twist $F$ of $D(H_b)$ to every site $s$ in a bulk region $b$, the **twist at $s$**. We distinguish whether $s$ is (i) a bulk site in $b$, (ii) a boundary site in a boundary line $a$ adjacent to $b$ or (iii) a
We define the

\[ H_e = H_b, \text{ if } e \in E_b \text{ is an edge in a bulk region } b \in B. \]

\[ H_e = H_{b_a}, \text{ if } e \in E_a \text{ is a boundary edge in a boundary line } a \in A. \]

\[ H_e = H_{bd} \otimes H_{bd}, \text{ if } e \in E_d \text{ is a defect edge in a defect line } d \in D. \]

We define the extended space of the model as the vector space

\[ \mathcal{N} := \bigotimes_{e \in E} H_e \]

For every bulk region \( b \), \( h \otimes \alpha \in D(H_b)^* \), and every simple path \( \rho \) that is either (a) a permissible path in \( b \) and the adjacent defect and boundary lines or (b) a vertex path around a defect vertex, we define a holonomy map

\[ \text{Hol}^{b \otimes \alpha}_{b, \rho} : \mathcal{N} \to \mathcal{N}. \]

Note that the index \( b \) is superfluous in case (a), but necessary in case (b) to distinguish the two bulk regions separated by a defect line. As in the case of a Kitaev model without defects, these holonomies are defined in terms of edge operators associated to the edges \( e \in E \) of the underlying ribbon graph \( \Gamma = (V, E) \), but we have to distinguish four cases:

(i) \( e \in E_b \) or \( e \in E_a \), where \( a \in A \) is a boundary line adjacent to \( b \),

(ii) \( e \in E_d \), where \( b \) is the bulk region to the left of the defect line \( d \),

(iii) \( e \in E_d \), where \( b \) is the bulk region to the right of the defect line \( d \),

(iv) \( e \) is in a different bulk region or in a defect or boundary line not adjacent to \( b \).

In all cases, we define the triangle operators as the holonomies \( \text{Hol}^{b \otimes \alpha}_{b, e} \) along the paths \( e' \) for \( \nu \in \{ \pm s, \pm t, \pm L, \pm R \} \) for \( \alpha \otimes h \in D(H_b)^* \). The four cases differ only in the vector space \( H_e \) assigned to the edge \( e \). In case (i) one has \( H_e = H_b \), in case (ii) \( H_e = H_b \otimes H'_b \), where \( b' \) is the bulk region to the right of \( d \), in case (iii) \( H_e = H_y \otimes H_b \), where \( b' \) is the bulk region to the left of \( d \), and in case (iv) \( H_e = H_y \otimes H_b \) where \( b \neq b' \) and \( b \neq b'' \). Case (iv) is only required to inductively define holonomies for vertex paths around a defect vertex, and the associated holonomy is taken to be trivial. As in the model without boundaries and defects, we require that the triangle operators act trivially on all tensor factors in \( \mathcal{N} = \bigotimes_{e \in E} H_e \) except the one associated with \( e \in E \).

**Definition 7.4.** The triangle operators for an edge \( e \in E \) are the holonomies \( H_{b,e}^{\otimes \alpha} \) defined by

\[ \text{Hol}^{b \otimes \alpha}_{b, e \nu} := \text{Hol}_{b, e}^{S(h \otimes \alpha)} \quad \nu \in \{ L, R, s, t \}, \]

where \( S \) is the antipode of \( D(H_b)^* \), and by

**case (i):** \( m \in H_b \)

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m) = \alpha(1) \cdot mh, \]

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m) = \varepsilon(h) \langle \alpha, m(1) \rangle m(1), \]

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m \otimes n) = \alpha(1) \cdot mh \otimes n, \]

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m \otimes n) = \varepsilon(h) \langle \alpha, m(1) \rangle m(2) \otimes n, \]

**case (ii):** \( m \otimes n \in H_b \otimes H'_b \)

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m \otimes n) = \alpha(1) \cdot mh \otimes n, \]

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m \otimes n) = \varepsilon(h) \langle \alpha, m(1) \rangle m(2) \otimes n, \]

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m \otimes n) = \alpha(1) \cdot hm \otimes n \]

\[ \text{Hol}^{b \otimes \alpha}_{b, e} (m \otimes n) = \varepsilon(h) \alpha(1) m \otimes n, \]
case (iii): $m \otimes n \in H_V \otimes H_b$

$$\text{Hol}^{\otimes \alpha}_{b,v}(m \otimes n) = \alpha(1)m \otimes n h,$$

$$\text{Hol}^{\otimes \alpha}_{b,v}(m \otimes n) = \varepsilon(h)(\alpha, n_{(2)})m \otimes n_{(1)},$$

$$\text{Hol}^{\otimes \alpha}_{b,v}(m \otimes n) = \varepsilon(h)\alpha(1)m \otimes n,$$

$$\text{Hol}^{\otimes \alpha}_{b,v}(m \otimes n) = \varepsilon(h)\alpha(1)m \otimes n, \quad \nu \in \{s, t, R, L\},$$

Note that the formulas for case (i) coincide with the formulas in Definition 4.1 for the triangle operators in a model without defects and boundaries. Definition 4.4 thus generalizes the triangle operators from Definition 4.1 for models without defects and boundaries. As in the model without defects, see Definition 4.2, we define the holonomies along simple paths $\rho$ by decomposing them into subpaths that form a left joint.

Definition 7.5. Let $\rho = \rho_1 \circ \rho_2$ a simple path in reduced form with $\rho_2 : s \to t^{n_2}$ and $\rho_1 : t^{n_1} \to u$ with $\eta_1, \eta_2 \in \{L, R\}$. Write $\beta := h \otimes \alpha \in D(H_b)^* \text{ and } \Delta_{D(H_b)^*}(\beta) = \beta_{(1)} \otimes \beta_{(2)}$. Then we define

$$\text{Hol}^\beta_{b,\rho}(m \otimes n) = \varepsilon(h)\alpha(1)m \otimes n \quad \nu \in \{s, t, R, L\},$$

By an argument that is fully analogous to the proof of Lemma 4.3 one shows that the resulting holonomy is independent of the decomposition of $\rho$ into subpaths $\rho_1, \rho_2$ in Definition 7.3. By considering vertex and face paths associated with sites in $\Gamma$, we can then define the associated vertex and face operators as the holonomies along these paths, thus generalizing Definition 4.4 for the model without defects and boundaries. We also associate generalized vertex and face operators to pairs of defect sites.

Definition 7.6. Let $\Gamma$ be a ribbon graph with defects and boundaries.

1. The vertex and face operator for a site $s$ in a bulk region $b$ are the linear maps

$$A^h_{b,s} = \text{Hol}^{h \otimes \varepsilon}_{b,v} : \mathcal{N} \to \mathcal{N} \quad \quad B^\alpha_{b,s} = \text{Hol}^{1 \otimes \alpha}_{b,f} : \mathcal{N} \to \mathcal{N}, \quad (7.5)$$

where $f$ and $v$ are the face and vertex path based at $s$ and $\alpha \otimes h \in D(H_b)$. We use the notation $BA^\otimes_{b,s} = B^\alpha_{s}A^h_{b,s} : \mathcal{N} \to \mathcal{N}$.

2. The vertex and face operator for a pair $(s_L, s_R)$ of defect sites in a defect line $d$ are

$$BA^h_{d,(s_L,s_R)} := BA^h_{d,s_L} \circ BA^k_{d,s_R} : \mathcal{N} \to \mathcal{N}, \quad (7.6)$$

where $h \otimes k \in D(H_{bL}) \otimes D(H_{bR})$.

An example of the action of a vertex and face operator at a defect vertex vertex is given in Figure 9.
Figure 9: Action of the vertex and face operator at a defect vertex.

Note that the first part of Definition 7.6 considers general sites of $\Gamma$, and just specifies the bulk region, in which they are located. This is not to be confused with the bulk sites from Definition 7.2. It follows directly from Definition 7.4 of the triangle operators and Definition 7.5 of the holonomies, that the vertex and face operators from Definition 7.6 reduce to the ones from Definition 4.4, whenever the site $s$ is a bulk site. Together with the definition of the extended space in (7.1) this yields the following example.

**Example 7.7.** If the ribbon graph $\Gamma$ only has a single bulk region and no defect or boundary lines, then the extended space, the vertex and face operators and the holonomies of the Kitaev model with boundaries and defects coincide with those of the Kitaev model without boundaries and defects.

After defining the the generalized vertex and face operators, we can now show that our model satisfies the condition (O1) and (O2) from Section 6:

**Proposition 7.8.** Let $s,t$ be sites in $\Gamma$, $b \in B$ a bulk region, $a \in A$ a boundary line adjacent to $b$ and $d \in D$ a defect line adjacent to $b$. Then

1. $BA_{b,s}: D(H_b) \otimes N \rightarrow N$ defines an action of $D(H_b)$, if $s$ is a bulk site in $b$, a boundary site in $a$ or a defect site in $b$.
2. $BA_{d,s_L,s_R}: D(H_{d_L}) \otimes D(H_{d_R}) \otimes N \rightarrow N$ defines an action of $D(H_{d_L}) \otimes D(H_{d_R})$, if $(s_L,s_R)$ is a pair of defect sites in $d$.

**Proof.** Proof of 1. For a bulk site or a boundary site $s$, the operators $A_{b,s}, B_{b,s}$ are defined identically to the ones of a Kitaev model without defects and boundaries. They thus define an action of $D(H_s)$, as proven in [BMCA]. The proof is analogous for defect sites $s$, as they only act on the defect edges and the bulk edges in $b$ (cf. Figure 9). The statement 2 follows as a corollary of 1 by using (7.6).

We also obtain a direct generalization of the second statement in Theorem 4.5 on the vertex and face operators of disjoint sites. An analogous result holds for pairs of defect sites at a defect vertex.

**Proposition 7.9.** Let $s,t$ be sites in bulk regions $b_s$ and $b_t$ and let $h \in D(H_{b_s}), k \in D(H_{b_t})$. Then $BA_{b_s,s}^h$ and $BA_{b_t,t}^k$ commute, if either

- $s$ and $t$ are disjoint sites.
• \((s, t)\) is a pair of defect sites.

**Proof.** The proof for the first case is analogous to the one for Kitaev models without defects and boundaries, see for instance [Me] Lemma 5.9. For the second case we note that for a pair of defect sites \((s, t)\) the map \(BA_{b,s}^k\) only acts on copies of \(H_{b_s}\) in the tensor product \(N = \otimes_{e \in E} H_e\), while \(BA_{b,t}^k\) only acts on copies of \(H_{b_t}\). They thus commute trivially. \(\square\)

We will now investigate how holonomies along permissible paths in the thickening of a ribbon graph with defects and boundaries generate and fuse excitations at their endpoints. The first step is to study the interaction of these holonomies with the vertex and face operators for sites at the endpoints of the path. This yields a direct generalization of Lemma 4.8 for models with defects. Just as Lemma 4.8 it shows that the action of its holonomy generates two inverse excitations at the endpoints of the path. This yields a direct generalization of Lemma 4.8 for models with defects.

**Corollary 7.10.** Let \(\rho : s_1^{\eta_1} \to s_2^{\eta_2}\) be a permissible path in the bulk region \(b\) and adjacent defects and boundaries. Then the identities from Lemma 4.8 hold, i.e. we have
\[
BA_{b,s_1}^k \circ Hol_{b,\rho}^{b,s_1} = Hol_{b,\rho}^{b,s_1} \circ BA_{b,s_1}^k, \quad \text{if } \eta_1 = R
\]
\[
BA_{b,s_1}^k \circ Hol_{b,\rho}^{b,s_1} = Hol_{b,\rho}^{b,s_1} \circ BA_{b,s_1}^k, \quad \text{if } \eta_1 = L
\]
\[
BA_{b,s_2}^k \circ Hol_{b,\rho}^{b,s_1} = Hol_{b,\rho}^{b,s_1} \circ BA_{b,s_2}^k, \quad \text{if } \eta_2 = L
\]
\[
BA_{b,s_2}^k \circ Hol_{b,\rho}^{b,s_1} = Hol_{b,\rho}^{b,s_1} \circ BA_{b,s_2}^k, \quad \text{if } \eta_2 = R.
\]

**Proof.** The proof is analogous to the proof of Lemma 4.8 since we can again write \(A_{b,s_1}^k\) and \(B_{b,s_1}^{\alpha}\) as holonomies along the face and vertex path of \(s_1\). These paths again form left and right joints with the holonomies. Applying (4.21) and (4.22) then produces the identities above. \(\square\)

Corollary 7.10 shows that the maps \(Hol_{b,\rho}^{b,s_1}\) for a simple path \(\rho\) do not satisfy the conditions (H2) and (H3) from Section 3 for paths that start or end at boundary or defect sites. This is not surprising, since in the definition of the holonomies we did not take into account the twists associated with defect and boundary components.

For instance, a path \(\rho : s_1^{\eta} \to s_2^{\eta}\) starting to the left of a boundary site \(s_1\) defines a module homomorphism \(D(H_b)^* \otimes N \to N\), where \(\otimes\) is the tensor product of \(D(H_b)\)-modules (cf. Corollary 4.10). Instead we require module homomorphisms \(D(H_b)^* \otimes_F N \to N\), where \(F\) is the twist at \(s_1\) and \(\otimes_F\) the tensor product of \(D(H_b)\)\(_F\)-modules.

By Proposition 2.8 the \(D(H_b)\)-modules \(D(H_b)^* \otimes N\) and \(D(H_b)^* \otimes_F N\) are isomorphic as \(D(H_b)\)-modules and the isomorphism is given by an action of the twist \(F\). For the holonomies, we have to use different twists for the cases where the path starts or ends at the left or right of a defect or boundary site. This is due to the fact that these cases are associated with four different \(D(H_b)\)-module structures on \(D(H_b)^* \otimes N\) that are given in Corollary 4.10. For each of these \(D(H_b)\)-module structures, there is a different isomorphism relating the tensor product to a twisted tensor product.

We start with paths that start or end at a boundary site. For this let \(\rho : s^\sigma \to t^\tau\) a permissible path with \(\sigma, \tau \in \{L, R\}\) that starts or ends in the boundary region labeled with the twist \(F\) of \(D(H_b)\) and denote \(F_L = F\) and \(F_R = F_{21} = F^{(2)} \otimes F^{(1)}\).

• If the starting site \(s^\sigma\) is boundary site, we define
\[
\varphi_{s^\sigma} : D(H_b)^* \otimes_F N \to D(H_b)^* \otimes N, \quad \alpha \otimes n \mapsto \left( F^{(-1)}_{\sigma} \triangleright \alpha \right) \otimes BA_{b,s}^{F^{(-2)}_{\sigma}}(n) \quad (7.11)
\]
• If the target site $t^\tau$, is a boundary site, we define

$$\psi_{t^\tau} : D(H_b)^* \otimes_F N \to D(H_b)^* \otimes N, \quad \alpha \otimes n \mapsto \left( \alpha < S \left( F^{(-1)}_\tau \right) \right) \otimes B A^{F_{\mathcal{G}^{(-1)}}}_{b,t} (n) \quad (7.12)$$

We now consider paths that start or end in a defect site. For this let $\rho : s^\sigma \to t^\tau$ a permissible path with $\sigma, \tau \in \{ L, R \}$ that starts or ends on a defect $d$ labeled with the twist $F$ of $D(H_{bdL}) \otimes D(H_{bdR})$. Then $s \in \{ s_L, s_R \}$, where $(s_L, s_R)$ is a pair of defect sites in $d$, or $t \in \{ t_L, t_R \}$ for a pair $(t_L, t_R)$ of defect sites in $d$. Abusing notation we write $\cdot$, $\cdot$ for the left and right coregular action of $D(H_{bdL}) \otimes D(H_{bdR})$ on the submodules $D(H_{bdL})^* \otimes 1, 1 \otimes D(H_{bdR})^* \subseteq D(H_{bdL})^* \otimes D(H_{bdR})^*$.

• If the starting site $s^\sigma$ is a defect site, we define

$$\varphi_{s^\sigma} : D(H_b)^* \otimes_F N \to D(H_b)^* \otimes N, \quad \alpha \otimes n \mapsto \left( F^{(-1)}_{\sigma} \triangleright \alpha \right) \otimes B A^{F_{\mathcal{G}^{(-2)}}}_{d,s_L,s_R} (n), \quad (7.13)$$

• If the target site $t^\tau$ is a defect site, we define

$$\psi_{t^\tau} : D(H_b)^* \otimes_F N \to D(H_b)^* \otimes N, \quad \alpha \otimes n \mapsto \left( \alpha < S \left( F^{(-1)}_\tau \right) \right) \otimes B A^{F_{\mathcal{G}^{(-2)}}}_{d,t_L,t_R} (n) \quad (7.14)$$

To a permissible path $\rho : s^\sigma \to t^\tau$ with $\sigma, \tau \in \{ L, R \}$ that starts or ends on a bulk site, we assign the identity morphism. More specifically

• If the starting site $s^\sigma$ is a bulk site, we set

$$\varphi_{s^\sigma} = \psi_{s^\sigma} = \text{id} : D(H_b)^* \otimes N \to D(H_b)^* \otimes N \quad (7.15)$$

• If the target site $t^\tau$ is a bulk site we set

$$\psi_{t^\tau} = \text{id} : D(H_b)^* \otimes N \to D(H_b)^* \otimes N. \quad (7.16)$$

We thus assigned different isomorphisms to all possible constellations of endpoints of permissible paths in $D(\Gamma)$. The twisted holonomy is then obtained by modifying the holonomy of a path $\rho$ by applying the isomorphisms associated with its starting and target end.

**Definition 7.11.** Let $\rho : s^\sigma \to t^\tau$ a permissible path in the bulk region $b$ with $\sigma, \tau \in \{ L, R \}$. The **twisted holonomy** along $\rho$ is the map

$$\overline{\text{Hol}}_{b,\rho} = \text{Hol}_{b,\rho} \circ (\varphi_{s^\sigma} \circ \psi_{t^\tau}) \quad (7.17)$$

**Example 7.12.** If $\rho : s^L \to t^R$, then

$$\overline{\text{Hol}}_{b,\rho} = \text{Hol}_{b,\rho} F^{(-1)}_{d-L} \ominus S \left( G^{(-2)} \right) B A^F_{s^L} B A^G_{t^R} \quad (7.18)$$

where either (i) $F$ is the twist at $s$ and $B A_s = B A_{b,s}$ if $s$ is a bulk or boundary site, or (ii) $F$ is the twist $F_d$ and $B A_s = B A_{d,s_L,s_R}$ if $s$ is a defect site in $d$, and similar for $B A_t$. If instead $\rho$ starts to the right of $s$, one has to exchange $F^{(-1)}$ and $F^{(-2)}$ and if $\rho$ ends to the left of $t$ one has to exchange $G^{(-1)}$ and $G^{(-2)}$ in (7.18).

It is clear from the definitions that the twisted holonomies along a path $\rho$ coincide with the untwisted ones whenever the path $\rho$ starts and ends at a bulk site.

We now give a counterpart of Corollary 4.9 for the **twisted** holonomies from Definition 7.11. It shows that the twisted holonomies generate excitations at the endpoints of the path $\rho$. If these sites already carry excitations, they are fused with the newly generated excitations. If the site in question is a boundary or defect site, then the fusion uses a twisted tensor product, i.e. the twisted holonomies satisfy the conditions (H1) to (H3) from Section 6.
Proposition 7.13. Let $\rho : s_1 \to s_2$ a permissible path between disjoint sites in a bulk region or adjacent defects and boundaries and denote $F$ the twist at $s_1$ and $G$ the twist at $s_2$. Then $\text{Hol}_{b,\rho}$ defines module homomorphisms
\begin{align*}
D(H_b)^* \otimes_F N_{s_1} &\to \mathcal{N}_{s_1} \quad \text{if } \rho \text{ starts to the left of } s_1 \\
D(H_b)^* \otimes_F \text{cop} \ N_{s_1} &\to \mathcal{N}_{s_1} \quad \text{if } \rho \text{ starts to the right of } s_1 \\
D(H_b)^{\otimes G} \mathcal{N}_{s_2} &\to \mathcal{N}_{s_2} \quad \text{if } \rho \text{ ends to the left of } s_2 \\
D(H_b)^{\otimes G} \mathcal{N}_{s_2} &\to \mathcal{N}_{s_2} \quad \text{if } \rho \text{ ends to the right of } s_2
\end{align*}

Here $\mathcal{N}_{s_i}$ is the extended space with the action defined by the site $s_i$, $D(H_b)^{\otimes G}$ is the vector space $D(H_b)^*$ with the left regular action of $D(H_b)$ and $D(H_b)^{\otimes G}$ is the vector space $D(H_b)^*$ with the left action of $D(H_b)$ defined by (2.20).

Proof. We prove the first statement for the case where $s_1$ is a boundary site and and $\rho$ starts to the left of $s_1$ and ends to the right of $s_2$. The other cases and the proof for defect sites is analogous. We compute
\begin{align*}
BA_{b,s_1}^h \circ \text{Hol}_{b,\rho} &\equiv BA_{b,s_1}^h \text{Hol}_{b,\rho}^F \equiv BA_{b,s_1}^h \text{Hol}_{b,\rho}^{(F^{-1})} \equiv BA_{b,s_1}^h \text{Hol}_{b,\rho}^{(F^{-1})h(F_1)} \\
&\equiv BA_{b,s_1}^h \text{Hol}_{b,\rho}^{(F^{-1})h(F_1)} \equiv BA_{b,s_1}^h \text{Hol}_{b,\rho}^{(F^{-1})h(F_1)} \equiv BA_{b,s_1}^h \text{Hol}_{b,\rho}^{(F^{-1})h(F_1)}(7.17)
\end{align*}

From this we conclude, that $\text{Hol}_{b,\rho}$ is a module homomorphism from $D(H_b)^* \otimes_F N_{s_1}$ to $N_{s_1}$. \hfill $\square$

7.3 Moving and braiding of excitations

The movement and braiding of excitations of the Kitaev model was first considered in [Ki] for the model based on the group algebra of a finite group. The article [BMCA] comments on the generalization to a finite-dimensional semisimple Hopf algebra $H$, but does not give a detailed and explicit description.

In this section we describe how to move and braid excitations in the Kitaev model with topological defects and boundaries based on semisimple finite-dimensional Hopf algebras. Our description is based on the rules for fusion and braiding of excitations in a Turaev-Viro TQFT with topological defects and boundaries from [FSV] outlined in Section 3 and translated into conditions for our model in Section 4. Our results also apply to a Kitaev model without defects and boundaries based on a semisimple finite-dimensional Hopf algebra, as this is just a special case (cf. Example 7.7).

Moving an excitation along a path $\rho : s_1 \to s_2$ in $D(\Gamma)$ in a bulk region $b$ from the site $s_1$ to $s_2$ should leave no excitation at the site $s_1$. Holonomies do not satisfy this condition, as they generate excitations at both endpoints of $\rho$. This is remedied by applying the Haar integrals of $D(H_b)$ and $D(H_b)^*$. When inserted into the holonomy along $\rho$, the Haar integral of $D(H_b)^*$ generates pairs of dual excitations at the sites $s_1$ and $s_2$ and fuses them with the existing excitations at these sites. The Haar integral of $D(H_b)$ then destroys the excitation at $s_1$ and moves it to $s_2$

Definition 7.14. Let $\rho : s_1 \to s_2^\eta$ a permissible path in the bulk region $b$ with $\eta \in \{L, R\}$, $F$ the twist at $s_2$ and $\lambda \in D(H_b)$, $f \in D(H_b)^*$ the Haar integrals of $D(H_b)$ and $D(H_b)^*$. The transport
operator is the linear map

\[ T_\rho : N \to N, \quad m \mapsto \mathcal{B}_{a,b}^{\lambda} \circ \text{Hol}^{(F(-2))}_{b,\rho} \circ \mathcal{B}_{a,b}^{F(-1)}(m), \quad \text{if } \eta = R \]  
\[ T_\rho : N \to N, \quad m \mapsto \mathcal{B}_{a,b}^{\lambda} \circ \text{Hol}^{(F(-1))}_{b,\rho} \circ \mathcal{B}_{a,b}^{F(-2)}(m), \quad \text{if } \eta = L \]

We now present a concrete example for the transport operator in a Kitaev model without defects and boundaries.

**Example 7.15.** Let \( \lambda \in H\), \( f \in H^* \) be the Haar integrals of \( H \) and \( H^* \) and consider the graph below with a single bulk region \( b \) and three edges, labeled with elements \( a, b, c \in H \). Then the transport operator can be computed by first applying the operator \( \text{Hol}^{\lambda \otimes f}_{\rho} \):

![Graph](image)

Applying the operators \( \mathcal{B}^{f}_{s_1} \) and \( \mathcal{A}^{\lambda}_{s_1} \) afterwards we obtain

\[ S(\lambda^{(1)})a \quad \quad f(\lambda^{(2)}c) \quad = \quad ca \quad \quad 1 \]

Here we used the identity \( f(\lambda^{(2)}c)S(\lambda^{(1)}) = c \), which can be derived from the properties of the Haar integrals \( \lambda \) and \( f \).

In the remainder of this section we prove that the transport operator satisfies the conditions (T1) and (T2) from Section 6. For this, we first show a useful commutation property of the transport operator and holonomies. Commuting the transport operator \( T_\rho \) with a holonomy along the path \( \gamma \) extends the path \( \gamma \) to \( \rho \circ \gamma \) - under suitable conditions on the paths.

**Lemma 7.16.** Let \( \rho : s_1 \to s_2 \), \( \gamma : s_0 \to s_1 \) and \( \rho \circ \gamma : s_0 \to s_2 \) be permissible paths between disjoint sites such that both \( \gamma \) and \( \rho \circ \gamma \) end to the right of a site and either (cf. Figure 10)

1. \( \rho \) starts to the left of \( s_1 \), or
2. \( (\gamma, \rho^{-1}) \prec \gamma \), or
3. \( \rho^{-1} \) is a subpath of \( \gamma \).

Denote \( F \) the twist at \( s_2 \). Then

\[ T_\rho \circ \text{Hol}^{\alpha \circ S(F(-2))}_{b,\gamma} \circ \mathcal{B}_{a,b}^{F(-1)} = \text{Hol}^{\alpha \circ S(F(-2))}_{b,\rho \circ \gamma} \circ \mathcal{B}_{a,b}^{F(-1)} \circ T_\rho \]
where we used the identity $\alpha(1) \otimes \alpha(2) = \alpha(1) \otimes (\alpha(2) \triangleleft k)$ in (\*) and the identity $(\text{id} \otimes S)(R) = R^{-1}$ in (**).

3. If $\rho^{-1}$ is a subpath of $\gamma$, then we have

$$\text{Hol}_{b,\rho}^{f \alpha S(h)} = \text{Hol}_{b,\rho}^{\alpha S(h)} \text{Hol}_{b,\rho}^{\alpha S(h)} = \text{Hol}_{b,\rho}^{\alpha S(h)} \text{Hol}_{b,\rho}^{\alpha S(h)}.$$
• Step 2: We use (7.26) to prove (7.25). For this, we have three cases, namely that $\rho$ is a left-right, right-right or right-left path. The case that $\rho$ is a left-left path does not arise, since this would imply that $\rho \circ \gamma$ ends to the left of a site, in contradiction to the assumptions. The other three cases correspond to case 1, 2, and 3, in Lemma 7.16 respectively, and are depicted in Figure 10.

1. If $\rho$ is a left-right path, we have

$$T_{\rho} \circ \text{Hol}_{b,\gamma}^{\alpha \in S(F^{(-2)})} BA_{b,s_1}^{F^{(-1)}}$$

2. If $\rho$ is a right-right path, we have

$$T_{\rho} \circ \text{Hol}_{b,\rho}^{\alpha \in S(F^{(-2)})} BA_{b,s_1}^{F^{(-1)}}$$

3. If $\rho$ is a right-left path, we have

$$T_{\rho} \circ \text{Hol}_{b,\rho \circ \gamma}^{\alpha \in S(F^{(-2)})} BA_{b,s_1}^{\gamma \circ S(F^{(-2)})} BA_{b,s_2}^{F^{(-1)}}$$

where we used the identity $h \triangleright f = f \triangleleft h$ for $h \in D(H_b)$ in (*).

2. and 3.: The computations for right-right and right-left paths are analogous. If $\rho$ ends to the left of $s_1$, one simply has to exchange $F^{(-4)}$ and $F^{(-3)}$ and use (4.30) instead of (4.31). If $\rho$ starts to the right of $s_1$, one has to use (4.28) instead of (4.29).

\[\square\]

The following proposition shows that the transport operator $T_{\rho}$ does indeed move excitations along a permissible path $\rho : s_1 \to s_2$ from $s_1$ to $s_2$. It fuses the excitations $M_1$ at $s_1$ and $M_2$ at $s_2$ via the (twisted) tensor product at the site $s_2$. In other words, $T_{\rho}$ satisfies condition (7.11) from Section 6. This result can also be seen as a counterpart of Proposition 7.13, which describes the fusion of the $D(H_b)$-module $D(H_b)^*$ with the excitation at $s_1$ by the holonomy along $\rho$.

**Proposition 7.17 (Fusion).** Let $\rho : s_1 \to s_2^\eta$ a permissible path between disjoints sites in a bulk region $b$ with $\eta \in \{L, R\}$ and denote $F$ the twist at the site $s_2$. Then $T_{\rho}$ induces a $D(H_b)$-linear map

$$T_{\rho} : N(s_1, M_1, s_2, M_2) \to N(s_1, C, s_2, M_2 \otimes_F M_1) \quad \text{if } \eta = R.$$  

$$T_{\rho} : N(s_1, M_1, s_2, M_2) \to N(s_1, C, s_2, M_1 \otimes_F M_2) \quad \text{if } \eta = L.$$  

(7.27) 

(7.28)

Here $M_1, M_2$ are $D(H_b)$-modules and $N(s_1, M_1, s_2, M_2)$ is defined as in (4.13).

**Proof.** We only prove the first claim as the second claim follows by analogous computation. In this case we need to show the two identities

$$BA_{b,s_1}^k \circ T_{\rho} = \varepsilon(k) T_{\rho}, \quad BA_{b,s_2}^k \circ T_{\rho} = T_{\rho} \circ BA_{b,s_2}^{k(F_1)} \circ BA_{b,s_1}^{k(F_2)}$$

for $k \in D(H)$, 

(7.29)
where $F \Delta F^{-1} : D(H) \to D(H) \otimes D(H)$, $k \mapsto k^{(F_1)} \otimes k^{(F_2)}$ is the twisted comultiplication. The first identity in (7.29) follows by direct computation:

$$BA_{b,s_1}^k \circ T_\rho \overset{7.29}{=} BA_{b,s_1}^k BA_{b,s_2}^\lambda \text{ Hol}_{b,\rho}^{\prec F^{-2}} BA_{b,s_2}^{F(-1)} = \varepsilon(k) BA_{b,s_1}^\lambda \text{ Hol}_{b,\rho}^{\prec F^{-2}} BA_{b,s_2}^{F(-1)} = \varepsilon(k) T_\rho$$

For the second identity in (7.29) we additionally assume that $\rho$ starts to the left of $s_1$ and ends to the right of $s_2$. In this case, we have

$$BA_{b,s_2}^k T_\rho \overset{7.29}{=} BA_{b,s_1}^k BA_{b,s_2}^\lambda \text{ Hol}_{b,\rho}^{\prec S(k(F_2)) F^{-2}} BA_{b,s_2}^{F(-1) k(F_1)} = BA_{b,s_1}^\lambda \text{ Hol}_{b,\rho}^{\prec S(k(F_2)) F^{-2}} BA_{b,s_2}^{F(-1) k(F_1)}$$

$$= BA_{b,s_1}^\lambda \text{ Hol}_{b,\rho}^{\prec S(k(F_2)) F^{-2}} BA_{b,s_1}^{k(F_2)} BA_{b,s_2}^{k(F_1)}$$

$$= BA_{b,s_1}^\lambda \text{ Hol}_{b,\rho}^{\prec S(F^{-2}) k(F_1)} BA_{b,s_2}^{k(F_2)} = BA_{b,s_1}^{k(F_1)} BA_{b,s_2}^{k(F_2)} = T_\rho BA_{b,s_2}^{k(F_1)} BA_{b,s_2}^{k(F_2)}.$$}

In (*) we have used the identity

$$f \prec S(h) = \langle f(1), S(h)) f(2) = \langle f(2), S(h)) f(1) = S(h) \triangleright f \quad \text{for } h \in D(H)$$

which follows from the cyclicity of the Haar integral $f$. The proof for the case, where $\rho$ starts to the right of $s_1$, is analogous, but uses identity (7.7) instead of (7.8). The same holds for the case, where $\rho$ ends to the right of $s_2$, but with (7.9) instead of (7.10). \hfill \Box

We now show that the fusion of multiple excitations satisfies an associativity condition. This associativity reflects the associativity of the tensor product of $D(H_b)$-modules. For three $D(H_b)$-modules $M_1, M_2, M_3$, the two tensor products $(M_1 \otimes M_2) \otimes M_3$ and $M_1 \otimes (M_2 \otimes M_3)$ coincide as $D(H_b)$-modules. In the Kitaev model, we have two ways of fusing three excitations of type $M_1, M_2, M_3$ in the bulk region $b$ into an excitation of type $M_1 \otimes M_2 \otimes M_3$, as shown in Figure 11.

![Figure 11](image-url)

Figure 11: The two ways of fusing three bulk excitations $M_1, M_2, M_3$. 
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As the tensor product of $D(H_b)$-modules is associative, these two procedures must coincide, i.e. define the same map $N \to N$. If all three excitations are in a defect line or a boundary line, the same condition should hold after replacing the tensor product $\otimes$ with a twisted tensor product $\otimes^F$. If the excitations $M_1$ and $M_2$ are in the bulk and $M_3$ is in an adjacent boundary or defect line, then we again have two ways of fusing the excitations illustrated by Figure 12.

The two $D(H_b)$-modules $(M_1 \otimes M_2) \otimes^F M_3$ and $M_1 \otimes^F (M_2 \otimes^F M_3)$ are isomorphic with an isomorphism given by the action of the twist $F$ from (2.16) on $M_1$ and $M_2$. The two procedures in Figure 12 should therefore coincide up to a twist acting on $M_1$ and $M_2$. The following proposition shows that the transport operator $T_\rho$ indeed fulfills this associativity condition:

**Proposition 7.18 (Associativity).** Let $\gamma : s_0 \to s_1, \rho : s_1 \to s_2$ be permissible paths satisfying the conditions of Lemma 7.16. Denote by $F$ the twist at $s_2$ and by $G$ the twist at $s_1$ and let either $F = G$ or $G$ trivial. Then we have

$$T_{\rho \circ \gamma} \circ T_\rho = T_\rho \circ T_\gamma$$  \hspace{1cm} (7.30)

$$T_{\rho \circ \gamma} \circ T_\rho = T_\rho \circ T_\gamma \circ BA_{b,s_0}^{F(-2)} \circ BA_{b,s_1}^{F(-1)}$$  \hspace{1cm} (7.31)

**Proof.** For $F = G$ we show the claim by direct computation

$$T_\rho \circ T_\gamma = T_{\rho \circ \gamma} \circ T_\rho \circ BA_{b,s_0}^{\lambda} \circ \text{Hol}_{b,\gamma}^{f \leq S(F(-2))} \circ BA_{b,s_1}^{F(-1)} = T_\rho \circ T_\gamma \circ BA_{b,s_0}^{\lambda} \circ \text{Hol}_{b,\gamma}^{f \leq S(F(-2))} \circ BA_{b,s_1}^{F(-1)}$$  \hspace{1cm} (7.23)

$$T_{\rho \circ \gamma} \circ T_\rho = T_\rho \circ T_\gamma \circ BA_{b,s_0}^{F(-2)} \circ BA_{b,s_1}^{F(-1)}$$  \hspace{1cm} (7.24)

For $G$ trivial we first assume that $\gamma$ starts to the left of $s_0$ and compute

$$T_{\gamma} \circ BA_{b,s_0}^{F(-2)} \circ BA_{b,s_1}^{F(-1)} = BA_{b,s_0}^{\lambda} \circ \text{Hol}_{b,\gamma}^{f \leq S(F(-2))} \circ BA_{b,s_1}^{F(-1)}$$  \hspace{1cm} (7.25)

$$= BA_{b,s_0}^{\lambda} \circ \text{Hol}_{b,\gamma}^{f \leq S(F(-2))} \circ BA_{b,s_1}^{F(-1)}$$  \hspace{1cm} (7.26)

$$= BA_{b,s_0}^{\lambda} \circ \text{Hol}_{b,\gamma}^{f \leq S(F(-2))} \circ BA_{b,s_1}^{F(-1)}$$  \hspace{1cm} (7.27)

$$= BA_{b,s_0}^{\lambda} \circ \text{Hol}_{b,\gamma}^{f \leq S(F(-2))} \circ BA_{b,s_1}^{F(-1)}$$  \hspace{1cm} (7.28)
When fusing two excitations $M_1, M_2$ with $T_\rho$ into an excitation $M_1 \otimes F M_2$, the order of $M_1$ and $M_2$ in the tensor product depends on whether $\rho : s_1 \to s_2$ ends to the left or the right of $s_2$ (cf. Proposition 7.17). The two $D(H_b)$-modules $M_1 \otimes M_2$ and $M_2 \otimes M_1$ are related by the braiding of $D(H_b)\text{-}\text{Mod}$. The following proposition shows that the transport operator satisfies condition (T2) from Section 6. In other words, for every permissible path $\rho : s_1 \to s_2^R$ in a bulk region, there is a canonical path $\rho' : s_1 \to s_2^L$, obtained by composing $\rho$ with a face path, such that the maps $T_\rho$ and $T_\rho'$ are also related by that braiding. If $s_2$ is a defect or boundary site, then they instead are related by a twisted braiding.

**Proposition 7.19** (Braiding). Let $\rho : s_1^L \to s_2^R$ a permissible path in $b, f$ the face path of $s_2$, $F$ the twist at $s_2$ and $R_F \in D(H_b) \otimes D(H_b)$ the twisted $R$-matrix of $D(H_b)$ from (2.15). Then we have

$$T_{f^{-1} \rho} = T_\rho \circ B_{b,s_1}^{R_F(2)} \circ B_{b,s_2}^{R_F(1)}$$

(7.33)

**Proof.** We denote the $R$-matrix of $D(H_b)$ by $R = \varepsilon \otimes \varepsilon \otimes X \otimes 1$. We then show the claim by direct computation:

$$T_\rho \circ B_{b,s_1}^{R_F(2)} \circ B_{b,s_2}^{R_F(1)}$$

(7.3)

$$BA_{b,s_1}^{(2)} \text{Hol}_{b,\rho}^f \circ S(F(2)) \circ BA_{b,s_2}^{(2)} \circ BA_{b,s_1}^{(1)} \circ BA_{b,s_2}^{(1)}$$

(7.23)

$$BA_{b,s_1}^\lambda \text{Hol}_{b,\rho}^f \circ S(F(2)) \circ BA_{b,s_2}$$

(2.15)

$$BA_{b,s_1}^\lambda \text{Hol}_{b,\rho}^f \circ S(F(1)) \circ BA_{b,s_2}$$

(2.5)

$$BA_{b,s_1}^\lambda \text{Hol}_{b,\rho}^f \circ S(\varepsilon \otimes x) \circ BA_{b,s_2}$$

(7.4)

$$BA_{b,s_1}^\beta \circ \text{Hol}_{b,\rho}^f \circ S(F(-1)) \circ BA_{b,s_2}$$

(7.7)

where we used the identity $h \triangleright f = f \triangleleft h$ for $h \in D(H_b)$ in (*). If $\gamma$ starts to the right of $s_0$, the identity (7.32) follows analogously, but we have to use (7.7) instead of (7.7). Inserting (7.32) into the right hand side of (7.31), we obtain the second term of the proof of the case $F = G$. Proceeding identically, we then obtain (7.31).

$$\Box$$
7.4 Transparent defects

In this section we show that the Kitaev model without defects arises as a special case of the model with defects, if one considers defects labeled with trivial defect data, called transparent defects in the following. These are defects between two bulk regions labeled with the same Hopf algebra $H$, that are decorated with trivial defect data, namely the twist from Example 2.10 that relates the Drinfel’d double of a factorizable Hopf algebra $K$ to the tensor product Hopf algebra $K \otimes K$.

**Definition 7.20.** A transparent defect is a defect $d$ between bulk regions $b_{dL}, b_{dR}$ such that

1. the bulk regions $b_{dL}, b_{dR}$ are labeled with the same Hopf algebra $H = H_{b_{dL}} = H_{b_{dR}}$,
2. the defect $d$ is labeled with the twist of $D(H) \otimes D(H)$ from Example 2.10 for $K = D(H)$.

We now show that the extended space of the model with a transparent defect and of the model without the defects are related by a module homomorphism for the action defined by any site of the graph except the defect sites. For this, we consider the Kitaev models with defects and boundaries related by removing a defect line $d$ labeled with transparent defect data.

Removing such a transparent defect line involves two steps: (i) modifying the underlying ribbon graph $\Gamma$ to obtain a graph $\Gamma'$, (ii) applying a linear map $R: \mathcal{N} \rightarrow \mathcal{N}'$ from the extended space $\mathcal{N}$ for $\Gamma$ to the extended space $\mathcal{N}'$ of $\Gamma'$. The modified graph $\Gamma'$ is the ribbon graph with defects and boundaries obtained by removing the defect line $d$ and all the edges of the associated cyclic subgraph $\Gamma_d$, but not its vertices, and by identifying the bulk regions $b_{dL}$ and $b_{dR}$.

We consider the linear map $R: \mathcal{N} \rightarrow \mathcal{N}'$ that acts on the tensor factors of $H \otimes H$ for edges of $d$ by

$$m \otimes n \mapsto f(mS(n)) \quad (7.34)$$

and as the identity map on the tensor factors associated to other edges, see Figure 13.

![Figure 13: Removing a defect](image)

It is clear from this definition that $R$ commutes with the holonomies along all paths $\rho$ in $D(\Gamma)$ that do not traverse edges of $\Gamma_d$. In particular, $R$ is a module homomorphism with respect to the $D(H_b)$-module structures and $D(H_{b_{dL}}) \otimes D(H_{b_{dR}})$-module structures from Proposition 7.8 that are associated with sites that are disjoint to all sites in $d$.

We now consider a pair of defect sites $(s_L, s_R)$ in $d$. Removing the defect turns $(s_L, s_R)$ into a single site $s \in \Gamma'$, as shown in Figures 14 and Figure 16. The pair $(s_L, s_R)$ is associated with the $D(H)$-action on $\mathcal{N}$ from Proposition 7.8, 2. defined by

$$BA_{d,s_L,s_R}^{(1)\otimes(2)} : \mathcal{N} \rightarrow \mathcal{N} \quad \text{for } t \in D(H),$$

(7.35)
see Figure 14 and Figure 15 for a concrete example. The bulk site $s \in \Gamma'$ is associated with $D(H)$-action on $\mathcal{N}'$ from Proposition 7.8, defined by

$$BA_{s,t} : \mathcal{N}' \to \mathcal{N}'$$ \quad \text{for} \quad t \in D(H), \quad (7.36)$$

for a concrete example, see Figure 16. It turns out that the map $\mathcal{R} : \mathcal{N} \to \mathcal{N}'$ from (7.34) is a module homomorphism, when $\mathcal{N}$ and $\mathcal{N}'$ are equipped with these two actions.

Figure 14: $H$-action defined by a vertex and face operator at a transparent defect

Figure 15: $H^*$-action defined by a vertex and face operator at a transparent defect.
We now show the claim for the example from Figure 13. We start by computing

\[ A^\alpha \otimes h \]

Applying the map

\[ R \]

Using the formulas from Figure 14 and 15 we obtain:

\[ (\alpha, h(4)f(2)n(2)m(2)k(2)g(2)S(e(1))S(h(1))) \]

Figure 16: \( D(H) \)-action defined by a vertex and face operator in the bulk after removing the defect line.

**Proposition 7.21.** The map \( R : \mathcal{N} \to \mathcal{N'} \) is a \( D(H) \)-module homomorphism with respect to the \( D(H) \)-actions defined by (7.35) and (7.36):

\[ R \circ B^t = B^t \circ R. \]

**Proof.** For \( t = \alpha \otimes h \in D(H) \) we have

\[ B^t = B_{\mathcal{N}_{\mathcal{N}'}} \circ B_{\mathcal{N}_{\mathcal{N}'}} \circ B_{\mathcal{N}_{\mathcal{N}'}} \circ B_{\mathcal{N}_{\mathcal{N}'}} \circ B_{\mathcal{N}_{\mathcal{N}'}} (a \otimes b \otimes c \otimes d \otimes e \otimes f \otimes g \otimes k \otimes m \otimes n) \]

We now show the claim for the example from Figure 13. We start by computing \( R \circ B^t \).

Using the formulas from Figure 14 and 15 we obtain:

\[ B^t = B_{\mathcal{N}_{\mathcal{N}'}} \circ B_{\mathcal{N}_{\mathcal{N}'}} \circ B_{\mathcal{N}_{\mathcal{N}'}} (a \otimes b \otimes c \otimes d \otimes e \otimes f \otimes g \otimes k \otimes m \otimes n) \]

\[ (\alpha, h(4)f(2)n(2)m(2)k(2)g(2)S(e(1))S(h(1))) \]

Applying the map \( R \) to this expression yields

\[ R \circ B^t \]

\[ = (\alpha, h(4)f(2)n(2)m(2)k(2)g(2)S(e(1))S(h(1))) \cdot (f, h(3)aS(h(6)b)) \]

\[ = (\alpha, h(6)f(2)n(2)m(2)k(2)g(2)S(e(1))S(h(1))) \cdot (f, h(3)aS(b)) \]
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Applying with transparent defects and the model without defects suggests a definition for the protected space. The last result shows how we regain the Kitaev model without defects from a model that only has transparent defects, where we have two defect edges at the vertex which are still labeled with elements $a \otimes b, c \otimes d \in H \otimes H$. The result of applying the operator $BA_s^* \circ R$ instead is given in Figure 16. Comparing (7.38) to this result we find both terms to be identical. This shows that $R$ is a $D(H)$-module homomorphism in this example. The proof for a pair of defect sites in a general graph is analogous. In the general case, we may have a different number of edges at the vertex and the two faces of $s_L$ and $s_R$. Still, we have two defect edges at the vertex which are still labeled with elements $a \otimes b, c \otimes d \in H \otimes H$. Applying $BA_{d,s_L,s_R}^{(1)\otimes l(2)}$ we obtain the following term

$$BA_{d,s_L,s_R}^{(1)\otimes l(2)} (a \otimes b \otimes c \otimes d \otimes \cdots) = \langle \alpha, h_{(n_{\text{max}})} \cdots d(2)S(c(1)) \cdots S(h(1)) \rangle \cdot h_{(n)}a \otimes h_{(n+3)}b \otimes c(2)S(h_{(n+1)}) \otimes d(1)S(h_{(n+2)}) \otimes \cdots$$

where $n \in \mathbb{N}$ depends on the number of edges at the vertex of $(s_L, s_R)$ and $\cdots$ stands for terms coming from the other edges at the faces and vertices. Applying $R$ and proceeding analogously to the example, the terms coming from the defect edges cancel. The result again coincides with the one obtained by computing $BA_s^* \circ R$.

In this article we have constructed a Kitaev model with topological boundaries and defects which satisfies the axioms (1) to (2) from Section 6 that are the counterparts of conditions postulated in [FSV] for a Turaev-Viro TQFT with topological boundaries and defects. The vertex and face operators at a site define a representation of a Drinfeld double $D(H)$ on the extended space $\mathcal{N}$. This in turn allows us to define excitations and we can generate, move, fuse and braid these excitations by using (twisted) holonomies and the transport operator. The rules governing these operations are the Hopf algebraic counterpart of the categorical rules for Turaev-Viro TQFTs from [FSV]. The last result shows how we regain the Kitaev model without defects from a model that only has transparent defects.

Our construction suggests multiple questions for further research. The relation between the model with transparent defects and the model without defects suggests a definition for the protected space of our model. It is plausible that this would define a topological invariant and coincide with the one from the Kitaev model without defects for a model with only transparent defects. It would also be interesting to give an additional extension of our model with codimension-two defects between different defect lines and to investigate the passage of excitations through defect lines.

It would also be interesting to compare our models with Kitaev models with other, not necessarily topological, types of defects such as the ones in [BD, KK] or the defects based on bicomodule algebras in [Ko]. While some of these models admit more general defect data, the interaction of defects with excitations is not investigated there, and the works [KK, Ko] do not derive transport, fusion or braiding operators that allow one to investigate the behavior of excitations.

It would also be interesting to compare our construction with models inspired by TQFTs with defects that investigate mapping class group action such as [FSS].
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