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Abstract

Efficient constructions for quantum logic are essential since quantum computation is experimentally challenging. This thesis develops quantum logic synthesis as a paradigm for reducing the resource overhead in fault-tolerant quantum computing. The model for error correction considered here is the surface code. After developing the theory behind general logic synthesis, the resource costs of magic-state distillation for the $T = \exp(i\pi(I - Z)/8)$ gate are quantitatively analyzed. The resource costs for a relatively new protocol distilling multi-qubit Fourier states are calculated for the first time. Four different constructions of the fault-tolerant Toffoli gate, including two which incorporate error detection, are analyzed and compared. The techniques of logic synthesis reduce the cost of fault-tolerant quantum computation by one to two orders of magnitude, depending on which benchmark is used.

Using resource analysis for $T$ gates and Toffoli gates, several proposals for constructing arbitrary quantum gates are compared, including “Clifford+$T$” sequences, $V$-basis sequences, phase kickback, and programmable ancilla rotations. The application of arbitrary gates to quantum algorithms for simulating chemistry is discussed as well. Finally, the thesis examines the techniques which lead to efficient constructions of quantum logic, and these observations point to even broader applications of logic synthesis.
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Chapter 1

Introduction to Quantum Computing

Quantum computing is a research field that promises to solve problems that normal computers cannot, using quantum physics. The notion of a powerful computer built on the esoteric rules of quantum mechanics sounds like an idea from science fiction, and the field has generated considerable interest in technical communities and the general public. However, quantum computing is built on very sound principles. There is ample theoretical analysis that shows the concept is viable, under the right conditions [1–3]. Furthermore, intense experimental work is steadily improving the reliability of quantum hardware [4–6]. Quantum computing is not science fiction, and the best evidence for this assertion is that the future of the field is not novel discoveries in physics, but rather steady advances in engineering.

The topic of this thesis is quantum logic synthesis. This is just one component of designing a quantum computer, but I will argue several times that it is a very important component. Logic synthesis is concerned with arranging the instructions in a quantum computer to minimize resource costs, such as number of quantum bits ("memory") and gates ("calculations"). Based on current understanding of experimental hardware, error correction will be the most costly feature of a quantum computer, and logic synthesis will play a crucial role in managing these costs.

As an introduction to the subject, this chapter gives a high-level overview of
quantum computing. I start with applications, just to show why the field has attracted the attention of so many. The next section gives a basic primer on quantum bits, gates, and measurement. The last section covers the greatest challenge for quantum information, noise and errors. For a more comprehensive introduction, I refer the reader to Ref. [7].

1.1 Applications of Quantum Computing

Quite a few applications for quantum computers have been identified. A website maintained by Stephen Jordan has the most comprehensive list that I have seen ("Quantum Algorithm Zoo," [8]), which currently counts 50 different algorithms. The performance advantage for each over a classical computer varies, from polynomial to exponential to unknown. Some applications are very general, while others address narrowly defined problems. This section discusses just a handful of these algorithms, the ones which I think will have the greatest impact.

Shor’s integer-factoring algorithm [9] is one of the oldest and most widely known applications of quantum computing. Due to the connection to RSA cryptography [10], the integer factoring problem was already a problem of considerable interest to computer science. The heart of the matter is that multiplication of integers is computationally efficient (polynomial-bounded time and space complexity), but no efficient method in classical computing is known to decompose an integer into its prime factors. For some time, the digital security firm RSA Security (founded by the creators of the protocol) held an open challenge to factor numbers typical of the RSA protocol [11]. In this case, the number to be factored is $N = pq$, where $p$ and $q$ are prime numbers, typically both very large in size (e.g. around 1000 bits). Shor’s algorithm demonstrates that quantum computers can factor such a number in polynomial-bounded time and space. Nevertheless, the computation is rather complex when error correction is included, requiring perhaps millions of qubits and billions of gates [12–14].

Simulating quantum physics is another problem ideal for quantum computers [15, 16]. In this application, the state of a quantum system is encoded into quantum
bits, and the time evolution of this state is reproduced in simulated time using quantum gates. Many useful quantities can be calculated, such as energy eigenvalues and chemical reaction rates [17]. Simulation algorithms will be examined in more detail in Chapter 8. Multiple forms of encoding are possible, and the choice has consequences for the way logic is synthesized. More recently, a closely related linear systems algorithm has been proposed [18], which may have promising applications like solving partial differential equations for electromagnetic scattering [19].

In these and other cases, the quantum computer solves a particular computational task better than a conventional computer. Even in doing so, the quantum computer requires substantial classical computing support for pre- and post-processing, as well as managing the considerable task of quantum error correction [20, 21]. For these reasons, quantum computers are appropriately viewed as “co-processors” that perform specialized tasks in a classical-quantum hybrid computing environment.

1.2 Quantum States, Operations, and Measurement

The information states in a quantum computer are normalized, complex-valued vectors. The elements of each such vector correspond to the projection into a basis. The most common basis will be the “computational basis”, which is spanned by binary values. For example, a single quantum bit, or qubit, is a superposition of the states $|0\rangle$ and $|1\rangle$ (the “ket” notation is a convention for identifying states). Quantum states must be normalized, so an arbitrary qubit state can be specified by

$$|\psi\rangle = \alpha|0\rangle + \beta|1\rangle,$$

subject to the constraint that

$$|\alpha|^2 + |\beta|^2 = 1.$$  \hspace{1cm} (1.2)

Normalization ensures that, for measurement processes, the sum of probabilities for all outcomes sums to one. Quantum states can consist of multiple qubits. Furthermore,
"global phase," which is a scalar $e^{i\phi}$ coefficient to any state, is meaningless in quantum mechanics. In general, the possible $n$-qubit states span a basis of dimension $2^n$, with the additional degrees of freedom of allowing complex amplitudes. For simplicity, states consisting of multiple qubits use abbreviated state notation, such as $|1\rangle \otimes |0\rangle \otimes |1\rangle \equiv |101\rangle$.

Some notational shorthand will be used throughout this thesis. The Pauli spin operators, which are used to define operations on a qubit, will be denoted as $X \equiv \sigma^x$, $Y \equiv \sigma^y$, and $Z \equiv \sigma^z$. Similarly, $I$ is the identity operator, with dimensionality appropriate for its context. As an example, one might write the projector onto the $|0\rangle$ state as $|0\rangle\langle 0| = \frac{1}{2}(I + Z)$, where $I$, like $Z$, has dimension two.

The state of a quantum system is modified using gates. Each gate $U$ is unitary operator, meaning $U^\dagger U = I$, where $^\dagger$ denotes conjugate transpose (Hermitian adjoint). One example is $X = |0\rangle\langle 1| + |1\rangle\langle 0|$. When applied to a state, each righthand "bra" such as $\langle 0|$ combines with a ket to form an inner product, which is a scalar-valued quantity. For example, $\langle 0|0\rangle = 1$, because the bra and ket vectors are parallel. Likewise, $\langle 1|0\rangle = 0$, because the two unit vectors are orthogonal. As a result, the action of $X$ on $|0\rangle$ is $X|0\rangle = (|0\rangle\langle 1| + |1\rangle\langle 0|)|0\rangle = |0\rangle(\langle 1|0\rangle) + |1\rangle(\langle 0|0\rangle) = |1\rangle$.

A sequence of gates is often illustrated with a "circuit diagram," as shown in Fig. 1.1. Operations read left to right in time, so first an $X$ gate flips the state of the top qubit, then a controlled-NOT (CNOT) gate will apply $X$ to the bottom qubit if the first is $|1\rangle$, otherwise it does nothing. The CNOT is a two-qubit gate, meaning that it couples the state of two qubits. The output state is $|11\rangle$.

In addition to gates, quantum computation also relies on measurement to reveal
the underlying state. However, the superposition nature of quantum states means that there is no single basis in which to measure states. This thesis will only consider strong projective measurements, where the measurement process projects the quantum system into one of several orthogonal states. This can be described using projectors, such as $P_a = |a\rangle\langle a|$. A complete measurement basis is defined by the set $\{P_i\}$ such that $\sum_i P_i = I$. For some state $|\psi\rangle$, the probability of measuring outcome $a$ and projecting the system into $|a\rangle$ is given by $\langle \psi | P_a | \psi \rangle$. The state after measurement result $a$ is determined by

$$|a\rangle = e^{i\phi} \frac{P_a |\psi\rangle}{\sqrt{\langle \psi | P_a | \psi \rangle}},$$

(1.3)

which is known as the projection postulate of quantum mechanics (as noted above, the complex phase here has no effect). Informally, the system becomes consistent with the observed measurement. Frequently, measurement bases are those of Pauli operators, which play an important role in error correction [7, 22]. For example, the computational basis is $P_0 = \frac{1}{2}(I + Z)$ and $P_1 = \frac{1}{2}(I - Z)$. This common measurement operation will be denoted $M_Z$.

In addition to gates and measurement, one must be able to initialize to a well-defined quantum state. The reason for saving this process for last is that initialization and measurement are dual operations. They are both non-unitary with respect to the logical space of computable states. Furthermore, the measurement process can be used to perform initialization, using the projection postulate of quantum mechanics. Other methods, such as cooling the system to a ground state, are also used in practice.

### 1.3 Noise and Decoherence

Quantum operations are not perfect. Gates will probabilistically introduce errors, and even idle qubits will experience “decoherence,” disturbance from the original state due to interactions with the environment. In all hardware platforms considered so far, the error rates are so high as to make error correction mandatory for reliable computing. Error correction will be the subject of later chapters, so I will just briefly review quantum errors here.
In general, an error is any change in the state of a quantum system that is not perfectly known by the system controller. Errors are modeled with a quantum distribution known as a density matrix. Previously, I introduced vectors like $|0\rangle$ that are “pure” states, having no error and being perfectly defined. A density matrix is a probability-weighted distribution of pure states, which gives the likelihood of the system being in each of those states. For example, $\rho = 0.9|0\rangle\langle 0| + 0.1|1\rangle\langle 1|$ is “mixed” state for a system with 90% probability of being $|0\rangle$. The normalization for a density matrix is having a trace (sum of diagonal entries) of one: $\text{tr}(\rho) = 1$.

Density matrices are useful for modeling quantum noise. Imagine one starts in the pure state $|+\rangle = (1/\sqrt{2})(|0\rangle + |1\rangle)$, and this state experiences dephasing noise, which is a positive probability of the phase being flipped by operator $Z$. Consider the dephasing channel $D(\rho) = 0.9\rho + 0.1Z\rho Z$. The initial density matrix is

$$|+\rangle\langle +| = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}. \tag{1.4}$$

After dephasing, the state is

$$D(|+\rangle) = \frac{1}{2} \begin{bmatrix} 1 & 0.8 \\ 0.8 & 1 \end{bmatrix}. \tag{1.5}$$

If the qubit continues to dephase through $t$ such time intervals, the state is

$$D^{(t)}(|+\rangle) = \frac{1}{2} \begin{bmatrix} 1 & 0.8^t \\ 0.8^t & 1 \end{bmatrix}, \tag{1.6}$$

where it becomes clear that dephasing is damping the off-diagonal terms of the density matrix. In the limit $t \to \infty$, dephasing turns the quantum state into an evenly mixed distribution of states $|0\rangle$ and $|1\rangle$. Because phase is critically important to most quantum algorithms, this type of error will corrupt data.

A dephasing event can be modeled with the probabilistic application of operator
Another common error channel is the depolarizing channel, 

\[
E(\rho) = (1 - \epsilon)\rho + (\epsilon/3)(X\rho X + Y\rho Y + Z\rho Z)
\]  

(1.7)

which applies one of the Pauli errors with probability \( \epsilon/3 \) each, for total probability of error \( \epsilon \). Viewing error events this way avoids the need to explicitly write density matrices, allowing one to analyze error correction without knowing the underlying state. At an abstract level, error correction will act as a filter to catch these errors by performing measurements which reveal what error (if any) has occurred to the system. This technique will be used often in Chapters 5–7.
Quantum computing as an engineering discipline is still in its infancy. Although the physics is well understood, developing devices which compute with quantum mechanics is technologically daunting. While experiments to date manipulate only a handful of quantum bits [4], this chapter considers what effort is required to build a large-scale quantum computer. One must consider the faulty quantum hardware, with errors caused by both the environment and deliberate control operations; when error correction is invoked, classical processing is required; constructing arbitrary gate sequences from a limited fault-tolerant set requires special treatment, and so on. Quantum computer architecture, the subject of this chapter, is a framework to address the complete challenge of designing a quantum computer.

This chapter provides an overview of the steps for designing a quantum computer, and it is based on Ref. [13]. The chapter concludes with resource estimates for large-scale quantum computation. Although they were the best estimates when Ref. [13] was published, the logic being used was not optimized. The daunting numbers, such as $\sim 100$ million qubits, serve as a pretext for why resource-reduction techniques through logic synthesis, the subject of this thesis, are so important.
2.1 Layered Architecture Overview

Many researchers have presented and examined components of large-scale quantum computing. This chapter considers how these components may be combined in an efficient design, and later chapters introduce methods to improve the quantum computer. This engineering pursuit is quantum computer architecture, which is developed here in layers. An architecture decomposes complex system behaviors into a manageable set of operations. A layered architecture does this through layers of abstraction where each embodies a critical set of related functions. Each ascending layer brings the system closer to an ideal quantum computing environment by suppressing errors and hiding implementation details not needed elsewhere. This section reviews the field of quantum computer architecture, then discusses the layered architecture of Ref. [13].

2.1.1 Prior Work on Quantum Computer Architecture

Many different quantum computing technologies are under experimental investigation [4], but for each a scalable system architecture remains an open research problem. Since DiVincenzo introduced his fundamental criteria for a viable quantum computing technology [23] and Steane emphasized the difficulty of designing systems capable of running quantum error correction (QEC) adequately [24–26], several groups of researchers have examined the architectural needs of large-scale systems [27, 28]. As an example, small-scale interconnects have been proposed for many technologies, but the problems of organizing subsystems using these techniques into a complete architecture for a large-scale system have been addressed by only a few researchers. In particular, the issue of heterogeneity in system architecture has received relatively little attention.

The most important subroutine in fault-tolerant quantum computers considered thus far is the preparation of ancilla states for fault-tolerant circuits, because very many ancillas are required [12–14]. Taylor et al. proposed a design with alternating “ancilla blocks” and “data blocks” in the device layout [29]. Steane introduced the idea of “factories” for creating ancillas [24], as examined later in this chapter.
Isailovic et al. [12] studied this problem for ion trap architectures and found that, for typical quantum circuits, approximately 90% of the quantum computer must be devoted to such factories in order to calculate “at the speed of data,” or where ancilla-production is not the rate-limiting process. The results in this chapter are in close agreement with this estimate. Metodi et al. also considered production of ancillas in ion trap designs, focusing instead on a 3-qubit ancilla state used for the Toffoli gate [30], which is an alternative pathway to a universal fault-tolerant set of gates.

Some researchers have studied the difficulty of moving data in a quantum processor. Kielpinski et al. proposed a scalable ion trap technology utilizing separate memory and computing areas [31]. Because quantum error correction requires rapid cycling across all physical qubits in the system, this approach is best used as a unit cell replicated across a larger system. Other researchers have proposed homogeneous systems built around this basic concept. One common structure is a recursive H tree, which works well with a small number of layers of a Calderbank-Shor-Steane (CSS) code, targeted explicitly at ion trap systems [32, 33]. Oskin et al. [34], building on the Kane solid-state NMR technology [35], proposed a loose lattice of sites, explicitly considering the issues of classical control and movement of quantum data in scalable systems, but without a specific plan for QEC. In the case of quantum computing with superconducting circuits, the quantum von Neumann architecture specifically considers dedicated hardware for quantum memories, zeroing registers, and a quantum bus [5].

Long-range coupling and communication is a significant challenge for quantum computers. Cirac et al. proposed the use of photonic qubits to distribute entanglement between distant atoms [36], and other researchers have investigated the prospects for optically-mediated nonlocal gates [37–41]. Such photonic channels could be utilized to realize a modular, scalable distributed quantum computer [42]. Conversely, Metodi et al. consider how to use local gates and quantum teleportation to move logical qubits throughout their ion-trap QLA architecture [30]. Fowler et al. [43] investigated a Josephson junction flux qubit architecture considering the extreme difficulties of routing both the quantum couplers and large numbers of classical control lines, producing a structure with support for CSS codes and logical qubits organized
in a line. Whitney et al. [44, 45] have investigated automated layout and optimization of circuit designs specifically for ion trap architectures, and Isailovic et al. [12, 46] have studied interconnection and data throughput issues in similar ion trap systems, with an emphasis on preparing ancillas for teleportation gates [47].

Other work has studied quantum computer architectures with only nearest-neighbor coupling between qubits in an array [13, 14, 21, 48–51], which is appealing from a hardware design perspective. With the recent advances in the operation of the topological codes and their desirable characteristics such as having a high practical threshold and requiring only nearest-neighbor interactions, research effort has shifted toward architectures capable of building and maintaining large two- and three-dimensional cluster states [20, 52–54]. These systems rely on topological error correction models [55–58], whose higher tolerance to error often comes at the cost of a larger footprint in the hardware, relative to, for example, implementations based on the Steane code [59]. The surface code [14, 56, 57, 60, 61], which is studied throughout this thesis, belongs to the topological family of codes.

Recent attention has been directed at distributed models of quantum computing. Devitt et al. studied how to distribute a photonic cluster-state quantum computing network over different geographic regions [62]. The abstract framework of a quantum multicomputer recognizes that large-scale systems demand heterogeneous interconnects [63]. For most quantum computing technologies, it may be challenging to build monolithic systems that contain, couple, and control billions of physical qubits. Van Meter et al. [64] extended this architectural framework with a design based on nanophotonic coupling of electron spin quantum dots that explicitly uses multiple levels of interconnect with varying coupling fidelities (resulting in varying purification requirements), as well as the ability to operate with a very low yield of functional devices. Although that proposed system has many attractive features, concerns about the difficulty of fabricating adequately high quality optical components and the desire to reduce the surface code lattice cycle time led to the system design proposed in Ref. [13].
2.1.2 Layered Framework

A good architecture must have a simple structure while also efficiently managing the complex array of resources in a quantum computer. Layered architectures are a conventional approach to solving such engineering problems in many fields of information technology. For example, Ref. [33] presents a layered architecture for quantum computer design software. The architecture developed in Ref. [13] describes the physical design of the quantum computer, which consists of five layers, where each layer has a prescribed set of duties to accomplish. The interface between two layers is defined by the services a lower layer provides to the one above it. To execute an operation, a layer must issue commands to the layer below and process the results. Designing a system this way ensures that related operations are grouped together and that the system organization is hierarchical. Such an approach allows quantum engineers to focus on individual challenges, while also seeing how a process fits into the overall design. The architecture is organized in layers to deliberately create a modular design for the quantum computer.

The layered framework can be understood by a control stack composed of the five layers in the architecture. Figure 2.1 shows an example of the control stack for the specific quantum dot architecture considered in this chapter [13], but the particular interfaces between layers will vary according to the physical hardware, quantum error correction scheme, etc. that one chooses to implement. At the top of the control stack is the Application layer, where a quantum algorithm is implemented and results are provided to the user. The bottom Physical layer hosts the raw physical processes supporting the quantum computer. The layers between (Virtual, Quantum Error Correction, and Logical) are essential for shaping the faulty quantum processes in the Physical layer into a system of reliable fault-tolerant [3, 7, 25, 26, 65, 66] qubits and quantum gates at the Application layer.
Figure 2.1: Layered control stack which forms the framework of a quantum computer architecture. Vertical arrows indicate services provided to a higher layer. Originally published in Ref. [13].
2.1.3 Interaction between Layers

Two layers meet at an interface, which defines how they exchange instructions or the results of those instructions. Many different commands are being executed and processed simultaneously, so one must also consider how the layers interact dynamically. For the quantum computer to function efficiently, each layer must issue instructions to layers below in a tightly defined sequence. However, a robust system must also be able to handle errors caused by faulty devices. To satisfy both criteria, a control loop must handle operations at all layers simultaneously while also processing syndrome measurements to correct errors that occur. A prototype for this control loop is shown in Fig. 2.2.

The primary control cycle defines the dynamic behavior of the quantum computer in this architecture since all operations must interact with this loop. The principal purpose of the control cycle is to successfully implement quantum error correction. The quantum computer must operate fast enough to correct errors; still, some control operations necessarily incur delays, so this cycle does not simply issue a single command and wait for the result before proceeding — pipelining is essential [12, 67]. A related issue is that operations in different layers occur on drastically different timescales, as discussed later in Section 2.5. Figure 2.2 also describes the control structure needed for the quantum computer. Processors at each layer track the current operation and issue commands to lower layers. Layers 1 to 4 interact in the loop, whereas the Application layer interfaces only with the Logical layer, making the algorithm independent of the hardware.

2.2 Quantum Hardware and Control

The essential requirements for the Physical layer are embodied by the DiVincenzo criteria [23]. The layered framework for quantum computing was developed in tandem with a specific hardware platform, known as QuDOS (quantum dots with optically-controlled spins). The QuDOS platform uses electron spins within quantum dots for qubits. The quantum dots are arranged in a two-dimensional array; Figure 2.3 shows
Figure 2.2: Primary control cycle of the layered architecture quantum computer. Whereas the control stack in Fig. 2.1 dictates the interfaces between layers, the control cycle determines the timing and sequencing of operations. The dashed box encircling the Physical layer indicates that all quantum processes happen exclusively here, and the layers above process and organize the operations of the Physical layer. The Application layer is external to the loop since it functions without any dependence on the specific quantum computer design. Originally published in Ref. [13].
Figure 2.3: Quantum dots in a planar optical microcavity form the basis of the QuDOS hardware platform. (a) The quantum dots are arranged 1 µm apart in a two-dimensional square array. The quantum dots trap single electrons, whose spins will be used for quantum information processing. (b) Side view. The electron spins are manipulated with laser pulses sent into the optical cavity from above, and two neighboring quantum dots can be coupled by a laser optical field which overlaps them. The purple and green layers are AlGaAs and GaAs, grown by molecular beam epitaxy. The alternating layers form a distributed Bragg reflector (DBR) optical cavity which is planar, confining light in the vertical direction and extending across the entire system in horizontal directions. Originally published in Ref. [13].

A cut-away rendering of the quantum dot array inside an optical microcavity, which facilitates control of the electron spins with laser pulses. Reference [13] argued that the QuDOS design is a promising candidate for large-scale quantum computing, and I use it here as a model for generating concrete resource estimates.

The physical qubit used by QuDOS is the spin of an electron bound within an InGaAs self-assembled quantum dot (QD) surrounded by GaAs substrate [68–73]. These QDs can be optically excited to trion states (a bound electron and exciton), which emit light of wavelength \( \sim 900 \text{ nm} \) when they decay. A transverse magnetic field splits the spin levels into two metastable ground states [74], which form the computational basis states for a qubit. The energy separation of the spin states is important for two reasons related to controlling the electron spin [75]. First, the energy splitting facilitates control with optical pulses. Second, there is continuous phase rotation between spin states \( |\uparrow\rangle \) and \( |\downarrow\rangle \) around the \( \hat{Z} \)-axis on the qubit Bloch sphere, which in conjunction with timed optical pulses provides complete unitary control of the electron spin vector.
The electron spin is bound within a quantum dot. These quantum dots are embedded in an optical microcavity, which will facilitate quantum gate operations via laser pulses. To accommodate the two-dimensional array of the surface code detailed in Layer 3, this microcavity must be planar in design, so the cavity is constructed from two distributed Bragg reflector (DBR) mirrors stacked vertically with a $\lambda/2$ cavity layer in between, as shown in Fig. 2.3. This cavity is grown by molecular beam epitaxy (MBE). The QDs are embedded at the center of this cavity to maximize interaction with antinodes of the cavity field modes. Using MBE, high-quality ($Q > 10^5$) microcavities can be grown with alternating layers of GaAs/AlAs [76]. The nuclei in the quantum dot and surrounding substrate have nonzero spin, which is an important source of noise that must be suppressed through control techniques like dynamical decoupling [13, 77–85].

Control in QuDOS uses laser pulses which selectively target quantum dots; see Ref. [13] for details. The 1-qubit operations are developed using a transverse magnetic field and ultrafast laser pulses [73, 75]. The construction of a practical, scalable 2-qubit gate in QuDOS remains the most challenging element of the hardware, and various methods are currently under development. A fast, all-optically controlled 2-qubit gate would certainly be attractive, and early proposals [69] identified the importance of employing the nonlinearities of cavity QED. Reference [69] suggests the application of two lasers for both single-qubit and 2-qubit control; more recent developments have indicated that both single-qubit gates [75, 86, 87] and 2-qubit gates [88] can be accomplished using only a single optical pulse.

QuDOS requires a measurement scheme that is still under experimental development. The proposed mechanism (shown in Fig. 2.4) is based on Faraday/Kerr rotation. The underlying physical principle is as follows: an off-resonant probe pulse impinges on a quantum dot, and it receives a different phase shift depending on whether the quantum dot electron is in the spin-up or spin-down state (these are separated in energy by the external magnetic field). Sensitive photodetectors combined with homodyne detection measure the phase shift to enact a projective QND measurement on the electron spin. Several results in recent years have demonstrated
Figure 2.4: A dispersive quantum non-demolition (QND) readout scheme for QuDOS. (a) A probe pulse is sent into a microcavity containing a charged quantum dot. (b) The cavity-enhanced dispersive interaction between the pulse and the electron spin creates a state-dependent phase shift in the light which leaves the cavity. Measurement of the phase shift can perform projective measurement on the electron spin. Originally published in Ref. [13].

the promise of this mechanism for measurement: multi-shot experiments by Berezovsky et al. [89] and Atatüre et al. [90] have measured spin-dependent phase shifts in charged quantum dots, and Fushman et al. [91] observed a large phase shift induced by a neutral quantum dot in a photonic crystal cavity. Most recently, Young et al. observed a significantly enhanced phase shift from a quantum dot embedded in a micropillar cavity [92].

2.3 Error Correction and Fault Tolerance

Error correction is essential to quantum computation, given current understanding of hardware technology. Some of the best experimental results achieve an error-per-operation of about $10^{-4}$ or $10^{-5}$ (Refs. [4, 6], and references therein), but even these impressive feats are not close to the $10^{-12}$ to $10^{-15}$ error rates needed for large-scale
quantum algorithms, as will be demonstrated below. The gap can be bridged with fault-tolerant quantum computing [1, 3, 7, 65], so long as error rates in the hardware are below a threshold value which is specific to the code being used [2].

The threshold theorem has garnered significant attention in the community, but it is sometimes mistakenly presumed that the threshold itself is the target performance. A functioning quantum error correction system must operate below threshold, and a practical system must operate well below threshold. Later chapters show that the resources required for error correction become manageable when the hardware error rate is about an order of magnitude below the threshold of the chosen code. The code used throughout this thesis is the surface code [55–57, 60], which is distinguished by requiring only nearest-neighbor operations in two dimensions and by having a high threshold around 1% error per physical gate [14, 61, 93].

This section discusses some of the features of error correction that are salient to quantum computer architecture. First, I briefly outline the advantages of the surface code. Second, I discuss the use of Pauli frames, which is a simple but effective technique for reducing the number of gates implemented. Finally, I give an overview of magic-state distillation, which is a powerful technique in fault tolerance and the subject more intense investigation in Chapter 5.

### 2.3.1 Surface Code Error Correction

As just mentioned, the primary justifications for the surface code are that it requires only a two-dimensional geometry of nearest-neighbor gates in the hardware, yet still has one of the highest threshold error rates of any code considered thus far [14, 57]. There is also evidence that the surface code might have lower overhead than other codes, when the demands of fault tolerance are considered [94].

In this thesis, I base nearly all of my analysis on a hypothetical quantum computer that uses surface code error correction. A complete explanation of the code and its properties is a subject of active research, so I defer to the literature [14, 54–57, 60, 61, 93–100]. Some of the features will be examined throughout the thesis. Chapter 3 shows how to depict the dynamic implementation of operations in the surface code, as
well as calculating a power-law approximation to how resources scale with increasing levels of error correction. Still, I only touch on the aspects immediately relevant to my analysis, and otherwise I assume the reader is familiar with the mechanics of the surface code.

2.3.2 Pauli Frames

A Pauli frame [101, 102] is a simple and efficient classical computing technique to track the result of applying a series of Pauli gates (\(X\), \(Y\), or \(Z\)) to single qubits. The Gottesman-Knill Theorem implies that tracking Pauli gates can be done efficiently on a classical computer [103]. Many quantum error correction codes, such as the surface code, project the encoded state into a perturbed codeword with erroneous single-qubit Pauli gates applied (relative to states within the code subspace). The syndrome reveals what these Pauli errors are, up to undetectable stabilizers and logical operators, and error correction is achieved by applying those same Pauli gates to the appropriate qubits (since Pauli gates are Hermitian and unitary). However, quantum gates are faulty, and applying additional gates may introduce more errors into the system.

Rather than applying every correction operation, one can keep track of what Pauli correction operation would be applied, and continue with the computation. This is possible because the operations needed for error correction are in the Clifford group. When a measurement in a Pauli \(X\), \(Y\), or \(Z\) basis is finally made on a qubit, the result is modified based on the corresponding Pauli gate which should have been applied earlier. This stored Pauli gate is called the Pauli frame [101, 102], since instead of applying a Pauli gate, the quantum computer changes the reference frame for the qubit, which can be understood by remapping the axes on the Bloch sphere, rather than moving the Bloch vector.

I want to emphasize that the Pauli frame is a classical object stored in the digital circuitry that handles error correction. Pauli frames are nonetheless very important to the functioning of a surface code quantum computer. Layer 3 in the control stack (Fig. 2.1) uses a Pauli frame with an entry for each qubit in the error-correcting code.
As errors occur, the syndrome processing step identifies a most-likely pattern of Pauli errors. Instead of applying the recovery step directly, the Pauli frame is updated in classical memory. The Pauli gates form a closed group under multiplication (and global phase of the quantum state is unimportant), so a Pauli frame only tracks one of four values \( \{X, Y, Z, \text{or} \ I\} \) for each qubit in the hardware.

The Pauli frame is maintained as follows. Denote the Pauli frame at time \( t \) as \( F_t \):

\[
F_t = \bigotimes_j P_t(j),
\]

where \( P_t(j) = \{I, X, Y, Z\} \) is an element from the Pauli group corresponding to qubit \( j \) at time \( t \). Any Pauli gate in the quantum circuit is multiplied into the Pauli frame and is not implemented in hardware, so \( F_{t+1} = \left( \bigotimes_j U_{\{I,X,Y,Z\}} \right) F_t \) for all Pauli gates \( U_{\{I,X,Y,Z\}} \) in the circuit at time \( t \). Other gates \( U_C \) in the Clifford group are implemented in hardware, but they also transform the Pauli frame according to

\[
F_{t+1} = U_CF_tU_C^\dagger.
\]

When using Pauli frames, the flow of the computation proceeds in the same manner as if Pauli gates were being implemented, with the only change being how the final measurement of that qubit is interpreted. The set of Clifford gates is sufficient for implementing surface code error correction, though one also needs to implement non-Clifford logical operations for universal quantum computing.

Quantum algorithms need to apply gates \( U_{NC} \) outside the Clifford group. When using a Pauli frame, the gate that is actually implemented, \( U_{NC}' \), is given by:

\[
U_{NC}' = F_tF_{NC}F_t^\dagger.
\]

Note the distinction between this expression and Eqn. (2.2). In Eqn. (2.2), the Pauli frame is changed by application of Clifford-group gate, but here an unchanging Pauli frame modifies the gate that is applied.
2.3.3 Magic-State Distillation

In the layered framework, the Logical layer takes the fault-tolerant resources from Layer 3 and creates a logical substrate for universal quantum computing. This task requires additional processing of error-corrected gates and qubits to produce any arbitrary gate required in the Application layer [13]. Quantum error correction provides only a limited set of gates, such as the Clifford group (or only a subset thereof, as in the surface code [60]). Although circuits from this set can be simulated efficiently on a classical computer by the Gottesman-Knill Theorem [7], the Clifford group forms the backbone of quantum logic.

The Logical layer constructs arbitrary gates from circuits of fundamental gates and ancillas injected into the error-correcting code [13, 60]. For example, surface code architectures inject and purify the ancillas $|Y\rangle = \frac{1}{\sqrt{2}} (|0\rangle + i|1\rangle)$ and $|A\rangle = \frac{1}{\sqrt{2}} (|0\rangle + e^{i\pi/4}|1\rangle)$; then the surface code consumes these ancillas in quantum circuits to produce $S = \exp(i\pi (I - Z)/4)$ and $T = \exp(i\pi (I - Z)/8)$ gates, respectively [7, 56, 57, 60]. Because the ancillas are faulty, they must be purified through a process known as magic-state distillation [13, 57, 60, 64, 104–107].

Magic-state distillation will be examined at length in Chapter 5. For now, I only want to explain the simple method that was used in Ref. [13]. Consider the process of distilling the ancilla state $|A\rangle$ that is used to construct the $T$ gate [13, 57, 60, 104]. Figure 2.5 provides an illustration of why this process is important by showing the fault-tolerant construction of a Toffoli gate at the Application layer using distilled ancillas at the Logical layer. Two separate analyses contend that ancilla distillation circuits constitute over 90% of the computing effort for a single Toffoli gate [12, 13]. Viewed another way, for every qubit used by the algorithm, approximately 10 qubits are working in the background to generate the necessary distilled ancillas.

The circuit in Fig. 2.5 shows one level of $|A\rangle$ distillation, but a lengthy computation like Shor’s algorithm will typically require two levels, where the outputs of the first round are distilled again. Moreover, since perhaps trillions of distilled $|A\rangle$ ancillas will be needed for the entire algorithm, QuDOS uses a “distillation factory” [24, 64], which is a dedicated region of the computer that continually produces these states.
Figure 2.5: A Toffoli gate ($|x, y, z\rangle \rightarrow |x, y, z \oplus xy\rangle$) at the Application layer is constructed with assistance from the Logical layer, using the decomposition in Ref. [7]. There are only three application qubits, but substantially more logical qubits are needed for distillation circuits in Layer 4. The $|A^{(2)}\rangle$ ancillas are the result of two levels of distillation ($|A^{(0)}\rangle$ is an injected state) on the ancilla required for $T$ gates. Note that each time an ancilla is used with measurement, the Pauli frame may need to be updated. The ancilla-based circuit for $S$ gates is not shown here, for clarity. Modified from version published in Ref. [13].
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| Parameter                  | Symbol      | Value                           |
|----------------------------|-------------|---------------------------------|
| Circuit depth              |             | 6 clock cycles                  |
| Circuit area               | $A_{\text{distill}}$ | 12 logical qubits               |
| Circuit volume             | $V (|A^{(1)}\rangle)$ | 72 qubits × cycles              |
| Factory rate (level $n$)   | $R_{\text{factory}} (|A^{(n)}\rangle)$ | $A_{\text{factory}}/V (|A^{(n)}\rangle)$ | ancillas/cycle |

Table 2.1: Resource analysis for a distillation factory. These factories are crucial to quantum computers which require ancillas for universal gates. Magic-state distillation uses Clifford gates and measurement, so the circuit can be deformed to reduce depth and increase area, or vice versa, while keeping volume approximately constant.

as fast as possible. Speed is important, because ancilla distillation can be the rate-limiting step in quantum circuits [12]. Figure 2.5 shows how to construct a Toffoli gate, but the $T$ gates can be used to approximate any other gate as well (see Ref. [7]; more details in Chapter 7).

Each $|A\rangle$ distillation circuit will require 15 lower-level $|A\rangle$ states, but they are not all used at the same time. For simplicity, set the “clock cycle time” for each gate equal to the time to implement a logical CNOT, so that with initialization and measurement, the distillation circuit requires 6 cycles. By only using $|A\rangle$ ancillas when they are needed, the circuit can be compacted to require at most 12 logical qubits at any time. The computing effort can be characterized by a “circuit volume,” which is the product of logical memory space (i.e. area of the computer) and time. The circuit volume of $|A\rangle$ distillation is $V (|A^{(1)}\rangle) = (12$ logical qubits) × (6 clock cycles) = 72. A two-level distillation will require 16 distillation circuits, or a circuit volume of $V (|A^{(2)}\rangle) = 1152$. An efficient distillation factory with area $A_{\text{factory}}$ will produce on average $A_{\text{factory}}/V (|A^{(n)}\rangle)$ distilled ancillas per clock cycle. Table 2.1 summarizes of these results.

As a research effort, magic-state distillation has exploded in the last year. Chapter 5 will cover these matters in more detail, but many new results were produced in the short time since Ref. [13] was published. Fowler and Devitt developed a highly efficient implementation of distillation in the surface code, along with good estimates of resources [94]. Several new schemes for distilling $|A\rangle$ states were also developed [105–107]. Section 5.2 will examine my proposal for “multilevel distillation,” which is
asymptotically very efficient but perhaps too complicated to be useful in practice. These developments, and those in other chapters, will dramatically lower the cost of fault-tolerant quantum computing. As I mentioned at the outset to this chapter, one of the purposes of the calculations given here is to provide contrast for the new methods developed later.

2.4 Quantum Algorithms

The Application layer is where quantum algorithms are executed. The efforts of Layers 1 through 4 have produced a computing substrate that supplies any arbitrary gate needed. The Application layer is therefore not concerned with the implementation details of the quantum computer—it is an ideal quantum programming environment. This section deals with estimating the resources required for a target application. This analysis can indicate the feasibility of a proposed quantum computer design, which is a worthwhile consideration when evaluating the long-term prospects of a quantum computing research program.

A quantum engineer could start here in Layer 5 with a specific application in mind and work down the layers to determine the system design necessary to achieve desired functionality. I take this approach for QuDOS by examining two interesting quantum algorithms: Shor’s factoring algorithm and simulation of quantum chemistry. A rigorous system design is beyond the scope of the present work, but this section considers the computing resources required for each application in sufficient detail that one may gauge the engineering effort necessary to design a quantum computer based on QuDOS technology.

2.4.1 Elements of the Application Layer

The Application layer is composed of application qubits and gates that act on the qubits. Application qubits are logical qubits used explicitly by a quantum algorithm. As discussed in Section 2.3.3, many logical qubits are also used to distill ancilla states necessary to produce a universal set of gates, but these distillation logical qubits are
not visible to the algorithm in Layer 5. When an analysis of a quantum algorithm quotes a number of qubits without reference to fault-tolerant error correction, often this means the number of application qubits \([16, 108–110]\). Similarly, Application-layer gates are equivalent in most respects to logical gates; the distinction is made according to what resources are visible to the algorithm or deliberately hidden in the machinery of the Logical layer, which affords some discretion to the computer designer.

A quantum algorithm could request any arbitrary gate in Layer 5, but not all quantum gates are equal in terms of resource costs. As shown in Section 2.3.3, distilling \(|A\rangle\) ancillas for \(T\) gates is a very expensive process. For example, Fig. 2.5 shows how Layers 4 and 5 coordinate to produce an Application-layer Toffoli gate, illustrating the extent to which ancilla distillation consumes resources in the computer. When ancilla preparation is included, \(T\) gates can account for over 90% of the circuit complexity in a fault-tolerant quantum algorithm \([12, 13]\).

When analyzing algorithms, it is convenient to count resources in terms of Toffoli gates. This is a natural choice, because the level of ancilla distillation, number of virtual qubits, etc. depend on the choice of hardware, error correction, and many other design-specific parameters; by comparison, number of Toffoli gates is machine-independent since this quantity depends only on the algorithm (much like the number of application qubits mentioned above). To determine error correction or hardware resources for a given algorithm, one can take the Layer 5 resource estimates and work down through Layers 4 to 1, which is an example of modularity in this architecture framework. As shown in Ref. \([13]\), an Application-layer Toffoli gate in QuDOS has an execution time of 930 \(\mu s\) (31 logical gate cycles including the \(S\) gate circuits).

### 2.4.2 Shor’s Integer-Factoring Algorithm

Perhaps the most well-known application of quantum computers is Shor’s algorithm, which decomposes an integer into its prime factors \([9]\). Solving the factoring problem efficiently would compromise the RSA cryptosystem \([10]\). Because of the prominence of Shor’s algorithm in the field of large-scale, fault-tolerant quantum computing, I
estimate the resources required to factor a number of size typical for RSA.

A common key length for RSA public-key cryptography is 1024 bits. Factoring a number this large is not trivial, even on a quantum computer, as the following analysis shows. Figure 2.6 shows the expected run time on QuDOS for one iteration of Shor’s algorithm versus key length in bits for two different quantum computers: one where system size increases with the problem size, and one where the system size is limited to $10^5$ logical qubits (including application qubits). For the fixed-size quantum computer, the runtime begins to grow faster than the minimal circuit depth when factoring numbers 2048 bits and higher. Fixing the machine size highlights the importance of the ancilla distillation factories. For this instance of Shor’s algorithm, about 90% of the machine should be devoted to distillation; if insufficient resources are devoted to distillation, performance of the factoring algorithm plummets. For example, the 4096-bit factorization devotes $\sim 75\%$ of the machine to distillation, but about $3 \times$ as many factories would be needed to achieve maximum execution speed in the lower trace in Fig. 2.6. I should also mention here that Shor’s algorithm is probabilistic, so a few iterations may be required [9].

### 2.4.3 Simulation of Quantum Chemistry

Quantum computers were inspired by the problem that simulating quantum systems on a classical computer is fundamentally difficult. Feynman postulated that one quantum system could simulate another much more efficiently than a classical processor, and he proposed a quantum processor to perform this task [111]. Quantum simulation is one of the few known quantum algorithms that solves a useful problem believed to be intractable on classical computers, so I estimate the resource requirements for quantum simulation in QuDOS, and more details are available in Ref. [13].

This section specifically considers fault-tolerant quantum simulation. Other methods of simulation are under investigation [112–114], but they lie outside the scope of this work. The particular example selected here is simulating the Schrödinger equation for time-independent Hamiltonians in first-quantized form, where each Hamiltonian represents the electron/nuclear configuration in a molecule [17, 115–117]. An
Figure 2.6: Execution time for Shor’s algorithm, using the same circuit implementation as Ref. [64]. The vertical axis shows circuit depth, in terms of Toffoli gates, and the plot is labeled with estimated runtime on the QuDOS architecture. The blue trace is a quantum computer whose size in logical qubits scales as necessary to compute at the speed of data (no delays). The green trace is a machine limited to $10^5$ logical qubits, which experiences rapidly increasing delays as problem size increases beyond 2048 bits. The problem is that insufficient resources are available to distill ancillas for $T$ gates, which are used to produce universal logic. The inset shows the same data on a linear vertical scale, illustrating when the quantum computer experiences delays for lack of enough qubits. Originally published in Ref. [13].
application of such a simulation is to determine ground- and excited-state energy levels in a molecule. This analysis focuses on first-quantized instead of second-quantized form for better resource scaling at large problem sizes [17]. Digital quantum simulation will also be examined in Chapter 8.

Figure 2.7 shows the time necessary to execute the simulation algorithm for determining an energy eigenstate on the QuDOS computer as a function of the size of the simulation problem, expressed in number of electrons and nuclei. First-quantized form stores the position-basis information for an electron wavefunction in a quantum register, and the complete Hamiltonian is a function of one- and two-body interactions between these registers, so this method does not depend on the particular molecular structure or arrangement; hence, the method is very general. Note that the calculation time scales linearly in problem size, as opposed to the exponential scaling seen in exact classical methods. The precision of the simulation scales with the number of time steps simulated [16], and this example uses $2^{10}$ time steps for a maximum precision of about 3 significant figures.

2.5 Quantum Computing and the Need for Logic Synthesis

The factoring algorithm and quantum simulation represent interesting applications of large-scale quantum computing, and for each the computing resources required of a layered architecture based on QuDOS are listed in Table 2.2. The algorithms are comparable in total resource costs, as reflected by the fact that these two example problems require similar degrees of error correction. The simulation algorithm is more compact than Shor’s, requiring fewer logical qubits for distillation, which is a consequence of this algorithm performing fewer arithmetic operations in parallel. However, Shor’s algorithm has a shorter execution time owing to its use of parallel computation. Both algorithms can be accelerated through parallelism if the quantum computer has more logical qubits available [117, 118].

Precise timing and sequencing of operations are crucial to making an architecture
Figure 2.7: Execution time for simulation of a molecular Hamiltonian in first-quantized form, as a function of problem size. The horizontal axis is number of particles being simulated, and the plot is labeled with some interesting examples from chemistry. The vertical axis is circuit depth in Toffoli gates, and the plot is labeled with estimated runtime on QuDOS. Each simulation uses 12-bit spatial precision in the wavefunction and $2^{10}$ time steps for 10-bit precision in readout, or at most $\sim 3$ significant figures. The linear scaling in algorithm runtime versus problem size is due to two-body potential energy calculations, which constitute the majority of the quantum circuit. The number of potential energy calculations increases quadratically with problem size, but through parallel computation they require linear execution time [13, 117]. Originally published in Ref. [13].
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Table 2.2: Summary of the computing resources in a layered architecture based on the QuDOS platform, for Shor’s algorithm factoring a 1024-bit number (same implementation as Ref. [64]) and the ground state simulation of the molecule alanine (C₃H₇NO₂) using first-quantized representation.

| Computing Resource                  | Shor’s Algorithm (1024-bit) | Molecular Simulation (alanine) |
|-------------------------------------|-----------------------------|--------------------------------|
| Layer 5 Application qubits          | 6144                        | 6650                           |
| Circuit depth (Toffoli)             | 1.68 × 10⁸                  | 1.27 × 10⁹                     |
| Layer 4 Log. distillation qubits    | 66564                       | 15860                          |
| Logical clock cycles                | 5.21 × 10⁹                  | 3.94 × 10¹⁰                    |
| Layer 3 Code distance               | 31                          | 31                             |
| Error per lattice cycle             | 2.58 × 10⁻²⁰                | 2.58 × 10⁻²⁰                   |
| Layer 2 Virtual qubits              | 4.54 × 10⁸                  | 1.40 × 10⁸                     |
| Error per virtual gate              | 1.00 × 10⁻³                  | 1.00 × 10⁻³                    |
| Layer 1 Quantum dots (area on chip) | 4.54 × 10⁸ (4.54 cm²)       | 1.40 × 10⁸ (1.40 cm²)          |
| Execution time (est.)               | 1.81 days                   | 13.7 days                      |

efficient. In the layered framework presented by Ref. [13], an upper layer in the architecture depends on processes in the layer beneath, so that logical gate time is dictated by QEC operations, and so forth. This system of dependence of operation times is depicted for QuDOS in Fig. 2.8. The horizontal axis is a logarithmic scale in the time to execute an operation at a particular layer, while the arrows indicate fundamental dependence of one operation on other operations in lower layers.

Examining Fig. 2.8, the operation timescales increase as one moves to higher layers. This is because a higher layer must often issue multiple commands to layers below. A crucial point shown in Fig. 2.8 is that the time to implement a logical quantum gate is four orders of magnitude greater than the duration of each individual physical gate, such as a laser pulse. For large-scale quantum computing, the speed of error-corrected operations is the crucial figure of merit, and the substantial overhead for fault tolerance shown in Fig. 2.8 indicates that improved methods are needed.

The findings in Table 2.2 and Fig. 2.8 were, more or less, the key results of Ref. [13].
Figure 2.8: Relative timescales for critical operations in QuDOS within each layer. Each bar indicates the approximate timescale of an operation, and the width indicates that some operation times may vary with improvements in technology. The arrows indicate dependence of higher operations on lower layers. The red arrow signifies that the surface code lattice refresh must be 2–3 orders of magnitude faster than the dephasing time in order for error correction to function. The Application layer is represented here with a Toffoli gate, which is a common building block of quantum algorithms. Complete algorithm runtimes can vary significantly, depending on both the capabilities of the quantum computer and the specific way each algorithm is compiled, such as to what extent calculations are performed in parallel. Originally published in Ref. [13].
In an earnest attempt to design the architecture of a quantum computer, it was revealed that a few error correction processes accounted for a substantial portion of the resource overhead. These include magic-state distillation, Toffoli gates, and approximations to arbitrary gates. These tasks all involve the synthesis of fault-tolerant quantum logic, and it soon became apparent to other researchers and myself that significant improvements are possible by optimizing the logic constructions. Quantum logic synthesis is the subject of my thesis, and the following chapters develop methodology and novel techniques for this new field of research. The processes listed above are considered explicitly in Chapters 5–7. The methods in those chapters will improve on the resource costs given here by about a factor of 500.
Chapter 3

Preliminaries for Quantum Logic

Quantum logic is the result of composition. Every quantum program is a sequence of instructions, each being one of three types: preparing quantum states (qubits), applying unitary operations (gates), and performing projective measurement. In addition to quantum logic, classical logic is often included when gates are conditioned on the result of an earlier measurement. Because the order of operations is important, quantum programs can be quite complicated. This chapter examines how quantum programs are specified, how programs are represented in diagrams, and how the resource costs are calculated for a program in the surface code.

Informative diagrams are essential for quantum circuit designers to see the action of a sequence of operations. Having easy-to-understand pictorial diagrams helps to: design programs, adapt using previous results, identify mistakes, and communicate results. This chapter discusses two types of quantum logic diagrams. The first is the familiar quantum circuit, which was introduced in Chapter 1. The second type is a surface code topology diagram, which is a three-dimensional rendering of how quantum logic is implemented using surface code error correction. Surface codes are preferred in this work for reasons outlined in Chapter 2. What is particularly useful about this diagram is that it provides both visual and quantitative assessment of actual resource costs at the hardware level; the disadvantage is that such diagrams are difficult to interpret alone. Circuit diagrams and surface code diagrams will play complementary roles in this thesis.
Analyzing resource costs is essential to quantum logic synthesis. The objective is to compose logic in a way that minimizes costs while ensuring reliable execution of the quantum program. This chapter concludes by explaining how to quantitatively estimate resource costs in the surface code. I also introduce the concept of the Trivial Upper Bound (TUB), which for any program is the resource costs for using a naive, “worst case” compilation. The TUB represents the cost of a program that surely works but is probably not optimal, and TUBs will be used as benchmarks to demonstrate the efficacy of logic synthesis.

### 3.1 Quantum Programs

A quantum program is any sequence of operations on a quantum state. As mentioned in the introduction, there are three types of operations: initialization of quantum states, unitary gates, and measurement. A program is defined by this sequence of operations and any input or output states that are fixed externally. A program might not have an input state; if this is the case, the program initializes all of its quantum data. A program also might not have an output state, returning only classical information from internal measurements. A key concept for logic synthesis is that two programs are logically equivalent if they produce the same outputs from the same inputs, within some specified error tolerance.

In practice, most operations belong to finite sets. Within an error correcting code, such as the surface code [56, 57, 60], the logical operations are constrained. The Eastin-Knill theorem and related results indicate that it is impossible for all logical operations to be native to the code [119, 120]. Moreover, the available error-corrected operations are often discrete. The error-corrected operations supported by the surface code are:

- **Initialize** $|0\rangle$ or $|+\rangle$ (Z-basis or X-basis, respectively);
- **Unitary** $X$, $Y$, or $Z$ gate (via Pauli frame, see [13, 101, 102]);
- **Unitary** $H$ gate (Hadamard);
• Unitary CNOT gate;
• Measurement $M_X$ or $M_Z$ (X-basis or Z-basis, respectively).

These operations are not universal for quantum computing, but they will account for most of the operations in quantum programs.

The final operation in the surface code is the ability to initialize a single qubit in any arbitrary state, though it has error probability proportional to the hardware error rate. The qubit is called an “injected state,” because it was teleported into the code using faulty methods [14, 56, 57, 60, 95]. The error probability is a sum of error rates in the hardware. Reference [100] estimates an injection error that is 10 times the gate error probability $p_g$, so the injected state could have error on the order of 1% for $p_g = 10^{-3}$. These faulty states are essential for universal quantum computation, but fault tolerance requires that they be purified in some manner using the error corrected operations listed above. The choice of program to “clean up” these noisy inputs will have a dramatic impact on resource costs, as will be considered in detail in Chapters 5 and 6.

The simplest way to implement a program is to initialize all the states that one might need at the beginning, then apply all of the operations using unitary gates, then perform all of the measurements at the end. However, the same output can often be achieved by performing some initialization and measurement in the middle of the program. Doing so can lower resource costs in several ways. For one thing, idle quantum states still require error correction at the hardware level, so if initialization can be delayed until the state is needed or if measurement can be performed as soon as possible, then the program should do so. Moreover, sometimes a unitary gate can be replaced by a non-unitary sequence of operations that has lower resource cost.

The technique of replacing unitary logic with non-unitary logic will be used frequently in later chapters. It may seem counterintuitive to replace a single gate with multiple non-unitary operations, as the latter appears more complex. However, some unitary gates are very expensive, so replacing them with a non-unitary sequence of operations can lead to a net reduction in resources. Consider the circuit in Fig. 3.1 as an example. On the left, one would like to implement the gate $T = \exp(i\pi(I - Z)/8)$,
Figure 3.1: Circuit for implementing a non-native gate $T$ using specially prepared ancilla states $|A\rangle = (1/\sqrt{2})(|0\rangle + e^{i\pi/4}|1\rangle)$ and $|Y\rangle = (1/\sqrt{2})(|0\rangle + i|1\rangle)$. This technique is sometimes referred to as a “teleportation gate.” The circuit enclosed in the dashed box is implemented only if the measurement result is $|1\rangle$.

but this gate is not available (i.e. it has infinite cost). However, the logically equivalent program on the right uses an ancilla state (injected and purified), $H$, CNOT, and measurement. The gates enclosed in the dashed box are conditionally applied based on the measurement outcome. Neglecting for now the way in which the injected state is purified (Chapter 5 covers this in detail), it is clear that all operations are available in the surface code, so this program has lower (finite) cost.

Considering the list of available error-corrected operations above, only trivial quantum programs can be implemented with unitary gates in the surface code. This list is a subset of the Clifford group, and even programs that use the full Clifford group can be simulated classically using the Gottesman-Knill Theorem [7, 121]. Therefore, all useful programs in the surface code require purified injected states, and using these states requires non-unitary operations. Hence all useful quantum programs in the surface code are non-unitary, at some level. However, a quantum program can encapsulate the non-unitary details, so that the external world only sees the program perform a unitary mapping of an input state to an output state. When some arbitrary program, such as a quantum algorithm, needs to be implemented in a fault-tolerant manner, the synthesis procedure will replace many unitary operations with logically equivalent, non-unitary programs so as to minimize resource costs.

Finally, quantum programs can call subprograms. Using some inductive reasoning, any program is a valid composite operation because it is composed of valid operations. Hence, programs can be structured in a hierarchical fashion. This is a common
technique in classical programming, but it plays a special role in quantum computing. Later chapters show that certain choices of subprograms can be easily verified, thereby lowering the costs of error correction substantially. Logic synthesis will tend to produce hierarchical quantum programs.

3.2 Quantum Logic Diagrams

Quantum logic diagrams provide a visual aid for understanding properties of quantum logic. Moreover, each type of diagram is useful for a different purpose. This section covers two frequently used diagrams, quantum circuits and surface code depictions. Quantum circuits are one of the oldest methods to represent quantum programs, and they are straightforward to interpret. Time progress left to right, like a musical score, and each horizontal line is a qubit. By contrast, surface code diagrams are challenging to interpret, but they explicitly account for the resource costs of implementing a program. When used together, the diagrams explain both the action of a program and its costs, which are the main concerns of logic synthesis.

Quantum circuits were introduced in Chapter 1, so I will be brief. In a quantum circuit diagram, each qubit is a horizontal line, and operations affecting a certain qubit touch the corresponding line. The line begins where the qubit is initialized or at an input to the program, and it ends where the qubit is measured or at an output of the program. In some contexts, multi-qubit states are grouped into one line, often borrowing the digital-logic notation of a slash “/” through the line to denote multiple bits. Figure 3.1 is a quantum circuit, and Nielsen and Chuang provide a more detailed overview of quantum circuits (Ref. [7], Ch. 1). In the List of Figures, I denote circuit diagrams by the prefix “Circuit.”

The second type of logic diagram, the surface code diagram, is a three-dimensional geometric depiction. Two dimensions are space, and one dimension is time. In most cases, I will set the viewing angle such that time flows left to right, making the spatial dimensions vertical and out-of-page. The diagram represents how the surface code implements encoded gates with many physical gates and qubits. By using surface code diagrams, I implicitly assume that the quantum computer implements surface
code error correction at the lowest level. This is justified by arguments in Chapter 2, which in essence reduce to the following: surface codes are the best error correction scheme published so far when hardware gates are constrained to a nearest-neighbor, two-dimensional geometry [14, 56, 57, 60, 95]. In the List of Figures, I denote surface code diagrams by the prefix “Surface Code.”

Surface code diagrams are useful for two reasons. First, this type of diagram accurately represents the total resource costs of quantum logic, because there is a direct correspondence between the features of the diagram and the operations at the hardware level, in both space and time. Such information is not readily available in circuit diagrams, where the costs associated with two different gates may differ by orders of magnitude. Second, surface code diagrams provide a visual way to modify or optimize logic while maintaining the error-correction capacity of the surface code. In this work, I make use only on the first purpose, though optimization within the surface code is actively being studied elsewhere [94, 100, 122].

For all their utility, surface code diagrams have a notable downside. Owing to the way that quantum logic in the surface code depends on topology [56, 57], it is virtually impossible to determine the underlying logic being shown, as will become apparent in the examples which follow. For this reason, a surface code diagram should always be paired with a quantum circuit diagram, because the two are complementary. The quantum circuit shows what the logic does, while the surface code diagram shows how the logic is implemented and what the resource costs are. This complementarity will be used frequently to demonstrate logic synthesis in later chapters.

An example of a surface code diagram is shown in Fig. 3.2. The left side is a simple circuit with a CNOT gate acting on two qubits, while the right shows how this might be implemented in the surface code. CNOT gates in the surface are determined by the topology of defects in the code (shown here as yellow and black pipes) braid around each other. Each defect is a hole of sorts in the surface code lattice, and Refs. [14, 60] give a good explanation of how this is implemented at the hardware level. Some other common circuit primitives are initialization and measurement (Fig. 3.3), which at this level are mirror images in time, and state injection (Fig. 3.4). In Fig. 3.4, the tip of the pyramids is a single physical qubit, whose state is converted into a surface code logical
qubit contained in the defect. As mentioned earlier, state injection is a critical process in surface code programs, and Refs. [14, 56, 57, 60, 95] give a proper explanation. The Hadamard gate is also important, but it is not shown in braiding diagrams because it requires some manipulation of the code properties; see Refs. [14, 98] for details. In other codes, the Hadamard gate may be the “hard” operation [123].

3.3 Resource Calculations

The objective of quantum logic synthesis is to minimize resource costs while executing a reliable quantum program. There are many resources that require consideration for running a quantum computer, but this work will focus on only two: qubits and gates used for fault-tolerant computation. Suppose that qubits are regularly spaced on a two-dimensional grid and that gates are regularly separated in time, or “clocked.” Using this model, one can account for resource costs by the three-dimensional volume (space and time) required to execute the program, which corresponds exactly to the volume required to implement the braiding topology in the surface code. Volume is a useful measure for resource cost because it depends mostly on the underlying logic of the program and the error rates of the hardware, and less on the sequence of gates in the program.
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Figure 3.3: Initialization and measurement operations in the surface code. Primal defects are shown, and the equivalent operations for dual defects would initialize $|+\rangle$ or measure in $X$ basis. (a) Circuit element for initializing $|0\rangle$. (b) Initializing $|0\rangle$ in the surface code. (c) Circuit element for $Z$-basis measurement. (d) $Z$-basis measurement in surface code.

Figure 3.4: State injection in the surface code. (a) Circuit diagram for initialization of the state $|A\rangle = (1/\sqrt{2})(|0\rangle + e^{i\pi/4}|1\rangle)$. This is an example of a commonly injected state, but in principle any single-qubit state can be injected. (b) Depiction of state injection in the surface code. The viewing angle is from the side to provide better perspective. The injection process uses two pyramids which are point defects expanding in circumference. The pyramids are colored differently from other defects to stand out visually.
The reliability of a quantum program is the probability that the output does not have an error. A program is reliable if the output error probability is below some target value. Errors are suppressed using techniques of quantum error correction, but these are costly in terms of resources [3, 7, 12–14, 101]. The overhead associated with fault tolerance depends on error rates in the hardware and the chosen code. Generally speaking, the cost scales as $O(\log^c(1/p_{\text{out}}))$, where $p_{\text{out}}$ is an upper bound on the logical error of the program and exponent $c > 1$ is a constant that depends on the logic synthesis method. Instead of relying on asymptotic estimates, a more precise resource analysis described below will be used in later chapters to give quantitative resource costs.

Operations in the surface code are convenient to analyze at a high level of abstraction, where one only considers the arrangement of the braiding surfaces. Surface code diagrams exist at this level, as the details of hardware operations are not shown. Apart from visual clarity, this abstraction also gives the diagram a sense of scale invariance, because the same topology, hence same program, could be implemented in two instances of a surface code, where each has a different code distance. The code distance, often denoted $d$, determines how far apart the braid surfaces must be separated in terms of qubits (space) or stabilizer measurements (time). Because of this fundamental spacing, one can define a unit cell as two stabilizer measurements, one of each type ($X$ and $Z$), as shown in Fig. 3.5. The surface code consists of these unit cells tiled across the 2D plane in space, and repeated in time. Viewed this way, the surface code is a crystal, in the abstract sense, where the unit cell is repeated in three dimensions. Logic is implemented with defects, or holes, in the repeated pattern [56, 57, 60], but the volume can still be accounted in terms of these unit cells, which is the methodology I use throughout this manuscript.

A relevant example of the resource overhead required for fault-tolerant quantum computing is the cost of making some cubic region of the surface code sufficiently reliable. First, let me explain some rules for surface code logic. Fowler, Devitt, and collaborators [94, 100] develop a simple set of design rules for spacing defects. For a given code distance $d$, the rules are:

1. two defects (or other boundaries) of the same type must be separated by $d$;
(a) A 2D square array, where each circle represents a qubit. The open and filled circles play different roles in the surface code. A unit cell encompasses four qubits, two of each type. (b) A unit cell in the surface code includes two stabilizers. The red and blue “plus” shapes are four-body, nearest-neighbor stabilizer measurements of $XXXX$ or $ZZZZ$ (see Refs. [14, 60] for details). Neighboring stabilizers are shown for illustration.

(2) any defect must have circumference greater than or equal to $d$, so square defects must have side length $\lceil d/4 \rceil$;

(3) given (1) and (2), two defects of different types must be separated by $\lceil d/8 \rceil$.

A simple strategy to follow these rules is to design braiding patterns using cubic regions of with side length $d + \lceil d/4 \rceil$. The finite set of allowable braiding patterns are known as “plumbing pieces,” because visually they are pipes that connect together [94, 100]. A simple estimate for the probability of error in a plumbing piece with distance $d$ is derived in Ref. [100]:

$$P_L(p_g, d) \approx \frac{d(100p_g)^{(d+1)/2}}{2},$$  

where $p_g$ is the error per hardware gate and the factor 100 comes from numerical data fitting in Refs. [14, 96, 99].

The volume of a plumbing piece as a function of is logical error probability is plotted in Fig. 3.6, where $p_g = 10^{-3}$. This type of plot will be used many times throughout this manuscript to quantify the resource cost of making a quantum program sufficiently reliable. The volume is measured in unit cells of the surface code,
as discussed earlier. The only notable feature of this plot is that the resource scaling obeys a power law (dashed line) very well: \( V \approx 30.4 (\log_{10}(1/p_{\text{out}}))^{2.84} \) unit cells. This is in close agreement to other findings that the “scaling exponent” should be 3 [94]. The exponent is less than 3 here only because of the coefficient \( d \) in Eqn. (3.1), whose presence skews the estimated error rate up more at lower values of \( d \). Indeed, the fitted exponent will approach 3 as \( d \to \infty \), but the plot in Fig. 3.6 only shows the range relevant to practical quantum computing. This is a good time to remark that power law fits should only be used for estimating quantities like resources, not revealing some deep meaning about quantum information.

On the subject of surface code scaling trends, I would also like to note that the error bound in Eqn. (3.1) may overstate error probability at low values of \( d \), because there is numerical evidence that the surface code actually performs better than the asymptotic fits for low code distance [14, 96]. Hence a more accurate error rate (as a function of \( d \)) may come closer to the expected scaling coefficient of 3. The reason for this behavior is that the edges and corners of the surface code become more important at low distance, and these stabilizers have lower weight (two or three, instead of four), which reduces the possible sources of error at the physical level.

A primary concern of this thesis is optimizing quantum logic, and any statement of improvement requires some point of reference. For comparison purposes, it is useful to define the worst-case resource cost for implementing a quantum program. Given a quantum program composed of some fundamental operations, the Trivial Upper Bound (TUB) is the resource cost associated with the simplest logic design. For example, one could make the probability of error in each fundamental operation so low that, when summed together, the total probability is small and the entire program is guaranteed to be reliable. This approach is usually not optimal, but it is a starting point that is useful for comparison. For a particular program, the difference between TUB and optimized logic shows how important logic synthesis can be.
Figure 3.6: Resource costs for a plumbing piece in the surface code. The hardware error rate is $p_g = 10^{-3}$. Lower logical error rate is achieved by increasing code distance, which also increases the volume of the plumbing piece. A power law fit shows that volume scales with an exponent of 2.84.
Chapter 4

Quantum Logic Synthesis

The purpose of logic synthesis is to execute a quantum program in a way that minimizes resource costs. The previous chapter introduced quantum programs to encapsulate quantum logic, diagrams to depict quantum logic, and ways to estimate resources. These are the tools required for logic synthesis. This chapter gives an overview of the common synthesis techniques, while the subsequent chapters provide detailed examples with resource analysis.

4.1 Generalized Teleportation Gates

A crucial development for fault-tolerant quantum logic was the teleportation gate [1, 47, 65, 124]. Instead of teleporting a quantum state from one position to another, this procedure implements a logical gate using a sequence of operations fueled by a special quantum state. In effect, the quantum state changes through teleportation, even though it may not change its physical location. The novelty of this proposal is that a gate can be encoded into a quantum state, so long as one knows how to “read” this information.

Let me introduce the notion of a “quantum look-up table” (QLUT). Take any \( N \)-dimensional unitary operator \( U \) and represent it in the spectral decomposition using
eigenvalues \{\lambda_j\} and eigenvectors \{|u_j\rangle\}:

\[ U = \sum_{j=1}^{N} \lambda_j |u_j\rangle\langle u_j| . \tag{4.1} \]

Let \(|\psi\rangle = \frac{1}{N} \sum_{j=1}^{N} |u_j\rangle\) be a uniform superposition over the eigenvectors. The QLUT for \(U\) is

\[ U|\psi\rangle = \frac{1}{N} \sum_{j=1}^{N} \lambda_j |u_j\rangle. \tag{4.2} \]

There is a clear similarity between the RHS of Eqns. (4.1) and (4.2). The reason I call this a “look-up table” is that that the QLUT is a state that encodes the action of \(U\). For any eigenvector of \(U\), the QLUT has the associated eigenvalue stored in its state. In many contexts, these are also called “magic states,” for precisely the same reason. For example, the magic state for \(T = \exp(i\pi (I - Z)/8)\) is \(T|+\rangle\), where \(|+\rangle = (1/\sqrt{2})(|0\rangle + |1\rangle)\) is the uniform superposition over the eigenvectors of \(T\).

One way to compile a quantum program into a QLUT is to begin with a teleportation circuit that takes \(|\psi\rangle\) as an input. Specifically, the circuit teleports an arbitrary qubit onto the ancilla \(|\psi\rangle\), then implements \(U\). This process is depicted in Fig. 4.1(a) for \(U = T\) and \(|\psi\rangle = |+\rangle\). The QLUT may be formed by using commutation rules to move \(U\) to before the teleportation circuit, as in Fig. 4.1(b) (cf. [7], p.487). In general, this commutation step modifies the teleportation procedure, so it is crucial that the new circuit has an efficient fault-tolerant construction. Developing other general procedures for designing teleportation gates is an area of future research.

### 4.2 Off-Line Validation and Fault Tolerance

The technique of compiling a quantum program into a QLUT can take much of the computational effort off of the data path. The data path is the sequence of operations which come in direct contact with data qubits in an algorithm. If there is a failure here, the data is corrupted. By contrast, operations off of the data path (“off-line”) may be expendable; if an error is detected, the faulty states are removed
without affecting the rest of the computation. Reference [12] also discusses how off-line preparation of QLUTs enables fast computation.

A QLUT can be compiled in a faulty manner, then validated using a procedure that checks for error in the QLUT. Using the quantum measurement postulate, successful validation projects the QLUT into a higher-fidelity state. This is essentially a variant of post-selected quantum computation [101]. Fault tolerance is achieved by bringing the QLUT to sufficient fidelity for interaction on the data path.

At first glance, the strategy of moving quantum programs into QLUTs would appear to just redistribute the effort of error correction from one place to another. However, the ability to discard states which fail validation is quite valuable. Validation only requires error detection instead of correction, and the former is more efficient. A distance-$d$ code can correct $\lceil \frac{d-1}{2} \rceil$ errors, leading to an output error of order $O(p^{\lceil (d+1)/2 \rceil})$ [7]. By contrast, the same code can detect $d - 1$ errors, leading to a validated output state with error $O(p^d)$. Moreover, error detection is almost always less taxing on classical control hardware, which can be a concern in some contexts [20]. For these reasons, performing validation can lead to substantial reductions in the overhead for fault-tolerant computation.

The steps for off-line logic synthesis are: (1) identify an important and frequently used quantum program; (2) compile this program into a teleportation gate using a
QLUT; (3) develop an efficient procedure to validate the QLUT. This design methodology will be demonstrated repeatedly in Chapters 5–7. Chapter 9 will examine common features of these techniques, which may be useful both for developing new methods and for understanding limitations of this approach.
Chapter 5

Distillation Protocols

Distillation protocols are a special case of error detection where many noisy copies of a quantum state are “distilled” into fewer low-error copies of the same state. A common theme for this chapter is that, in many circumstances, an important but difficult operation can be encoded into a well-characterized quantum state, such as a quantum look-up table (QLUT; see Chapter 4). After injecting noisy copies of the desired state into the surface code, they are distilled before being used by computation. Error detection is often employed with a quantum code that uses only operations that are themselves error-corrected by the surface code (see Section 3.1 for a list). However, at the end of the chapter, I discuss Fourier-state distillation, which distills a special class of multi-qubit quantum states. This is a new protocol that relies on Toffoli gates, which are not native to the surface code. The Toffoli gates require techniques developed in Chapter 6, and this example shows that distillation can be applied to produce useful multi-qubit states beyond just satisfying the minimum requirements of universal computation.

Distillation protocols hold an important place in fault-tolerant quantum computing. For example, entanglement distillation demonstrated that arbitrarily long-range quantum entanglement was achievable in principle, using quantum repeaters [125–127]. The advent of magic-state distillation made the prospect of large-scale quantum computing more plausible [101]. There are alternative ways to achieve universal,
fault-tolerant quantum computing [3, 7, 22, 25, 128–131], but the magic-state techniques developed by Knill [101, 132] and Bravyi and Kitaev [104] are compatible with broader sets of codes, including the surface code.

When viewed as a quantum program, a distillation protocol takes many copies of the same state as inputs and returns fewer copies of the same state as outputs. By assumption, the input states have independent errors, which is essential for the technique. Moreover, it is often assumed that the errors are also identically distributed, but this is not necessary. Because the inputs and outputs are of the same form, distillation protocols can be executed recursively. Recursive distillation is needed when just one round does not purify the desired state to sufficiently low error probability. The different rounds have different requirements for error correction, and hence different resource costs.

Resource costs for magic-state distillation can dominate the total resources required for quantum computing [12–14, 94, 100]. A recursive distillation protocol used to make a single gate, such as $T = \exp(i\pi (I - Z)/8)$, requires very many fundamental gates in the surface code. Fowler and Devitt estimate that a single $T$ gate requires 46 times the surface code volume as a single CNOT [94]. Resource costs will be a central concern for this chapter, as the distillation protocols examined here will be the first concrete demonstrations of the techniques of logic synthesis.

### 5.1 Magic-State Distillation

Magic-state distillation purifies a quantum look-up table (QLUT) for a gate that is otherwise unavailable within the chosen code. For example, the surface code is usually implemented with two distinct types of magic state distillation. The gates $S = \exp(i\pi (I - Z)/4)$ and $T = \exp(i\pi (I - Z)/8)$ are required for universal computation, and they may be produced using magic states $|Y\rangle = (1/\sqrt{2})(|0\rangle + i|1\rangle)$ and $|A\rangle = (1/\sqrt{2})(|0\rangle + e^{i\pi/4}|1\rangle)$, respectively [13, 14, 57, 60]. This section focuses on distilling $|A\rangle$ because this process is more costly than distilling $|Y\rangle$; however, $S$ gates are a necessary part of $|A\rangle$ distillation, as discussed later.

There are many proposals for distilling $|A\rangle$ states [104–107, 132], but I focus on
the 15-to-1 Bravyi-Kitaev (or “BK”) protocol, named for the authors of Ref. [104].
The label “15-to-1” refers to the ratio of input states to output states, which is an
important consideration for efficiency. A circuit diagram for the BK protocol is shown
in Fig. 5.1. Each $T$ gate is produced using a copy of $|A\rangle$, as shown in Fig. 5.2, so
the BK distillation protocol takes 15 copies of $|A\rangle$ as inputs. When each of the input
states has independent error $\epsilon \ll 1$, the distilled output state has error $35\epsilon^3$ to lowest
non-vanishing order.

The BK protocol has an important advantage over many other competing proto-
cols: it distills only one output state. Other protocols [105–107] that distill two or
more $|A\rangle$ states within the same code block inevitably lead to correlated errors at
the output. This poses a problem when one round of magic-state distillation is insuf-
ficient, so the output of the first round must be purified again. In such a scenario,
states with correlated errors must fan out to different second-round distillation blocks,
etc. By not having this issue, the BK protocol is much simpler to analyze. Still, re-
cent analysis suggests there may be advantages to the multiple-output distillation
methods [105–107], if the routing considerations can be addressed.

5.1.1 Bravyi-Kitaev Distillation in Surface Code

Several works have analyzed the BK protocol assuming perfect Clifford gates [13, 104,
133] and the costs associated with making Clifford gates fault tolerant [14, 56, 57, 94,
100]. Using the implementation from Ref. [94] of the BK protocol in the surface code,
one can estimate the resources required to implement sufficient error correction for
this distillation routine. Moreover, the cost of a $T$ gate at any level of fidelity can be
calculated by accounting for the costs of multi-round distillation, as explained below.

Following the methodology developed in Refs. [94, 100], one constructs programs
in the surface code using regular-sized “plumbing pieces” (see also Chapter 3). Each
piece occupies a cube in the surface code with side length $d + \lceil d/4 \rceil$. The probability
of logical error in a single plumbing piece can be bounded from above by

$$P_L(p_g, d) \approx d(100p_g)^{(d+1)/2},$$ (5.1)
Figure 5.1: Circuit for distilling the magic state $|A\rangle$. Each $T$ gate is produced using $|A\rangle$, its QLUT, with the circuit in Fig. 5.2. The bottom qubit is the output state.
Figure 5.2: Circuit for teleporting a $T$ gate using the QLUT $|A\rangle$. The error in the $T$ gate depends on the error the $|A\rangle$ magic state.

as derived in Ref. [100]. Subscript $L$ denotes logical error, $p_g$ is error-per-gate at the hardware level, $d$ is the distance of this implementation of the surface code, and the power law scaling is a fit to numerical simulations of surface code error correction [61, 93, 96, 97]. The error at the output of BK distillation is therefore bounded by the sum of probabilities for distillation error from input states and for error in the distillation circuit: $p_{out} \leq V \cdot P_L(p_g, d) + 35p_{in}^3$, where $V$ is the number of plumbing pieces and $p_{in}$ is the error of the input $T$ gates. The volume, in unit cells of the surface code, is the product of number of plumbing pieces and the volume of a single plumbing piece, which is $(d + \lceil d/4 \rceil)^3$ unit cells.

Fowler and Devitt constructed a version of the BK protocol in the surface code with $V = 192$ plumbing pieces [94]; however, this work considers the volume to be slightly larger. An important issue for distilling $|A\rangle$ states in the surface code is that $T$ gates are implemented using the teleportation circuit in Fig. 5.2, which may also require an $S$-gate correction. $S$ is not a native operation in the surface code, but it is still relatively inexpensive since it can be catalyzed by $|Y\rangle$ without destroying the magic state [13, 134], as shown in Fig. 5.3. Moreover, the additional overhead is small because each $S$ gate need only have a fidelity on the same order as the $T$ gate input error $p_{in}$, and hence lower code distance can be used for $S$ gates. I estimate that the operations for these $S$ gates can be implemented in a depth of two plumbing pieces (there was already one allocated in the volume estimate above), making the total volume now $V = 7 \times 16 \times 2 = 224$ plumbing pieces for the Bravyi-Kitaev distillation protocol, as shown in Fig. 5.4. A bounding box serves as a guide to how the volume is estimated.
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5.1.2 Resource Analysis for Bravyi-Kitaev Distillation

Determining the best combination of Bravyi-Kitaev distillation protocols at different code distances is a resource optimization problem. In the first round of distillation, increasing code distance will increase volume and lower output error, until the probability of surface code error is negligible in comparison to the $35p_{in}^3$ error from faulty input states. To move beyond this limit, one must use two rounds of distillation. Since the inputs to the second round require distillation, the total volume will be 15 times the volume in first round, plus the volume of the second round. Furthermore, there is positive probability that any distillation circuit will fail, requiring repetition; I account for this by multiplying volume by $1/(1-p_{fail})$, which gives the mean volume including repeated distillation. For BK distillation, $p_{fail} \approx 15p_{in}$. For a specified number of rounds, let $p_0$ denote the injected state error probability, $p_1$ the probability of error after one round of distillation, etc. The approximate volume and output error after round $r$ are given by the recursion relations:

\[ p_r = 35p_{r-1}^3 + 224P_L(p_g, d_r) \]  \hspace{1cm} (5.2)

\[ V_r = 224 \sum_{s=1}^{r} \frac{15^{r-s}}{1-15p_s}(d_s + \lfloor d_s/4 \rfloor)^3 \]  \hspace{1cm} (5.3)

The factor 224 is the estimated size of the surface code program, in plumbing pieces. The factor $15^{r-s}$ is the number of copies of round-$s$ distillation needed to feed into one instance of round-$r$ distillation.

Using the formulas in Eqns. (5.2) and (5.3), I calculated all possible combinations
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Figure 5.3: Circuit for producing a $S$ gate using the QLUT $|Y\rangle$. The circuit does not destroy the ancilla qubit, and the $Z$ gate is recorded in the Pauli frame.
Figure 5.4: Bravyi-Kitaev 15-to-1 distillation implemented in the surface code.  
(a) Circuit diagram for BK distillation from Fig. 5.1, repeated here for convenience. (b) Surface code braiding pattern, derived in Ref. [94]. The horizontal primal defects (yellow pipes) correspond to qubits on the left. Dual defects (black pipes) implement logical CNOT gates. The colored pyramids on the right are state injection, corresponding to the $T$ gate followed by $X$-basis measurement in the circuit. The bottom pair of primal defects is the output qubit. The volume is $7 \times 16 \times 2 = 224$ plumbing pieces. Extra volume is allotted for the conditional $S$ gates in the circuit diagram, as explained in the text.
of BK distillation volume (in unit cells) and output error rate, as explained below. The number of rounds ranged from one to three, the distance in each round ranged from $5 \leq (d_1, d_2, d_3) \leq 55$, and I calculated results for values of the hardware gate error such that $\log_{10}(1/p_g) = \{3, 3.5, 4, 4.5, 5\}$. By conventional assumption, the injected $|A\rangle$ states used by the first round have $p_{in} = 10p_g$ [100], where the factor 10 accounts for the number of faulty hardware operations during injection and before error correction. To narrow focus to useful results, I only make note of protocols on the “efficient frontier,” which consists of those protocols (each having a unique combination of parameters $d_1, d_2, d_3$) that are not dominated by any other protocol. In terms of performance, one protocol dominates another if the first has both lower volume and lower output error rate; there is no reason to use a dominated protocol. The results for $p_g = 10^{-3}$ are shown in Fig. 5.5. The results for other values of $p_g$ show effectively the same behavior, so they are not plotted. In addition to this plot, Table 5.1 gives the estimated resource costs when using BK distillation for different input error rates $\log_{10}(1/p_g) = \{3, 3.5, 4, 4.5, 5\}$ and output error rates $\log_{10}(1/p_{out}) = \{3, ..., 15\}$. This can be compared with tables in Refs. [100, 105–107], most of which only consider cost in number of input magic states. The difference between my results and those in Ref. [100] is due mostly to my definition of a unit cell, which contains four qubits when ancillas are used for stabilizer measurement. Additionally, I estimate a slightly larger volume for BK distillation in the surface code (224 vs. 192 plumbing pieces).

In the numerical optimization above, I allowed the distance in each round of distillation to be independent of the other rounds, as suggested in Ref. [14]. The protocols on the efficient frontier approximately double the code distance from one round to the next. This is an optimization that lowers the burden of error correction; with increasing strength of error correction, the probability of surface code failure becomes negligible compared to the distillation error term $35p_{in}^3$. To see what difference is made by this optimization, consider what happens when the distance is the same in all rounds. The code distance will need to be large enough for total probability of logical error in the surface code to be well below the target error probability, which makes the entire distillation procedure very expensive. Figure 5.6 shows the efficient frontier from Fig. 5.5 compared to this naive approach.
Figure 5.5: Resource costs for Bravyi-Kitaev distillation protocols. Color denotes the number of rounds of distillation. For each of one, two or three rounds, the efficient frontier is plotted. Dashed lines show protocols dominated by a protocol having different number of rounds, so the efficient frontier considering any number of rounds is the union of the solid lines.
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## Table 5.1: Resources for Bravyi-Kitaev magic-state distillation as a function of gate error $p_g$ and output state error $p_{out}$. Volume is given in unit cells of the surface code. Beneath volume, the code distance for each round is given. The background color for each protocol provides a visual guide to the number of rounds. Each reported protocol has the lowest resource cost for given $p_g$ while producing an output state with error below $p_{out}$. Injected magic states have error $p_{in} = 10p_g$. Empty cells do not require distillation because $p_{in}$ is at or below the target $p_{out}$.

| $\log_{10} (p_{out})$ | Volume (unit cells) | $p_g = 10^{-3}$ | $p_g = 10^{-3.5}$ | $p_g = 10^{-4}$ | $p_g = 10^{-4.5}$ | $p_g = 10^{-5}$ |
|-----------------------|---------------------|-----------------|-------------------|-----------------|-------------------|-----------------|
| 3                     | $1.1 \times 10^6$   | 3.5 $\times 10^5$ | (13)              | (9)             |                   |                 |
| -4                    | $1.5 \times 10^6$   | 3.5 $\times 10^5$ | (15)              | (9)             | (7)               | (5)             |
| -5                    | $1.1 \times 10^7$   | 5.5 $\times 10^5$ | (11, 17)          | (11)            | (9)               | (5)             |
| -6                    | $1.2 \times 10^7$   | 3.2 $\times 10^5$ | (11, 19)          | (7, 13)         | (9)               | (5)             |
| -7                    | $2.0 \times 10^7$   | 3.5 $\times 10^5$ | (13, 21)          | (7, 15)         | (11)              | (5)             |
| -8                    | $2.1 \times 10^7$   | 6.5 $\times 10^5$ | (13, 23)          | (9, 15)         | (7, 11)           | (7)             |
| -9                    | $2.4 \times 10^7$   | 7.3 $\times 10^5$ | (13, 27)          | (9, 17)         | (7, 13)           | (5, 9)          |
| -10                   | $3.1 \times 10^7$   | 7.9 $\times 10^5$ | (13, 27)          | (9, 17)         | (7, 13)           | (9)             |
| -11                   | $3.5 \times 10^7$   | 7.9 $\times 10^5$ | (15, 27)          | (9, 19)         | (7, 13)           | (11)            |
| -12                   | $3.1 \times 10^8$   | 1.2 $\times 10^7$ | (11, 15, 33)      | (11, 21)        | (7, 15)           | (5, 11)         |
| -13                   | $3.2 \times 10^8$   | 1.3 $\times 10^7$ | (11, 17, 33)      | (11, 23)        | (7, 17)           | (5, 11)         |
| -14                   | $3.3 \times 10^8$   | 1.3 $\times 10^7$ | (11, 17, 35)      | (11, 23)        | (9, 17)           | (5, 11)         |
| -15                   | $3.4 \times 10^8$   | 2.1 $\times 10^7$ | (11, 19, 37)      | (13, 25)        | (9, 19)           | (5, 13)         |

Key: Level-1 BK Level-2 BK Level-3 BK
Figure 5.6: Scaling of efficient and naive programs for BK distillation. The lower blue trace is the efficient frontier for multi-round BK distillation with code distance varying by round. The black dashed line is a power law fit with exponent 3.27. The red trace is the trivial upper bound, i.e. the naive approach with all rounds of distillation using the same code distance; red overlaps blue for just one round of distillation. The gray dashed line shows a power law fit with exponent 5.17. For both solid traces, the abrupt jumps in volume occur where the distillation procedure must use an additional round.
As mentioned in the introduction, I will use a Trivial Upper Bound (TUB) for each program to demonstrate the importance of logic synthesis. In Fig. 5.6, the naive approach will be the TUB for magic-state distillation. The power law fits show how the volume required by each method scales as demands on output error are increased. The optimized logic requires a surface code volume of approximately $$(4.37 \times 10^4) \left[ \log_{10}(1/p_{out}) \right]^{3.27}$$ unit cells, while the TUB requires $$(3.39 \times 10^3) \left[ \log_{10}(1/p_{out}) \right]^{5.17}$$. As demonstrated in Section 3.3, error per plumbing piece in the surface code scales with exponent 2.84, and the asymptotic scaling exponent of BK distillation is $$\gamma = \log_3(15) \approx 2.46$$. A simple guess would suppose that the naive protocol would have scaling coefficient $$2.84 + 2.46 = 5.30$$, which is rather close to the fitting parameter calculated above.

The optimized protocol has scaling exponent 3.27, which is surprisingly close to the lower bound of 2.84 for a surface code operation. Compressing early rounds of distillation by lowering code distance works very well to improve performance over the TUB. For example, at output error $$10^{-12}$$, the optimized protocols reduce resources by about a factor of 10. The resource estimates in Ref. [13] and Chapter 2 used the naive method; moreover, $$T$$-gate production was found to dominate those resource totals. Using the optimized BK distillation protocols examined here would dramatically lower the estimated costs to execute those quantum algorithms. This is the first example of how logic synthesis can reduce the overhead of fault tolerance by a sizable factor relative to naive constructions, but this chapter and those that follow will examine several more.

### 5.1.3 Alternative Protocols

Many other magic-state distillation protocols have been developed but are not analyzed here. Notable examples are:

- the 7-to-1 protocol for distilling $$|Y\rangle$$ with output error $$O(p^3)$$ [56, 57, 60, 94];
- a 2-to-1, $$O(p^2)$$ protocol for $$|Y\rangle$$ [134];
- the Meier-Eastin-Knill 10-to-2, $$O(p^2)$$ protocol for distilling $$|H\rangle = \cos(\pi/8)|0\rangle + \sin(\pi/8)|1\rangle$$.
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\[ \sin(\pi/8)|1\rangle \text{ (which can be converted to a protocol for distilling } |A\rangle \) [105];

- Bravyi-Haah triorthogonal codes distilling \((3k+8)\)-to-\(k\) with output error \(O(p^2)\) [106];

- Landahl-Cesare generalized Reed-Muller codes distilling the family of states \((1/\sqrt{2})(|0\rangle + \exp(i\pi/2^n)|1\rangle)\) for integers \(n \geq 3\) [135];

- a distillation protocol for Toffoli magic states [134]

- a block-code distillation protocol for distilling controlled-controlled-Z (locally equivalent to Toffoli) [107, 123].

In addition to analysis in the original proposals, there has been work to understand the resource costs associated with fault tolerance for some of these protocols. Several researchers have considered the limits on errors in magic states for distillation to succeed [133, 136]. Reference [137] considers the effectiveness of magic-state distillation using faulty gates. An equivalent form of the triorthogonal codes called “block codes,” implemented with surface code error correction, was analyzed in Ref. [100]. Finally, it is worth mentioning that a handful of codes, such as the Steane code and some topological color codes, use a fault-tolerant state injection method rather than magic-state distillation. While this technique is appealing for its simplicity, the surface code still appears to have better performance for the reasons outlined in Section 2.3.

5.2 Multilevel Distillation

I developed another distillation protocol for \(|H\rangle = \cos(\pi/8)|0\rangle + \sin(\pi/8)|1\rangle\) states (or \(|A\rangle\), through slight modification) to probe the limits of magic-state distillation [107]. Let the efficiency of a distillation protocol be measured only in terms of input and output states with \(\gamma = \log(k/n)/\log(d)\), where \(n\) is the number of input states, \(k\) is the number of output states, and the output error is \(O(p^d)\). In their work on triorthogonal codes, Bravyi and Haah conjectured that \(\gamma \geq 1\) [106]. All previous distillation methods obey this limit, but there was no protocol for \(|A\rangle\) states that approached \(\gamma = 1\). The multilevel protocols described below come arbitrarily close to
\[ \gamma = 1 \] in certain limits, which is interesting theoretically. However, I ultimately conclude that these methods are probably not useful for quantum computing. This is an instructive example for logic synthesis because it shows that narrowly improving one aspect of fault-tolerant computation may not be effective at lowering overall resource costs. Still, the techniques developed below may be useful in other applications.

### 5.2.1 Block Codes with Transversal Hadamard

As a preliminary step, I define a family of CSS quantum codes that encode \( k \) logical qubits, where \( k \) is even, using \( (k + 4) \) physical qubits. Furthermore, these codes possess a transversal Hadamard operation, so I call them collectively “\( H \) codes” and denote \( H_n \) as the code using \( n = k + 4 \) physical qubits. Any \( H \) code may be defined as follows. The stabilizer generators are

\[
S^{(1)} = X_1X_2X_3X_4, \quad S^{(2)} = Z_1Z_2Z_3Z_4, \\
S^{(3)} = X_1X_2X_5X_6 \ldots X_n, \quad S^{(4)} = Z_1Z_2Z_5Z_6 \ldots Z_n,
\]

where subscripts index over physical qubits and tensor product between Pauli operators is implicit. The logical Pauli operators (corresponding to logical qubits), denoted with an over bar and indexed by \( i = 1 \ldots k \), are

\[
\bar{X}_i = X_1X_3X_{i+4} \quad \text{and} \quad \bar{Z}_i = Z_1Z_3Z_{i+4}.
\]

The Hadamard transform exchanges \( X \) and \( Z \) operators, so application of transversal Hadamard gates at the physical level enacts a transversal Hadamard operation at the logical level, which will be a useful property when I later concatenate these codes. All \( H \) codes have distance two, which means they can detect a single physical Pauli error. The product of two logical Pauli operators of the same type for two distinct logical qubits has weight two (number of non-identity physical, single-qubit Pauli operators); the product of same-type Pauli operators on all logical qubits is also weight-two at the physical level. The stabilizers come in matched \( X/Z \) pairs, so there are no weight-one logical operators.

The \((+1)\) eigenstate \( |H\rangle \) of the Hadamard operator

\[ H = (1/\sqrt{2})(X + Z) \]

is a magic state for universal quantum computing \([104–106, 132, 133]\). In particular, two of these magic states can be consumed to implement a controlled-\( H \) operation \([105, 132]\), enabling one to measure in the basis of \( H \) (see Fig. 5.7(a)). The distillation procedure is as follows: (a) encode faulty \( |H\rangle \) magic states in an \( H \) code; (b) measure in the basis of the transversal Hadamard gate by consuming \( |H\rangle \) ancillas; (c) reject the output
Figure 5.7: Distillation of $|H\rangle$ magic states using an $H$ code. (a) Controlled-Hadamard gate is constructed using $T$ gates, each of which requires one $|H\rangle$ state (or $|A\rangle$). (b) Initial $|H\rangle$ states (left) are encoded with four additional qubits, initialized to $|0\rangle$ here. The boxes “Encode” and “Decode” represent quantum circuits for encoding and decoding, which are not shown here. Modified from version published in Ref. [107].

states if either the measure-Hadamard or code-stabilizer circuits detect an error. For example, when an $H_{(k+4)}$ code is used for distillation, $k$ $|H\rangle$ states are encoded as logical qubits using $(k + 4)$ physical qubits. Each transversal controlled-Hadamard gate consumes two $|H\rangle$ states [105], and this gate is applied to all physical qubits, which results in the $(3k + 8)$-to-$k$ input/output distillation efficiency of these codes. A diagram of the quantum circuit for distillation using $H_6$ is shown in Fig. 5.7(b).

### 5.2.2 Multilevel Protocols

Multilevel distillation uses concatenated codes with transversal Hadamard for distillation, in such a manner that the protocol uses two classes of input magic states,
where the classes have different levels of infidelity and enter at different concatenation levels in the code. The $|H\rangle$ ancillas consumed for transversal controlled-Hadamard measurement are of lower fidelity than the encoded logical $|H\rangle$ states being distilled. When two quantum codes with transversal Hadamard are concatenated, the resulting code also has transversal Hadamard. Under appropriate conditions, the distance of the concatenated code is the product of the distances for the individual codes: $d' = d_1d_2$ [105]. Thus the concatenation of two $H$ codes yields a distance-4 code with transversal Hadamard, and $r$-level concatenation has distance $2^r$.

The concatenation conditions for $H$ codes are that, through all levels of concatenation, any pair of physical qubits have at most one encoding block (at any level) in common. The reasons for this restriction are that logical errors in the same block are correlated and that the statement above regarding distance multiplying through concatenation assumes independence of errors. Consequently, two logical qubits from the same encoding block can never be paired again in a different encoding block. The required arrangement of qubits can be given a geometric interpretation. Arrange all physical qubits at points on a Cartesian grid in the shape of a rectangular solid, with the number of dimensions given by the number of levels of concatenation. A square, cube, or hypercube are possible examples at dimensionality two, three, or four. Each dimension is associated with a level of concatenation, and there must be an even $n \geq 6$ qubits in each dimension to form an $H$ code. Construct $H$ codes in the first dimension by forming an encoding block with each line of qubits in this direction, as in Fig. 5.8(a). This will give rise to $k = n - 4$ logical qubits along each line in this direction. Repeat this procedure by grouping these first-level logical qubits in lines along the second dimension to form logical qubits in a two-level concatenated code, as in Fig. 5.8(b). Continuing in this fashion through all dimensions ensures that any pair of qubits have at most one encoding block in common.

As with the $H$ codes, multilevel codes use a transversal logical Hadamard-basis measurement to detect whether any one encoded qubit has an error (an even number of encoded errors would not be detected). If the logical $|H\rangle$ states have independent error probabilities $\epsilon_l$, then the distilled states will have infidelity $O(\epsilon_l^2)$ with perfect distillation. One must also consider whether the Hadamard-basis measurement has
an error. For a two-level code arranged as a square of side length $n$, the transversal controlled-Hadamard gates at the lowest physical level require $(2n^2) |H⟩$ magic states, each of which has infidelity $\epsilon_p$. However, this is a distance-4 code, so for independent input error rates, the probability of failing to detect errors at the physical level is $O(\epsilon_p^4) + O(\epsilon_l \epsilon_p^2)$ (analysis is provided in Section 5.2.3). The code can detect more errors in the magic states at the lower physical level, so these $|H⟩$ states can be of lower fidelity than the magic states encoded as logical qubits and successfully perform distillation. This is the essential distinction between multilevel distillation and all prior distillation protocols. When multiple rounds of distillation are required [13, 14], low-fidelity magic states are less expensive to produce, so multilevel protocols achieve higher efficiency.

Multilevel distillation protocols are applied in rounds, beginning with a small protocol (such as an $H$ code) and progressing to concatenated multilevel codes. Let us denote the output infidelity from a single round by the function $\epsilon_{\text{out}} = E_{t_1 \times \ldots \times t_t}(\epsilon_l, \epsilon_p)$. For each such function, $t$ is the dimensionality (number of levels of concatenation) and
\( n_1 \ldots n_t \) are the sizes of each dimension, which need not all be the same. As before, \( \epsilon_l \) and \( \epsilon_p \) refer to the independent error probabilities on logical and physical magic states, respectively. A typical progression of rounds using a source of \(|H\rangle\) states with infidelity \( \epsilon_0 \) might be \( \epsilon_1 = E_1^n(\epsilon_0, \epsilon_0), \epsilon_2 = E_2^{n \times n}(\epsilon_1, \epsilon_0), \) etc.

Multilevel protocols tend to be much larger in both qubits and gates than other protocols. Because there can be many encoded qubits, the protocol is still very efficient, but the size of the overall circuit may be a concern for some quantum computing architectures. At any number of levels, the distilled output states have correlated errors, so distilled magic-state qubits in multilevel distillation must never meet again in a subsequent distillation circuit (it is a requirement that errors are independent within the same encoding block, as in Refs. [105, 106]). Let us suppose that one performs two rounds of distillation, where the first round uses one-level distillers with \( k \) encoded magic states and the second round uses two-level distillers with \( k^2 \) encoded states. Because the inputs to each distiller in the second round must have independent errors, there must be \( k^2 \) independent distillation blocks in the first round. Therefore, to distill \( k^3 \) output states through two rounds, the number of input states is

\[
N_{\text{inputs}} = k^3[\text{logical inputs}] + 2k^2(k + 4)[\text{physical inputs}] + 2k(k + 4)^2[\text{physical inputs}]
= 5k^3 + 24k^2 + 32k.
\]

Consider a similar sequence through \( r \) rounds with each distiller in round \( q \) having \( k^q \) encoded qubits. The total number of logical magic states is \( k^r \times k^{r-1} \times \ldots \times k = k^{r(r+1)/2} \) to ensure that errors are independent between logical magic states in every round. In the first round, the number of consumed magic states is \( 2(k + 4)k^{r(r+1)/2-1} \); in any subsequent round \( q \geq 2 \), the number of consumed magic states is \( 2^{q-1}(k + 4)^q k^{r(r+1)/2-q} \) (recall that the Hadamard measurement is implemented \( 2^{q-2} \) times, meaning it is repeated for \( q \geq 3 \)). The total number of input magic states can thus
be expressed as

\[ N_{\text{inputs}} = \left[ 1 + \frac{k + 4}{k} + \sum_{q=1}^{r} 2^{q-1} \left( \frac{k + 4}{k} \right)^q \right] k^{r(r+1)/2}. \]  

For \( r = 2 \), this reproduces Eqn. (5.4). What also becomes clear is that the total size of multilevel protocols becomes unwieldy as \( r \) and \( k \) increase. For example, the case of \( r = 3 \) and \( k = 10 \) would require about \( 1.87 \times 10^7 \) input magic states and a comparable number of gates to distill \( 10^6 \) output magic states. In general, the most efficient multilevel distillation protocols use large \( k \) and multiple rounds, where efficiency is measured in the ratio of low-fidelity \( |H\rangle \) input states consumed to yield a single high-fidelity \( |H\rangle \) output. Because of the complexity of such protocols, the greatest benefit from their application is seen in large-scale quantum computing, where a typical algorithm run may require \( 10^{12} \) magic states, each with error probability \( 10^{-12} \) [13].

It may be possible for alternative designs to circumvent these issues. If the first round uses a different protocol without correlated errors across logical magic states, such as Bravyi-Kitaev 15-to-1 distillation, then having multiple distillation blocks is unnecessary in the second round using a two-level concatenated protocol, which would lead to smaller multi-round, multilevel protocols. Indeed, the results below show that optimal protocols found by numerical search happen to take this approach.

The scaling exponent \( \gamma \) of a distillation protocol characterizes its efficiency. Specifically, \( O(\log^{\gamma}(\epsilon_{\text{in}}/\epsilon_{\text{out}})) \) input states are required to distill one magic state of infidelity \( \epsilon_{\text{out}} \). Scaling exponents for previous protocols are \( \gamma \approx 2.46 \) (“15-to-1” [104, 132]), \( \gamma \approx 2.32 \) (“10-to-2” [105]), and \( \gamma \approx 1.6 \) (triorthogonal codes [106]). Moreover, Bravyi and Haah conjecture that no magic-state distillation protocol has \( \gamma < 1 \) [106]. In this work, if each round of distillation uses one higher level of concatenation in the multilevel protocols, then the number of consumed inputs doubles. In the limits of \( k \to \infty, \epsilon \to 0 \), multilevel protocols require \( 2^r + 1 \) input states to each output state for \( r \) rounds of distillation, where the \( r^{\text{th}} \) round is a level-\( r \) distiller. The final infidelity is \( O((\epsilon_{\text{in}})^{2^r}) \), so the scaling exponent is \( \gamma = \log(2^r + 1)/\log(2^r) \to 1 \) as \( r \to \infty \), which is the closest any protocol has come to reaching the conjectured bound. I show later through numerical simulation that \( \gamma \approx 1 \) for error rates relevant to quantum
5.2.3 Error Analysis for Multilevel Distillation

For simplicity, make the conventional assumption that all quantum circuit operations are perfect, except for the initial $|H\rangle$ magic states being distilled. This is a valid approximation if all operations are performed using fault-tolerant quantum error correction where the logical gate error is far below the final infidelity for distilled magic states [13, 14, 57]; for a more explicit construction of fault-tolerant distillation circuits, see Ref. [94]. Additionally, following the methodology in Refs. [104, 105], one can consider each magic state with infidelity $\epsilon$ as the mixed state $\rho = (1 - \epsilon)|H\rangle\langle H| + \epsilon|\bar{H}\rangle\langle \bar{H}|$, where $|\bar{H}\rangle$ is the $(-1)$ eigenstate of the Hadamard operation.

Determining the infidelity at the output of distillation becomes simply a matter of counting the distinct ways that errors lead to the circuit incorrectly accepting faulty states, which is aided by the geometric picture from Section 5.2.2. It is essential that error probabilities $\epsilon_l$ and $\epsilon_p$ for each input magic state are independent. Then a one-level, $(3k + 8)$-to-$k$ distiller using the $H_{(k+4)}$ code has output error rate on each $|H\rangle$ state as

$$E_{1}^{(k+4)}(\epsilon_l, \epsilon_p) = (k - 1)\epsilon_l^2 + (2k + 2)\epsilon_p^2 + (\ldots),$$

(5.6)

where higher order terms denoted $(\ldots)$ are omitted. The numerical results justify the use of lowest-order approximations as higher-order terms are negligible in optimally efficient protocols. The lowest-order error rates are both second order, because the Hadamard basis measurement and $H_{(k+4)}$ code can together detect a single error in any magic state. The probability of the distiller detecting an error, in which case the output is discarded, is $k\epsilon_l + 2(k + 4)\epsilon_p + (\ldots)$. If $\epsilon_l = \epsilon_p = \epsilon$, then the output error rate of $(3k + 1)\epsilon^2$ conditioned on success is the same as in Ref. [106]. Using the two-level distiller constructed from concatenated $H_{(k+4)}$ codes, the output infidelity for each distilled $|H\rangle$ state is

$$E_{2}^{(k+4)\times(k+4)}(\epsilon_l, \epsilon_p) = (k^2 - 1)\epsilon_l^2 + 8(k^2 + 4k + 3)\epsilon_p^4 + (k + 4)^2\epsilon_l\epsilon_p^2 + (\ldots).$$

(5.7)
The probability of the two-level distiller detecting an error is

\[
p_{\text{error}} = k^2 \epsilon_1 + 2(k + 4)^2 \epsilon_p + 2k^2(k + 4)^2 \epsilon_p + (\ldots). \tag{5.8}
\]

Similar error suppression extends to higher multilevel protocols, as examined in more detail below.

The multilevel codes analyzed here use concatenated \( H \) codes, though other codes could be concatenated. When two \( H \) codes are concatenated, the logical qubits of the first level of encoding are used as physical qubits for completely distinct codes at the second level. Consider a two-level scheme: if the codes at first and second levels are \([n_1, (n_1 - 4), 2]\) and \([n_2, (n_2 - 4), 2]\), respectively, then the concatenated code is \([n_1 n_2, (n_1 - 4)(n_2 - 4), 4]\), as shown in Fig. 5.8(b). This process can be extended to higher levels of concatenation.

Determining the potential errors and their likelihood in multilevel protocols requires careful analysis. Let us enumerate the error configurations which are detected by the protocols; the error probability is given by summing the probability of all error configurations that are not detected and that lead to error(s) in the encoded \( |H \rangle \) states. As a first step, the analysis of multilevel codes is simplified by considering each input magic state to the quantum computer as having an independent probability of \( Y \) error, as discussed in Refs. [104, 105]. Hence only one type of error stems from each magic state used in the protocol.

Identifying undetected error events in multilevel distillation, which lead to output error rate, is aided by the geometric picture introduced before. Qubits which will form the code are arranged in a rectangular solid, then grouped in lines along each dimension for encoding. There are two error-detecting steps which together implement distillation: the Hadamard-basis measurement and the error detection of the \( H \) codes. The Hadamard measurement registers an error for odd parity in the total of encoded state errors and physical-level errors in the first round of \( T \) gates, and there is one of these for each qubit site in the code (see Fig. 5.7).

The second method for \( H \) codes to detect errors is by measuring the code stabilizers. The code stabilizers detect any configuration of errors which is not a logical
operator in the concatenated code. Because of the redundant structure using overlapping $H$ codes, only a very small fraction of error configurations evade detection. Before moving on, note that at each qubit site, there are two faulty gates applied, and two errors on the same qubit will cancel (however, the first error will propagate to the Hadamard-basis measurement). Conversely, a single error in one of the two gates will propagate to the stabilizer-measurement round, but only an error in the first gate will also propagate to the Hadamard measurement. The stabilizer-measurement round will only “see” the odd/even parity of the number of errors at each qubit site.

One type of error event that occurs at concatenation levels three and higher requires special treatment. If there is an error in an encoded magic state and errors on two physical states used for the same controlled-Hadamard gate at the physical level, then this combination of input errors is not detected by the distillation protocol, leading to logical output error. This event leads to the $O(\epsilon_l \epsilon_p^2)$ error probability mentioned previously, which is not an issue for two-level protocols, but it must be addressed in levels three and higher. The solution for $t$-level distillation, where $t \geq 3$, is to repeat the controlled-Hadamard measurement $2^{(t-2)}$ times, consuming $2^{(t-1)}$ magic states at the physical level. After each transversal controlled-Hadamard, the code syndrome checks for detectable error patterns. With this procedure, one encoded-state error would also require at least $2^{(t-1)}$ errors in physical-level magic states to go undetected, leading to probability of error that scales as $O(\epsilon_l \epsilon_p^{2^{t-1}})$.

Consider the pattern of errors after the two potentially faulty gates on each qubit in the $t$-dimensional Cartesian grid arrangement. The many levels of error checking in the $H$ codes can detect a single error in any encoding block at any encoding level. For this analysis, let us separate the $(k + 4)$ qubits in a single $H$ code block into two groups: the first four qubits are “preamble” qubits, while the remaining $k$ qubits are index qubits. The reason for this distinction is that the logical $Y_i$ operators, which would also be undetected error configurations, have common physical-qubit operators in the preamble, with a degeneracy of two: $\overline{Y}_i = -Y_1 Y_3 Y_{i+4} = -Y_2 Y_4 Y_{i+4}$, because of the stabilizer $Y_1 Y_2 Y_3 Y_4$. Conversely, the logical operators are distinguished by the $i$th logical Pauli operator having a physical Pauli operator on the $i$th index qubit (numbered $(i + 4)$ when preamble is included).
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The preamble/index distinction makes it easier to identify the most likely error patterns. For any size $H$ code, there are two weight-2 errors in the preamble: $Y_1Y_2$ and $Y_3Y_4$. Logically, these represent the product of $Y$ operators on all encoded qubits. In the index qubits, any pair of errors is logical: $Y_{i+4}Y_{j+4} = Y_iY_j$. However, a pair of errors split with one each in preamble and index is always detectable by the code stabilizers. Thus, any single encoded qubit could have a logical error stemming from a pair of errors in two different configurations in the preamble or $(k-1)$ configurations in the index qubits. There is also one weight-three error. Each physical-state error configuration is multiplied by a degeneracy factor that is the number of ways an even number of errors occur before the CNOT in Fig. 5.7, thereby evading the Hadamard measurement. Thus the probability of logical error is $2(k+1)\epsilon_p^2 + 4\epsilon_p^3 + O(\epsilon_p^4)$. The Hadamard measurement fails to detect an even number of errors in the logical input states. There are $(k-1)$ ways that a pair of encoded input errors could corrupt any given qubit and $(k-1)(k-2)(k-3)/6$ ways four errors could corrupt any given qubit (assuming $k \geq 4$). This contributes error terms $(k-1)\epsilon_t^2 + (1/6)(k-1)(k-2)(k-3)\epsilon_t^4 + O(\epsilon^6)$. Finally, it is possible for a single logical error and an odd number of physical errors before the CNOT in Fig. 5.7, potentially in conjunction with other physical errors after CNOT, to occur simultaneously in a way that evades both checks. This contributes a term $(k+4)\epsilon_t\epsilon_p^2 + 8(k-1)\epsilon_t\epsilon_p^3 + O(\epsilon_t\epsilon_p^4)$.

The numerical analysis detailed below shows that efficient use of one-level $H$ codes has similar error rates for $\epsilon_t$ and $\epsilon_p$, and both are below 0.01, so the relevant terms in the error functions for one-level $H$ codes are $E_{1}^{(k+4)}(\epsilon_t, \epsilon_p) = (k-1)\epsilon_t^2 + (2k+2)\epsilon_p^2 + (\ldots)$, which reproduces Eqn. (5.6). As a result, the higher-order terms above can be neglected for this range of parameters so long as $k$ is not too large. Simply put, if the higher terms become relevant ($i.e.$ $\epsilon_t$, $\epsilon_p$, or $k$ is sufficiently large in magnitude), then the distillation protocol is being used ineffectively, and it may in fact cause more errors than it corrects. These findings are supported by the numerical search for optimal protocols, justifying this approximation.

When $H$ codes are concatenated, the analysis of undetected error patterns becomes more complicated. In particular, logical errors from one layer of encoding must be “matched” with errors from other encoding blocks to go undetected at the
next level. Consider the case of the level-two-concatenated, square-array distiller, and focus on one of the encoded states. As before, a pair of encoded-state input errors evades the Hadamard measurement, which contributes a term \((k^2 - 1)\epsilon_l^2\). The undetected errors resulting from consumed magic states are more complicated. Within the upper encoding block, there are two ways a logical error could be caused by a pair of errors in the preamble, and \((k - 1)\) possibilities for logical error from a pair of index errors. However, each of the inputs to the second level are the logical qubits of distinct \(H\) codes at the first level, which has additional error detection. The most likely errors from the first level come in pairs, but these pairs are sent to different codes at the second level. As a result, the error patterns from the first level must come in “matched” pairs that are also not detected at the second level. For any particular error configuration going into a block at the second level, there are four preamble configurations and \((k - 1)\) index configurations at the first level that could have caused it. There are \((k + 1)\) undetected error configurations at the second level, and the degeneracy factor of four physical errors is eight, so the consumed magic states contribute a term \(8(k + 1)(k + 3)\epsilon_p^4\). Finally, the most likely way that physical and encoded errors can occur in conjunction is a logical error on the magic state in question and two physical errors on the same qubit anywhere, which has probability \((k + 4)^2\epsilon_l\epsilon_p^2\). Combined, these error terms reproduce the results in Eqn. (5.7). Higher-order terms can be neglected because they are found to be negligible in optimal protocols. For example, the first optimal two-level protocol has parameters \(k = 8\), \(\epsilon_l = 3.5 \times 10^{-5}\), and \(\epsilon_p = 9 \times 10^{-4}\), where both input types come from earlier rounds of distillation (Bravyi-Kitaev and Meier-Eastin-Knill, respectively). More details of the numerical search are given below.

Continuing this approach, one can show the significant error terms at level \(t \geq 3\) are given by

\[
E_t^{(k+4)^t}(\epsilon_l, \epsilon_p) = (k^t - 1)\epsilon_l^2 + 2^{(2^t + t - 3)}(k + 1)(k + 3)^{t-1}\epsilon_p^{(2^t)}
+ (k + 4)^t(2^{(t-2)})\epsilon_l\epsilon_p^{(2^{t-1})} + \ldots. \tag{5.9}
\]

These terms incorporate degeneracy in error configurations and repeated Hadamard
measurements. The coefficients of the second and third terms on the RHS of Eqn. (5.6) represent physical error configurations and encoded+physical combinations, respectively, and these grow rapidly as a function of \( r \). Accordingly, the optimal-protocol search does not advocate the use of three-level protocols until the desired output error rate is below \( 10^{-25} \), which is beyond the needs of any quantum algorithm so far conceived. No four-level protocols were found to be optimal for output error rates above \( 10^{-40} \), which under practical considerations means they are not likely to ever be used.

### 5.2.4 Resource Analysis for Multilevel Distillation

Figure 5.9 shows the performance of optimal multi-round distillation protocols identified by numerical search, indicating the number of input states with \( \epsilon_0 = 0.01 \) required to reach a desired output infidelity \( \epsilon_{\text{out}} \). The markers indicate the type of protocol in the last round of distillation, including Bravyi-Kitaev [104], Meier-Eastin-Knill [105], and multilevel \( H \) codes. The search attempts to identify the best distillation routines using any combination of known methods. Note that the recent Bravyi-Haah protocols [106] have the same performance as one-level \( H \) codes. As expected, there is a trend of using higher-distance multilevel protocols in the last round as the output error rate \( \epsilon_{\text{out}} \) decreases (earlier rounds may use different protocols). Where present, open markers indicate the best possible performance of previously studied protocols without the advent of multilevel distillation, and multilevel distillation is dominant for \( \epsilon_{\text{out}} \leq 10^{-7} \), which is the regime pertinent to quantum computing. Moreover, in this regime, input error rates are sufficiently small that only lowest-order terms in the \( E(\cdot) \) output-error functions are significant. The linear fit provides empirical evidence that the scaling exponent is \( \gamma \approx 1 \) in this regime, which demonstrates that multilevel protocols are close to the conjectured optimal performance in practice.

A single level of distillation using \( H \) codes (or “block codes”) in the surface code was analyzed by Fowler, Devitt, and myself [100]. It should be noted that \( H \) codes are essentially equivalent to the triorthogonal codes proposed by Bravyi and Haah [106], so the resource costs are probably the same as well. We found that some resource
Figure 5.9: Average number of input $|H\rangle$ states with $\epsilon_{in} = 0.01$ consumed to produce a single output $|H\rangle$ state with fidelity $\epsilon_{out}$. Multiple-round distillation can use different protocols in each round, and the markers indicate just the last round of distillation. The grey-shaded squares, triangles, and circles show, respectively, the best distillation possible with only 15-to-1 [104], 10-to-2 [105], and triorthogonal-code [106] protocols. The dashed line is a linear fit $14 \log_{10}(1/\epsilon_{out}) - 40$. Originally published in Ref. [107]. ©2013 American Physical Society.
advantage over Bravyi-Kitaev distillation was possible with careful selection of the code distance. The block code analyzed therein performs $(3k + 8)$-to-$k$ distillation of the magic state $|A\rangle = (|0\rangle + e^{\pi i/4}|1\rangle)/\sqrt{2}$, with output error $(3k + 1)p^2$ to lowest order. The number of surface code plumbing pieces was $96k + 216$ for $k$ output states; the average of $96 + 216/k$ can reach as low as half that of the equivalent results for the Bravyi-Kitaev protocol ($V = 192$ plumbing pieces was used in that work). For the same output error rate, block codes may deliver a volume lower by a factor of 2 or 3. However, this comes with significant caveats. As discussed above, correlated errors are a nuisance. The outputs of one block-code distillation must fan out to different protocols in the next round. Magic states with correlated errors could not be used in the same error-detecting Toffoli gate, as discussed in Chapter 6. Because it is not simple to handle these complications, block codes are not included in the resource analysis of this work.

Multilevel protocols, which are the concatenation of multiple block codes, have not (to my knowledge) been analyzed in the surface code. As mentioned above, circuit diagrams for these protocols are difficult to construct, and a manual construction of the surface code braiding topology may not be practical. Perhaps the development of automated synthesis tools for the surface code could solve this task [122]. However, there is good reason to believe that multilevel protocols are not very useful anyway. These protocols only show advantage using the simple metric of counting input states to output states when error rates are very very low. Furthermore, this metric does not capture the overhead associated with long-range interactions needed for the massive surface code topology. Multilevel protocols are fascinating in theory because they are the only known form of distillation that comes arbitrarily close to the conjectured bound $\gamma \geq 1$ [106]. For the more practical matter of developing resource-efficient quantum logic, the Toffoli constructions in Chapter 6 appear much more promising.

### 5.3 Fourier-State Distillation

Distillation protocols need not purify single-qubit states. Single-qubit magic states like $|A\rangle$ are conceptually simpler to use, but there are many other useful quantum
states, such as QLUTs for multi-qubit operations. One example is the three-qubit QLUT for Toffoli gates. Aliferis provides a distillation protocol for this state [134], and Chapter 6 is devoted to other error-detecting programs to produce this state. This section considers an even larger multi-qubit register that I call a “Fourier state” for its straightforward connection to the quantum Fourier transform [7]. Fourier states are useful for producing arbitrary phase rotations, which Chapter 7 examines in detail. Moreover, the distillation protocol for Fourier states is intriguing because it invokes multiple levels of logic synthesis, and I discuss the importance of hierarchical logic synthesis in Chapter 9.

To give some context, a Fourier state of size $n$ qubits is defined as

$$|\gamma^{(k)}\rangle = \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} e^{i2\pi ky/N} |y\rangle,$$

(5.10)

where $N = 2^n$. Note that this sign convention is opposite of that in Ref. [117]. These states are eigenstates of the modular addition operator $U_{\oplus 1}|x\rangle = |x + 1 \pmod{N}\rangle$:

$$U_{\oplus 1}|\gamma^{(k)}\rangle = e^{-i2\pi k/N} |\gamma^{(k)}\rangle.$$

(5.11)

Using this property, a phase-rotation gate can be approximated using a Fourier state and an addition circuit, which is known as phase kickback [55, 117, 138, 139]. This method can produce any rotation around the $Z$ axis of the Bloch sphere in units of $\pi/2^{n-1}$ radians, so the precision required by a quantum algorithm determines $n$. A notable feature of phase kickback is that the register $|\gamma^{(k)}\rangle$ is preserved, which means it can be used repeatedly. Many implementations of addition circuits are known [118, 140–142], but the fault-tolerant preparation of Fourier states has received less attention. Kitaev et al. propose a scheme based on phase estimation [55], but this protocol suffers from two notable disadvantages. First, the resulting state $|\gamma^{(k)}\rangle$ has random odd $k$. Second, the protocol requires a Fourier transform, which requires phase rotations; since the purpose of phase kickback is to produce phase rotations, implementing the Fourier transform to produce the Fourier state requires an approximate, iterative procedure. This paper develops a fault-tolerant distillation
protocol for producing the frequently used $|\gamma^{(1)}\rangle$ state with $O(n \log n)$ gates from a finite set. I also give a related protocol for constructing any $|\gamma^{(k)}\rangle$ using $O(n^2)$ gates.

The analysis of resource costs in this thesis and in Refs. [14, 94, 100, 143] indicates that, when using surface code error correction, producing a Toffoli gate with error around $10^{-8} - 10^{-12}$ requires comparable physical resources to producing a single $T$ gate having the same error probability. Figure 5.10 shows the resource costs, in surface code volume, of one fault-tolerant $T$ gate vs. one fault-tolerant Toffoli gate. For each of the operations, Fig. 5.10 shows the efficient frontier for the protocols considered in Section 5.1 and Chapter 6. All of Chapter 6 is devoted to analyzing Toffoli gates, but for now I use the final results (volume as function of $p_{\text{out}}$) to analyze a distillation protocol for Fourier states. What is striking is that a Toffoli gate is actually less expensive than a $T$ gate for some values of output error, which motivates the proposal in this section to construct arbitrary rotations from Toffoli gates. Chapter 6 will show how produce such efficient Toffoli gates, and Chapter 7 will use the accumulated results to produce phase rotations. In Section 5.3.3, I return to quantifying the resource costs of Fourier-state distillation.

Although Fig. 5.10 suggests that using Toffoli gates could be more resource-efficient than $T$ gates, there are some remaining issues to resolve. In particular, one must consider how to efficiently compile phase rotations, which appear in many quantum algorithms, using Toffoli gates. The results of this section complete the phase-kickback protocol [55, 117, 138] mentioned previously by showing that the discrete set of Clifford operations and Toffoli gates can efficiently approximate any phase rotation. This approach competes with constructions that require fault-tolerant $T$ gates [144–147], and I make such a comparison in Chapter 7.

The analysis of Fourier-state distillation is organized as follows. Section 5.3.1 presents a protocol for distilling the “fundamental” Fourier state $|\gamma^{(1)}\rangle$ from approximations produced using only Clifford gates. Section 5.3.3 analyzes the resource costs of the distillation protocol, which is summarized here. The program for constructing an $n$-qubit $|\gamma^{(1)}\rangle$ state requires circuit width $2n + O(1)$ qubits, circuit depth $O(n)$ gates, and $O(n \log n)$ Toffoli gates in total. Finally, Section 5.3.4 outlines a protocol for distilling $|\gamma^{(k)}\rangle$ with arbitrary $k$ using $O(n^2)$ Toffoli gates.
Figure 5.10: Resource costs for one $T$ gate vs. one Toffoli gate, as a function of error probability. The $T$ gate is produced using magic-state distillation, as analyzed in Section 5.1. The Toffoli gate resources are the best results from the methods analyzed in Chapter 6.
5.3.1 Distilling the Fundamental Fourier State

The fundamental $|\gamma(1)\rangle$ state of size $n$ qubits is required for phase-kickback constructions (see Chapter 7) for both single-qubit phase rotations and two-qubit, controlled phase rotations [117]. This state is also useful for constructing a quantum Fourier transform (or its approximate version) through a special form of phase kickback called quantum-variable rotation [117]. In this subsection, I show how to construct $|\gamma(1)\rangle$ using a distillation protocol that uses quantum adders [118, 140–142]. Later, I generalize the method to distill $|\gamma(k)\rangle$ for arbitrary $k$, but the special case of $k = 1$ requires fewer quantum gates.

Any pure Fourier-basis state where $N$ in Eqn. (5.10) is a power of 2 is separable into individual qubits. Using a general $Z$-axis rotation $R_z(\phi) = \exp[i\pi\phi(I - Z)/2]$, a Fourier state can be decomposed as

$$|\gamma(k)\rangle = [R_z(k\pi/2^0)|+\rangle] \otimes [R_z(k\pi/2^1)|+\rangle] \otimes [R_z(k\pi/2^2)|+\rangle] \otimes \ldots.$$  \hspace{1cm} (5.12)

The single-qubit state $|+\rangle = H|0\rangle = (1/\sqrt{2})(|0\rangle + |1\rangle)$. Using Eqn. (5.12), one can see that the quantum state

$$|\tilde{\gamma}(1)\rangle_0 = Z|+\rangle \otimes S|+\rangle \otimes I|+\rangle \otimes I|+\rangle \otimes \ldots$$ \hspace{1cm} (5.13)

is an approximation of $|\gamma(1)\rangle$ (denoted with tilde). Moreover, $|\tilde{\gamma}(1)\rangle_0$ can be produced using only Clifford gates. The rotations of $\pi/4$, $\pi/8$, etc. in Eqn. (5.12) that are omitted in Eqn. (5.13) become exponentially close to identity (in gate fidelity) with increasing qubit index, so they may be approximated with identity gates. This is the same justification behind neglecting small-angle rotations in the approximate quantum Fourier transform [148]. The fidelity between the approximate and ideal states is $\left|\left\langle \tilde{\gamma}(1)_0 | \gamma(1) \right\rangle \right|^2 \geq 0.81$ for all values of $n$, as shown in Section 5.3.2.

Each approximate initial state can be expanded in the orthonormal Fourier-state basis as

$$|\tilde{\gamma}(1)_0\rangle = \sum_{j=0}^{N-1} a_j |\gamma(j)\rangle,$$ \hspace{1cm} (5.14)
where the dominant term among the complex coefficients is $a_1$, with magnitude $|a_1|^2 \approx 0.81$ from above. I ignore complex phase because all of the analysis is performed in the Fourier basis, and the distillation protocol depends only on the magnitudes of the Fourier-basis coefficients.

Using two approximate $|\tilde{\gamma}^{(1)}\rangle$ states (dropping subscript for generality), the distillation protocol is very simple, requiring just two steps:

1. Add one register to the other. Binary-encoded, mod-$2^n$ addition given by

$$U_{\text{add}}|v\rangle|w\rangle = |v\rangle|w + v \pmod{2^n}\rangle$$

has been studied extensively [118, 140–142]. Notably, many addition circuits use the Toffoli gate as the non-Clifford operation. In the Fourier basis, the addition circuit implements

$$U_{\text{add}}|\gamma^{(k)}\rangle|\gamma^{(k')}\rangle = |\gamma^{(k-k')}\rangle|\gamma^{(k')}\rangle.$$  

As an aside, this is precisely phase kickback, where the Fourier index $k'$ of the second register determines the quantum-variable rotation applied to the first register (see Section 7.2).

2. Measure the first register in the Fourier basis, and postselect the cases where the result is $|\gamma^{(0)}\rangle$. The resulting output has each of its Fourier-basis coefficients $\{a_k\}$ weighted by the probability that both inputs to distillation were in the $|\gamma^{(k)}\rangle$ state. If both inputs had sizable overlap with a particular state, then the fidelity conditioned on successful distillation is concentrated to a higher magnitude, and probability of being in unwanted basis states is suppressed.

The quantitative expressions for distillation success probability and projection of output state into the Fourier basis are simple to derive. Let the two inputs to distillation have Fourier-basis coefficients $\{a_j\}$ and $\{a'_j\}$ as in Eqn. (5.14). The probability
Figure 5.11: Circuit for distilling Fourier states. Each Fourier state is a multi-qubit register, and only three qubits are shown, with the rest indicated by vertical dots. For clarity, this circuit shows the inputs as Fourier-basis states, but in actual distillation protocols, each input will be a superposition of Fourier-basis states. The addition circuit shown in the dashed box would be decomposed into Clifford gates and Toffoli gates. The verification step is implemented with Hadamard $H$ and computational-basis measurement $M_Z$ on each qubit in the top register.
of measuring $|\gamma(0)\rangle$ (i.e. distillation succeeds) is given by

$$P_{\text{success}} = \sum_{y=0}^{N-1} |a_y|^2 |a'_y|^2 .$$

(5.15)

The output register of distillation will have Fourier coefficients $\{b_j\}$ with magnitudes

$$|b_j|^2 = \frac{|a_j|^2 |a'_j|^2}{P_{\text{success}}} .$$

(5.16)

These expressions mirror those of entanglement distillation [125, 126]. The fidelity of the output state is $F = |b_1|^2$, and the error probability in the distilled state is $\epsilon = 1 - F$.

A general Fourier-basis measurement would pose a problem because it requires operations outside the Clifford group, but I show how to circumvent this issue with Clifford gates. Since the quantum computer only supports computational-basis measurements, one would require a quantum Fourier transform (QFT) to map between the bases. This is essentially the obstacle encountered by the Kitaev-Shen-Vyalyi protocol [55], which addresses the matter with an iterative procedure of approximate QFTs. However, the Fourier distillation protocol does not require a complete Fourier-basis measurement; instead, one only needs to know if the first register is in state $|\gamma(0)\rangle$. This state happens to be the tensor product of $|+\rangle$ states, which are eigenstates in the $X$-basis. Hence, one only needs the ability measure in the $X$ basis, as shown in Fig. 5.11. If each qubit is the $|+\rangle$ state, then the register was projected into $|\gamma(0)\rangle$, and distillation succeeds. Otherwise, reject the output and attempt again. Since $H$ and $M_Z$ are in the Clifford group, they are considered inexpensive to produce relative to the preceding non-Clifford addition circuit. In addition to preparing the specific state $|\gamma(1)\rangle$ (as opposed to a random Fourier-basis state [55, 117]), this measurement trick is how Fourier distillation improves on the method in Ref. [55].

If the two input states are both $|\tilde{\gamma}_0^{(1)}\rangle$ from Eqn. (5.13), then $|a_j|^2 = |a'_j|^2$ for all $j$. In general, when the inputs satisfy $|a_j|^2 = |a'_j|^2$ for all $j$, I say the distillation is “symmetric.” The success probability is $P_{\text{success}} = \sum_{y=0}^{N-1} |a_y|^4 \approx 0.67$, where the
coefficients \( \{a_j\} \) can be calculated using the method in Section 5.3.2. The Fourier-basis weights of the output state are \( |b_j|^2 = |a_j|^4 / P_{\text{success}} \). The fidelity \( F = |b_1|^2 \) after one round of distillation is upper-bounded by 0.986, so multiple rounds of distillation are needed to reach arbitrarily high fidelity. This bounded fidelity also means that early rounds of distillation can use fewer than \( n \) qubits to represent the intermediate Fourier states, as explained in Section 5.3.3; before going into those details, I quantify the fidelity in each round.

Define an \( n \)-qubit, \( r \)-round distilled \( |\tilde{\gamma}_r^{(1)}\rangle \) Fourier state as having “sufficiently high fidelity” if its fidelity with the pure Fourier state satisfies

\[
1 - |\langle \tilde{\gamma}_r^{(1)} | \gamma^{(1)} \rangle|^2 \leq \sin^2 \left( \frac{\pi}{2^n} \right). \tag{5.17}
\]

Subscript \( r \) denotes how many rounds of symmetric distillation have been successfully applied, which is why the initial state \( |\tilde{\gamma}_0^{(1)}\rangle \) from Eqn. (5.13) has subscript 0. In phase kickback, the constraint in Eqn. (5.17) represents the highest accuracy that is needed. When the \( |\tilde{\gamma}_r^{(1)}\rangle \) register is used for phase kickback, there are two sources of error that are considered here. The first is that the register \( |\tilde{\gamma}_r^{(1)}\rangle \) is not pure, meaning it has non-zero overlap with some other Fourier basis state. The second error source is that any phase rotation is truncated to \( n \) bits of precision. As a result, the truncated angle error is at most \( \pi / 2^n \) radians, which results in an upper bound on the rotation-gate error probability of \( \sin^2 \left( \frac{\pi}{2^n} \right) \approx \left( \frac{\pi}{2^n} \right)^2 \). In phase kickback using an \( n \)-qubit \( |\tilde{\gamma}_r^{(k)}\rangle \) state, the combination of the two errors means that any resulting rotations are accurate to \( \pm \pi / 2^{(n-1)} \) radians, or at least \( (n - 1) \) bits. Ultimately, \( n \) is chosen based on the gate-accuracy requirements of the quantum algorithm. I arbitrarily choose to balance the error from a noisy \( |\tilde{\gamma}_r^{(1)}\rangle \) with the worst-case truncation-of-angle error. If \( |\tilde{\gamma}_r^{(1)}\rangle \) is used for other applications, such as complex-instruction-set quantum computing [135], a different accuracy may be required.

The first round of distillation will produce a Fourier state accurate to about 5 bits. To construct an \( n \)-qubit Fourier state, one requires a distillation protocol consisting of multiple rounds of symmetric distillation. The symmetric distillation subroutines are arranged in a binary tree, as shown in Fig. 5.12. Multiple low-fidelity \( |\tilde{\gamma}_0^{(1)}\rangle \) input
states are distilled to arrive at a single output state, $|\tilde{\gamma}_r^{(1)}\rangle$. Since subscript $r$ is the number of rounds of symmetric distillation, it is also the depth of this binary tree arrangement. Choosing $r$ depends on the desired number of precision qubits $n$ in the Fourier state. In the next section, I show that $r$ scales as $O(\log n)$.

### 5.3.2 Fourier Analysis and Distillation Efficiency

The distillation protocol can be understood by viewing probability amplitudes of the input state in the computational basis as discrete samples in time of a function $f(t) = e^{i2\pi \nu(t)}$ such that $|\tilde{\gamma}_0^{(1)}\rangle = \sum_{y=0}^{N-1} f(y/N)|y\rangle$. In this picture, the probability amplitudes of the quantum state in the Fourier basis are related to Fourier-series coefficients $\{c_j\}$ given by

$$f(t) = \sum_{j=-\infty}^{\infty} c_j e^{i2\pi j t}.$$  

\(5.18\)
The correspondence exists because a quantum Fourier transform maps between computational and Fourier bases. The number of “samples” is \( N = 2^n \), the number of computational basis states. Discrete sampling causes aliasing according to the Shannon-Nyquist Theorem, so Fourier-basis probability amplitudes \( \{a_j\} \) are related to the Fourier series of \( f(t) \) by

\[
a_j = \sum_{x=-\infty}^{\infty} c_{(N_x+j)},
\]

If \( N \) is sufficiently large (e.g. \( n \geq 6 \)), then \( a_j \approx c_j \) for \( 0 \leq j < N/2 \) or \( a_{(N+j)} \approx c_j \) for \( -N/2 \leq j < 0 \), because the coefficients \( c_j \) decay in magnitude asymptotically as \( |c_j|^2 \propto 1/j^2 \), which means the error from neglecting aliased frequencies is suppressed exponentially in \( n \). This asymptotic upper bound follows from Parseval’s theorem for any signal that is square-integrable over its period, a condition which corresponds to normalized quantum states.

In each approximate \( |\tilde{\gamma}_0^{(1)}\rangle \) register, the first qubit is the most significant bit in a binary encoding of equally-spaced time coordinates for samples of \( f(t) \). Using only \( Z \) and \( S \) rotations is effectively discretizing the phase of \( f(t) = e^{i2\pi\nu(t)} \) to two bits of precision as a piecewise-constant function over four equally-sized intervals in the domain \( t \in [0,1) \). One can readily calculate the \( j^{th} \) Fourier series coefficient of this function:

\[
c_j = \int_{0}^{1} e^{i2\pi(\nu(t)-jt)} dt
\]
\[
= \sum_{m=1}^{4} \int_{(m-1)/4}^{m/4} e^{-i2\pi(jt-(m-1)/4)} dt
\]
\[
= \left( \frac{1-i}{2\pi j} \right) \sum_{m=1}^{4} e^{-i\pi m(j-1)/2},
\]

which is valid everywhere except \( j = 0 \), in which case \( c_0 = 0 \). Sign convention follows Eqn. (5.10). The only nonzero terms occur for \( j \equiv 1 \) (mod 4), and they are \( c_j = (2-2i)/(\pi j) \). The squared magnitudes of the largest Fourier components
for state $|\tilde{\gamma}_0^{(1)}\rangle$ are plotted in the spectrum in Fig. 5.13. The expression for Fourier-series coefficients allows us to derive bounds on distillation performance and hence the necessary number of rounds of distillation. For example, since there is no relative phase between these coefficients, initial Fourier states have $|a_1|^2 > |c_1|^2$, where $|c_1|^2 = 8/\pi^2 \approx 0.81$. Likewise, the fidelity after one round of symmetric distillation is upper bounded by

$$\sum_{j=-\infty}^{\infty} |c_j|^4 \leq \left( \sum_{x=1,3,5,...} \frac{1}{x^4} \right)^{-1} \approx 0.986.$$ (5.21)

I now derive a general method to estimate fidelity after each round of distillation. The output state of the distillation protocol, conditioned on success, has modified
Fourier components. In symmetric distillation, the relative magnitude of each component to the fundamental harmonic is squared. After normalization, the largest component at \( j = 1 \) is amplified, while the rest are suppressed. The second-largest component is the “sideband” at \( j = -3 \) in Fig. 5.13. Note that because of aliasing in the frequency spectrum, \( c_{-3} \) maps to \( a_{N-3} \); I assume that Fourier-series term \( c_{N-3} \) is negligibly small.

Distillation proceeds until the sidebands are suppressed to a sufficiently low level. The rate at which these sidebands are suppressed dictates how many rounds of distillation are required, which determines the total number of gates in the protocol. This rate is limited by the ratio in magnitudes between the fundamental \( j = 1 \) harmonic and the second-largest sideband at \( j = -3 \). This behavior is analogous to the rate of convergence in Markov-chain Monte Carlo, which depends on the magnitude of the second-largest eigenvalue of the state transition matrix (the largest eigenvalue of a stochastic matrix is 1). Successful symmetric state distillation through \( r \) rounds modifies each Fourier-basis amplitude from \( a_j \) to \( b_j^{(r)} \) according to

\[
|b_j^{(r)}|^2 = \frac{1}{C} \left( |a_j|^2 \right)^{2^r},
\]

where

\[
C = \sum_{j=0}^{N-1} \left( |a_j|^2 \right)^{2^r}
\]

is the normalization. Since any sidebands to the fundamental harmonic (\( j = 1 \) in this case) will be suppressed super-exponentially in \( r \), one need only focus on the magnitude of the largest sideband at \( c_{-3} \), which will dominate the error in the output of distillation. As a result, the error \( \epsilon = 1 - \left| \left\langle \tilde{\gamma}^{(k)}_r | \gamma^{(k)} \right\rangle \right|^2 \) in the distilled Fourier state is closely approximated by

\[
\epsilon \approx \left( \frac{|c_{-3}|^2}{|c_1|^2} \right)^{2^r}. \tag{5.24}
\]

Consequently, the ratio \( |c_{-3}|^2 / |c_1|^2 = 1/9 \) (exactly) dictates how fast error is suppressed through distillation. Since the error tolerances require that \( \epsilon \leq (\pi/2^n)^2 \), one
can determine the number of rounds of distillation as

\[
R = \left\lceil \log_2 \left( \frac{2n - 2\log_2 \pi}{\log_2(\frac{|c_1|^2}{|c_{-3}|^2})} \right) \right\rceil.
\]  
(5.25)

This expression can be simplified to \( R = \lceil \log_2(0.63n - 1.04) \rceil \) (approximately), which shows that \( R \) scales as \( O(\log n) \). Moreover, Eqn. (5.24) shows that the error at the output of each successive round of distillation is squared. Eqn. (5.17) shows that the number of qubits needed to represent an approximate Fourier state is \( O(\log \epsilon) \), so the smallest allowable size in qubits of intermediate distilled states will double after each round. The next section uses this technique to save resources.

### 5.3.3 Resource Analysis for Distilling the Fundamental Fourier State

This section shows that distilling the fundamental \( n \)-qubit Fourier state is efficient in the sense that it requires at most \( O(n \log n) \) Toffoli gates and total gates, with circuit width \( 2n + O(1) \) qubits. After each round of distillation, the number of bits of precision in the Fourier states doubles, so the protocol must also double the number of qubits going into the next round. The procedure is: (a) after one round of distillation, each Fourier state is accurate to \( s \) qubits; (b) append \( s \) more qubits in the \( |+\rangle \) state to each register; (c) repeat distillation on the input states of size \( 2s \) qubits. The additional error of making a larger approximate Fourier state by appending \( s \) qubits in the \( |+\rangle \) state is less than the error already present, so the fidelity is not reduced appreciably. The extra qubits provide space for the output state of distillation (if it succeeds) to contain twice as many accurate qubits.

Each round of distillation on \( s \)-qubit registers uses addition circuits that each require \( (2s - 4) \) Toffoli gates for the CDKM adder [140] (note that the carry-out Toffoli is unnecessary and removed). If there are \( R \) rounds of distillation, then the \( r^{th} \) round requires \( 2^{(R-r)} \) adder circuits. If the protocol begins with \( s \) qubits per Fourier state going into the first round and double the number of qubits in each subsequent
round, then the total number of Toffoli gates in the entire distillation protocol is

\[
C_{\text{Tof}} = \sum_{r=1}^{R} 2^{(R-r)}(2^{(r+1)}s - 4) = 2^{(R+1)}Rs - 2^{(R+2)} + 4. \tag{5.26}
\]

Since \( R \) scales as \( O(\log n) \), then \( C_{\text{Tof}} \) scales as \( O(n \log n) \). The protocol uses \( s = 5 \) since the output of the first round is accurate to about 5 bits of precision. Eqn. (5.25) gives an exact expression for \( R \). Figure 5.14 plots the number of Toffoli gates required for distillation with up to \( n = 100 \) bits of precision, which is the most precision one could imagine needing for a quantum algorithm. If the rotations in some quantum algorithm require 100 bits of precision, this implies the error per gate is of order \( 2^{-200} \) (errors adding up incoherently), which is only necessary if there are around \( 2^{200} \) gates.

A computation of this size is far beyond any fathomable quantum hardware. For example, 10 bits of precision is more than sufficient for 4096-bit Shor’s algorithm [149]. In this case the approximately 100 Toffoli gates needed to distill \( |\gamma^{(1)}\rangle \) are negligible in comparison to the rest of the algorithm [13]. I emphasize that even if multiple copies of a Fourier state are required, the distillation need only be performed once. Fourier states of size \( n \) qubits can be cloned using a single adder circuit requiring \( (n - 1) \) Toffoli gates [117].

The last round of distillation uses \( n + O(1) \) qubits for each input register, which may be less than \( 2^{(R-1)}s \). The additive constant appears because one might need to distill to \( (n + 1) \) or \( (n + 2) \) qubits in the final output, compensating for errors introduced by truncating the size of Fourier states in earlier rounds. Each round of symmetric distillation doubles the number of qubits per Fourier state, but the number of Fourier states is reduced by half. Consequently, the circuit width of the protocol is at most \( 2n + O(1) \) qubits, because the final round uses two registers of size \( n + O(1) \) qubits.

Compiling the Fourier distillation protocol in the surface code gives a more accurate representation of the true resource costs. Each round requires an adder circuit, and I select the CDKM adder [140], which is appealing for its simple design and economical use of Toffoli gates. Each Toffoli gate can be constructed using one of the methods in Chapter 6, and I use the calculations therein to estimate the volume of
Figure 5.14: Expected number of Toffoli gates consumed in the distillation of an $n$-qubit Fourier state. Uncertainty in number of Toffoli gates is a result of distillation success being probabilistic in each round. No other non-Clifford gates are required, and the Toffoli gates dominate the cost of the adder circuits within distillation.
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Figure 5.15: Resource cost for a CDKM quantum adder as a function of bits \( n \). The hardware error rate is \( p_g = 10^{-3} \). A power-law fit gives the approximation \( V_{\text{add}}(n) \approx (4.9 \times 10^4)n^{3.84} \) unit cells. Because these adders are designed for distilling Fourier states, the minimal-volume adder is found such that \( p_{\text{out}} < \sin^2(\pi/2^n) \).

an adder circuit here. Each \( n \)-bit adder consists of \( 2n - 4 \) Toffoli gates and \( 5n - 8 \) CNOT gates; one Toffoli and one CNOT are removed from the design in Ref. [140] because, in mod-\( 2^n \) addition, a carry-out qubit is not needed. If each Toffoli gate can be executed in the time of one plumbing piece, then the addition circuit has volume of \((2n - 4) \times n \times 2 = 4n^2 - 8n\) plumbing pieces, plus the volume required to produce the Toffoli gates. The CNOT gates act on otherwise idle qubits, so they do not increase the volume.

The volume of a CDKM adder in the surface code, as a function of number of bits,
is plotted in Fig. 5.15. The output error rate is chosen such that $p_{\text{out}} < \sin^2(\pi/2^n)$. By doing so, the $n$-bit adder has sufficient accuracy to distill an $n$-bit Fourier state. Note that adders applied to other purposes may have different accuracy requirements. A power-law fit gives a scaling coefficient of $V_{\text{add}}(n) \propto n^{3.84}$. Using these results, Fig. 5.16 calculates the volume for Fourier-state distillation to $n$ bits. To ensure error tolerances are met, an $n$-bit Fourier state actually uses $(n + 1)$-bit addition, with the extra output qubit being discarded through measurement in the $Z$-basis. A power-law fit gives a scaling coefficient of $V_{\text{Fourier}}(n) \propto n^{3.59}$. The similarity of this plot to Fig. 5.15 has a simple explanation. The Fourier distillation volume is approximately given by the recurrence relation $V_{\text{Fourier}}(n) \approx V_{\text{add}}(n + 1) + 2V_{\text{Fourier}}([n/2])$. Because both $V_{\text{add}}$ and $V_{\text{Fourier}}$ have scaling coefficients much greater than one, the cost of the final adder dominates the total volume.

### 5.3.4 Distilling Arbitrary Fourier States

Finally, it is possible to distill any $|\gamma(k)\rangle$ Fourier state, for any integer $k$. I outline some possible methods but leave the detailed analysis for future work. Arbitrary values of $k$ are need for QVR phase kickback (see Chapter 7), which is useful in quantum simulation and some implementations of the linear-systems algorithm [19, 117]. The appendix of Ref. [117] gives a method for transforming any $n$-qubit $|\gamma(k)\rangle$ with odd $k$ to any other $|\gamma(k')\rangle$, using $O(n^2)$ gates. Since it requires phase kickback with successively larger addition circuits, the number of Toffoli gates is

$$\sum_{s=3}^{n-1} (s-2) = \frac{(n-3)(n-2)}{2}. \quad (5.27)$$

That protocol is deterministic and does not require distillation, assuming one already has a Fourier state. The protocol in Section 5.3.1 could distill $|\gamma(1)\rangle$, which could then be transformed into any $|\gamma(k)\rangle$.

Approximations of any $|\gamma(k)\rangle$ can also be distilled using a modified form of Fourier-state distillation. To have reasonably good efficiency, the approximate initial states need to have substantial fidelity with the desired pure state, say $F > 0.5$. There are
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Figure 5.16: Resource cost for distilling the fundamental Fourier state $|\gamma^{(1)}\rangle$ as a function of bits ($n$). The hardware error rate is $p_g = 10^{-3}$. A power-law fit gives the approximation $V_{\text{Fourier}}(n) \approx (1.7 \times 10^5)n^{3.59}$ unit cells. The output error of the entire distillation procedure is $p_{\text{out}} < \sin^2(\pi/2^n)$. 
at least two possible approaches. One is to start $|\gamma^{(0)}\rangle = |+\rangle^\otimes n$, then apply QVR for each ‘1’ bit in the binary representation of $k$, using a $|\gamma^{(1)}\rangle$ state truncated to $O(\log n)$ qubits. Each QVR gate need only be accurate to error $O(2^{-\log n}) = O(1/n)$, as there are at most $n$ such operations, so the aggregate error is of order unity, meaning it is bounded it below 0.5. These approximate states are then distilled, but they are all of size $n$ qubits, so the total number of Toffoli gates is $O(n^2)$. Whether this method is more efficient than the deterministic construction is not yet clear. A second way to prepare approximate states is to split the quantum register encoding a desired Fourier state into two registers of roughly equal size, and first prepare these approximately through distillation. This method can be applied recursively until the input states are small, like the $s = 5$ starting state above. For the protocol in Section 5.3.1, many of the intermediate registers are $|\gamma^{(0)}\rangle$, which can be constructed with Clifford gates; this will not always hold for arbitrary $k$, so the number of Toffoli gates needed here is higher than the distillation of $|\gamma^{(1)}\rangle$ and may also be $O(n^2)$ for this method. Since Fourier states used for QVR phase kickback can be reused, the number of different values of $k$ used by an algorithm will dictate whether seeking optimized state-preparation protocols is a worthwhile endeavor.

Although I only use $Z$ and $S$ gates to initialize approximate Fourier states, one could also use smaller-angle magic states $R_z(\pi/2^x)|+\rangle$ for $x > 2$, which would increase success probability and decrease the number of rounds. However, this approach would require distillation of those small-angle magic states or approximation of the small-angle rotations [135]. Adding a low-fidelity $T$ gate to produce a more accurate initial state might be advantageous, but dramatic improvements using smaller-angle rotations are not expected for typical quantum-computing parameters. Conversely, Fourier states would readily enable the complex-instruction-set computing of Ref. [135], because each Fourier state is the tensor product of the desired small-angle magic states. Fourier states can be cloned with just $(2n - 4)$ Toffoli gates using QVR phase kickback [117]. As such, phase kickback is a better way to produce these magic states than distilling them individually.
Chapter 6

Verification Protocols for Toffoli Gates

Verification protocols produce a logical quantum operation from noisy subprocesses, using some form of error detection. The distillation protocols in Chapter 5 create a low-error quantum state from many noisy copies of the same state, but a verification protocol is more general. This chapter focuses exclusively on Toffoli gates that are built from $T$ gates (using results from Section 5.1) and Clifford operations in the surface code. Toffoli gates are ubiquitous in quantum computing, as they are useful for quantum arithmetic [118, 140, 141] and conditional logic. Since the resource costs due to Toffoli gates can strongly influence the performance of quantum algorithms [12, 13], optimizing this gate is a worthwhile pursuit.

This chapter introduces two verification protocols that can use faulty $T$ gates, because the protocols detect one or more errors. As with the distillation protocols in Chapter 5, the output error probability of a verification protocol is suppressed if the input errors are independent and sufficiently small. It is worth noting that distillation protocols for Toffoli gates are known [107, 123, 134], but they do not appear to perform well in the surface code, because they require recursive protocols or large block codes. By contrast, the verification protocols I examine lead to significant reduction in resource costs. A commonly cited Toffoli gate without error detection and using seven $T$ gates will serve as the Trivial Upper Bound (TUB) to which the
The analysis at the end of this chapter shows the improvement to resource costs can be dramatic. For output error probability $10^{-12}$, an optimized Toffoli beats the TUB by a factor of $10 \times$, where both use optimized $T$ gates from Section 5.1; the optimized Toffoli beats a naive Toffoli with naive $T$ gates (as in Chapter 2 and the constructions in Ref. [13]) by a factor $500 \times$. However, since quantum algorithms are not composed entirely of Toffoli gates, the improvement in total performance for a computation will be less. Still, given how frequently Toffoli gates are used and that, in aggregate, they tend to dominate resources, the improvement to most quantum algorithms will be substantial.

As a final comment, all of the surface code programs in this chapter actually produce controlled-controlled-$Z$ (CCZ), a gate which imparts -1 phase to state $|111\rangle$, and +1 phase otherwise. CCZ has the advantage of being symmetric in its inputs, and it is locally equivalent to Toffoli, as placing Hadamard gates on both sides of CCZ for a particular qubit produces a Toffoli gate targeting that qubit (see Fig. 6.1). Using the CCZ constructions in this chapter, any orientation of Toffoli can be produced by proper insertion of Hadamard gates.

### 6.1 Simple Toffoli from Seven $T$ Gates ($7T$)

Decompositions of the Toffoli gate into Clifford gates and a single non-Clifford gate, such as $T = \exp(i\pi(I - Z)/8)$, have been known going back at least as far as the work of Barenco et al. [150]. The Toffoli circuit on p. 181 of Ref. [7] is probably
the most familiar decomposition; it uses seven T gates, so I will refer to this as the “7T” construction. Note that the inverse gate $T^\dagger$ requires the same ancilla-based teleportation circuit as $T$, so these gates are equivalent in state-distillation cost and construction. By dropping the Hadamard gates, one produces CCZ, and so 7T can implement either gate by inserting or removing Hadamard operations in the appropriate locations. Because the 7T construction is both the simplest and most commonly used, it will be the source of the Trivial Upper Bound on resource costs for a Toffoli gate.

The 7T design has no protection against errors. If each of the $T$ gates have error probability $p$, the entire Toffoli will have error probability bounded by

$$p_{\text{out,7T}} = 7p + V_{7T} \cdot p_L(p_g, d),$$

(6.1)

where $p_L(p_g, d)$ is the probability of logical failure per “plumbing piece” as a function of gate error $p_g$ and code distance $d$, and $V_{7T}$ is the volume of the circuit in plumbing pieces (see discussion in Section 3.3). To analyze the 7T construction, I designed the circuit in Fig. 6.2(a). The $T$ gates are placed on ancilla qubits, and every $T$ gate is followed by $X$-basis measurement. This circuit is related to the result by Selinger where all of the $T$ gates are implemented simultaneously [151]. In my circuit, $X$-basis measurement replaces half of the CNOTs with teleportation. Heuristically, this design methodology tends to produce compact surface code programs (see Refs. [94, 100] for other examples). The surface code braiding pattern for the 7T circuit is shown in Fig. 6.2(b). The volume, including the input/output qubits, is $V_{7T} = 154$ plumbing pieces.

### 6.2 Simple Toffoli from Four T Gates (4T)

One can improve on the 7T construction by replacing some $T$ gates with teleportation, reducing the required number to four $T$ gates. Denote the Toffoli* gate as the operation in Fig. 6.3(a), which requires four $T$ gates and was introduced by Selinger [151]. Toffoli and Toffoli* differ only by a controlled-$S^\dagger$ gate between the control qubits $x$
Figure 6.2: Design for the 7T Toffoli. (a) Circuit diagram for 7T that is amenable to surface code braiding. (b) Perspective rendering of 7T implemented in the surface code. Each horizontal pair of yellow pipes corresponds to the qubit on the left in the same vertical position. Green pyramids correspond to injection the $T$ gate (such as by the teleportation circuit of Fig. 5.2), whereas red pyramids correspond to $T^\dagger$. The bounding box is $7 \times 11 \times 2 = 154$ plumbing pieces. As described in Section 5.1.1, additional volume is allotted for the conditional $S$ gates.
and $y$. Beginning with Toffoli\(^\star\), one needs only an ancilla qubit, a phase gate $S$, and teleportation to implement the exact Toffoli gate, as shown in Fig. 6.3(b). First, apply the Toffoli\(^\star\) using the same controls as the desired Toffoli but with an ancilla $|0\rangle$ as target. Second, the erroneous controlled-$S^\dagger$ is corrected by a simple $S$ gate applied to the ancilla. Third, the CNOT and measurement teleport the doubly conditional NOT operation encoded in the ancilla to the target qubit of the desired Toffoli. Finally, the measurement result determines whether a corrective gate of controlled-$Z$, which is in the Clifford group, is required to correct a $-1$ phase resulting from measurement back-action. One can readily verify that only four $T$ gates are required in this procedure. I will call the Toffoli design represented by the circuit in Fig. 6.3(b) the “4T” construction.

As an aside, one can also use the 4T construction in Fig. 6.3(b) to add control-qubit inputs to an existing controlled-$G$ gate, where $G$ is any unitary. Replace the CNOT in Fig. 6.3(b) with controlled-$G$ (targeting however many qubits $G$ acts on), and the
result is controlled-controlled-\( G \). By iterating this procedure, one can add \( n \) controls to controlled-\( G \) using \( 4n \) \( T \) gates. The best prior result required \( 8n \) \( T \) gates [151].

A circuit for \( 4T \) that is well suited to the surface code is shown in Fig. 6.4(a). As with \( 7T \), the \( T \) gates have been moved to ancilla qubits, implemented just prior to an \( X \)-basis measurement. An implementation of \( 4T \) in the surface code, with direct correspondence to this circuit, is shown in Fig. 6.4(b). The volume is \( V_{4T} = 126 \) plumbing pieces. In analogy with Eqn. (6.1), the error probability of the \( 4T \) construction can be be bounded by

\[
p_{\text{out},4T} = 4p + V_{4T} \cdot p_L(p_g, d).
\]  

(6.2)

Although the volume of the \( 4T \) design is nearly the same as that of \( 7T \), the use of only four \( T \) gates will make a significant difference since the volume of each \( T \) gate, including distillation, is at least 224 plumbing pieces, which is larger than either \( 4T \) or \( 7T \) design.

### 6.3 Error-Detecting Toffoli Gate (D2)

As shown in Sections 6.1 and 6.2, the cost of a Toffoli gate (or Toffoli\(^*\)) is dominated by the cost of the underlying \( T \) gates. If one produces a Toffoli using the \( 4T \) construction with output error \( p_{\text{out}} = 10^{-12} \), then over 99% of the total required volume is devoted to the four \( T \) gates. The cost of a \( T \) gate depends on the magic-state distillation used (see Section 5.1), with an approximate scaling where surface code volume is \( O\left(\log^{3.27}(1/\epsilon)\right) \) for error probability \( \epsilon \). Since high-fidelity \( T \) gates are so expensive, this section and the next investigate Toffoli constructions that detect errors occurring in the \( T \) gates. When \( T \) gates can have higher error probability, they are less costly.

I designed a distance-two Toffoli gate that can detect an error in any one of eight \( T \) gates [143], so at least two errors must occur for verification to fail (Eastin independently derived an equivalent result [152]). Since this construction has distance two with respect to errors in \( T \) gates, it is labeled “D2.” The error probability
Figure 6.4: Design for the 4T Toffoli. (a) Circuit diagram for 4T that is amenable to surface code braiding. (b) Perspective rendering of 4T implemented in the surface code. As in Fig. 6.2, the horizontal yellow defects correspond in vertical order to the qubits on the left. The fourth qubit from the top ends with an injected $S$ gate (the lower four qubits end in conditional $S$ gates that depend on the injected $T$ gates). The conditional controlled-$Z$ gate is not shown. The bounding box is $7 \times 9 \times 2 = 126$ plumbing pieces. As described in Section 5.1.1, additional volume is allotted for the conditional $S$ gates.
of the D2 Toffoli gate due to $T$-gate failure is $28p^2$ instead of $4p$, to lowest non-vanishing order. The coefficient is given by $\binom{8}{2} = 28$, which comes from counting all configurations of distinct two-error events, each having probability $p^2$ since they are independent. Even though eight $T$ gates are needed instead of four, each $T$ gate is permitted a higher error rate to achieve the same final error in the Toffoli circuit. The result will be that, in total, the $T$ gates are less expensive to produce for the error-detecting construction. To see why, consider two Toffoli constructions, where the first has no error detection and uses four $T$ gates having error $p_1$, and where the second has distance-two error detection and uses eight $T$ gates with error $p_2$. Let the final Toffoli error probability be $10^{-12}$ for both designs. The required input error rates are $4p_1 = 28p_2^2 = 10^{-12}$, so $p_1 = 2.5 \times 10^{-13}$ while $p_2 = 1.9 \times 10^{-7}$. Because $p_2 > p_1$, the $T$ gates in the second case require fewer resources for distillation.

The D2 Toffoli circuit has a simple derivation, which I explain before adapting the circuit to the surface code. It consists of two Toffoli gates acting on a target qubit which is in a bit-flip code [7, 128], as shown in Fig. 6.5. The gate with reversed triangles is the inverse operation (Toffoli*)†. Importantly, the controlled-$S$ and controlled-$S^\dagger$ gates acting on the same qubits $x$ and $y$ are inverse operations, so they cancel. A logically equivalent decomposition into $T$ gates is shown in Fig. 6.6; this circuit is convenient for analyzing how errors propagate. The correspondence is achieved by placing $T$ gates on ancilla qubits with the aid of CNOT gates [151]. A single $Z$ error in any of the $T$ gates will necessarily propagate to the syndrome measurement for this bit-flip code, as indicated by the red dashed lines. Upon such an event, all of the qubits are discarded. Note that if a $T$ gate has an $X$ error, it does not propagate anywhere since it would commute with the CNOT gates.

A modified but equivalent circuit diagram is shown in Fig. 6.7, where many CNOTs have been replaced by $X$-basis measurement. An error is detected if the parity of the measurements $(m_1, \ldots, m_9)$ is odd, and there are corrections to the Pauli frame for output qubits, conditioned on the measurement results. By placing $T$ gates followed by measurement at the end of the circuit, this design is amenable to compilation in the surface code.
Figure 6.5: Error-detecting Toffoli gate (D2) constructed using Toffoli* and its inverse (denoted by reversed triangles). The measurement is in the Z basis, and obtaining result $|1\rangle$ indicates an error was detected, so the qubits should be discarded. Originally published in Ref. [143]. ©2013 American Physical Society.

Special care was taken to optimize the D2 design in the surface code. This required substantial rearrangement of qubits and stabilizer measurements, as I will now explain. Like previous sections, the design here will produce CCZ instead of Toffoli. The input states are all set to $|+\rangle$ instead of being arbitrary; as explained later, this a QLUT for CCZ. As shown in Fig. 6.7, label the first three qubits from the top ($x$), ($y$), ($z$), and the remaining qubits (1),..., (9), where numbers correspond to the measurement outputs. Now, rewrite the CNOTs in terms of $X$-type stabilizer measurements. For example, qubit (1) is a stabilizer measurement, which is a simple braiding operation and does not require a persistent logical qubit in the surface code. Similarly, the other CNOT operations can be replaced with $X$-type stabilizer measurements on qubits that are initialized to $|0\rangle$, as shown in Fig. 6.8. Changing CNOTs into stabilizer measurements actually simplifies the surface code compilation, because $X$-type stabilizers are simply dual braids (black pipes) that weave through the yellow primal braids. The extra qubits in Fig. 6.8 will not actually increase the volume of the design. A brief note on diagrams: I will use controlled-$X$ operators for stabilizer measurements, while using the more familiar CNOT when it explicitly appears in the logic (for example, Fig. 6.4(a)). They are of course the same operation, and the distinction is made just to explain the methods developed here.

The circuit in Fig. 6.8 is unchanged under two types of manipulation. First, a single $X$-type stabilizer can be replaced with the product of itself and another
Figure 6.6: Circuit for D2 decomposed into $T$ gates, showing the mechanism of error detection. The red dashed lines indicate how any single $Z$ error will propagate to the readout qubit. The measurement is in the $Z$ basis, and obtaining result $|1\rangle$ indicates an error was detected, so the qubits should be discarded. As long as the ancilla qubits are initialized perfectly to $|0\rangle$ and the CNOT and $H$ gates have no errors, then only $Z$ errors in the $T$ gates matter, as $X$ errors cannot propagate to data qubits. If the probability of a $Z$ error in each $T$ gate is i.i.d. $\text{Bernoulli}(p)$, then the success probability is $1 - 8p$ and the $a\ posteriori$ error probability is $28p^2$, to lowest order in $p$. Modified from version published in Ref. [143].
Figure 6.7: Circuit for D2 with preparations for surface code compilation. The $T$ gates are placed on ancilla qubits and are followed immediately by $X$-basis measurement. The circuit produces the QLUT for CCZ, though this can be converted to the Toffoli QLUT by applying a Hadamard gate to the target qubit.
Figure 6.8: Circuit for D2 where all qubits are initialized to $|0\rangle$ and CNOT operations from Fig. 6.7 are replaced with multi-qubit $X$ stabilizers.
stabilizer. Because $X$ is Hermitian, the product operator has $X$ at qubits determined by the XOR of the original stabilizers. Second, the order of qubits can be rearranged. Denote the existing $X$-type stabilizers in Fig. 6.8 as $S_1, \ldots, S_4$. Create a new set of stabilizers given by $(S_1S_3S_4, S_3, S_4, S_2S_4)$ and reorder the rows according the labeling scheme in Fig. 6.9(a). The row ordering was chosen to minimize surface code volume after trying many different combinations. Under careful inspection, this circuit is equivalent to Fig. 6.8, with proper tracking of the stabilizer results. A braiding pattern for D2 in the surface code is shown in Fig. 6.9(b), where horizontal yellow pipes correspond to qubits on the left, and $X$-type stabilizers are implemented with black pipes. Since qubit (1) was converted to a dual braid, an error is detected if the total parity of the last $X$-type stabilizer and measurements ($m_2, \ldots, m_9$) is odd. The volume of D2 in Fig. 6.9(b) is $V_{D2} = 144$ plumbing pieces.

Because D2 only detects errors, it must be verified before interacting with data; otherwise, the data might be corrupted. To avoid this scenario, one can produce a Toffoli QLUT, which is simply a Toffoli gate with $|+\rangle$ inputs to the controls and $|0\rangle$ input to the target $[1, 7, 65]$. Since this chapter considers the CCZ gate, its QLUT is CCZ applied to three $|+\rangle$ qubits. If the circuit fails because of a detected error, then the qubits are discarded, but no far-reaching damage occurs since this faulty circuit is not entangled to any data qubits. Conditioned on the circuit succeeding, the QLUT enables teleportation of Toffoli (or CCZ) into data qubits, using only Clifford gates and measurement, as shown in Fig. 6.10. Using a representative value for $T$-gate error as $p = 10^{-8}$, the failure probability for creating the Toffoli ancilla with D2 construction is a modest $8 \times 10^{-8}$, which negligibly increases the number of times such preparation circuits must be repeated.

### 6.4 Distance-Four Toffoli Gate (C4C6)

I present a second way to implement a verified Toffoli gate using an expandable code structure known as $C_4/C_6$ [101]. With respect to independent errors in $T$ gates, the distance of this design can be $2^t$ for any positive integer $t$. The number of $T$ gates consumed is $8 \times 6^{t-1}$, though this may not be a meaningful measure. In previous
Figure 6.9: Circuit and corresponding surface code construction for D2. (a) Circuit that results from rearranging rows and modifying stabilizer measurements in Fig. 6.8. (b) Surface code design for D2. The bounding box is $6 \times 12 \times 2 = 144$ plumbing pieces.
Figure 6.10: Teleportation circuit for verified (a) CCZ and (b) Toffoli QLUTs. The production of each QLUT is enclosed in the dashed box in upper left of each figure. The QLUT could be formed using D2 or the C4C6 construction of Section 6.4. QLUT production is probabilistic when error detection is used, so the QLUT couples to data only if no error is detected. The subsequent CNOT gates and measurements teleport data qubits through the Toffoli gate encoded in the ancilla (cf. p. 488 of Ref. [7]). Clifford-group gates in dashed boxes are needed to correct errors from teleportation; they are conditioned on the measurements. Corrections to the Pauli frame are also required but not shown.
sections, I argued that \( T \) gates were the dominant cost in quantum logic. The results below increase the strength of error detection in the Toffoli so that, for sufficiently low values of gate error \( p_g \), “raw” \( T \) gates without distillation can replace distilled \( T \) gates. I focus on a distance-four construction that will be called “C4C6” (notation here is distinct from \( C_4/C_6 \), the underlying code family), but the technique can be generalized to detect more errors.

The \( C_4 \) and \( C_6 \) codes are four- and six-qubit CSS codes that each have distance two, meaning each can detect at least one error of arbitrary type [101]. A \( C_4 \) code block encodes two logical qubits using four physical qubits at distance two. A \( C_6 \) code block encodes two logical qubits using three pairs of qubits at distance \( 2d \), where \( d \) is the distance for each of the three qubit pairs. Beginning with \( C_4 \) at the lowest level, \( C_6 \) can be concatenated repeatedly, where each concatenation uses three independent pairs of qubits at a lower level. With \( t \) levels, meaning \( t - 1 \) levels of \( C_6 \), the result is two logical qubits with distance \( 2^t \) using \( 4 \times 3^{t-1} \) physical qubits. For more details on \( C_4/C_6 \), see the work by Knill [101]. As a side note, the names for these codes has nothing to do with the \( C_n \) set structure for unitary gates from the analysis by Gottesman and Chuang [47].

The code \( C_4/C_6 \) has a transversal Hadamard operation at any number of levels of concatenation. Applying transversal Hadamard at the physical level will implement Hadamard on both logical qubits, followed by a SWAP. The strategy for C4C6 Toffoli will be to implement controlled-Hadamard, where the control is a bare qubit, on a \( C_4/C_6 \) block that encodes two logical qubits. Controlled-Hadamard can be implemented with \( T \) gates and Clifford gates, as shown in Fig. 6.11. Errors are detected with the code stabilizers, which is similar to the design of the distance-four, composite Toffoli in Ref. [153] and to techniques used in Section 5.2. A Toffoli gate can be produced from two controlled-Hadamard gates and Clifford operations [153], as explained below.
6.4.1 Circuit Design for Controlled-Hadamard in $C_4/C_6$

The core of the C4C6 construction implements controlled-Hadamard on a $C_4/C_6$ code block. The operations are illustrated in the rather detailed circuit in Fig. 6.12. This circuit is designed with a surface code implementation in mind, which will come in Section 6.4.2. As before, the $|+\rangle$-controlled $X$ operations denote stabilizers, whereas the CNOTs denote logic (in this case, controlled-Hadamard). The circuit begins with 12 qubits initialized to $|0\rangle$. The first two stabilizers are actually logical $X$ operators in the code, so their measurement in conjunction with measuring code stabilizers projects the 12 qubits into a logical $C_4/C_6$-encoded state in the $X$-basis. The $T$-CNOT-$T^\dagger$ (operator order, “right comes first in time”) implements the core of the transversal controlled-Hadamard. The $R_x(-\pi/2)$ gates are absorbed into initialization by flipping the sign of some $Z$ stabilizers. At the end of the circuit, CNOTs followed by measurement teleport the encoded qubits to bare qubits, to facilitate the next step in processing.

The $C_4/C_6$ code has distance four with respect to $Z$ errors after the transversal $T$-CNOT-$T^\dagger$. However, if both $T$ and $T^\dagger$ on the same qubit have a $Z$ error, it will propagate to the bare $|+\rangle$ qubit, but the $Z$ errors cancel and are not detected by code stabilizers. This is a weight-two error event, so it must be detected for C4C6 to have overall distance four. By performing the $|+\rangle$-controlled Hadamard twice (see the two dashed boxes in Fig. 6.12), error detection is implemented by comparing the phase on the two bare qubits with CNOT and $X$-basis measurement. This a simple phase-flip code, and an error only passes the test if both bare qubits had $Z$ errors, which is now a weight-four error event. Essentially the same technique was used to achieve high error distance for Hadamard-basis measurement in multilevel distillation in Section 5.2.
Figure 6.12: Circuit to perform $C_4/C_6$-encoded controlled-Hadamard. The control is a bare $|+\rangle$ qubit and the targets are two encoded $|+\rangle$ qubits. The output state is a QLUT for a gate that differs from Toffoli by Clifford operations. The first two CNOTs measure logical $X$ operators, initializing the encoded state in the $X$ basis. Dashed boxes enclose repeated circuit elements consisting of stabilizer measurements and transversal controlled-Hadamard gates. The Logical qubits are teleported out of the $C_4/C_6$ block. The $R_x(-\pi/2)$ gates from Fig. 6.11 are absorbed into initialization.
The analysis for output error probability in C4C6 resulting from T-gate errors is straightforward. Within a $C_4$ block there are eight $T/T^\dagger$ gates with independent error probability $p$, and each code block can always detect a single error. The probability of a weight-two error appearing at the stabilizer measurement is $24p^2$. There are $\binom{8}{2} = 28$ combinations of two errors, but four of these events are errors on the same qubit. In the latter case, two errors on the same qubit cancel before stabilizer measurement, but the first error propagates to the bare qubit. The $C_6$ code can detect an error in any $C_4$ code block, so the probability of a weight-four error not being detected is $\binom{3}{2}(24p^2)^2 = 1728p^4$. Finally, there are 12 ways that a weight-two error can propagate to the bare qubit and not be detected by the code stabilizers, with total probability $12p^2$. By repeating the transversal controlled-Hadamard, there is probability $144p^4$ for both bare qubits to be corrupted. Since the $C_4/C_6$ error detection is performed twice with independent errors, the total error probability is $144p^4 + 2 \times 1728p^4 = 3600p^4$, to lowest non-vanishing order. This approximation is valid when $p \ll 1$, and $p \leq 10^{-2}$ works in practice.

The output state of Fig. 6.12 can be used to make a Toffoli, with the aid of Clifford operations and measurement. Figure 6.13 shows how to produce the Toffoli QLUT using the output of the C4C6 construction (controlled-Hadamard gates targeting with $|+\rangle$ qubits). This QLUT can implement Toffoli using the circuit in Fig. 6.10.

### 6.4.2 Compressed Surface Codes and C4C6

Before proceeding with the surface code construction of C4C6, I introduce the notion of compressed surface codes. $C_4/C_6$ has distance four with respect to all errors, which presents a novel opportunity. In the surface code, defects are separated by distance $d$ to make logical errors highly improbable. However, by concatenating surface code qubits with $C_4/C_6$, there is some redundancy in error correction. Specifically, it is possible to relax the strength of error correction in the surface code if the errors will be caught by the next higher level of encoding.

For the compressed surface codes used to produce C4C6, the circumference of each defect will remain $4\lceil d/4 \rceil$, but the spacing between primal defects (yellow pipes) will
Figure 6.13: Circuit diagram showing how to implement a Toffoli gate using the controlled-Hadamard operations produced by the C4C6 construction. (a) The output state of C4C6 is equivalent to controlled-$S^\dagger$ gates and Clifford gates. (b) Toffoli QLUT is constructed with the output of C4C6 (dashed box) and Clifford gates with ancillas and measurement. Two operations in dashed boxes are conditioned on measurement results, as indicated by $m_1$ (gate is implemented if the measurement is $|0\rangle$) and $m_2$ (gate is implemented if the measurement result is $|-\rangle$).
be reduced to about $d/2$. I will denote $d_1$ as the distance separating most operations in the surface code, except $d_2$ is the inter-defect spacing for qubits in the $C_4/C_6$ code block. This modification makes logical $Z$ errors much more probable. In particular, the logical errors are correlated, weight-two $Z$ errors on two qubits that are adjacent in the surface code. These errors are still detectable because the $C_4/C_6$ code has distance four, as will be considered in Section 6.4.3.

Reducing the spacing between primal defects does introduce some complications. Dual defects (black pipes) are now closer to the primal defects that they weave between, so care must be taken that there are no possible $X$ errors of weight less than $d$, which is a nontrivial path connecting primal defects. By maintaining the circumference of the primal defects, dual errors which form a ring around primal defects have minimum distance $d$, so no new errors of this type are introduced.

An example of a compressed surface code program is shown in Fig. 6.14. This program creates logical $|+\rangle|+\rangle$ encoded in the 12-qubit $C_4/C_6$ code, which is the first component of the $C_4C_6$ Toffoli construction. The circuit diagram in Fig. 6.14(a) shows the 12 $|0\rangle$ qubits with two logical $X$ operators and the five $X$-basis code stabilizers being measured, just as in the beginning of Fig. 6.12. Fig. 6.14(b) depicts how this program is constructed in a compressed surface code. There is direct correspondence between the top 12 horizontal, primal defect rails (yellow pipes) and the 12 $|0\rangle$ qubits on the left. However, there is a new method for compressing space, which I call the “ground wire.” Instead of having 12 double-rail defects, the would-be lower rail for all primal defects has been combined into one rail at the bottom of Fig. 6.14(b). This is topologically equivalent and saves space. The name ground wire comes from the fact that this defect rail must eventually connect to each of the 12 defects at the end of the surface code program (when these logical qubits are measured), which is reminiscent of ground voltage in electrical circuits. The volume of this compressed program is $V_{\text{init}} = 6 \times (12(1+4r) + 1) \times 2 = 40.8 + 115.2r$ plumbing pieces. The second dimension is the compressed one, and quantity $r$ is compression ratio: $d_2 = r \cdot d_1$. Section 6.4.3 will detail how $r$ is determined.

The program in Fig. 6.14(b) shows several novel features of compressed surface codes. As advertised, the primal defects are spaced more closely, which reduces
Figure 6.14: Initialization of $C_4/C_6$ code block to logical $|\pm\rangle |\pm\rangle$. (a) Circuit diagram for initialization, which is the first component of Fig. 6.12. (b) Compressed surface code braiding arrangement. The first 12 primal defect rails correspond to the 12 $|0\rangle$ qubits in the circuit diagram. The bottom defect rail is the “ground wire,” which forms the complementary defect to each of the other 12 primal rails. The volume is $40.8 + 115.2r$ plumbing pieces, where $r < 1$ is the compression ratio.
volume by about 35–40%. Also, the use of the ground wire frees space for primal defects to weave around dual rings, which means that any $X$-basis stabilizer can be measured in the depth of a single plumbing piece, as shown on left of the diagram. The right implements more conventional braiding of dual defects around primal defects, because these particular stabilizer measurements have a compact implementation.

After initialization, the next step is to implement twice the transversal $T$-CNOT-$T^\dagger$, followed by stabilizer measurements (shorthand: “C4C6 midsection”). Figure 6.15 shows how to implement this sequence of operations in a compressed surface code. The circuit in Fig. 6.15(a) appears twice in the entire circuit in Fig. 6.12, so the surface code braiding in Fig. 6.15(b) is repeated as well. The top of Fig. 6.15(b) shows the bare qubit which controls the transversal gates; this defect has normal surface code spacing because it is not embedded in a code. The volume is $V_{\text{mid}} = 9 \times (12(\frac{1+4r}{5}) + 2) \times 2 = 79.2 + 172.8r$ plumbing pieces for each instance of Fig. 6.15(b).

The final component of C4C6 is the teleportation and measurement step, as depicted in Fig. 6.16. The CNOT gates in Fig. 6.16(a) are used to teleport logical qubits in the code block to bare qubits, which makes CCZ easier to implement. The final step on the right performs the gate $R_x(\pi/2)$ using an ancilla followed by $Z$-basis measurement. Because this is a Clifford operation, the ancilla can be produced temporally after the measurement by application of the Gottesman-Knill theorem [7]. Figure 6.16(b) implements this sequence of operations in the compressed surface code. Notably, the ground wire rejoins the other defects for the measurements. The top of the diagram shows the three output qubits, including the bare qubit created in the previous “midsection” step. The output qubits have normal surface code spacing because they are bare. The volume is $V_{\text{meas}} = 5 \times (12(\frac{1+4r}{5}) + 4) \times 2 = 64 + 96r$ plumbing pieces.

The compressed surface code construction of C4C6 is produced by combining all of the pieces in Figs. 6.14–6.16. The total volume is approximately

$$V_{\text{total}}(r) = V_{\text{init}} + 2V_{\text{mid}} + V_{\text{meas}}$$

$$= 263.2 + 556.8r$$ (6.3)
Figure 6.15: Midsection of C4C6 construction where transversal T-CNOT-$T^\dagger$ gates and error detection are implemented on the $C_4/C_6$ code block. (a) Circuit diagram for transversal operations and stabilizer measurements, which appears twice in the dashed boxes in Fig. 6.12. The $C_4/C_6$ stabilizers detect most of the errors. The phase-flip code for the bare qubits detects the remaining errors of weight less than four, but this procedure is not shown because it is quite simple. (b) Compressed surface code braiding arrangement. The top double-defect is the bare-qubit control for the transversal gates, and it has normal surface code spacing. For simplicity, this top qubit does not connect to the ground wire. The bottom defect rail is again the ground wire, which just passes through from the previous diagram in Fig. 6.14(b). The volume is $79.2 + 172.8r$ plumbing pieces, where $r < 1$ is the compression ratio.
Figure 6.16: Final teleportation and measure for C4C6 construction. (a) Final piece of Fig. 6.12. The CNOT gates will teleport logical qubits from the code block to bare qubits. (b) Compressed surface code implementation. The final operations are $R_x(\pi/2)$ followed by $Z$-basis measurement. The ground wire rejoins with the 12 defects in the $C_4/C_6$ block for measurement. The top three double defects are output qubits, including one that was created in the preceding midsection step. The volume is $64 + 96r$ plumbing pieces, where $r < 1$ is the compression ratio.
plumbing pieces. The next section explains how to estimate error probability, which is used to determine \( r \).

### 6.4.3 Error Analysis in Compressed C4C6

New error events are introduced by compressing the spacing between primal defects. Rigorous analysis of these errors has not yet been performed, because the analysis is complex. Instead, I develop conservative bounds which should overestimate error. I will refer frequently to Fig. 6.15(b), as this shows the core area of C4C6 where errors are a concern. Compressed surface codes have two distance parameters: \( d_1 \), the longer distance which sets the pitch for all dual defects (black), as well as the temporal and vertical spacing for primal defects; and \( d_2 \), the compressed distance between primal defects. When \( d_2 = d_1 \), the result is the typical defect spacing. However, it is desirable to set \( d_2 = r \cdot d_1 \), where \( r < 1 \), to reduce volume. Doing so makes some Z-type errors more likely than other logical errors in the surface code.

In particular, the errors made more likely by the compressed C4C6 construction are correlated weight-two \( Z_i Z_{i+1} \) errors, where subscript refers to a qubit in the \( C_4/C_6 \) code block and \( i \in [1, 11] \). Because of the linear arrangement, only nearest-neighbor correlated errors have increased likelihood. Furthermore, separating the ground wire from the rest of the primal defects substantially simplifies analysis by making these weight-two errors the only ones requiring consideration. If all of the errors considered here are weight-two, they cannot propagate to the bare qubit which controls the \( T \)-CNOT-\( T^\dagger \) operation.

Since \( C_4/C_6 \) is a distance-four code, it can always detect one of these weight-two errors. The failure probability of C4C6 will depend on the number of ways two such weight-two errors can lead to undetected logical error; fortunately, this number is significantly less than all possible combinations of two correlated errors. In particular, there must be errors in two different \( C_4 \) blocks, for which there are only 27 combinations. Two errors in the same block either cancel (modulo the stabilizers) or lead to another weight-two error, which is detectable. There are three nearest-neighbor error events per block, and \( \binom{3}{2} = 3 \) ways to pick two out of three blocks,
leading to $3 \times 3^2 = 27$ combinations.

Examining Fig. 6.15(b) from the side, the total length over which such errors could occur is $13d_1$, which consists of $9d_1$ at the first level and $4d_1$ at the second level for $T/\overline{T}$ gates. The modified probability of error for the compressed surface code will be

$$P_{L,C}(p_g, d_1, d_2) = \frac{d_1}{3} (100p_g)^{-(d_2+1)/2},$$  \hspace{1cm} (6.4)$$

where dividing by 3 accounts for only $Z$ errors and subscript $C$ indicates that this function applies to compressed surface codes. The expression in Eqn. (6.4) is a conservative bound, following the derivation in Ref. [100].

A logical error could also occur via one weight-two correlated error, as just discussed, and two $T$-gate errors. Both $T$-gate errors must occur before or after the CNOT, or else they will be detected by the phase-flip code on the bare qubits. There are 288 possible combinations. There are six ways to assign correlated error and $T$-gate errors to different blocks, three ways to have a correlated error in one block, and 12 different ways for $T$-gate errors to happen in the same block, with both occurring before or after the CNOT ($6 \times 3 \times 12 = 216$). There are two ways for a correlated error to happen between two blocks, which must be matched with a $T$-gate error in each of those blocks, having six combinations each ($2 \times 6 \times 6 = 72$). The total number of combinations is 288.

All of the errors can now be combined into one expression. The volume of C4C6 was estimated in Section 6.4.2 to be $V_{\text{total}}(r) = 263.2 + 556.8r$. The total error probability is

$$P_{\text{total}} = 2 \left[ 27 (13P_{L,C}(p_g, d_1, d_2))^2 + 288p_T^2 (13P_{L,C}(p_g, d_1, d_2)) \right] + V_{\text{total}}(r)P_L(p_g, d_1) + 3600p_T^4,$$  \hspace{1cm} (6.5)$$

where $p_T$ is the probability of $T$-gate error. The logical error per plumbing piece, $P_L(p_g, d)$, is defined in Eqn. (5.1), repeated here for convenience:

$$P_L(p_g, d) \approx d(100p_g)^{(d+1)/2}.$$  \hspace{1cm} (6.6)$$
CHAPTER 6. VERIFICATION PROTOCOLS FOR TOFFOLI GATES

| Label | Volume       | $T$ Gates | Error Detection Properties                                      |
|-------|--------------|-----------|-----------------------------------------------------------------|
| 7T    | 154          | 7         | None                                                            |
| 4T    | 126          | 4         | None                                                            |
| D2    | 144          | 8         | Distance-two (detects one $T$-gate error)                      |
| C4C6  | $263.2 + 556.8r$ | 48       | Distance-four (detects three $T$-gate errors); also detects some logical errors |

Table 6.1: Summary of Toffoli Gates

The terms in Eqn. (6.5) correspond to, in order: probability of two correlated errors, due to compression; probability of one correlated error and two $T$-gate errors; probability of undetected error of weight $d_1$ in the surface code; and probability of four $T$-gate errors. The factor two at the beginning accounts for the midsection being implemented twice. In the numerical search described below, $r \approx 0.6$ in efficient constructions of C4C6, so the volume becomes about 585 plumbing pieces. I should also note that the volume has an overhead factor of $1/(1 - p_{\text{fail}})$, where $p_{\text{fail}}$ is the probability of detecting an error, which causes C4C6 to fail. Although many types of errors are listed above, the failure probability is dominated by the likelihood of just a single $T$-gate failure, so $p_{\text{fail}} \approx 48p_T$.

6.5 Resource Analysis for Toffoli Gates

Having constructed four different versions of the Toffoli gate, I will now compare their resource costs in the surface code, as a function of logical error probability. The Toffoli gates and their properties are summarized in Table 6.1. Using the analysis in preceding sections of this chapter and the resource analysis for $T$ gates in Chapter 5, I calculated the resource costs for each of the four Toffoli constructions. As before, only efficient protocols are reported. One protocol dominates another if the first has both lower volume and lower output error, and an efficient protocol is not dominated by any other. The resource costs for $p_g = 10^{-3}$ are plotted in Fig. 6.17.

Although C4C6 has impressive results, I hesitate to recommend its use at this time. For one thing, C4C6 is proposed herein for the first time and has not yet
Figure 6.17: Resource costs for Toffoli constructions with surface code error correction. The error per physical gate is $p_g = 10^{-3}$, and each $T$ gate has error $p_{in} = 10p_g = 10^{-2}$. A unit cell in the surface code is the size of two stabilizer measurements, which encompasses two qubits (with an ancilla for measurement) and two stabilizer time steps.
passed through independent analysis. Compressed surface codes play a role in its efficiency, and there may yet be an overlooked flaw there. Moreover, when C4C6 beats D2, it outperforms by just a slim margin. Therefore, I recommend the use of D2 until more careful analysis of compressed surface codes has been performed, like the work in Refs. [61, 93, 96, 97]. The design of D2 has been peer-reviewed in two independent publications from myself [143] and Eastin [152]. D2 is also simpler to examine and has a smaller volume, making it easier to reposition in a larger quantum program. This prescription is conservative, because logic synthesis is a fairly new area of study, but it may change with further analysis of advanced Toffoli designs.

As a concluding remark, the importance of logic synthesis becomes apparent when one calculates the resource costs for naive Toffoli constructions. The 7T construction will serve as the Trivial Upper Bound (TUB) for Toffoli constructions. Moreover, the Toffoli gates considered here depend on $T$ gates, so I will also consider what the costs will be if one uses the TUB for Bravyi-Kitaev distillation from Section 5.1.2. Figure 6.18 plots the resource costs for three different design approaches to the Toffoli gate, where again $p_g = 10^{-3}$. The first (red) uses TUB for both $T$ gates and Toffoli. The second (green) optimizes $T$ gates, but uses the naive 7T Toffoli. The third (purple) uses optimized $T$ gates and the best Toffoli construction, which is the minimal resource cost over all methods plotted in Fig. 6.17 for a given $p_{out}$. The improvement is significant for logical error rates relevant to quantum computing. When $p_{out} = 10^{-12}$, the optimized Toffoli (which is C4C6) beats the naive Toffoli by a factor of 20 using the same optimized $T$ gates. The optimal design beats the TUB with both naive $T$ and Toffoli methods a factor of 500. The simple resource analysis from Chapter 2 and Ref. [13] used this TUB, showing that substantial reduction in resources can be achieved by applying logic synthesis to Toffoli gates.
Figure 6.18: Resource comparison for different levels of logic synthesis. The TUB Toffoli is the 7T construction, and the TUB for T gates is Bravyi-Kitaev distillation with all levels using the same code distance.
Chapter 7

Approximating Phase Rotations

Earlier chapters established that some quantum gates are harder than others, when error correction is taken into account. In the surface code, only a finite subset of gates are native to the code, making them easy to produce. By contrast, a quantum algorithm could require any arbitrary unitary operation as a subroutine. Such arbitrary gates must be approximated using combinations of easy and hard gates. In this chapter, I will focus on phase rotations, an important class of hard operations that appears frequently in quantum algorithms. Any arbitrary operation could be constructed from “easy” gates and phase rotations, but this is seldom required. Each phase rotation could in principle be specified to infinite precision (such as an irrational angle), so one must approximate these gates, and it is crucial to understand how the resource costs increase as a function of approximation accuracy.

Phase rotations are any diagonal unitary operations, such as rotations around the $Z$ axis of the single-qubit Bloch sphere. They appear ubiquitously in quantum simulation, as discussed in Chapter 8. They also appear in the quantum Fourier transform and its approximate version [7, 139, 148, 154]. Consequently, any quantum algorithm that uses phase estimation requires phase rotations; examples include simulating energy eigenvalues in chemistry [15–17, 116, 117], Shor’s factoring algorithm [12, 13, 64, 118, 128], and counting solutions in Grover’s algorithm [7]. Inspired by the importance of these gates, recent research has dramatically lowered their resource costs in comparison to the earliest proposals. This chapter examines multiple
schemes for producing phase rotations, but an exhaustive list is impractical in an active research field. Several of the newer methods were devised using concepts from logic synthesis, which suggests the possibility of developing more quantum programs this way.

As a starting point, consider a single-qubit phase rotation $R_Z(\phi)$ defined as

$$R_Z(\phi) = \exp(i\phi(I - Z)/2) = |0\rangle\langle 0| + e^{i\phi}|1\rangle\langle 1|.$$  (7.1)

Rotations on a single qubit are the simplest to examine, and they can be used to produce arbitrary rotations on larger Hilbert spaces. For example, a controlled rotation on two qubits, defined as $CR_Z(\phi) = |00\rangle\langle 00| + |01\rangle\langle 01| + |10\rangle\langle 10| + e^{i\phi}|11\rangle\langle 11|$, can be implemented by the circuit in Fig. 7.1. This construction uses one Toffoli gate, one single-qubit phase rotation, and an ancilla erased by teleportation.

Because rotations are being approximated, I will quantify the distance between unitary gates using the distance proposed by Fowler in Ref. [145]:

$$\epsilon_F(A, B) = \sqrt{1 - \frac{1}{2}\text{tr}(A^d B)}.$$  (7.2)

For example, $\epsilon_F(U, \tilde{U})$ is the distance between an ideal gate $U$ and some fault-tolerant sequence $\tilde{U}$ that approximates $U$. Note that the denominator 2 applies to single-qubit gates and should be replaced with $d = \text{tr}(I)$ for $d$-dimensional operators. This quantity ranges $0 \leq \epsilon_F \leq 1$, achieving zero if and only if $U$ and $\tilde{U}$ are the same.
unitary, to within a meaningless complex factor. Furthermore, it obeys the triangle inequality: $\epsilon_F(A, B) + \epsilon_F(B, C) \geq \epsilon_F(A, C)$ [145]. Achieving better accuracy (lower $\epsilon_F$) increases the resource costs of the approximation technique. Moreover, these quantum programs are also susceptible to logical error. After introducing several methods, I will compare their resource costs as functions of output error rate.

7.1 Approximation Sequences

As the name implies, approximation sequences are sequences of fundamental operations which approximate some arbitrary quantum gate. Fundamental here means that the operation has a fault-tolerant construction, and in practice the set of fundamental operations is finite, such as the Clifford group augmented with $T$ gates or Toffoli gates. The task of enabling fault-tolerant, universal quantum computing is why so much attention was given in Chapters 5 and 6 to $T$ and Toffoli, operations which are costly to make fault-tolerant.

Determining an approximation sequence requires a classical algorithm. Several have been proposed [144, 145, 147, 155–159], with varying tradeoffs in classical search time and quantum resources [117]. This chapter will consider two general approaches: sequences that use $T$ gates, and sequences that use Toffoli gates.

As a historical aside, the Solovay-Kitaev algorithm [7, 144] was the first proposal for synthesizing arbitrary single-qubit gates from a finite set. Although it has polylogarithmic cost, the gate sequences are far from optimal. Reference [117] shows that Solovay-Kitaev has cost in gates that is orders of magnitude greater than the competing methods discussed here. Hence I will not analyze Solovay-Kitaev constructions in this chapter, because they are not competitive and should not be used.

7.1.1 Approximation Sequences using $T$ Gates

Several investigators have studied methods for approximating arbitrary gates (especially single-qubit gates) using the finite set of gates consisting of the Clifford group
and \( T = \exp(i\pi(I - Z)/8) \) gates. As discussed in Chapter 5, \( T \) gates are a popular choice for enabling universal quantum computing because they can be purified efficiently.

Fowler proposed a method to produce minimal-cost approximation sequences through an exhaustive search [145]. The finite set of operations are the Clifford group and \( T \) gates. Because the search space is growing exponentially with sequence length, the classical algorithm has exponential time complexity. Still, the method is interesting because it produces sequence having the minimum number of \( T \) gates, and Chapter 5 established that these operations are one of the main resource costs in fault-tolerant quantum computing.

Kliuchnikov, Maslov, and Mosca (KMM) have discovered a classical algorithm that achieves the performance of Fowler’s algorithm for single-qubit phase rotations while having tractable computation time [147]. Their benchmarking results determine, through data fitting, that a gate with accuracy \( \epsilon_F \) requires \( 10.7 \log_{10} \epsilon_F - 23.0 \) \( T \) gates. I will use this formula for resource estimates later.

### 7.1.2 Approximation Sequences using \( V \) Gates

A recent proposal for composing approximations from so-called \( V \)-basis rotations merits consideration [158]. The \( V \)-basis rotations are defined as:

\[
V_X = \frac{I + 2iX}{\sqrt{5}}; \quad (7.3)
\]

\[
V_Y = \frac{I + 2iY}{\sqrt{5}}; \quad (7.4)
\]

\[
V_Z = \frac{I + 2iZ}{\sqrt{5}}. \quad (7.5)
\]

Several ways of producing a \( V \)-basis rotation have been proposed, but I offer another in Fig. 7.2. This circuit produces \( V_Z \) using one Toffoli gate, and it succeeds if both measurement results are \(|+\rangle\), which happens with probability \( 5/8 \). Rotations \( V_X \) and \( V_Y \) can be produced with the addition of Clifford gates; the inverse rotations only require substitution of \( S^\dagger \) gate for \( S \). Therefore, this construction has an average
cost per $V$ gate of 1.6 Toffoli gates, which is the best I am aware of. Alternative constructions are given in Ref. [158].

Bocharov, Gurevich, and Svore (BGS) present a method which finds both optimal and near-optimal $V$-basis sequences, with tradeoffs in the classical complexity to determine said sequences [158]. They suggest that the number of $V$ gates required should be $3 \log_5(1/\epsilon_F) = 4.29 \log_{10}(1/\epsilon_F)$ in the “optimal” case; from their simulation results, I derive a fit of $4.14 \log_{10}(1/\epsilon_F) - 0.07$ $V$ gates. I will use the numerical results for a consistent comparison with KMM sequences. Incorporating the factor of 1.6 Toffoli gates for each probabilistic $V$-gate construction, I estimate that each BGS construction requires $6.62 \log_{10}(1/\epsilon_F) - 0.11$ Toffoli gates.

### 7.2 Phase Kickback

Phase kickback [138, 160], also known as the Kitaev-Shen-Vyalyi algorithm [55], is an ancilla-based scheme that uses an addition circuit to impart a phase to a quantum register. Phase kickback relies on a resource state $|\gamma^{(k)}\rangle$ which can be defined by the
quantum Fourier transform (QFT) \[7, 139, 154\]:

\[
|\gamma^{(k)}\rangle = U_{\text{QFT}}|k\rangle = \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} e^{i2\pi ky/N} |y\rangle.
\] (7.6)

Note that this is the sign convention of Ref. [7], and opposite of that in Ref. [117].

The register \(|k\rangle\) contains \(n\) qubits prepared in the binary representation of \(k\), an odd integer. The state \(|\gamma^{(k)}\rangle\) is a uniform-weighted superposition state containing the ring of integers from 0 to \(N - 1\), where \(N = 2^n\), and each computational basis state has a relative phase proportional to the equivalent binary value of that basis state. Section 5.3 provides a method to distill \(|\gamma^{(k)}\rangle\) using addition circuits, which are composed of Toffoli gates. This approach is an improvement over the phase-estimation procedure in Ref. [55].

The register \(|\gamma^{(k)}\rangle\) is a Fourier state, as introduced in Section 5.3. A notable property of Fourier states is that they are eigenstates of the modular addition operator \(U_{\oplus u}|x\rangle = |x + u \pmod{N}\rangle\):

\[
U_{\oplus u}|\gamma^{(k)}\rangle = \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} e^{i2\pi k(y-u)/N} |y\rangle = e^{-i2\pi ku/N}|\gamma^{(k)}\rangle,
\] (7.7)

where \(\oplus\) denotes addition modulo \(N\) and \(u\) is an integer. Moreover, the eigenvalue of modular addition on \(|\gamma^{(k)}\rangle\) is a phase factor proportional to the number \(u\) added.

Note that the addition operation \(U_{\oplus u}\) is readily implemented with a fault-tolerant quantum circuit [118, 140, 141, 161, 162]. It is now clear how the method received its name: since \(|\gamma^{(k)}\rangle\) is an eigenstate of addition, when an integer \(u\) is added (using an addition circuit) to this register, a phase is “kicked back.”

### 7.2.1 Single-Qubit Rotation

Single-qubit phase rotations using phase kickback are constructed with a controlled addition circuit, as shown in Fig. 7.3. Intuitively, a phase is kicked back to the control qubit if it is in the \(|1\rangle\) state, which is equivalent to the phase rotation in Eqn. (7.1). The accuracy of the phase gate and the quantum resources required depend on the
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\[ \gamma(k) = R(\phi)z \]

Figure 7.3: Circuit diagram showing how a rotation \( R_Z(\phi) \) can be approximated with controlled addition on the Fourier state \( |\gamma(k)\rangle \). The top qubit is the data qubit, while the bottom six (for example) make up the Fourier state.

To determine the value of \( u \) in the addition circuit that produces a phase closest to \( \phi \), one solves the modular equation

\[ ku + \left\lfloor \frac{N\phi}{2\pi} \right\rfloor \equiv 0 \pmod{N}, \quad (7.8) \]

which always has a solution since \( k \) is odd and \( N \) is a power of 2 (\( k \) and \( N \) are coprime, so \( k \) has a modular inverse). The operation \( \lfloor x \rfloor \) denotes rounding any real \( x \) to the nearest integer; any arbitrary rule for half-integer values suffices here. By proper selection of \( u \), one can approximate any phase rotation to within a precision of \( |\Delta\phi| \leq \frac{2\pi}{2^{n+1}} \) radians, where \( |\Delta\phi| = \left| \phi + \frac{2\pi}{N} ku \right| \pmod{2\pi} \). Note that \( \frac{2\pi}{N} ku \approx -\phi \), explaining the plus sign to define \( |\Delta\phi| \). This is a consequence of the sign convention: \( U_{\oplus u} |\gamma(k)\rangle = e^{-i2\pi ku/N} |\gamma(k)\rangle \), and the phase \( e^{i\phi} \) is intended.

After solving Eqn. (7.8), the integer \( u \) is added to \( |\gamma(k)\rangle \) using a quantum adder controlled by the qubit which is the target of the phase rotation. There are various implementations of quantum adder circuits which have tradeoffs in performance between circuit depth, circuit size, and difficulty of implementation [118, 140, 141, 161, 162]. Since \( |\gamma(k)\rangle \) is not altered by phase kickback, the number of such registers required
for a quantum algorithm is equal to the maximum number of phase rotations which are computed in parallel at any point in the algorithm.

The Fourier state is reusable in phase kickback. This is advantageous, since the register does not need to be reproduced for each phase rotation, but it also leads to a problem with correlated errors. If there is an error in the addition circuit, it could corrupt the Fourier state, and this error corrupts all subsequent uses of this state. These correlated errors might or might not be a problem, depending on the structure of the algorithm. In particular, if there is no error suppression being invoked, then the correlated error is not a concern. Any logical error leads to failure, so a set of logical correlated errors is just as bad as any other. However, if some verification protocol for the program segment is used, then Fourier states cannot spread outside the verified segment. Instead, the Fourier state should be erased and a new one created. In Section 7.4, I will show that the Fourier distillation procedure from Section 5.3 has cost similar to phase kickback, meaning that the overhead for producing these states is low. As an example, one could use the Fourier state 10 times before erasing it, and the distillation overhead would be on order 10%.

### 7.2.2 Quantum-Variable Rotation (QVR)

Phase kickback can be used for operations that are more complex than a single-qubit rotation. Start with some arbitrary superposition $|\psi\rangle = \sum_x c_x |x\rangle$, where $c_x$ are complex probability amplitudes and each $|x\rangle$ is the binary representation of integer $x$ in qubits. If the register $|\psi\rangle$ is added to some Fourier state $|\gamma^{(k)}\rangle$, the result is

$$U_{\text{add}} |\psi\rangle |\gamma^{(k)}\rangle = U_{\text{add}} \left[ \left( \sum_x c_x |x\rangle \right) \left( \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} e^{i2\pi ky/N} |y\rangle \right) \right]$$

$$= \frac{1}{\sqrt{N}} \sum_x \sum_{y=0}^{N-1} e^{i2\pi ky/N} c_x |x\rangle |y + x\rangle$$

$$= \left( \sum_x e^{-i2\pi kx/N} c_x |x\rangle \right) \left( \frac{1}{\sqrt{N}} \sum_{z=0}^{N-1} e^{i2\pi kz/N} |z\rangle \right) , \quad (7.9)$$
where in the last step the substitution $z = y + x$ was used to show that here a phase proportional to $x$ is kicked back to each element $|x\rangle$ of $|\psi\rangle$. Since $|\gamma^{(k)}\rangle$ is returned unchanged, this a different form of phase kickback that effectively implements

$$\sum_x c_x |x\rangle \rightarrow \sum_x e^{-i2\pi \xi x} c_x |x\rangle.$$  \hspace{1cm} (7.10)

The coefficient $\xi = k/N$, and I later show how to produce any $\xi$ to arbitrary precision. The operation in Eqn. (7.10) is a quantum-variable rotation (QVR), since the phase rotation is encoded in a quantum state. QVRs are useful in a variety of quantum algorithms, including quantum simulation [116, 117], quantum Fourier transforms [7, 139, 148, 154], and the quantum linear-systems algorithm [19].

The QVR can be seen as parallel application of single-qubit rotations to each qubit in register $|\psi\rangle$, as shown in Fig. 7.4. Instead of using phase kickback, each individual rotation could be created with the techniques in Section 7.1. Using this approach, QVR on state $|\psi\rangle$ having $t$ qubits requires $t$ separate bitwise rotations. In order to control errors, each rotation requires accuracy $\epsilon_F \leq p_{\text{out}}/t$ to achieve final error probability $p_{\text{out}}$ in the QVR, where I have used the fact that the distance measure in Eqn. (7.2) obeys the triangle inequality [145]. The construction using phase kickback has fewer sources of error, making it more efficient.

The phase-kickback procedure for QVR is as follows:

(1) Calculate a binary approximation to $\xi$, denoted $[\xi]$, to as many significant bits as desired.

(2) Define some quantities that describe this quantum circuit:

(a) Let $m$ denote the number of significant bits in $[\xi]$, minus the number of trailing zeros.

(b) Define $w = \lfloor \log_2[\xi] \rfloor$, or in other words, $w$ is the largest integer such that $2^w \leq [\xi]$.

(c) Denote $p = (m - 1) - w$, which is how many bits one must shift $[\xi]$ up to produce an odd integer (if $p < 0$, shift down).
Figure 7.4: Circuit showing a quantum variable rotation decomposed into single-qubit rotations applied to each qubit in the $|\psi\rangle$ register consisting of $q$ qubits (see Eqn. (7.10)). $|\psi_{q-1}\rangle$ refers to the most significant bit in the register $|\psi\rangle$, $|\psi_0\rangle$ refers to the least significant bit, etc. Modified from version published in Ref. [117].

(d) Let $q$ be the number of qubits in $|\psi\rangle$.

(e) Define odd integer $k[\xi] = (2^p)[\xi]$. Put another way, express $[\xi] = \frac{k[\xi]}{2^p}$, where $k[\xi]$ is an odd integer and $p$ is an integer.

(3) Construct a Fourier state $|\gamma^{(k[\xi])}\rangle$ of size $n = p + q$ qubits, using techniques in Section 5.3 or Ref. [117].

(4) Perform phase kickback with an addition circuit between registers $|\psi\rangle$ and $|\gamma^{(k[\xi])}\rangle$ (in-place addition applied to $|\gamma^{(k[\xi])}\rangle$), except this time the $|\psi\rangle$ register is shifted in one of two ways, as shown in Fig. 7.5. If $p \geq 0$, then the $|\psi\rangle$ register is shifted down by $p$ qubits, and the $|\psi\rangle$ register is padded with $p$ logical zeros at the most-significant side of the adder input (Fig. 7.5(a)). If $p < 0$, then $|\psi\rangle$ is shifted up by $|p|$ qubits, so that the $|p|$ most-significant bits of $|\psi\rangle$ are not used in the adder (Fig. 7.5(b)). If $n \leq 0$, then all rotations are identity and no QVR circuit is constructed.
Figure 7.5: Circuit for the addition operation in quantum variable rotation using phase kickback. This circuit implements the operation in Eqn. (7.10) with scaling factor $ξ$, which has been "programmed" into the phase kickback register $|γ^{(kξ)}⟩$. This figure shows how the bits in the adder are aligned for different cases, using the method described in the text. (a) The register $|ψ⟩$ is shifted down $p$ bits since $p \geq 0$. $ψ_0$ is the least-significant bit in the $|ψ⟩$ register, etc. The input qubits above $|ψ⟩$ are logical zeros. (b) The register $|ψ⟩$ is shifted up $|p|$ bits since $p < 0$. In this case, the $|p|$ most-significant bits of $|ψ⟩$ are not used in the adder. Modified from version published in Ref. [117].

A simple proof confirms that this circuit implements the desired procedure:

$$\sum_x c_x |x⟩ → \sum_x e^{-i2π(2^p kξ)x} c_x |x⟩ = \sum_x e^{-i2π[ξ]|x⟩ c_x |x⟩}. \quad (7.11)$$

QVR has interesting applications to other useful quantum circuits. It can be used to make a fault-tolerant quantum Fourier transform (QFT). One replaces each block of controlled rotations with a controlled-QVR, and the phase kickback register is $|γ^{(1)}⟩$. This approach uses substantially fewer of the expensive, non-Clifford gates than an equivalent circuit where each controlled rotation in the QFT is implemented.
using techniques in Section 7.1. The cost for phase-kickback QVR is $O(n^2)$ Toffoli gates (or $T$ gates), using $n - 1$ adder circuits, vs. $O(n^3)$ $T$ gates for approximation sequences, where each of the $O(n^2)$ controlled phase rotations requires $O(n)$ $T$ gates for sufficient accuracy. The same approach can produce an approximate QFT [148] by simply truncating the size of the $|\gamma^{(1)}\rangle$ register, in which case the Toffoli-gate or $T$-gate cost is $O(n \log n)$ vs. $O(n \log^2 n)$. Section 5.3 established that the costs of Toffoli gate and $T$ gate are comparable.

### 7.3 Programmable Ancilla Rotations

Another method for producing a phase rotation is the programmable ancilla rotation (PAR). The name is derived from the fact that the desired rotation is “programmed” into ancillas that are produced before they are needed. Shifting the computing effort to an earlier point in the program (assuming parallel computation) allows this method to achieve constant average depth in the algorithm for any desired accuracy of rotation, which can be as small as 4 quantum gates. The pre-calculated ancillas still require quantum programs of similar complexity to the preceding constructions for phase rotations, so this approach is best-suited to a quantum computer with many excess resources available for parallel computing.

The PAR is based on a simple circuit which uses a single-qubit ancilla to make a phase rotation, which is a “teleportation gate” [47, 124], as shown in Fig. 7.6. In this case, the operation $R_Z(\phi)$ is programmed into the ancilla $(1/\sqrt{2})(|0\rangle + e^{i\phi}|1\rangle) = R_Z(\phi)|+\rangle$. However, the circuit in Fig. 7.6 is probabilistic since there is a 50% probability of enacting $R_Z(-\phi)$ instead of $R_Z(\phi)$; in such an event, one attempts the circuit again with angle $2\phi$ (encoded in state $R_Z(2\phi)|+\rangle$), then $4\phi$ (encoded in state $R_Z(4\phi)|+\rangle$) if the second attempt yields a negative-angle rotation, etc. This proceeds until the first observation of a positive-angle rotation after $m$ rounds of negative-angle rotations, in which case the result is a rotation $\phi_{total} = 2^m \phi - \sum_{x=1}^{m-1} 2^x \phi = \phi$.

The complete circuit for the PAR is shown in Fig. 7.7. The programmed ancillas $R_Z(\phi)|+\rangle$, $R_Z(2\phi)|+\rangle$, etc. are pre-computed using one of the phase rotation techniques in Section 7.1 or Section 7.2. A very similar method was derived in Ref. [12],
but this section generalizes from $\phi = \frac{\pi}{2^k}$ to arbitrary rotation angles. The iterated sequence of probabilistic rotations continues until the desired rotation is produced or the programmed ancillas are exhausted. For practical reasons, one might choose to only produce a finite number of the PAR ancillas; if all ancilla-driven rotations fail, then a deterministic rotation using phase kickback or a gate approximation sequence is applied. The probability of having to resort to this backstop is suppressed exponentially with the number of PAR ancillas computed in advance.

The expected number of rounds of the circuit in Fig. 7.7 before a successful rotation is simply given by $\sum_{m=1}^{\infty} \frac{m}{2^m} = 2$. Counting measurement as a gate, the number of gates per round is two, and the average number of gates per PAR is four. With a finite number of pre-computed ancillas $M$, there is a probability $2^{-M}$ of having to implement the considerably more expensive (in circuit depth) deterministic rotation. Nevertheless, if the computer supports the ability to calculate the programmed ancillas in advance, the PAR produces phase rotations that are orders of magnitude
faster than other available methods, which also leads to faster execution of quantum algorithms [117].

The phase kickback QVR can also be used to efficiently produce ancillas for PAR if the same rotation $R_Z(\phi)$ is required frequently. Applying QVR with the appropriate $\xi$ to $|+\rangle|+\rangle|+\rangle\ldots$ will produce the set of ancillas needed for PAR, but requiring only one addition circuit for the entire set instead of a phase kickback addition or approximation sequence for each ancilla qubit, which can be seen by comparing Fig. 7.4 with the pre-computed ancillas in Fig. 7.7. Creating the necessary Fourier state $|\gamma^{(k\xi)}\rangle$ is more expensive than a single phase rotation, so there is a net gain only if a certain rotation $R_Z(\phi)$ is used multiple times.

Another application of combining QVR and PAR is to use the $n$-qubit Fourier state $|\gamma^{(1)}\rangle$ to approximate a phase rotation $R_Z(\phi)$ with a modified PAR technique. Calculate $a = \left\lfloor \frac{2^n \phi}{2\pi} \right\rfloor$ as a temporary variable. For each qubit in $|\gamma^{(1)}\rangle$, beginning with the least-significant, apply this procedure iteratively:

- If $a$ is odd, apply the ancilla rotation in Fig. 7.6 using the least-significant remaining qubit from $|\gamma^{(1)}\rangle$. If the measurement result is $|0\rangle$ (positive-angle rotation), set $b \leftarrow (a + 1)/2$; if result is $|1\rangle$, set $b \leftarrow (a - 1)/2$.
- If $a$ is even, discard the least-significant qubit and set $b \leftarrow a/2$.
- Set $a \leftarrow b$ and iterate from the beginning.

Since the least-significant bit of $|\gamma^{(1)}\rangle$ is either consumed or discarded in each iteration, the size of this register is shrinking. After iterating through all the qubits, the Fourier state has been used to implement phase rotation $R_Z\left(\left\lfloor \frac{2^n \phi}{2\pi} \right\rfloor \frac{2\pi}{2^n}\right)$, which is the closest $n$-bit-discretized rotation to $R_Z(\phi)$. This is very similar to the technique in Ref. [12], except the Fourier state is produced more efficiently through distillation rather than approximation sequences.

### 7.4 Resource Analysis for Phase Rotations

This section estimates the resource costs for the phase rotations considered above. The list of methods considered is not exhaustive, so the estimates here are not the
final word in fault-tolerant phase rotations. Still, the examples chosen show a variety of techniques in fault-tolerant quantum computing, so the resource costs should be representative of the intrinsic costs for approximating rotation gates by any method. All of these techniques depend on the results from Chapters 5 and 6.

The distance metric in Eqn. (7.2) is not a probability of error. To determine the probability of an error introduced by approximating $U$ with $\tilde{U}$, one would use

$$\max_{|\psi\rangle} \left| \langle \psi | U^\dagger \tilde{U} | \psi \rangle \right| = \epsilon_F^2.$$  \hfill (7.12)

Probability of error is the combination of approximation errors and logical failure:

$$p_{\text{out}} = \epsilon_F^2 + p_L.$$  \hfill (7.13)

When many approximate rotation gates are used in an algorithm, these probabilities sum together in a manner that implicitly assumes that approximation errors sum incoherently. This assumption simplifies the analysis, and it will hold in practice if there is sufficient variety in the rotation paths through Hilbert space (i.e., the sequence of gates appears random). On the other hand, it is trivial to construct examples where this assumption breaks down, so the circuit designer must be aware of the dangers.

The best results for approximating single-qubit rotations with sequences of $T$ gates and Clifford gates each require about 3–4 $T$ gates per bit of precision [145, 147]. The KMM method requires at most 2 ancilla qubits, as opposed to $(2^n - 1)$ for phase kickback, but the total resource costs from non-Clifford gates will dominate in most cases. Reference [147] estimates the number of $T$ gates is

$$C_{\text{KMM}}^{(T)} = 10.7 \log_{10}(1/\epsilon_F) - 23.0.$$  \hfill (7.14)

Similarly, the BGS approach [158] produces approximation sequences using $V$ gates and Clifford operations, where each $V$ gate can be produced probabilistically using a
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Toffoli gate. In this case, the cost in Toffoli gates is

\[ C_{\text{BGS}}^{(\text{Tof})} = 6.62 \log_{10}(1/\epsilon_F) - 0.11, \tag{7.15} \]

including the probabilistic nature of the V-gate construction in Fig. 7.2. The coefficients of \( \log_{10}(1/\epsilon_F) \) are similar, so incorporating the previously calculated costs for \( T \) and Toffoli gates is necessary to accurately compare the costs of these methods.

The accuracy of phase kickback depends on the number of bits in the Fourier state and adder. A rotation using \( p \) bits of precision has accuracy

\[ \epsilon_F = \sqrt{1 - \frac{1}{2} \left| 1 + \exp(i\pi/2^p) \right|} \approx \frac{1}{\sqrt{8}} \left( \frac{\pi}{2^p} \right), \tag{7.16} \]

where approximation is correct to at least four significant figures for \( p \geq 6 \). A phase kickback rotation accurate to \( p \) bits has the succinct error expression \( \log_2(1/\epsilon_F) \approx p - 0.15 \), so the number of bits in the Fourier state is very nearly the number of bits of accuracy. For explicit comparison with the preceding methods, the cost in Toffoli gates is

\[ C_{\text{PK}}^{(\text{Tof})} = 3.32 \log_{10}(1/\epsilon_F) - 0.50. \tag{7.17} \]

Using phase kickback to approximate an arbitrary phase rotation with bounded error probability \( p_{\text{out}} < 2^{-2(n-1.15)} \) requires an \( n \)-qubit, \( |\gamma^{(1)}\rangle \) Fourier state, including the residual error in the Fourier state from distillation. As shown in Section 5.3, preparing such a state requires \( O(n \log n) \) Toffoli gates, but this initialization need only be performed once. Each phase-kickback rotation uses an addition circuit, which requires at most \( 2(n-2) \) Toffoli gates [140]. However, for this special case, one of the addends is a known value (the quantity \( u \) from Eqn. (7.8)). Using this fact, one can simplify the adder and “short-circuit” half of the Toffoli gates, replacing them with Clifford gates. A single-qubit phase rotation with a precision of \( \pi/2^{n-1} \) radians, which is \( (n-1) \) bits of precision, requires just \( (n-2) \) Toffoli gates, \( n \) qubits for the Fourier states, and \( (n-1) \) ancilla qubits for the internal carry operations of the adder. Forming controlled-rotation gates is simple as well. Each additional control input to the multi-qubit gate requires one more Toffoli gate and one more ancilla qubit (see
The resource costs for a fault-tolerant, single-qubit rotation are plotted in Fig. 7.8. In addition to the approximation error $\epsilon_F$, each rotation has positive error probability associated with logical error in the surface code. As in previous chapters, only efficient protocols (i.e. not dominated by other protocols) are plotted. Each of the methods from this chapter are considered: KMM [147] and BGS [158] approximation sequences; phase kickback [55, 117, 138]; and programmable ancilla rotations [12, 117]. The KMM protocol uses $T$ gates and other Clifford-group gates. The BGS protocol uses $V$ gates that are produced using the Toffoli-based construction in Fig. 7.2. Phase kickback uses a Fourier state $|\gamma^{(1)}\rangle$ and a CDKM adder, both of which are analyzed in Section 5.3. The PAR consumes a Fourier state $|\gamma^{(1)}\rangle$ using the alternative construction at the end of Section 7.3, as opposed to programmed states.

Examining Fig. 7.8, the resource costs are very similar for all of the methods, despite the methods themselves being significantly different. This might suggest some fundamental lower bound to the cost of approximating phase rotations in the surface code, similar to the theoretical results of Ref. [163], but the evidence here is far from conclusive. Additionally, I do not use a Trivial Upper Bound for the resource estimates in this chapter, because it is not obvious what it would be. All that can be said is that these resource costs are a sampling of the least costly methods available, implemented in the best error correction scheme available under present assumptions. In terms of policy, Fig. 7.8 suggests that one should use KMM protocols for rotations with error probability above $p_{\text{out}} = 10^{-10}$, and phase kickback for rotations with error probability below $p_{\text{out}} = 10^{-10}$. 
Figure 7.8: Resource costs for fault-tolerant phase rotations. The error rate at the hardware level is $p_g = 10^{-3}$. The KMM [147] and BGS [158] protocols are named for the authors which propose them. The sharp jump in KMM resources around $p_{\text{out}} = 10^{-10}$ is due to a sharp jump in the cost of $T$ gates around $p_T = 10^{-12}$. By contrast, the other three protocols use Toffoli gates. Phase kickback uses the CDKM adder [140] with short-circuit, and the cost of distillation is presumed to be negligible if the Fourier state is used sufficiently often. The PAR consumes a Fourier state for each rotation, so its volume cost is dominated by Fourier-state distillation.
Chapter 8

Quantum Simulation Algorithms

Quantum simulation inspired Richard Feynman to propose the idea of a quantum computer in 1982 [111]. His reasoning was that while it is difficult for a classical computer to perform calculations in the exponentially expanding Hilbert space of a simulation problem, quantum systems evolve in this manner naturally. Therefore, it should be possible for one controllable quantum system to reproduce the physics of another quantum system. Despite this early start, algorithms for simulation using quantum computers were not developed until several years later [15, 115]. Aspuru-Guzik et al. demonstrated that these simulation algorithms could be applied to quantum chemistry, which showed how quantum computers might be useful for everyday problems in science and engineering [16]. Quantum chemistry simulations are considered throughout this chapter because they exhibit most of the features of quantum simulation. However, many other proposals exist, such as spin lattice models [164], lattice gas automata [165] and lattice gauge theories [166], or quantum chaos theories [167]. As with preceding chapters, I focus here on fault-tolerant circuit-model computation, but there are alternative proposals for special-purpose simulators as well [17, 112, 113, 168, 169].

Quantum simulation is now one of the most prominent and intensely researched quantum algorithms. In fact, there is not one algorithm but instead a broad family of algorithms. At the heart of each is the time-dependent Schrödinger’s equation. In essence, each simulation algorithm propagates the state vector in time with dynamics
governed by the Hamiltonian. Just as Feynman envisioned, an artificial quantum system (in the quantum computer) evolves in simulated time as an approximation to the natural evolution of a quantum system in real time. Because the quantum computer must represent states in its own form of encoding, such as qubits, simulation algorithms introduce approximations that must be understood. Moreover, simulation algorithms can calculate many different properties of a quantum system, including energy eigenvalues, chemical reaction rates, and polarizability [17, 116]. I will consider the problem of using simulation to determine an energy eigenvalue for a chosen Hamiltonian. Energy eigenvalues are calculated using the phase estimation algorithm, which is an important application of the quantum Fourier transform. A reader interested in calculating other quantities is referred to several review papers [17, 116, 170].

Quantum chemistry simulation may be one of the most useful applications of quantum computers. Quantum chemistry and band structure calculations account for up to 30% of the computation time used at supercomputer centers [171], and \textit{ab initio} chemistry is one of the two physics-simulation applications which dominate the use of supercomputing resources (the other being fusion-energy research). The most-employed techniques include density functional theory and polynomially-tractable approximate quantum chemistry methods [172]. Despite the success of these methods, for example, in simulating the dynamics of a small protein from first principles [173] or in predicting novel materials [174], they are still approximate, and much work is carried out in developing more accurate methods. Quantum simulators offer a fresh approach to quantum chemistry [17], as they are predicted to allow for the exact simulation (within a selected basis) of a chemical system in polynomial time. A quantum computer of a sufficient size, say 128 logical quantum bits [16, 116], would already outperform the best classical computers for \textit{exact} chemical simulation. This would open the door to high-quality \textit{ab initio} data for parameterizing force fields for molecular dynamics [175] or understanding complex chemical mechanisms such as soot formation [176], where a number of different chemical species must be compared. The difficulty of solving these problems with conventional methods suggests that computational chemistry would be one of the first novel applications of universal quantum computers.
This section provides an overview of some common forms of quantum simulation, particularly for quantum chemistry. Simulation algorithms depend heavily on phase rotations, so the methods in this chapter demonstrate the importance of the logic constructions developed in Chapters 5–7. In addition to building on results from prior chapters, several improvements to simulation algorithms are considered here.

8.1 Schrödinger Equation in a Quantum Computer

It is straightforward to show that a universal quantum computer can simulate other quantum systems. Quantum computers themselves are quantum systems that (ideally) evolve according to the time-dependent Schrödinger equation:

\[
i\hbar \frac{\partial}{\partial t} |\psi\rangle = \hat{H} |\psi\rangle.
\]

Given some initial state \( |\psi(0)\rangle \), the propagator for time evolution is \( |\psi(t)\rangle = U(t) |\psi(0)\rangle \) given by

\[
U(t) = T \exp \left( -\frac{i}{\hbar} \int_0^t \hat{H}(\tau) d\tau \right),
\]

where \( T \) is the time-ordering operator that applies if commutator \( [\hat{H}(t_i), \hat{H}(t_j)] \) is not zero for all \( t_i \neq t_j \). If one has a universal quantum computer of arbitrary size, then in principle one can represent \( |\psi(0)\rangle \) and apply any operation \( U(t) \), reproducing the evolution of any quantum system.

The way in which the simulated system is encoded into qubits is a defining aspect of the simulation algorithm. Encoding dictates both the memory requirements (number of qubits) and computation efficiency (number of gates). This chapter considers two forms of encoding for chemistry, second-quantized and first-quantized. There are, of course, tradeoffs between these approaches, where second-quantized tends to require fewer qubits while first-quantized has lower asymptotic execution time [116, 117]. In most cases, encoding is approximate, and higher accuracy comes at the cost of more qubits and gates.

The Schrödinger equation determines the dynamics of a quantum system, so the
quantum computer must reproduce the propagator in Eqn. (8.2) for the chosen encoding. In most cases, the propagator cannot be implemented exactly, so it must be approximated. A common approach is to separate the Hamiltonian into terms which can be implemented efficiently and form an approximation using a Trotter-Suzuki sequence [17, 177–179]. For example, if $\hat{H} = A + B$, where $e^{-iAt}$ and $e^{-iBt}$ can be implemented efficiently, then full propagator can be approximated as

$$e^{-i\hat{H}t} \approx \left[ e^{-iAt/n} e^{-iBt/n} \right]^n. \quad (8.3)$$

Where the approximation becomes exact in the limit $n \to \infty$, with leading error term $O(t^2/n)$. However, only finite $n$ can be used because of practical resource constraints, so one might instead use a second-order Trotter-Suzuki sequence

$$e^{-i\hat{H}t} \approx \left[ e^{-iAt/(2n)} e^{-iBt/n} e^{-iAt/(2n)} \right]^n, \quad (8.4)$$

which has leading error term $O(t^3/n^2)$. Wiebe et al. analyzed this problem and found that the optimal number of exponential operations is approximately linear in $t$, the length of simulated time [179].

A digital quantum simulation algorithm consists of three primary steps (Fig. 8.1): state preparation, simulated time evolution, and measurement readout. This chapter focuses on the second step, evolving the system in simulated time, because this represents the core of the algorithm. Simulation of time evolution on a quantum computer is a sequence of quantum gates which closely approximates the evolution propagator in Eqn. (8.2) for the Hamiltonian $\hat{H}$ being simulated. In the case of a time-independent Hamiltonian, $U(\delta t) = \exp \left( -\frac{i}{\hbar} \hat{H} \delta t \right)$, as in Fig. 8.1. The increment $\delta t$ is a single time step of simulation, and a simulation algorithm often requires many time steps, depending on the desired result (e.g. energy eigenvalue). State preparation and measurement readout are necessary steps which are not discussed here, but details can be found in references [7, 115, 180–184].

The circuit in Fig. 8.1 implements energy eigenvalue estimation [15, 16], which
is a special case of phase estimation \([7, 138, 139, 181, 185]\). Applying the quantum Fourier transform (QFT) to the simulated time vector transforms the simulated system into the frequency domain, where frequency of complex-phase evolution is directly proportional to the energy eigenvalue associated with each eigenstate:
\[
\exp\left(-\frac{i}{\hbar} \hat{H} \delta t\right) |E_j\rangle = \exp\left(-\frac{i}{\hbar} E_j \delta t\right) |E_j\rangle.
\]
By measuring an energy eigenvalue in the top register of Fig. 8.1 (upper right), the remaining register is projected into the associated eigenstate \([181]\). It is worth noting that the full QFT is shown here for clarity, but in practice one would use the iterative phase estimation algorithm, which produces the same result at lower resource cost \([185]\).

## 8.2 Second-Quantized Encoding

Chemistry simulation in the second-quantized form expresses the electronic Hamiltonian \(\hat{H}\) in terms of the creation operators \(a_p^\dagger\) and the wavefunction in terms of fermionic (or bosonic) modes \(|p\rangle \equiv a_p^\dagger |0\rangle\) (i.e., occupation number representation).
The single-electron molecular orbital picture has provided a practical method for approximating an $N$-electron wavefunction. Using second-quantized algorithms, basis sets in computational chemistry can be imported directly into quantum computational algorithms. For this reason, both theoretical [16, 186, 187] and experimental [188, 189] investigations in second-quantized simulation have been performed.

Following the standard construction (see e.g. Ref. [17]), an arbitrary molecular Hamiltonian in second-quantized form can be expressed as

$$
\hat{H} = \sum_{p,q} h_{pq} a_p^\dagger a_q + \frac{1}{2} \sum_{p,q,r,s} h_{pqrs} a_p^\dagger a_q^\dagger a_r a_s, \quad (8.5)
$$

where $h_{pq} = \langle p | (\hat{T} + \hat{V}_N) | q \rangle$ are one-electron integrals ($\hat{T}$ is the kinetic energy operator, and $\hat{V}_N$ is the nuclear potential) and $h_{pqrs} = \langle pq | \hat{V}_e | rs \rangle$ represent the Coulomb potential interactions between electrons. All of the terms $h_{pq}$’s and $h_{pqrs}$’s are precomputed numerically with classical computers, and the values are then used in the quantum computer to simulate the Hamiltonian evolution through the operators:

$$
U_{pq} = e^{-i h_{pq} (a_p^\dagger a_q + a_q^\dagger a_p)} \delta t, \quad (8.6)
$$

and

$$
U_{pqrs} = e^{-i h_{pqrs} (a_p^\dagger a_q^\dagger a_r a_s + a_s^\dagger a_r^\dagger a_q a_p)} \delta t. \quad (8.7)
$$

These operators are constructed with a Jordan-Wigner transform and an arbitrary controlled phase rotation $CRZ(\phi)$ [187], as shown in Fig. 8.2. The controlled rotations can be constructed using methods in Chapter 7. The Jordan-Wigner transform requires Hadamard, $S$, and CNOT gates, which are often readily available in fault-tolerant settings (see Section 3.1). Section 8.2.2 shows how to implement the Jordan-Wigner transform efficiently.

### 8.2.1 Finite Precision in Precomputed Integrals

The execution time of a second-quantized simulation algorithm is proportional to the number of integral terms $h_{pq}$ and $h_{pqrs}$, as indicated by Eqns. (8.5–8.7). In general,
Figure 8.2: Excitation operator $e^{-ih_{12}(a_1^+a_2+a_2^+a_1)\delta t}$ encoded into a quantum circuit [187]. Above, $\phi = h_{12}\delta t$. The gate $R_X(\pi/2) = HSH$ is in the Clifford group. In this example, the control qubit $|t\rangle$ is used for phase estimation, and the qubits $|\chi_1\rangle$ and $|\chi_2\rangle$ are basis functions (e.g. molecular orbitals). The controlled phase rotations $CR_Z(\phi)$ must be approximated using circuits of available fault-tolerant gates, as in Chapter 7. Modified from version published in Ref. [117].

the number of terms is $O(M^4)$ for $M$ single-particle orbitals. However, these integral terms vary substantially in magnitude, so it is possible to reduce simulation computation time by omitting the integral terms that are negligibly small, while introducing only small error. In this way, the effort for evaluating these integrals often scales somewhere between $O(M^2)$ and $O(M^3)$ with modern implementations [190], because typically many integral terms fall below a chosen threshold and can be dropped from the simulation. Consequently, the execution time of second-quantized simulation is determined by the number of pre-computed integrals of the form $h_{pq}$ and $h_{pqr}^s$ of sufficiently large magnitude, as well as the efficiency of producing the corresponding arbitrary phase rotations in the quantum computer, such as $CR_Z(h_{pq}\delta t)$ in the gate sequence for $e^{-ih_{pq}(a_p^+a_q+a_q^+a_p)\delta t}$ [187].

To illustrate how many integral terms are present in a typical chemical problem, Ref. [117] calculated the integrals for a second-quantized simulation of lithium hydride, LiH. The integrals are calculated in the minimal basis and in a triple-zeta basis, using the GAMESS quantum chemistry package [191, 192], at a bond distance of 1.63 Å, with an integral term cutoff of $10^{-10}$ in atomic units. Reference [117] then computed the number of integrals above cutoff using the STO-3G basis [193] containing 12 spin-orbitals (6 spatial orbitals) and the TZVP basis [194] containing 40 spin orbitals (20 spatial orbitals). The cumulative number of integral terms as a function of cutoff in TZVP basis is plotted in figure 8.3. With the STO-3G basis, there were 231 non-zero molecular integrals, but only 99 of them were greater than $10^{-10}$ atomic units.
Figure 8.3: The number of integral terms implemented in a second-quantized simulation of LiH using a TZVP basis, as a function of cutoff threshold. Only integral terms with absolute value above the threshold are implemented in circuits, and the rest are neglected. As shown in the figure, a cutoff of $10^{-4}$ would require the algorithm to implement just over 9000 integral terms. Originally published in Ref. [117]. ©2012 IOP Publishing Ltd.

in magnitude. This is an order of magnitude below what is expected from $O(M^4)$ scaling. Considering the larger, more accurate basis set (TZVP), there were 22155 non-zero integrals, but only 10315 were greater than the cutoff $10^{-10}$. Figure 8.3 shows that a higher cutoff, such as $10^{-4}$, can further reduce the number of integrals in TZVP basis implemented in the simulation. As a result, the effective number of integral terms the quantum computer must implement as phase rotations is nearly two orders of magnitude less than the asymptotic analysis would suggest, an example of the over-estimation of the resource costs that can occur when using asymptotic estimates. This technique becomes particularly relevant in large molecules since distant particles interact weakly, and in such an event, many of the associated integral terms may be negligibly small. Raising the cutoff threshold impacts the accuracy of the simulation, so one must attempt to balance the resource costs of simulation with the usefulness of the result.
Figure 8.4: Rearrangement of the CNOT ladder common in Jordan-Wigner transforms using teleportation. (a) The original CNOT ladder requires an execution time that grows with the extent of the simulation in qubits. (b) A conceptual diagram of what teleportation accomplishes. The qubits “move” backwards in time. (c) A valid quantum circuit that uses teleportation [47, 124, 125] to move qubits in a manner which allows parallel computation of the CNOTs. The symbol “BSM” is the Bell state measurement which teleports the qubits; the result of this measurement indicates the Pauli errors which are tracked by the Pauli frame [13]. The Bell state $|\Phi^+\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$ can be prepared from two $|0\rangle$ ancillas using one Hadamard gate and one CNOT gate. Similarly, the BSM can be implemented using one Hadamard, one CNOT, and measurement of the two qubits in the computational basis. Originally published in Ref. [117]. ©2012 IOP Publishing Ltd.

8.2.2 Jordan-Wigner Transform using Teleportation

The second-quantized algorithm uses Jordan-Wigner transforms to implement operators such as $e^{-i\hbar pq(a_p^\dagger a_q + a_q^\dagger a_p)}$, and this section shows how to perform such transforms in constant time. As elaborated in Ref. [187], the circuits for Jordan-Wigner transforms often consist of ladders of CNOT gates, such as the one in Fig. 8.4(a). In a simulation with $M$ basis states, these ladders can extend across the entire register of qubits corresponding to these basis states, which leads to the $O(M^5)$ asymptotic runtime quoted in Ref. [17] when there are at most $O(M^4)$ integral terms.

The CNOT ladder is a sparse network of Clifford gates, so I show how it may be implemented in constant time using teleportation [47, 124, 125]. Figure 8.4(b) gives an intuitive picture for what will be accomplished. If the path of the qubits could
be rearranged to somehow propagate backwards in time, the CNOT gates could be implemented simultaneously. Qubits cannot move backwards in time per se, but they can be moved arbitrarily using teleportation; notice how the conceptual (but unphysical) circuit in Fig. 8.4(b) is realized by a physical circuit in Fig. 8.4(c). Ancilla Bell states $|\Phi^+\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle)$ are used to teleport qubits in this rearranged CNOT ladder. Teleportation introduces a random Pauli error on the teleported qubit, but it is possible to track these errors and their propagation through CNOT gates using Pauli frames (see Section 2.3.2). With this modification, it is possible to implement the Jordan-Wigner transform in constant time, which removes one of the bottlenecks to high-speed second-quantized simulation. This method could be adapted to implement other Clifford-group circuits in constant time, at the expense of requiring enough ancilla Bell states.

### 8.3 First-Quantized Encoding

The first-quantized simulation algorithm is in some ways more complex than the second-quantized algorithm, but for problems in chemistry larger than a handful of particles, it is computationally faster [116]. A first-quantized simulation is essentially a finite-difference method for solving the Schrödinger equation. Configuration space is discretized into a Cartesian grid, and each particle (e.g. electron) has a wavefunction expressed in a quantum register that which encodes a probability amplitude at each coordinate on the grid. For example, form a position-basis representation for a single electron on a $2^p \times 2^p \times 2^p$ grid, which requires only $3p$ qubits. Explicitly, the electronic wavefunction is represented as

$$|\psi_e\rangle = \sum_{x,y,z=0}^{2^p-1} c(x, y, z)|x\rangle|y\rangle|z\rangle = \sum_{\mathbf{r}} c(\mathbf{r})|\mathbf{r}\rangle,$$

(8.8)

where $c(x, y, z)$ is the complex probability amplitude for the electron to occupy the volume element centered at the position $\mathbf{r} \equiv (x, y, z)$. The rightmost part of Eqn. (8.8) is shorthand that will be used throughout this section. The spin degree of freedom
can be incorporated by including an extra qubit, and to describe a many-electron state, the wavefunction has to be properly anti-symmetrized [180, 184].

Methods to simulate the evolution of a time-independent molecular Hamiltonian \( \hat{H} \) for problems in quantum chemistry were developed in Refs. [115, 116]. The complete Hamiltonian in first-quantized form can be expressed as the sum of the kinetic (\( \hat{T} \)) and potential (\( \hat{V} \)) operators

\[
\hat{H} = \hat{T} + \hat{V} = -\sum_j \frac{\hbar^2 \nabla_j^2}{2m_j} + \frac{1}{2} \sum_{j \neq k} \frac{q_j q_k}{4\pi\epsilon_0 r_{jk}}, \tag{8.9}
\]

where the indices \( j \) and \( k \) run over all particles (electrons and nuclei) of any given molecule. Here \( r_{jk} \equiv |r_j - r_k| \) is the distance between particles \( j \) and \( k \), which carry charges \( q_j \) and \( q_k \) respectively.

Let us outline how first-quantized simulation works before delving into details. The core of the algorithm is evolving the Hamiltonian in simulated time, achieved by applying the propagator \( U(t) = \exp(-i\hat{H}t) \) (setting \( \hbar = 1 \) and assuming \( \hat{H} \) is time-independent), which solves the time-dependent Schrödinger equation [15]. This process is readily achieved using the split operator approximation, a form of Trotter-Suzuki decomposition [17, 170, 178, 179], where the kinetic and potential energy operators are simulated in alternating steps as

\[
U(t) = e^{-i\hat{H}t} \approx \left[ e^{-i\hat{T}\delta t/2} e^{-i\hat{V}\delta t} e^{-i\hat{T}\delta t/2} \right]^t. \tag{8.10}
\]

The exponent \( t/\delta t \) is the number of times the circuit corresponding to the expression in brackets is implemented, so it is always an integer. The operators \( e^{-i\hat{V}\delta t} \) and \( e^{-i\hat{T}\delta t} \) are diagonal in the position and momentum bases, respectively. One can switch the encoded configuration space representation between these two bases by applying the quantum Fourier transform to each spatial dimension of the wavefunction (cf. Eqn. (8.8)), which can be efficiently implemented in a quantum computer [154]. Reference [116] shows how to construct quantum circuits for operators \( e^{-i\hat{V}\delta t} \) and \( e^{-i\hat{T}\delta t} \), as explained in greater detail below.

To make the first-quantized algorithm fault-tolerant, its constituent operations
must be decomposed into circuits of fault-tolerant gates such as those in Section 3.1. Consider the potential energy propagator $e^{-i\hat{V}\delta t}$ as an example. Given a $b$-particle wavefunction in the position basis as

$$|\psi_{1,2,...,b}\rangle = \sum_{r_1,r_2,...,r_b} c(r_1, r_2, ..., r_b) |r_1 r_2 ... r_b\rangle,$$  

(8.11)

where $c(\cdot)$ is the complex amplitude as a function of position in configuration space and subscripts correspond to particles in the system, one calculates the phase evolution of the potential operator $e^{-i\hat{V}\delta t}$ in three steps, as follows:

$$\sum_{r_1,...,r_b} c(r_1, ..., r_b) |r_1...r_b\rangle|000\ldots\rangle \rightarrow \sum_{r_1,...,r_b} c(r_1, ..., r_b) |r_1...r_b\rangle|V(r_1, ..., r_b)\rangle$$  

(8.12)

$$\rightarrow \sum_{r_2,...,r_b} e^{-iV(r_1,...,r_b)\delta t} c(r_1, ..., r_b) |r_1...r_b\rangle|V(r_1, ..., r_b)\rangle$$  

(8.13)

$$\rightarrow \sum_{r_1,...,r_b} e^{-iV(r_1,...,r_b)\delta t} c(r_1, ..., r_b) |r_1...r_b\rangle|000\ldots\rangle.$$  

(8.14)

First, Eqn. (8.12) calculates the potential energy $V(r_1, ..., r_b)$ as a function of position coordinates [116] (note that $\hat{V}$ is diagonal in this basis) and stores the result in a quantum register $|V(r_1, r_2, ..., r_b)\rangle$ to some finite precision. Section 8.3.1 describes how to implement this operator using fault-tolerant gates for molecular Hamiltonians. Second, Eqn. (8.13) uses the $|V(r_1, r_2, ..., r_b)\rangle$ register in a quantum variable rotation (QVR from Section 7.2.2) that imparts a phase to each grid point of the wavefunction in position basis proportional to the potential energy at those coordinates. Finally, the quantum circuit from the first step is reversed in Eqn. (8.14) to reset the $|V(r_1, r_2, ..., r_b)\rangle$ register to $|000\ldots\rangle$, also known as “uncomputation” [7]. The sequence of these three steps is equivalent to the operation $e^{-i\hat{V}\delta t}|\psi\rangle$.

The kinetic energy propagator $e^{-i\hat{T}\delta t}$ is calculated similarly in three steps, with the second also being a QVR. This operator is diagonal in momentum basis, which can be reached by transforming the representation of the system wavefunction from position basis $\{x, y, z\}$ to momentum basis $\{k_x, k_y, k_z\}$ by applying a QFT along each spatial
dimension of the encoding in Eqn. (8.8). This form permits efficient calculation of the kinetic energy operator [116], which is described in Section 8.3.1.

8.3.1 Constructions for First-Quantized Operators

First-quantized molecular simulation represents the simulated system wavefunction on a Cartesian grid, and the Hamiltonian is calculated with digital arithmetic acting on this coordinate space. Similar methods were discussed in the supplementary material for Ref. [116], but I provide analysis incorporating the QVR operation introduced in Section 7.2.2. The potential energy operator is diagonal in position basis, and it is the sum of Coulomb interactions between electrons and nuclei in the system:

$$\hat{V} = \frac{1}{2} \sum_{j \neq k} \hat{V}_{jk},$$

where

$$\hat{V}_{jk} = \frac{q_j q_k}{4\pi\varepsilon_0} \left( \frac{1}{|\mathbf{r}_j - \mathbf{r}_k|} \right).$$

(8.15)

and $q_j$ is the charge of particle $j$. The prefactor on the RHS of Eqn. (8.15) is a constant for any given pair of particles, so this scaling factor can be encoded into the QVR operation. What remains is to calculate $1/|\mathbf{r}_{jk}|$ over the position-encoded wavefunction. Each position register can be decomposed in Cartesian components $|\mathbf{r}\rangle = |x\rangle |y\rangle |z\rangle$. For a given pair of particles, one calculates

$$|r_{jk}\rangle^2 = |(x_j - x_k)^2 + (y_j - y_k)^2 + (z_j - z_k)^2\rangle. \quad (8.16)$$

The required multiplication operations can be implemented using quantum adder circuits [118, 140, 141]. Next the quantity $1/r_{jk}$ is calculated using the Newton-Raphson method with the iterative equation

$$a_{n+1} = \frac{1}{2} a_n \left( 3 - a_n^2 r_{jk}^2 \right). \quad (8.17)$$

With suitably chosen initial value $a_0$, Eqn. (8.17) converges within 5 iterations at 32-bit arithmetic, and typically less precision is required for simulation. The register $1/r_{jk}$ is used in a QVR with scaling factor $\xi = \frac{q_j q_k \delta t}{8\pi^2 \varepsilon_0 \hbar}$ from above, where $\delta t$ is the time-step of this simulated evolution and an additional factor $1/2\pi$ comes from
Eqn. (7.10). Note that each component of $|{\gamma_{jk}}\rangle$ is entangled to a position-basis component of the system wavefunction, so the QVR effectively kicks back a phase to the wavefunction. Each of the steps prior to the QVR is uncomputed, and the net effect of this sequence of operations is to implement the potential energy propagator $e^{-ih^{-1}\hat{V}_{jk} \delta t}$, as in Eqns. (8.12–8.14).

The kinetic energy operator is calculated using a similar approach as the potential energy. The kinetic energy is the sum of individual kinetic energy operators on each particle: $\hat{T} = \sum_j \hat{T}_j$, where

$$\hat{T}_j = \frac{\hat{p}_j^2}{2m_j} = \frac{\hbar^2 |k_j|^2}{2m_j}.$$  

(8.18)

The quantity $m_j$ is the mass and $k_j = p_j/\hbar$ is the non-relativistic wavevector corresponding to particle $j$. By performing a quantum Fourier transform along each spatial dimension of the wavefunction, the system representation is transformed from position basis to momentum basis: \{x, y, z\} $\rightarrow$ \{k_x, k_y, k_z\}. This form permits immediate calculation of magnitude squared of the wavevector:

$$||k||^2 = |k_x|^2 + |k_y|^2 + |k_z|^2.)$$

(8.19)

The $||k||^2$ register is used in a QVR with scaling factor $\xi = \frac{\hbar \delta t}{4\pi m_j}$. Afterwards, the intermediate registers used in the calculation of $||k||^2$ are uncomputed, and the end result is the operator $e^{-ih^{-1}\hat{T}_j \delta t}$.

Each application of QVR requires a resource-costly Fourier state, but three properties of the first-quantized simulation algorithm make this approach efficient. First, there are only a polynomial number of such operations: for $b$ particles, there are $b$ QVRs in the kinetic energy operator and $\frac{1}{2}b(b - 1)$ QVRs in the potential operator. Second, many of these QVRs have the same scaling factor $\xi$, so a phase kickback register can be reused many times without modification. For example, the scaling factor in the kinetic energy operator is the same for all electrons and nuclei with the same mass. Third, each $|\gamma^{(h_{\delta t})}\rangle$ Fourier state can be calculated independently of other operations in the algorithm, so the impact of this process on circuit depth is minimal.
8.3.2 Parallel Computation in Potential Energy Operator

The majority of the circuit effort in first-quantized simulation is devoted to calculating the potential energy \[ [116] \]. I consider here a technique to substantially reduce the time needed to calculate the potential energy operator \( \hat{V} \), which is simply the sum of the Coulomb interactions \( \hat{V}_{jk} = \frac{q_j q_k}{4 \pi \epsilon_0 r_{jk}} \) between all pairwise combinations of the electrons and nuclei. Note that this operator is a function of the positions \( r_i \) of the system particles only, so it is diagonal in the position basis \( |r_1 r_2 ... r_b \rangle \). This fact means that all terms \( \hat{V}_{jk} \) commute with each other, so they may be calculated in any order. Moreover, there are many sets of the \( \hat{V}_{jk} \) operators that are disjoint, which means that each particle in the system is acted on by just one operator in the set. Using this observation, for example, one may calculate the Coulomb interaction \( \hat{V}_{12} \) between particles 1 and 2 at the same time as \( \hat{V}_{34} \) between particles 3 and 4, and so on. In general, for a system of \( b \) particles, there are \( \frac{1}{2} b(b - 1) \) pairwise interactions, and the algorithm can perform \( \lfloor \frac{b}{2} \rfloor \) pairs in parallel, which means that a potential energy operator with \( O(b^2) \) terms can be calculated in \( O(b) \) time. This parallelism can increase the speed of simulation significantly since evaluation of the potential energy dominates resource costs \([13]\).

The potential operator calculation can be further parallelized to achieve \( O(\log b) \) or \( O(1) \) (constant) circuit depth. Exploiting the fact that all \( \hat{V}_{jk} \) are diagonal in position basis (and hence commute), use transversal CNOT gates to copy the data in position-basis particle wavefunction onto multiple empty quantum registers. For a single particle, this process is

\[
\left( \sum_{x,y,z=0}^{2^p-1} c(x, y, z) |x\rangle |y\rangle |z\rangle \right) |000...000...000...\rangle ...
\rightarrow \sum_{x,y,z=0}^{2^p-1} c(x, y, z) (|x\rangle |y\rangle |z\rangle) (|x\rangle |y\rangle |z\rangle) (|x\rangle |y\rangle |z\rangle) ...
\]

(8.20)

For \( b \) particles, the copy operation is performed \( b-2 \) times (for \( b-1 \) total copies), which can be fanned out using a binary tree with depth \( \lceil \log_2 (b-1) \rceil \); constant depth can be
achieved in some quantum computer architectures which support one-control/many-target CNOTs, such as the surface code [13, 60] or in general architectures using a teleportation circuit similar to those described in Section 8.2.2. This approach is similar to that employed in Ref. [139] to produce a parallel circuit for the QFT. The system wavefunction is now expanded to the state

$$|\psi_{\text{expand}}\rangle = \sum_{r_1, \ldots, r_b} c(r_1, \ldots, r_b) (|r_1\rangle)^{\otimes(b-1)} \cdots (|r_b\rangle)^{\otimes(b-1)},$$

which requires $O(b^2)$ memory space. Note that this process is not cloning—the position-basis particle registers are still entangled to one another. With multiple accessible copies of each particle’s position-basis information, the particles are matched in all $b(b-1)$ possible pairings, and the potential energy operator applied to each pairing in parallel, which can be accomplished in constant time, but still requires $O(b^2)$ circuit effort. After each of the potential energy operators $\hat{V}_{jk}$ kicks back a phase, the excess copies of each particle wavefunction are uncomputed by reversing the tree of CNOTs above. The preceding example demonstrates that it is possible to calculate $\hat{V}$ in time which is sub-linear in the number of particles, even if each $\hat{V}_{jk}$ is treated as a black box operator. In practice, more efficient circuits can be produced by generating the internal “workspace” registers of $\hat{V}$ in parallel, rather than making copies of the input registers $\sum_{r_1, \ldots, r_b} c(r_1, \ldots, r_b) |r_1...r_b\rangle$ (see Section 8.3.1).
Chapter 9

Strategies for Quantum Logic Synthesis

This chapter serves as a high-level summary of the methods for synthesizing quantum logic. In particular, this chapter identifies patterns in the methods from preceding chapters. These patterns may point to new methods for reducing resource costs, or they may suggest limitations on what is possible. Either way, the patterns serve as guidelines to applying logic synthesis with current methods. Each section of this chapter considers a strategy to synthesize resource-efficient programs, except the last, which makes some general observations and speculates on the limits of logic synthesis.

9.1 Checkpoint States and Validation before Teleportation

The resource overhead for error correction can be greatly reduced by using post-selected computation. In this paradigm, intermediate states of the algorithm are verified before proceeding. I will call these “checkpoint states.” The only requirement of a checkpoint state is that it must be sufficiently well described that a validation procedure is possible. A checkpoint state is useful in practice when the validation procedure requires fewer resources than a naive fault-tolerant program which creates
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the same state.

Encoding processes into quantum look-up tables (QLUTs) is an effective use of checkpoint states. The maxim “validation before teleportation” is directly related to QLUTs. By design, each QLUT is independent of the rest of the computation. If a faulty QLUT is identified, it may be discarded with no far-reaching consequences, and the only penalty is that the QLUT preparation must be repeated. If the probability of the QLUT being rejected is modestly low (say 1% or less), then the overhead of occasionally rejecting QLUTs is negligible. At the same time, a well-designed validation protocol can produce a high-fidelity QLUT using fewer resources than the logically equivalent but naive procedure. When the QLUT preparation succeeds, the associated gate is teleported into the computation.

9.2 Validation for Asymmetric Error Models

Asymmetric error models present an opportunity to reduce resource costs. Simply put, one should allocate error correction only where it is needed. Several examples of this heuristic appeared in Chapters 5 and 6. The reason for using magic-state distillation is that it completes universality, filling in the gaps of an error correction scheme like the surface code. When universality is achieved through distillation, most of the underlying gates used by the protocol are protected by the surface code. The distillation code is chosen in such a way that best addresses $T$-gate errors, and often these codes are not especially good for other purposes.

Toffoli gates can also use codes suited to a very specific error model. The D2 construction (Section 6.3) fundamentally relies on a phase-flip code to catch an error in one of the $T$ gates. The CNOT gates are arranged in a way that ensures such an error is caught, using the assumption that these gates are made sufficiently reliable by the surface code. The C4C6 construction expands on this approach to catch as many as three errors in $T$ gates, but C4C6 introduces a new trick. Because the validation in C4C6 can catch logical $Z$ errors, the demands on the surface code can be relaxed by placing primal defects closer together (Section 6.4). The reduced spacing of defects saves resources, but it depends on the overlapping nature of the surface code and the
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$C_4/C_6$ code, which work together instead of independently. Because logical $Z$ errors are only detected (not corrected), the state must be discarded upon such an event, but this post-selection was already incorporated for $T$-gate errors.

The distillation of Fourier states in Section 5.3 is another area where error detection is customized. The distillation protocol acts in the basis of Fourier states, and a quantum Fourier transform (QFT) is required to measure in this basis. The trick here is that the protocol only needs to detect the Fourier state $|\gamma(0)\rangle = |+\rangle|+\rangle \ldots$, which happens to be a state that can be detected with $X$-basis measurements native to the surface code (and many other codes). If any other result is obtained, the protocol has certainly failed, so the relatively costly QFT is avoided.

9.3 Hierarchical Logic Synthesis

Hierarchical logic synthesis is a design principle where error suppression is achieved in multiple stages. The quantum program is separated into subprograms, each having economical validation. These subprograms are further divided into verifiable components, and so on. By distributing error correction across multiple levels, there is no wasted effort. A counter-example is the naive design principle where one distills very high fidelity $T$ gates, then produces programs from them without any subsequent validation. This was the approach taken in Chapter 2 and Ref. [13]. This was also the Trivial Upper Bound for Toffoli gates in Section 6.5, and the optimized logic that divided error correction between $T$ gates and Toffoli ($C_4C_6$ in this case) reduced cost by a factor of 20 for output error $10^{-12}$ (see Fig. 6.18).

Another example of hierarchical logic is Fourier-state distillation from Section 5.3, which is tasked with producing the state $|\gamma(1)\rangle$. The Fourier state is separable, meaning it could be prepared by independent phase rotations from gate approximation sequences (Chapter 7); this could serve as the Trivial Upper Bound on resources. Instead, Fourier-state distillation distills noisy Fourier states using adders (a form of phase kickback QVR, Chapter 7), which are made of optimized Toffoli gates (Chapter 6), which also use distilled $T$ gates (Chapter 5) for high-fidelity quantum programs. Efficient validation is available for each process, so there is less burden on surface code
error correction. Importantly, the best overall design uses validation techniques in all stages, as opposed to, say, producing high-fidelity $T$ gates and naively building Toffoli gates and adders from them. If drawn out, the flow of logic components is a tree structure, where $T$ gates flow into Toffoli gates, which flow into adders; the adders themselves vary in size and error probability with the round of distillation.

The general strategy for hierarchical logic synthesis begins by finding checkpoint states which are easy to verify. As shown in Chapters 5 and 6, $|A\rangle = (1/\sqrt{2})(|0\rangle + e^{i\pi/4}|1\rangle)$ (QLUT for $T$ gate), the QLUT for the Toffoli gate, and Fourier states make good checkpoints. The next step is to synthesize a quantum program in a tree fashion, where each level is a checkpoint state. As many states from level $n-1$ feed into level $n$, the error probability is approximately the sum of errors for all input states. The error at level $n$ is then suppressed using the appropriate validation procedure. In this manner, the error probability in any component of the program can actually be much higher than the naive approach that suppresses errors at the lowest level (think high-fidelity $T$ gates, as in Chapter 2) and does not verify intermediate states. Less error correction means lower resource costs, which is why hierarchical designs emerged as the efficient solution in several places throughout this thesis. I believe this hierarchical approach will play an important role in the future of logic synthesis.

### 9.4 General Observations and Speculation

Multiple examples of checkpoint states were identified in Chapters 5, 6, and 7. These include: $|A\rangle$, the QLUT for $T$ gates (Sections 5.1 and 5.2); Fourier states (Section 5.3); the QLUT for controlled-controlled-$Z$ and Toffoli gates (Chapter 6); and programmable ancilla rotations (Section 7.3). All of these checkpoint states have notable common features. Each is a QLUT that replaces an otherwise costly quantum program. For each, the corresponding program is either diagonal in the computational basis or simple to diagonalize, such as diagonalizing Toffoli with Hadamard gates. Finally, the eigenvalues of the associated program can be compactly described, either because the program acts on one to three qubits or the eigenvalues follow a simple pattern, such as the eigenvalues of phase kickback QVR (associated with a
Fourier state) being roots of unity and regularly spaced around the unit circle.

The observed patterns are directly related to a QLUT being useful in practice. A checkpoint state having a simple description is necessary for a simple validation procedure to exist. This allows us to speculate, is it always advisable to transform a program into a teleportation procedure using a checkpoint state? Probably not. Technically, one can validate any state by, for example, finding a unitary gate for which this state is an eigenvector with eigenvalue distinct from all other eigenvectors, then performing phase estimation; and one can encode any program into a QLUT, as shown in Chapter 4. However, an important practical criterion for checkpoint states and specifically QLUTs is that their use saves resources. With current understanding, the use of checkpoint states only yields a net reduction in resources for special cases like those considered above.

To see why it important to understand the limits on checkpoint states, consider an important unsolved case. Simulation algorithms often repeat the same $U(t) = e^{-i\hat{H}t}$ process, where $\hat{H}$ is some encoded Hamiltonian, many times as a subroutine in phase estimation (see Chapter 8). Having a QLUT for $U(t)$ could in theory save substantial resources. However, the point of the simulation algorithm is to diagonalize $U$, because for general Hamiltonians this is a hard problem. A paradox seems to exist: designing a QLUT with validation requires diagonalizing $U$, but diagonalizing $U$ obviates the need for the QLUT. Without a simple description for the eigenvalues/vectors of $U$, there is no currently known method to produce the associated QLUT-driven program efficiently. Finding a more general procedure for synthesizing QLUT-driven programs, especially those associated with processes like $U(t)$ that in general do not have compactly described eigenvalues and eigenvectors, would be a valuable tool in logic synthesis.
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Discussion

Quantum logic synthesis is maturing as a research field. The earliest incarnations were concerned with counting the number of logical qubits or gates used by an algorithm [7, 108, 110, 115, 161]. After the results of magic-state distillation percolated through the community, it was appreciated that some gates, like the $T$ gate, were much more costly than others [12–14, 64, 101]. The maxim that emerged was “minimize number of $T$ gates.” (Arguably, this is still conventional wisdom at the time of writing). However, algorithms rarely need $T$ gates explicitly. The most frequent use of $T$ gates is to make Toffoli gates, and Chapter 6 shows that there are better ways to make Toffoli gates than naively producing high-fidelity $T$ gates, where the latter was the basis of the Trivial Upper Bound for a Toffoli gate. The evolving role of logic synthesis is to find the true costs of fault-tolerant quantum computing, and minimize them however possible.

The importance of logic synthesis was demonstrated here multiple times, with the most dramatic results given in Chapters 5 and 6. Scaling surface code distance to a level appropriate to each round of Bravyi-Kitaev distillation reduces volume by about a factor of 25, for $T$-gate error of $10^{-12}$ (see Fig. 5.6). For Toffoli gates with error $10^{-12}$, selecting the optimal C4C6 design over the 7T design reduces volume by a factor of 20, when both have access to optimized $T$ gates (Fig. 6.18). Without optimized $T$ gates, the disparity is a factor of 500. Considering not-optimized logic was used to produce the resource estimates in Chapter 2 and Ref. [13] (as well as others
in the literature), there is substantial room to lower the requirements for quantum hardware. The intimidating predictions of “100 million qubits,” given just a year ago [13, 14], are not the final word in fault-tolerant quantum logic.

There are limitations in the analysis I provide, though this represents an opportunity for future work. The only form of magic-state distillation analyzed fully in the surface code was Bravyi-Kitaev 15-to-1 distillation for $T$ gates. I give two justifications for this. First, as discussed in Section 5.2, codes which distill multiple output states lead to correlated errors, which are problematic. The 15-to-1 protocol is the only one I considered that does not have this complication. Second, a list of protocols was analyzed under the auspices of multilevel distillation. Therein, I did find protocols that outperform Bravyi-Kitaev as measured by counting input states to output states by about a factor of two or three around error $10^{-12}$ (Fig. 5.9). This counting of states is easy to do, but it is not a complete representation of resource costs. I avoided distillation protocols that distill multiple qubits with correlated errors because they are complicated to construct in the surface code. However, these same protocols might be more efficient than Bravyi-Kitaev, as shown in Ref. [100], depending on how much overhead is required for “routing” qubits around. Given the importance of magic-state distillation in general, this matter deserves further analysis.

Chapter 7 concludes with an interesting result: a handful of methods for approximating phase rotations, developed in different ways by different authors, have similar performance. I noted before that this could suggest some fundamental lower bound on resource costs, but this is still speculative. The findings do show that no single method is always the best, and I selected what I think are the most promising techniques developed so far. For even such a narrowly defined problem, opportunities remain for optimization and custom tailoring to yet-to-be-built machine architectures. I find this exciting, and I look forward to seeing how the field evolves.

The next frontier of logic synthesis, I believe, is hierarchical quantum logic. The argument to support this claim is inductive. When a program is divided into subprograms, the resource cost is minimized when those subprograms have efficient verification. If one zooms into each subprogram, then the best strategy is to verify each of its subroutines, and so on. Fourier-state distillation, proposed in Section 5.3 and
discussed further in Section 9.3, provides an excellent example. The optimal design, which comes naturally from a broad search over possible protocols, divides the problem into multiple levels of verification, from $T$ gates to Toffoli gates to adders of varying size and reliability. This hierarchical design simply emerges as the one that minimizes resource costs, but it also highlights what I think is a valuable principle for logic synthesis in the future.

Finally, the tone throughout much of this thesis has been one of “survival of the fittest,” where different logic constructions go head-to-head, vying for the title of Most Efficient. I believe this was appropriate, but not for the apparent reason of finding the Most Efficient. The true value of this work is the methodology, which has two components: (1) knowing how to design logic, both for correctness and with good heuristics; and (2) knowing how to evaluate the resource cost of logic. Although I am satisfied with my analysis and, in some cases, proud of the techniques I develop, I sincerely hope that the logic constructions considered here are made obsolete as soon as possible. To do so would require novel advances in logic synthesis, which is what this has all been about.
Bibliography

[1] Peter W. Shor. Fault-tolerant quantum computation. In 37th Symposium on Foundations of Computing, pages 56–65. IEEE Computer Society Press, 1996. Preprint arXiv:quant-ph/9605011.

[2] D. Aharonov and M. Ben-Or. Fault-tolerant quantum computation with constant error. In Proceedings of the Twenty-ninth Annual ACM Symposium on Theory of Computing (STOC’97), pages 176–188, New York, NY, USA, 1997. ACM.

[3] John Preskill. Reliable quantum computers. P. Roy. Soc. A-Math. Phy., 454(1969):385–410, 1998. Preprint arXiv:quant-ph/9705031.

[4] T.D. Ladd, F. Jelezko, R. Laflamme, Y. Nakamura, C. Monroe, and J.L. O’Brien. Quantum computers. Nature, 464:45–53, 2010.

[5] Matteo Mariantoni, H. Wang, T. Yamamoto, M. Neeley, Radoslaw C. Bialczak, Y. Chen, M. Lenander, Erik Lucero, A.D. O’Connell, D. Sank, M. Weides, J. Wenner, Y. Yin, J. Zhao, A.N. Korotkov, A.N. Cleland, and John M. Martinis. Implementing the Quantum von Neumann Architecture with Superconducting Circuits. Science, 334(6052):61–65, 2011.

[6] C. Monroe and J. Kim. Scaling the ion trap quantum processor. Science, 339(6124):1164–1169, 2013.

[7] Michael A. Nielsen and Isaac L. Chuang. Quantum Computation and Quantum Information. Cambridge University Press, 1 edition, Oct 2000.
[8] Stephen Jordan. Quantum Algorithm Zoo. Online: http://math.nist.gov/quantum/zoo/ [Accessed 27 June 2013].

[9] Peter W Shor. Polynomial-time algorithms for prime factorization and discrete logarithms on a quantum computer. *SIAM J. Comput.*, 26(5):1484–1509, 1997.

[10] R. L. Rivest, A. Shamir, and L. Adleman. A method for obtaining digital signatures and public-key cryptosystems. *Commun. ACM*, 21:120–126, February 1978.

[11] RSA Laboratories. The RSA Factoring Challenge. Online: http://www.rsa.com/rsalabs/node.asp?id=2092 [Accessed 27 June 2013].

[12] N. Isailovic, M. Whitney, Y. Patel, and J. Kubiatowicz. Running a quantum circuit at the speed of data. In *35th International Symposium on Computer Architecture, 2008 (ISCA’08)*, 2008.

[13] N. Cody Jones, Rodney Van Meter, Austin G. Fowler, Peter L. McMahon, Jungsang Kim, Thaddeus D. Ladd, and Yoshihisa Yamamoto. Layered architecture for quantum computing. *Phys. Rev. X*, 2:031007, Jul 2012.

[14] Austin G. Fowler, Matteo Mariantoni, John M. Martinis, and Andrew N. Cleland. Surface codes: Towards practical large-scale quantum computation. *Phys. Rev. A*, 86:032324, Sep 2012.

[15] S. Lloyd. Universal Quantum Simulators. *Science*, 273(5278):1073–1078, August 1996.

[16] Alán Aspuru-Guzik, Anthony D. Dutoi, Peter J. Love, and Martin Head-Gordon. Simulated quantum computation of molecular energies. *Science*, 309(5741):1704–1707, 2005.

[17] Ivan Kassal, James D. Whitfield, Alejandro Perdomo-Ortiz, Man-Hong Yung, and Alán Aspuru-Guzik. Simulating Chemistry Using Quantum Computers. *Annu. Rev. Phys. Chem.*, 62:185–207, May 2011.
[18] Aram W. Harrow, Avinatan Hassidim, and Seth Lloyd. Quantum algorithm for linear systems of equations. *Phys. Rev. Lett.*, 103:150502, Oct 2009.

[19] B. D. Clader, B. C. Jacobs, and C. R. Sprouse. Preconditioned quantum linear system algorithm. *Phys. Rev. Lett.*, 110:250504, Jun 2013.

[20] Simon J. Devitt, Austin G. Fowler, Todd Tilma, W. J. Munro, and Kae Nemoto. Classical processing requirements for a topological quantum computing system. *International Journal of Quantum Information*, 8(1–2):121–147, 2010.

[21] James E. Levy, Malcolm S. Carroll, Anand Ganti, Cynthia A. Phillips, Andrew J. Landahl, Thomas M. Gurrieri, Robert D. Carr, Harold L. Stalford, and Erik Nielsen. Implications of electronics constraints for solid-state quantum error correction and quantum circuit failure probability. *New J. Phys.*, 13(8):083021, 2011.

[22] Daniel Gottesman. *Stabilizer codes and quantum error correction*. PhD thesis, California Institute of Technology, 1997.

[23] David P. DiVincenzo. The physical implementation of quantum computation. *Fortschritte der Physik*, 48(9-11):771–783, September 2000.

[24] A. M. Steane. Space, time, parallelism and noise requirements for reliable quantum computing. *Fortschritte der Physik*, 46(4–5):443–457, 1998.

[25] Andrew M. Steane. Quantum computer architecture for fast entropy extraction. *Quantum Info. Comput.*, 2:171–183, 2002.

[26] Andrew M. Steane. How to build a 300 bit, 1 Giga-operation quantum computer. *Quantum Info. Comput.*, 7:297–306, 2007.

[27] Timothy P. Spiller, William J. Munro, Sean D. Barrett, and Pieter Kok. An introduction to quantum information processing: applications and realizations. *Contemporary Physics*, 46(6):407–436, November 2005.
[28] Rodney Van Meter and Mark Oskin. Architectural implications of quantum computing technologies. ACM Journal of Emerging Technologies in Computing Systems, 2(1):31–63, Jan 2006.

[29] J.M. Taylor, H.-A. Engel, W. Dür, A. Yacoby, C. M. Marcus, P. Zoller, and M. D. Lukin. Fault-tolerant architecture for quantum computation using electrically controlled semiconductor spins. Nature Physics, 1:177–183, 2005.

[30] Tzvetan S. Metodi, Darshan D. Thaker, Andrew W. Cross, Frederic T. Chong, and Isaac L. Chuang. A quantum logic array microarchitecture: Scalable quantum data movement and computation. In Proceedings of the 38th International Symposium on Microarchitecture MICRO-38, pages 305–318, 2005. Preprint arXiv:quant-ph/0509051v1.

[31] D. Kielpinski, C. Monroe, and D. Wineland. Architecture for a large-scale ion-trap quantum computer. Nature, 417:709–711, June 2002.

[32] Dean Copsey, Mark Oskin, Tzvetan Metodiev, Frederic T. Chong, Isaac Chuang, and John Kubiatowicz. The effect of communication costs in solid-state quantum computing architectures. In Proceedings of the Fifteenth Annual ACM Symposium on Parallel Algorithms and Architectures (SPAA’03), pages 65–74, New York, NY, USA, 2003. ACM.

[33] K.M. Svore, A.V. Aho, A.W. Cross, I. Chuang, and I.I. Markov. A layered software architecture for quantum computing design tools. Computer, 39(1):74–83, Jan. 2006.

[34] M. Oskin, F.T. Chong, I.I. Chuang, and J. Kubiatowicz. Building quantum wires: the long and the short of it. In 30th International Symposium on Computer Architecture, 2003 (ISCA’03), pages 374–385, 2003.

[35] B.E. Kane. A silicon-based nuclear spin quantum computer. Nature, 393:133–137, May 1998.
[36] J.I. Cirac, P. Zoller, H.J. Kimble, and H. Mabuchi. Quantum state transfer and entanglement distribution among distant nodes in a quantum network. *Phys. Rev. Lett.*, 78:3221–3224, Apr 1997.

[37] S. J. van Enk, H.J. Kimble, J.I. Cirac, and P. Zoller. Quantum communication with dark photons. *Phys. Rev. A*, 59:2659–2664, Apr 1999.

[38] A.M. Steane and D.M. Lucas. Quantum computing with trapped ions, atoms and light. *Fortschritte der Physik*, 48(9-11):839–858, 2000.

[39] L.-M. Duan, M.D. Lukin, J.I. Cirac, and P. Zoller. Long-distance quantum communication with atomic ensembles and linear optics. *Nature*, 414:413–418, September 2001.

[40] R. Van Meter, K. Nemoto, and W.J. Munro. Communication links for distributed quantum computation. *Computers, IEEE Transactions on*, 56(12):1643–1653, dec. 2007.

[41] L.-M. Duan and C. Monroe. Colloquium: Quantum networks with trapped ions. *Rev. Mod. Phys.*, 82(2):1209–1224, Apr 2010.

[42] Jungsang Kim and Changsoon Kim. Integrated optical approach to trapped ion quantum computation. *Quantum Info. Comput.*, 9:181–202, 2009.

[43] Austin G. Fowler, William F. Thompson, Zhizhong Yan, Ashley M. Stephens, B.L.T. Plourde, and Frank K. Wilhelm. Long-range coupling and scalable architecture for superconducting flux qubits. *Phys. Rev. B*, 76(17):174507, Nov 2007.

[44] M. Whitney, N. Isailovic, Y. Patel, and J. Kubiatowicz. Automated generation of layout and control for quantum circuits. In *Proceedings of the 4th International Conference on Computing Frontiers*, pages 83–94. ACM Press New York, NY, USA, 2007.
[45] M. Whitney, N. Isailovic, Y. Patel, and J. Kubiatowicz. A fault tolerant, area efficient architecture for Shor’s factoring algorithm. In *36th International Symposium on Computer Architecture, 2009 (ISCA’09)*, 2009.

[46] N. Isailovic, Y. Patel, M. Whitney, and J. Kubiatowicz. Interconnection networks for scalable quantum computers. In *33rd International Symposium on Computer Architecture, 2006 (ISCA’06)*, pages 366–377, 2006.

[47] Daniel Gottesman and Isaac L. Chuang. Demonstrating the viability of universal quantum computation using teleportation and single-qubit operations. *Nature*, 402(25):390–393, Nov 1999.

[48] Jeremy Levy. Quantum-information processing with ferroelectrically coupled quantum dots. *Phys. Rev. A*, 64:052306, Oct 2001.

[49] Austin G. Fowler, Simon J. Devitt, and Lloyd C. L. Hollenberg. Implementation of Shor’s Algorithm on a Linear Nearest Neighbour Qubit Array. *Quantum Info. Comput.*, 4:237–251, 2004.

[50] Panos Aliferis and Andrew W. Cross. Subsystem Fault Tolerance with the Bacon-Shor Code. *Phys. Rev. Lett.*, 98:220502, May 2007.

[51] James E. Levy, Anand Ganti, Cynthia A. Phillips, Benjamin R. Hamlet, Andrew J. Landahl, Thomas M. Gurrieri, Robert D. Carr, and Malcolm S. Carroll. The impact of classical electronics constraints on a solid-state logical qubit memory. *Preprint* arXiv:0904.0003v1, 2009.

[52] Yaakov S. Weinstein, C. Stephen Hellberg, and Jeremy Levy. Quantum-dot cluster-state computing with encoded qubits. *Phys. Rev. A*, 72:020304, Aug 2005.

[53] René Stock and Daniel F. V. James. Scalable, high-speed measurement-based quantum computer using trapped ions. *Phys. Rev. Lett.*, 102(17):170501, Apr 2009.
[54] Simon J. Devitt, William J. Munro, and Kae Nemoto. High performance quantum computing. *Progress in Informatics*, 8:1–7, 2011. Preprint arXiv:0810.2444v1.

[55] Alexei Yu. Kitaev, Alexander H. Shen, and Mikhail N. Vyalyi. *Classical and Quantum Computation*. American Mathematical Society, 1 edition, 2002.

[56] Robert Raussendorf and Jim Harrington. Fault-tolerant quantum computation with high threshold in two dimensions. *Phys. Rev. Lett.*, 98(19):190504, May 2007.

[57] R. Raussendorf, J. Harrington, and K. Goyal. Topological fault-tolerance in cluster state quantum computation. *New Journal of Physics*, 9:199, 2007.

[58] Andrew J. Landahl, Jonas T. Anderson, and Patrick R. Rice. Fault-tolerant quantum computing with color codes. *Preprint* arXiv:1108.5738v1, 2011.

[59] Mark Oskin, Frederic T. Chong, and Isaac L. Chuang. A practical architecture for reliable quantum computers. *IEEE Computer*, 35:79–87, 2002.

[60] Austin G. Fowler, Ashley M. Stephens, and Peter Groszkowski. High-threshold universal quantum computation on the surface code. *Phys. Rev. A*, 80(5):052312, 2009.

[61] Austin G. Fowler, David S. Wang, and Lloyd C. L. Hollenberg. Surface code quantum error correction incorporating accurate error propagation. *Quantum Info. Comput.*, 11:8, 2011.

[62] Simon J Devitt, Ashley M Stephens, William J Munro, and Kae Nemoto. Integration of highly probabilistic sources into optical quantum architectures: perpetual quantum computation. *New J. Phys.*, 13(9):095001, 2011.

[63] Rodney Van Meter, Kae Nemoto, W. J. Munro, and Kohei M. Itoh. Distributed arithmetic on a quantum multicomputer. *SIGARCH Comput. Archit. News*, 34(2):354–365, 2006.
[64] Rodney Van Meter, Thaddeus D. Ladd, Austin G. Fowler, and Yoshihisa Yamamoto. Distributed Quantum Computation Architecture Using Semiconductor Nanophotonics. *International Journal of Quantum Information*, 8:295–323, 2010. *Preprint* arXiv:quant-ph/0906.2686v2.

[65] John Preskill. *Introduction to Quantum Computation and Information*, chapter Fault-Tolerant Quantum Computation, pages 213–269. World Scientific Publishing, 1998. *Preprint* arXiv:quant-ph/9712048.

[66] Simon J. Devitt, Kae Nemoto, and William J. Munro. Quantum ErrorCorrection for Beginners. *Rep. Prog. Phys.*, 76:076001, 2013. *Preprint* arXiv:0905.2794v4.

[67] John Paul Shen and Mikko H. Lipasti. *Modern Processor Design: Fundamentals of Superscalar Processors*. McGraw-Hill Higher Education, 2005.

[68] Gunnar Björk, Stanley Pau, Joseph Jacobson, and Yoshihisa Yamamoto. Wannier exciton superradiance in a quantum-well microcavity. *Phys. Rev. B*, 50(23):17336–17348, Dec 1994.

[69] A. Imamoglu, D.D. Awschalom, G. Burkard, D.P. DiVincenzo, D. Loss, M. Sherwin, and A. Small. Quantum Information Processing Using Quantum Dot Spins and Cavity QED. *Phys. Rev. Lett.*, 83(20):4204–4207, 1999.

[70] N.H. Bonadeo, Gang Chen, D. Gammon, and D.G. Steel. Single quantum dot nonlinear optical spectroscopy. *Physica Status Solidi B*, 221(1):5–18, 2000.

[71] J.R. Guest, T.H. Stievater, Xiaojin Li, Jun Cheng, D.G. Steel, D. Gammon, D.S. Katzer, D. Park, C. Ell, A. Thranhardt, G. Khitrova, and H.M. Gibbs. Measurement of optical absorption by a single quantum dot exciton. *Phys. Rev. B*, 65(24):241310, Jun 2002.

[72] J. Hours, P. Senellart, E. Peter, A. Cavanna, and J. Bloch. Exciton radiative lifetime controlled by the lateral confinement energy in a single quantum dot. *Phys. Rev. B*, 71(16):161306, Apr 2005.
[73] Y. Yamamoto, T.D. Ladd, D. Press, S. Clark, K. Sanaka, C. Santori, D. Fattal, K.-M. Fu, S. Höfling, S. Reitzenstein, and A. Forchel. Optically controlled semiconductor spin qubits for quantum information processing. *Physica Scripta*, 2009(T137):014010, 2009.

[74] M. Bayer, G. Ortner, O. Stern, A. Kuther, A. A. Gorbunov, A. Forchel, P. Hawrylak, S. Fafard, K. Hinzer, T. L. Reinecke, S. N. Walck, J. P. Reithmaier, F. Klopf, and F. Schäfer. Fine structure of neutral and charged excitons in self-assembled In(Ga)As/(Al)GaAs quantum dots. *Phys. Rev. B*, 65(19):195315, May 2002.

[75] David Press, Thaddeus D. Ladd, Bingyang Zhang, and Yoshihisa Yamamoto. Complete quantum control of a single quantum dot spin using ultrafast optical pulses. *Nature*, 456:218–221, 2008.

[76] S. Reitzenstein, C. Hofmann, A. Gorbunov, M. Strauß, S.H. Kwon, C. Schneider, A. Löffler, S. Höfling, M. Kamp, and A. Forchel. AlAs/GaAs micropillar cavities with quality factors exceeding 150.000. *Appl. Phys. Lett.*, 90:251109, 2007.

[77] E.L. Hahn. Spin echoes. *Phys. Rev.*, 80(4):580–594, Nov 1950.

[78] H.Y. Carr and E.M. Purcell. Effects of diffusion on free precession in nuclear magnetic resonance experiments. *Phys. Rev.*, 94(3):630–638, May 1954.

[79] U. Haeberlen and J.S. Waugh. Coherent averaging effects in magnetic resonance. *Phys. Rev.*, 175(2):453–467, Nov 1968.

[80] Lorenza Viola, Emanuel Knill, and Seth Lloyd. Dynamical decoupling of open quantum systems. *Phys. Rev. Lett.*, 82(12):2417–2421, Mar 1999.

[81] Lorenza Viola and Emanuel Knill. Robust dynamical decoupling of quantum systems with bounded controls. *Phys. Rev. Lett.*, 90(3):037901, Jan 2003.

[82] K. Khodjasteh and D. A. Lidar. Fault-tolerant quantum dynamical decoupling. *Phys. Rev. Lett.*, 95(18):180501, Oct 2005.
[83] Götz S. Uhrig. Keeping a quantum bit alive by optimized $\pi$-pulse sequences. *Phys. Rev. Lett.*, 98(10):100504, Mar 2007.

[84] Hui Khoon Ng, Daniel A. Lidar, and John Preskill. Combining dynamical decoupling with fault-tolerant quantum computation. *Phys. Rev. A*, 84(1):012305, Jul 2011.

[85] Michael J. Biercuk, Hermann Uys, Aaron P. VanDevender, Nobuyasu Shiga, Wayne M. Itano, and John J. Bollinger. Experimental Uhrig dynamical decoupling using trapped ions. *Phys. Rev. A*, 79(6):062324, Jun 2009.

[86] Sophia E. Economou, L.J. Sham, Yanwen Wu, and D.G. Steel. Proposal for optical U(1) rotations of electron spin trapped in a quantum dot. *Phys. Rev. B*, 74:205415, Nov 2006.

[87] Susan M. Clark, Kai-Mei C. Fu, Thaddeus D. Ladd, and Yoshihisa Yamamoto. Quantum computers based on electron spins controlled by ultrafast off-resonant single optical pulses. *Phys. Rev. Lett.*, 99:040501, 2007.

[88] T. D. Ladd and Y. Yamamoto. Simple quantum logic gate with quantum dot cavity QED systems. *Phys. Rev. B*, 84:235307, Dec 2011.

[89] J. Berezovsky, M.H. Mikkelsen, O. Gywat, N.G. Stoltz, L.A. Coldren, and D.D. Awschalom. Nondestructive optical measurements of a single electron spin in a quantum dot. *Science*, 314(5807):1916–1920, 2006.

[90] Mete Atatüre, Jan Dreiser, Antonio Badolato, and Atac Imamoglu. Observation of Faraday rotation from a single confined spin. *Nature Physics*, 3:101–106, 2007.

[91] Ilya Fushman, Dirk Englund, Andrei Faraon, Nick Stoltz, Pierre Petroff, and Jelena Vuckovic. Controlled Phase Shifts with a Single Quantum Dot. *Science*, 320(5877):769–772, 2008.
[92] A.B. Young, R. Oulton, C.Y. Hu, A.C.T. Thijssen, C. Schneider, S. Reitzenstein, M. Kamp, S. Höfling, L. Worschech, A. Forchel, and J.G. Rarity. Quantum-dot-induced phase shift in a pillar microcavity. *Phys. Rev. A*, 84(1):011803, Jul 2011.

[93] David S. Wang, Austin G. Fowler, and Lloyd C. L. Hollenberg. Surface code quantum computing with error rates over 1%. *Phys. Rev. A*, 83(2):020302, Feb 2011.

[94] Austin G. Fowler and Simon J. Devitt. A bridge to lower overhead quantum computation. *Preprint* arXiv:1209.0510v3, 2012.

[95] Simon J Devitt, Austin G Fowler, Ashley M Stephens, Andrew D Greentree, Lloyd C L Hollenberg, William J Munro, and Kae Nemoto. Architectural design for a topological cluster state quantum computer. *New J. Phys.*, 11(8):083032, 2009.

[96] Austin G. Fowler, Adam C. Whiteside, and Lloyd C. L. Hollenberg. Towards practical classical processing for the surface code. *Phys. Rev. Lett.*, 108:180501, May 2012.

[97] Austin G. Fowler, Adam C. Whiteside, and Lloyd C. L. Hollenberg. Towards practical classical processing for the surface code: Timing analysis. *Phys. Rev. A*, 86:042313, Oct 2012.

[98] Austin G. Fowler. Low-overhead surface code logical Hadamard. *Quantum Info. Comput.*, 12:970–982, 2012.

[99] Austin G. Fowler. Accurate simulations of planar topological codes cannot use cyclic boundaries. *Preprint* arXiv:1209.3539, 2012.

[100] Austin G. Fowler, Simon J. Devitt, and Cody Jones. Surface code implementation of block code state distillation. *Scientific Reports*, 3:1939, 2013.

[101] E. Knill. Quantum computing with realistically noisy devices. *Nature*, 434:39, 2005.
[102] David P. DiVincenzo and Panos Aliferis. Effective fault-tolerant quantum computation with slow measurements. *Phys. Rev. Lett.*, 98(2):020501, Jan 2007.

[103] Simon Anders and Hans J. Briegel. Fast simulation of stabilizer circuits using a graph-state representation. *Phys. Rev. A*, 73(2):022334, Feb 2006.

[104] Sergey Bravyi and Alexei Kitaev. Universal quantum computation with ideal Clifford gates and noisy ancillas. *Phys. Rev. A*, 71(2):022316, Feb 2005.

[105] Adam M. Meier, Bryan Eastin, and Emanuel Knill. Magic-state distillation with the four-qubit code. *Preprint* arXiv:1204.4221v1, 2012.

[106] Sergey Bravyi and Jeongwan Haah. Magic-state distillation with low overhead. *Phys. Rev. A*, 86:052329, Nov 2012.

[107] Cody Jones. Multilevel distillation of magic states for quantum computing. *Phys. Rev. A*, 87:042305, Apr 2013.

[108] Stéphane Beauregard. Circuit for Shor’s algorithm using 2n+3 qubits. *Quantum Info. Comput.*, 3:175–185, March 2003.

[109] Christof Zalka. Shor’s algorithm with fewer pure qubits. *Preprint* arXiv:quant-ph/0601097., 2006.

[110] Yasuhiro Takahashi and Noboru Kunihiro. A quantum circuit for Shor’s factoring algorithm using 2n + 2 qubits. *Quantum Info. Comput.*, 6:184–192, March 2006.

[111] Richard Feynman. Simulating physics with computers. *International Journal of Theoretical Physics*, 21:467–488, 1982.

[112] Iulia Buluta and Franco Nori. Quantum simulators. *Science*, 326(5949):108–111, 2009.

[113] Julio T. Barreiro, Markus Müller, Philipp Schindler, Daniel Nigg, Thomas Monz, Michael Chwalla, Markus Hennrich, Christian F. Roos, Peter Zoller, and
Rainer Blatt. An open-system quantum simulator with trapped ions. *Nature*, 470:486–491, February 2011.

[114] J.D. Biamonte, V. Bergholm, J.D. Whitfield, J. Fitzsimons, and A. Aspuru-Guzik. Adiabatic quantum simulators. *AIP Advances*, 1:022126, 2011.

[115] C. Zalka. Simulating quantum systems on a quantum computer. *P. Roy. Soc. A-Math. Phy.*, 454(1969):313–322, January 1998. Preprint arXiv:quant-ph/9603026v2.

[116] Ivan Kassal, Stephen P. Jordan, Peter J. Love, Masoud Mohseni, and Alán Aspuru-Guzik. Polynomial-time quantum algorithm for the simulation of chemical dynamics. *P. Natl. Acad. Sci. USA*, 105(48):18681–18686, 2008.

[117] N Cody Jones, James D Whitfield, Peter L McMahon, Man-Hong Yung, Rodney Van Meter, Alán Aspuru-Guzik, and Yoshihisa Yamamoto. Faster quantum chemistry simulation on fault-tolerant quantum computers. *New Journal of Physics*, 14(11):115023, 2012.

[118] Rodney Van Meter and Kohei M. Itoh. Fast quantum modular exponentiation. *Phys. Rev. A*, 71(5):052320, May 2005.

[119] Bei Zeng, A. Cross, and I.L. Chuang. Transversality versus universality for additive quantum codes. *Information Theory, IEEE Transactions on*, 57(9):6272–6284, sept. 2011.

[120] Bryan Eastin and Emanuel Knill. Restrictions on transversal encoded quantum gate sets. *Phys. Rev. Lett.*, 102:110502, Mar 2009.

[121] Daniel Gottesman. The Heisenberg Representation of Quantum Computers. *Preprint* arXiv:quant-ph/9807006, 1998.

[122] Adam Paetznick and Austin G. Fowler. Quantum circuit optimization by topological compaction in the surface code. *Preprint* arXiv:1304.2807, 2013.
[123] Adam Paetznick and Ben W. Reichardt. Universal fault-tolerant quantum computation with only transversal gates and error correction. Preprint arXiv:1304.3709v1, 2013.

[124] Xinlan Zhou, Debbie W. Leung, and Isaac L. Chuang. Methodology for quantum logic gate construction. Phys. Rev. A, 62:052316, Oct 2000.

[125] Charles H. Bennett, Gilles Brassard, Sandu Popescu, Benjamin Schumacher, John A. Smolin, and William K. Wootters. Purification of noisy entanglement and faithful teleportation via noisy channels. Phys. Rev. Lett., 76:722–725, Jan 1996.

[126] David Deutsch, Artur Ekert, Richard Jozsa, Chiara Macchiavello, Sandu Popescu, and Anna Sanpera. Quantum privacy amplification and the security of quantum cryptography over noisy channels. Phys. Rev. Lett., 77:2818–2821, Sep 1996.

[127] H.-J. Briegel, W. Dür, J.I. Cirac, and P. Zoller. Quantum repeaters: The role of imperfect local operations in quantum communication. Phys. Rev. Lett., 81(26):5932–5935, 1998.

[128] Peter W. Shor. Scheme for reducing decoherence in quantum computer memory. Phys. Rev. A, 52(4):R2493–R2496, Oct 1995.

[129] Andrew Steane. Multiple-particle interference and quantum error correction. Proceedings of the Royal Society of London. Series A: Mathematical, Physical and Engineering Sciences, 452(1954):2551–2577, 1996.

[130] A. R. Calderbank and Peter W. Shor. Good quantum error-correcting codes exist. Phys. Rev. A, 54:1098–1105, Aug 1996.

[131] A. M. Steane. Error correcting codes in quantum theory. Phys. Rev. Lett., 77(5):793–797, Jul 1996.

[132] E. Knill. Fault-tolerant postselected quantum computation: Schemes. Preprint arXiv:quant-ph/0402171, 2004.
[133] Ben W. Reichardt. Quantum universality from magic states distillation applied to CSS codes. *Quantum Information Processing*, 4:251–264, 2005.

[134] Panos Aliferis. *Level Reduction and the Quantum Threshold Theorem*. PhD thesis, California Institute of Technology, Pasadena, CA, 2007.

[135] Andrew J. Landahl and Chris Cesare. Complex instruction set computing architecture for performing accurate quantum Z rotations with less magic. *Preprint* arXiv:1302.3240v1, 2013.

[136] Earl T. Campbell and Dan E. Browne. Bound states for magic state distillation in fault-tolerant quantum computation. *Phys. Rev. Lett.*, 104:030503, Jan 2010.

[137] Tomas Jochym-O’Connor, Yafei Yu, Bassam Helou, and Raymond Laflamme. The robustness of magic state distillation against errors in Clifford gates. *Quantum Info. Comput.*, 13:361, 2013.

[138] R. Cleve, A. Ekert, C. Macchiavello, and M. Mosca. Quantum algorithms revisited. *P. Roy. Soc. A-Math. Phy.*, 454(1969):339–354, 1998.

[139] R. Cleve and J. Watrous. Fast parallel circuits for the quantum Fourier transform. In *Foundations of Computer Science, 2000*, pages 526–536, 2000.

[140] Steven A. Cuccaro, Thomas G. Draper, Samuel A. Kutin, and David Petrie Moulton. A new quantum ripple-carry addition circuit. *Preprint* arXiv:quant-ph/0410184, February 2004.

[141] Thomas G. Draper, Samuel A. Kutin, Eric M. Rains, and Krysta M. Svore. A logarithmic-depth quantum carry-lookahead adder. *Quantum Info. Comput.*, 6:351–369, July 2006.

[142] Yasuhiro Takahashi, Seiichiro Tani, and Noboru Kunihiro. Quantum addition circuits and unbounded fan-out. *Quantum Info. Comput.*, 10:872–890, July 2010.
[143] Cody Jones. Low-overhead constructions for the fault-tolerant Toffoli gate. *Phys. Rev. A*, 87:022328, 2013.

[144] Christopher M. Dawson and Michael A. Nielsen. The Solovay-Kitaev Algorithm. *Quantum Inf. Comput.*, 6:81, 2006.

[145] Austin G. Fowler. Constructing arbitrary Steane code single logical qubit fault-tolerant gates. *Quantum Info. Comput.*, 11:867–873, 2011. Preprint arXiv:quant-ph/0411206v2.

[146] Matthew Amy, Dmitri Maslov, Michele Mosca, and Martin Roetteler. A meet-in-the-middle algorithm for fast synthesis of depth-optimal quantum circuits. Preprint arXiv:1206.0758v2, 2012.

[147] Vadym Kliuchnikov, Dmitri Maslov, and Michele Mosca. Practical approximation of single-qubit unitaries by single-qubit quantum Clifford and T circuits. Preprint arXiv:1212.6964v1, 2012.

[148] Adriano Barenco, Artur Ekert, Kalle-Antti Suominen, and Päivi Törmä. Approximate quantum Fourier transform and decoherence. *Phys. Rev. A*, 54:139–146, Jul 1996.

[149] Austin G. Fowler and Lloyd C. L. Hollenberg. Scalability of Shor’s algorithm with a limited set of rotation gates. *Phys. Rev. A*, 70:032329, Sep 2004.

[150] Adriano Barenco, Charles H. Bennett, Richard Cleve, David P. DiVincenzo, Norman Margolus, Peter Shor, Tycho Sleator, John A. Smolin, and Harald Weinfurter. Elementary gates for quantum computation. *Phys. Rev. A*, 52:3457–3467, Nov 1995.

[151] Peter Selinger. Quantum circuits of T-depth one. *Phys. Rev. A*, 87:042302, Apr 2013.

[152] Bryan Eastin. Distilling one-qubit magic states into Toffoli states. *Phys. Rev. A*, 87:032321, Mar 2013.
[153] Cody Jones. Composite toffoli gate with two-round error detection. *Phys. Rev. A*, 87:052334, May 2013.

[154] Y.S. Weinstein, M.A. Pravia, E.M. Fortunato, S. Lloyd, and D.G. Cory. Implementation of the Quantum Fourier Transform. *Phys. Rev. Lett.*, 86(9):1889–1891, Feb 2001.

[155] Guillaume Duclos-Cianci and Krysta M. Svore. A State Distillation Protocol to Implement Arbitrary Single-qubit Rotations. *Preprint arXiv:1210.1980v1*, 2012.

[156] Peter Selinger. Efficient Clifford+T approximation of single-qubit operators. *Preprint arXiv:1212.6253*, 2012.

[157] Brett Giles and Peter Selinger. Exact synthesis of multiqubit Clifford+T circuits. *Phys. Rev. A*, 87:032332, Mar 2013.

[158] Alex Bocharov, Yuri Gurevich, and Krysta M. Svore. Efficient Decomposition of Single-Qubit Gates into V Basis Circuits. *Preprint arXiv:1303.1411v1*, 2013.

[159] Matthew Amy, Dmitri Maslov, and Michele Mosca. Polynomial-time T-depth Optimization of Clifford+T circuits via Matroid Partitioning. *Preprint arXiv:1303.2042v1*, 2013.

[160] A. Yu. Kitaev. Quantum measurements and the Abelian Stabilizer Problem. *Preprint arXiv:quant-ph/9511026v1*, 1995.

[161] Vlatko Vedral, Adriano Barenco, and Artur Ekert. Quantum networks for elementary arithmetic operations. *Phys. Rev. A*, 54:147–153, Jul 1996.

[162] Thomas G. Draper. Addition on a quantum computer. *Preprint arXiv:quant-ph/0008033*, 2000.

[163] Aram W. Harrow, Benjamin Recht, and Isaac L. Chuang. Efficient discrete approximations of quantum gates. *Journal of Mathematical Physics*, 43(9):4445–4451, 2002.
[164] Daniel A. Lidar and Ofer Biham. Simulating Ising spin glasses on a quantum computer. *Phys. Rev. E*, 56:3661–3681, Sep 1997.

[165] Bruce M. Boghosian and Washington Taylor. Simulating quantum mechanics on a quantum computer. *Physica D*, 120(1–2):30–42, 1998.

[166] Tim Byrnes and Yoshihisa Yamamoto. Simulating lattice gauge theories on a quantum computer. *Phys. Rev. A*, 73:022328, Feb 2006.

[167] B. Lévi, B. Georgeot, and D. L. Shepelyansky. Quantum computing of quantum chaos in the kicked rotator model. *Phys. Rev. E*, 67:046220, Apr 2003.

[168] Jonathan Simon, Waseem S. Bakr, Ruichao Ma, M. Eric Tai, Philipp M. Preiss, and Markus Greiner. Quantum simulation of antiferromagnetic spin chains in an optical lattice. *Nature*, 472:307–312, 2011.

[169] Xiao-song Ma, Borivoje Dakic, William Naylor, Anton Zeilinger, and Philip Walther. Quantum simulation of the wavefunction to probe frustrated Heisenberg spin systems. *Nature Physics*, 7:399–405, 2011.

[170] Katherine L. Brown, William J. Munro, and Vivien M. Kendon. Using quantum computers for quantum simulation. *Entropy*, 12(11):2268–2307, 2010.

[171] US Department of Energy. National Energy Research Scientific Computing Center: 2010 Annual Report. Technical report, Ernest Orlando Lawrence Berkeley National Laboratory, 1 Cyclotron Road, Berkeley, CA 94720-8148, 2010.

[172] Martin Head-Gordon and Emilio Artacho. Chemistry on the computer. *Physics Today*, 61(4):58–63, April 2008.

[173] Ivan S. Ufimtsev, Nathan Luehr, and Todd J. Martinez. Charge transfer and polarization in solvated proteins from ab initio molecular dynamics. *J. Phys. Chem. Lett.*, 2(14):1789–1793, 2011.

[174] Anatoliy N. Sokolov, Sule Atahan-Evrenk, Rajib Mondal, Hylke B. Akkerman, Roel S. Sánchez-Carrera, Sergio Granados-Focil, Joshua Schrier, Stefan C.B.
Mannsfeld, Arjan P. Zoombelt, Zhenan Bao, and Alán Aspuru-Guzik. From computational discovery to experimental characterization of a high hole mobility organic crystal. *Nature Communications*, 2(437), 2011.

[175] X. Huang, D. W. Schwenke, S. A. Tashkun, and T. J. Lee. An isotopic-independent highly accurate potential energy surface for CO$_2$ isotopologues and an initial $^{12}$C$^{16}$O$_2$ infrared line list. *J. Chem. Phys.*, 136:124311, 2012.

[176] S.E. Wheeler, K.A. Robertson, W.D. Allen, H.F. Schaefer III, Y.J. Bomble, and J.F. Stanton. Thermochemistry of key soot formation intermediates: C$_3$H$_3$ isomers. *J. Phys. Chem. A*, 111(19):3819, 2007.

[177] Masuo Suzuki. Generalized Trotter’s formula and systematic approximants of exponential operators and inner derivations with applications to many-body problems. *Communications in Mathematical Physics*, 51(2):183–190, 1976.

[178] Masuo Suzuki. General theory of higher-order decomposition of exponential operators and symplectic integrators. *Physics Letters A*, 165(5–6):387–395, 1992.

[179] Nathan Wiebe, Dominic Berry, Peter Høyer, and Barry C. Sanders. Higher order decompositions of ordered operator exponentials. *J. Phys. A-Math. Theor.*, 43(6):065203, 2010.

[180] Daniel S. Abrams and Seth Lloyd. Simulation of Many-Body Fermi Systems on a Universal Quantum Computer. *Phys. Rev. Lett.*, 79(13):2586–2589, Sep 1997.

[181] Daniel S. Abrams and Seth Lloyd. Quantum Algorithm Providing Exponential Speed Increase for Finding Eigenvalues and Eigenvectors. *Phys. Rev. Lett.*, 83:5162–5165, Dec 1999.

[182] Lov Grover and Terry Rudolph. Creating superpositions that correspond to efficiently integrable probability distributions. *Preprint arXiv:quant-ph/0208112*, 2002.

[183] M. Mohseni and D. A. Lidar. Direct Characterization of Quantum Dynamics. *Phys. Rev. Lett.*, 97:170501, Oct 2006.
[184] Nicholas J Ward, Ivan Kassal, and Alán Aspuru-Guzik. Preparation of many-body states for quantum simulation. *J. Chem. Phys.*, 130(19):194105, 2009.

[185] S. Parker and M. B. Plenio. Efficient factorization with a single pure qubit and $\log N$ mixed qubits. *Phys. Rev. Lett.*, 85:3049–3052, Oct 2000.

[186] H. Wang, S. Kais, A. Aspuru-Guzik, and M.R. Hoffmann. Quantum algorithm for obtaining the energy spectrum of molecular systems. *Phys. Chem. Chem. Phys.*, 10(35):5388–5393, 2008.

[187] James D. Whitfield, Jacob Biamonte, and Alán Aspuru-Guzik. Simulation of Electronic Structure Hamiltonians Using Quantum Computers. *Molecular Physics*, 109:735–750, March 2011.

[188] B.P. Lanyon, J.D. Whitfield, G.G. Gillett, M.E. Goggin, M.P. Almeida, I. Kassal, J.D. Biamonte, M. Mohseni, B.J. Powell, M. Barbieri, A. Aspuru-Guzik, and A.G. White. Towards quantum chemistry on a quantum computer. *Nature Chemistry*, 2:106–111, January 2010.

[189] J. Du, N. Xu, X. Peng, P. Wang, S. Wu, and D. Lu. NMR implementation of a molecular Hydrogen quantum simulation with adiabatic state preparation. *Phys. Rev. Lett.*, 104:030502, 2010.

[190] T. Helgaker, P. Jorgensen, and J. Olsen. *Molecular Electronic-Structure Theory*. John Wiley and Sons, 2000.

[191] M.W. Schmidt, K.K. Baldridge, J.A. Boatz, S.T. Elbert, M.S. Gordon, J.H. Jensen, S. Koseki, N. Matsunaga, K.A. Nguyen, S. Su, T.L. Windus, M. Dupuis, and J.A. Montgomery. General atomic and molecular electronic structure system. *J. Comput. Chem.*, 14:1347–1363, 1993.

[192] M.S. Gordon and M.W. Schmidt. Advances in electronic structure theory: GAMESS a decade later. In C.E. Dykstra, G. Frenking, K.S. Kim, and G.E. Scuseria, editors, *Theory and Applications of Computational Chemistry: The First Forty Years*, pages 1167–1189. Elsevier, Amsterdam, 2005.
[193] W.J. Hehre, R.F. Stewart, and J.A. Pople. Self-Consistent Molecular-Orbital Methods. I. Use of Gaussian Expansions of Slater-Type Atomic Orbitals. *J. Chem. Phys.*, 51:2657, 1969.

[194] T.H. Dunning. Gaussian Basis Functions for Use in Molecular Calculations. III. Contraction of (10s6p) Atomic Basis Sets for the First-Row Atoms. *J. Chem. Phys.*, 55:716, 1971.
Nathan Cody Jones

I certify that I have read this dissertation and that, in my opinion, it is fully adequate in scope and quality as a dissertation for the degree of Doctor of Philosophy.

__________________________
(Yoshihisa Yamamoto) Principal Adviser

I certify that I have read this dissertation and that, in my opinion, it is fully adequate in scope and quality as a dissertation for the degree of Doctor of Philosophy.

__________________________
(Jelena Vuckovic)

I certify that I have read this dissertation and that, in my opinion, it is fully adequate in scope and quality as a dissertation for the degree of Doctor of Philosophy.

__________________________
(William D. Oliver,
MIT Lincoln Laboratory)

Approved for the University Committee on Graduate Studies