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ABSTRACT

The vertical shear instability (VSI) is a robust and potentially important phenomenon in irradiated protoplanetary disks (PPDs), yet the mechanism by which it saturates remains poorly understood. Global simulations suggest that the non-linear evolution of the VSI is dominated by radially propagating inertial wavetrains (called ‘body modes’), but these are known to be susceptible to a parametric instability. In this paper, we propose that the global VSI saturates via this secondary instability, which initiates a redistribution of energy from the large scales to smaller-scale inertial waves, and finally into a turbulent cascade. We present an analytic theory of the instability in a simple idealised model that captures the main physical and mathematical details of the problem. In addition, we conduct numerical simulations with the SNOOPY code to consolidate the theory. Once the parametric instability prevails, the VSI is likely far more disordered and incoherent than current global simulations suggest. We also argue that it is challenging to capture parametric instability in global simulations unless the radial resolution is very fine, possibly ∼ 300 grid cells per scale height in radius.
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1 INTRODUCTION

Research over the last decade has revealed that the vertical shear instability (VSI) is a robust phenomenon in irradiated protoplanetary disks (PPDs). The magnetorotational instability (MRI; Chandrasekhar 1961; Balbus & Hawley 1991), which prevails in many astrophysical disks, is predicted to be quenched, or at least significantly weakened, in the bulk of a PPD due to its extremely low ionization fraction (e.g. Turner et al. 2014; Lesur 2020). Instead, the majority of the angular momentum is likely transported by laminar magnetized disk winds (Bai & Stone 2013; Gressel et al. 2015; Bai 2017; Gressel et al. 2020; Cui & Bai 2021). On the other hand, purely hydrodynamic instabilities are frequently invoked (e.g. Fromang & Lesur 2019; Lyra & Umurhan 2019) in order to explain the observed level of turbulence in the disk (Teague et al. 2016; Flaherty et al. 2017, 2018, 2020). The VSI is at the forefront of these hydrodynamic instabilities, because the thermodynamic conditions in PPDs are highly conducive to its onset and it likely extends over a significant portion of the disk (Malygin et al. 2017; Pfeil & Klahr 2019; Lyra & Umurhan 2019).

The VSI is the disk analogue of the Goldreich–Schubert–Fricke instability (Goldreich & Schubert 1967; Fricke 1968), originally discovered in the context of differentially rotating stars. Though first discussed by Urpin & Brandenburg (1998), the importance of the VSI to PPDs was only brought out much later through the global simulations of Nelson et al. (2013, hereafter N13). Subsequent linear analyses in incompressible, vertically global, and fully global models with and without magnetic fields elucidated its mathematical properties (N13; Barker & Latter 2015; Lin & Youdin 2015; Latter & Papaloizou 2018; Cui & Lin 2021). Follow up numerical simulations have investigated the non-linear development of the instability, and added relevant physics such as radiative transfer, dust, and non-ideal magnetohydrodynamics (MHD) (e.g. Stoll & Kley 2014; Flock et al. 2017; Lin 2019; Flock et al. 2020; Cui & Bai 2020; Schäfer et al. 2020; Lehmann & Lin 2021). One important feature of both the VSI’s linear theory and non-linear saturation in global models is the importance of remarkably coherent wave patterns. The VSI has a preference to develop radially travelling inertial waves, called body modes (N13; Stoll & Kley 2014; Barker & Latter 2015).

Although a large body of numerical simulations describing the non-linear behaviour of the VSI has accumulated, an important topic that has received insufficient attention is its saturation mechanism. Presently, there is no secure physical picture of the processes that limit the VSI growth and control its consequent nonlinear quasi-steady state, i.e. the body modes that predominate within it. Such a theory, if developed, would allow us to assess whether current numerical simulations are accurately capturing the VSI physics, especially during the later stage of its non-linear evolution, and...
whether we can generalise these simulation results to more realistic contexts beyond current numerical capabilities.

We envisage the saturation to be potentially comprised of two distinct processes. The first is the elimination of the vertical shear. This could be accomplished by the large-scale vertical motions of the VSI, leading to the redistribution of angular velocity and heat. In the limit of weak or no external thermodynamic forcing, this erasure of shear is the dominant saturation process, and the VSI will ultimately die out for want of a free energy source. In general, however, the radiative forcing from the central star and the VSI’s vertical transport will come into a quasi-steady balance, which will yield some degree of vertical shear and hence a finite VSI amplitude. This brings us to the second saturation process: the energy transfer from the large-scale VSI modes to the small scales, where it is dissipated. In the limit of very strong thermal driving (e.g. in locally isothermal simulations), it is this process that will control the saturation of the VSI.

In this paper, we focus on the second ingredient in the saturation process: how the energy continuously fed into the large-scale body modes is disseminated to shorter-scale modes. We find that this direct cascade of energy can be started by parametric instability, where the dominant body modes fall into resonance with pairs of inertial waves (Bordes et al. 2012). We expect each pair of secondary modes to subsequently interact with smaller-scale inertial waves, and instigate a wave-turbulent cascade (e.g. Nazarenko & Schekochihin 2011). The resulting energy flux, when balanced against the rate of energy input by the VSI body modes, should set the saturated turbulent level.

To understand how the parametric instability instigates the direct cascade of energy, we calculate the linear stability of radially propagating inertial waves (body modes), and also simulate their development with the code SNOOPY. Because there is no non-linear theory for inertial waves in vertically stratified boxes, we adopt an idealised purely local model which should capture the essential physics of the three-wave interactions. We expect the physics should be shared by vertically and fully global models. Our calculations are the first step in a larger program exploring the saturation of the VSI, with a focus on its wave-like character in global simulations, and the nonlinear wave dynamics that ensues.

Note that this paper complements the analysis in Latter & Papaloizou (2018), which examines the stability and saturation of non-oscillatory VSI surface modes; as we will show, the instabilities that attack the surface and the body modes are quite distinct. In particular, the predictions of Latter & Papaloizou (2018) are not applicable to the bulk of the disk, which are dominated by the travelling VSI wave trains, as described above.

The paper is organized as follows. In §2, we present and justify our local model, while in §3 we give mathematical form to nonlinear inertial waves (VSI body modes) in this model. In §4, we perturb these VSI waves and solve for the growth rates of parametric instability via the theory of three-wave resonance. In §5, we conduct numerical simulations with SNOOPY to examine the non-linear evolution of the inertial wave parametric instability. Finally, we discuss the main results in §6 and summarise our findings in §7.

2 GOVERNING EQUATIONS

We adopt an idealised local model for a PPD, an incompressible shearing sheet (see derivation in Latter & Papaloizou 2017), in order to highlight the main physics, i.e. the inertial wave character of the VSI, and its potential parametric instability. We thus examine the subsonic local dynamics of a small block of gas centred at $R = R_0$ and $Z = Z_0$ in a PPD, where $R$ and $Z$ are cylindrical radius and vertical height, and rotating with Keplerian angular velocity $\Omega = \Omega(R_0, Z_0)$. We erect a local Cartesian coordinate system with its origin located at the centre of the sheet, and in which $x, y, z$ represent the radial, azimuthal, and vertical directions. The equations governing the motion of the gas in the sheet are:

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla P + 2\Omega \mathbf{e}_z \times \mathbf{u} + 3\Omega^2 x \mathbf{e}_z + \nu \nabla^2 \mathbf{u},$$  \hspace{1em} (1)

$$\nabla \cdot \mathbf{u} = 0,$$  \hspace{1em} (2)

where $\mathbf{u}$ is fluid velocity, $\rho$ is the constant density, $P$ is the pressure, and $\nu$ is the kinematic viscosity. We have omitted vertical shear, and as a consequence, the VSI cannot appear directly. It will, however, manifest indirectly as a background radially travelling inertial wave put in by hand (see §3).

The above set of equations, admits steady equilibrium solution of linear orbital shear

$$\mathbf{u} = \mathbf{u}_0 = -\frac{3}{2} \Omega x \mathbf{e}_y, \quad P = P_0,$$  \hspace{1em} (3)

where $P_0$ is a constant.

3 INERTIAL WAVES

The incompressible local model is a particularly clean venue to explore inertial wave dynamics. As mentioned in the Introduction, these waves feature centrally in the VSI saturation in global simulations (where they are called body modes), but their essential properties can be captured in the shearing sheet. Moreover, the principle wave-wave couplings that redistribute the energy stored in the body modes and begin the turbulent cascade involve purely inertial waves. In this section, we outline the basic theory of such waves in our local model, and show how the global body modes excited by the VSI can be represented.

The steady state expressed in Eqs (3) is perturbed by axisymmetric disturbances $\mathbf{u}_1$ and $P_1$, which obey

$$\frac{\partial \mathbf{u}_1}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u}_1 = -\frac{1}{\rho} \nabla P_1 - 2\Omega \mathbf{e}_z \times \mathbf{u}_1 + \frac{3}{2} \Omega \mathbf{u}_1 \times \mathbf{e}_y,$$  \hspace{1em} (4)

and

$$\nabla \cdot \mathbf{u}_1 = 0.$$  \hspace{1em} (5)

We assume that the perturbations can be expressed as

$$\mathbf{u}_1, P_1 \propto \exp(ik \cdot x - i\omega t),$$  \hspace{1em} (6)

where $k = (k_x, 0, k_z)$, $k_x$ and $k_z$ are real wavenumbers, and $\omega$ is a real wave frequency. Due to incompressibility $\nabla \cdot \mathbf{u}_1 = ik \cdot \mathbf{u}_1 = 0$, the only non-linear term $\nabla \cdot \mathbf{u}_1$ vanishes. As a consequence, linear solutions to the perturbation equations are also nonlinear solutions, and thus can take on arbitrary amplitudes.
In components, the equations (4) and (5) are

\[-i\omega u_{x1} = 2\Omega u_{y1} - ik_z h_1,\]
\[-i\omega u_{y1} = -\Omega u_{x1},\]
\[-i\omega u_{x1} = -ik_z h_1,\]
\[0 = k_z u_z + k_x u_x,\]

where \(h_1 = P_i/\rho\). This set of linearized equations produces a quadratic dispersion relation:

\[\omega^2 = \frac{1}{1 + k_z^2/k_x^2} \Omega^2.\]

The corresponding eigenmodes take the form

\[
\begin{pmatrix}
  u_{x1} \\
  u_{y1} \\
  u_{x1} \\
  h_1
\end{pmatrix} = \frac{\Omega}{k_z} \begin{pmatrix} 1 \\ -(\Omega/2\omega) i \\ -k_z/k_z \\ -\omega k_z/k_z^2 \end{pmatrix} \exp(ik \cdot x - i\omega t),
\]

where we have chosen to scale the solutions by \(\epsilon\Omega/k_z\), with \(\epsilon\) a tune-able dimensionless amplitude parameter.

The inertial waves described above travel at an arbitrary direction in the \(x\)-\(z\) plane, with the phase velocity directed along \(k\), and the group velocity directed perpendicular to \(k\). The body modes that appear in global simulations, however, travel in the radial (\(x\)) direction only, and manifest as standing waves in the \(z\)-direction: i.e., the vertical disk structure acts like a wave-guide (e.g., Lubow & Pringle 1993; Korycansky & Pringle 1995). We can approximate this behaviour in our local model by summing two inertial waves counter-propagating in \(z\). If \(u_+\) possesses the wavevector \(k_+ = (k_z, 0, k_x)\) and \(u_-\), the wavevector \(k_- = (k_z, 0, -k_x)\), then our radially travelling ‘VSI wave’ analogue is

\[u_{VSI} = u_+ + u_-\]

Defining the phase variable

\[\theta = k_z x - \omega t,\]

and retaining only the real part of \(u_{VSI}\), we obtain

\[\text{Re}[u_{VSI}(x, z, t)] = \frac{\Omega}{k_z} \begin{pmatrix} 2 \cos(k_z z) \cos \theta \\ \Omega/\omega \cdot \cos(k_z z) \sin \theta \\ 2k_z/k_z \cdot \sin(k_z z) \sin \theta \end{pmatrix}.
\]

This wave solution will serve as part of our background (VSI body mode) in the following analytical and numerical work.

Before continuing, note that Eq. (15) is not a nonlinear solution to our equations because of the non-zero quadratic terms \(u_x \cdot \nabla u_+ \) and \(u_+ \cdot \nabla u_-\), which introduce errors of order \(\epsilon^2\). But, in fact, the parameter \(\epsilon\) is expected to be small: in global simulations the body modes possess \(k_z \sim 1/H\), and thus \(\epsilon\) can be interpreted as the Mach number \((u_1/c_0)\) of the radial velocity component. Typically simulations yield a Mach number for the vertical component of \(\sim 0.1\) and for the radial of \(\sim 0.01\) (e.g. Nelson et al. 2013; Stoll & Kley 2014). Thereby, the solution (15) is a reasonable approximation for our purposes.

4 STABILITY OF INERTIAL WAVES

In this section, we probe the dynamics of the radially travelling inertial wave described by Eq. (15), which is serving as our local proxy for the VSI body modes that dominate global simulations. We begin by developing a theory for the three-wave coupling (or interchangeably, resonant interactions) between the VSI wave and two other smaller-scale inertial waves; the latter two can extract energy from the primary VSI via a parametric instability, and redistribute it to smaller scales (e.g. Craik 1986). The theory works in the limit of a small amplitude of primary wave (\(\epsilon \ll 1\)), which also means the approximation (15) is valid. We also discuss how our analysis might form the basis of a weakly nonlinear dynamical system.

4.1 Asymptotic analysis of parametric instability

Our analysis here involves the interactions between three inertial waves. The primary is the background VSI body mode, which is assumed to be of small amplitude (small \(\epsilon\)). The two secondary modes (labelled \(A\) and \(B\)) are free modes and treated as linear perturbations upon the primary; if their frequencies and wavenumbers obey a set of resonance conditions, they can interact strongly with the primary wave, receive energy from it, and thus grow exponentially (see, e.g., Gammie et al. 2000; Latter 2016).

4.1.1 The perturbation equations and asymptotic ordering

We consider perturbations \(v' = \begin{pmatrix} v'_x \ v'_y \ v'_z \end{pmatrix}\) and \(P'\) upon a VSI inertial wave, so that \(v = u_0 + u_{VSI} + v'\). In assuming that \(u_{VSI}\) is a solution to the governing equations, we have assumed that \(\epsilon \ll 1\) in Eq. (15), and thus the VSI wave is of small amplitude. Errors introduced by this approximation come in at order \(\epsilon^2\), which is too small to impact on the dynamics we examine.

The linearized equations governing the perturbations are

\[\frac{\partial v'}{\partial t} + \nabla u_{VSI} + u_{VSI} \cdot \nabla v' = -\frac{1}{\rho} \nabla h' + 2\Omega v'_y e_x - \frac{1}{2} \frac{\partial}{\partial t} \left( v'_x e_y \right),\]

\[\nabla \cdot v' = 0,\]

where \(h' = P'/\rho\).

The individual inertial wave oscillate on a ‘fast’ timescale (\(\lesssim 1\)). In addition, the smallness of \(\epsilon\) introduces a slow timescale into the problem, \(\sim \Omega\), upon which the wave-wave interactions and the parametric instability take place. To capture the slow evolution, we define a slow time variable \(\tau = \epsilon t\), and write the perturbed quantities as

\[v' = v'(x, z, t, \tau), \quad P' = P'(x, z, t, \tau).\]

By the chain rule, we have

\[\frac{\partial}{\partial t} \rightarrow \frac{\partial}{\partial \tau} + \epsilon \frac{\partial}{\partial \tau}.\]

The following asymptotic expansions are then assumed for \(v'\) and \(h'\):

\[v' = v'_1 + \epsilon v'_2 + \ldots, \quad h' = h'_1 + \epsilon h'_2 + \ldots\]

These expressions are substituted into the linearized equations (16)-(17) and various orders in \(\epsilon\) are collected.
4.1.2 Zeroth order and resonance condition

At leading order $O(\epsilon^0)$, the equations are

\[
\frac{\partial v_{11}'}{\partial t} - 2\Omega v_{11}' + \frac{\partial h_1'}{\partial x} = 0, \tag{21}
\]

\[
\frac{\partial v_{11}'}{\partial t} + \frac{1}{2} \Omega v_{11}' = 0, \tag{22}
\]

\[
\frac{\partial v_{11}'}{\partial t} + \frac{\partial h_1'}{\partial z} = 0, \tag{23}
\]

\[
\frac{\partial v_{11}'}{\partial x} + \frac{\partial v_{11}}{\partial z} = 0. \tag{24}
\]

These equations resemble Eqs (7)-(10), and can be combined into $\mathcal{L}v_{11}' = 0$, where the ‘inertial wave’ differential operator is (e.g. Teed & Latter 2021)

\[
\mathcal{L} = \frac{\partial^2}{\partial t^2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} \right) + \Omega^2 \frac{\partial^2}{\partial z^2}. \tag{25}
\]

This differential equation is straightforward to solve because it is linear and has constant coefficients. Assuming $v_{11}' \propto \exp(\text{ik} \cdot \text{x} - \text{i} \omega t)$ gives

\[
\omega^2 = k_z^2 \Omega^2, \tag{26}
\]

Clearly, the leading order analysis results simply in inertial wave oscillations, as described in Section 3. One can also write down the expressions for $v_{11}'$, $v_{11}'$, $v_{11}'$, $h_1'$, as in Equation (12).

The general solution at this order is a linear superposition of all the inertial waves of different $k_z$ and $k_x$ described above. We select of this infinite set just two waves that can come into resonance with the primary VSI wave. We denote their wavevectors by $\text{k}_A$ and $\text{k}_B$, their oscillation frequencies by $\omega_A$ and $\omega_B$, and their velocity eigenfunctions by $\text{v}_A$ and $\text{v}_B$. Thus we set

\[
v_{11}' = A(\tau)E_A + B(\tau)E_B \tag{27}
\]

where

\[E_A = \exp(\text{i}k_A \cdot \text{x} - \text{i} \omega_A t), \quad E_B = \exp(\text{i}k_B \cdot \text{x} - \text{i} \omega_B t), \tag{28}\]

$A$ and $B$ are complex amplitude functions of the slow variable. The oscillation frequencies are determined from the dispersion relation (26), and can be of either sign.

In order for the $A$ and $B$ waves to couple with the underlying VSI wave, their wavevectors and frequencies must satisfy resonance conditions:

\[k_{VSI} \pm k_A \pm k_B = 0, \quad \omega_{VSI} \pm \omega_A \pm \omega_B = 0, \tag{29}\]

where $k_{VSI}$ and $\omega_{VSI}$ are the wavevector and frequency of the background VSI. In the following we take the signs to be ‘$+$’ and ‘$-$’ in front of $k_A$ and $k_B$ in Eq. (29).

Before moving to the next order, recall that the background VSI wave is a superposition of two waves counterpropagating in the vertical direction, proportional to either $E_+$ or $E_-$, where

\[E_{\pm} = \exp(-\text{i} \omega_{VSI} t + k_\pm \cdot \text{x}). \tag{30}\]

One may then use the resonance conditions to derive the useful identities:

\[E_A E_B = E_B E_A^- = E_A. \tag{31}\]

Note that other quadratic products of $E_A$ and $E_B$ with $E_+$, $E_-$ and their complex conjugates cannot equal $E_A$ or $E_B$, and hence will not play a role in what follows.

4.1.3 First order and growth rate formula

At the next order $O(\epsilon)$ we derive the following equations,

\[
\frac{\partial v_{12}'}{\partial t} - 2\Omega v_{12}' + \frac{\partial h_2'}{\partial x} = F_z, \tag{32}
\]

\[
\frac{\partial v_{12}'}{\partial t} + \frac{1}{2} \Omega v_{12}' = F_y, \tag{33}
\]

\[
\frac{\partial v_{12}'}{\partial t} + \frac{\partial h_2'}{\partial z} = F_z, \tag{34}
\]

\[
\frac{\partial v_{12}'}{\partial x} + \frac{\partial v_{12}}{\partial z} = 0, \tag{35}
\]

where

\[F = -\frac{\partial v_1'}{\partial \tau} - v_1' \cdot \nabla u_{VSI} - u_{VSI} \cdot \nabla v_1'. \tag{36}\]

The above set of equations can be reduced to the convenient inhomogeneous differential equation $\mathcal{L}v_{12}' = G$, where the ‘forcing term’ is

\[
G = \frac{\partial^3 F_z}{\partial t \partial z^2} + 2\Omega \frac{\partial^2 F_y}{\partial z^2} - \frac{\partial^3 F_z}{\partial t \partial x \partial z}. \tag{37}
\]

In order for the asymptotic expansion to remain valid (i.e. $|\text{v}_1| \sim 1$), a solvability condition is required, namely that $G$ has no component proportional to a solution of the homogeneous problem. In our case, this means that $G$ cannot be proportional to either $E_A$ or $E_B$. Using (31) we can manipulate $G$ into

\[G = g_A E_A + g_B E_B + \ldots, \tag{38}\]

where the ellipsis contains other terms that are not eigenfunctions of $\mathcal{L}$. The coefficients $g_A$ and $g_B$ involve $A$ and $B$ and their $\tau$ derivatives. These coefficients must be set to 0 to satisfy solvability, which then produces two ODEs:

\[
\frac{dA}{d\tau} - \text{i} a B = 0, \quad \frac{dB}{d\tau} + \text{i} b A = 0, \tag{39}\]

where the constants $a$ and $b$ are given by

\[a = \frac{1}{2} \omega_A \left( k_A \cdot v_B \right) \left[ \omega_A \left( \frac{k_A \cdot k_B}{k_A^2} - \frac{1}{\omega_{VSI}} \right) - \omega_A \left( \frac{k_B \cdot k_B}{k_B^2} + \frac{1}{\omega_B} \right) \right], \]

\[b = \frac{1}{2} \omega_B \left( k_B \cdot v_A \right) \left[ \omega_B \left( \frac{k_A \cdot k_B}{k_A^2} + \frac{1}{\omega_VSI} \right) + \omega_B \left( \frac{k_A \cdot k_B}{k_B^2} + \frac{1}{\omega_A} \right) \right], \]

On assuming that $A, B \propto \exp(\text{s} \tau)$, where $s$ is the growth rate of the parametric instability with respect to the slow timescale, we obtain $s = \sqrt{ab}$. Thus the actual parametric growth rate in dimensional units is $c \sqrt{ab} \Omega$.

A more convenient expression of the growth rate can be obtained in the small wavelength limit of the secondary modes, which is also the regime of fastest growth. If we assume both their radial and vertical wavenumbers are much larger than the underlying VSI wave’s, then the resonance condition tells us that $k_A \approx k_B$, and furthermore that

\[\frac{k_A}{k_A^z} \approx \sqrt{3 + 4 K^2}, \quad \omega_A = -\omega_B = -\frac{1}{2} \omega_{VSI}. \tag{40}\]

where we have introduced $K = k_{VSI,z}/k_{VSI,z}$ for notational
Table 1. Wavevectors of selected resonant triads for two classes of VSI wave, $K = 1$ and $K = 10$. Note that $k = (k_x, k_z)$ is shown, and the $y$-component of all the wavevectors is 0, thus omitted. The associated parametric growth rate $s$ is also shown.

| $k_{VSI}$ | $k_A$ | $k_B$ | $s$ |
|-----------|-------|-------|-----|
| (1, 1)    | (3.32893, 1) | (4.32893, 2) | 0.770217 |
| (1, 1)    | (6.03214, 2) | (7.03214, 3) | 0.780814 |
| (1, 1)    | (8.70169, 3) | (9.70169, 4) | 0.783597 |
| (1, 1)    | (11.3605, 4) | (12.3605, 5) | 0.784726 |
| (1, 1)    | (14.0146, 5) | (15.0146, 6) | 0.785294 |
| (1, 1)    | (27.261, 10) | (28.261, 11) | 0.786125 |
| (1, 1)    | (133.106, 50) | (134, 106, 51) | 0.786424 |
| (10, 1)   | (24.248, 1) | (34.248, 2) | 4.95919 |
| (10, 1)   | (44.6783, 2) | (54.6783, 3) | 5.00836 |
| (10, 1)   | (64.9003, 3) | (74.9003, 4) | 5.01222 |
| (10, 1)   | (85.0561, 4) | (95.0561, 5) | 5.02642 |
| (10, 1)   | (105.182, 5) | (115.182, 6) | 5.20904 |
| (10, 1)   | (205.666, 10) | (215.666, 11) | 5.30286 |
| (10, 1)   | (1008.76, 50) | (1018.76, 51) | 5.30423 |

The saturation of VSI waves, $K = 1$ and $K = 10$. Note that $k = (k_x, k_z)$ is shown, and the $y$-component of all the wavevectors is 0, thus omitted. The associated parametric growth rate $s$ is also shown.

convenience. The growth rate formula in this limit simplifies to

$$s^2 = \frac{27 + 54K^2 + 27K^4 + 8K^6 + 4K^3(3 + K^2)\sqrt{3} + 4K^2}{64(1 + K^2)^2}.$$  \(\text{(41)}\)

In the case representative of VSI body modes, $K$ is large, and we have to leading order $s \sim \frac{1}{2}K$; thus the parametric growth rate in physical units is $\sim \frac{1}{2}K\Omega$, though strictly $K$ must remain significantly smaller than $1/\epsilon$ for the asymptotic analysis to remain valid. Nonetheless, it is clear that the parasitic modes that attack more elongated VSI waves grow more vigorously.

4.1.4 Illustrative examples

In order to illustrate the previous calculations we select two different underlying VSI waves with wavevector orientations: $K = k_{VSI_x}/k_{VSI_z} = 1$ and $K = 10$. The latter is a configuration we expect to be more likely favoured by the VSI.

The resonance condition is satisfied by several wave triads. If we restrict the vertical wavenumbers of the secondary inertial waves to be integer multiples of $k_{VSI_z}$, then resonance occurs for an infinite set of pairs of $k_A$ and $k_B$. The first few triads in both $K$ are displayed in Table 1, alongside the associated parametric growth rate. For comparison, the growth rate in the limit of large wavenumber is $s_{\text{max}} = \frac{27}{64}\sqrt{116 + \sqrt{7}} \approx 0.786438$ for $K = 1$, and $s_{\text{max}} \approx 5.03430$ for $K = 10$, as predicted from Eq. (41). In fact, every triad grows at a similar rate, and the formula (41) serves as a good general approximation.

4.2 Nonlinear development and saturation

The parametric instability removes energy from the primary wave and redistributes it among the two secondary modes. In the absence of energy input via the VSI, and loss via viscosity, the total energy will be conserved, and the system will relax to a quasi-steady state (e.g. Craik 1986). But it is possible to account for the input and loss, and thus to describe the VSI saturation behaviour in an ad hoc way, which is our goal in this subsection.

4.2.1 A simple ‘parasitic’ theory

One approach is to assume that at saturation, the energy input into the primary wave by the VSI must be balanced by its removal by the parametric instability. This can be modelled crudely by equating the VSI and parametric growth rates. The local maximum VSI growth rate is $\approx |q|\Omega$, where $q = R_0(\partial \Omega / \partial Z)_{0} \sim H/R \ll 1$, and occurs for $K \sim 1/\epsilon > 1$. The parametric growth rate, on the other hand, is $\approx \frac{1}{2}K\epsilon \Omega$, when $K$ is large. If these rates are of the same order, we can solve for the amplitude of the underlying VSI wave: $\epsilon \sim q^2$. Furthermore, taking the VSI’s $k \sim 1/H$, then its radial Mach number is $\sim q^2 \sim (H/R)^2$, while its vertical and azimuthal Mach numbers are $\sim q \sim H/R$ (from inspection of its eigenmode structure, cf. Eq. 12). It follows that the alpha parameter is $\sim q^3 \sim (H/R)^3$, in agreement with a scaling derived in Barker & Latter (2015) using a different argument. Note that the vertical flux of angular momentum, associated with the $y-z$ component of the Reynolds stress, will be a factor $R/H$ larger than the radial flux.

Note that, because inertial waves are relatively insensitive to the disk thermodynamics, the cooling physics of the gas does not enter directly in these saturation estimates. The cooling time can appear implicitly, however, via the VSI growth rate. In the above calculations, this was taken to be simply $|q|\Omega$, but if its dependence on cooling was included then that dependence would be passed on, in some fashion, to the estimated saturation amplitude.

Recently, a parameter survey conducted by Manger et al. (2020) showed that the saturated amplitudes of the total rms velocities do obey $w_{\text{rms}} \sim c_s(H/R)$. On the other hand, the Reynolds stress scales as $\sim c_s^2(H/R)^{2.6 \pm 0.3}$, which is marginally consistent with our estimate. In fact our steeper scaling leads to a better magnitude match with the numerical data, as the multiplicative constant remains of order one in most cases. However, as will be discussed in more detail in Section 6.1, the resolution of these simulations is very coarse and it is unlikely that the parametric instability is working in these simulations. The reasonable agreement we find is then probably fortuitous.

4.2.2 Weakly nonlinear theory

One can do a little better if it is assumed that the amplitudes of the coupled waves remain small. It is then possible to derive a dynamical system describing the evolution of the wave amplitudes of the three modes. While the viscous and nonlinear terms arise naturally from our local modes, we must put in by hand the energy input from the VSI. 1 The system is

$$\frac{dA}{d\tau} = -\mu A + i\beta U^*,$$  \(\text{(42)}\)

$$\frac{dB}{d\tau} = -\mu B - i\alpha A,$$  \(\text{(43)}\)

1 In a suitable vertically stratified model (e.g. Nelson et al. 2013) it should be possible to derive the nonlinear system (42)-(43) completely rigorously. This forms the basis of future work.
where we denote the underlying VSI wave’s complex amplitude to be $U$, $\mu_x$ and $\mu_y$ represent viscous damping, $\sigma$ is the VSI growth rate, and $c$ is a real constant that can be rewritten in terms of $a$ and $b$ using conservation of energy. The behaviour of this system is well understood (e.g. Vyshkin and Rabinovic 1976, Wersinger et al. 1980), and permits various bounded oscillatory states, including those where the primary VSI dominates, but its growth is halted via energy redistribution to the damped secondary modes. These states are organized around a fixed point in the phase space, which consequently sets the amplitude of the saturation. This fixed point and the expected saturation amplitudes can be calculated, and they are in rough agreement with the argument based on equating growth rates above (see Appendix A in Teed & Latter 2021).

### 4.2.3 Wave turbulence and zonal flows

Finally, it should be clear from Table 1 that multiple triads could be working concurrently, each producing a distinct cascade of mode couplings. Thus, the simple picture described by Eqs (42)-(43) is only one component in a potentially complicated dynamics and, as a consequence, the saturation estimates posited above might have to come under significant revision. It is worth remarking that via resonant interaction of this type, the primary mode can directly send energy to lengths many orders of magnitude smaller than itself, vaulting all the intervening scales.

An alternative statistical description of the ensuing chaotic flow is provided by the Kuznetsov-Zhakarov weak/wave turbulence theory (e.g. Galtier et al. 2003; Nazarenko & Schekochihin 2011), which may have some application in the VSI context. A further interesting phenomenon is the generation of large-scale coherent structure via nonlinear mode couplings, namely zonal flows and associated vortices (e.g. Smith & Waleffe 1999; Kerswell 1999; Le Reun et al. 2020). We leave to future work an application of these ideas to VSI turbulence.

### 5 NUMERICAL SIMULATIONS

We conduct numerical simulations to confirm and extend the theory of three-wave resonant interactions developed in the preceding section.

#### 5.1 Method and Simulation Setup

Numerical simulations are performed via the spectral code SNOOPY\(^2\) in the incompressible, axisymmetric shearing sheet, solving Equations (1)-(2). Working in Cartesian coordinates ($x, z$), the simulation domain spans $[-L/2, L/2]$ in both dimensions, where $L$ is the box size. We adopt periodic boundary conditions. The resolution is set at $64 \times 64$ for $x \times z$, which is fine enough to resolve the parametric instability in the present work. The rotational profile is Keplerian, and no vertical shear is implemented. Code units are taken so that $\Omega = 1$ and $L = 1$. The strength of viscous diffusion is parametrized by the Reynolds number $Re=L^2\Omega/\nu$, and is set to $Re=10^6$.

Since the simulations are performed in a local shearing box model, whereas the VSI body modes only arise in a vertically global model, we set up an initial value problem with a proxy for the background VSI wave (Equation (15)). The wavenumbers of the background VSI wave are set to be $k_{VSI,x} = 2\pi, k_{VSI,x} = 2\pi$, such that the simulation box contains exactly one wavelength in each direction. Though in global simulations $k_{VSI,x}/k_{VSI,z}$ is large, we find little difference in our results when varying this ratio. Informed by our discussions in Sections 3 and 4.2, we adopt a primary wave amplitude of $\epsilon = 5 \times 10^{-3}$. In addition, to initiate the parametric instability, random noise is superposed on the background VSI wave, with an amplitude of $1\%$ of the background wave amplitude $\epsilon$. Lastly, we run the simulation up to $400P$, where $P = 2\pi/\Omega$ is the orbital period.

#### 5.2 Simulation Results

##### 5.2.1 Radial propagation of pure VSI wave

We first examine the behaviour of the background inertial wave (15). This is done with white noise omitted. The wave propagates through the box for $400P$ and retains its coherence throughout. The radial phase velocity of the background inertial wave is $v_{phase,x} = \omega/k_{VSI,x} = \sqrt{3}/(2\pi)$. We calculate the phase velocity numerically from the simulation, compare with the theory, and find that by $400P$ the error is $\sim 0.5\%$, which is acceptably small, and should not pollute the main results below.

##### 5.2.2 Linear growth of parametric instability

We then introduce white noise on top of the background VSI wave. Figure 1 shows snapshots of azimuthal velocity $v_{\phi}$ at $t = 0, 100, 120, 150, 200$, and $250P$. At $t = 0P$, we can observe the primary inertial wave, and the amplitude of the white noise is too small to observe. At $t = 100P$ and $200P$, the parametric instability begins to develop, though the structure of the primary wave still dominates. In the following snapshots, the structure of the parametric instability become more readily discernible. By eye, one of the secondary wave modes likely has a radial wavenumber of 6 and a vertical wavenumber of 2, seen clearest at $t = 250P$.

To quantitatively discern which secondary modes are amplified in the simulation, in Figure 2 we decompose the azimuthal velocity $v_{\phi}$ into Fourier components, and examine Fourier amplitudes as a function of time. Note that Fourier amplitudes are unnormalized, and thus only meaningful in relative terms. The top panel presents the real amplitudes of three dominant modes. These modes are represented by wavevectors, normalised by $k_{VSI,x}$, such that the simulation box contains exactly one wavelength in each direction. $P$ denotes the primary wave with $k_{VSI,x}, k_{VSI,z} = (1, 1)$, the blue curve represents the mode with $k_{VSI,x}, k_{VSI,z} = (6, 2)$ and red with $k_{VSI,x}, k_{VSI,z} = (7, 3)$. We see that all three modes oscillate on a fast timescale corresponding to their inertial wave period $\gtrsim P$, while varying slowly on a longer timescale $\sim 150P \sim P/\epsilon$, as predicted in Section 4.1. The two secondary modes grow exponentially on this longer timescale, which is the timescale for the linear parametric instability.

---

\(^2\) https://ipag.osug.fr/~lesurg/snoopy.html
By $t = 150P$, the secondary modes have reached the same order of magnitude of the primary wave amplitude.

To verify whether these amplified secondary wave modes are the ones expected from the theory, we turn to Table 1, which lists various resonant triads that might operate in the case simulated, i.e. $(k_{VSI,x}, k_{VSI,z}) = (1, 1)$. We find the pair $(6.03214, 2), (7.03214, 3)$, which correspond to the growing modes observed. The reason why other triads are not seen is because of the periodic boundary conditions adopted. If the resonant modes possess wavenumbers that are insufficiently close to integer multiples of $k_{VSI,z} = 2\pi/L$, then they cannot fit into the box. The next nearest resonant modes that could grow are the pair $(14.0146, 5), (15.0146, 6)$. Their growth rate is marginally greater than the longer pair, but their short lengthscale means they are easily diffused away. Thus, we conclude that the theory and simulation are in overall good agreement in terms of the resonance condition.

The bottom panel of Figure 2 is identical to the top panel, but adopting a logarithmic scale in y-axis. We fit the growth rate of the secondary wave (mode A) with a black dashed line, which indicates a clear exponential growth. The numerical growth rate can then be calculated, yielding $s = 1.795$. This must be compared with the theoretical growth rate $s = 2 \times 0.7808 = 1.562$; the factor of 2 comes about because each mode in the resonance partakes in a ‘double resonance’ (see discussion in Le Reun et al. 2020). The numerical value is some 10% larger than the theoretical, a discrepancy that motivates us to check if we are in the regime of sufficiently small $\epsilon$; if $\epsilon$ is large, then other wave modes may potentially couple together and enhance the growth rate (see, e.g., Mied 1976; Drazin 1977). Indeed, in the simulation we find that $(3, 3), (5, 1), (5, 3), (6, 4)$ and $(7, 1)$ modes grow at exactly the same rate as the dominant $(6, 2)$ and $(7, 3)$ modes. Among them, we plot $(5, 3)$ in the bottom panel of Figure 2. Thus, the theory of Section 4.1 is not fully valid here. Unfortunately, if we reduce $\epsilon$ to smaller values, numerical and physical viscosity intervene, and we witness no parametric growth at all, making a more exact comparison between theory and simulation impossible. Nonetheless, overall the agreement is sufficient to demonstrate our main idea.

### 5.2.3 Nonlinear development of parametric instability

It is clearly seen that the non-linear effects start from $\sim 150P$ in the bottom panel of Figure 2. From this point, the amplitude of the primary wave declines over time, as it conveys its energy to the secondary waves. Subsequently, the energy of the system as a whole decreases slowly due to viscosity. The secondary modes are responsible for the majority of these losses, as they possess shorter length-scales. In a realistic PPD, however, there is an energy source from the vertical shear to sustain the VSI body modes, unlike our simulations whose energy is entirely contained in the initial conditions.
Figure 2. Azimuthal velocity $v_y$ as a function of time for different wave modes. Top panel: the black curve denotes primary VSI wave with $(k_{\text{VSI},x}, k_{\text{VSI},z}) = (1, 1)$. The blue and red curves denote secondary inertial waves with $(k_{A_x}, k_{A_z}) = (6, 2)$ and $(k_{B_x}, k_{B_z}) = (7, 3)$. Bottom panel: the light blue curve denotes another mode $(k_x, k_z) = (5, 3)$ that participates in the resonance. The black dashed line denotes a fitting of the linear growth rate of secondary mode A (blue curve).

We expect potentially a steady balance between the VSI injection and viscous losses in real disks (see Section 4.2.2).

6 DISCUSSION

6.1 Global simulations and resolution requirements

In this subsection, we apply the theory of parametric instability (Section 4) to current VSI global simulations, focusing on the resolution needed to resolve the parametric instability. Our calculations (Table 1) suggest that the lowest-order resonant modes possess a radial wavelength about $1/3$ that of the VSI body mode. Whether a global simulation has the capacity to resolve the secondary wave modes depends on 1) the natural radial wavelength of the VSI body mode $\lambda_r$, and 2) how many grid points there are per $\lambda_r$. For the discussion below, we assume that about 10 grid points are necessary to adequately resolve one wavelength.

As regards the first point, there is still no secure theory on which VSI body modes wavelengths are selected in global simulations. Assuming the dominant body modes are the fastest growing ones, linear theory suggests $\lambda_r \sim qH \sim (H/R)H$ (Latter & Papaloizou 2018). If this is true, it would require a punishing resolution, $\sim 100$ grid cells per $H$ in radius, for global simulations to just resolve the primary VSI wave. To further resolve the longest wave modes of the parametric instability, it requires at least $\sim 300$ grid cells per $H$ in radius, which no simulation has yet reached. An even more pessimistic viewpoint might assume that the parametric instability destroys body modes, which would mean simulations will always settle on an (artificially stable) body mode with radial wavelength near the grid length. The ensuing saturated state would then be qualitatively incorrect.

Thankfully, there is evidence that the scaling $\lambda_r \sim (H/R)H$ assumed above may be too strict. In an interesting observation, Stoll & Kley (2014) show that the radial wavelength increases with radius more steeply than this scaling (see their Figure 8). Thus, as the body modes propagate radially away (outwards) from where they are launched, they lengthen considerably and become better resolved. Furthermore, recent very high resolution simulations by Flores-Rivera et al. (2020) reveal dominant body modes with a radial wavelength resolved by $\sim 80$ grid points, which suggests both they and their parametric instability are resolved. In particular, radiative diffusion and non-ideal MHD effects seems to increase the dominant radial wavelength (Flores-Rivera et al. 2020; Cui & Bai 2020). In summary, high resolutions appear to be necessary but $\sim 300$ cells per $H$ might be an overestimate.

Future work should concentrate on determining the natural wavelength of the preferred VSI body modes, and to determine if it is possible to obtain convergence with numerical resolution, and whether the longest parametric instability can be described. Even then it is likely that only limited number of resonant triads will appear: as shown in Table 1, there is a large number of modes participating in resonant interactions. Their omission in the small-scale dynamics may impact especially on how faithfully dust settling, collisions, and concentration are reproduced.
6.2 Feedback of the VSI on the vertical shear

In Section 4.2, we obtained estimates for the VSI’s saturated flow speeds in the case of a fixed vertical shear, i.e. constant \( q = R_0 (\partial \ln \Omega / \partial Z) \). Specifically, \( u_r \sim q^2 c_s \) and \( u_\phi \), \( u_z \sim q c_s \), where \( c_s \) is the sound speed. However, we expect the VSI will attempt to erase the destabilising conditions from which it arose, and thus act back upon \( q \) so that it is reduced as close to zero as possible. This may be effected by altering the vertical thermal structure of the disk, through viscous heating and the vertical transport of heat, or by the vertical redistribution of angular momentum. Both routes will be resisted by the thermal driving of the disk from the protostellar radiation field, and the consequent poloidal circulations that establish thermal wind balance. In this section, we assess how successful the VSI is in acting back on the disk’s unstable equilibrium, and conclude that it is unlikely to do so significantly.

6.2.1 Thermal structure

Generally, internal hydrodynamic activity struggles to reshape the vertical thermodynamic structure of a protoplanetary disk. Turbulent heating beyond a critical radius \( \approx 2 \) AU is a subdominant effect in the main hydrodynamic balances, which are instead controlled by irradiation from the central star (e.g. D’Alessio et al. 1998). Meanwhile, the vertical turbulent transport of heat by convection, a popular idea in earlier accretion disk research, is relatively limited (Cassen 1993; Rafikov 2007) and we expect thermal VSI transport to be weaker than convection.

Perhaps more fundamentally, in order for the VSI to reshape the disk’s vertical structure, the thermal relaxation/cooling time of the gas \( \tau_{\text{relax}} \) must be sufficiently long, certainly no shorter than the characteristic VSI timescale \( (q \Omega)^{-1} \). But if \( \tau_{\text{relax}} \) were as long as that, the VSI would fail to grow in the first place: to circumvent the stabilising influence of stratification, the VSI requires \( \tau_{\text{relax}} \ll q (\Omega / N^2) \sim q \Omega^{-1} \) (see linear estimates in: Lin & Youdin 2015; Latter & Papaloizou 2018). All in all, it is relatively clear that the VSI will be unable to feedback on to the thermal state which instigated the vertical shear.

6.2.2 Angular momentum redistribution

The VSI may quite naturally form by restructuring the vertical shear itself. The \( z \phi \) component of the specific Reynolds stress is \( \sim c_s^2 q^2 \). In the absence of baroclinic forcing, it will smear out the deviation from cylindrical rotation \( R_0 \Delta \Omega \approx R_0 (H/R) q (H/R) \) on the VSI’s characteristic timescale \( \tau_{\text{VSI}} \sim (q \Omega)^{-1} \), as can be verified by balancing terms in the \( \phi \) component of the momentum equation, and recognising \( q \sim H/R \).

Countering this process is a poloidal circulation driven by the disk’s baroclinicity, which will transport angular momentum vertically so as to restore the shear. If \( \varpi \) is the toroidal component of this flow’s vorticity, and \( \tau_{\text{bc}} \) is the characteristic timescale of the momentum redistribution, then we have

\[
\frac{\varpi}{\tau_{\text{bc}}} \sim -\frac{(\nabla \rho \times \nabla P)_\phi}{\rho^2} \sim \frac{c_s^2}{RH}
\]

from the \( \phi \) component of the vorticity equation. Furthermore, setting \( \varpi \sim 1/\tau_{\text{bc}} \), we have \( \tau_{\text{bc}} \sim q^{-1/2} \Omega^{-1} \), which we take to be the natural timescale that the vertical shear is established.

The VSI timescale is longer than the baroclinic timescale by a factor \( q^{1/2} \sim (R/H)^{1/2} \sim 3-4 \). We hence expect that, at best, the VSI erodes the vertical shear by some small but non-negligible factor. To a first approximation, it may be acceptable to take \( q \) as a fixed quantity that remains mostly unchanged by the VSI. Our estimates for saturation amplitudes should then hold, though the above argument is certainly rough and needs to be tested in numerical simulations.

7 CONCLUSION

In this paper, we study the saturation process of the VSI mediated by a parametric instability. The dominant VSI modes in a global disk model are body modes, which are essentially radially travelling inertial waves. These waves come into triadic resonances with pairs of smaller scale inertial waves, and the ensuing parametric instability transfers energy from the VSI body modes into the secondary waves, where it could initiate an inertial-wave turbulent cascade. Subsequently, a steady state can form, with energy input from the VSI body modes balanced by the energy losses on the viscous scales.

We start with establishing a linear theory for the parametric instability. We employ an idealised local incompressible model, which cleanly isolates the three-wave coupling and produces analytic formulae for the parametric growth rate. Next, we conduct numerical simulations with the SNOOPY code to verify the theory and find a good agreement between the two. Our results predict a far more coherent flow pattern than what current global simulations suggest, which can have meaningful implications for dust dynamics. Furthermore, we indicate that the resolutions in current global simulations might be insufficient to properly resolve the parametric instability, which may require \( \sim 300 \) grid cells per H in radius.

Future work might take several directions. First, the analytic calculations in the present paper could be extended to a vertically stratified box, which would include energy input into the body modes self-consistently. Currently there is no theory for inertial waves in disks that achieve non-linear amplitudes, but this is the form that the VSI takes in global simulations. It is hence a priority to develop such a theory. In addition, high resolution global simulations need to be analysed specifically to recover evidence of parametric instability, and the resonant waves predicted by the theory. And, if numerically feasible, higher resolution runs are needed to make sure that when more resonant triads appear in the simulations, the saturation properties do not qualitatively change. Finally, we must determine the properties of the small-scale inertial wave turbulence generated by the parametric instability, possibly via local models. Initially this turbulence will be axisymmetric, but there is the likelihood that nonlinear wave interactions form larger coherent structures, such as zonal flows and vortices, as witnessed in other similar contexts (Barker & Lithwick 2013; Teed & Latter 2021), and which certainly appear in global VSI simulations (e.g. Richard et al. 2016).
ACKNOWLEDGEMENTS

We thank the anonymous referee for a very prompt report, and Adrian Barker for a set of useful comments. We thank Lorenzo Perrone for helpful discussions on the SNOOPY code. CC and HNL acknowledge funding from STFC grant ST/T00049X/1.

DATA AVAILABILITY

The data underlying this article will be shared on reasonable request to the corresponding author.

REFERENCES

Bai X.-N., 2017, ApJ, 845, 75
Bai X.-N., Stone J. M., 2013, ApJ, 769, 76
Balbus S. A., Hawley J. F., 1991, ApJ, 376, 214
Barker A. J., Latter H. N., 2015, MNRAS, 450, 21
Barker A. J., Lithwick Y., 2013, MNRAS, 435, 3614
Bordes G., Moisy F., Dauxois T., Cortet P.-P., 2012, Physics of Fluids, 24, 014105
Cassen P., 1993, in Lunar and Planetary Science Conference. Lunar and Planetary Science Conference. p. 261
Chandrasekhar S., 1961, Hydrodynamic and hydromagnetic stability
Craik A. D. D., 1986, Wave Interactions and Fluid Flows. Cambridge Monographs on Mechanics, Cambridge University Press, doi:10.1017/CBO9780511569548
Cui C., Bai X.-N., 2020, ApJ, 896, 155
Cui C., Bai X.-N., 2021, MNRAS, 507, 1106
Cui C., Lin M.-K., 2021, MNRAS, 505, 2983
D’Alessio P., Cantó J., Calvet N., Lizano S., 1998, ApJ, 500, 411
Drazin P. G., 1977, Proceedings of the Royal Society of London Series A, 356, 411
Flaherty K. M., et al., 2017, ApJ, 843, 150
Flaherty K. M., Hughes A. M., Teague R., Simon J. B., Andrews S. M., Wilner D. J., 2018, ApJ, 856, 117
Flaherty K., et al., 2020, ApJ, 895, 109
Flock M., Nelson R. P., Turner N. J., Bertrand G. H. M., Carrasco-González C., Henning T., Lyra W., Teague R., 2017, ApJ, 850, 131
Flock M., Turner N. J., Nelson R. P., Lyra W., Manger N., Klahr H., 2020, ApJ, 897, 155
Flores-Rivera L., Flock M., Nakatani R., 2020, A&A, 644, A50
Fricke K., 1968, Z. Astrophys., 68, 317
Fromang S., Lesur G., 2019, in EAS Publications Series. pp 391–413, doi:10.1051/eas/1982035
Galicher S., Nazareenko S. V., Pouquet A., 2003, in Velli M., Bruno R., Malaara F., eds, American Institute of Physics Conference Series Vol. 679, Solar Wind Ten. pp 518–521, doi:10.1063/1.1618648
Gammie C. F., Goodman J., Ogilvie G. I., 2000, MNRAS, 318, 1005
Goldreich P., Schubert G., 1967, ApJ, 150, 571
Gressel O., Turner N. J., Nelson R. P., McNally C. P., 2015, ApJ, 801, 84
Gressel O., Ramsey J. P., Brinch C., Nelson R. P., Turner N. J., Bruderer S., 2020, ApJ, 896, 126
Kerswell R. R., 1999, Journal of Fluid Mechanics, 382, 283–306
Korycansky D. G., Pringle J. E., 1995, MNRAS, 272, 618
Latter H. N., 2016, MNRAS, 455, 2608
Latter H. N., Papaloizou J., 2017, MNRAS, 472, 1432
Latter H. N., Papaloizou J., 2018, MNRAS, 474, 3110
Le Reun T., Gallet B., Favier B., Le Bars M., 2020, Journal of Fluid Mechanics, 900, R2
Lehmann M., Lin M.-K., 2021, arXiv e-prints, p. arXiv:2112.06153
Lesur G., 2020, arXiv e-prints, p. arXiv:2007.15967
Lin M.-K., 2019, MNRAS, 485, 5221
Lin M.-K., Youdin A. N., 2015, ApJ, 811, 17
Lubow S. H., Pringle J. E., 1993, ApJ, 409, 360
Lyra W., Umurhan O. M., 2019, PASP, 131, 072001
Malygin M. G., Klahr H., Semenov D., Henning T., Dullemond C. P., 2017, A&A, 605, A30
Manger N., Klahr H., Kley W., Flock M., 2020, arXiv e-prints, p. arXiv:2008.09006
Mied R. P., 1976, Journal of Fluid Mechanics, 78, 763
Nazareenko S. V., Schekochihin A. A., 2011, Journal of Fluid Mechanics, 677, 134
Nelson R. P., Gressel O., Umurhan O. M., 2013, MNRAS, 435, 2610
Pfeil T., Klahr H., 2019, ApJ, 871, 150
Richard S., Nelson R. P., Umurhan O. M., 2016, MNRAS, 456, 3571
Schäfer U., Johansen A., Banerjee R., 2020, A&A, 635, A190
Smith L. M., Waleffe F., 1999, Physics of Fluids, 11, 1608
Stoll M. H. R., Kley W., 2014, A&A, 572, A77
Teague R., et al., 2016, A&A, 592, A49
Teed R. J., Latter H. N., 2021, MNRAS, 507, 5523
Turner N. J., Fromang S., Gammie C., Klahr H., Lesur G., Wardle M., Bai X. N., 2014, in Beuther H., Klessen R. S., Dullemond C. P., Henning T., eds, Protostars and Planets VI. p. 411 (arXiv:1401.7306), doi:10.2458/azu.Powas78016531240-ch018
Urpin V., Brandenburg A. H., 1998, MNRAS, 294, 399
Wiersinger J., Finn J. M., Ott E., 1980, The Physics of Fluids, 23, 1142

This paper has been typeset from a TEX/\LaTeX file prepared by the author.

Le Reun T., Gallet B., Favier B., Le Bars M., 2020, Journal of Fluid Mechanics, 900, R2
Lehmann M., Lin M.-K., 2021, arXiv e-prints, p. arXiv:2112.06153
Lesur G., 2020, arXiv e-prints, p. arXiv:2007.15967
Lin M.-K., 2019, MNRAS, 485, 5221
Lin M.-K., Youdin A. N., 2015, ApJ, 811, 17
Lubow S. H., Pringle J. E., 1993, ApJ, 409, 360
Lyra W., Umurhan O. M., 2019, PASP, 131, 072001
Malygin M. G., Klahr H., Semenov D., Henning T., Dullemond C. P., 2017, A&A, 605, A30
Manger N., Klahr H., Kley W., Flock M., 2020, arXiv e-prints, p. arXiv:2008.09006
Mied R. P., 1976, Journal of Fluid Mechanics, 78, 763
Nazareenko S. V., Schekochihin A. A., 2011, Journal of Fluid Mechanics, 677, 134
Nelson R. P., Gressel O., Umurhan O. M., 2013, MNRAS, 435, 2610
Pfeil T., Klahr H., 2019, ApJ, 871, 150
Richard S., Nelson R. P., Umurhan O. M., 2016, MNRAS, 456, 3571
Schäfer U., Johansen A., Banerjee R., 2020, A&A, 635, A190
Smith L. M., Waleffe F., 1999, Physics of Fluids, 11, 1608
Stoll M. H. R., Kley W., 2014, A&A, 572, A77
Teague R., et al., 2016, A&A, 592, A49
Teed R. J., Latter H. N., 2021, MNRAS, 507, 5523
Turner N. J., Fromang S., Gammie C., Klahr H., Lesur G., Wardle M., Bai X. N., 2014, in Beuther H., Klessen R. S., Dullemond C. P., Henning T., eds, Protostars and Planets VI. p. 411 (arXiv:1401.7306), doi:10.2458/azu.Powas78016531240-ch018
Urpin V., Brandenburg A. H., 1998, MNRAS, 294, 399
Wiersinger J., Finn J. M., Ott E., 1980, The Physics of Fluids, 23, 1142

This paper has been typeset from a\TeX/\LaTeX file prepared by the author.