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Abstract

We consider the inverse problem of finding unknown elastic parameters from internal measurements of displacement fields for tissues. In the sequel to [4], we use pseudodifferential methods for the problem of recovering the shear modulus for Stokes systems from internal data. We prove stability estimates in $d = 2, 3$ with reduced regularity on the estimates and show that the presence of a finite dimensional kernel can be removed. This implies the convergence of the Landweber numerical iteration scheme. We also show that these hypotheses are natural for experimental use in constructing shear modulus distributions.
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1 Introduction

This article uses pseudodifferential methods to sharpen recent stability estimates for an inverse problem of Magnetic Resonance Elastography (MRE), with short proofs. The new proofs allow to analyse practical numerical reconstruction methods.

In Magnetic Resonance Elastography, internal measurements of time-harmonic displacement fields offer the possibility of a highly resolved reconstruction of shear modulus distributions. It is motivated by the detection of cancerous anomalies in their early stages [1]. See [5, 6, 9, 10, 12, 13, 14] for relevant related works.
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The reduced regularity assumptions of the stability estimates in this article prove relevant for numerical reconstruction schemes. We show how they directly relate to classical results for overdetermined elliptic boundary problems and their analysis using pseudodifferential operators. The analysis is based on a Stokes system as in [4].

Let \( \Omega \) denote a simply-connected bounded domain in \( \mathbb{R}^d \) where \( d = 2, 3 \) with \( C^\infty \)-boundary \( \partial \Omega \). We consider the following boundary value problem for the elasticity equations

\[
\begin{align*}
\nabla (\lambda(x) \nabla \cdot u_\lambda) + \omega^2 u_\lambda(x) + 2 \nabla \cdot \mu(x) \nabla^* u_\lambda(x) &= 0 \quad \text{in } \Omega, \\
u_\lambda(x) &= F(x) \quad \text{on } \partial \Omega,
\end{align*}
\]

where

\[
2 \nabla^* u_\lambda = \nabla u_\lambda + (\nabla u_\lambda)^t
\]

and \( \nabla u_\lambda \) is the matrix \( (\partial_j u_{\lambda,i})_{i,j=1}^d \), with \( u_{\lambda,i} \) the \( i \)-th component of \( u_\lambda \). The Lamé coefficients (respectively, the shear and the compressional modulus) \( \lambda, \mu \in C^1(\bar{\Omega}) \) satisfy

\[
\lambda \geq \lambda_{\min} = \min\{\lambda(x) : x \in \bar{\Omega}\} > 0, \quad (1.2)
\]

\[
\mu \geq \mu_{\min} = \min\{\mu(x) : x \in \bar{\Omega}\} > 0. \quad (1.3)
\]

If \( F \in H^{1/2}(\partial \Omega) \) and \( (1.2) \) and \( (1.3) \) are satisfied, there exists a unique solution \( u_\lambda \in H^1(\Omega)^d \) to \( (1.1) \) even for \( \lambda, \mu \in L^\infty(\Omega) \). In particular, \( \nabla^* u_\lambda \in L^2(\Omega)^d \). Higher regularity \( \nabla^* u_\lambda \in H^4(\Omega)^d \) holds under the additional assumption that \( \lambda, \mu \in C^4(\bar{\Omega}), F \in H^{9/2}(\partial \Omega)^d \).

In [4] it was shown that for \( 2 \mu_{\max} < 3 \lambda_{\min} \) the solution \( u_\lambda(x) \) is approximated in \( H^1(\Omega)^d \) norm up to \( O(\lambda^{-1/2}) \) by the solution to the Stokes problem

\[
\begin{align*}
\omega^2 u(x) + 2 \nabla \cdot \mu(x) \nabla^* u(x) + \nabla p(x) &= 0 \quad \text{in } \Omega, \\
\nabla \cdot u(x) &= 0 \quad \text{in } \Omega, \\
u(x) &= F(x) \quad \text{on } \partial \Omega, \\
\int_\Omega p(x) \, dx &= 0.
\end{align*}
\]

If we examine the solutions in 2 and 3 dimensions, we find we can reconstruct a displacement of the shear modulus \( \mu \) in a stable way from the difference of the solutions. Hybrid modalities involve exciting the system with more than one wave or modality. In 3d it was already shown in [4] using elliptic regularity theory that hybrid modalities are necessary for reconstruction of the shear modulus. This necessity is in contrast to dimension 2. The goal of this article is to show how pseudodifferential operators and the theory of elliptic boundary
problems leads to simple proofs of stronger stability estimates for the inverse problem. The estimates reduce the necessary order of regularity and allow the analysis of practical numerical reconstruction methods.

In Section 2 we introduce basic notions of elliptic boundary problems and the Shapiro-Lopatinskii ellipticity condition. A basic Fredholm theorem is recalled in Theorem 1. In sections 3 and 4 we apply Theorem 1 to conclude basic stability estimates (Theorems 3 and 2) in the presence of a finite dimensional kernel. Refined stability estimates in $L^2$, based on stronger assumptions, are the content of Section 5. We also show that locally it is possible to remove the presence of the finite dimensional kernel under certain hypotheses on the system, Corollaries 3 and 4. These results imply convergence of the numerical Landweber iteration scheme, which is discussed in Section 8. We also show that the assumptions which are made on the symbols are natural for numerical experiments in Section 7.

**Notation:** In this paper we use the Einstein summation convention. For two matrices $A$ and $B$, the inner product is denoted by

$$A : B = a_{ij}b_{ji},$$

and we write $|A|^2 = A : A$. For vector–valued functions

$$f(x) = (f_1(x), f_2(x), \ldots, f_d(x)) : \Omega \rightarrow \mathbb{R}^d,$$

the Hilbert space $H^m_{m}(\Omega)^d$, $m \in \mathbb{N}$ is defined as the completion of the space $C^\infty(\Omega)^d$ with respect to the norm

$$\|f\|^2_m = \|f\|^2_{m,\Omega} = \sum_{|i|=1}^m \int_{\Omega} \left( |\nabla^i f(x)|^2 + |f(x)|^2 \right) \, dx,$$

where we write $\nabla^i = \partial^{i_1} \ldots \partial^{i_d}$ for $i = (i_1, \ldots, i_d)$ for the higher-order derivative.

The outward unit normal to the boundary $\partial \Omega$ is denoted by $n$. If $\mu \in C^1(\Omega)$, we define the conormal derivative

$$2 \frac{\partial f}{\partial \nu} = \mu(x) \left( \nabla f + (\nabla f)^\dagger \right) n.$$

We say that a linear operator $T : C^\infty_c(\mathbb{R}^d) \rightarrow C^\infty(\mathbb{R}^d)$ is of order $\leq \alpha$ if

$$\|Tu\|_m \leq C \|u\|_{m+\alpha}, \quad u \in C^\infty(\mathbb{R}^d),$$

for every $m \in \mathbb{R}$. We say $\text{ord}(T) = \alpha$ if $T$ is of order $\leq \alpha$, but not of order $\leq \alpha'$ for $\alpha' < \alpha$. 

3
2 Reduction of the Regularity for Stability Estimates

This section recalls some aspects of the elliptic theory for boundary problems in low–order Sobolev spaces. These will be applied to obtain regularity estimates for the inverse problem which are suitable for numerical calculations.

We outline a direct approach to Fredholm estimates for a class of boundary problems relevant to the reconstruction problem. Our presentation will follow the treatment in Eskin [7], Ch. 52, to account for the low–order Sobolev spaces.

After straightening out the boundary, it is sufficient to consider the boundary problem in the half-space
\[ \mathbb{R}^n_+ = \{ (x', x_n) : x_n > 0, x' \in \mathbb{R}^{n-1} \}. \]

We consider \( A(x, D) \) as an \( r \times r \) system of differential operators of order \( m \), with principal part \( A_0(x, D) \). We say than an operator \( A(x, D) \) is elliptic if the determinant of the principal symbol \( \det A_0(x, \xi) \) defines the symbol of a scalar elliptic operator of order \( mr \). In other words, we have \( \det A_0(x, \xi) \neq 0 \) for all \( \xi \neq 0 \). We consider the initial boundary value problem
\[ A(x, D)u = f \quad \text{in} \quad \Omega \]
\[ B_j(x', D)u|_{\partial \Omega} = g_j \quad 1 \leq j \leq m_+ = m/2 \]

We let \( B(x', D) \) be the \( m_+ \times r \) matrix with rows \( B_j \). The system of boundary conditions can then be written in the following form
\[ B(x', D)u|_{\partial \Omega} = g, \]
with \( g = (g_1, \ldots, g_{m_+}) \). We can associate a family \( A_0(x', \xi', 0, D_n) \) and \( B_0(x', \xi', 0, D_n) \) which are differential operators on \( \mathbb{R}^1_+ \) depending on \( (x', \xi') \) in \( T_0^1(\partial \Omega) \).

The Shapiro–Lopatinskii condition can be stated as the unique solvability of the differential equation in \( L^2(\mathbb{R}^n_+) \). In order to verify this condition, we translate it into a non-vanishing condition on a determinant associated to the symbols of the differential operators.

If \( A_0(x, 0, +1) = 1 \), we obtain a factorization \( A_0(x, \xi', \xi_n) = A_+(x, \xi', \xi_n)A_-(x, \xi', \xi_n) \), with
\[ A_{\pm}(x, \xi', \xi_n) = \prod_{j=1}^{m_+} (\xi_n - \sigma_j^\pm (x, \xi')). \]

For any \( N \geq s \) an integer, we construct operators with symbols \( R_p^+(x, \xi', \xi_n) \) and \( \deg R_p^+ = -m_+ - p \) for \( |\xi'| > 1 \) and operators with symbols \( A_p^-(x, \xi', \xi_n) \) with \( \deg A_p^- = m_+ - p \) with \( |\xi'| > 1 \) and \( 0 \leq p \leq N \) such that
\[ A(x, D', D_n) \left( \sum_{p=0}^{N} R_p^+(x, D', D_n) \right) = \sum_{p=0}^{N} A_p^-(x, D'D_n) + T_{m_+ - N - 1}. \]
The operators $T_{m_p + -N - 1}$ are of lower order:

$$||T_{m_p + -N - 1}u||_{0,s} \leq C ||u||_{m_s - 1,s} \forall s.$$  

Because $A$ is a differential operator, the product

$$A(x, D)R_p^+(x, D', D_n)$$

is of the following form

$$\sum_{j=0}^{m} B_{jp}(x, D),$$

where

$$B_{0p}(x, \xi) = A_0(x, \xi)R_p^+(x, \xi', \xi_n),$$

$$B_{jp}(x, \xi) = \sum_{r=0}^{j-1} \sum_{|k|=j-r} \frac{1}{k!} \frac{\partial^k A_r(x, \xi)}{\partial \xi^k} D_x^k R_p^+ + A_j(x, \xi)R_p^+, \quad j \geq 1,$$

$$A(x, \xi) = A_0(x, \xi) + \sum_{j=1}^{m} A_j(x, \xi) \quad \text{ord}A_j = m - j.$$

If we take the product of $A$ and $\sum_{p=0}^{N} R_p^+$ and collect symbols of the same degree of homogeneity in $(\xi', \xi_n)$ with $|\xi'| > 1$ we obtain

$$A_0(x, \xi)R_0^+(x, \xi', \xi_n) = A_0(x, \xi', \xi_n),$$

$$A_0(x, \xi)R_p^+(x, \xi', \xi_n) + T_p(x, \xi', \xi_n) = A_p^+(x, \xi', \xi_n), \quad p \geq 1,$$

with $T_p$ depending on $R_j^+$ for $0 \leq j \leq p - 1$,

$$T_p = \sum_{j+r=p} B_{jr},$$

and $\text{deg}T_p = m_+ - p$ for $|\xi'| > 1$.

We now define the operator $\Pi'$ as

$$\Pi'D(x', 0, \xi', \xi_n) = \frac{1}{2 \pi} \int_{\gamma_+} D d\xi_n,$$

with $\gamma_+$ being a contour which encloses the poles of $D$ in the upper half plane and let

$$b_{jk}(x', \xi') = \Pi'B_{jk}(x', 0, \xi', \xi_n).$$

Here $B_{jk}$ is the symbol of the composition of $B_j$ and $R^+ \frac{\partial^{k-1}}{\partial x_n^{k-1}}$. 
The Shapiro–Lopatinskii condition in its algebraic form then says that
\[ \det[b_{jk0}(x', \xi')|_{j,k=1}^{m+}] \neq 0 \quad \forall (x', \xi'), \xi' \neq 0. \] (2.1)

Here \( b_{jk0}(x', \xi') \) denotes the principal part of \( b_{jk} \).

We let \( A(x, D) \) be elliptic in \( \Omega \) and the Shapiro–Lopatinskii condition (2.1) be satisfied. We let
\[ s > \max_{1 \leq j \leq m+} (m_j + 1/2), \]
with \( m_j = \deg B_j \). Under these conditions, we then have the following theorem:

**Theorem 1.** The boundary value problem defines a Fredholm operator from \( H^s(\Omega) \) to
\[ H_{s-m} \times \prod_{j=1}^{m+} H_{s-m_j-1/2}(\partial\Omega). \]

There exists a constant \( C \) such that
\[ \|u\|_{s,\Omega} \leq C \left( \|f\|_{s-m,\Omega} + \sum_{j=1}^{m} \|g_j\|_{s-m_j-1/2,\partial\Omega} + \|u\|_{s-1,\Omega} \right). \]

A similar theorem can be found in the earlier work [8], but we use the formulation of [7] for the ease of computation of the symbol classes.

### 3 Stability in Dimension 2

We prove the following analogue of Theorem 3 in [4].

**Theorem 2.** Let \( \Omega \subset \mathbb{R}^2 \) a smooth and bounded domain, \((u_1, \mu_1), (u_2, \mu_2)\) be two solutions to equation (1.4) with coefficients \( \mu_1, \mu_2 \in C^4(\bar{\Omega}) \), respectively. Assume that \( \mu_1 = \mu_2 \) on \( \partial\Omega \) and
\[ |\nabla^s u_1(x)| \neq 0, \quad x \in \bar{\Omega}. \] (3.1)

Let \( \epsilon \in (0, 1) \). Then there exists a finite dimensional subspace \( K \subset L^2(\Omega) \) and a constant \( C > 0 \), depending on \( \|\mu_2\|_{C^{s+\epsilon}(\bar{\Omega})} \), such that
\[ \|\mu_1 - \mu_2\|_{1/2 + \epsilon, \Omega} \leq C \|u_1 - u_2\|_{1/2 + \epsilon, \Omega}, \] (3.2)
provided \( \mu_1 - \mu_2 \perp K \).

In [4] under the same hypotheses we proved
\[ \|\mu_1 - \mu_2\|_{4, \Omega} \leq C \|u_1 - u_2\|_{5, \Omega} \]
The difference between this theorem and Theorem 4 in [4] is the norms on the estimates in [5.1] and the shorter proof. The reduction in regularity is more suitable for numerical experiments as discussed in Section 8.
Proof. For the proof, we may assume without loss of generality that $\partial_{x_1} u_1(x) \neq 0$. We apply the operator $(\partial_{x_1}, -\partial_{x_2})$ to (1.4) in order to eliminate the pressure term. For $\mu = \mu_1 - \mu_2$, we derive

$$((\partial_{x_1}, -\partial_{x_2}) \cdot (2\nabla \cdot \mu \nabla^s u_1) = g.$$  

(3.3)

By definition, $g$ satisfies

$$||g||_{l, \Omega} \leq C ||u_1 - u_2||_{l+2, \Omega}$$

for all $l \leq 0$. The principal symbol of the linear operator in (3.3) is given by

$$A_0(x, \xi) = 2|\xi|^2 \partial_{x_1} u_1(x).$$

In order to verify the Shapiro-Lopatinskii condition (2.1), we compute the zeros of the polynomial in terms of $\xi_1$. Provided $\partial_{x_1} u(x) \neq 0$, the root in the upper half plane can be computed as

$$\xi_1 = \pm i\xi_2.$$  

It follows that for $j = 0, 1$

$$b_{j0} = \frac{1}{2\pi i} \int_{\gamma_+} \frac{1}{z - i} dz \neq 0.$$  

We then apply Theorem 1. \hfill \Box

4 Stability in Dimension 3

We prove the following theorem, which is the analogue of Theorem 3 in [4].

**Theorem 3.** Let $(u_1, p_1)$ and $(\tilde{u}_1, \tilde{p}_1)$ be solutions to (1.4) with different boundary conditions. In other words we set $F(x) = F_1(x)$ and $F(x) = \tilde{F}_1(x)$ in (1.4) for the respective solutions but they share $\mu = \mu_1$. We assume that there exists a positive constant $C$ independent of $(x, \xi) \in T^*\Omega$, where $T^*\Omega$ denotes the cotangent space, such that

$$C|\xi|^4 \geq |(\nabla^s u_1(x) \times \xi|^2 + |(\nabla^s \tilde{u}_1(x) \times \xi|^2 \geq \frac{1}{C}|\xi|^4.$$  

(4.1)

Let $(u_2, p_2)$ and $(\tilde{u}_2, \tilde{p}_2)$ be solutions to the Stokes system (1.4) with $\mu = \mu_2$ and $F(x) = F_1(x)$ and $F(x) = \tilde{F}_1(x)$, respectively. Let $\epsilon \in (0, 1)$. Assume that $\mu_1, \mu_2 \in C^{7/2+\epsilon}(\Omega)$ and $\mu_1 = \mu_2$ on $\partial\Omega$. Then there exist a constant $C$, depending on $||\mu_2||_{C^{7/2+\epsilon}(\Omega)}$ and a finite dimensional subspace $K$ of $H^{1/2+\epsilon}(\Omega)$ such that

$$||\mu_1 - \mu_2||_{1/2+\epsilon, \Omega} \leq C \left(||u_1 - u_2||_{3/2+\epsilon, \Omega} + ||\tilde{u}_1 - \tilde{u}_2||_{3/2+\epsilon, \Omega} \right),$$  

(4.2)

provided that $(\mu_1 - \mu_2) \perp K$.  
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The main difference from Theorem 3 in [4] is the reduction of regularity on the norms. However, there is a slightly stronger assumption on the symbol classes, in [4] the upper bound was not necessary.

We begin as previously by eliminating the pressure terms from the Stokes systems. We consider the equations for \(i = 1, 2\) which are

\[
\nabla \cdot \mu_i \nabla^* u_i + \omega^2 u_i + \nabla p_i = 0
\]

When we take the cross product of both sides this yields the equation

\[
\nabla \times \nabla \cdot \mu_i \nabla^* u_i + \omega^2 \nabla \times u_i = 0
\]

If we set \(\mu = \mu_1 - \mu_2, w = u_1 - u_2\) and subtract the first equation from the second equation, we obtain

\[
A_{u_1} \mu = \nabla \times \nabla \cdot \mu \nabla^* u_1 = g
\]

with

\[
g = -\nabla \times [\nabla \cdot \mu_2 \nabla^* w] - \omega^2 \nabla \times w.
\]

Clearly we then have that there is a constant \(C\) which depends on \(\|\mu_2\|_{C^2(\Omega)}\) norm such that

\[
\|g\|_{l, \Omega} \leq C \|w\|_{l+3, \Omega}
\]

for all \(l\). We view the identity (4.3) as an over-determined second-order partial differential equation with principal symbol

\[
(\nabla^* u_1(x) \xi) \times \xi
\]

which is not elliptic. We augment the operator with a second set of measurements:

\[
A_{u_2} \mu = \nabla \times \nabla \cdot \mu \nabla^* u_2 = \tilde{g}.
\]

We set

\[
A_* = (A_{u_1}, A_{\tilde{u}_1}) \quad B_* = (\text{Trace on } \partial \Omega, \text{Trace on } \partial \Omega),
\]

and we analyse the new system

\[
A_* [\mu] = (A_* [\mu], B_* [\mu]) = (g, \tilde{g}, 0, 0). \tag{4.4}
\]

The condition \([4.1]\) ensures that the system is now injectively elliptic, whence \(A_*^* A_*\) is elliptic and satisfies the assumptions of Section 2. If \((A_*^* A_*)_\sim\) is a parametrix of \(A_*^* A_*\), a left parametrix of \(A_*\) is given by \((A_*^* A_*)_\sim A_*^*\).

Therefore, if the augmented system defines an elliptic boundary value problem, we conclude:

\[
\|\mu\|_{s, \Omega} \leq C(\|g\|_{s-2, \Omega} + \|\tilde{g}\|_{s-2, \Omega}) \leq C(\|u_1 - u_2\|_{s+1, \Omega} + \|\tilde{u}_1 - \tilde{u}_2\|_{s+1, \Omega}).
\]

To show the Shapiro–Lopatinskii condition \([2.1]\), we argue as follows. According to Hypothesis \([4.1]\), the polynomial \(|(\nabla^* u_1(x) \xi) \times \xi|^2 + |(\nabla^* \tilde{u}_1(x) \xi) \times \xi|^2\) is elliptic and therefore, if \(r = \sqrt{\xi_2^2 + \xi_3^2} \neq 0\), two of its roots each lie in the upper resp. lower half-plane. As the roots are homogeneous in \(r\), it is easy to show that \(\det (b_{jk0}(x', \xi'))_{j,k}^{m+} \neq 0\). We then apply Theorem \([4]\).
5 Reduction of Regularity in Weighted Sobolev Classes

To further reduce the order in the stability estimates of Theorems 2 and 3, we recall the Fredholm properties of a Shapiro-Lopatinskii elliptic boundary value problem, $\mathcal{A} = (A, B)$ with $\text{ord}(A) = m$. See [11] for more detailed results.

Fix a boundary defining function $\rho \in C^\infty(\Omega)$. For $s \in \mathbb{N}_0$ we let

$$\Theta^s = \{ u : \rho^{|\alpha|} D^\alpha u \in L^2 \forall \alpha, |\alpha| \leq s \}.$$  

We set $\Theta^{-s} = (\Theta)^*$. Elements in $\Theta^{-s}$ are of the form

$$f = \sum_{|\alpha| \leq s} D^\alpha (\rho^{|\alpha|} f_\alpha)$$

for some $f_\alpha \in L^2$.

Let

$$D^0_A(\Omega) = \{ u \in L^2 : Au \in \Theta^{-s}(\Omega) \}$$

endowed with the graph norm of $A$. The basic Fredholm theorem then reads:

**Theorem 4.** $A$ defines a Fredholm operator from $D^0_A(\Omega)$ to

$$\Theta^{-m}(\Omega) \times \prod_{j=0}^{m-1} H^{s-m_j-1/2}(\Gamma).$$

This allows us to conclude in dimension 2:

**Corollary 1.** Under the hypotheses of Theorem 2, there exists a finite dimensional subspace $K \subset L^2(\Omega)$ and a constant $C > 0$ depending on $\mu_1$ and $\Omega$ such that

$$||\mu_1 - \mu_2||_{L^2(\Omega)} \leq C \left( ||\rho^{-2}(u_1 - u_2)||_{L^2(\Omega)} \right)$$

provided $\mu_1 - \mu_2 \perp K$.

In dimension 3 we have:

**Corollary 2.** Under the hypotheses of Theorem 3 and there exists a constant $C$, depending on $\mu_1, \mu_1$ and $\Omega$ and a finite dimensional subspace $K$ of $L^2(\Omega)$ such that

$$||\mu_1 - \mu_2||_{L^2(\Omega)} \leq C \left( ||\rho^{-2}(u_1 - u_2)||_{H^1(\Omega)} + ||\rho^{-2}(\tilde{u}_1 - \tilde{u}_2)||_{H^1(\Omega)} \right),$$

provided that $(\mu_1 - \mu_2) \perp K$.
6 Local Injectivity Results

Recall that we say the principal symbol is non-characteristic at the origin if $p(x, \xi) \neq 0$ with $\xi = (0, 0, \ldots, 0, 1)$. We set $\tau = \xi_n$. We assume the following three hypotheses, given some $\epsilon > 0$.

1. The symbol $p(x, \xi', \tau) = 0$ has at most simple real zeros and at most double complex zeros in terms of $\tau$.

2. If $\tau_1, \tau_2$ are distinct zeros of $p(x, \xi', \tau) = 0$ then this implies $|\tau_1 - \tau_2| \geq \epsilon$.

3. For any non-real zero $\tau$ of $p(x, \xi', \tau)$, we have $|\Im \tau| \geq \epsilon$.

We recall the following uniqueness result, based on a refined Carleman estimate [15].

**Theorem 5.** Assume that the plane $x_n = 0$ is non-characteristic at the origin and the Hypotheses (1-3) above hold. Let $l \geq 0$ and $w \in H^l(\mathbb{R}^d)$ a solution of $Pw = 0$ in a neighborhood of the origin which vanishes identically for $x_n < 0$. Then $w \equiv 0$ in a full neighborhood of the origin.

We prove:

**Corollary 3.** We assume in $d = 2$ that $\partial^2_{x_1} u(x) \neq 0$. If $\mu = 0$ in some neighborhood of the hyper-plane $x_n = 0$, and $u_1 - u_2 = 0$, then $\mu \equiv 0$ in a neighborhood of the origin.

**Proof.** We recall that the principal symbol is

$$2|\xi|^2 \partial^2_{x_1} u^1.$$ Setting $\tau = \xi_1$ we are looking for roots of the equation $\tau^2 = -\xi_2^2$. These solutions $\tau = \pm i\xi_2$ clearly satisfy the necessary hypotheses. We must also check that the polynomial associated to $A_0(x, \xi)$ is non-characteristic. The hypothesis is satisfied under the assumption $\partial^2_{x_1} u(0, x') \neq 0$, which we already assumed in order that the operator be elliptic.

We also prove:

**Corollary 4.** We assume in $d = 3$ that the condition (4.1) holds. If $\mu = 0$ in some neighborhood of the hyper-plane $x_n = 0$, and $\tilde{u}_1 - \tilde{u}_2 = 0$ and $u_1 - u_2 = 0$, then $\mu \equiv 0$ in a neighborhood of the origin.

**Proof.** We recall the principal symbol

$$|A_0(x, \xi)| = |(\nabla^* u_1 \xi) \times \xi| + |(\nabla^* \tilde{u}_1 \xi) \times \xi|.$$ For $A_0(x, \xi)$ to be noncharacteristic, we compute the symbol. We need only that one of the off-diagonal terms in the matrices defining the symmetric gradients $\nabla^* u_1$ and $\nabla^* \tilde{u}_1$ be nonzero at the origin. The roots of the polynomial satisfying conditions (i-iii) are determined by the condition (4.1), as discussed in Section 4.

\[\square\]
7 Examples Illustrating the Boundary Conditions

We would like to show that there are natural means to enforce the somewhat unusual looking hypotheses on the symbols given by (4.1) in $d = 3$.

Lemma 1. It is possible to chose initial data $F$ and $\tilde{F}$ to the system (1.4) such that the condition (4.1) holds a.e.

Proof. We let $u_1$ be a solution to the system (1.4). Here we note that $\nabla^s u_1$ satisfies a closely related elliptic problem

$$\omega^2 \nabla^s u_1 - \nabla^s (\nabla \cdot \mu_1 \nabla^s u_1) = \nabla^s \nabla p$$

with corresponding boundary conditions. The boundary data $\nabla^s u_1 |_{\partial \Omega}$ is determined by $F$ through a Dirichlet-to-Neumann map. We chose $F$ to be a random field on $\partial \Omega$ such that $\nabla^s u_1 |_{\partial \Omega}$ is a random field of Wigner matrices. In other words, the entries of $\nabla^s u_1 |_{\partial \Omega}$ are distributed according to a Gaussian law and $\text{tr} \nabla^s u_1 |_{\partial \Omega} = 0$. Because $u_1$ is a solution to (1.4), it is a given that $\text{tr} \nabla^s u_1 = 0$ in $\Omega$. Because the solution operator $R$ which is associated to (7.1) is a linear pseudo-differential boundary operator, $\nabla^s u(x) = R(\nabla^s u |_{\partial \Omega})$ still obeys a Gaussian law for every $x \in \Omega$. It follows as a result of [10] that

$$P(v : \exists \lambda \in \mathbb{R}^+, Av = \lambda v, Bv = \lambda v)$$

for $A, B$ with $A \neq B$ Wigner matrices is small. In other words, $\xi$ is an eigenvector of $\nabla^s u$ and $\nabla^s \tilde{u}$ with small probability provided $\nabla^s u_1 |_{\partial \Omega}$ and $\nabla^s \tilde{u}_1 |_{\partial \Omega}$ are chosen as Wigner matrices. This necessarily implies the condition (4.1) with a high probability. The natural condition in dimension $d = 2$ is that $\nabla^s u > 0$, which can be enforced by similar means.

8 Stability of the Landweber Iteration Scheme

We consider as in [4] the reconstruction of the true shear modulus distribution $\mu_\text{tr}$. The treatment follows the book [2] closely. We want to reconstruct the $\mu$ from $u_m$ which is the measured displacement field. We introduce the functional

$$J[\mu] = \frac{1}{2} \int_{\Omega} |u - u_m|^2 \, dx,$$
where we have that $u$ is the solution to (1.4) which minimizes $J[\mu]$ when $\mu$ is varied. Fixing $\mu$ we consider a solution $v$ to
\[
\begin{aligned}
2\nabla : \mu \nabla^* v + \omega^2 v + \nabla p &= (u - u_m) \quad \text{in } \Omega, \\
\nabla \cdot v &= 0 \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial\Omega, \\
\int_\Omega p \, dx &= 0.
\end{aligned}
\]

We then compute the Fréchet derivative $D J[\mu]$ of $J$ as
\[
< D J[\mu], \delta \mu > = \int_\Omega \delta \mu \nabla^* v : \nabla^* u \, dx.
\]
This identifies the functional $D J[\mu]$ with $\nabla^* v : \nabla^* u$.

With the gradient descent method, the numerical minimization of $J$ amounts to the following. After an initial guess $\mu_0$, we update it with the following scheme:
\[
\mu_{n+1}(x) = \mu_n(x) - \sigma D J[\mu_n](x) \quad x \in \Omega, \ n \geq 0, \tag{8.1}
\]
with $\sigma$ being the step size. This procedure is outlined in [2].

Following [3], the mapping $F$ is such that
\[
D J[\mu] = (DF[\mu])^*(F[\mu] - F[\mu_{tr}]),
\]
where the superscript $*$ denotes the adjoint.

The resulting optimal control scheme (8.1) is controlled by a Landweber iteration scheme given by
\[
\mu_{n+1}(x) = \mu_n(x) - \sigma (DF[\mu])^*(F[\mu] - F[\mu_{tr}]) \quad x \in \Omega, \ n \geq 0.
\]

From [3] Appendix A], the following convergence result in $L^2(\Omega)$ for the Landweber (or equivalently the optimal control) scheme holds.

**Theorem 6.** Let $d = 2$. Assume that the assumptions of Theorem 2 are satisfied and $K$ is trivial. If, for sufficiently small $\epsilon_0$ and some $\epsilon \in (0,1)$,
\[
||\mu_0 - \mu_{tr}||_{H^{1/2+\epsilon}(\Omega)} < \epsilon_0,
\]
then
\[
||\mu_n - \mu_{tr}||_{H^{1/2+\epsilon}(\Omega)} \to 0 \quad \text{as } n \to \infty.
\]
The modification between this theorem and the result in [4] is the reduction of the necessary regularity to practically relevant values. The discrepancy functional in \( d = 3 \) must be modified to include both sets of data as in [4]. We can then conclude that:

**Theorem 7.** Let \( d = 3 \). Assume that the assumptions of Theorem 3 are satisfied and that \( K \) is trivial. If, for sufficiently small \( \epsilon_0 \) and some \( \epsilon \in (0, 1) \),

\[
||\mu_0 - \mu_*||_{H^{1/2+\epsilon}(\Omega)} < \epsilon_0,
\]

then we have

\[
||\mu_n - \mu_*||_{H^{1/2+\epsilon}(\Omega)} \to 0 \quad \text{as} \quad n \to \infty.
\]

**Acknowledgments**

A. W. acknowledges support by EPSRC grant EP/L01937X/1 and ERC Advanced Grant MULTIMOD 26718. H. G. is supported by a PECRE award of the Scottish Funding Council and ERC Advanced Grant HARG 268105. Both authors thank Gerd Grubb for useful comments.

**References**

[1] H. Ammari, *An Introduction to Mathematics of Emerging Biomedical Imaging*, Mathematiques & Applications 62, Springer, Berlin, 2008.

[2] H. Ammari, E. Bretin, J. Garnier, H. Kang, H. Lee, A. Wahab, *Mathematical Methods in Elasticity Imaging*, Princeton University Press, Princeton, 2014.

[3] H. Ammari, L. Giovangigli, L.H. Nguyen, J.K. Seo, *Admittivity imaging from multi-frequency micro-electrical impedance tomography*, preprint (2014), arXiv:1403.5708.

[4] H. Ammari, A. Waters, H. Zhang, *Stability analysis for magnetic resonance elastography*, J. Math. Anal. Appl., to appear (2015).

[5] G. Bal, E. Bonnetier, F. Monard, F. Triki, *Inverse diffusion from knowledge of power densities*, Inverse Probl. Imaging 7 (2013), 353375.

[6] G. Bal, G. Uhlmann, *Reconstruction of coefficients in scalar second-order elliptic equations from knowledge of their solutions*, Comm. Pure Appl. Math. 66 (2013), 16291652.

[7] G. Eskin, *Lectures on linear partial differential equations*, Graduate Studies in Mathematics 123. American Mathematical Society, Providence, RI, 2011.

[8] G. Grubb, *Pseudo-differential boundary problems in \( L_p \) spaces*, Comm. Part. Diff. Eq. 15 (1990), 289 - 340.
[9] P. Kuchment, L. Kunyansky, *Mathematics of thermoacoustic tomography*, European J. Appl. Math. 19 (2008), 191224.

[10] P. Kuchment, D. Steinhauer, *Stabilizing inverse problems by internal data*, Inverse Problems 28 (2012), 084007.

[11] J. L. Lions, E. Magenes, *Non-Homogeneous Boundary Value Problems and Applications 1*, Die Grundlehren der mathematischen Wissenschaften in Einzeldarstellungen, Band 181, Springer, Berlin, 1972.

[12] C. Montalto, P. Stefanov, *Stability of coupled-physics inverse problems with one internal measurement*, Inverse Problems 29 (2013), 125004.

[13] A. Nachman, A. Tamasan, A. Timonov, *Current density impedance imaging*, in: *Tomography and inverse transport theory*, Contemp. Math. 559 (2011), 135149.

[14] G. Nakamura, Y. Jiang, S. Nagayasu, J. Cheng, *Inversion analysis for magnetic resonance elastography*, Appl. Anal. 87 (2008), 165179.

[15] L. Nirenberg, *Lectures on Linear Partial Differential Equations*, Conference Board of the Mathematical Sciences Regional Conference Series in Mathematics, No. 17, American Mathematical Society, Providence, RI, 1973.

[16] T. Tao, *Random matrices: tail bounds for gaps between eigenvalues*, blog entry, 3 April 2015, [https://terrytao.wordpress.com/2015/04/03/random-matrices-tail-bounds-for-gaps-between-eigenvalues](https://terrytao.wordpress.com/2015/04/03/random-matrices-tail-bounds-for-gaps-between-eigenvalues).