Deriving x-ray pulse duration from center-of-energy shifts in THz-streaked ionized electron spectra
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Abstract: A fast and robust, yet simple, method has been developed for the immediate characterization of x-ray pulse durations via IR/THz streaking that uses the center of energy (COE) of the photoelectron spectrum for the evaluation. The manuscript presents theory and numerical models demonstrating that the maximum COEs shift as a function of the pulse duration and compares them to existing data for validation. It further establishes that the maximum COE can be derived from two COE measurements set at a phase of $\pi/2$ apart. The theory, model, and data agree with each other very well, and they present a way to measure pulse durations ranging from sub-fs to tens of fs on-the-fly with a fairly simple experimental setup.

1. Introduction

X-ray free electron laser (FEL) facilities have been in operation and used for experiments for over a decade [1–7], and the experience from conducting experiments at FEL sources is that pulse-to-pulse characterization of the photon beam is fundamental to be able to both optimize their performance, and analyze the experimental data. One important parameter is the pulse duration of each individual x-ray pulse, and a large number of methods have been implemented, tested, and published that aimed at providing beam synchronous values, like post-undulator electron beam transverse deflection structures (TDS) [8,9], spectral characterization of pulse duration via Fourier transforms [10–12], and THz or IR streaking [13–24]. The last set of methods is the one that is most capable of measuring the photon pulse duration directly, whereas post undulator TDS does not show the pulse duration after the optical elements in the FEL and is affected by artifacts in the electron beam, while the spectral evaluation methods suffer from a lack of knowledge about chirp, phase, and shape of the FEL pulse that should be known to get the correct values, and is limited by spectral imperfections.

The streaking method can provide the pulse duration near the experimental stations, thus enabling the pulse duration measurement after most or all optical elements in the beamline, but has some issues as well. It can yield wrong pulse durations, if a possible photon energy shift over time (chirp) is not adequately considered. The evaluation of streaking traces uses de-convolution from a non-streaked spectrum, which could be affected if there are substantial space-charge
issues. The width evaluations can also be difficult for non-Gaussian shaped beams, and getting a consistent number for the different FEL operation modes to represent the pulse duration can be difficult. More advanced attempts of evaluation, like [25] also require intense computation and many assumptions to get a consistent value.

This manuscript presents a different way of setting up and evaluating streaked spectra that has the potential to both give more consistent and more easily interpreted values, while also being less computationally demanding. The evaluation concentrates on the relationship between the center of energy (COE) of the streaked electron spectrum and the duration of the photon pulses, and how the former can be measured to derive the latter. Furthermore, the manuscript demonstrates under what conditions the maximum COE shift can be calculated from the streaked spectra and use this property to derive the pulse duration. Lastly, we will present experimental data that confirm these evaluations, and propose experimental setups that could fully utilize these properties. The model assumes that the temporal profile of the ionizing pulse is Gaussian, but it can also be adapted for any other arbitrary shape. The evaluation is simple, with very little computational cost, as described in section 2.2. The method also has the advantage of being applicable with a simple laser setup, usually using wavelengths that are reachable by laser harmonics or an optical parametric amplifier (OPA).

2. Theory

2.1. Classical model

The streaking process [14–17,22,23,25] observed in the polarization plane of the streaking field can be classically described by Eq. (1).

$$K_f = K_0 + 2U_p\sin^2(\omega t + \varphi) \pm \sqrt{8K_0U_p}\sin(\omega t + \varphi) \cos \theta$$  \hspace{1cm} (1)

$K_f$ is the final kinetic energy of the photoionized electron being streaked, $K_0$ is the initial kinetic energy of the electron upon ionization, $U_p$ is the ponderomotive energy, $\omega$ is the angular frequency of the streaking field, $t$ is the time when the electron was ionized in the field, $\varphi$ is the phase of the field, and $\theta$ is the angle between the polarization of the field and the direction of electron emission. $U_p$ is described as

$$U_p = \frac{e^2E_0^2}{4me^2\omega^2},$$ \hspace{1cm} (2)

where $e$ is the electron charge, $E_0$ the amplitude of the streaking electric field, and $m_e$ the electron mass. If one concentrates solely on the change in the kinetic energy of the electron due to the streaking $\Delta K$ in the direction of the electric field, one obtains:

$$\Delta K = 2U_p\sin^2(\omega t + \varphi) + \sqrt{8K_0U_p}\sin(\omega t + \varphi).$$ \hspace{1cm} (3)

The first term in Eq. (3) is usually ignored since $K_0$>> $U_p$ and we will do so now to simplify the presentation, though the numerical model applied below takes the term into account:

$$\Delta K \approx \sqrt{8K_0U_p}\sin(\omega t + \varphi).$$ \hspace{1cm} (4)

If the half-period of the streaking field is significantly longer than the x-ray pulse duration, the effect is useful for getting temporal information about the x-ray pulse. The evaluation of the photoelectron spectra can reveal the arrival time of the x-ray pulse within a period of the streaking field, and the evaluation of the change in the width of the photoelectron peak can be used to estimate the pulse duration. However, experimental evaluations of pulse duration suffer from other possible sources of broadening of the photoelectron spectra, like space charge, x-ray beam chirp, device and methodology uncertainty, and noise.
A good example of a method-based uncertainty is the fitting of the peaks to get a width. Most often, this is done with Gaussian fits, but not all spectra are perfectly Gaussian, causing issues when attempting to compare every measured photoelectron spectrum to each other. This difficulty in the evaluations of pulse durations using the broadening of the peaks has led the authors to develop an alternate evaluation procedure that uses the shift of the center of energy (COE) as an indicator of pulse duration, described in the following sections.

2.2. Effects of pulse duration on the center of energy

In this section we show how the COE of the streaked electron spectrum is linked with the pulse duration. Here we follow the derivation presented in [24] (Supplementary Information). The shift of the COE of the electron spectrum, denoted as \( \delta C_K \), can be written in the quantum mechanical model of streaking as

\[
\delta C_K = \int \left( \frac{k^2}{2} - K_0 \right) W(k) dk, \tag{5}
\]

where \( k = \frac{p}{\sqrt{m_e}} \), the electron momentum divided by the square root of its mass, and \( W(k) \) is the probability of the photoemission in the laser field. Assuming that the photoemission of the electrons can be considered instantaneous for most streaking experiments at FELs, with \( K_0 > 30 \) eV one can use the Strong Field Approximation (SFA) [26] to derive an expression for \( W(\tilde{k}) \) [27]:

\[
W(\tilde{k}) = C \left[ \int_{-\infty}^{\infty} dt \tilde{\varepsilon}_X(t) D_\tilde{k} e^{i\Phi_W(\tilde{k}, t)} \right]^2, \tag{6}
\]

\( C \) is a constant that is irrelevant to the following discussion, \( \tilde{\varepsilon}_X(t) \) is the envelope of the x-ray pulse, \( D_\tilde{k} \) is the dipole matrix element describing the transition probability of an electron from the ground state to the continuum, and \( \Phi_W(\tilde{k}, t) \) is related to the Volkov phase [28] accumulated by the electron moving through the streaking field. This phase can be written as

\[
\Phi_W(\tilde{k}, t) = -\int_{-\infty}^{t} dt' \left[ \frac{1}{2} \left( \tilde{k} - \frac{e}{\sqrt{m_e}} \tilde{A}_s(t') \right)^2 - K_0 \right]. \tag{7}
\]

\( \tilde{A}_s(t') \) is the vector potential of the streaking electric field \( \tilde{\varepsilon}_s(t') \) defined by

\[
\tilde{A}_s(t') = -\int_{-\infty}^{t'} dt'' \tilde{\varepsilon}_s(t''), \tag{8}
\]

Assuming a unity dipole matrix element and a Gaussian pulse shape for the x-ray field envelope, we define

\[
G_X(t) \equiv \tilde{\varepsilon}_X(t) D_\tilde{k} \approx e^{-\frac{t^2}{2\sigma^2}}. \tag{9}
\]

We also assume that the vector potential takes the simple form

\[
\tilde{A}_s(t) = \tilde{A}_0(t) \cos(\omega t) \tag{10}
\]

with a time-independent amplitude, \( \tilde{A}_0(t) = \tilde{A}_0 \) and a period \( T = 2\pi/\omega \) being significantly longer than the x-ray pulse.

We now wish to calculate the effect that the pulse duration has on the maximum shift of the COE. Though this calculation can be done with the full quantum mechanical treatment, it is instructive to derive it with a semi-classical approximation of the quantum expression to more easily observe the link between the final energy of the electron and its moment of photoionization.

Calculating the exponential \( e^{i\Phi_W(\tilde{k}, t)} \) in Eq. (6) is time-consuming because it varies rapidly with time. However, the fast oscillations of the integrand allow for the evaluation of the integral
of Eq. (6) around the points of stationary phase (saddle points) \( t_s \) where \( \left. \frac{\partial \Phi_{\text{eff}}(\vec{k}, t)}{\partial \vec{w}} \right|_{t=t_s} \) = 0. This condition results in
\[
\left( \frac{k^2}{2} - K_0 \right) - k \cos(\theta) A_s(t_s) + A_s^2(t_s)/2 = 0 \tag{11}
\]
where \( k = |\vec{k}| \), and \( A_s(t) = \frac{e^{i \vec{A}_s(t)}}{\sqrt{\text{Im}}} \). As a further simplification, we will assume that the detection of the electrons takes place along the polarization axis of the light field, and set \( \theta = 0 \).

Equation (11) is analogous to Eq. (1), linking the time of ionization \( t_s \) with the final kinetic electron momentum \( k \) and the kinetic energy \( K_f = k^2/2 \).

Integrating Eq. (6) with the stationary phase method yields
\[
W(k) = C |\Phi''(k, t_s)|^{-1} |G_X(t_s)|^2 \tag{12}
\]
where \( \Phi''(k, t_s) = \left. \frac{\partial^2 \Phi_{\text{eff}}(\vec{k}, t)}{\partial t^2} \right|_{t=t_s} \) being the second derivative of the phase from Eq. (7) with respect to time at a stationary (saddle) point. Assuming that the experiment is set up such that \( A_0 \ll k, k_0 \), as was done for Eq. (4), we can use Eq. (11) to get the identity
\[
\left. \frac{\partial A}{\partial t} \right|_{t=t_s} = \frac{\partial K}{\partial t} \bigg|_{t=t_s} \tag{13}
\]

Putting together the equations derived thus far, substituting Eq. (12) into Eq. (5) while using the relations in Eq. (11) and (13), the shift of the COE of the electron spectra can be written as
\[
\delta C_K = k_0 \frac{\int A_s(t) G_X^2(t) \, dt}{\int G_X^2(t) \, dt} \tag{14}
\]
with the script \( s \) being omitted from \( t_s \).

We are interested in the behavior of the shift as a function of the duration \( \sigma \) of the Gaussian x-ray pulse. For any arbitrary arrival time \( t_0 \) of the x-ray pulse along the slope of the streaking field, we can start from Eq. (14) and set
\[
G_X^2(t) \approx e^{-(t-t_0)^2/\sigma_k^2} \tag{15}
\]

We keep the first three terms in the power series expansion of \( A_s(t) \) around \( t_0 \) to get
\[
A_s(t) = A_0(t_0) + \left. \frac{\partial A_s}{\partial t} \right|_{t=t_0} (t-t_0) + \frac{1}{2} \left. \frac{\partial^2 A_s}{\partial t^2} \right|_{t=t_0} (t-t_0)^2. \tag{16}
\]

Evaluating Eq. (14) with definitions from Eq. (15) and (16), one realizes that the numerator in the second term is zero for a symmetric pulse. One gets the equation
\[
\delta C_K \approx k_0 A_0(t_0) \left( 1 - \frac{1}{4} \omega^2 \sigma_k^2 \right). \tag{17}
\]

It should be noted that Eq. (17) links the shift of the COE to the standard deviation \( \sigma_k \) of the electric field of the Gaussian x-ray pulse, not to \( \sigma_I \) of the photon intensity. A more useful evaluation for a lot of experiments is the intensity distribution of the photons in the pulse vs.
time, for which $\sigma_{E}^2 = 2\sigma_{I}^2$. Taking this into account, Eq. (17) becomes

$$\delta C_{K} \approx k_{0} A_{s}(t_{0}) \left( 1 - \frac{1}{2} \omega^2 \sigma_{I}^2 \right).$$  \hfill (18)

For $A_{s}(t) = A_{0} \cos(\omega t + \varphi)$ and $t_{0} = t_{\text{max}}$, the time at the maximum vector potential, this reduces to:

$$\delta C_{K} \approx k_{0} A_{0} \left( 1 - \frac{1}{4} \omega^2 \sigma_{I}^2 \right) \quad \text{and} \quad \delta C_{K}' \approx k_{0} A_{0} \sin(\omega t + \varphi).$$  \hfill (19)

$$\delta C_{K} \approx k_{0} A_{0} \left( 1 - \frac{1}{2} \omega^2 \sigma_{I}^2 \right).$$  \hfill (20)

It should be noted that for $|\vec{A}_{s}(t_{0})| = E_{0}/\omega$, $k_{0} A_{0} = \sqrt{8K_{0} U_{p}}$. Let us now consider the evaluation of Eq. (18) with two different phases offset from each other by $\pi/2$, such that $\varphi' = \varphi + \pi/2$. Inserting these two phase values into (17) leads to $\delta C_{K} \approx k_{0} A_{0} \cos(\omega t + \varphi)$ and $\delta C_{K}' \approx k_{0} A_{0} \cos(\omega t + \varphi') = k_{0} A_{0} \sin(\omega t + \varphi)$. Using the trigonometric identity $\sin^2 \theta + \cos^2 \theta = 1$, one now quickly realizes that

$$\delta C_{K}^2 + \delta C_{K}''^2 = \delta C_{K}^2_{\text{max}}$$  \hfill (21)

being the maximum energy shift corresponding to $t_{0} = t_{\text{max}}$.

The two main points to take away from the theory section are that: 1) the maximum COE of the streaked electron spectrum changes with the square of the pulse duration of the FEL pulse, and 2) one can derive the maximum shift of the COE from two measurements of the streaked spectra offset from each other by a phase difference of $\pi/2$. These two facts open the door for a simplified setup and evaluation procedure of this usually challenging measurement.

2.3. Numerical model

To obtain a more general idea about the strength of this method, and to move away from the assumption of the pulse duration being significantly smaller than the period of the streaking pulse that was used to derive Eq. (17) and (18), a numerical model was created that simulates the streaking process and extracts the COE values for a defined temporal x-ray profile, here chosen as a Gaussian distribution. This allows for following of the evolution of the method for longer pulse durations and in a multi-cycle streaking field, comparison of the model with Eq. (18) and (20), and evaluation of the applicability of the method to real experimental setups.

The model uses the classical equations to simulate the vector potential of the streaking pulse with variable pulse duration, wavelength, carrier envelope, and amplitude. The photoionized electrons were modeled to mirror the x-ray photon distribution and having a single kinetic energy to also match the theoretical approach. The assumption of a monochromatic x-ray pulse in the model makes no difference in the evaluation of the method’s effectiveness since we are only concerned with a single energy, the COE of the electron spectrum. Effects from sideband formation [29,30] for longer pulse durations were ignored in the model because such effects are symmetric around the COE and would not contribute to the shift of the COE as long as $U_{p} << K_{0}$.

The model convolves the electrons generated from the x-ray pulse with the streaking field, effectively mapping the temporal distribution of the photons into a distribution along the energy axis, using the streaking equation (Eq. (1)) for the time-to-energy rescaling. The COE of the resulting spectrum is then calculated, and a map of the COE as the arrival time of the x-ray moves through the streaking field is extracted. This procedure is repeated for different pulse durations of the x-rays to visualize the change of the COE maximum value as a function of the pulse duration. The result is shown in Fig. 1 where 1200 eV photoelectrons are streaked in an 800 nm IR field. The parameters for the IR laser are 300 fs FWHM duration of the electric field envelope, 66 μJ
pulse energy, and a 250 µm focus. For clarity, the figure concentrates only on a few of the cycles within the IR carrier envelope to show the effect of pulse duration on the maximum COE shift. The dependence of the maximum COE shift on the pulse duration is obvious.

Figure 1. The modeled COE evaluation of the shifted peaks of different pulse durations (inset legend) as the 1200 eV kinetic energy electrons become emitted at different times in an 800 nm IR field. The longer pulses result in smaller maximum shifts.

Figure 2 plots the shift of the COE from Eq. (18) at the maximum vector potential as a function of x-ray photon pulse duration, compared to the numerical model with the same settings for the amplitude of the electric field (3*10^9 V/m), streaking field wavelength (800 nm), and for different pulse durations. The agreement between the two approaches is very good for pulse durations of up to about \( \sigma = 0.35 \) fs, which matches the theoretical model requirement of the period being much longer than the x-ray pulse. The theoretical and numerical model diverge beyond this point as expected, with the numerical model tracing the more complicated interaction of the x-ray pulse and the streaking field which begins to affect neighboring cycles. The theoretical model, with its simpler focus on the interaction of the x-ray pulse within the single cycle of the streaking field, goes to zero maximum shift fairly quickly. This is similar to the effect described in [29] for different lifetimes of Auger core-holes.

It is also self-evident from Fig. 1 that the COE trace as a function of time is sinusoidal, which is essential for the relationship \( \delta C_k^2 + \delta C_k' = \delta C_{K_{max}}^2 \), described in section 2.1, to hold. The numerical and theoretical treatments of the COE evaluations agree very well with each other for pulse durations smaller than the laser half-period, they show that the maximum streaking COE is dependent on the pulse duration, and that the maximum COE can be evaluated from two measurements of the COE set at a phase difference of \( \pi/2 \) apart. This means that an experiment is conceivable where the pulse duration can be determined from two simultaneous COE measurements of streaked electron spectra acquired in an appropriate geometry.

As mentioned earlier, the base model assumption is that the temporal profile of the ionizing radiation is Gaussian, which makes it ideal for a comparison to the theoretical model which also uses the same approximation. The assumption of a Gaussian shape is fairly common in the evaluation and estimation of pulse lengths, and holds true for transform-limited pulses, but actual SASE pulses may also be composed of multiple temporal spikes separated from each other. To show that the COE also changes with the length of such a spiky temporal profile, we have
modified the numerical simulation such that the temporal duration of the ionizing pulse changes as we add more identical Gaussian pulse spikes separated by a set time. In this case, we used Gaussian pulses of 50 as rms width separated from each other by 200 as, added more and more of them, and evaluated the resulting COE shift in the same manner as for the single Gaussian pulse with a varying pulse length for the parameters from Fig. 1. The results presented in Fig. 3 show that the COE shift also decreases with pulse length, in a manner similar to the single-peak Gaussian case. Other values for rms widths and time separations were also modeled, all yielding similar trends. However, for the sake of space, we only present one of the worst-case scenario examples. The qualitative trend that longer pulse durations lead to a smaller COE offset follows, and even in this extreme case, still matches the standard Gaussian case for short pulse lengths, leading to a deviation of about 40% at 1.5 fs. For models that had peak structures still confined to a generally Gaussian envelope, the values matched the standard Gaussian model very closely.

Further simulations to generalize the applicability of the model were also studied, including a bandwidth of the kinetic energy of the ionized electrons, and also an energy chirp of the ionization process. The results were in some ways similar, as a chirp also imparts a spectral distribution on the electrons. The case presented in Fig. 1 was also evaluated with linear energy chirps of -10 eV/fs, -2 eV/fs, 2 eV/fs, and 10 eV/fs around the central energy of 1200 eV, with the spectral rms width of the electrons being equal to the chirp multiplied by the rms width of the temporal profile, resulting in spectra of between 0.2 and 15 eV rms width. For these cases, the resulting COE evaluations and shifts remained indistinguishable from the case with a single energy, giving plots whose difference from Fig. 1 and Fig. 2 were smaller than the width of the line used to plot them. This result should hold when the energy width of the spectrum is significantly smaller than the average kinetic energy of the photoelectrons, which is true at most FELs since their spectral bandwidth is typically orders of magnitude smaller than the photon energy [31].

This finding is not surprising. When $K_0$ is substituted with $K_0 + \delta K$ in Eq. (4), one can approximate $\sqrt{K_0 + \delta K} = \sqrt{K_0} + 1/2 \delta K$ with a first order Taylor-McLaurin expansion for $\delta K \ll K_0$. The result is a linear and symmetric distribution of streaked photoelectron energies around the main streaked center energy, which preserves the COE evaluation.
Fig. 3. The modeled COE evaluation for a spiky FEL pulse consisting of n Gaussian peaks (rms=50 as, separation=200 as). As before, the longer pulses result in smaller maximum shifts (a). The numerical model for COE shifts of the n Gaussian pulses for an 800 nm laser with peak electric field of $3 \times 10^9$ V/m and electron kinetic energy of 1200 eV (b). An example of the used temporal pulse profile for n=4 (c).
3. Proposal for pulse duration evaluation

If a FEL facility was interested in characterizing a new operation mode that could produce sub-fs level pulses, similar to those described in [11,12], a setup with two eTOFs can be used to measure the streak from a 800 nm laser (half-period of about 1.3 fs) interacting with ionized photoelectrons. To ensure that the FEL-laser jitter plays a negligible role in the evaluation, an 800 nm pulse that is significantly longer than the FEL-laser jitter has to be employed to ensure that the value of $E_0$ and therefore also $A_0$ does not change significantly over the jitter window of the FEL-laser interaction. For a laser pulse with a Gaussian carrier envelope, if one requires to have the variation in $E_0$ to not exceed 5%, the ratio between the size of the jitter window and the rms width of the carrier pulse is about 0.64. For example, for jitter a window of 80 fs, the sigma of the electric field carrier envelope for the laser pulse should be larger than 125 fs width (300 fs FWHM). The laser pulse energy requirements for this sort of experiment would also be easily reachable, as the example in Fig. 1 shows. Furthermore, the large jitter window also means that there is no requirement on the laser carrier phase (CP) envelope stability, as the FEL-laser jitter is much larger than any jitter caused within the carrier envelope.

For the parameters in Fig. 1, namely 1200 eV electrons generated from an FEL pulse being streaked with an IR laser with 800 nm wavelength, 250 µm focus, and a pulse duration (Gaussian carrier envelope) of 300 fs FWHM, the numerical model was used to calculate the expected data from such an experiment. It uses the COE $\pi/2$ approach by evaluating the two values of the COE for every time step in an 80 fs jitter window with a phase offset of $\pi/2$, and then calculating the resulting expected maximum COE shift using Eq. (21). The results, along with expected sources of error, and the final accuracy of the measurements, are presented in Table 1. The expected sources of error are a combination of the jitter within the jitter window and the accuracy of measuring the COE of the spectra [17,24]. The uncertainty is dominated by the error in measurement of COE spectra, which is about 1.5 eV.

| $\sigma$ (as) | $\delta C_{K_{max}}$ (eV) | Err. est. (eV) | Uncertainty (as) |
|---------------|-----------------|----------------|-----------------|
| 100           | 25.0            | 1.55           | 77              |
| 200           | 23.0            | 1.54           | 51              |
| 300           | 20.0            | 1.53           | 43              |
| 400           | 16.5            | 1.52           | 42              |
| 500           | 12.8            | 1.51           | 45              |
| 600           | 9.44            | 1.51           | 53              |
| 700           | 6.58            | 1.50           | 67              |
| 800           | 4.34            | 1.50           | 92              |
| 900           | 2.70            | 1.50           | 136             |
| 1000          | 1.60            | 1.50           | 213             |
| 1100          | 0.89            | 1.50           | 360             |

The expected uncertainty for a 200 as pulse duration measurement would be about 50 as, and the method still delivers acceptable relative uncertainty even for 1000 as pulses, though it breaks down for pulse durations approaching the half of the streaking laser period. Also, the error in resolution becomes somewhat worse with extremely small pulse durations because of the square dependency of the COE shift on the pulse duration.
4. Model validation with experimental data

The validation of the results from the theoretical COE model and the numerical simulation requires a check against experimental data. Preferably, the relationship between the maximum COE and the pulse duration can thus be proven. The main reason why this effect is non-trivial to deduce from most streaking experiments done at FELs is the arrival time jitter of the FEL vs. the streaking field. We first validate the numerical (and theoretical) model with available experimental data from FLASH where the FEL field and streaking fields were synchronized. We then, in the next section propose possible experimental setups in which the impact of the arrival time jitter can be excluded by properly choosing the e-TOFs geometry.

To be able to truly observe the COE of an electron spectrum in a vector potential to confirm the relationship shown in Eq. (18) and modelled in Fig. 1 one would need to repeat the experiment with several different pulse durations in a completely beam-synchronous way. Though the theory was developed for measurements of sub-fs pulse durations, it is also applicable to any pulse duration by scaling the streaking period accordingly. For tens of fs pulse durations, periods of $\sim 100$ fs make THz radiation ideal for streaking.

The Free Electron Laser in Hamburg (FLASH) has a THz undulator [32] which provides THz radiation that is almost perfectly synchronized with the X-rays from the FEL. Since the same electron bunch is producing both the THz radiation and the FEL pulse, the synchronization of the two wavelengths to less than 5 fs root-mean-square (rms) [14] is possible. A THz streaking experiment was conducted at FLASH acquiring the electron time-of-flight (eTOF) spectra for FEL pulses of different durations as they were streaked through intense THz undulator radiation, thus providing a data set to test the theory with.

Krypton atoms were ionized with x-rays of mean photon energies of 176.5 eV and pulse energies between 1-10 $\mu$J. The binding energies of the Kr 3d shells are 95.0 and 93.8 eV, resulting in kinetic energies of the electrons of about 81.5 and 82.7 eV, respectively. Two example spectra for an unstreaked and streaked case are shown in Fig. 4. Due to rather high FEL spectral bandwidth of about 1.5 eV rms, the spin-orbit splitting of the two photo-electrons is not resolved. The THz undulator was set up to deliver streaking fields with a wavelength of about 50 $\mu$m, corresponding to a half-cycle of about 85 fs. Streaking spectrograms, i.e. electron spectra in dependence of the XUV-THz delay were recorded for two different pulse duration settings of the FEL. The extracted COEs for each delay are shown in Fig. 4 for both cases, representing the temporal evolution of the THz pulses. Their energy was measured to 0.76 $\mu$J for the long pulses, and 0.94 $\mu$J for the shorter ones, which corresponds to about 10% difference in the maximum electric field amplitude $E_0$ between the two traces, which is typical for the performance of the FLASH THz undulator. The resolution of the delay stage allows a smallest delay step of $\sim 17$ fs, and for each step the COE is determined by evaluating a mean spectrum of 30 shots.

Since the experiment does not provide an independent measurement of the vector potential, the exact values could not be used with Eq. (18) to validate the theory and derive an absolute pulse duration. The evaluation of the vector potential in a streaking experiment is usually done either by electro-optical (EO) sampling, or by using the streaking data to derive the vector potential from Eq. (4). Unfortunately, the very effect we notice, the shift in the COE, makes this evaluation impossible. Two different pulse lengths, streaked in the exact same vector potential, would give different streaking graphs and $\Delta K$. The shorter pulse length would be more correct, but it would still not give the real vector potential. Therefore, we are forced to evaluate the difference between them, using the shorter pulse as the baseline for the longer pulse.

If one designates the long pulse duration as $\sigma_l$ and the short pulse duration as $\sigma_s$, they are related as $\sigma_l^2 = \sigma_s^2 + \sigma_{\text{conv}}^2$ where $\sigma_{\text{conv}}$ is a Gaussian pulse duration needed to be convolved with the short pulse duration to obtain the long one. Thus, the proper $\sigma_{\text{conv}}$ necessary to convolve the COE trace of the short pulse to get the COE trace of the long pulse can be found. The approach makes sense when one realizes that the maximum COE of an infinitely short pulse (a delta
function) is equal to $k_0 A_0$, as shown in Eq. (18), and any other duration COE we wish to evaluate can be thought of as the Gaussian pulse duration convolved with that delta function.

The evaluation of the data followed two approaches. The first one uses the standard pulse duration evaluation method from THz streaking as described in [14,33]. This evaluation fits the kinetic energy peaks of the streaked electrons to obtain their width, $w_{\text{streak}}$, at the largest slopes $s$ (eV/fs) in the energy trace. The widths without streaking, $w_0$, are deconvolved from the streaked widths and divided by the streaking speed, yielding the pulse duration $\sigma_{\text{time}} = (w_{\text{streak}}^2 - w_0^2)^{1/2}/s$. The streaking speeds are determined by fitting the COE trace curves with a linear fit around the point with the highest slope. As there was only one eTOF measuring the spectra, the effects of a chirp were ignored in the evaluations. The relative phase of the THz and XUV for the standard evaluation are chosen according to the steepest slope and biggest peak broadening, to make the evaluation of the pulse duration as straightforward as possible.

The second approach is based on our theoretical model described in the previous sections. It uses the convolution of the $\sigma_y$ COE trace with a pulse of different duration $\sigma_{\text{conv}}$ to obtain a trace that matches that of the one with pulse duration $\sigma_i$ by matching their peak-to-peak heights. To this end, the COE streaking trace of the short pulse is convoluted with different duration Gaussian temporal profiles to find out which of the resulting COE traces best resembles the COE trace of the long pulse. The traces and convolutions are shown in Fig. 5 for the four different pulse slopes marked in Fig. 4. Ideally, the deconvolution of $\sigma_y$ from $\sigma_i$ derived from the standard evaluation should give the same value as $\sigma_{\text{conv}}$ derived from the numerical model fit. The numerical model fit also considered the 10% difference between the electric field amplitude of the two traces. To ensure that the evaluations were as general as possible, multiple points along the different cycles of the streaking trace were chosen for the standard evaluation, and those same cycles were evaluated with the numerical model. The data for all cycles were averaged to give a meaningful comparison.

**Fig. 4.** COE evaluations of the long and short pulse duration THz traces from the experiment. The letters a, b, c, and d denote the cycles chosen for analysis. Inset: examples of unstreaked (red) and streaked (black) e-TOF single-shot spectra of the long pulse data.
The results of the standard evaluation yielded $\sigma_s = 19.5 \pm 4.0$ fs and $\sigma_l = 23.9 \pm 2.7$ fs. The deconvolution of these two values leads to $\sigma_{\text{conv}} = \left(\langle \sigma_l \rangle^2 - \langle \sigma_s \rangle^2 \right)^{1/2} = 17.0 \pm 6.1$ fs. The numerical modeling to find the best $\sigma_{\text{conv}}$ for a Gaussian pulse duration to convolve with the short COE trace is shown in Fig and yielded a value of $\langle \sigma_{\text{conv}} \rangle = 21.3$ fs with a standard deviation of 4.5 fs. It should be noted that the standard evaluation can be quite difficult, as even slight changes to starting parameters for width fits and background settings can have a large influence on the final evaluation. Similarly, the convolution of the short COE trace with a Gaussian pulse duration is somewhat limited by the spread of points in the dataset, as they were taken with a spacing of 17 fs. In light of these facts, the agreement between the above two values is quite good, showing that the relationships derived in section 2 hold.

5. Discussion on future experimental setups

Any future experiment intending to use the theoretical properties derived in this manuscript should, once the basic streaking is established, set up eTOFs such that they observe the same laser-FEL interaction with a phase difference of $\pi/2$. This can be achieved in many ways: from using the Gouy phase shift of a focused laser beam to observe different phases of the streaking field [18] (Fig. 6(a)), to circularly polarizing the streaking laser and placing two eTOFs at 90 degrees to each other and ensuring that they sample a small electron emission angle [20] (Fig. 6(b)), or using two separate setups with the laser beam separated and set up with a fixed phase difference to each other. Furthermore, the method is scalable. Though this approach was originally developed as a way to measure sub-fs pulses, the ratio of pulse duration to THz period ratio in the FLASH data also met the criteria for measurements. This means that as long as the order of magnitude of the pulse duration is known, the experiment can set up a streaking field to meet $\tau_{x-ray} << \tau_{\text{streak}}$. If no streak can be observed, then the current pulse duration is longer than expected, and either the streaking field or the pulse duration can be adapted.

For example, sub-fs pulses can easily be characterized using an 800 nm laser pulse, and longer pulse durations of 10-40 fs can easily be characterized using parametric amplifiers to create streaking fields with frequencies around 25 THz.
Fig. 6. Two possible setups for a COE evaluation experiment. Setup (a) uses the Gouy phase shift through a focus to get a fixed phase difference of $\pi/2$ set at Rayleigh length ($Z_r$) to the either side of the focus, whereas setup (b) looks at different phases of a circularly polarized streaking field.

Lastly, the proposed method is pulse-resolved. Since the information on the COE at the two different phases is retrievable for every single pulse, the pulse duration can be deduced on a shot-to-shot basis, with an error bar that would include the possible variations in $E_0$, the resolution of the eTOFs, and other experimental parameters. In addition, it should be noted that COE evaluations are much simpler and likely more accurate than the standard streaking spectrum width evaluations. Errors due to chirp and space charge effects are generally smaller for the COE evaluations as well. Therefore, real-time pulse duration measurements seem possible even for X-FELs operated up to MHz repetition rates.

6. Conclusion

The presented method of using the COE of the streaked photoelectron peak to characterize the x-ray pulse duration has demonstrated agreement between analytical theory, a numerical model, and experimental data. The approach allows for the evaluation of pulse durations from the sub-fs domain all the way up to more standard FEL pulses that are tens of fs long. The method is a powerful tool for simpler and easier pulse duration characterization that is less challenging in terms of laser setup, experiment, and evaluation, bringing it closer to something that could be routinely used with experiments and at facilities to help filter data or improve FEL operation set-up. Therefore it may help FEL facilities and other x-ray sources as they turn towards better time resolutions, and especially if future experiments require sub-fs pulses and temporal resolution.
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