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ABSTRACT
Radio galaxies and quasars are among the largest and most powerful single objects known and are believed to have had a significant impact on the evolving Universe and its large scale structure. We explore the intrinsic and extrinsic properties of the population of Fanaroff-Riley II (FR II) objects, that is their kinetic luminosities, lifetimes, and the central densities of their environments. In particular, the radio and kinetic luminosity functions of these powerful radio sources are investigated using the complete, flux limited radio catalogues of 3CRR and Best et al.. We construct multidimensional Monte Carlo simulations using semi-analytical models of FR II source time evolution to create artificial samples of radio galaxies. Unlike previous studies, we compare radio luminosity functions found with both the observed and simulated data to explore the best-fitting fundamental source parameters. The new Monte Carlo method we present here allows us to: (i) set better limits on the predicted fundamental parameters of which confidence intervals estimated over broad ranges are presented, and (ii) generate the most plausible underlying parent populations of these radio sources. Moreover, as has not been done before, we allow the source physical properties (kinetic luminosities, lifetimes and central densities) to co-evolve with redshift, and we find that all the investigated parameters most likely undergo cosmological evolution. Strikingly, we find that the break in the kinetic luminosity function must undergo redshift evolution of at least $(1 + z)^3$. The fundamental parameters are strongly degenerate, and independent constraints are necessary to draw more precise conclusions. We use the estimated kinetic luminosity functions to set constraints on the duty cycles of these powerful radio sources. A comparison of the duty cycles of powerful FR IIs with those determined from radiative luminosities of AGN of comparable black hole mass suggests a transition in behaviour from high to low redshifts, corresponding to either a drop in the typical black hole mass of powerful FR IIs at low redshifts, or a transition to a kinetically-dominated, radiatively-inefficient FR II population.
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1 INTRODUCTION
Radio galaxies and radio loud quasars are believed to have a significant impact on the evolving Universe and its large scale structure (Gopal-Krishna & Wiita 2001; Rawlings & Jarvis 2004; Silk 2005). They are often found in galaxy groups and clusters (Longair & Seldner 1979; Hill & Lilly 1991; Allington-Smith et al. 1993; Deltorn et al. 1997; Zirbel 1997; Belsole et al. 2007). Since their jets inject a significant amount of energy into the surrounding medium, stored in the so-called radio lobes, they can provide useful information in the study of the density and evolution of the intergalactic and intracluster medium. The jet activity is also believed to regulate the growth of massive galaxies (Böhringer et al. 1993; McNamara et al. 2004; Scannapieco, Silk & Bouwens 2005; Croton et al. 2006; Shabala, Kaviraj & Silk 2011). Therefore the estimation of the kinetic power and specification of the environments of these powerful radio sources at various cosmological epochs is an important task. The intracluster
medium can be explored with the use of X-ray observations up to \( z \sim 1 \) (e.g. Rosati et al. 2004, Poggianti et al. 2010). On the other hand radio galaxies are found at \( z \sim 3 \) and beyond (e.g. Carilli, Owen & Harris 1994, van Ojik et al. 1994, Jarvis et al. 2009), and hence they can provide a valuable insight into the high-redshift Universe. Moreover, complete catalogues of radio galaxies and quasars indicate that these sources were of higher number density during the so-called ‘quasar era’ (Dunlop & Peacock 1990), and since they can be observed at high redshifts the knowledge of the fundamental aspects of these sources as a population is of importance for cosmological studies.

Fanaroff & Riley (1974) divided the extragalactic large scale radio sources into two main classes, namely low luminosity FR I and more luminous FR II types. Sources of the two classes are morphologically different, FR Is are core-jet bright, edge-darkened objects and contain presumably turbulent jets, while FR IIs are limb-brightened, often symmetrical objects with well defined features such as jets, hotspots and radio lobes; the latter are often referred to as classical double radio sources. The question of whether they originate from the same parent population but are dependent on the environment they reside in, or whether they are intrinsically different, is still open (e.g. Baum, Heckman & van Breugel 1974, Baum, Zirbel & O’Dea 1995, Meier et al. 1995, Gopal-Krishna & Wiita 2000, Kaiser & Best 2007, Kawakatu, Kino & Nagai 2009, Wang et al. 2011).

Because of their relatively simple structure (contrary to the turbulent nature of FR Is), some sophisticated semi-analytical models of FR IIs’ growth have been developed. These models can predict source observables, that is radio lobe luminosity \( L_{\nu} \) (where \( \nu \) is the observed frequency) and linear source size \( D \), from underlying physical properties such as kinetic luminosity \( Q \), source age \( t \), and the density of the intergalactic medium \( \rho \). This has led to a number of studies that investigated whole populations of these powerful sources and their evolution (Daly 1995, Blundell, Rawlings & Willott 1996, Kaiser & Alexander 1999, Barai & Wiita 2006, 2007, Wang & Kaiser 2008). The basic methodology of these studies was to construct virtual populations of FR II sources choosing underlying properties for the population and running them through semi-analytical models to predict the distribution of source observables, the linear size and radio lobe luminosity. The virtual populations were further compared to observed data from complete samples of radio sources. However, those studies focused on the commonly used radio power – linear size \( (P_{\nu} – D) \) distribution diagram introduced by Shklovskii (1963). One of the major problems with such an analysis is that \( P_{\nu} – D \) diagram is difficult to interpret in terms of most commonly used techniques to study source populations such as the luminosity function. Moreover, many studies (e.g. Kapahi 1984, Singal 1993, Blundell, Rawlings & Willott 1999) focused predominantly on the relationship between the observables and their trends with cosmological epochs. These observables are determined by the fundamental source properties, and hence they carry convolved effects of possible cosmological evolution of the underlying physical properties, as well as the influence of observational biases. Although, there have been attempts to investigate the fundamental source parameter space (Kaiser & Alexander 1999, Machalski, Chy\'zy & Jamrozy 2004a, Wang & Kaiser 2008), sometimes very strong assumptions have been adopted.

In this paper we use the standard Monte Carlo method, as summarized above, to generate virtual populations of FR II sources. However, contrary to previous studies, we use distributions of radio lobe luminosity that can easily be transformed into radio luminosity functions, rather than the \( P_{\nu} – D \) diagram consistently used in previous semi-analytical population studies, to compare the simulated population and the observed data. Also, we attempt to make as few assumptions as possible about the underlying physical source properties to obtain more general results (although we are still restricted by computing time). To do so we repeat the Monte Carlo simulation multiple times following grid minimisation that searches broad ranges of the possible source underlying properties. This allows us to create confidence intervals of the estimated parameters. In addition, as has not been done before, we allow for co-evolution of the physical source properties; this will enable us to determine the dominant type of evolution, if any. Further, we investigate the influence of various assumptions, such as the density profile characteristics or the jet particle content, on the best-fitting properties of source populations. The method we develop here allows us to constrain the parent population of the sources while minimising the inevitable effects of the radio surveys’ flux limits.

The paper is structured as follows: the observed samples are presented and discussed in §2 and in §3 we summarize the theoretical models used. The construction of the simulated samples and statistical methods used are discussed in detail in §4. The results are presented and discussed in §5 and §6 respectively, and a summary is given in §7.

2 OBSERVATIONAL DATA SETS

We use complete flux-limited radio samples which contain all extragalactic radio sources in a given sky area and above
the sensitivity limit specified for each survey. Currently, we concentrate only on sources of the FR II morphology due to the availability of semi-analytical models of their time evolution; however, the approach presented here may be extended to cover the whole radio source population once theoretical models for FR Is are developed. We use both radio galaxies and radio-loud quasars as it is assumed, following the unification models, that the only difference between these types of sources is just their viewing angle (e.g. Barthel 1989). Additionally, due to the sparse population of sources at high redshifts, and hence poor representation, we limit our analysis to sources with redshifts up to $z = 2$. Due to the nature of the theoretical models that assume that most of the radio luminosity comes from the radio lobes of the sources, one should use samples observed at low radio frequencies ($\sim$ few $\times$ 100 MHz) to avoid compact radio emission that dominates at GHz frequencies. There are few commonly used low-frequency radio catalogues. In this paper, we present the work done with two such radio samples, namely the well known Third Cambridge Revised Revised Catalogue (Laing, Riley & Longair 1983, 3CRR), and the complete radio sample of Best, Röttgering & Lehner (1999, hereafter BRL).

The 3CRR radio sample is very shallow (its flux limit equals 10.9 Jy defined at 178 MHz), but covers a large area of the sky (4.23 sr); it contains some of the most powerful radio galaxies. 146 sources of FR II morphology are in the sample; however, we excluded 3C 231 (M82), as well as, following Blundell, Rawlings & Wilott (1999, hereafter BRW), two additional sources, 3C 345 and 3C 454.5 (due to the Doppler boosting). Of the remaining sources 23 are of FR I type, and all are found at very low redshifts, not exceeding $z \approx 0.25$.

The BRL sample is defined at an observing frequency of 408 MHz with flux limit of 5 Jy. The sample has been created to complement other radio samples, and specifically with the 3CRR catalogue, as it provides coverage of the entire sky above $\sim 30^2$ in declination. Its flux limit translates to $\sim 9.7$ Jy at 178 MHz assuming a typical radio spectral index $\alpha = 0.8$. The sample is 100 per cent spectroscopically complete (Best, Röttgering & Lehner 2000; Best et al. 2002). In total, the sample contains 178 sources of which 124 are of FR II morphology.

The two samples are analysed together and both are brought to the common observed frequency of 178 MHz. In the case of both samples the measured radio spectral index of each source is used\(^3\). The redshift distribution of all sources included in our analysis is presented in Figure 1. Further, the population is divided into size and luminosity bins in given redshift ranges. Due to the number of available sources from the catalogues we are only able to consider three redshift ranges, $z_1 \in [0,0,0.3]$, $z_2 \in [0.3,0.8]$, and $z_3 \in [0.8,2.0]$, the borders of which are chosen to ensure similar source numbers per redshift bin. Incidentally, these redshift ranges span over similar relative light travel time intervals, i.e. $t_{\Delta z_1} = 3.370$ Gyr, $t_{\Delta z_2} = 3.361$ Gyr and $t_{\Delta z_3} = 3.364$ Gyr. These subgroups of different redshifts are considered separately unless otherwise stated. Sources are grouped in size bins in the following manner: in $z_1$ the size ranges are $10 – 245$ kpc, $245$ kpc $– 1$ Mpc and $> 1$ Mpc, in $z_2$ these are $10 – 208$ kpc, $208$ kpc $– 1$ Mpc and $> 1$ Mpc, and in $z_3$ $10 – 100$ kpc, $100$ kpc $– 1$ Mpc and $> 1$ Mpc. The size ranges were chosen to contain similar number of sources in the case of the smallest and medium sized sources, while the last bin tracks giant radio galaxies more accurately (giant radio galaxies are defined as sources of total linear sizes of more than 1 Mpc). For each of these size bins a radio lobe luminosity distribution is constructed. The distribution is constructed at an observing frequency of 178 MHz from $\log_{10}(L_{178MHz}) = 22.0$ to $\log_{10}(L_{178MHz}) = 35.0$ in steps of $\Delta \log_{10}(L_{178MHz}) = 0.5$. Such a division of the population allows us to track the relative number of the sources with a given size, and later to construct radio luminosity functions of the sources at the given redshift ranges and of the given sizes. The counts of sources used are summarized in Table 1.

\(1\) The relation between the flux of a source ($S_\nu$) at a frequency $\nu$, and its radio spectral index $\alpha$, is defined as $S_\nu \propto \nu^{-\alpha}$.

\(2\) The spectral indices of the sources contained in the 3CRR sample is measured between 178 and 750 MHz, while in the BRL sample between 408 and 1400 MHz.

Table 1. Demography of the observational data from the 3CRR and BRL radio samples. Quoted numbers of sources valid after certain criteria are met ($S_{178\text{MHz}}, > 10.9 \text{ Jy}, D > 10 \text{ kpc}$). FR I type sources are listed for reference only (for details see \(\ddagger\)).

| Redshift range ($z$) | 3CRR | FR II | 3CRR | FR II |
|---------------------|------|-------|------|-------|
| $z_1 \in [0,0,0.3]$ | 23   | 40    | 7    | 31    |
| $z_2 \in [0.3,0.8]$ | 45   | 35    |      |       |
| $z_3 \in [0.8,2.0]$ | 50   | 26    |      |       |

Figure 2. The observed radio luminosity functions of the analysed data (3CRR and BRL catalogues) for each of the considered redshift ranges, where $z_1$ is drawn in black, $z_2$ in blue, and $z_3$ in green. Each of the redshift bins is further divided in size bins, where solid lines (filled circles) correspond to smallest sources, dashed (open triangles) to medium size sources, and dotted (open square lozenges) to giant sources (see \(\ddagger\) for the exact values).
and their observed radio luminosities are presented in Figure 2.

As pointed out by BRW the use of only one radio sample in any population study may result in inevitable biases while interpreting results. This is due to the strong luminosity – redshift \((L_\nu - z)\) dependence (Figure 1). It is important, therefore, to either include a few radio samples that will supplement each other in the radio lobe luminosity – redshift plane, or to be very cautious with interpreting results. For the extensive discussion on this and also frequency related issues we refer our reader to the original BRW paper. Commonly used catalogues include 6CE (Fales 1985) and 7CRS (based on the Seventh Cambridge Redshift Survey Catalogue. McGilchrist et al. [1994, Grimes, Rawlings & Willott 2004, Wang & Kaiser 2008) besides 3CRR (e.g. BRW, Wilott et al. 2001). The BRL sample has also been used along with the other three by Wang & Kaiser (2008). However, here, we do not attempt to reconstruct the previous population studies of the \(P - D - z\) plane, but rather analyse binned distributions of the sources’ radio lobe luminosities, hence we present work on only two samples. Because of considerably different flux limits of various samples, other ones such as 7CRS will be analysed separately to 3CRR and BRL.

We assume a flat Universe with the Hubble constant of \(H_0 = 71\, \text{km s}^{-1}\, \text{Mpc}^{-1}\), and \(\Omega_M = 0.7\) and \(\Omega_\Lambda = 0.3\) throughout the paper.

3 THEORETICAL MODELS OF RADIO GALAXY AND QUASAR EVOLUTION

A basic picture of the FR II type radio source growth, where the relativistic plasma is ejected in two opposite directions forming collimated outflows, is nowadays widely accepted. These outflows expand and interact with the surrounding medium until they terminate in a strong shock and create so-called radio lobes where the excess transferred energy is stored. The idea first proposed by Blandford & Rees (1974) and Scheuer (1974) has been developed, over the past 15 years, into a few more sophisticated models of the evolution of FR II sources. In particular, there are three models which have gained the most attention, Kaiser & Alexander (1997, part 1, hereafter KA) and subsequently Kaiser, Dennett-Thorpe & Alexander (1997, part 2, hereafter KDA), BRW, and Manolakou & Kirk (2002, hereafter MK). It is not our intent to compare the existing models in this paper; however, we will briefly summarize their main features.

The BRW and MK models follow the dynamical evolution of radio sources as described by KA, which we will focus on. The density profile of the environment into which the source expands, is approximated by the generalised King (1972) profile

\[
\rho = \rho_0 \left( \frac{r}{a_0} \right)^{-\beta} \quad \text{for } r > a_0,
\]

where \(r\) is the radial distance from the AGN core, and \(\rho_0\) is a constant central density within the core radius \(a_0\). The index \(\beta\) is usually constrained by the observations, although some restrictions may apply in the case of certain assumptions (e.g. the self-similarity assumption requires \(\beta < 2\), see Falle [1991]. Note, however, that the model depends on the combination of \(\rho_0 a_0^\beta\) and not the parameters separately. The approximation is valid at distances of at least a few core radii.

Further, as Falle [1991] and KA show, the source expansion problem can be solved purely with a dimensional analysis where the source growth depends purely on the jet of the source with constant power \(Q\), hereafter referred to as radio source kinematic luminosity), its age \(t\) and the environment in which it self-similarly expands. The linear length of the lobe \((D_l)\) of the source is hence defined as

\[
D_l = c_1 \left( \frac{Q}{\rho_0 a_0^\beta} \right) \frac{t}{a_0^\beta} t^{\frac{3}{5} - \beta},
\]

where the \(c_1\) parameter depends solely on \(\beta\) and the source aspect ratio \(R_T\) (i.e. the ratio of the source length to its width, see §4.2.3). The lobe pressure \((p_l)\) of a radio source of a given age is further found with

\[
p_l \propto (\rho_0 a_0^\beta)^{1/3} Q^{2/3} D_l^{(4-\beta)/3}.
\]

To calculate the radio lobe luminosity the KDA model incorporates the energy losses of the relativistic electrons, using the adiabatic expansion, synchrotron and inverse Compton losses. The radio lobe luminosity at a radio frequency \(\nu\) (note that \(L_\nu = 4\pi P_\nu\)) of the source becomes therefore

\[
L_\nu \propto Q \nu^{(m+1)/4} \int_{x_{\text{min}}}^{1} C(x) \, dx,
\]

where \(m\) denotes the injection spectral index of the energy distribution of the relativistic electrons (§4.2.3), and the term \(C(x)\) depends on the energy losses and \(x = t_i/t\) with \(t_i\), being time at which a particle was injected into the radio lobe. For the full derivation and discussion see KDA and Kaiser & Best (2007, 2008).

The BRW and MK models differ from KDA in their assumptions about the luminosity evolution of the sources determined by the way the relativistic particles are injected from the jet to the radio lobe, and the particle transport. In particular, BRW argue for the importance of the hotspot region pointing out the over-simplicity of the KA/KDA model and its assumption of source self-similar expansion. Additionally, BRW assume that spectral index of the radio lobes at a specific time is driven by breaks in frequency in the head region. Further, MK expands the KDA and BRW models incorporating the particle transport mechanisms. It is worth noting that assumptions of BRW and MK lead to much steeper evolutionary tracks of the sources in the radio power – linear size \((P_\nu - D)\) plane as compared with the predictions of the KDA model.

More recently Barai & Wiita (2006, 2007) attempted to develop a more accurate model by testing and modifying the three leading theoretical models. They report that none of the existing models can give fully acceptable fits to all of the properties deduced from the radio surveys (especially the synchrotron spectral index \(\alpha\)) however, according to their findings KA/KDA give the best overall results as compared to the other two models. In this work we employ the original KA/KDA model.
4 Monte Carlo simulations of the complete virtual radio samples

In the traditional and most common way, the radio source evolution has been investigated through the so-called $P_\nu - D$ diagram (Shklovskii 1963), which in recent studies has been extended into radio lobe spectral index ($\alpha$) and redshift ($z$) parameter space. Here, we use an alternative approach and instead of investigating $[P_\nu - D - z - \alpha]$ space we use radio luminosity functions (RLF) in the analysis. An advantage of doing so is the direct link to the results of other source population studies which are most commonly expressed in terms of luminosity or mass functions.

Due to degeneracy between the fundamental properties it is impossible to infer the source kinetic luminosity, the central ambient density and the source age directly from the observables, and hence Monte Carlo simulations are necessary in order to generate simulated RLFs. In this section we present our Monte Carlo method (§4.1). The parameter distribution functions and other fixed assumptions of the model for constructing the radio source population are discussed in §4.2. The statistical methods used to determine confidence intervals and goodness-of-fit test are discussed in §4.3.

4.1 Monte Carlo simulation

To construct a single virtual sample we generate, in total, $\sim 10^6$ virtual radio sources. The subsequent prescription is followed.

1. For each source of the virtual sample we assign a set of physical parameters summarized in Table 2. Each of the parameters is either drawn from its respective distribution or is the same for each source; the details of these physical ‘input’ parameters are presented in §4.2.

2. Based on the theoretical model of KA/KDA the source is evolved and its linear size $D$ is calculated.

3. The linear size of the source is being checked for its reliability, that is whether the source expansion exceeds an assumed fraction of the light speed (maximum allowed head advance speed, see §4.2.7). If it does, the source is rejected. Otherwise, the source is accepted and its linear size is corrected for the projection angle (§4.2.9).

4. The radio lobe luminosity $L_\nu$ of the source at a frequency $\nu = 178$ MHz and its randomly generated redshift is calculated.

5. The radio luminosity is subsequently randomized by adding a Gaussian variable of standard deviation $\Delta L_{\text{err}} = 0.08 \times L_\nu$ to account for any instrumental/systematic errors. Moreover, since the source is evolved in its rest-frame, a correction of $(1 + z)^{\alpha}$ transforming the calculated radio luminosity to the common frequency must be included. The common frequency of 178 MHz is used. These corrections are discussed in detail in §4.2.4.

6. Steps 1 - 5 are repeated $\sim 10^6$ times.

7. The radio lobe luminosity histograms for each redshift range and linear size bin are generated as discussed in §4.2. The binning of the virtual sample histograms matches exactly the one used for the real observed data sample. However, to ensure that the probability density functions of kinetic luminosities (Eqs. [8] and Eqs. [9]) are represented by reasonable number of sources at the functions’ exponentially falling ends, we initially generate the virtual population assuming that their kinetic luminosities are drawn from a uniform distribution, and later a weighting factor is applied to each source (see §4.2.1).

8. At this stage the histograms represent the total number of sources in the simulated sample since we have not determined yet the fluxes of the generated sources. In this sense, those are the ‘true’ numbers of the entire source population. However, to be able to compare the simulated sample to the observed data the selection effect arising from limited flux sensitivity must be taken into account. We achieve it by using radio luminosity functions. RLFs are an ideal tool when dealing with coupled selection effects such as limited sensitivity of radio surveys. They are defined as number density of sources per unit comoving volume per unit luminosity. The initial histogram of the entire simulated population is therefore transformed into RLF by using the survey volume $V_{\text{survey}}$,

$$\phi_{\text{sim},i} = \frac{A}{4\pi} \frac{n_{L_i}}{V_{\text{survey}}}$$

where $A$ is the area of the sky that the survey covers, and $n_{L_i}$ represents the data counts in luminosity bins $L_i$. Further, the RLF is transformed back into a histogram of number of expected sources for each linear size and luminosity bin using $V_{\text{lim}}$ - a maximum co-moving volume in which a source in a given luminosity bin and with the flux limit of the survey would be included in the sample (Schmidt 1968).

$$n_{L_i, V_{\text{lim}}} = \frac{4\pi}{A} \phi_{\text{sim},i} V_{\text{lim}}$$

The two transformations simplify to

$$n_{L_i, S_{\text{lim}}} = n_{L_i} \frac{V_{\text{lim}}}{V_{\text{survey}}}$$

Note that flux densities of the simulated radio galaxies ($S_{\text{sim},i}$) are not examined directly, and hence no radio sources are rejected based on the limited sensitivity bias (i.e. requirement that $S_{\text{sim},i} > S_{\text{lim}}$). Instead, a correction factor ($V_{\text{lim}}/V_{\text{survey}}$), which indicates the probability of radio source occurrence at a given flux limit, is employed. The effect of the limited flux sensitivity is an average for each considered bin. To ensure greater accuracy we perform the flux correction on much finer bin widths than those of the final histograms. In particular, in this step we use 20 times finer bins than used in the final histograms. These are later summed to match the initially constructed distributions.

9. So far, we have not discussed the number of progenitors becoming active and turning into FR II sources. To ensure a reasonably good statistics, our simulated sample is generated with a much larger number of virtual radio sources than the observed data sets contain. Instead of introducing a corresponding distribution function we use the full simulated sample. However, since both the simulated and observed samples must be of a similar size, that is of a similar number of sources considered, we need to renormalize the data counts, which are found with Eqn.[7] in the virtual sample. We use the binned maximum likelihood method (MLM, see §4.2.1) together with Brent’s method (Brent 1973; Press et al. 1992) to do so. The nor-
4.2 Monte Carlo simulation input parameters

4.2.1 Kinetic luminosity distribution

The kinetic luminosity of each generated source is drawn randomly from a distribution function that acts as a probability density function. The form of the distribution function of sources’ kinetic luminosities is not known, and various forms have been assumed in previous works ranging from a simple uniform distribution between minimum ($Q_{\text{min}}$) and maximum ($Q_{\text{max}}$) kinetic luminosity (e.g. [Wang & Kaiser 2003]), through power-law scaling as $Q^\beta$ (e.g. BRW) to more complex functions as used by Willott et al. (2001), discussed below.

We consider two models for the initial distribution functions of the kinetic luminosities. In Model S the kinetic luminosity distribution function is assumed to be modelled by the so-called Schechter function (Schechter 1976) of a form

$$\psi(Q) dQ = \psi^\ast \left( \frac{Q}{Q_B} \right)^{-\alpha_s} \exp \left( -\frac{Q}{Q_B} \right) dQ,$$

where the slope of the function for the kinetic luminosity values below the kinetic luminosity break ($Q_B$) is described by the exponent $\alpha_s$, and drops exponentially for higher $Q$. $\psi^\ast$ is a normalization constant, which in our case is neglected at this stage as Eqn. 8 is used as a probability density function.

Model W follows [Willott et al. 2001], who introduce modified version of the above Schechter function of a form

$$\psi(Q) dQ = \psi^\ast \left( \frac{Q}{Q_B} \right)^{-\alpha_b} \exp \left( -\frac{Q}{Q_B} \right) dQ,$$

where and the exponent $\alpha_b$ describes the function for kinetic luminosities higher than $Q_B$, while for lower kinetic luminosities the function drops exponentially, and $\psi^\ast$ is used as in the Model S. In their original paper [Willott et al. 2001] use a combination of Eqn. 8 and Eqn. 9 to describe the whole population that consists of high and low radio luminosity sources. Eqn. 9 was introduced to specifically model the high radio luminosity subpopulation of radio sources. Since we do not consider FR I type sources in our study we will not follow the original method of [Willott et al. 2001], and Eqn. 8 alone is used to describe the considered subpopulation of powerful radio sources.

Both functions describe the distribution of kinetic luminosities between $Q_{\text{min}}$ and $Q_{\text{max}}$, which are set in such a way that that contribution to the RLFs of sources with kinetic luminosities outside this range is negligible. To ensure these probability density functions are represented by reasonable number of sources, what will assure good statistics at the functions exponential ends, the kinetic luminosities are initially generated from a uniform distribution between $Q_{\text{min}}$ and $Q_{\text{max}}$. Each of these kinetic luminosities is assigned a probability of its occurrence (a weighting factor) according to the considered probability function (Eqn. 8) and Eqn. 9). This weighting factor is applied to each source while constructing histograms at a later stage.

4.2.2 Ambient density distribution

The central density value ($\rho_o$) for each generated source is randomly drawn from a log-normal distribution with the mean value $\log_{10}(\rho_o)$ and standard deviation of $\sigma_{\log_{10}(\rho_o)} = 0.15$. The standard deviation is not introduced as a free parameter; however, we test how strong an effect it has on the results (see discussion in §5.3).

Since the type of the surrounding environment (clusters of galaxies or field galaxies) is tightly linked to the core radius of the source, these should never be discussed separately. Here, however, we set one value of $a_o$ for all the simulated sources (2 kpc). The choice of $a_o$ may determine the most likely environments found in our simulation; this issue is discussed in detail in §4.2. The exponent $\beta$ of the density profile (Eqn. 1) is randomly chosen from a uniform distribution between $\beta_{\text{min}} = 1.2$ and $\beta_{\text{max}} = 2.0$. Although many authors use a constant value of $\beta$ (e.g. $\beta = 1.5$ is used by [Daly 1993], BRW, [Willott et al. 1999], $\beta = 1.9$ and $\beta = 2.0$ by KDA, [Wang & Kaiser 2003], some observational evidence suggest that the parameter may vary between sources (e.g. Alshino et al. 2010).

4.2.3 Age distribution of the simulated sources

It is assumed that radio sources live up to a certain maximum age ($t_{\text{max}}$) after which they instantly die. Although this may seem to be an oversimplification as any relic radio galaxies are going to be neglected, from previous work of KDA and BRW for instance, one can see that the luminosity tracks of radio sources steepen rapidly at the late stages of the source’s life, quickly dropping below detectable flux levels.

Here the age of a source is randomly drawn from a uniform distribution between $t = 0$ and $t_{\text{max}}$. The expectation that all radio sources have the same maximum age seems to be unrealistic, hence we introduce a log-normal spread of the maximum ages around the mean $t_{\text{max}}$, i.e. $\sigma_{\log_{10}(t_{\text{max}})} = 0.5$. We investigate the effect of the width of this distribution in §5.4.2.

4.2.4 Injection and radio spectral indices

The energy distribution of the relativistic electrons initially follows a power-law relation with exponent $m$, $N(E) dE \propto E^{-m} dE$. The exponent $m$ assigned to a source is drawn from a uniform distribution with the minimum and maximum value allowed by the theoretical model of source growth used in this study, that is $m_{\text{min}} = 2$ and $m_{\text{max}} = 3$. However, theoretical studies of the particle acceleration in the relativistic shocks suggest a universal value ($m \sim 2.2 - 2.4$, e.g. [Kirk et al. 2004], [Spitkovsky 2008]), while studies based on observations of gamma-ray burst afterglows favour a Gaussian distribution of this parameter ([Curran et al. 2010]). Also, [Machalski et al. 2007] conclude that the distribution of $m$ is rather narrow with $m \in [2.0, 2.4]$ according to their modelling, and [Meli & Mastichiadis 2008] report on good fits of the spectra by a power-law with index $m \approx 2.0 - 2.3$.

Moreover, the power-law of the relativistic electron energy distribution extends between $\gamma_{\text{min}}$ and $\gamma_{\text{max}}$; i.e. between the Lorentz factors of the least and most energetic
Table 2. Overview of a source physical parameters and default distributions from which they are drawn. Details on the assumed distribution or value of the respective parameters are discussed in sections as given in column 4.

| Parameter | Assumed distribution | Description | Discussed in |
|-----------|----------------------|-------------|--------------|
| $z$       | distribution         | source redshift | 4.2.10       |
| $Q$       | distribution         | source kinetic luminosity | 4.2.1       |
| $\rho_0$  | distribution         | mean central density in which source expands | 4.2.2       |
| $a_0$     | value                | core radius | 4.2.2       |
| $\beta$   | distribution         | power law index of the radial density distribution | 4.2.2       |
| $t$       | distribution         | source current age | 4.2.2       |
| $t_{\text{max}}$ | distribution | source maximum age | 4.2.2       |
| $\alpha$  | calculated value     | radio spectral index | 4.2.2       |
| $m$       | distribution         | power-law exponent of the relativistic particles’ energy distribution | 4.2.2       |
| $\gamma_{\text{min}}$ | value         | minimum Lorentz factor of relativistic particles | 4.2.2       |
| $\gamma_{\text{max}}$ | value         | maximum Lorentz factor of relativistic particles | 4.2.2       |
| $R_\Gamma$ | distribution         | aspect ratio | 4.2.2       |
| $\theta$  | distribution         | projection angle | 4.2.2       |
| $\Gamma_x$ | value               | adiabatic index of the IGM | 4.2.2       |
| $\Gamma_c$ | value               | adiabatic index of the radio lobes | 4.2.2       |
| $\Gamma_b$ | value               | adiabatic index of the magnetic field energy density | 4.2.2       |
| $k'$      | value                | ratio of thermal to electron energy densities in the jet | 4.2.6       |
| $v_{\text{max}}$ | value         | maximum allowed head advance speed | 4.2.4       |

**Distributions’ Parameters**

| $Q_B$     | value                | kinetic luminosity break | 4.2.1       |
| $\alpha_k$ | value               | exponent of the kinetic luminosity distribution | 4.2.1       |
| $n_q$     | value                | strength of the kinetic luminosity break redshift evolution | 4.2.2       |
| $\rho_m$  | value                | mean of log-normal distribution of radio sources’ central densities | 4.2.2       |
| $\sigma_{\rho_m}$ | value      | standard deviation of log-normal distribution of radio sources’ central densities | 4.2.2       |
| $n_l$     | value                | strength of the central density redshift evolution | 4.2.2       |
| $t_{\text{max},m}$ | value     | mean of log-normal distribution of radio sources’ maximum ages | 4.2.2       |
| $\sigma_{t_{\text{max},m}}$ | value     | standard deviation of log-normal distribution of radio sources’ maximum ages | 4.2.2       |
| $n_{t_{\text{max}}}$ | value       | strength of the maximum source’s lifetime redshift evolution | 4.2.2       |

Electrons. We assume $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$. KDA stresses that $\gamma_{\text{min}} \ll \gamma_{\text{max}}$. We used much higher maximum Lorentz factor than KDA who used $\gamma_{\text{max}} = 10^6$. Lorentz factors of $\gamma_{\text{max}} \sim 10^2$ to $10^6$ have also been measured by Meisenheimer et al. (1989) and Massaro & Ajello (2011), while BRW favour $\gamma_{\text{max}} \approx 10^{14}$. We decided to use the intermediate value as a default one. Further, Blundell et al. (2006) report a new estimate for the low-energy cut-off of the energy distribution of relativistic electrons in FR II type sources. Based on the observations of Cygnus A they estimate a rather high value of $\gamma_{\text{min}} = 10^4$. On the other hand, investigations of hot spots done by Meisenheimer et al. (1984) suggest that the minimum Lorentz factors, below which the synchrotron losses are unimportant, are typically $\gamma_{\text{min}} \sim 10^2$, but may reach values of $1 \times 10^2$. Values of $10^2$ for the minimum energy cut-off are also supported by, for example, Barai & Wiita (2006) and Meli & Mastichiadis (2008).

Since there is a large discrepancy, especially in the estimations of the Lorentz factors, we investigate the possible effects of these different assumptions on the simulated source populations in §5.4.4.

To find the radio spectral index $\alpha$ one needs at least two data points, that is two radio lobe luminosities of the same source measured at two different frequencies. A simple power-law is employed between $L_{\nu,178}$ and $L_{\nu,178}$ to find $\alpha$, which is finally used to correct the $L_{\nu,178}$; the radio lobe luminosity estimated with the model, $L_{\nu,178}$, is in the source rest-frame and one needs to convert it to the common frequency using $(1 + z)^\alpha$. For consistency and to mimic behaviour of the 3CRR sample we chose $\nu_x = 750$ MHz (after Kaiser & Alexander 1993). We note here, however, that BRW, Jarvis & Rawlings (2000) and Jarvis et al. (2001) argue that this most commonly used relation (i.e. simple power-law) may be too simplistic, and instead, curved radio spectra should be considered.

### 4.2.5 Aspect ratios ($R_\Gamma$) and self-similarity

One of the consequences of the KA dynamical model of the source expansion is its self-similar growth. Instead of measuring or introducing the jet opening angle, the aspect ratio ($R_\Gamma$) is used. In the KA model the aspect ratio is linked to the jet opening angle ($\theta$) by $R_\Gamma \propto 1/\theta$ based on the assumption that the lobe pressure is balanced by the external gas ram pressure. $R_\Gamma$ stays constant through the source lifetime. The BRW model, on the other hand, assumes that $R_\Gamma$ increases with the source growth, and their results suggest some dependence on the source kinetic luminosity and/or...
its age, while [Machalski, Chyży & Jamroży] (2004a,b) suggest that the self-similarity may not hold for old sources.

Mullin, Riley & Hardcastle (2008) present a detailed investigation of aspect ratios of 3C sources of $z < 1.0$. The observed $R_T$ values are found to fall in a range of $1 < R_T < 8$, with a median within $(R_T) \in 1.6 - 2.6$ (which depends on spectral class). Mullin et al. (2008) report that higher aspect ratios seem to occur for larger sources (> 100 kpc) which may suggest a non self-similar source growth, or a self-similar growth occurring only in the early stages of a source life. However, the aspect ratio has a predominant influence on the radio source linear size (hence its age). In particular, the smaller the aspect ratio gets, the wider the opening angle of the jet becomes, and thus a higher pressure of the lobe is needed to account for the faster sideways expansion of the lobe. This in turn will lead to smaller head advance speeds of the jet, as well as larger synchrotron losses, and will result in smaller linear sizes as compared to the sources with larger $R_T$. This may be one of the reasons why larger sources seem to have larger aspect ratios. Similarly, BRW suggested that the aspect ratio might be higher for more powerful sources. One must notice, however, that for a given age and environment of a radio source higher kinetic energy will lead to larger linear size, and, according to our argument above, larger aspect ratios may be expected.

Since the distribution of $R_T$ is not yet well constrained; we decided to assume a uniform distribution of the aspect ratio with $6.0 > R_T > 1.3$, which translates to the range of jet opening angles of $13.7^\circ < \theta < 63^\circ$ (values based on Leahy & Williams [1983], Daly [1993], Machalski et al. 2004a; Mullin et al. 2008), and to follow the original KDA model which implies self-similar growth of a radio source. A distribution of aspect ratios allows for a variation in growing rates of radio sources and hence is more realistic than a single value.

4.2.6 Jet particle content

The ratio ($k'$) of the energy densities of thermal particles to the energy densities of the electrons at the time they are injected into the cocoon is assumed to be $k' = 0$. Note that this definition of $k'$ differs slightly from typical assumptions ($k$) in such a way that relativistic and non-relativistic electrons are already included even if $k' = 0$ (this already implies that the typically assumed ratio is $k \neq 0$).

There is much debate on the particle content of the radio galaxy jets. Some argue that the FR II jets are lightweight (electron-positron dominated), while FR I jets are heavy, that is they may possess a significant proton content (e.g. Celotti & Fabian [1993], Wardle et al. 1995, Kino & Takahara 2004, Dunn & Fabian 2004, Croston et al. 2007, 2008a). Moreover, Hardcastle & Croston (2010) based on the investigation of Cygnus A report that FR II radio galaxies may be more proton dominated ($k \sim 1 - 4$) if they reside in very rich environments. KDA showed that heavy FR II jets will require significantly higher jet powers to reproduce the same radio luminosity as the electron-positron dominated jets, hence they concluded that $k'$ must be close to 0. Initially, in our simulation we followed the conservative KDA assumption, but the effect of changing $k'$ (to allow a proton content in the jets) on the whole population of simulated sources is investigated in §4.4.5.

4.2.7 Maximum head advance speeds

It is at first assumed that the head advance speed of a source ($v_{\text{max}}$) at the time of observation may not exceed 0.4c, all sources that surpass this limit are rejected at the stage of generating the population. Such an upper limit is consistent with the speeds inferred from the synchrotron spectral ageing of high luminosity double radio sources (e.g. Liu, Pooley & Riley [1992], Best et al. 1995), and supported by the estimation of dynamical ages of FR II sources by Machalski et al. (2007) who report $v_{\text{max}} \leq 0.3c$. However, there have been discussions on the possible overestimation of the lobe advance speed upper limits; results obtained through the analysis of lobe asymmetries and the steepening of radio spectra suggest that the head advance speeds do not exceed 0.15c (e.g. Ashkarian & Longair [2000]), or even 0.05c (Schuech [1995]). We discuss the effect of different assumptions of $v_{\text{max}}$ on the results in §5.4.8.

4.2.8 Adiabatic indices of radio lobes, magnetic field, and external medium

After KA/KDA, we assume the adiabatic indices of the radio lobes, magnetic fields and the external medium to be $\Gamma_1 = \Gamma_0 = 4/3$ and $\Gamma_x = 5/3$ respectively, that is we assume a non-relativistic equation of state for the closest external medium of the radio source, and relativistic particles inside the radio lobes.

4.2.9 Projection effects

The linear size calculated based on the randomly chosen and set physical parameters of each source in the generated pop-
4.2.10 Redshift distribution

It is assumed that sources are uniformly distributed in space, between minimum \( V_{\text{min}} \) and maximum \( V_{\text{max}} \) comoving volume depending on the considered redshift range. From this a radio source redshift \( z \) is found. Redshifts from \( z = 0 \) to \( z = 2 \) in steps of \( \Delta z = 0.001 \) are considered in this work. Note that evolution of source number density is not initially modelled in the construction of the simulated population; however we apply a normalization (scaling), which is a free parameter in each redshift range (step 9. in §4.3.1). Before the maximum likelihood method and goodness-of-fit test are performed. Hence we obtain an average in radio source number density for each \( z \) bin considered.

4.3 Confidence intervals and Goodness-of-Fit test

4.3.1 Binned Maximum Likelihood Method

We use the binned maximum likelihood method (MLM) in the statistical tests (e.g. Cash [1979]). A log-likelihood is found in fitting each of the simulated samples to the observed data according to

\[
\ln L = \sum_{i=1}^{N} \left[ x_i \ln \left( \frac{y_i}{n} \right) - \frac{y_i}{n} - \ln(x_i!) \right]
\]

where \( N \) is the number of bins, each with an expected number of sources \( y_i \) and with the observed number of counts \( x_i \), and \( n \) is the normalization constant discussed in step 9. in §4.1.

4.3.2 Goodness-of-Fit

To perform the goodness-of-fit (GoF) test we use the Monte Carlo analysis. The final histogram of the simulated radio sources is in fact the mean of all possible realizations of the underlying ‘true’ population, which we call the ‘model average histogram’. The Monte Carlo procedure undertaken here is to randomize each bin of the model average histogram within the Poisson regime to obtain a ‘synthetic data set’. A single realization of the ‘true population’. Further, we apply the binned MLM method to find the log-likelihood between the newly created synthetic data set and the model average histogram. We repeat the procedure multiple times \( (\sim 2 \times 10^4) \) to obtain a distribution of the possible log-likelihoods of the true population, which we refer to as the ‘synthetic log-likelihood distribution’. Finally, the log-likelihood of the observed data histogram is compared to the generated synthetic log-likelihood distribution. The 1σ level of consistency requires the actual data set log-likelihood to be placed within the 68.3 percentile of the log-likelihood distribution, i.e. between 0 and 68.3 per cent since our distribution is one-sided (Figure 3). We quote the GoF test results in terms of \( p \)-value, which is the probability that the test statistic is at least as extreme as the one observed and assuming the null hypothesis is true. 1σ is equal to 0.317 in terms of \( p \)-value. The null hypothesis is rejected if the \( p \)-value is less than the significance level \( \alpha_{\text{sig}} \); we assume \( \alpha_{\text{sig}} = 0.1 = 10 \) per cent. The choice of the number of syn-
thetic histograms allows us to check the agreement up to 5σ level \((p - \text{value} = 6 \times 10^{-7})\). It is important, however, to remember that the confidence levels obtained in such a way are nominal only as the synthetic log-likelihood distribution is not Gaussian in our case.

Although this technique tests whether a model fits data well, it is incapable of distinguishing the best-fitting models. To compare these best-fitting models one needs to perform the so-called likelihood ratio test the statistic of which is

\[
d = -2 \left[ \log(L(H_{\text{null}})) - \log(L(H_{\text{alt}})) \right]
\]

and where \(L\) denotes log-likelihood, \(H_{\text{null}}\) is the null model and \(H_{\text{alt}}\) an alternative one. The \(p\)-value of the \(d\) statistics may be obtained to find which model should be preferred. The models must be nested, however, and if this requirement is not fulfilled, the likelihood ratio test is invalid. For the models \(H_{\text{null}}\) and \(H_{\text{alt}}\) to be nested it is necessary that \(H_{\text{alt}}\) contains the same parameters as \(H_{\text{null}}\), and has at least one additional parameter.

### 5.3.3 Confidence intervals

The source physical parameters that are the main focus in this study are \(t_{\text{max}}\), \(\rho_m\), \(Q_\gamma\), and \(\alpha_t\). To obtain the confidence intervals of these parameters we perform grid minimisation searching their broad ranges (Table 3, and follow the method of Cash (1979). For each parameter set in our searched grid there is a corresponding log-likelihood. From these, the global \(L_{\text{max}}\) is found, indicating the best fit to the observed data (Eqn 10). Furthermore, as pointed out by Cash (1979), one may find the difference between \(L_{\text{max}}\) and \(L\) for all the other sets of parameters in the evaluated grid, the so-called \(\Delta C\) statistic, which is defined as

\[
\Delta C = -2 \ln(L_{\text{max}}) + 2 \ln(L).
\]

\(L\) is the log-likelihood of the sub-grid, which is extracted from the global grid by setting each point of a parameter which we are focused on as non-varying and the corresponding set of log-likelihoods of these points are listed based on the all the other parameters that vary.

The \(\Delta C\) statistic is distributed as \(\chi^2\) with \(n_{\text{max}} - n_L\) degrees of freedom (dof), where \(n_{\text{max}}\) denotes degrees of freedom associated with the global \(L_{\text{max}}\) and \(n_L\) denotes the dof of restricted sub-grid (dof = 2 in our plots). The confidence intervals are, therefore, defined such that contours encircle parameters for which their log-likelihood is above a certain value \((L > L_\nu)\), and levels of \(\chi^2\) distribution may be used. Note that this may lead to disconnected regions in the case the likelihood function is highly irregular. For an in-depth description of constructing contour plots in cases such as this one we refer the reader to Cash (1979) and Lampton, Marcon, & Bowyer (1976).

### 5.5 RESULTS

In this section we present and discuss the results of our Monte Carlo simulations. The fitted histograms and the radio luminosity functions of the analysed observed and simulated samples are presented in Figure 1. The evidence for the cosmological evolution of the physical parameters is discussed in §5.2. An important note on the parameter degeneracy is discussed in §5.3. Finally, §5.4 contains discussion on the possible effects of the model assumptions on the results.

#### 5.5.1 Radio luminosity functions and fitted data counts

The best-fitting model histograms are presented in Figure 4. The corresponding RLFs are shown in Figure 3. The quoted uncertainties on the RLFs are the Poissonian errors only. The simulated RLFs appear to be consistent with the observed data. Moreover, we were able to reconstruct the luminosity distributions of the observed samples for their given linear size subsamples as well as the redshift ranges. The match in the linear size distribution is of particular interest, as it has been noted previously that not all previous work succeeded in reconstructing the linear size distributions and even too many large sources have been created (see e.g. Barai & Wiita 2006, 2007). It may be possible that such an effect might not be due to the specific models used, but rather is due to restricting the model parameters, which in our case were kept free. We have not tested analytical models other than KA/KDA in this work.

#### 5.5.2 Evidence for the cosmological evolution of the intrinsic and extrinsic source parameters

In the simplest case we have tested, it was assumed that the parameters that are our main focus (that is \(t_{\text{max}}, \rho_m, Q_\gamma\) and \(\alpha_t\) do not evolve with redshift within each redshift bin. We analyse the redshift ranges independently, hence separate sets of best-fitting parameters for each redshift bin are found; if there is no redshift evolution of the intrinsic and extrinsic parameters, the results for each redshift range should not be significantly different. These are referred to as the independent-redshift fits and are presented in §5.2.1. Subsequently, we have attempted to investigate the strength of the cosmological evolution of the source physical parameters by allowing for continuous redshift evolution of \(t_{\text{max}}, \rho_m, Q_\gamma\) and extrinsic parameters within each redshift bin, and fitting all the redshift bins simultaneously using the same parameters to describe the evolution. We refer to this case as the combined-redshift fits, and the results are presented in §5.2.2.

#### 5.5.2.1 Independent-z fits

The confidence intervals of the best-fitting parameters for the simple Model S in the respective redshift bins are shown in Figure 10 – Figure 13 and similarly for the Model W in Figure 10 – Figure 13. The best fits and the GoF test results are listed in Table 4 although we once again stress that the best-fitting parameters maximize the likelihood but are not the standard means of their respective distributions and the inspection of the associated confidence intervals is very important.

The confidence intervals span a wide range of the possible values for each of the parameters resulting in relatively large uncertainty in the best fit. One must bear in mind that these confidence intervals are based on the underlying five degrees of freedom allowed in the simulation, and any visible degeneracy or shift may be influenced by a change of other...
parameters. Indeed, some degeneracies are seen, and are especially strong in the case of the maximum source age and the corresponding central density; however, the degeneracies seem to be also present for the $Q_B - t_{\text{max}}$ and $Q_B - \rho_m$ results. The degeneracy issue is discussed separately in §5.3.

The confidence intervals do not converge for the high kinetic luminosity break values ($>10^{42}$ W) in the case of Model S, and for the low kinetic luminosity breaks ($<10^{37}$ W) in the case of Model W. It is accompanied by negative slopes of approximately 0.5 – 1.5 in both cases. At this stage the function becomes a power-law. Despite the fact that the kinetic luminosity break indicates values of $>10^{42}$ W, the number density of jets with kinetic luminosities close to this break is so low that the actual $Q_{\text{max}}$ contributing to the simulated population is $\sim 10^{41}$ W. Similarly, in the Model W the kinetic luminosity break shifts to very low values and only the high kinetic luminosity end of the distribution, which at this point is approximated by a power-law, contributes to the observed data counts. In previous studies, authors have assumed such power-law distributions. Assuming that

$$\psi(Q)dQ = Q^{-x}dQ,$$  \hspace{1cm} (13)

slopes of $x = 2.6$ (BRW), $x = 3.3$ and $x = 3.6$ (Barai & Witt 2006), $x = 1.6$ (Kaiser & Best 2007), and $x = 0.9–1.3$ (Wang & Kaiser 2008) have been found. Here, we observe slopes of $x = 0.5–1.5$ (Model S and W) in the power-law extremum. We can conclude here, therefore, that the hypothesis that kinetic luminosities follow an unbroken power-law distribution cannot be ruled out at a confidence level of more than 95.4 per cent.

To ease the investigation of the possible cosmological evolution of all the searched parameters Figure 13 and Figure 13 show superimposed 90 per cent intervals of all redshifts. We find that the kinetic luminosity break shifts to higher values for higher redshift ranges in the case of both Model S and Model W. Furthermore, Figure 9 clearly shows that there is no common solution found for the maximum source age and the central density for all three redshift ranges. Consequently, the hypothesis that there is no evolution of $t_{\text{max}}$ and $\rho_m$ is ruled out with probability of $>99$ per cent. One may notice, however, that it is possible to find $Q_0$ to be constant for all redshifts (Model S only), but this would imply unrealistically strong evolution of $\rho_m$. To avoid such a strong evolution more than one parameter would have to undergo an evolution with redshift. As an additional test, we have attempted to fit the three redshift bins simultaneously with one set of parameters that would be valid for all redshift sub-samples. No satisfying results have been found for the latter test case, the consistency of the hypothesis with the data was ruled out at the nominal 5σ level.

5.2.2 Combined-z fits

We have attempted to investigate the strength of the cosmological evolution of the intrinsic and extrinsic source parameters. The results of the independent-z fit suggest evolution of more than one parameter, and bearing in mind the possible degeneracies (see discussion in §5.3), we tried to restrict as few parameters as possible. We allowed simultaneous evolution of the following parameters: (i) the kinetic luminosity break was allowed to evolve with redshift as $Q_B(z) = Q_B(z = 0)(1 + z)^n_t$, (ii) the central density of the environment as $\rho_m(z) = \rho_m(z = 0)(1 + z)^n_t$, and (iii) the maximum age of the sources was assumed to undergo evolution according to $t_{\text{max}}(z) = t_{\text{max}}(z = 0)(1 + z)^{n_t}$. However, due to limited computing time and power, we were forced to compromise on the resolution of the grid of the parameters searched over. For instance, the $n_t, n_q$ and $n_t$ exponents were searched in steps of 0.5 only, and $Q_B, \rho_m$ and $t_{\text{max}}$ in steps of 0.3 in a logarithmic scale.

The results are displayed in Figure 15 (Model S) and Figure 16 (Model W). The best agreement between the simulated populations and the observed samples is listed in Table 4. As discussed in §5.3 the degeneracy between parameters means that the $n_q, n_t$ and $n_t$ cannot be easily constrained, and additional constraints on the parameters are necessary. An interesting result emerges for the kinetic luminosity break cosmological evolution, for which the trend with redshift seems to be unavoidable ($n_q > 3$) as our results show. We discuss these results in detail in §6.

5.3 Central density – maximum age degeneracy

The degeneracy between central density and maximum age needs some extra attention as it seems to be often overlooked. The calculated radio lobe luminosity of a radio source depends on its kinetic luminosity, central density and the age of the source. However, one must be aware that restricting one parameter will yield an adjustment in another. In particular, the maximum age of the sources and the central density in which sources evolve seem to be the most strongly correlated. From Eqn. 2 - 4 one can deduce that

$$L_\nu \propto Q^{12 + 2m - \beta(3 + m)}(\rho_o d_o)^{3 + 2m} t^{6 - 4m - \beta(3 + m)} \int_{t_{\text{min}}}^{1} C(x) d(x).$$ (14)

Assuming $m = 2.5$ and $\beta = 1.5$ (most commonly assumed values) and ignoring for the moment the energy losses term, one will see that

$$L_\nu \propto Q^{1.25} \rho_o^{1.15} t^{-1.75}.$$ (15)

Clearly, if we keep radio lobe luminosity, kinetic luminosity and all the other values the same for a source, and change only its central density and the age, the two latter parameters will compensate for each other. For example, a change in the central density by a factor of 10 (reaching less dense environments) will yield a change in source age by a factor of 7 (implying younger ages) to maintain the same radio lobe and kinetic luminosities. Of course this is an approximation only as such a change will also yield changes in the source linear size and in the loss processes term $C(x)$ of Eqn. 4 since both depend on the stage of the source life. Note that Eqn. 15 cannot be used as an approximation for simple $L_\nu$ calculation because the energy losses cannot be neglected. Eqn. 15 is used here solely for descriptive purposes.

One may also argue that the kinetic luminosity may compensate for the change of the source age instead of the ambient density (Eqn. 14). Our results suggest, however, that the $\rho_m - t_{\text{max}}$ degeneracy is dominant. The effect of this degeneracy is seen in Figure 6 - Figure 12 and additionally in Figure 13 where results in the $Q_B - \rho_m$ plane for source populations of different assumed maximum ages are displayed.
The best-fitting parameters for the all tested cases of Model S and W for each redshift range. Due to occurring degeneracies (§5.3) one should always consult the corresponding confidence intervals (see Figure 6 – Figure 13). The following standard deviations of log$_{10}(\rho_m)$ and log$_{10}(t_{\text{max}})$ log-normal distributions are used: log$_{10}(\sigma_{\rho_m}) = 0.15$ and log$_{10}(\sigma_{t_{\text{max}}}) = 0.05$. 90 per cent uncertainties are quoted.

### Table 4

| Model  | $z$     | log$_{10}(Q_0/W)$ | $n_q$ | $\alpha_s$ | log$_{10}(\rho_m/\text{kg m}^{-3})$ | $n_t$ | log$_{10}(t_{\text{max}}/\text{yr})$ | $n_1$ | $p$–value |
|--------|---------|-------------------|-------|------------|-------------------------------------|-------|-------------------------------------|-------|-----------|
| **Model S** |         |                   |       |            |                                     |       |                                     |       |           |
| independent–$z$ fits | $z_1$ | 39.15$^{+0.30}_{-0.30}$ | –     | $0.6^{+0.3}_{-0.6}$ | $23.4^{+0.6}_{-0.6}$ | –     | $7.23^{+0.30}_{-0.15}$ | –     | 0.234     |
| | $z_2$ | 39.09$^{+0.60}_{-0.45}$ | –     | $-0.9^{+1.2}_{-1.7}$ | $-20.4^{+1.8}_{-2.0}$ | –     | $7.83^{+0.60}_{-0.73}$ | –     | 0.639     |
| | $z_3$ | 39.90$^{+0.60}_{-0.45}$ | –     | $-1.7^{+1.7}_{-8.3}$ | $-20.0^{+2.0}_{-2.8}$ | –     | $7.15^{+0.60}_{-1.05}$ | –     | 0.925     |
| combined–$z$ fits | all | 38.0$^{+0.3}_{-0.3}$ | 10.5$^{+0.5}_{-0.5}$ | 6.0$^{+0.2}_{-0.6}$ | $-23.0^{+0.3}_{-0.3}$ | 0.0$^{+0.5}_{-0.5}$ | 7.5$^{+0.3}_{-0.3}$ | $-4.0^{+0.3}_{-0.5}$ | 0.380    |
| **Model W** |         |                   |       |            |                                     |       |                                     |       |           |
| independent–$z$ fits | $z_1$ | 38.25$^{+0.45}_{-0.45}$ | –     | $1.80^{+0.75}_{-0.60}$ | $-23.4^{+0.8}_{-1.0}$ | –     | $7.23^{+0.45}_{-0.45}$ | –     | 0.251     |
| | $z_2$ | 40.60$^{+0.30}_{-0.75}$ | –     | $7.30^{+5.69}_{-5.35}$ | $-22.6^{+0.8}_{-0.8}$ | –     | $7.08^{+0.30}_{-0.39}$ | –     | 0.674     |
| | $z_3$ | 41.33$^{+0.45}_{-0.94}$ | –     | $3.50^{+7.49}_{-3.95}$ | $-23.0^{+2.2}_{-0.4}$ | –     | $6.08^{+0.75}_{-0.15}$ | –     | 0.885     |
| combined–$z$ fits | all | 37.8$^{+0.3}_{-0.3}$ | 10.5$^{+0.5}_{-0.5}$ | 2.8$^{+0.2}_{+0.2}$ | $-23.6^{+0.3}_{-0.3}$ | 1.0$^{+0.5}_{-0.5}$ | 7.5$^{+0.3}_{-0.3}$ | $-5.0^{+0.3}_{-0.5}$ | 0.557    |

**Notes.** The resolution of the results is $\Delta\log_{10}(\rho_m) = 0.2$, $\Delta\log_{10}(Q_0) = 0.15$, $\Delta\log_{10}(t_{\text{max}}) = 0.15$, and $\Delta\alpha_s = 0.1$ for the independent–$z$ fits, and $\Delta\alpha_s = 0.2$, $\Delta\log_{10}(\rho_m) = \Delta\log_{10}(Q_0) = \log_{10}(t_{\text{max}}) = 0.3$, and $\Delta n_1 = \Delta n_2 = \Delta n_q = 0.5$ for the combined–$z$ fits.

† For errors which may be extending beyond the searched ranges (see Table 3) value up to the range border is quoted.

‡ If errors are smaller than their respective resolution, the value of $< \Delta$ is quoted.
5.4 Influence of the assumptions on the other model parameters

Although, one can easily estimate how strongly a given physical model assumption influences a single source, such predictions may not be trivial when considering the whole population of radio sources. Here, we discuss the possible influence of the model assumptions introduced in [4,2] on the simulated source populations and our results. The corresponding confidence intervals for each case are plotted in the online Supplementary Material.

5.4.1 Core radius and the shape of the central density distribution

The central density is tightly linked to the core radius \( a_o \), and, we stress again, the parameter \( (\rho_o a_o^\beta) \) should not be considered separately in terms of \( \rho_o \) and \( a_o \). In our simulation the core radius is kept fixed at a value of 2 kpc, and the corresponding values of the mean central density are searched through. Any change to the value of \( a_o \) will affect the result of \( \rho_o \) only, where for lower values of the core radius the mean central density will compensate shifting towards higher values, and for larger \( a_o \) less dense environments will be preferred (assuming no change is made to \( \beta \)).

The initial log-normal distribution of central densities is assumed to be quite narrow, with \( \sigma_{\log10}(\rho_o) = 0.15 \). We tested how much the results will be affected if we allow a broader central density spread. As we discussed in [4,5,9] the change in density will have very strong effect predominantly on the maximum allowed age of the sources. Moreover, since both radio luminosities and linear sizes depend on the density of the medium, allowing for larger standard deviation of the \( \rho_o \) distribution will affect the distributions of kinetic luminosities of the sources and their ages as these will have to compensate for the environment change to reproduce the observables (as compared to the initial narrow \( \sigma_{\log10}(\rho_o) \)). Indeed, the results show that the kinetic luminosity break shifts to slightly lower values as the central density standard deviation gets broader. The mean central density and the maximum age of the source of the best fits seem to oscillate around similar values for the tested cases, where \( \sigma_{\log10}(\rho_o) = 0 \) (delta function), \( \sigma_{\log10}(\rho_o) = 0.15 \), \( \sigma_{\log10}(\rho_o) = 0.50 \) and \( \sigma_{\log10}(\rho_o) = 0.75 \) [in units of \( \log10(\rho_o) \)]. However, we see a significant change for \( \sigma_{\log10}(\rho_o) = 1.00 \), when the confidence intervals of all parameters become more defined, in particular \( Q_8 \) drops to values of \( 10^{38} \) W and the maximum age of the sources oscillates around \( \sim 1 \times 10^8 \) yr in the case of \( z_1 \), while for \( z_2 \) there are only very specific regions of the parameter space allowed.

5.4.2 Distribution of the maximum source lifetimes

The initial log-normal distribution of the maximum source lifetimes is assumed to be very narrow, with \( \sigma_{\log10}(t_{\max}) = 0.05 \). We tested how much the results will be affected if we allow for greater variety in the maximum lifetimes within one population of the sources. We re-run the simulation twice, with \( \sigma_{\log10}(t_{\max}) = 0.3 \), and with \( \sigma_{\log10}(t_{\max}) = 0.6 \). Similarly to the case of the standard deviation of the central density distribution, we do not observe any significant changes in the confidence intervals of any of the searched parameters.

5.4.3 Head advance speeds

Since there is much discussion on the value of maximum head advance speed of the FR II jets (see [3,2,7]) we re-run the simulation with \( v_{\max} = 0.05c \), \( v_{\max} = 0.15c \), and further with \( v_{\max} = 0.8c \), to investigate how strong an effect such an assumption may induce on the whole population. We notice that the lower \( v_{\max} \) is the more constrained confidence intervals become. Although there is no significant difference between the confidence intervals, stronger constraints, resulting from lower allowed \( v_{\max} \), indicate that higher central densities, older source ages, and slightly less powerful sources (the latter seems to be the case only in the smallest redshift range) from the initial broad contours are indeed preferred.

Such results come from the fact that, in the non-relativistic case, the energy density in the jet head (hot spot) is \( \rho_{\nu_{adv}} = \rho_s v_{adv}^2 \), where \( \rho_s \) is the external medium density, \( v_{adv} \) is the head advance speed, and \( v_{adv} = \nu_{\text{max}}(1 + (\rho_s/\rho_j)^{1/2}) \) with the jet speed \( \nu_j \) and jet density \( \rho_j \) (see Marti et al. 1997 for a relativistic extension of this calculation which leads to very similar results). This implies that \( v_{adv} \propto \rho_s^{-1/2} \) (see Scheuer 1996). Thus, the smaller the head advance speed is, the higher the ambient densities of the sources must become to reproduce their observed linear sizes and radio luminosities. If the external density changes then adjustment in the \( t_{\max} \) and \( Q_8 \) must develop to again ensure that the observed \( L_v \) and \( D \) are reproduced. This is indeed what is observed.

Note, however, that since from the KA model we know that the expansion speed decreases with the source age, the maximum head advance speed that we refer to here is in fact the maximum expansion speed a source may have at the time of observation. Since there is a higher probability of observing an old source than a young one, these \( v_{\max} \) may not be the highest possible expansion speeds during a source lifetime as at the earlier stages of the source life its early-\( \nu_{adv} \) (non observed) may be higher than the decelerated later-\( \nu_{adv} \) (observed, at the later stages of the source life). The latter, only, is compared to \( v_{\max} \).

5.4.4 Energy distribution of the relativistic electrons: the injection index and the Lorentz factors

Initially, we assumed a uniform distribution of \( m \in [2, 3] \). We tested, however, the possible influence of the assumed \( m \) distribution on the results, and we re-run the simulation twice assuming that \( m \) is set to a single, universal value \( (m = 2.3) \), and further that \( m \) follows a Gaussian distribution with \( m_{\text{mean}} = 2.4 \) and \( \sigma_m = 0.3 \). Note that this normal distribution is asymmetric here since it is not allowed to extend beyond the minimum and maximum \( m \) values. Curran et al. (2010) finds \( m_{\text{mean}} = 2.4 \) and \( \sigma_m = 0.6 \); however, since \( m \) is restricted by its minimum and maximum allowed value in our study, such a distribution would be nearly uniform for \( m_{\text{min}} = 2 \) and \( m_{\text{max}} = 3 \). For this reason we decided to assume a smaller standard deviation of the distribution in our tests. We find no difference between results found with either of the Gaussian, the uniform distributions or a single value of the injection index. Hence,
we conclude that we are not sensitive enough to distinguish between the underlying distributions of $m$ at this point.

Furthermore, since there has been discussion on the low-energy cut-off of the energy distribution of relativistic electrons present in the radio jet we tested the following cases to investigate the possible changes to the results: (i) $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^5$, (ii) $\gamma_{\text{min}} = 10^2$ and $\gamma_{\text{max}} = 10^{10}$, and (iii) $\gamma_{\text{min}} = 10^4$ and $\gamma_{\text{max}} = 10^{10}$. All of these were compared to our initially assumed case where $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$. As expected, there is no difference between the initial assumptions and case (i), indicating that indeed the exact value of the maximum Lorentz factor is not crucial as long as $\gamma_{\text{min}} \ll \gamma_{\text{max}}$. In case (iii) we observe a significant change of the kinetic luminosity break confidence intervals, where for $\gamma_{\text{min}} = 10^4$ the kinetic luminosity break is smaller by $\sim 1.5$ decades, as compared to the other cases. Such a drastic change in confidence intervals in case (ii) is not observed, despite $\gamma_{\text{min}}$ being significantly larger than our initial case. Here, we conclude that change in the minimum Lorentz factor for the whole source population will significantly affect their kinetic luminosities only.

$\gamma_{\text{min}}$, $\gamma_{\text{max}}$ and $m$ directly influence the initial energy density distribution of the relativistic particles. The minimum Lorentz factor indicates how relativistic are the least energetic particles. The lower $\gamma_{\text{min}}$, the more cold material is included. For cold plasma higher $Q$ is required in order to obtain the observed radio luminosity because a fraction of the kinetic luminosity will be lost for particle acceleration. However, if this material is not included, less power is required to reproduce the observed $L$, and hence significantly lower
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In our simulations, we consider two different assumptions about the Lorentz factor of the jet content. The first assumption, which we refer to as the KDA assumption, is that the Lorentz factor is constant in the jet, and we denote this assumption as $k = 0$. The second assumption, which we refer to as the $k$-factor assumption, is that the Lorentz factor is allowed to vary in the jet, and we denote this assumption as $k = 10^2$. The impact of this assumption on the overall population of sources is significant. While assuming $k = 0$, the best-fitting kinetic luminosity breaks shift significantly to higher values by $\sim 1.5$ decades. The other parameters do not seem to undergo any significant change.

Figure 5. Radio luminosity functions of FR II type sources from 3CRR and BRL catalogues (solid) and the simulated populations generated with the best-fitting parameters for each redshift and model tested (independent-z fits of Model S drawn as black dashed line, independent-z fits of Model W as black dotted line, combined-z fits of model S as blue dashed line, and combined-z fits of model W as orange dotted line). Each redshift bin is simulated independently, while the FR II linear sizes within each redshift range are simulated simultaneously; that is, a good fit to all linear sizes simultaneously at the same redshift is required. The simulated source populations created with the best-fitting parameters are consistent with the data at the 90 per cent confidence level based on $\Delta C$ statistics (for exact $p$-values see Table 4).

$Q_B$ are observed in our results if we allow $\gamma_{\text{min}}$ to be as high as $10^3$. The maximum Lorentz factor characterizes the cut off at the high energy end of the particle distribution; particles can only be accelerated up to a certain frequency above which loss rates take over (see also Markoff, Falcke & Fender 2001). The index $m$ defines the slope of the energy density distribution, and hence determines the relative fraction of low and high energetic particles, where the flatter the distribution is the more energetic particles are included. Although the change of $m$ may be significant for a single radio source, it does not seem to have a dramatic effect on the whole population of sources, and it is the low energy cut off that influences the average properties of the population.

5.4.5 Jet particle content

As discussed in [4.2.6], there is much debate on the particle content of the radio jets. Initially, in our simulation we followed the conservative KDA assumption ($k' = 0$), but to test the influence of this assumption on the whole population of sources we assumed the particle content of radio jet to be drawn from a uniform distribution in a range $k' \in [0, 10]$, and further also $k' \in [0, 100]$. As an additional test we also investigated the case when $k' = 100$. A significant change in the fitted source parameters were observed only in the two latter cases. While assuming $k' \in [0, 10]$ (higher redshifts) or $k' = 100$ the best-fitting kinetic luminosity breaks shift significantly to higher values by $\sim 1.5$ decades. The other parameters do not seem to undergo any significant change.
Figure 6. Joint confidence intervals for the independent-\( z \) fits of Model S in \( z_1 \) redshift range are shown (\( z_1 \leq 0.3 \)). 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dashed green) contours, based on \( \Delta C \) statistics (see §4.3), are shown. The best-fitting parameters are consistent with the data at the 90 per cent confidence level (\( p - \) value = 0.234).

Figure 7. Joint confidence intervals for the independent-\( z \) fits of Model S in \( z_2 \) redshift range are shown (0.3 < \( z_2 \) < 0.8). 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dashed green) contours, based on \( \Delta C \) statistics (see §4.3), are shown. The best-fitting parameters are consistent with the data at the 90 per cent confidence level (\( p - \) value = 0.639).
Figure 8. Joint confidence intervals for the independent-z fits of Model S in three redshift ranges are shown ($0.8 < z < 2.0$). 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dashed green) contours, based on $\Delta C$ statistics (see §4.3), are shown. The best-fitting parameters are consistent with the data at the 90 per cent confidence level ($p$ - value = 0.925).

Figure 9. Overlaid 90 per cent confidence intervals based on $\Delta C$ statistics (see §4.3) for the three redshift ranges considered ($z_1$ drawn in black, $z_2$ in blue, $z_3$ in red) of the independent-z fits of Model S.
Figure 10. Joint confidence intervals for the independent-$z$ fits of Model W in $z_1$ redshift range are shown ($z_3 \leq 0.3$). 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dashed green) contours, based on $\Delta C$ statistics (see §4.3), are shown. The best-fitting parameters are consistent with the data at the 90 per cent level ($p$ - value = 0.251).

Figure 11. Joint confidence intervals for the independent-$z$ fits of Model W in $z_2$ redshift range are shown ($0.3 < z_3 \leq 0.8$). 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dashed green) contours, based on $\Delta C$ statistics (see §4.3), are shown. The best-fitting parameters are consistent with the data at the 90 per cent level ($p$ - value = 0.584).
Figure 12. Joint confidence intervals for the independent-z fits of Model W in $z_3$ redshift range are shown ($0.8 < z_3 \leq 2.0$). 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dashed green) contours, based on $\Delta C$ statistics (see §4.3), are shown. The best-fitting parameters are consistent with the data at the 90 per cent level ($p$-value = 0.954).

Figure 13. Overlaid 90 per cent confidence intervals based on $\Delta C$ statistics (§4.3) for the three redshift ranges considered ($z_1$ drawn in black, $z_2$ in blue, $z_3$ in red) of the independent-z fits of Model W.
Indeed, the addition of protons in the relativistic jets would require these particles, similarly to electrons, to be accelerated to the relativistic speeds. As already shown by e.g. Bell (1978), relativistic protons store much more energy than electrons typically do, and this in turn will give rise to the radio source kinetic luminosity. The argument may be turned around: to maintain the expected kinetic luminosity, the observed radio lobe luminosity is much lower for proton dominated jets than for lightweight, electron-positron jets (see also KDA). However, many authors favour proton-electron jets (Istomin & Sol 2011), for instance, draw a hypothesis that some low-luminosity AGN have proton dominated jets, which are supported by extracting energy from black hole spin. Sikora et al. (2002) report that jets of radio-loud quasars are also most likely heavy due to the positron-electron kinetic energy being too small to support energetics of radio lobes. However, Bicknell, Wagner & Groves (2001), extending the work of Celotti & Fabian (1993), show that in the case when jets are proton dominated the following criterion occurs: $\gamma_{\text{min}} \geq 10^5$. This is not required by positron-electron jets (see §5.4.4). Indeed, if one considers the net effect of the two assumptions tested, that is the jet particle content and the minimum Lorentz factor, one will notice that their effects may cancel out. Setting $\gamma_{\text{min}} \geq 10^5$ or more one ensures that only initially highly relativistic particles are included in the jet material and these are later being re-accelerated in the jet front; it requires stronger momentum flux to affect the nonrelativistic protons than relativistic ones, hence the change in kinetic luminosity in these two cases.

We are unable to distinguish between purely electron-positron jets ($k' = 0$) and those that contain modest numbers of protons ($k' \in [0, 10]$). Very heavy FR II jets ($k' \sim 100$) consisting of an electron-proton plasma seem to be unlikely, unless the minimum Lorentz factor is set to large values ($\gamma_{\text{min}} \geq 10^2 - 10^4$).

6 DISCUSSION

6.1 The lifetimes of radio galaxies

Our estimated maximum lifetimes of radio galaxies may seem to be rather low, especially given that sources of the observed ages of order of few $\times 10^8$ yr are known (e.g. $\sim 1.8 \times 10^9$ yr of B0319-54 reported by Saripalli, Subrahmanyan & Hunstead 1994. $\sim 1.4 \times 10^8$ yr in the case of B0313-683 reported by Schoenmakers et al. 1998). However, our results are in agreement with other estimates of observed ages and total lifetimes of, specifically, 3CRR radio galaxies evaluated by either numerical simulations or multi-frequency radio observations (e.g. Alexander & Leahy 1987; Machalski et al. 2007; Wang & Kaiser 2008; O’Dea et al. 2009). Our results are also consistent with work of Bird, Martini & Kaiser (2008).
based on an independent low redshift sample, who determined the maximum lifetime of the galaxies to be $1.5 \times 10^7$ yr. Further, the ages estimated by Machalski et al. (2004a) reach $1 - 2 \times 10^9$ yr, but only for giant radio sources, and for most normal radio galaxies they analysed, i.e., the ones with linear sizes smaller than $1$ Mpc, ages few$-10$ times smaller were estimated. As a sanity check we find that for our hardwired maximum head advance speed of $0.4c$ a source of $1$ Mpc in size may live for the maximum of $4 \times 10^9$ yr, while to increase the total lifetime to $1.6 \times 10^9$ yr, the source head advance speed would have to be of order of $0.01c$. Such a low head advance speed may be treated as a lower limit because the jet must be supersonic during the sources lifetime to maintain the FR II morphology, and also classical double sources older than the inferred age are not observed. The model of [Falle (1991)] predicts that the source advance speed changes, i.e. decreases, with the age of the source. This would suggest that sources that initially have high maximum head advance speed, slow down as they get older and hence they reach older ages and smaller $r_{\text{max}}$ are measured (e.g. [Machalski et al. 2007]).

The radio samples we are currently using contain the most powerful FR II radio galaxies and quasars, and the bias originating from the flux limit is particularly strong at high redshifts. This causes us to observe only the youngest and most powerful sources. [Bhandell & Rawlings (1999)] suggested an explanation of the noticeable decrease with redshift in source lifetimes. The term ‘Youth-Redshift degeneracy’ has been coined to describe the effect. Due to the luminosity-redshift degeneracy originating from the radio flux limits, at high redshifts one can observe only the most powerful objects. They seem to be also of smaller linear sizes as compared to the radio galaxies in the local Universe [Kapahi, Kulkarni & Subrahmanya 1987; Barthel & Miley 1988]. The leading theoretical models of radio galaxy time evolution (e.g. KDA, BRW) predict a short initial phase of the radio source growth where the radio lobe luminosity peaks (up to a few kpc), after which the radio lobe luminosity decreases as radio source ages and grows bigger. Therefore, to be able to produce linear sizes and radio lobe luminosities as observed at high redshifts, the sources must be younger than their low redshift counterparts. Based on the 3CRR and BRL samples our results indeed suggest a trend of the total radio source lifetimes decreasing with redshift. The best-fitting parameters found for the combined-z fits of the Models S and W indicate $n_t \in [-3.5, -4.5]$, slightly stronger as compared to the results obtained by [Wardle et al. (1998)] who found $n_t \cong -2.5$ and Wang & Kaiser (2008) who report $n_t = -2.4$. However, even due to the degeneracy between $t_{\text{max}}$ and $\rho_m$ the strength of the possible evolution is not strongly constrained as it may be easily compensated by the redshift evolution of the central densities of the galaxy clusters or the kinetic luminosity break. Interestingly, a constant maximum lifetime for all redshifts is allowed, i.e. $n_t \sim 0$, but this would require the cosmological evolution of $\rho_m$ to be unfeasibly strong (see §6.2). Unfortunately, at the current stage we are unable to verify whether the decrease in the maximum lifetimes of these radio sources is genuine, or whether this is just an observational bias due to the flux limit. Deeper high redshift radio samples are needed to resolve this issue.

### 6.2 Ambient gas densities

The central gas densities estimated here are consistent with recent X-ray studies (e.g. [Bebose et al. 2007; Creston et al. 2008b; Sanderson, O’Sullivan & Ponnamp 2009]). We observe that clearly higher densities are favoured for earlier epochs. Redshift evolution of the source environments is expected, at least, due to the expansion of the Universe. Invoking textbook physics it is known that

$$H^2(z) = H_0^2(\Omega_M(1 + z)^3 + \Omega_k(1 + z)^2 + \Omega_\Lambda),$$

where $H$ is the Hubble parameter, $H_0$ is the Hubble constant, and the parameters $\Omega_M$, $\Omega_k$ and $\Omega_\Lambda$ define the matter density, the vacuum density and the spatial curvature respectively. From the above equation one can deduce that the critical density evolves ($\rho_c$) with redshift as

$$\rho_c(z) = \frac{3H_0^2}{8\pi G} \times [\Omega_M(1 + z)^3 + \Omega_\Lambda]$$

where $G$ is the gravitational constant and assuming a flat Universe ($\Omega_k = 0$). Since the radio galaxies are often found in clusters and galaxy groups, one may expect that their immediate environments will undergo similar evolution to the one predicted by models of cluster formation (see e.g. [Arnaud 2005], for a review). Structure formation models predict that the mean dark matter density (the predominant constituent of galaxy clusters) scales as the critical density of the Universe, that is again $\rho_c(z) \propto \rho_c(z) \propto H^2(z)$. The critical density will, therefore, change between redshifts $z_{\text{min}}$ and $z_{\text{max}}$ by a factor of $\rho_c(z_{\text{max}})/\rho_c(z_{\text{min}})$. If $z_{\text{min}} = 0$ and $z_{\text{max}} = 2$ then the density would be expected to be higher at $z_{\text{min}}$ by a factor of $z_{\text{max}}/z_{\text{min}} \geq 8.8$, equivalent to $\sim 0.94$ in logarithmic scale, and to the redshift dependence as approximately $(1 + z)^2$. Similar trends have been recently found by [Poggianti et al. 2010], and as they point out it can also be deduced from previous observational studies (e.g. [Dressler 1984; Dressler et al. 1997]). On the other hand, [O'Dea et al. 2009] do not observe any density evolution up to $z \cong 0.5$. Our best-fits for the combined-z fits of the tested models (Table 3) clearly show that $n_t$ is degenerate and strongly dependent on $n_t$ and $n_{\rho}$; the value expected by the galaxy cluster cosmological evolution models and the effect of the expanding Universe is possible for certain values of $n_t$ and $n_{\rho}$, but is not unique. Some may argue that environments of FR II sources may depend on the cosmological epoch. That is, besides the argument of the evolution following the expansion of the Universe, at low redshifts weak clusters and galaxy groups are favoured by FR II sources, while rich galaxy clusters are preferred at high redshifts (Deltorn et al. 1997; Zipfel 1997; Wold et al. 2000). If this is the case the effect will be convolved in the $n_t$ parameter resulting in evolution stronger than the expected $n_t \sim 2.0 - 2.5$. The possible values of $n_t$ and their consequences are discussed further in §6.3.

As has already been shown in [5.3] the spread of the lognormal distribution of the density has a rather small effect on the results. This is highlighted by the fact that when a delta function is employed the final results are still in good agreement with the observed samples. We conclude that at the current stage we are unable to constrain the shape of the population ambient density distribution. Further, the mean central density value will depend on the assumed $a_o$ and $\beta$, and hence if our assumptions for these values are incorrect
Figure 15. 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dash-dotted, green) joint confidence intervals (based on $\Delta C$ statistics) of all the searched parameters of the combined-$z$ fits of the Model S. Parameters $n_t$, $n_q$ and $n_r$ quantify the strength of the redshift evolution of $t_{\text{max}}$, $Q_B$ and $\rho_m$ respectively.
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Figure 16. 68.3 per cent (solid, black), 95.4 per cent (dotted, red) and 99.7 per cent (dash-dotted, green) joint confidence intervals (based on $\Delta C$ statistics) of all the searched parameters of the combined-$z$ fits of the Model W. Parameters $n_t$, $n_q$ and $n_r$ quantify the strength of the redshift evolution of $t_{\text{max}}$, $Q_B$ and $\rho_m$ respectively.
one may simply scale the fitted densities with the ($\rho_o a_s^3$) relation. We currently assume that there is no redshift evolution of the core radius or the density profile slope. If there is any intrinsic change this will be subsumed by the mean density value, possibly resulting in a stronger trend with redshift.

6.3 Kinetic luminosities of powerful FR II sources

The kinetic luminosity functions (KLFs) of the radio source populations generated with the best-fitting parameters for all redshift ranges and models are presented in Figure 17 while in Figure 18 the kinetic luminosity distributions and their corresponding underlying parent populations from which the observed samples originate are plotted for each redshift range, size bin and model. There are two main conclusions. Firstly, the higher the redshift the more powerful the jets are that are included; at $z < 0.3$ the highest $Q$ are of order $10^{40}$ W (Model S), while in the highest redshift range, $z_3$, the most powerful sources seem to have jet luminosities reaching $10^{42}$ W (Figure 17). Secondly, the larger the radio sources are the more powerful AGN on average they host (Figure 18). The second effect seems to be much milder than the dependence on redshift, but it is present; a similar pattern has been already observed by Gopal-Krishna, Wiita & Saripalli (1984).

6.3.1 Differences between results of Model S and W

As can be seen from Figure 17 and Figure 18 although the parent populations of Model S and W are different, the predicted flux-limited samples of the two models are very similar. More interestingly, one would expect kinetic luminosities of sources of FR II type to be at least $10^{37}$ W. Indeed, although we simulated sources of kinetic luminosities of $10^{36}$ W, these do not contribute to the observed populations. Some consideration is also needed of the lowest redshift bin best fits for Model W, where the kinetic luminosity break reaches somewhat lower values and the slope is flatter compared to the other redshift ranges. The kinetic luminosity distribution function of Model W has been used by Willott et al. (2001) as their initial kinetic luminosity distribution function but for the most powerful sources only.

In their work the population of radio galaxies and radioloud quasars was divided based on the emission line characteristics rather, that is high- and low-excitation sources (HEG and LEG respectively), than the historical FR I and FR II classes. HEG include powerful FR II and the most powerful FR I sources, while LEG include most FR Is and low-luminosity FR II objects. As mentioned before Model W may not be able to reproduce the faint end of the distribution. Contrary to Willott et al. (2001) we do include low luminosity FR IIs and perhaps this is the cause of the observed shift of $Q_B$ and $\alpha_s$.

6.3.2 Bending power-law as the initial distribution of kinetic luminosities

The thin, dotted lines in Figure 18 represent the possible parent populations generated according to the assumed distribution functions. The flux limit of the radio catalogues used is very high, and hence only the most powerful sources are observed; as estimated by our simulations their kinetic luminosities do not drop below $10^{37} - 10^{38}$ W. In such a strong flux limit regime either of the kinetic luminosity distribution functions (Models S and W) will shape the faint power end of the luminosity functions on the basis of a good fit to the high power end. However, with the lack of observed sources with $Q < 10^{18}$ W the faint end of the function is highly unconstrained especially at higher redshifts where, given currently used radio samples, only the most powerful sources are considered. To investigate this issue we attempted to fit pre- and post- kinetic luminosity break slopes separately. To do this, we have tested the so-called curved power-law distribution

$$\psi(Q) \, dQ = \psi^* \left[ \left( \frac{Q}{Q_B} \right)^{-\alpha_{s1}} + \left( \frac{Q}{Q_B} \right)^{-\alpha_{s2}} \right] \, dQ,$$

(18)

where $\alpha_{s1}$ describes the pre-break slope of the function, and $\alpha_{s2}$ the post-break slope. To avoid introducing more free parameters we decided to set the high power end of the kinetic luminosity distribution function to $\alpha_{s2} = 2.2$ (after the radiative luminosity functions of Hopkins, Richards & Hernquist 2007), and allowed the pre-break slope to vary. The results, while assuming the curved

---

**Figure 17.** Kinetic luminosity functions generated with the best-fitting parameter sets of the independent-$z$ fits of Model S (solid line, green) and Model W (solid line, black) for all redshift ranges, and combined-$z$ fits of Model S (blue) and Model W (orange). The combined-$z$ fits of Model S and Model W show their best fits (solid blue, solid orange respectively), and two restricted cases where $n_r$ parameter is set to $n_r = 2.5$ (dashed) and $n_r = 4.0$ (dash-dot-dot-dotted).
power-law as the initial distribution function of source kinetic luminosities, are in good agreement with those found with the Model S. The faint end of the kinetic luminosity function is well constrained in the lowest redshift range, but since now it is not dependent on the high power end of the function it becomes highly unconstrained at higher redshifts. It is necessary, therefore, to include lower luminosity radio samples in our analysis to investigate the faint end of the kinetic luminosity functions.

6.3.3 Cosmic downsizing

The concept of cosmic downsizing, as an anti-correlation between the stellar mass of galaxies and the epoch of their formation, was introduced by Cowie et al. (1996). Since then, the term has been broadened to include the AGN evolution that has manifested similar antihiherarchical trends. The suggestion that the low-luminosity AGN X-ray luminosity functions seem to peak at lower redshifts than those of the luminous quasars (Ueda et al. 2003; Hasinger, Miyaji & Schmidt 2005), has been interpreted as implying black hole antihiherarchical growth, and hence seems to be analogous to the star-forming galaxy downsizing (e.g. Merloni & Heinz 2008). Furthermore, since the growth of the black hole and its kinetic luminosity may be linked, Merloni & Heinz (2008) and Cattaneo & Best (2000) suggested that the kinetic energy density of these active galaxies undergoes a similar cosmological evolution such that the most powerful jets are found at earlier epochs. Merloni & Heinz (2008) based their findings on the analysis of radio core kinematic luminosity functions, while Cattaneo & Best (2000) analysed imprints of the extended radio emission on the X-ray emitting plasma. It should not be surprising, therefore, if such an effect is seen in our results.

The results of the independent-z fits already suggest a redshift evolution of the kinetic luminosity break. Moreover, the results of the combined-z fits of the fitted models confirm that this trend with redshift may be rather strong. Of course, the strength of this cosmological evolution depends on the assumed evolution of the sources’ maximum lifetime and/or environment in which sources grow due to previously discussed degeneracies. One of the most plausible cases, where the galaxy cluster central environments evolve with the expanding Universe and according to the galaxy cluster evolutionary models, would require \( n_t \approx 2.0 - 2.5 \), and this will lead to \( n_t = 9.5 \) and \( n_t = -3.0 \). Given that \( Q(z = 0) \approx 2 \times 10^{38} \text{ W} \) here, such a strong redshift evolution would imply \( Q(z = 2.0) \approx 6.8 \times 10^{34} \text{ W} \). This value is rather high, the highest kinetic luminosities of FR II radio sources estimated in other works are of order of \( 10^{38} \) W.

To give an estimation on the black hole mass which would produce such a kinetic luminosity one needs to know the black hole radiative, \( \epsilon(\dot{m}) \), and jet, \( \eta(\dot{m}) \), efficiencies. Specifically, after Martinez-Sansigre & Rawlings (2011), it is assumed here that the bolometric luminosity of an AGN accreting at the rate \( \dot{m} \) is

\[ L_{\text{bol}} = \epsilon(\dot{m})\dot{m}c^2, \]

where \( c \) is the speed of light. Furthermore, the AGN’s kinetic luminosity depends also on the accretion rate \( \dot{m} \) and is given by

\[ Q = \eta(\dot{m})\dot{m}^2. \]

Since the Eddington ratio is defined as \( \lambda_{\text{Edd}} = L_{\text{bol}}/L_{\text{Edd}} \), one can easily derive the expression for black hole mass, which is

\[ M_{\text{BH}} = 0.8 \times 10^{31} \frac{\epsilon(\dot{m})}{\eta(\dot{m})\lambda_{\text{Edd}}} Q \]

in the units of \( M_\odot \). For non-spinning black holes, that is assuming that these radio sources power their jets via accretion at their Eddington limits (\( \lambda_{\text{Edd}} \approx 1.0 \)), and so the spin \( \dot{a} = 0 \), the most powerful objects inferred here at \( z \approx 2.0 \) (\( Q_{\text{BH}} = 6.8 \times 10^{32} \text{ W} \) would host black holes of masses of \( \sim 2.7 \times 10^{14} M_\odot \). For this case, the jet efficiency is found to be within \( \eta(\dot{a}) \approx (10^{-5}, 10^{-3}) \) depending on the theoretical model assumptions, and the radiative efficiency is \( \epsilon(\dot{a}) \approx 0.05 \) (see references compiled by Martinez-Sansigre & Rawlings 2011). Similar results are obtained for black holes of low spins (e.g. for \( \dot{a} = 0.4 \) the efficiencies are \( \eta(\dot{a}) \approx 0.001 \) and \( \epsilon(\dot{a}) \approx 0.05 \) which imply \( \sim 2.7 \times 10^{13} M_\odot \)). However, assuming that the black holes are of high spins (analogically setting \( \eta(\dot{a}) \approx 0.5 \) and \( \epsilon(\dot{a}) \approx 0.1 \) which imply black hole spin of \( \dot{a} \gtrsim 0.95 \) the black holes’ masses would need to be \( \sim 1.0 \times 10^{11} M_\odot \) in order to produce quoted \( Q_{\text{BH}} \). The most massive AGNs’ black holes are found to not exceed \( 10^{10} M_\odot \) (e.g. McLure & Dunlop 2004; Natarajan & Treister 2009; Steinhardt & Elvis 2010, 2011).

Yet, equivalently to the independent-z fits, at these high redshifts the \( Q_{\text{BH}} \) values are of such small number density that the highest kinetic luminosities that contribute to the population do not reach \( 10^{32} \text{ W} \) (Figure 17). In such a case, assuming maximum kinetic luminosity of \( Q = 1.0 \times 10^{12} \text{ W} \) the non-spinning black hole as denoted earlier would need to have a mass of \( \sim 3.8 \times 10^{13} M_\odot \), and the high spin black hole would need to have a mass of \( \sim 1.5 \times 10^{10} M_\odot \).

Energy extraction from black hole spin is an attractive way to explain high jet luminosities and efficiencies (e.g. Penrose & Floyd 1971; Blandford & Znajek 1977; Rees et al. 1982; Meier 1999). After Meier (2002) we note that \( Q \propto j^2 B_{\text{pol}}^2(M_{\text{BH}}/M_\odot)^7 \), where \( j \) denotes the black hole spin, and \( B_{\text{pol}} \) is the poloidal magnetic field. In such a case, for a given kinetic luminosity the higher the spin is, the less massive the black hole must be. However, one must bear in mind that the strength of the poloidal magnetic field will have a direct effect on the efficiency of the black hole rotational energy extraction (for discussion on this issue see Meier 2002). A combination of accretion and spin may play a significant role in producing the kinetic luminosities estimated here. However, our results suggest that such environments and lifetimes of radio galaxies have a direct influence on the radio luminosity of large scale structures of radio galaxies. It is worth considering, therefore, whether it is possible to reduce the redshift evolution in \( Q_{\text{BH}} \) based on the interplay between the environments and radio galaxy lifetimes in our results. For instance, the \( Q_{\text{BH}} \) cosmological evolution of \( n_t = 7.0 \) will yield milder evolution of the radio source maximum lifetimes, \( n_t = -1.0 \), and the trend with redshift of the galaxy cluster central densities can be as strong as \( n_t = 10.5 \) (Model S) or even \( n_t = 11.5 \) (Model W). With this pattern of cosmological evolution the kinetic luminosity break would reach \( \sim 1 \times 10^{41} \text{ W} \) at \( z = 2.0 \), which further implies maximum black hole masses of \( 10^{10} M_\odot \) if the sources accrete close to their Eddington
Functions showing kinetic luminosity distributions (normalized for each redshift range separately) of the observed, that is flux limited, sources (solid lines) and the corresponding underlying parent populations from which the observed samples originate (dotted lines). In each plot, for each redshift range and model considered, kinetic luminosity distributions for separate linear size bins (as used in fitting) are plotted. The exact radio galaxy linear sizes \((D)\) falling into each size bin are detailed in corresponding panels.

The distributions change for different redshifts as well as for different radio galaxy linear sizes, where larger radio sources on average seem to be also more powerful. Note that these distributions of parent populations depend strongly on the slope \(\alpha_s\) which for \(z > 0.3\) is associated large uncertainties. Here, for pictorial purposes, only the best-fits for each redshift range are presented. Colours denoting linear sizes of the radio galaxies are labeled.

Figure 18.
luminosity, and jets are predominantly accretion powered. However, this causes \( n_t \) to be unfeasibly strong. One may get more realistic results while assuming \( n_t = 4.0 \), as then our results show that \( n_0 = 8.0 \) and \( n_t = -2.5 \), which leads to \( Q_B(z = 2.0) \approx 6.6 \times 10^{31} \) W, \( t_{\text{max}}(z = 2.0) \approx 3.9 \times 10^6 \) yr, and \( \rho_m(z = 2.0) \approx 4 \times 10^{22} \) kg m\(^{-3}\) (Model S). The redshift evolution of the central densities may seem to be rather high, since at \( n_t = 4.0 \) it would exceed the effect from the Universe’s expansion; however, as discussed in [6.2] such a strong evolution may be realistic if some intrinsic change in the environments, or other effect such as evolution of core radius, take place. Alternatively, radio sources may be allowed to reach older ages than the ones found with the best-fitting parameters (but kept within the confidence intervals as found in this work). To lower the kinetic luminosities the sources would have to be younger or reside in higher density environments than our best-fitting parameters suggest, or undergo a combination of the two effects. For instance, if one attempts to match the kinetic luminosities and ages estimated by Rawlings & Saunders (1991) for 3CRR sources, the lifetimes would have to be allowed to reach \( 10^8 \) yr, and hence sources would have to reside in very high density environments. Finally, there is a possibility that, contrary to what we assumed so far, the intrinsic source parameters are not independent. Scenarios where \( Q \) and \( t \), and/or \( t \) and \( R_T \) are correlated are sometimes considered, but are beyond the scope of our current work.

It is necessary to point out that as the cosmological evolution of the source parameters is certainly real and is not an effect of an observational bias due to high flux limit of the observed samples, the location of the kinetic luminosity break can be only constrained in the highest redshift bin. From our results it seems that in the lower redshift bins the \( Q_0 \) must be at the lower end of the luminosities that still contribute to reconstruction of the observed samples, but its exact location is uncertain (Figure 13). In addition, one may notice in Figure 13 that the independent-\( z \) fits predict lower number density of sources than the combined-\( z \) fits at intermediate and high redshifts. The reason for this behaviour lies in tying the \( \alpha_0 \) exponent of Eqn. 5 and Eqn. 6 in the case of the combined-\( z \) fits, where \( \alpha_0 \) is required to stay the same for all redshifts (unlike for the independent-\( z \) fits where the exponent may vary freely between redshift ranges). The best fits of both model S and W of the combined-\( z \) fits predict much flatter slopes of the kinetic luminosity distributions than the independent-\( z \) fits. This will cause the existence of low radio luminosity sources that are not observed due to the high flux limit of the samples, but are unveiled in the KLFs. Both of these issues may be verified with larger samples with lower flux limits than are currently being used in this study.

### 6.4 Constraints on AGN duty cycles

The black hole masses of massive elliptical galaxies, which are typical hosts of powerful radio galaxies, are known (e.g. Wolfe & Burbidge 1974; Wu, Liu & Zhang 2002; Dunlop et al 2003; Gadotti & Kaufmann 2009). Hence, once number densities and kinetic luminosities of the sources have been estimated, one can set constraints on the AGN duty cycle which defines the fraction of black holes being active at a particular cosmological epoch.

The duty cycle, \( \delta(M_{\text{BH}}, z) \), is defined as

\[
\delta(M_{\text{BH}}, z) = \frac{\phi(M_{\text{activeBH}}, z)}{\phi(M_{\text{BH}}, z)},
\]

where \( \phi(M_{\text{activeBH}}, z) \) is the space density of active AGN with mass \( M \) and at the redshift \( z \), while \( \phi(M_{\text{BH}}, z) \) analogously defines the space density of all AGN (see also Kelly et al. 2010). Since in our work other types of radio loud AGN are excluded, e.g. FR Is and blazars, we shall refer to the duty cycle of FR II radio galaxies only in this discussion; this will be denoted by \( \delta_{\text{FRII}}(M_{\text{BH}}, z) \).

A typical FR II source can be assumed to have a black hole mass of \( \sim 10^9 \) M\(_\odot\). If we assume that these are the most typical sources during each epoch (i.e. there is no significant mass evolution), then the typical kinetic luminosity of these black holes is around the value of \( Q_0 \) of the considered cosmological epoch. For the lowest redshifts, with \( Q_0 \approx 10^{39} \) W, the space number density is approximately \( \phi(M_{\text{activeBH}}, z_1) \sim 10^{-7} \) dN Mpc\(^{-3}\) \( \Delta \log_{10}(Q) \sim 1\) (Figure 17: \( \phi(M_{\text{activeBH}}, z) \) is found analogously for the other two redshift bins. These values are compared with the local black hole mass functions compiled by Shankar, Weinberg & Miralda-Escudé (2009), which give approximately \( \phi(M_{\text{BH}} = 10^9 M_{\odot}, z = 0) = 10^{-4} \) dN Mpc\(^{-3}\) \( \Delta \log_{10}(M_{\text{BH}}) \sim 1\). Assuming that, around \( 10^9 \) M\(_\odot\), the average fractional accretion rate and efficiency of conversion to kinetic power are independent of black hole mass, we can infer that \( \Delta \log_{10}(Q) = \Delta \log_{10}(M_{\text{BH}}) \).

Then, neglecting redshift-evolution of the black hole mass function, we find duty cycles of \( \delta_{\text{FRII}}(M_{\text{BH}}, z_1) \sim 10^{-3} \), \( \delta_{\text{FRII}}(M_{\text{BH}}), z_2 \sim 10^{-4.5} \), and \( \delta_{\text{FRII}}(M_{\text{BH}}, z_3) \sim 10^{-5.5} \). Although in our analysis we use ranges of redshifts, the measurement is instantaneous, and hence can be compared to other results for a single redshift; here our measurement will be an average for the redshifts within each range we consider.

We can compare the estimated duty cycles with the maximum lifetimes of radio galaxies obtained from our fits to determine whether all or just a fraction of \( 10^9 \) M\(_\odot\) black holes are likely to spend some time as a powerful FR II radio galaxy, where we define ‘powerful’ to mean at the break luminosity, i.e. the most powerful ‘typical’ objects in the observed epochs. From our fits, we found that the sources live for a maximum of approximately \( 10^8 \) yr in our lowest redshift range, and since \( \Delta z_1 = 10^{0.5} \) yr, then each radio galaxy is on for 1.6 per cent of this epoch, compared to a duty cycle of 0.1 per cent. If we assume that an AGN goes through the FR II stage only once, if at all, during its lifetime, then around 10 per cent of ‘typical’ radio galaxy hosts are likely to spend time as a powerful FR II in the most recent epoch. Moreover, if we assume that these galaxies can go through their FR II episodes multiple times throughout this epoch, then the fraction will be even smaller. For the higher redshifts the inferred duty cycles are smaller as compared to the local Universe. From the fits, the radio sources at higher redshifts are found to live for a shorter time; the lifetimes of \( 10^{-2} - 10^{-3} \) yr for redshift range \( z_2 \) and \( 10^{-6} - 10^{-7} \) yr for \( z_3 \) are found, while the time spanned by each epoch remains close to \( \Delta z_1 \). However, the reduction in lifetimes is not sufficient to explain the drop in duty cycle at high redshifts: the most powerful FR IIs become rarer, and a smaller fraction of potential FR II hosts spend time as powerful FR IIs (perhaps < 1 per cent for \( z_2 \), and < 0.1 per cent for \( z_3 \)).
These apparent reductions in duty cycle may result from our assumption of no evolution in the number density of $10^8 \, M_\odot$ black holes from the present epoch. In fact, based on the evolution of X-ray luminosity functions, Merloni & Heinz (2008) (see also Natarajan & Treister 2009) estimate that the black hole number density of SMBHs declines from $\phi(M_{\BH} = 10^8 \, M_\odot; z = 0.3) \sim 10^{-4}$ to $\phi(M_{\BH} = 10^8 \, M_\odot; z = 2.0) \sim 10^{-5.5}$. This reduction in number density at higher redshifts could account for most of the apparent drop in duty cycle which we infer from our fits. It is also important to note that since the break luminosity of the kinetic luminosity function increases by 2 decades from $z_1$ to $z_3$, the active fractions quoted here are tracing significantly different populations in terms of kinetic power, and if lower-power radio galaxies are included (e.g. the FR I population) the total duty cycle of radio-loud AGN may be much greater than the values given here.

It is interesting to compare our estimates of powerful radio galaxy duty cycles with estimates of AGN duty cycles based on radiative luminosity functions. In the higher redshift ranges, our duty cycle estimates are at least a decade lower than those inferred for $10^9 \, M_\odot$ black holes by Shankar, Weinberg & Miralda-Escude (2009) and the lower bounds estimated by Kelly et al. (2010). This discrepancy may be understood in terms of the radio loud fraction of AGN, since for the high kinetic powers observed at higher redshifts, the accretion rates are expected to be large fractions of the Eddington rate and hence correspond to the underlying quasar population, which is known to be predominantly radio-quiet. Hence at these redshifts, the lower duty cycle inferred from kinetic luminosities may reflect the small fraction of high accretion-rate, radio-loud objects. However, at lower redshifts, the situation turns around, and our inferred duty cycle for $10^9 \, M_\odot$ may be up to a decade larger than that estimated from radiative luminosities by Shankar, Weinberg & Miralda-Escude (2009). This difference may reflect the evolution of the FR II kinetic break luminosity to lower values, which may correspond to a lower typical black hole mass at low redshifts than the $10^9 \, M_\odot$ we assume here, for which the duty cycles predicted by Shankar, Weinberg & Miralda-Escude (2009) are higher. An alternative possibility is that the reduction in break luminosity corresponds to a change to a lower accretion rate (as a fraction of the Eddington rate), where a kinetically-dominated accretion mode dominates over radiatively efficient accretion (e.g. see Merloni & Heinz 2008 and references therein).

7 SUMMARY

We perform multidimensional Monte Carlo simulations to investigate fundamental source parameters (such as kinetic luminosity, age and ambient density), and their possible trends with redshift of powerful radio galaxies and radio-loud quasars of FR II morphology. We present a new method, based on radio luminosity functions, for estimating the parent populations of complete, flux limited radio samples. In our analysis we use the KA/KDA semi-analytical model of FR II type radio source time evolution, and we stress that other models, such as those of BRW, MK, or the modified models of Barai & Wiita (2006, 2007), might yield somewhat different results. We find that:

(i) The total lifetimes of the radio galaxies are found to be few $\times 10^7$ yr at low redshift and decrease for earlier epochs. This is in agreement with independent studies on the 3CRR radio sources, but may be specific to these most powerful radio galaxies and quasars. With the current sample and its strong flux limit we are unable to draw final statements about the evolution of the lifetimes of the sources which is suggested by our current results.

(ii) Our results suggest cosmological evolution of one or more source parameters. In particular the mean density of the immediate source environments (or the $\rho_o a_o^6$ parameter if we allow core radius or $\beta$ to change with redshift) is found to undergo evolution with redshift; the hypothesis that there is no evolution is ruled out with probability of 99 per cent.

(iii) The central density of the FR II environments is found to undergo redshift evolution of approximately $(1+z)^4$; evolution stronger than the one expected from the Universe expansion is possible if we consider additional effects from change of environment or core radius evolution.

(iv) The function describing the initial distribution of kinetic luminosities modelled by the Schechter function (or its modification) or smoothly broken power-law is favoured to simple power-law; however, the hypothesis of an unbroken power-law distribution cannot be ruled out at a confidence level of more than 95 per cent.

(v) The estimated kinetic luminosities are within $10^{38} - 10^{41}$ W for FR II type sources, which is consistent with previous studies. We observe that the kinetic luminosities depend on the cosmological epoch and the linear size of the source, where larger in linear size as well as higher redshift sources are more powerful.

(vi) The FR IIs’ kinetic luminosity function undergoes cosmological evolution of the break luminosities of at least $(1+z)^3$ and may be as strong as $(1+z)^5$. The uncertainty originates from the strong degeneracy between $Q_B$, $t_{\text{max}}$ and $\rho_o$. Evolution stronger than $(1+z)^3$ is rather unlikely since as the consequence the black hole masses of the most luminous FR II sources would have to be of $>10^{11} \, M_\odot$ assuming that there is no strong spin powering of the jets.

(vii) Our results suggest that, at least at high redshifts, FR II sources most probably accrete at moderate/high Eddington ratios and the black hole spin may play a significant role in the jet production, as both effects seem to be necessary to explain the high estimated kinetic luminosities of FR II sources at higher $z$.

(viii) We estimated the duty cyiles of FR II radio galaxies at the break in the kinetic luminosity function, finding them to decrease with redshift from $\sim 10^{-3}$ for $z_1 \leq 0.3$, to $\sim 10^{-4.5}$ at $0.3 < z_2 \leq 0.8$, to $\sim 10^{-5.5}$ at $0.8 < z_3 \leq 2.0$. The decrease in duty cycle at higher redshifts may be explained by a combination of the reduction in the lifetime of FR II radio galaxies together with evolution in the number density of massive black holes. The shift in kinetic luminosity break
to higher values also indicates an intrinsic change in the population of kinetic powers. Interestingly, at low redshifts the duty cycle of powerful FR IIs exceeds that estimated for $10^9 M_\odot$ AGN based on radiative luminosities. This difference can be explained if the typical black hole mass of FR IIs shifts to lower masses at low $z$. Alternatively, the low-$z$ FR II population may become dominated by a kinetically dominated, radiatively inefficient mode of accretion.
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APPENDIX A:
SUPPLEMENTARY
MATERIAL
Figure A1. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the standard deviation of the density log-normal distribution, where $\sigma_{\log_{10}(\rho_0)} = 0.0$ (i.e. $\rho_0$ is a delta function, drawn in red), $\sigma_{\log_{10}(\rho_0)} = 0.15$ (black), $\sigma_{\log_{10}(\rho_0)} = 0.50$ (violet), $\sigma_{\log_{10}(\rho_0)} = 0.75$ (green), and $\sigma_{\log_{10}(\rho_0)} = 1.0$ (blue). Results shown for the redshift range $0 < z_1 < 0.3$ and for Model S as described in §5.4.1 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the standard deviation is equal to $\sigma_{\log_{10}(\rho_0)} = 0.15$ is the initial, standard case analysed in depth in §5 of the main article.

Figure A2. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the standard deviation of the density log-normal distribution, where $\sigma_{\log_{10}(\rho_0)} = 0.0$ (i.e. $\rho_0$ is a delta function, drawn in red), $\sigma_{\log_{10}(\rho_0)} = 0.15$ (black), $\sigma_{\log_{10}(\rho_0)} = 0.50$ (violet), $\sigma_{\log_{10}(\rho_0)} = 0.75$ (green), and $\sigma_{\log_{10}(\rho_0)} = 1.0$ (blue). Results shown for the redshift range $0.8 < z_3 < 2.0$ and for Model S as described in §5.4.1 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the standard deviation is equal to $\sigma_{\log_{10}(\rho_0)} = 0.15$ is the initial, standard case analysed in depth in §5 of the main article.
Figure A3. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the standard deviation of the log-normal maximum lifetimes distribution of the sources, where $\sigma_{\log_{10}(t_{\text{max}})} = 0.05$ (black), $\sigma_{\log_{10}(t_{\text{max}})} = 0.3$ (blue), and $\sigma_{\log_{10}(t_{\text{max}})} = 0.6$ (red). Results shown for the redshift range $0 < z < 0.3$ and for Model S as described in §5.4.2 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the standard deviation is equal to $\sigma_{\log_{10}(t_{\text{max}})} = 0.05$ is the initial, standard case analysed in depth in §5 of the main article.

Figure A4. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the standard deviation of the log-normal maximum lifetimes distribution of the sources, where $\sigma_{\log_{10}(t_{\text{max}})} = 0.05$ (black), $\sigma_{\log_{10}(t_{\text{max}})} = 0.3$ (blue), and $\sigma_{\log_{10}(t_{\text{max}})} = 0.6$ (red). Results shown for the redshift range $0.8 < z < 2.0$ and for Model S as described in §5.4.2 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the standard deviation is equal to $\sigma_{\log_{10}(t_{\text{max}})} = 0.05$ is the initial, standard case analysed in depth in §5 of the main article.
Figure A5. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions of the maximum head advance speeds of jets: 0.8c (orange), 0.4c (black), 0.15c (blue), and 0.05c (violet) in units of the light speed c. Results shown for the redshift range $0 < z_1 < 0.3$ and for Model S as described in §5.4.3 of the main paper. Findings are based on the 3CRR and BRL data fits. The case when the maximum head advance speed is assumed to be 0.4c is the initial, standard case analysed in depth in §5 of the main article.

Figure A6. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions of the maximum head advance speeds of jets: 0.8c (orange), 0.4c (black), 0.15c (blue), and 0.05c (violet) in units of the light speed c. Results shown for the redshift range $0.8 < z_3 < 2.0$ and for Model S as described in §5.4.3 of the main paper. Findings are based on the 3CRR and BRL data fits. The case when the maximum head advance speed is assumed to be 0.4c is the initial, standard case analysed in depth in §5 of the main article.
Figure A7. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the particle injection index, where (i) $m \in [2; 3]$ (uniform distribution, drawn in black), (ii) $m = 2.3$ (single value, violet), and (iii) $m_0 = 2.4$ and $\sigma_m = 0.3$ (green). Results shown for the redshift range $0 < z < 0.3$ and for Model S as described in §5.4.4 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the particle injection index is assumed to be a uniform distribution, the case (i) above, is the initial, standard case analysed in depth in §5 of the main article.

Figure A8. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the particle injection index, where (i) $m \in [2; 3]$ (uniform distribution, drawn in black), (ii) $m = 2.3$ (single value, violet), and (iii) $m_0 = 2.4$ and $\sigma_m = 0.3$ (green). Results shown for the redshift range $0.8 < z < 2.0$ and for Model S as described in §5.4.4 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the particle injection index is assumed to be a uniform distribution, the case (i) above, is the initial, standard case analysed in depth in §5 of the main article.
Figure A9. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the standard deviation of the density log-normal distribution, where (i) $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$ (drawn in black), (ii) $\gamma_{\text{min}} = 10^2$ and $\gamma_{\text{max}} = 10^{10}$ (magenta), (iii) $\gamma_{\text{min}} = 10^4$ and $\gamma_{\text{max}} = 10^{10}$ (violet), and (iv) $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^5$ (green). Results shown for the redshift range $0 < z_1 < 0.3$ and for Model S as described in § 5.4.4 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the Lorentz factors are set to $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$ is the initial, standard case analysed in depth in §5 of the main article.

Figure A10. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the standard deviation of the density log-normal distribution, where (i) $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$ (drawn in black), (ii) $\gamma_{\text{min}} = 10^2$ and $\gamma_{\text{max}} = 10^{10}$ (magenta), (iii) $\gamma_{\text{min}} = 10^4$ and $\gamma_{\text{max}} = 10^{10}$ (violet), and (iv) $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^5$ (green). Results shown for the redshift range $0.8 < z_3 < 2.0$ and for Model S as described in § 5.4.4 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where the Lorentz factors are set to $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$ is the initial, standard case analysed in depth in §5 of the main article.
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Figure A11. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the particle content of the jet, where $k' = 0$ (lightweight jets, black), $k' \in [0; 10]$ (modest inclusion of protons in the jet, light green), $k' \in [0; 100]$ (heavy jets, blue), and $k' = 100$ (heavy jets, orange). Results shown for the redshift range $0 < z_1 < 0.3$ and for Model S as described in §5.4.5 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where $k' = 0$ is the initial, standard case analysed in depth in §5 of the main article.

Figure A12. 90 per cent joint confidence intervals for radio galaxy populations created with different assumptions on the particle content of the jet, where $k' = 0$ (lightweight jets, black), $k' \in [0; 10]$ (modest inclusion of protons in the jet, light green), $k' \in [0; 100]$ (heavy jets, blue), and $k' = 100$ (heavy jets, orange). Results shown for the redshift range $0.8 < z_1 < 2.0$ and for Model S as described in §5.4.5 of the main paper. Findings are based on the 3CRR and BRL data fits. The case where $k' = 0$ is the initial, standard case analysed in depth in §5 of the main article.
Figure A13. 90 per cent joint confidence intervals for radio galaxy populations created with various assumptions on the minimum energy of the initial particle distribution and the particle content of the jet. The following cases are plotted: (i) $k' = 0$, $\gamma_{\min} = 1$ and $\gamma_{\max} = 10^{10}$ (solid, black, the default case), (ii) $k' \in (0, 100)$, $\gamma_{\min} = 10^2$ and $\gamma_{\max} = 10^{10}$ (solid, red), (iii) $k' = 100$, $\gamma_{\min} = 10^2$ and $\gamma_{\max} = 10^{10}$ (solid, orange), (iv) $k' \in (0, 100)$, $\gamma_{\min} = 10^4$ and $\gamma_{\max} = 10^{10}$ (solid, green), and (v) $k' = 100$, $\gamma_{\min} = 10^4$ and $\gamma_{\max} = 10^{10}$ (solid, blue). For reference plotted are the cases where (a) $k' = 100$, $\gamma_{\min} = 1$ and $\gamma_{\max} = 10^{10}$ (dotted, dark grey, see also Figure A11), and (b) $k' = 0$, $\gamma_{\min} = 10^4$ and $\gamma_{\max} = 10^{10}$ (dotted, light grey, see also Figure A12). Results shown for the redshift range $0 < z < 0.3$ and for Model S as described in §5.4.5 of the main paper. Findings are based on the 3CRR and BRL data fits.
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Figure A14. 90 per cent joint confidence intervals for radio galaxy populations created with various assumptions on the minimum energy of the initial particle distribution and the particle content of the jet. The following cases are plotted: (i) $k' = 0$, $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$ (solid, black, the default case), (ii) $k' \in (0, 100)$, $\gamma_{\text{min}} = 10^{2}$ and $\gamma_{\text{max}} = 10^{10}$ (solid, red), (iii) $k' = 100$, $\gamma_{\text{min}} = 10^{2}$ and $\gamma_{\text{max}} = 10^{10}$ (solid, orange), (iv) $k' \in (0, 100)$, $\gamma_{\text{min}} = 10^{4}$ and $\gamma_{\text{max}} = 10^{10}$ (solid, green), and (v) $k' = 100$, $\gamma_{\text{min}} = 10^{4}$ and $\gamma_{\text{max}} = 10^{10}$ (solid, blue). For reference plotted are the cases where (a) $k' = 100$, $\gamma_{\text{min}} = 1$ and $\gamma_{\text{max}} = 10^{10}$ (dotted, dark grey, see also Figure A12), and (b) $k' = 0$, $\gamma_{\text{min}} = 10^{4}$ and $\gamma_{\text{max}} = 10^{10}$ (dotted, light grey, see also Figure A10). Results shown for the redshift range $0.8 < z < 2.0$ and for Model S as described in §5.4.5 of the main paper. Findings are based on the 3CRR and BRL data fits.