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Abstract—Connected and Automated Vehicles (CAVs) are envisioned to transform the future industrial and private transportation sectors. Due to the complexity of the systems, functional verification and validation of safety aspects are essential before the technology merges into the public domain. In recent years, a scenario-driven approach has gained acceptance for CAVs emphasizing the requirement of a solid data basis of scenarios.

The large-scale research facility Test Bed Lower Saxony (TFNDS) enables the provision of substantial information for a database of scenarios on motorways. For that purpose, however, the scenarios of interest must be identified and categorized in the collected trajectory data. This work addresses this problem and proposes a framework for on-ramp scenario identification that also enables for scenario categorization and assessment. The efficacy of the framework is shown with a dataset collected on the TFNDS.
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I. INTRODUCTION

The transport sector has a significant impact on the environment. In 2017, the mobility sector emitted 18.5% of the total greenhouse gases (GHG) in Germany [1]. Especially with the Paris agreement in 2016, the automotive industry faces a massive challenge by reducing the GHG of their fleets to become carbon neutral. Although a rethinking of mobility is required for this, there are several technologies that may help to reach this goal.

In recent years, researchers focussed on the topic of connected and automated vehicles (CAV) due to the availability of the required sensors for environment perception and infrastructure technology for communication. The communication between vehicles (V2V) or vehicles and infrastructure (V2I) enables CAV to conduct their driving task more efficiently and thus reducing the impact on the environment [2]. Moreover, the technology enables a safer [3], more energy efficient [4] and comfortable driving experience.

Before those technologies merge into the market, a homologation is required. This is addressed by several research projects such as PEGASUS, ENABLE-3S and their successors VVM and SET Level. The systems’ functional correctness needs to be verified, which is hard to accomplish with real-world drivings only [5]. Hence, scenario-driven simulation-based testing is applied extensively throughout the development cycle [6], [7].

An interesting scenario is the on-ramp merging scenario with a vehicle merging onto the mainline from an on-ramp lane. Merging vehicles can affect the overall traffic flow, and those situations can become critical in case of, e.g., a short on-ramp lane, high occupancy of the mainline, occluded field-of-view, or high relative velocities. Furthermore, vehicles participating in this scenario often have to collaborate to resolve the situation, making this scenario interesting in mixed traffic situations of CAV and traditional vehicles. For such analysis, however, an extensive catalog of scenarios is essential [8], with data from the real-world providing valuable information.

The Germany Aerospace Center (DLR) constructed a large-scale research facility named Test Bed Lower Saxony (TFNDS) to test technology in the context of automated and connected driving. The camera-based surveillance infrastructure on the motorway A39 with a length of 7 km allows for tracking objects on the motorway and providing information about a vehicle under test (VUT) such as the pose, dimension, vehicle type and its environment in specific scenarios. For scenario-based analysis of a VUT and situation assessment, e.g., in terms of criticality using SSMs such as the time to collision (TTC) [7] or post enroachment time (PET) [9], however, the identification of these scenarios, also referred to as scenario mining [10], is mandatory.

A. Related Work

The identification of scenarios is a broadly discussed topic in the research community for several years and becomes even more relevant with the recent shift to a scenario-driven validation approach. In the following, a short overview of recent activities in this domain is given.

For the identification of scenarios in trajectory data various approaches exists in literature to tackle this problem. In general, the aim is to find certain characteristic time intervals in a multivariate time-series. Supervised learning methods such as the Support Vector Machine (SVM) and Artificial Neuronal Network (ANN) were proposed by [11], [12], [13], [14]. The inherent drawback of these approaches is, however, the training of (hyper)parameter based on ground truth data.

A comparative study for scenario identification is conducted by [15] with a rule-based, supervised (Recurrent Neuronal Network (RNN)) and unsupervised learning (k-NN & Dynamic Time Warping (DTW)) method. Although the RNN is superior to the unsupervised learning method, it is...
Fig. 1: The proposed framework for on-ramp scenario identification and analysis. The trajectory data can be supplied by various sources and just needs to be converted to provide the required Features which are used for scenario extraction with ULDeT. The scenarios are assessed, categorized and the on-ramp behavior is characterized in the Scenario analysis module.

more prone to sensor noise [15] which is inevitable in real-world data.

An alternative to supervised learning-based methods are approaches for clustering, i.e., unsupervised learning methods. [16] slices time-series into chunks based on artificially created signals with empirically defined parameters and Agglomerative Hierarchical Clustering (AHC). For finding different variants of lane changes, the final interpretation of clusters is performed manually. This problem is inherent with non-deterministic unsupervised learning methods such as AHC, Random Forest Clustering [17] or Hidden Markov Model (HMM) [18] and post-processing steps are required to recover the semantics either manually or automatically [19]. For instance, [20] employs regular expressions to find maneuvers in the trajectory data after clustering it into symbolic states. However, they show that crafting the patterns has a significant impact on identification accuracy.

B. Contribution

The contribution of this work is threefold. The first is a framework for the identification of on-ramp merging scenarios in naturalistic driving data provided by the Test Bed Lower Saxony (TFNDS) to contribute setting up an extensive dataset of on-ramp merging scenarios for testing. For that purpose, the result of a previous work [18] is adapted where the focus was on the identification of lane-changes from a vehicle-oriented point of view. That is, information about the environment are derived using on-board systems.

The second contribution is the automatic categorization of merging scenarios according to the occupancy of the mainline using the surrogate safety measure (SSM) PET which also allows to identify critical scenarios. These are of special interest for further simulation-based testing.

The last contribution is related to the behavior of drivers on the on-ramp lane. These insights are valuable especially in the context of mixed-traffic of CAV and non-automated vehicles. This work shed light on where vehicles start and finish the merging maneuver and proposes a model, derived from empirical data, to represent this behavior which can be employed to generate on-ramp merging maneuvers.

C. Paper Structure

The remaining paper is structured as follows. In Section II the proposed methodology for on-ramp scenario identification and analysis is presented with emphasis on trajectory data from the TFNDS. In Section III follows an evaluation of the on-ramp identification method and an analysis of on-ramp scenarios on the TFNDS. Finally, the work concludes with a summary and outlook on future work in Section IV.

II. METHODOLOGY

For the identification and analysis of on-ramp merges in naturalistic driving data provided by the TFNDS, this work employs the framework presented in [18] which is based on multiple unsupervised learning methods and extends it with further modules as depicted Fig. 1. In the following, the framework and the fundamental assumptions on a lane-change are briefly revisited for the sake of completeness and the new modules for scenario analysis are presented.

A. Lane Change Maneuver

A lane-change is in this work partitioned into multiple states, the driving primitives. This allows to break down the complexity of a lane-change maneuver to more trivial driving actions which can be identified more easily [18].

From a lane-oriented point of view, the maneuver can be unambiguously divided into four states as depicted in Fig. 1 which is a slightly modified version as presented in [18]. That is, the state Change denotes the transition from the source lane to the target lane until the majority of the vehicle is on the target lane. The state Depart is equal to the state Change but in the opposite direction relative to the lane. This division does not only allow to model the behavior of lane-change more precisely on the driving primitive level but also allows extract the lane-change straightforward after the identification.

For the association of a vehicle’s position to a driving primitive, information about the vehicle’s relative position w.r.t the road is required. In Fig. 1 it is evident that the state is dependent on the distance to the left lane marking since this is a lane change to the left. Hence, for a right lane change the distance to the next right lane marking is required. If we assume that the reference point is the front center position (indicated by the block dot) and the state Change...
should really denote that the vehicle crosses the marking, than the vehicle’s width is also relevant. Indeed, only those three features are required for the follow-up processing. Also note that the data source is irrelevant which is also denoted on the left side in Fig. 1 showing the required features that needs to be provided by any trajectory data source, e.g., vehicles equipped with appropriate sensors, test beds such as the TFNDS or even drones [21].

B. Feature estimation for Test Bed Lower Saxony data

Since the aim of this work is to analyse on-ramp merging scenarios on the TFNDS, the trajectory data need to be preprocessed to provide the features as depicted in Fig. 1. As already mentioned in the Section I the TFNDS provides information such as the pose, dimension and velocity of objects. Hence, the width of the object is available. But, the distances to the lane markings need to be estimated since access on in-vehicle systems is not available.

For that purpose, a high precision digital map of the TFNDS is employed which is represented in the OpenDrive format (see Fig. 3). A road network is represented with so called reference lines. Each reference line represents a certain segment of the network and is linked to other segments by their unique ID. The shape of roads associated with a reference line is represented with other geometric objects such as lines, spirals or arcs. For the sake of simplicity, however, this work uses an abstraction level on top of this with all geometric objects of the road network being represented by lines in the GEOJSON format as so called LineString objects. That is, each geometric object is represented by a series of points. In Fig. 4 the on-ramp section of the TFNDS near Cremlingen is depicted with the reference lines in blue and their associated lane borders in green.

For the estimation of the lateral distances to the next lane borders, the first step is to derive an aggregated version of the digital map (see Fig. 4). In this aggregated version, each lane border is only represented as a single geometric object that consists of multiple segments and lanes are associated to either the on-ramp or the motorway section. This allows to filter objects based on their associated road and enables to pick only trajectories being on the on-ramp lane. For that purpose, preselected reference lines and other connected reference lines are identified and all intersecting lane borders associated with these reference lines are merged. The start depicted in Fig. 4 marker denotes the intersection point between the on-ramp and motorway lane used in Section III-D as reference point to estimate the relative trajectory length.

The aggregated map is used to estimate the the distances to the left $d_l$ and right $d_r$ lane marking according to [22]. That is, the orthogonal distances from all lane marking segments to the object are estimated, whereas the reference point on the object is the front center position provided by the camera-based object detection system. The distances $d_l$ and $d_r$ are equal to the distances to the two nearest lane marking segments. The trajectory data of the TFNDS is now preprocessed to provide the required features for lane change detection.

C. On-Ramp Merging Scenario identification

Based on the aforementioned features that are provided by a trajectory data source such as the TFNDS, the data processing pipeline ULDeT (Unsupervised Lane change Detection) presented in an earlier work [18] is employed for scenario identification which is briefly described in the following.

Since the aim is to identify only trajectories performing an on-ramp merge and the motorway contains two lanes, the first step is to filter trajectories. That is, only trajectories starting on the on-ramp lane are considered and processed with ULDeT.

The identification of lane changes with ULDeT is based on the representation of that maneuver with the driving
primitives as discussed in Section I-A. For partitioning trajectories into the driving primitives depicted in Fig. 2, a time-invariant HMM with Gaussian emission is employed since it allows to model the hidden states (the driving primitives) of a certain system (the lane change) and the transitions between them according to the information this system emits (the features in Fig. 1). Although the HMM model parameter could be defined manually, they are estimated using a data-driven approach by employing the Baum-Welch algorithm [23] and a dataset. Note that the model parameters are taken from a previous work [18] since the dataset used in this work [23] and a dataset. Note that the model parameters are taken from a previous work [18] since the dataset used in this work is solely for on-ramp merges and thus, does only contain left lane changes which lead to instability in clustering.

Note that the features depicted in Fig. 1 are not used by the HMM but a transformation is applied first by ULDeT to ensure that the clustering with the HMM work for different vehicles and lanes. That is, the features are the distance from the vehicle’s center to the lane’s center and a marker indicating the vehicle is crossing a lane marker.

The Viterbi algorithm is employed to cluster a time-series with the HMM. [23] The result is a time-series of labels mapping each point in time to the most likely HMM state (driving primitive). The next step is, based on the position of the vehicle relative to the lane, to derive the primitive direction, since follow-up steps require this information, and the correct primitive label, because the association between a driving primitive and a HMM state may change for consecutive runs.

A trajectory might contain multiple lane changes. Therefore, Divisive Hierarchical Clustering (DHC) is employed to partition the time-series of primitive labels into sequences. Note that this might not be relevant for the use-case of on-ramp identification addressed in this work, but allows to identify scenarios where the ego-vehicle merges onto the leftmost lane on multi-lane motorways (assuming right-hand driving). For the final classification of a sequence, which is a time series of driving primitive labels, a pattern matching approach is employed. Instead of using regular expressions as in [20], DTW is employed to match the sequence with manually defined patterns for the scenarios of interest and the most likely one is chosen. The benefit of this approach is that the sequence must not follow the defined pattern closely which is, however, the case for regular expressions.

Although we proposed a method for scenario extraction based on the lateral position change in previous work, this work extracts the maneuver interval solely based on the primitive, because we are interested in the interval where the vehicle is transitioning from the source to the target lane. That is, the maneuver starts at the last occurrence of the Approach state before the actual transition and ends at the first occurrence of the Approach state after the transition.

### D. Scenario Assessment

The identified on-ramp merging scenarios are processed in the Scenario Analysis for situation assessment, scenario categorization and behavior modeling as depicted in Fig. 1. For the assessment of scenarios in terms of the criticality so called surrogate safety measures (SSMs) are typically utilized. For lane changes, the PET is broadly used [24], [9] for that purpose and thus chosen for this work since it not only allows to assess a certain situation but also provides information for further scenario categorization.

The PET is the time difference between the first object leaving and the second object entering a conflict area [25]. In the following, the first is denoted as the ego vehicle and the latter as the challengers as defined in [26]. The lower the PET between two objects, the higher the potential criticality. In this specific case, the conflicting areas are derived by finding the four intersection points \( P_c = p_1, \ldots, p_4 \) of the ego vehicle’s rear left and front left edges to the rear right and front ride edges of the challengers \( c \in C = \{c_1, c_2, \ldots\} \). Then, the differences between the arrival times \( \Delta t_c = \Delta t_{c1}, \ldots, \Delta t_{c4} \) of the ego-vehicle \( t_{ego}(p) \) and challenger \( t_c(p) \) to the intersection points \( P_c \) are derived as \( \Delta t_c = \{t_{ego}(p) - t_c(p) | p \in P_c \} \). The PET\(_{ego}(c), c \in C \) between the ego vehicle and challenger \( c \) is defined in (1) with the minimum signed time difference between the arrival times of both vehicles. The estimated PET of scenarios can be employed to find critical scenarios as exemplarily shown in Section III.

\[
PET_{ego}(c) = \{\Delta t | \Delta t \in \Delta t_c \land |
\Delta t| = \min |\Delta t_c| \}
\]

#### 1. Scenario Categorization

An on-ramp scenario can be further categorized according to the challengers [9]. In this work, only the challengers on the mainline are considered for categorization at that point in time where the second vehicle reaches the conflict zone. Hence, an on-ramp scenario is in this work specialized into four subtypes free, in front, behind and into as depicted in Fig. 5.

For this categorization, the PET of each scenario is employed since the sign of the PET denotes the order of entering and leaving the conflict zone. The PET from (1) is positive if the ego vehicles arrives the intersection point after the challenger and negative vice versa. Hence, a scenario is classified as behind or in front if there is only one challenger \( C = \{c\} \) and \( PET_{ego}(c) > 0 \) or \( PET_{ego}(c) < 0 \) respectively. If there are at least two challengers \( C = \{c_1, c_2, \ldots\} \) and \( \exists c \in C : PET_{ego}(c_1) > 0 \land \exists c \in C : PET_{ego}(c_1) < 0 \) the lane-change is classified as into. If there is no challenger on the target lane, the lane-change is classified as free. Note that this work assumes that there is no collision between challengers and the ego vehicle.

Fig. 5: An on-ramp merging scenario is specialized into four classes by considering the location of challengers on the target lane.
F. On-Ramp Merging Behavior

The identification of on-ramp merging scenarios allow to derive behavioral models of the drivers, which can be employed to generate trajectories for more extensive simulation-based testing, e.g., in Carla [27] or SUMO [28]. This is especially of interest in the context of mixed traffic of CAV and traditional vehicles since CAV have to predict the behavior in this situations. In this work, a model is derived based on a set of scenarios to represent the start and end position for on-ramp merging maneuvers. Note that the trajectory generation is out-of-scope of this work.

Since the aim is to generate the start and end position of new on-ramp merges, a probabilistic model is derived that can be employed for sampling. As stated by [29], the inversion method is appropriate for that task if the cumulative distribution function (cdf) of a certain event and a random variable $r \in [0, 1]$ is given. In the following, the start and end positions are represented as distances relative to the starting position depicted in Fig. 3 and normalized according to the length of the on-ramp lane. Due to this, the term offset is used in the following. That is, a maneuver end offset of greater than one means that the maneuver ends behind the on-ramp lane. This normalization also allows to generate trajectories for different length’s of on-ramp lanes and thus enables to compare the behavior for different on-ramp lane situations.

The cdf $F(x)$ of the starting offsets $x$ is derived empirically from the identified maneuvers, which inverse $x = F(r)^{-1}$ is employed for sampling. Linear interpolation is used for modeling. To ensure that maneuvers end behind their start position, the maneuver lengths is employed and it is assumed that the maneuver lengths is dependent on the start offset. Due to this, the on-ramp lane is clustered into $n$ partitions and for each partition, the cdfs of the maneuver length relative to the on-ramp lane are derived. Note that this approach can generate end positions that overshoot the actual distribution of end positions in that partition.

Let $O$ be the set of all maneuver start offsets which is divided into $n$ partitions $o_1, o_2, ..., o_n$. That is, the trajectory starting offsets of $o_i$ are within the interval $[\frac{i-1}{n}, \frac{i}{n})$. For each partition, the cdfs $G_i(l)$ is derived empirically for the maneuver length $l$. For sampling new maneuvers, the inverse $l = G_i^{-1}(r)$ are determined that maps the random variable $r$ onto maneuver lengths $l$. [29]

The characterized models $\{F(x), G_1(x), ..., G_n(x)\}$ can be employed to generate the start and end point of new on-ramp maneuvers. For that purpose, assuming $r_0$ is uniformly sampled from $[0, 1]$, the start offset is estimated with $o = F(r_0)^{-1}$. Then, the maneuver length $l$ is sampled from the cdf $G_i(r_1)^{-1}$ of the $i$th partition with $i = \lceil 10a \rceil = 1, ..., 9$ according to a second random variable $r_1 \in [0, 1]$ which is added to the start offset. This approach is applied in Section III-D on identified scenarios of the TFNDS.

III. EXPERIMENTS

In the following section the proposed approach for on-ramp merging identification is evaluated with a dataset of the TFNDS. The extracted scenarios are the basis for further analysis.

A. Dataset

The data used for the evaluation and analysis are collected at the on-ramp region at Cremlingen near Braunschweig in Germany, which is part of the TFNDS. The region is covered by four camera masts equipped with two pairs of stereo cameras. In Fig. 6 a sample image per camera is shown; row-wise from the top left to the bottom right. For the first and last camera mast, only the stereo camera pair pointing to the on-ramp is shown. The data was collected on three different days and various daytime. Note that the used sampling strategy was to collect snippets of 90 seconds each 300 seconds. Due to this, only trajectories are considered in the analysis having a length greater than half of the on-ramp lane’s length to remove clipped trajectories. The total number of trajectories in the dataset meeting this criteria is 2465 with 2339 objects.
associated with the motorway lanes and 126 with the on-ramp lane. The distribution of the observed objects over the day is depicted in Fig. 7.

B. Scenario Identification Evaluation

To evaluate the performance of the framework for on-ramp merging identification, the dataset needs to be processed with the presented framework. Therefore, only objects driving on the on-ramp are considered and the lane-change intervals are extracted.

For the 126 objects on the on-ramp lane, 119 merging scenarios are correctly and 7 incorrectly identified by the framework. The framework's accuracy in lane-change identification is thus 94.44%.

It turns out that the framework fails in lane-change identification if a lane-change starts at the end of the on-ramp lane so that the object crosses both lane marking. This is depicted in Fig. 8 showing the relation between the start and end positions of all lane-changes and the trajectory start (sizes of markers). Note that all positions in Fig. 8 are relative to the start of the lane depicted in Fig. 4 as described in Section II-F.

It is evident from Fig. 8 that the difference between correctly and incorrectly identified lane-changes is the end offset. That is, lane-changes starting at the end of the on-ramp lane with a start offset greater than 0.6 and ending beyond it with an end offset greater than 1.4 are not identified. The start position of the trajectory has no influence in this case since all trajectories start offsets of the not identified scenarios are within $[0.6, 0.8]$ but there are also correctly identified scenarios ($n = 9$) with the same trajectory starting offset.

C. Scenario Assessment

The Assessment module depicted in Fig. 1 uses the PET to relate the ego-vehicle on the on-ramp lane to challengers on the target lane. This enables to, e.g., find critical scenarios, i.e. scenarios with a low PET between the ego-vehicle and a challenger.

The PET distribution for the scenario categories behind, in front and into is depicted in Fig. 9. Note that the category free is missing since there is no challenger on the mainline. For the category into the sum of PETs values is used to represent each scenario with a single value which is related to the SSM metric accepted gap time.

It shows that vehicles tend to merge onto the mainline quite close behind another vehicle with 50% having a PET lower than 4.0 seconds and 25% lower than 2.6 seconds. For the into type the PET is uniformly distributed within $[5.0; 15.1]$ seconds and a mean of 9.7 ± 2.9 seconds. The gap between a vehicle merging in front of another vehicle is even closer than for the behind class with 50% having a PET lower than 3.0 seconds and 25% lower than 2.0 seconds. Noteworthy is the situation with a PET of 0.08 seconds and thus denotes a near-crash situation. This can be verified in Fig. 10 showing the situation where the ego vehicle starts the lane-change maneuver and one second later. In that scenario, a vehicle (in blue) merges onto the mainline which is occupied by a truck (in green). Although the PET indicates that the scenario is critical, a “look into the future” shows that the situation becomes uncritical since the gap between both vehicles increases.

D. Merging Behavior

The robust identification of lane-changes allow to derive behavioral models of the drivers for on-ramp merges which
can be employed to generate trajectories for more extensive simulation-based testing. The identified scenarios are used to characterize the model described in Section II-E.

At first, the empirical cdf for the maneuver start offset \( F(x) \) is derived based on the identified maneuvers. In Fig. 11 the estimated cdf is depicted with the cdf of a uniform distribution as comparison.

The areas in green denote start offsets that are under- and blue an overrepresented w.r.t the uniform distribution. It is evident from Fig. 11 that maneuver tend to start at the beginning of the on-ramp lane in this dataset. This is also denoted with the example of \( r = 0.5 \) which is mapped to a maneuver start of 0.26, i.e. the likelihood for a maneuver start offset lower equal 0.26 is 0.5. This is contrary to our expectations since the acceleration lane is typically used to adapt the driving speed to the vehicles on the mainline. Hence, vehicles on the acceleration lane should stay as long as the possible on that lane. This is not the case in this dataset. Hence, vehicles on the acceleration lane should stay as long as possible since the acceleration lane is typically used to maneuver start of 0.

As described in Section II-E the characterized models \( \{ F(x), G_1(x), \ldots, G_n(x) \} \) can be employed to generate the start and end point of new on-ramp maneuvers. In Fig. 12 the distribution of generated maneuvers \( (n = 1000) \) is depicted showing the feasibility of the approach to sample appropriate maneuvers. Furthermore, the cdf of the generated start offsets is depicted in the same way as for Fig. 11. The influence of the interpolation method for the cdf is represented in two ways. At first, the blue area in the cdf has increased and secondly maneuver start offsets are clearly visible in the scatterplot with an offset greater 0.6 that are not part of the original dataset.

**IV. CONCLUSION**

A scenario-based validation approach for CAV demands information from real-world driving such as naturalistic driving studies or field operational tests on specific proving grounds. This data need to be annotated to find scenarios of interest such as on-ramp merging scenarios.

This work addresses this issue and proposed a framework for the identification and analysis of on-ramp scenarios using unsupervised learning methods. It was shown that data from the TFNDS can be easily adopted to use ULDeT, which was proposed in a previous work [18], for on-ramp merging scenarios extraction with an accuracy of 94.44%. But the results also show that the method fails to identify maneuvers that start at the end of the merging lane. The extracted scenarios are further categorized and assessed using the PET.
Furthermore, the maneuver behavior in terms of the start and end position is analysed. In follow-up works a more comprehensive dataset will be employed to further analyze the behavior of the ego vehicle and challengers in on-ramp merging scenarios. Furthermore, the maneuver behavior models will be derived for each object type individually since trucks seem to behave differently than cars. Moreover, the approach for maneuver identification is adapted for other scenarios and integrated into a distributed data processing pipeline for scenario mining.
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