A Proposed Framework for Evaluating the Academic-failure Prediction in Distance Learning

Patrícia Takaki1,2 · Moisés Lima Dutra1 · Gustavo de Araújo1 · Eugênio Monteiro da Silva Júnior1

Accepted: 15 November 2021 / Published online: 12 April 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
Academic failure is a crucial problem that affects not only students but also institutions and countries. Lack of success in the educational process can lead to health and social disorders and economic losses. Consequently, predicting in advance the occurrence of this event is a good prevention and mitigation strategy. This work proposes a framework to evaluate machine learning-based predictive models of academic failure, to facilitate early pedagogical interventions. We took a Brazilian undergraduate course in the distance learning modality as a case study. We run seven classification models on normalized datasets, which comprised grades for three weeks of classes for a total of six weeks. Since it is an imbalanced-data context, adopting a single metric to identify the best predictive model of student failure would not be efficient. Therefore, the proposed framework considers 11 metrics generated by the classifiers run and the application of exclusion and ordering criteria to produce a list of best predictors. Finally, we discussed and presented some possible applications for minimizing the students’ failure.
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1 Introduction
Student failure in undergraduate courses is an old issue for which no definitive solution has yet been found. This event occurs in different ways and depends on several factors; it is an educational issue involving different actors [2]. The failure of a single student can result in this person’s demotivation, loss of his/her expected learning flow, waste of financial resources, negative impacts on the institution’s indicators, decreased funding granted to the institution, besides strongly contributing to increasing the course and institution dropout rate. According to [4, 18], dropout in higher education represents a problem for all nations, causing social, scientific, and economic losses. Sometimes these events represent public resources that do not provide an effective return on investment; other times, they are significant losses of revenues in the private sector. When students abandon their opportunity for training and intellectual growth, they are also excluded from an entire educational process that prepares them for the job market and citizenship.

Educational Data Mining (EDM) represents a multidisciplinary research field dedicated to developing methods to explore data from educational environments [3, 16]. It is possible to understand students more effectively and appropriately through an EDM process, i.e., how they learn, the importance of the context in which the learning occurs, and other factors influencing the learning process [6]. For [14], the main idea behind EDM is developing and using methods to analyze and interpret the ‘big data’ from computer-based learning systems and school, college, or university administration and management systems.

This work applied prediction models to identify undergraduate students at risk of subject failing, with about 50% of the total course time yet to elapse. As a case study to evaluate this proposal, we analyzed the students’ performance in an undergraduate course offered at a distance by a Brazilian public university part of the Open University of Brazil (UAB) system. UAB offers distance learning courses intermittently. That means that there are no annual or semester offers like for traditional courses. Therefore, if a student fails a course, he/she may not have the opportunity to enroll to retake it in the future, as there is no
guarantee that there will be a new offer of this subject until
the end of his/her undergraduate course. Students who fail
in a subject in this context, even if there are pedagogical
strategies to recover their learning and passing, will have
a greater chance of dropping out of their courses. Such a
situation can negatively impact their training, professional
future, institutional promotion, and even the social and
economic development of the location where these stu-
dents are inserted, besides other potential losses. At best,
they will choose to continue their course at another higher
educational institution.

Based on this application scenario, this work sought to
provide those involved in the teaching-learning process at
UAB (students, teachers, and managers) with a predictive
model composed of information about individual risks of
academic failure in specific subjects. Managers (directors,
coordinators of both courses and remote centers), teachers
(in-person and distance tutors), and students can benefit
from qualified information to support the teaching-learning
process. We believe that this initiative has the potential to
minimize this type of event. With the support of subject-fail-
ure predictive-analysis-based alerts, they can act to mitigate
the risk of academic failures.

This work carried out experimental tests with different
classification models to evaluate the best results for predict-
ing students’ failure in a given distance higher education
course. For this purpose, we analyzed and compared eleven
evaluation metrics captured from each of the seven classification
models run. Specifically, we intended:

- To collect and wrangle student-grade reports available in
  the UAB’s Moodle Virtual Learning Environment;
- To perform data pre-processing, including anonymiza-
tions, data insertions and deletions, data normalization,
conversion of categorical data into numeric data, and
splitting training and test datasets;
- To predict the academic failure by applying seven dif-
f erent predictive models, by training the data with and
without balancing options and with a dataset consisting
of three weeks of class, for a total of six weeks;
- To gather and compare eleven different evaluation met-
rics for each model: true positive, true negative, false
positive, false negative, accuracy, precision, recall, speci-
ficity, kappa index, geometric mean (g-means), and har-
monic measure (f-measure);
- To analyze and discuss the results obtained.
- To propose a framework to assess the academic-failure
prediction in distance education.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the materials and methods used. Section 3
presents and discusses the results obtained. Section 4 pre-
sents the proposed framework. Finally, in Section 5, we draw
some conclusions and give the proposal’s limitations and
suggestions for future works.

## 2 Materials and methods

This is an exploratory work organized in three stages,
based on [11]: pre-processing, machine learning, and
post-processing.

1. During pre-processing, we collected, cleansed, and pre-
pared the data gathered in the Moodle environment. This
data corresponds to the students’ grades in 21 subjects
taken by approximately 250 students enrolled in the ana-
lyzed course.

2. In the machine learning stage, we run four classifica-
tion algorithms written in Python and evaluated them:
Logistic Regression, Decision Tree, Random Forest, and
Support Vector Machine. We used the RBF kernel and
polynomial kernel of degrees 2, 3, and 4. We tested the
algorithms with and without data balancing. During the
unbalanced processing, we used the SMOTE and Near
Miss methods.

3. In the post-processing stage, we carried out different
analyses, isolated or combined, of the evaluation metrics
obtained by the classification models previously tested:
true positive, true negative, false positive, false nega-
tive, accuracy, precision, recall, specificity, g-means,
f-measure, and kappa index. Subsequently, we proposed,
implemented and evaluated a framework to identify the
best academic-failure prediction models.

As supporting tools, in addition to the Moodle Learning
Management System, we worked with the WEKA soft-
ware, the GitHub platform, and the Google Collaboratory
environment.

## 3 Related works

EDM techniques to predict students’ academic failures have
been used in several studies reported in the literature [1–3,
5, 7, 8, 10, 12, 13, 15]. Each of them uses different data,
collected at different times in the course offering, applies
different predictive models and compares results with dif-
ferent metrics. Some of these works are worth mentioning.

The work by [5] presents a methodology to automatically
detect students “at-risk” of failing a module of computer
programming courses and support adaptive feedback simul-
taneously. They used six classifiers: K-Neighbors, Decision
tree, Random forest, Logistic regression, Linear SVM, and
Gaussian SVM, without data balancing techniques. The
K-Neighbors (k = 12) was the classifier selected, which
showed high performance for F1, precision, and recall metrics compared with other classifiers. A comparative study on the effectiveness of four EDM techniques (Decision Tree, Support Vector Machine, Neural Network, and Naïve Bayes) for early identification of students likely to fail in introductory programming courses is presented by [8]. They used two data sources from a Brazilian university: one from distance education and the other from face-to-face learning. They performed data pre-processing and fine-tuning tasks, adopting only the f-measure evaluation. The fine-tuned SVM techniques identified at least 92% and 83% of effectiveness the students are likely to fail when they have performed at least 50% and 25% of the distance education and on-campus courses, respectively. The work by [13] proposed a learning analytics approach using data mining and machine learning to predict the grades of four primary assignments in a Hellenic Open University’s annual module. They used Moodle data, ran the classifiers Random Forest, Linear Regression, Neural Network, AdaBoost, SVM, and k-NN, and measured the Mean Absolute Error (MAE) to identify the accuracy of classifiers’ predictions. The Random Forest algorithm provided the best results for the four assignments. Our literature review could not identify studies that used the same methodology we proposed, i.e., that possessed a preliminary stage for evaluating and selecting the best predictors. Consequently, to the best of our knowledge, this fact supports the originality of our work.

4 Results and discussion

4.1 Step 1: Data pre-processing

Data collection and pre-processing produced 4,396 instances of performance data for 250 UAB distance students. We collected student grades for 21 subjects, all with the same amount and score of evaluative activities. The data collected corresponds to students’ grades in subjects completed by March 2020. At that point, the 4th semester of classes was in progress, and the UAB’s methodology for evaluating its students was being modified due to the unexpected coronavirus pandemic outbreak. The selected course possesses the largest number of students among all courses of the distance learning modality at the analyzed university. It is offered in five on-site remote centers (cities) in the Brazilian state of Minas Gerais and provides subjects of 30h, 60h, 90h, and 120h. For this case study, we chose to work with the 60h subjects because they represent 84% (21 out of 25) of the subjects completed by the time of the data collection.

There are 15 points for each of the two Collaborative Activities (CA1 and CA2, whose points are distributed in 7 points for the presentation in class-based meetings, and 8 points for the work delivery in the virtual room); 3 points for each of the four Discussion Forums (DF1, DF2, DF3, and DF4); 9 points for each of the two Individual Activities (IA1 and IA2); and 40 points for the face-to-face assessment (FA), on the last day of class. The 60h courses have a duration of six weeks. We gathered 105 files of grade reports (electronic spreadsheets) from the virtual rooms of Moodle used by the chosen course. We performed several initial data cleaning transformations on the spreadsheets coming from the standard Moodle “Grade Report” to consolidate them in a single format for all spreadsheets. With the spreadsheets assembled, we selected the columns for grades obtained in CA1 and CA2 (split into presentations and deliveries), grades received in DF1 and DF2, and grades received in IA1. Next, we inserted two columns: Status (“Passing/Failing”), based on the final grade, and Remote Center (city number).

The grades from individual activity 2, discussion forums 3 and 4, and the face-to-face assessment have been removed because they occur in the last three weeks of class. That is, grades IA2 and FA are only known at the end of the course. It is important to point out that the objective of this work is to predict subject failure halfway through. The data were anonymized, the numerical values were converted to the American standard (decimal points), and the data file was converted to the CSV format. In WEKA’s Preprocess tab, the numerical data of the grades (from 3 to 9 points) were normalized by using the filter called Normalize, as explained by [19]. The resulting spreadsheet totaled 4396 data instances. It was possible to verify that 3736 students (85%) passed the subjects and 660 students (15%) failed. This dataset was divided so that the scores of the first 16 completed subjects were used to train the models (3348 instances, 76%) and the last five subjects for tests (1048 instances, 24%). An initial exploratory analysis of the collected data is presented in Table 1.

The division between the training (76%) and testing (24%) datasets1 is consistent with the recommendations and practices found in the literature [17]. The data are imbalanced between the Passing (85%) and Failing (15%) categories, which suggests that the evaluation of predictive models

| Table 1 Data Overview: division between training/test and passing/failing |
|-----------------------------|------------------|------------------|
| DATASET                  | Amount | Passing | Failing |
| Training                  | 3348 (76%) | 2814 (84%) | 534 (16%) |
| Test                      | 1048 (24%) | 922 (88%)  | 126 (12%)  |
| TOTAL                     | 4396 (100%) | 3736 (85%) | 660 (15%) |

1 The datasets generated and analysed during the current study are available in the GitHub repository, https://github.com/ptakaki/ML.
should consider using strategies to deal with this imbalanced data and verify its effectiveness.

4.2 Step 2: Machine learning

To develop the predictive models, we used the following Python libraries: numpy, math, matplotlib, pandas, seaborn, scikit-learn, and imblearn. The imblearn library provides the SMOTE (oversampling) and Near Miss (undersampling) APIs for data balancing. After creating the training and testing dataframes, we converted the categorical variables Remote Center (RC) and Status into numeric variables. Next, we separated the dependent and independent variables and created the X_train, y_train, X_test and y_test dataframes. A training data correlation matrix for viewing selected features is shown in Fig. 1.

As expected, the highest correlations between student features and the predictive variable Status_Failing refer to students’ performances in different activities performed up to the 3rd week of class. Individual Activity 1 (IA1) presented the highest correlation with the predictive variable, while remote educational centers had the lowest correlations, slightly different for the City4 remote center. It is important to emphasize that these and other variable analyses are limited to correlations, and under no circumstances can they be interpreted as causes of the event being studied.

Subsequently, we compared the values obtained after running the classification algorithms with the test dataset’s known outputs.

Due to the unbalance of the data in the predictive class, we compared the results of the classifiers with the training data with and without balancing options. The balanced options were executed via oversampling (SMOTE method, imblearn over_sampling API) and undersampling (Near Miss method, imblearn under_sampling API). While the SMOTE method creates synthetic data in the minority class to have the number of instances of the majority class, the Near Miss method removes data from the majority class so that it has the number of instances of the minority class. Thus, we carried out 21 prediction tests and collected 11 evaluation metrics for each classifier run. Table 2 shows the analyzed metrics.

Figure 2 presents the confusion matrices for the predictive models tested, and Fig. 3 shows the seven metrics generated from the confusion matrices. When considering each metric in isolation, the best results are highlighted in green and the worst in red.

4.3 Step 3: Discussion

With the set of 11 metrics applied for each predictive model run, the analysis and discussion of these results sought to identify the best results to predict a students’ failure in advance. We aimed to identify a predictive model that makes it possible to generate alerts at the beginning of the 2nd half
Fig. 2 Confusion matrix metrics for predictive models

| Classifier                          | tp    | tn    | fp    | fn    |
|-------------------------------------|-------|-------|-------|-------|
| Decision Tree                       | 80    | 875   | 47    | 46    |
| Logistic Regression                 | 67    | 918   | 4     | 59    |
| Random Forest                       | 80    | 902   | 20    | 46    |
| SVM with a 2nd-deg kernel           | 84    | 904   | 18    | 42    |
| SVM with a 3rd-deg kernel           | 77    | 900   | 22    | 49    |
| SVM with a 4th-deg kernel           | 83    | 870   | 52    | 43    |
| SVM with RBF kernel                 | 76    | 913   | 9     | 50    |
| NearMiss: Decision Tree             | 98    | 549   | 373   | 28    |
| NearMiss: Logistic Regression       | 81    | 827   | 95    | 45    |
| NearMiss: Random Forest             | 106   | 485   | 437   | 20    |
| NearMiss: SVM with a 2nd-deg kernel | 97    | 698   | 224   | 29    |
| NearMiss: SVM with a 3rd-degree     | 99    | 668   | 254   | 27    |
| NearMiss: SVM with a 4th-deg kernel | 99    | 658   | 264   | 27    |
| NearMiss: SVM with RBF kernel       | 107   | 642   | 280   | 19    |
| SMOTE: Decision Tree                | 92    | 546   | 376   | 34    |
| SMOTE: Logistic Regression          | 87    | 892   | 30    | 39    |
| SMOTE: Random Forest                | 101   | 615   | 307   | 25    |
| SMOTE: SVM with a 2nd-deg kernel    | 93    | 875   | 47    | 33    |
| SMOTE: SVM with a 3rd-deg kernel    | 94    | 881   | 41    | 32    |
| SMOTE: SVM with a 4th-deg kernel    | 89    | 840   | 82    | 37    |
| SMOTE: SVM with RBF kernel          | 102   | 875   | 47    | 24    |

Fig. 3 Results of the other 7 metrics of the predictions

| Classifier                          | accu  | prec  | reca  | spec  | g_means | f_measu | kappa   |
|-------------------------------------|-------|-------|-------|-------|---------|---------|---------|
| Decision Tree                       | 0.91126 | 0.62992 | 0.63492 | 0.94902 | 0.77624 | 0.63241 | 0.58195 |
| Logistic Regression                 | 0.93988 | 0.94366 | 0.53175 | 0.99566 | 0.72763 | 0.68020 | 0.64985 |
| Random Forest                       | 0.93702 | 0.80000 | 0.63492 | 0.97831 | 0.78813 | 0.70796 | 0.67319 |
| SVM with a 2nd-deg kernel           | 0.94275 | 0.82353 | 0.66667 | 0.98048 | 0.80849 | 0.73684 | 0.70512 |
| SVM with a 3rd-deg kernel           | 0.93225 | 0.77778 | 0.61111 | 0.97614 | 0.77235 | 0.68444 | 0.64711 |
| SVM with a 4th-deg kernel           | 0.90935 | 0.61481 | 0.65873 | 0.94360 | 0.78840 | 0.63601 | 0.58431 |
| SVM with RBF kernel                 | 0.94370 | 0.89412 | 0.60317 | 0.99024 | 0.77284 | 0.72038 | 0.69039 |
| NearMiss: Decision Tree             | 0.61737 | 0.20807 | 0.77778 | 0.59544 | 0.68053 | 0.32831 | 0.17105 |
| NearMiss: Logistic Regression       | 0.86641 | 0.46023 | 0.64266 | 0.89696 | 0.75935 | 0.53642 | 0.46087 |
| NearMiss: Random Forest             | 0.56393 | 0.19521 | 0.84127 | 0.52603 | 0.66523 | 0.31689 | 0.15124 |
| NearMiss: SVM with a 2nd-deg kernel | 0.75859 | 0.30218 | 0.76984 | 0.75705 | 0.76342 | 0.43400 | 0.31587 |
| NearMiss: SVM with a 3rd-deg kernel | 0.73187 | 0.28045 | 0.78571 | 0.72451 | 0.75449 | 0.41336 | 0.28702 |
| NearMiss: SVM with a 4th-deg kernel | 0.72233 | 0.27273 | 0.78571 | 0.71367 | 0.74882 | 0.40491 | 0.27560 |
| NearMiss: SVM with RBF kernel       | 0.71469 | 0.27648 | 0.84921 | 0.69631 | 0.76897 | 0.47175 | 0.28800 |
| SMOTE: Decision Tree                | 0.60878 | 0.19658 | 0.73016 | 0.59219 | 0.65757 | 0.30976 | 0.14843 |
| SMOTE: Logistic Regression          | 0.93416 | 0.74359 | 0.69048 | 0.96746 | 0.81732 | 0.71605 | 0.67887 |
| SMOTE: Random Forest                | 0.68321 | 0.24755 | 0.80159 | 0.66703 | 0.73122 | 0.37828 | 0.23834 |
| SMOTE: SVM with a 2nd-deg kernel    | 0.92366 | 0.66429 | 0.73809 | 0.94902 | 0.83694 | 0.69925 | 0.65567 |
| SMOTE: SVM with a 3rd-deg kernel    | 0.93034 | 0.69630 | 0.74603 | 0.95553 | 0.84431 | 0.72031 | 0.68058 |
| SMOTE: SVM with a 4th-deg kernel    | 0.88645 | 0.52047 | 0.70635 | 0.91106 | 0.80220 | 0.59333 | 0.53494 |
| SMOTE: SVM with RBF kernel          | 0.93225 | 0.68456 | 0.80952 | 0.94902 | 0.87650 | 0.74182 | 0.70314 |
of each subject so that everyone (students, tutors, teachers, and coordinators) receives information to carry out pedagogical interventions to reverse this possible failure.

### 4.3.1 Accuracy and recall metrics analysis

This work initially sought to consider the mathematical-computational context for comparing the performance of the classifiers, where the **accuracy** metric has a prominent position in identifying the best prediction made. The following formula gives its calculation: 

\[
\frac{tp + tn}{tp + tn + fp + fn}
\]

indicating how many classifications were made correctly. The results ordered in decreasing order of accuracy are shown in Fig. 4(a).

The predictive model with the SVM-RBF-based kernel obtained the best accuracy, 94.37%. Most models that did not use the data balancing methods SMOTE and Near Miss achieved the best results (above 90%), except for Decision Tree, which underperformed other models that used the SMOTE method. However, the isolated analysis of the accuracy metric can limit the context *in situ*, where the data is unbalanced. It is necessary to analyze the classifiers’ metrics combined so that the performance of these models from other and more specific viewpoints is taken into account. For this reason, the present work used other metrics to evaluate the performance of the implemented models.

The **recall** metric is an indispensable tool to indicate how well the model is getting right in predicting the minority class. The following formula gives its calculation: 

\[
\frac{tp}{tp + fn}
\]

showing how many of those who failed were classified as failing. This metric allows knowing if the model is classified as failing the most significant possible number of students that will really fail. The results ordered in decreasing order of recall are shown in Fig. 4(b). Searching for the best results for recall meets the objective of identifying the model that ideally does not classify as passing a student who will fail. This error will cause this student to be out of reach for the scope of actions and initiatives to reverse or minimize such a negative outcome. The NearMiss with SVM-RBF-based kernel model obtained the best recall (84.92%), but this result should also not be used in isolation. When analyzing the accuracy metric, now combined with the recall, it is possible to notice that the model with the best accuracy (SVM-RBF-based kernel, 94.36%) obtained the 2nd worst recall (60.31%). That is, it misses a lot in the minority class (failing). This situation means that 50 out of the 126 failed students were classified as passing, demonstrating the

| Classifier | accu  | Classifier | reca  |
|------------|-------|------------|-------|
| SVM with RBF kernel | 0.94370 | NearMiss: SVM with RBF kernel | 0.84921 |
| SVM with a 2nd-deg kernel | 0.94275 | NearMiss: Random Forest | 0.84127 |
| Logistic Regression | 0.93989 | SMOTE: SVM with RBF kernel | 0.80952 |
| Random Forest | 0.93702 | SMOTE: Random Forest | 0.80159 |
| SMOTE: Logistic Regression | 0.93416 | NearMiss: SVM with a 3rd-deg kernel | 0.78571 |
| SMOTE: SVM with RBF kernel | 0.93225 | NearMiss: SVM with a 4th-deg kernel | 0.78571 |
| SVM with a 3rd-deg kernel | 0.93225 | NearMiss: Decision Tree | 0.77778 |
| SMOTE: SVM with a 3rd-deg kernel | 0.93034 | NearMiss: SVM with a 2nd-deg kernel | 0.76984 |
| SMOTE: SVM with a 2nd-deg kernel | 0.92366 | SMOTE: SVM with a 3rd-deg kernel | 0.74603 |
| Decision Tree | 0.91126 | SMOTE: SVM with a 2nd-deg kernel | 0.73810 |
| SVM with a 4th-deg kernel | 0.90935 | SMOTE: SVM with a 4th-deg kernel | 0.73016 |
| SMOTE: SVM with a 4th-deg kernel | 0.88645 | SMOTE: Logistic Regression | 0.70635 |
| NearMiss: Logistic Regression | 0.86641 | SMOTE: Logistic Regression | 0.69048 |
| NearMiss: SVM with a 2nd-deg kernel | 0.75859 | SVM with a 2nd-deg kernel | 0.66667 |
| NearMiss: SVM with a 3rd-deg kernel | 0.73187 | SVM with a 4th-deg kernel | 0.65873 |
| NearMiss: SVM with a 4th-deg kernel | 0.72233 | NearMiss: Logistic Regression | 0.64286 |
| NearMiss: SVM with a 3rd-deg kernel | 0.71470 | Random Forest | 0.63492 |
| SMOTE: Random Forest | 0.68321 | Decision Tree | 0.63492 |
| NearMiss: Decision Tree | 0.61737 | SVM with a 3rd-deg kernel | 0.61111 |
| SMOTE: Decision Tree | 0.60878 | SVM with RBF kernel | 0.60318 |
| NearMiss: Random Forest | 0.56393 | Logistic Regression | 0.53175 |

*Fig. 4: Accuracy (a) and Recall (b) of classifiers*
significant damage to mitigating the failure if one had only adopted the accuracy metric.

4.3.2 Precision and specificity metrics analysis

**Precision** measures how well the model is getting it right when classifying a student as failing. The following formula gives its calculation: \( \frac{tp}{tp + fp} \), indicating how many of those classified as failing were actually failed. Analyzing the recall metric, now combined with the precision (Fig. 5(a)), we observe that the model with the best recall (NearMiss with SVM-RBF-based kernel) presented a very low precision (27.65%), the 6th worst. In comparison, Logistic Regression obtained 94.37% of precision.

Figure 5(a) shows the results ordered by precision. These results demonstrate that the NearMiss with SVM-RBF-based kernel model obtained the best recall (84.92%) and the 6th worst precision (27.65%). It incorrectly classified 280 passing students as failing, accumulating 387 failing alerts that needed only 126. In this hypothetical scenario, tutors, teachers, and coordinators are being unnecessarily mobilized by alerts and pedagogical guidelines to contact students who should not be reached at this time. Results like this could generate an overload of work for the teachers and a lack of motivation for students, which clearly can harm the teaching-learning process in several ways. It is also worth mentioning that the Logistic Regression model, without balancing options, obtained the best precision (94.36%) while presenting the worst result for recall (53.17%).

The **specificity** metric assesses the accuracy of the prediction in the majority class (passing). The following formula gives its calculation: \( \frac{tn}{tn + fp} \), indicating how many of those who passed were classified as passing. Figure 5(b) shows the results ordered by specificity. At first, an incipient analysis could conclude that low specificities would not have much relevance in predicting failure. If a model makes a mistake classifying a successful student as a failing one, the consequence of this error for the student could be to study and try harder, which seems to be quite acceptable. However, as the previous analysis demonstrated with the precision metric, classifying many students who passed as failing can cause different types of loss, from financial through motivational, to logistical, among others. As the specificity metric analyzes the majority class (passing), any error is proportionally impactful in the general context. Regarding specificity, the Logistic Regression model achieved the highest score (99.566%).

4.3.3 Analysis of the other metrics

In addition to the metrics analyzed above (accuracy, precision, recall, and specificity), **g-means**, **f-measure**, and **kappa index** metrics add more information that helps to assess the classifiers’ performance. They have the power to combine the previous ones in different ways and can be analyzed in an isolated or combined way, preferably the latter. When taking these three metrics into account allows attributing greater or lesser relevance to the results obtained by each classifier.

The g-means metric corresponds to the square root of the product between specificity and recall \( \sqrt{spec \times reca} \). This metric varies from 0 to 1 and considers the model’s correctness rates in the majority and minority classes. The f-measure metric corresponds to the value of twice the precision times recall divided by the sum of the precision with the recall \( \frac{2 \times prec \times reca}{prec + reca} \). F-measure varies from 0 to 1 and considers the precision and recall, combining two crucial metrics related to the minority class (failing). Both g-means and f-measure are metrics whose values vary between 0 and 1, with the highest values being the most relevant. The Cohen’s kappa index corresponds to a statistical coefficient that compares the accuracy expected by a random classification with the general accuracy of the evaluated model. The following formula gives its calculation: \( kappa = \frac{ana - prec}{ana - prec} \), where

\[
\begin{align*}
pra &= \frac{tp+in}{tp+in+fp+fn} \\
pre &= \frac{tp+in+fp+fn}{tp+in+fp+fn} \\
\end{align*}
\]

and

\[
\begin{align*}
ana &= \frac{tp+in+fp+fn}{tp+in+fp+fn} \\
rec = \frac{tp+in+fp+fn}{tp+in+fp+fn} \\
\text{Values below 0.3 suggest that the model has a low capacity to make bold predictions, which indicates a possibly lower quality of its results in comparison to a random prediction. All the analyses presented here proved essential for understanding the need to interpret the metrics for predicting students’}
\]

### Table: Precision and Specificity of classifiers

| Classifier                  | prec  | spec  |
|-----------------------------|-------|-------|
| Logistic Regression         | 0.9436 | 0.9956 |
| SVM with RBF kernel         | 0.89412 | 0.99024 |
| SVM with a 2nd-deg kernel   | 0.82353 | 0.98048 |
| Random Forest               | 0.80000 | 0.97831 |
| SVM with a 3rd-deg kernel   | 0.77778 | 0.97164 |
| SMOTE: Logistic Regression  | 0.74359 | 0.96746 |
| SMOTE: SVM with a 3rd-deg kernel | 0.69630 | 0.95553 |
| SMOTE: SVM with RBF kernel  | 0.68456 | 0.94902 |
| SMOTE: SVM with a 2nd-deg kernel | 0.66429 | 0.94902 |
| Decision Tree               | 0.62992 | 0.9402 |
| SVM with a 4th-deg kernel   | 0.61481 | 0.94360 |
| SMOTE: SVM with a 4th-deg kernel | 0.52047 | 0.91106 |
| NearMiss: Logistic Regression | 0.46023 | 0.89669 |
| NearMiss: SVM with a 2nd-deg kernel | 0.30218 | 0.75705 |
| NearMiss: SVM with a 3rd-deg kernel | 0.28045 | 0.72451 |
| NearMiss: SVM with RBF kernel | 0.27649 | 0.71367 |
| NearMiss: SVM with a 4th-deg kernel | 0.27273 | 0.69631 |
| SMOTE: Random Forest        | 0.24755 | 0.66703 |
| NearMiss: Decision Tree     | 0.20807 | 0.59544 |
| SMOTE: Decision Tree        | 0.19658 | 0.59219 |
| NearMiss: Random Forest     | 0.19521 | 0.52603 |

Fig. 5 Precision and Specificity of classifiers
failure. The complexity inherent to teaching-learning process goes beyond the objectivity proposed by the performance metrics and must also be taken into consideration.

5 Proposal

Assessing predictive models for students’ failure requires in-depth studies to consider the specific institutional and methodological context in which those students are inserted. The proposed framework consists of (i) applying exclusion criteria on the evaluation metrics obtained to produce a smaller set of viable models; and (ii) applying an ordering criterion to the resulting models.

At first, we must exclude models whose accuracy, precision, recall, specificity, g-means, and f-measure are less than 50%, and models whose kappa indexes are less than 0.3. These criteria eliminate models whose applications in real contexts are not feasible, given the low ability to correctly classify students. The application of the kappa index eliminates models whose metrics are of low quality, considering a random classification. The application of the exclusion criteria removed nine prediction models, leaving 12 for the subsequent stage. Next, we must sort these remaining models in descending recall order to generate a list with the best results of the models filtered in the previous step. As a result, models with the highest recalls will have the lowest false negatives, prioritizing models that less frequently classify students who fail as having passed.

Figure 6 shows the result obtained after applying the proposed framework. The rows in the table highlighted in yellow represent the top three student-failure prediction models. As we can see, the SVM classifier with RBF kernel using the SMOTE method is the best option among the 21 analyzed models. This method minimized the number of failing students incorrectly classified as passing (only 24). Furthermore, it obtained the highest values of g-means and f-measure among all tested models. The metrics presented in Fig. 6 provide a more detailed inspection of the performance of the filtered and ordered models. For example, we can observe that all models based on the undersampling balancing method were excluded after applying the proposed exclusion criterion, suggesting that this balancing strategy did not facilitate the failure prediction in the analyzed scenario. Moreover, it is possible to notice that the 12 remaining models have 8 of the 11 best metrics evaluated (highlighted in green). These observations corroborate the quality of the proposed framework.

6 Closing remarks and future work

The contribution of this work is the proposition, application, and analysis of a framework for evaluating the prediction of school failure in distance learning, which can be used as a strategy to facilitate early pedagogical interventions. Predicting students’ failure in advance can be an effective strategy to reverse this negative outcome and favor the teaching-learning process in different ways. This work implemented and tested seven different predictive models, with and without balancing options, and collected 11 evaluation metrics. The results show the feasibility of achieving good performances in predicting the student failure with 50% of the total course time elapsed (accuracy: 94.37%; precision: 94.37%; recall: 94.37%; specificity: 99.57%; g-means: 87.65%; f-measure: 74.18%; and kappa index: 0.705).

The challenge to be overcome in this work was to choose the best predictive model to be adopted in a student failure risk warning system. Therefore, we proposed a framework to incorporate both the subjectivity inherent to the educational context and the objectivity of the classification metrics. The results of this framework proved to be suitable to be adopted in decision-making processes that aim to mitigate and eventually eliminate the risk of students failing. Promoting data-driven education that takes advantage of the growing availability of digital data and the spread of machine learning...
techniques is an increasingly clear educational agenda. Many educational contexts lack new specific theoretical and practical contributions to face their shortcomings and strengthen their virtues. Therefore, different knowledge areas need to interact to propose updated technological solutions and produce practical actions that are, above all, ethical.

It is worth mentioning that this work possesses some limitations. First, since the analyzed case study represents a specific scenario of a Brazilian university, the results obtained cannot be generalized. Furthermore, although we have compared 11 different evaluation metrics, one could evaluate other metrics, such as the ROC-area metric, or even combine weights from other metrics, as pointed out in [9] and [15]. Finally, all algorithms we implemented used the standard parameterization, so potential adjustments in these parameters could significantly impact the results.

As future studies, we intend to collect and evaluate the opinion of educational experts (notably distance-learning coordinators, teachers, and tutors) about the proposed framework. Based on this data collected, we intend to propose a new evaluation metric that assigns penalties to the false positives and false negatives of tested models, to improve the identification of the best models. We also intend to evaluate the predictive results by using demographic data, together with data collected from Moodle and specific questionnaires. Finally, we hope to implement strategies to incorporate automatic failure prediction alerts to the LMS used by university, considering the selected prediction model. The authors declare that they do not have any conflict of interest.
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