Generalization of the Wall Theorem to Out-of-equilibrium Conditions
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The well-known Wall theorem states a simple and precise relation among temperature, pressure and density of a fluid at contact with a confining hard wall in thermodynamic equilibrium. In this Communication we develop an extension of the Wall theorem to out-of-equilibrium conditions, providing an exact relation between pressure, density and temperature at the wall, valid for strong non-equilibrium situations. We derive analytically this Non-equilibrium Wall theorem for stationary states and validate it with non-equilibrium event-driven molecular-dynamics simulations. We compare the analytical expression with simulations by direct evaluation of temperature, density and pressure on the wall in linear regime, medium and very strong out-of-equilibrium conditions of a nanoconfined liquid under flow in stationary state, presenting viscous heating and heat transport. The agreement between theory and simulation is excellent, allowing for a conclusive verification. In addition, we explore the degree of accuracy of using the equilibrium Wall theorem and different expressions for the local temperature, employed in non-equilibrium molecular-dynamics simulations.

I. INTRODUCTION

Very few exact relationships are available in the context of inhomogeneous fluids. One of such is the contact theorem also known as the Wall theorem (WT), which establishes an ideal-gas-like equation of state for the intensive properties of a fluid in thermodynamic equilibrium, at contact with a wall. The WT applies to fluids confined by hard walls that constrain the region of the space occupied by the fluid through an external zero-infinite potential. The first version of the WT[1] was derived for a fluid in contact with a planar wall or, more precisely, filling a half-space. That relation can be written as

\[ P_w = \rho_w kT, \]

(1)

where \( P_w \) is the pressure on the wall, \( \rho_w \) is the density at contact with the wall, \( T \) is the temperature of the system and \( k \) the Boltzmann constant. In this particular planar case, the geometry of the system imposes also the extra condition \( P_w = P \), being \( P \) the pressure of the bulk fluid.[1–3]

The WT, expressed in Eq. (1), also concerns to fluids constrained by curved walls as spheres and cylinders.[4–6] For the application of Eq. (1) to non-planar walls, it becomes necessary to introduce the dividing surface, which fixes the position of the surface where the pressure of the fluid acts on the vessel walls. As a matter of fact, Eq. (1) is the expression of the WT for constant-curvature surfaces, written for a dividing surface which coincides with the position of the discontinuity of the hard wall-fluid potential. The choice for the location of the dividing surface can be different, but a transformation between them is straightforward.[7, 8] WT applies, for example, to fluids confined in pores both of simple[9–11] and complex,[12] shapes. It was used under a broad variety of conditions, spanning from large systems, in the thermodynamic limit, to fluid-like very small systems comprised of very few particles.[12, 13] Key aspects of the curvature dependence of the surface free energy in confined fluids were revealed using the WT by adopting different approaches as density functional theories,[14–16] molecular dynamics[11] and virial series.[7, 17] Several formulations of the WT have been developed along time. For example, a WT was postulated for fluids composed by charged particles in contact with charged walls.[18–20]

The interest in the behavior of nanoconfined fluids is evident in the fields of Micro- and Nanofluidics and in technological applications. Efficient use of fluids for heat removal or good thermal isolation at small scales, is crucial to advance in the miniaturization of current technical developments.[21, 22] The interrelation between flow regime and adsorption of gas confined in nanoporous shale is actively studied to optimize natural gas production from shale gas reservoirs.[23–25] Highly confined inhomogeneous liquids with a relatively high surface-to-volume ratio and/or under flow, are common physical situations in those areas and the interface of the fluid with the confining wall is a key aspect to understand and tailor.[26] In this work, we are interested in hard walls that induce their temperature to the confined fluid. Naturally, the thermal hard wall cannot describe in detail the properties of a real substrate. Even though, the relevance of the thermal hard wall model to study the fluxes of energy and mass in confined fluids relies in that it is a simple prescription allowing to study the system under minimal assumptions and direct analytical calculations.

In this letter we demonstrate the Non-equilibrium Wall theorem (NEWT), applied to stationary states with thermal and velocity gradients. Under flow, viscous heating and heat transfer scenarios, we also test the NEWT using event-driven molecular-dynamics simulations (MD) of fluid flow through a narrow cylindrical channel. Our results show the validity of NEWT from near-equilibrium up to very strong non-equilibrium conditions.
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II. THEORY

Consider a fluid system with fixed number of particles \( N \) each with mass \( m \), in a confined region \( \mathcal{A} \) with volume \( V \). \( \mathcal{A} \) is enclosed by a wall or substrate which is at a temperature \( T_{\text{wall}} \). If such a fluid system is in equilibrium, its temperature is everywhere \( T = T_{\text{wall}} \) and the partition function for the system reads

\[
Q = \int \int f(\mathbf{r}^N, \mathbf{p}^N) \, d\mathbf{r}^N \, d\mathbf{p}^N,
\]

where \( f(\mathbf{r}^N, \mathbf{p}^N) = C \exp[-(\phi + \psi + K)/kT] \), with \( K \) the kinetic energy, \( \phi \) the external potential and \( \psi \) the interaction potential between particles. This function can be factorized in different exponential terms. We focus on the external potential term \( \exp[-\phi/kT] \) for the case of a hard-wall external potential \( \phi \). Now, we introduce the boundary indicator function \( f^{(b)} = \exp[-\phi/kT] = \prod_i \Theta(\mathcal{A} - |\mathbf{r}_i|) \) with \( \Theta \) the Heaviside function and \( |\mathcal{A} - \mathbf{r}_i| \) the (shortest) distance between point \( \mathbf{r}_i \) and \( \mathcal{A} \), which is zero only if \( \mathbf{r}_i \in \mathcal{A} \). Here, \( \Theta(x) = 1 \) if \( x \geq 0 \) and \( \Theta(x) = 0 \) if \( x < 0 \). Naturally, we define \( V = \int \Theta(\mathcal{A} - |\mathbf{r}|) \, d\mathbf{r} \) and \( A = \int \delta(|\partial \mathcal{A} - \mathbf{r}|) \, d\mathbf{r} \), with \( \mathcal{A} \) the surface area of \( \partial \mathcal{A} \), the boundary of the system and \( \delta \) stands for the Dirac delta function. The wall not only determines the boundary of the system, but it is also a thermal wall, which sets the temperature of the bouncing particles.

For non-equilibrium (NE) stationary conditions we write

\[
Q = \int \int f_{\text{NE}}(\mathbf{r}^N, \mathbf{p}^N) \, d\mathbf{r}^N \, d\mathbf{p}^N,
\]

where \( f_{\text{NE}} \) can be factorized in different terms. One of them includes the hard wall external potential and is still given by \( f^{(b)} \), which fixes the boundary of the system. Now, the fluid could have different temperatures, in different regions, but the thermal wall acts as a thermal reservoir which induces locally its temperature to the fluid. Essentially, the thermal wall affects the temperature of particles once they bounce on the wall. As regards non equilibrium features, the statistical distributions are in general, of course, non-trivial. We divide the complete domain \( \mathbf{r}, \mathbf{p} \) in different subsets. For our purposes it is convenient to split the momentum space among opposite directions \( \mathbf{n}_\text{out} = \mathbf{n} \) and \( \mathbf{n}_\text{in} = -\mathbf{n} \), where \( \mathbf{n} \) is the normal versor to \( \partial \mathcal{A} \) pointing to the outward direction of \( \mathcal{A} \). \( \mathbf{n} \) depends on \( \mathbf{r} \in \mathcal{A} \). Thus, we introduce the position-momentum one body density distributions

\[
\rho_s(\mathbf{r}, \mathbf{p}) = \rho_{\text{in}}(\mathbf{r}, \mathbf{p}) + \rho_{\text{out}}(\mathbf{r}, \mathbf{p}), \quad \rho(\mathbf{r}, \mathbf{p}) = \int \rho_s(\mathbf{r}, \mathbf{p}) \, d\mathbf{p}
\]

and

\[
\rho_s(\mathbf{r}, \mathbf{p}) = Q^{-1} \int \sum_{i=1}^{N} \Theta(\mathbf{p}_i \cdot \mathbf{n}_\text{out}) \delta(\mathbf{p}_i - \mathbf{p}_s) \times \delta(\mathbf{r}_s - \mathbf{r}_i) f_{\text{NE}}(\mathbf{r}^N, \mathbf{p}^N) \, d\mathbf{r}^N \, d\mathbf{p}^N,
\]

with \( \mathbf{n}_\text{in} = \mathbf{n}/|\mathbf{n}| \) and \( \mathbf{n}_\text{out} = \mathbf{n}/|\mathbf{n}| \).

Number densities and other mean magnitudes of the fluid on the wall, labeled as \( w \), can be written as:

\[
\rho_{w,s} = A^{-1} \int \rho_s(\mathbf{r}, \mathbf{p}) \delta(|\partial \mathcal{A} - \mathbf{r}|) \, d\mathbf{r} \, d\mathbf{p},
\]

\[
[X]_s \rho_{w,s} = A^{-1} \int X \rho_s(\mathbf{r}, \mathbf{p}) \delta(|\partial \mathcal{A} - \mathbf{r}|) \, d\mathbf{r} \, d\mathbf{p},
\]

where \( X \) is a function of one particle position and momentum \( \mathbf{r}, \mathbf{p} \). For example, the mean velocity in a tangential direction \( \mathbf{t} \) of particles coming out of the wall is \( \langle \mathbf{v} \cdot \mathbf{t} \rangle_{w,\text{out}}/m \). The total mean value on the wall is recovered by the expression \( \langle X \rangle_{w} = \langle X \rangle_{w,\text{in}} + \langle X \rangle_{w,\text{out}} \).

We point out that in non-equilibrium conditions different forms of measuring the temperature may give different results.[27, 28] A frequently used prescription for calculating the temperature in MD simulations is through the square of the particle velocity, relative to the stream velocity. It is referred as the kinetic temperature.[29, 30] On the other hand, we can evaluate the temperature using the kinetic energy in different characteristic directions that do not present a net flux of particles.[31] Here, we follow this approach to introduce the temperature measured in the normal direction

\[
kT_{w,s} \rho_s = \left[ \left( \mathbf{p} \cdot \mathbf{n} \right)^2 \right]_s,
\]

associated with the velocity normal to the wall. We may note that, as it could be the case that \( \rho_{w,\text{in}} \neq \rho_{w,\text{out}} \), then it could also happen that the temperature of the fluid on the wall, \( T_{w,s} \), was different to \( T_{w}\). Alongside, if equilibrium is established there is a unique temperature for the entire system \( T = T_{\text{wall}} = T_{w,\text{in}} = T_{w,\text{out}} \).

The pressure on the wall is the force exerted by the fluid per unit area and normal to the wall. It results from the mean value of momentum transfer (flux) between the fluid and the wall substrate in the normal direction. Taking into account the number of incident (in) and scattered (out) particles with normal velocity \( \mathbf{v} \cdot \mathbf{n} \) and the momentum they transfer to the wall, we obtain

\[
P_{w,s} = A^{-1} \int \left( \mathbf{p} \cdot \mathbf{n} \right)^2 \rho_s(\mathbf{r}, \mathbf{p}) \delta(|\partial \mathcal{A} - \mathbf{r}|) \, d\mathbf{r} \, d\mathbf{p}.
\]

Expression (6) requires a derivation that will be given in the next paragraph. A comparison between Eqs. (4,
5) and (6) shows that normal kinetic temperature \( T_{w,s}^{(n)} \) plays a special role. Here we collect results from Eq. (3) to (6), to obtain that

\[
P_{w,s} = \rho_{w,s} k T_{w,s}^{(n)}.
\]

(7)

It addition, it can be verified that the total momentum flux corresponds to the sum over \( s \)-index, taking the values in and out. Then, the pressure on the wall is \( P_w = P_{w,\text{out}} + P_{w,\text{in}} \). In this way we obtain the main result of the present work:

\[
P_w = \rho_w k T_w^{(n)}.
\]

(8)

Eq. (8) expresses the generalization to non-equilibrium conditions of the Wall theorem for the pressure. It simply states that under NE, even when the different forms of measuring the kinetic temperature are non-equivalent, the WT still applies, if the temperature \( T \) is replaced by the kinetic temperature measured in the direction normal to the wall.

**Derivation:** Instead of focusing on the momentum flux given in Eq. (6), we analyze now a more general case: the flux of a generic quantity \( Y \). We consider the skin \( \partial A' \) of \( A \), that extends a small depth \( \epsilon \) from \( \partial A \), towards the inner direction, and a small interval of momentum in the normal direction \( (p_z, p_z + \Delta p_z) \). The normal outward versor for any point in \( \partial A' \) is \( \hat{z} \equiv \hat{n}_\text{out} \). Each particle in \( \partial A' \) has a constant velocity to a good approximation. This approximation becomes better for a progressively smaller \( \epsilon \). The number of particles in \( \partial A' \) that will collide with the wall per unit time, having normal momentum between \( p_z \) and \( p_z + \Delta p_z \) along an small time interval \( \tau \) is given by

\[
\frac{1}{\tau} \int \int_{-\tau p_z/m}^{0} \rho_{\text{out}}(\mathbf{r}, \mathbf{p}) J_r J_p dz \Delta p_z dr_z dp_z.
\]

(9)

We write \( dr = J_r dz dr_z \) to explicitly separate the differential in \( z \) direction from the other spatial directions packed in \( dr_z \), with \( J \) the jacobian, and assume \( \epsilon > \tau p_z/m \). The value \( z = 0 \) is the wall position. The mean flux of \( Y(\mathbf{r}, \mathbf{p}) \) is then

\[
\frac{1}{\tau} \int \int_{-\tau p_z/m}^{0} Y_{\text{out}}(\mathbf{r}, \mathbf{p}) J_r J_p dz \Delta p_z dr_z dp_z.
\]

(9)

Specifically, this is the flux of \( Y \) towards the wall exerted by particles with normal momentum in the range \( (p_z, p_z + \Delta p_z) \). Now we integrate in \( dz \), after that we take the limits lim and finally we replace \( \Delta p_z \) by \( dp_z \) to integrate in \( dp_z \), which reduces Eq. (9) to

\[
\int \int \frac{p_z \cdot \hat{n}}{m} Y_w(\mathbf{p}) \rho_{w,\text{out}}(\mathbf{p}) (J_r J_p) w dp_n dr_z dp_z.
\]

(10)

We cast this to a volumetric integral in space, following Eq. (4), and collect the result for both directions, \( s = \text{in} \) and \( s = \text{out} \), to obtain

\[
j_{w,s}(Y) = \frac{1}{A} \int \int \frac{p_z \cdot \hat{n}}{m} Y_s(\mathbf{r}, \mathbf{p}) \delta (|\partial A - \mathbf{r}|) d\mathbf{r} d\mathbf{p}.
\]

(11)

\( j_{w,s}(Y) \) is the flux of \( Y \) per unit time and area between the fluid and the wall for the \( s \)-subsystem, in the direction normal to the wall. The deduction for \( s = \text{in} \) is presented in the Supplementary Material (SM). Collecting results from Eqs. (3, 4) we obtain the general relation

\[
j_{w,s}(Y) = [p \cdot \hat{n} Y/m]_s \rho_{w,s}.
\]

(12)

Pressure due to outcoming (incoming) particles is the normal momentum flux per unit time and area. Thus, choosing \( Y = p \cdot \hat{n} \) to replace in Eq. (12), we obtain the pressure \( P_{w,s} = j_{w,s}(p \cdot \hat{n}) = \rho_{w,s} k T_{w,s}^{(n)} \), i.e. the expression in Eq. (7). This completes our derivation of the Wall theorem for the pressure in out-of-equilibrium, stationary conditions.

Before proceeding to the numerical test of the NEWT by MD simulations, we would like to point out a further generalization based on the given derivation. On one hand, Eqs. (3, 4, 6) and (8) correspond to mean values over the boundary \( \partial A \). However, the identity should be valid not only for the integrals but also for the integrands in Eqs. (4) and (11), once we replace \( X \rightarrow p \cdot \hat{n} Y/m \).

Therefore, the derivations of Eqs. (3, 4, 6) and (8) can be also performed for a small patch in \( \partial A \) around a point \( r \) of the surface, instead of using the complete boundary. This is the case, at least, for any smooth region of \( \partial A \), where the direction normal to the surface is well-defined. Under this condition, following a similar approach to that used above, and choosing \( Y = p \cdot \hat{n} \), a local version of Eqs. (3, 4, 6) and (8) is found. This local NEWT for the pressure is given by

\[
P_w(\mathbf{r}) = \rho_w(\mathbf{r}) k T_w^{(n)}(\mathbf{r}).
\]

(13)

This very insteresting expression should be the subject of additional work and it is beyond the scope of this paper.

**III. SIMULATION TEST**

Out-of-equilibrium event-driven molecular dynamics simulations were performed to cross-check the validity of the NEWT in Eq. (8). We study a fluid flowing through a narrow cylindrical channel with a thermostated wall. We chose event-driven molecular dynamics simulations because they provide a precise definition and straight implementation of hard walls, which allow for a clean comparison with the analytic results.[32] The chosen mechanism to fix the wall temperature is the well-known thermal-wall thermostat, described in detail elsewhere.[33, 34] The particles of the fluid interact through a square well potential with parameters \( \sigma = 1, \varepsilon = 1 \) and \( \lambda = 0.5 \sigma \). In the axial direction, an external constant body force \( F \), is applied on each particle to induce a liquid flow. We provide more details of the simulations in SM. We analyze the system behavior as a function of the external force, by increasing progressively the flow rate and therefore, the local viscous heating in the fluid. We point out that the particles are thermostatted only at the wall, allowing
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The mean number density of the liquid is set to 0.6\( \sigma^{-3} \), and the wall temperature to \( T_{wall} = 1.3\epsilon/k \) for all the cases. As we use reduced units for the presentation of simulation results, they will be omitted in the following paragraphs and figures (see SM for more details), where we also fix the Boltzmann constant to \( k = 1 \). The fluid temperature was measured by averaging the kinetic energy of the particles. For simplicity, this temperature was calculated with the kinetic energy in \( \theta \) direction, in which the fluid has no streaming velocity. The pressure on the wall is given by the flux of momentum normal to the wall, per unit time and surface area. The details of this calculation are given in Sec. II. C. in the SM.

We present the comparison of the analytical NEWT expression (Eq. 8) with simulation results in Fig. 1. We calculated for the system in steady state, the mean values of pressure, density and kinetic temperatures of the particles on the wall for different external forces \( F \). In Fig. 1 we plot the pressure on the wall \( P_w \) minus number density on the wall \( \rho_w \) times characteristic temperature, i.e. an alternative expression for the NEWT in Eq. 8. There, the temperature was measured using three different prescriptions: the temperature of the wall as fixed in the simulations, and the temperature on the wall following two different directions of the kinetic energy in the cylindrical nanochannel, normal to the surface \( f \) and angular \( \theta \). The zero abscissa red line corresponds to the analytical prediction of the NEWT from Eq. (8) with normal temperature \( T_w^{(r)} \). In this way, the proximity to zero value indicates the level of agreement between theory and simulation. The values of \( T_w^{(r)} \), as calculated from the simulations (open circles), verify the validity of the NEWT along the entire studied range of driving forces. The simulations provide an excellent agreement with the expression obtained for the NEWT in Eq. (8).

If we use the wall temperature \( T_{wall} \) instead, it deviates from the exact behavior even for small forces. Temperature \( T_w^{(\theta)} \) is used as a measure of the total temperature of the fluid at the wall. Results show that, as the force is increased beyond \( F \approx 0.2 \), the difference between \( P_w \) and \( \rho_w T_w^{(\theta)} \) becomes evident, indicating the end of the near local-equilibrium regime for the studied system.

In SM we show MD results for the behavior of \( P_w \) vs. \( \rho_w \) at constant wall temperature for steady-state flow. There, the NEWT is verified and the quality of different approximations for the temperature at the wall are tested. In Fig. 2 the demeanor of the confined fluid for different external forces \( F \) is shown to illustrate the general behavior of the fluid under increasingly higher driving. From left to right panels in Fig. 2, velocity, density and temperature profiles are shown. As we expect, for larger forces, higher fluxes and more pronounced velocity gradients are observed (Panel A). At higher fluxes a significant change in the density profile near the wall is observed (see Panel B, in Fig. 2), attributed to larger differences in temperatures between the central region of the channel and the wall, due a higher viscous heating (Panel C). This is a physical situation observed for the limit of very high flow rate in the simulations, but expectable in nanofluidics or thermal microdevices such as heat exchangers or dissipators. The difference in the temperature between fluid and wall could arise from viscous heating of the flowing liquid, as in our simulations, or because the liquid is in contact with sources at two different temperatures. Independently of the precise physical origin of the difference in temperatures the NEWT is valid and relevant to shed light on the behavior of thermodynamic quantities at the fluid-wall interface.

We point out that even when we tested the NEWT with flow of a SW model fluid confined in a cylindrical channel, the derivation of the NEWT is general. It applies to any fluid confined by hard walls of any geometry and under non-equilibrium stationary states. The chosen system allows for the accurate testing of the NEWT in relevant and complex set of conditions, such as a curved confining wall, liquid flow and temperature gradients arising from viscous heating. The NEWT opens the possibility of analysing accurately the difference between equilibrium and stationary out-of-equilibrium states of highly confined inhomogeneous systems.

IV. FINAL REMARKS

The Wall theorem, applied up to now to fluids in equilibrium, was extended to out-of-equilibrium conditions, and including nanoconfined systems. This extension is demonstrated theoretically and validated numerically using event-driven molecular dynamics under strong non-equilibrium situations. We test our analytic results for a fluid flowing through a small cylindrical channel with...
very-high temperature and velocity gradients. We expect that this result will be relevant for theory and experiments on fluids at the nanoscale. The NEWT should be of particular interest in nanofluidics, in which many measurements of the system are done at the surface of the confining media. We emphasize, however that the result remains valid for any stationary non-equilibrium state such as microflows and even macroscopic systems, which may involve compressible non-newtonian fluids and could present temperature gradients, velocity gradients and fluid flow.

Supplementary Material

See supplementary material for the derivation of Eq. (10) for the $s = 1$ case. There, we also include information about simulation details and an analysis of the evolution of $P_w$ vs. $\rho_w$ at constant wall temperature.
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