On the convergence of the critical cooling timescale for the fragmentation of self-gravitating discs
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ABSTRACT

We carry out simulations of gravitationally unstable discs using a Smoothed Particle Hydrodynamics (SPH) code and a grid-based hydrodynamics code, FARGO, to understand the previous non-convergent results reported by Meru & Bate (2011a). We obtain evidence that convergence with increasing resolution occurs with both SPH and FARGO and in both cases we find that the critical cooling timescale is larger than previously thought. We show that SPH has a first-order convergence rate while FARGO converges with a second-order rate. We show that the convergence of the critical cooling timescale for fragmentation depends largely on the numerical viscosity employed in both SPH and FARGO. With SPH, particle velocity dispersion may also play a role. We show that reducing the dissipation from the numerical viscosity leads to larger values of the critical cooling time at a given resolution. For SPH, we find that the effect of the dissipation due to the numerical viscosity is somewhat larger than had previously been appreciated. In particular, we show that using a quadratic term in the SPH artificial viscosity ($\beta_{\text{SPH}}$) that is too low appears to lead to excess dissipation in gravitationally unstable discs, which may affect any results that sensitively depend on the thermodynamics, such as disc fragmentation. We show that the two codes converge to values of the critical cooling timescale, $\beta_{\text{crit}} > 20$ (for a ratio of specific heats of $\gamma = 5/3$), and perhaps even as large as $\beta_{\text{crit}} \approx 30$. These are approximately 3–5 times larger than has been found by most previous studies. This is equivalent to a maximum gravitational stress that a disc can withstand without fragmenting of $\alpha_{\text{GI,crit}} \approx 0.013 - 0.02$, which is much smaller than the values typically used in the literature. It is therefore easier for self-gravitating discs to fragment than has been concluded from most past studies.
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1 INTRODUCTION

Historically, there have been two key quantities that have been used to determine whether a self-gravitating disc is likely to fragment. The first is the stability parameter (Toomre 1964),

$$Q = \frac{c_s \kappa_{ep}}{\pi \Sigma G},$$

(1)

where $c_s$ is the sound speed in the disc, $\kappa_{ep}$ is the epicyclic frequency, which for Keplerian discs is approximately equal to the angular frequency, $\Omega$. $\Sigma$ is the surface mass density and $G$ is the gravitational constant. Toomre (1964) showed that for an infinitesimally thin disc to fragment, the stability parameter must be less than a critical value, $Q_{\text{crit}} \approx 1$.
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dimensional simulations using a Smoothed Particle Hydrodynamics (SPH) code and showed that this cooling parameter is dependent on the equation of state. They showed that $\beta_{\text{crit}} \approx 6 - 7$ for discs with $\gamma = 5/3$ and $\beta_{\text{crit}} \approx 12 - 13$ for discs with $\gamma = 7/5$. 

Gammie (2001) and Rice et al. (2005) also showed that in a steady state disc where the dominant form of heating is that due to gravitational instabilities, since the gravitational stress in a disc can be linked to the cooling timescale in the disc using

$$\alpha_{\text{GL, crit}} \approx \frac{4}{9} \left( \gamma - 1 \right) \beta,$$

(4)

the rapid cooling required for fragmentation, $\beta_{\text{crit}}$, can also be interpreted as a maximum gravitational stress that a disc can support without fragmenting, which they showed to be $\alpha_{\text{GL, crit}} \approx 0.06$.

Recently, Meru & Bate (2011a) showed using SPH calculations of gravitationally unstable discs similar to those that have been performed by Rice et al. (2005) that the previous results on the critical cooling timescale had not converged. In particular, they found that the critical value of the cooling timescale, $\beta_{\text{crit}}$, below which a disc would fragment increased linearly with increasing spatial resolution. This implied that the critical cooling rate might be much greater than that found from past studies (which would, for example, have implications for where in a real disc planets may form by the gravitational instability method). It also opened the question of whether or not a critical cooling rate indeed exists. Instead, a self-gravitating disc that is subject to a fixed cooling rate might fragment regardless of the value, given sufficient resolution (i.e. a disc may never be able to settle into a self-regulated state).

Lodato & Clarke (2011) suggested that the non-convergent results may be an artefact of SPH artificially smoothing the density enhancements, or may be due to artificial viscosity if its effect was much larger than expected. Rice et al. (2012) suggested that the implementation of cooling in SPH may be to blame for the lack of convergence. However, Paardekooper, Baruteau & Meru (2011) showed using the two-dimensional fixed polar hydrodynamics code, FARGO, that the non-convergent problem was not specific to SPH. The source of non-convergence therefore cannot be constrained to SPH or to three-dimensional codes. Paardekooper et al. (2011) suggested that the boundary between the turbulent inner disc region and the smooth outer disc region (a consequence of starting the simulations with smooth initial conditions) may be the cause of the non-convergent results presented by Meru & Bate (2011a).

Bate (2011) carried out SPH simulations of the collapse of molecular clouds to form protostars and discs. For particular initial conditions that lead to disc fragmentation, he noted that higher resolution simulations resulted in more fragments. Unlike the simulations of gravitationally unstable isolated protoplanetary discs discussed above, these simulations were of very early stage discs that formed prior to stellar core formation and were subject to rapid accretion from the surrounding molecular envelope. However, the interesting aspect here is that the fragmentation is more prevalent in higher resolution simulations of discs modelled using both isolated discs as initial conditions and using a parametrized cooling function (Meru & Bate 2011a) as well as discs formed in molecular cloud collapse simulations using radiative transfer where no such smooth initial conditions are involved (Bate 2011).

Meru & Bate (2011a) expressed a concern about a lack of convergence with numerical resolution. However, even if convergence with numerical resolution is achieved, convergence between different numerical models is also important, i.e. the result is not believable if two different codes that can, in principle, model the same physical processes, produce physically different results.

In this paper, we present additional SPH results to those presented by Meru & Bate (2011a). Rather than confining our investigations to a single hydrodynamics code, we also carry out a code comparison by performing further calculations using the grid-based Eulerian hydrodynamics code, FARGO. We particularly focus on the dependence of the critical cooling timescale on the artificial viscosities employed in both codes.

In Section 2 we describe the numerical methods adopted and discuss how numerical viscosity may affect the critical cooling timescale in discs in Section 3. We describe the simulations performed and present our results in Sections 4 and 5 respectively. We discuss and make conclusions in Sections 6 and 7 respectively.

2 NUMERICAL METHODS

Our SPH simulations are carried out using the exact same code as that used by Meru & Bate (2011a), originally developed by Benz (1990), further developed by Bate, Bonnell & Price (1995) and Price & Bate (2007) and parallelised using both OpenMP and MPI (see Meru & Bate (2011b) for details). Our simulations with a grid-based code are carried out using the Fast Advection in Rotating Gaseous Objects (FARGO) two-dimensional fixed polar hydrodynamics code (Masset 2000; Baruteau & Masset 2008a,b).

We include the heating effects in the disc due to work done on the gas and artificial viscosity. The cooling in the disc is taken into account using the cooling parameter, $\beta$ (equation 3), first proposed by Gammie (2001) which cools the gas on a timescale given by equation 4. For the SPH simulations carried out in this paper, we ensure that the timesteping is limited by the following timestep criterion (in addition to the Courant condition, the force condition and the viscous timestep condition; see Monaghan 1992):

$$\Delta t \leq \frac{C \beta}{\Omega},$$

(5)

where $C = 0.3$. Meru & Bate (2011b) show that this condition is adequate to ensure that the fragmentation results are not affected by the timesteping imposed. For the simulations performed using FARGO, the timestep constraint (using $C = 1$) is also included for all simulations involving $\beta \lesssim 6$. This constraint appears as an additional term in the denominator of equation 15 of Masset 2000. We have verified that for larger values of $\beta$ the effect of including this timesteping constraint is negligible.

To model the shocks in the discs, both codes use artificial viscosity. The SPH code uses the artificial viscosity method described by Chow & Monaghan (1997) and Price & Monaghan (2004), the implementation of which is summarised in equations A1 [A2 and A10 (see Appendix A for details). The artificial viscosity is controlled by the parameters $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$. FARGO uses the von Neumann & Richtmyer (1950) artificial viscous pressure with parameter $q$. We use the default values for the SPH and FARGO artificial viscosity parameters of $(\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 0.2)$ and $q = 1.41$, respectively. Where specified, we also vary the amount of SPH and FARGO artificial viscosities to investigate their effects on the fragmentation boundary.

FARGO’s grid is set up to use linear spacing in the azimuthal direction and logarithmic spacing in the radial direction. We use open boundary conditions at both the inner and outer radial boundaries and use a fixed gravitational softening length of $3 \times 10^{-4} H$, where $H$ is the vertical scaleheight of the disc, in all the FARGO simulations.
3 THE EFFECT OF NUMERICAL VISCOSITY

In hydrodynamics codes, artificial viscosity is frequently applied to correctly capture shocks and to avoid post-shock oscillations. In trying to understand the evolution of gravitationally unstable discs, equation [1] seeks to link the dissipation rate in the disc to the cooling rate of the disc. However, equation [1] is derived for a steady-state disc which assumes that gravitational instability is the only heating source for the disc. In reality, in numerical simulations, there will be additional heating due to numerical dissipation.

In SPH, the artificial viscosity typically includes both a linear term controlled by $\alpha_{\text{SPH}}$ and a quadratic term controlled by $\beta_{\text{SPH}}$. The linear term provides a bulk viscosity which dissipates kinetic energy as particles approach each other to reduce particle oscillations following a shock, while the quadratic term is primarily important to stop particle interpenetration. FARGO, on the other hand, only contains a quadratic term controlled by the artificial viscosity parameter, $q$, and provides a bulk viscosity.

The dissipation from the bulk viscosity in shocks (such as those generated by gravitational instability) is physical. In a gravitationally unstable disc, this provides the $\alpha_{\text{GI}}$ term. However, in these discs the artificial viscosities will also provide some shear viscosity, the heating effects of which are not accounted for in equation [4].

3.1 SPH artificial viscosity

Monaghan (1985) showed that in the continuum limit, the $\alpha_{\text{SPH}}$ component mimics a Navier-Stokes viscosity with bulk and shear coefficients proportional to the resolution length (see Meglicki et al. [2003] and Appendix A). This has been confirmed numerically (e.g. Artymowicz & Lubow [1994] and Lodato & Price [2010]). The shear viscosity contributions from the linear and quadratic SPH terms due to the artificial viscosity can also be compared to the Shakura & Syunyaev (1973) viscosity of the form $\nu = \alpha_{\text{SS}} \gamma H$. For the SPH calculations discussed in this paper, the viscosity is only applied between approaching particles, assuming a Keplerian disc it can be shown that (see Appendix A, B and C)

$$\alpha_{\text{SS,lin}} = \frac{31}{525} \alpha_{\text{SPH}} \frac{h}{H}$$

and

$$\alpha_{\text{SS,quad}} = \frac{9}{70\pi} \beta_{\text{SPH}} \left( \frac{h}{H} \right)^2$$

where $\alpha_{\text{SS,lin}}$ and $\alpha_{\text{SS,quad}}$ are the contributions from the linear and quadratic terms, respectively, and $h$ is the particle smoothing length. Note that the coefficients in this SPH code are marginally different to some other SPH implementations. In SPH codes employing the older Monaghan & Gingold (1983) formalism, the coefficients would be $1/20$ and $3/(35\pi)$ for the linear and quadratic terms, respectively (see Appendix A, B and C for details).

For a Shakura & Syunyaev (1973) disc model, the dissipation rate per unit mass is given by $\frac{9}{4} \alpha_{\text{GI}} H^2 \Omega$. In a purely gravitationally unstable disc the dissipation rate may be parameterized $\frac{9}{4} \alpha_{\text{GI}} H^2 \Omega$. However, using SPH we expect an additional heating due to numerical dissipation given by $\frac{9}{4} \left( \alpha_{\text{SS,lin}} + \alpha_{\text{SS,quad}} \right) H^2 \Omega$. Thus, the combined heating rate per unit mass is expected to be

$$\left( 31 \frac{9}{525} \alpha_{\text{GI}} \frac{h}{H} + \frac{9}{70\pi} \beta_{\text{SPH}} \left( \frac{h}{H} \right)^2 \right) \Omega. \tag{8}$$

Note that while the dissipation due to the quadratic term is often ignored when comparing the viscosity in SPH simulations of $\alpha$-discs, we show in Sections 5.3.5 and Appendix C that its contribution can be non-negligible. In a numerical simulation, it is this heating rate that must be balanced by the imposed cooling (equation [3]) for the disc to settle into a quasi-steady state. Thus, equation [4] can be rewritten as

$$\beta = \frac{4}{9 \left( \gamma - 1 \right)} \left( \frac{\alpha_{\text{GI}} + \alpha_{\text{SS,lin}} + \alpha_{\text{SS,quad}}}{\left( \gamma - 1 \right)} \right). \tag{9}$$

For the disc to fragment, the combined heating must be insufficient to balance the cooling so that

$$\beta_{\text{crit}} = \frac{4}{9 \left( \gamma - 1 \right)} \left( \frac{\alpha_{\text{GI, crit}} + \alpha_{\text{SS,lin, crit}} + \alpha_{\text{SS,quad, crit}}}{\left( \gamma - 1 \right)} \right). \tag{10}$$

where $\alpha_{\text{GI, crit}}$ is the true value of the gravitational stress that a disc can support before fragmenting and $\alpha_{\text{SS,lin, crit}}$ and $\alpha_{\text{SS,quad, crit}}$ are the contributions to the heating from the artificial viscosity that allows a disc to fragment once $\beta \lesssim \beta_{\text{crit}}$ for any one particular resolution.

Now, for a particular cooling self-gravitating disc calculation, let us suppose that there is some maximum gravitational stress that can be produced by the disc beyond which it will fragment. In this case, $\alpha_{\text{GI, crit}}$ will be a constant, but $\alpha_{\text{SS,lin, crit}}$ and $\alpha_{\text{SS,quad, crit}}$ will decrease with increasing resolution. If $\alpha_{\text{SS,lin}}$ and $\alpha_{\text{SS,quad}}$ obey equations [6] and [7], then for a set of simulations with increasing resolution

$$\beta_{\text{crit}} = \frac{4}{9 \left( \gamma - 1 \right)} \left( \alpha_{\text{GI, crit}} + \frac{31}{525} \alpha_{\text{SPH}} \frac{h}{H} + \frac{9}{70\pi} \beta_{\text{SPH}} \left( \frac{h}{H} \right)^2 \right)^{-1}, \tag{11}$$

where $\eta$ and $\zeta$ are constants which we expect to equal 1.

In order to compare equation [11] with the results of SPH simulations, we need to determine $h/H$ just before the fragmentation sets in. Assuming that the disc fragments when $Q \approx 1$, using equation [11] and noting $H = c_s/\Omega$ and $\Omega^2 = GM_*/R^3$, we have

$$H \approx \frac{\pi \Sigma R^3}{M_*}. \tag{12}$$

where $R$ is the radius in the disc and $M_*$ is the mass of the central object. The smoothing length in an SPH simulation for a disc that is resolved (i.e. $h < H$, which is true for all the simulations presented here at the radius of fragmentation) can be estimated, using equation 3 of Price & Bate (2007) with density, $\rho \approx \Sigma R^2$, as

$$h \approx 1.2 \left( \frac{2Hm_p}{\Sigma} \right)^{1/3}, \tag{13}$$

where $m_p$ is the mass of an SPH particle. We use constant mass SPH particles and so the mass of an SPH particle is the disc mass divided by the number of SPH particles, $m_p = M_d / N_{\text{part}}$. The ratio of the smoothing length to disc scaleheight can then be approximated to be
In Section 5.3.4 we verify that this is indeed the case for steady-state marginally stable discs that have a Toomre parameter, \( Q \approx 1 \). We therefore expect that
\[
\nu_{\text{crit}} = \frac{4}{9} \frac{1}{\gamma (\gamma - 1)} \left( \alpha_{\text{GL, crit}} + \eta \frac{31}{25} \frac{1.2}{\pi^2 N_{\text{part}}} \right)^{1/3} \alpha_{\text{SPH}}
\]
\[
+ \frac{9}{70\pi} \frac{(1.2)^2}{\pi^2 R^4} \left( \frac{2M_*}{M_0} \right)^{1/2} \beta_{\text{SPH}}^{-1} \, , \quad (15)
\]
i.e. we have three unknowns: \( \alpha_{\text{GL, crit}} \), \( \eta \) and \( \zeta \), since we can determine \( \beta_{\text{crit}} \) for any one resolution. If \( \eta \) and \( \zeta \) are unity, then the second and third terms in the denominator in equation (15) each have values of \( \approx O(10^{-3}) \), for the discs studied by Rice et al. (2005) and Meru & Bate (2011a) simulated with 250,000 particles (using the parameters described in Section 4) and given that the fragmentation occurs in the outer parts of the disc—see Meru & Bate (2011b). The contribution from these terms are approximately a factor of \( O(10) \) smaller than the original estimate of \( \alpha_{\text{GL, crit}} \approx 0.06 \) (Tammie 2001; Rice et al. 2005). Thus it was assumed in earlier SPH studies that the heating due to artificial viscosity would be negligible compared to the dissipation due to gravitational instabilities (see Appendix A of Lodato & Rice 2004). Note, however, that if the SPH artificial viscosity plays a significant role then the \( \alpha_{\text{SPH}} \) term scales linearly with the smoothing length, \( h \), such that the convergence of \( \beta_{\text{crit}} \) towards the true value is expected to be first order in \( h \) (i.e. very slow as the numerical resolution is increased). On the other hand, if the dominant term is the \( \beta_{\text{SPH}} \) term, the convergence will be faster since the SPH artificial viscosity scales quadratically with the smoothing length.

### 3.2 FARGO artificial viscosity

Most grid-based hydrodynamical codes are second order and do not have a linear viscosity. Therefore, one would expect that their rate of convergence towards the true value of \( \beta_{\text{crit}} \) will be second order in spatial resolution and thus possibly faster than SPH codes. Indeed, FARGO uses the von Neumann & Richtmyer (1950) artificial viscous pressure given by (see also Bodenheimer et al. 2007)
\[
q^2 \rho (\Delta x)^2 \left| \frac{\partial v}{\partial x} \right|^2
\]
\[
\approx \frac{h}{\gamma} \left( \frac{2 M_* M_0}{\pi^2 N_{\text{part}}} \right)^{1/3} \alpha_{\text{FARGO}}
\]
\[
\approx \frac{1}{2} \frac{2M_* M_0}{\pi^2 N_{\text{part}}} \right)^{1/3} \alpha_{\text{SPH}}
\]
\[
\leq \frac{1}{2} \frac{2M_* M_0}{\pi^2 N_{\text{part}}} \right)^{1/3} \alpha_{\text{SPH}}
\]
\[
\left| \frac{\partial v}{\partial x} \right| \sim \left| \frac{R \, d\Omega}{dR} \right|
\]
\[
(16)
\]
where \( \Delta x \) is the cell size, \( \rho \) is the density and \( q = l/\Delta x \) is a constant which indicates the number of grid cells over which the shock is spread and whose value is dependent on the numerical scheme and is usually \( 0.05 \leq q \leq 2 \) (i.e. \( l \) indicates the strength of the artificial viscosity). This is a bulk viscosity. In a cylindrical code, if the gas travels in circles, there should be no shear viscosity at all. However, in a gravitationally unstable disc, this will not be the case and there will be some shear viscosity (that arises from the bulk viscosity) which we expect will scale in roughly the same way, i.e. proportional to the square of the size of the grid cell. Assuming the shear rate, \( |\partial v/\partial x| \), is approximately Keplerian, then
\[
\left| \frac{\partial v}{\partial x} \right| \sim \left| \frac{R \, d\Omega}{dR} \right|
\]
\[
(17)
\]
Using equation (17) and equation (16) to the shearing force per unit area as defined in equation (11) yields a kinematic viscosity due to the artificial viscosity given by
\[
\nu_{\text{FARGO}} = q^2 (\Delta x)^2 \left| \frac{R \, d\Omega}{dR} \right| \approx \frac{3}{2} \frac{2M_* M_0}{\pi^2 N_{\text{part}}} \right)^{1/3} \alpha_{\text{SPH}}
\]
\[
\approx 3 \frac{q^2 (\Delta x)^2}{2} \Omega.
\]
\[
(18)
\]
where the final approximation assumes a Keplerian flow. This gives a Shakura & Sunyaev (1973) type viscosity of the form \( \nu = \alpha_{\text{SS}} \Sigma H \) with
\[
\alpha_{\text{SS, FARGO}} \approx 3 \frac{q^2 (\Delta x)^2}{2} \Omega.
\]
\[
(19)
\]
Analogous to the derivation of equation (14) for SPH artificial viscosity this yields
\[
\beta_{\text{crit}} = \frac{4}{9} \frac{1}{\gamma (\gamma - 1)} \left( \alpha_{\text{GL, crit}} + \frac{31}{25} \frac{1.2}{\pi^2 N_{\text{part}}} \right)^{1/3} \alpha_{\text{SPH}}
\]
\[
+ \frac{9}{70\pi} \frac{(1.2)^2}{\pi^2 R^4} \left( \frac{2M_*}{M_0} \right)^{1/2} \beta_{\text{SPH}}^{-1} \, ,
\]
\[
(20)
\]
where we expect that \( \xi \) is unity. Substituting for the scaleheight using equation (12) yields a formula for \( \beta_{\text{crit}} \) that is equivalent to equation (15) for a grid-based code:
\[
\beta_{\text{crit}} \approx \frac{4}{9} \frac{1}{\gamma (\gamma - 1)} \left( \alpha_{\text{GL, crit}} + \frac{31}{25} \frac{1.2}{\pi^2 N_{\text{part}}} \right)^{1/3} \alpha_{\text{SPH}}
\]
\[
+ \frac{9}{70\pi} \frac{(1.2)^2}{\pi^2 R^4} \left( \frac{2M_*}{M_0} \right)^{1/2} \beta_{\text{SPH}}^{-1} \, ,
\]
\[
(21)
\]
Since the FARGO simulations use a logarithmic grid we take the cell size at a radius of \( R = 22 \) au, i.e. close to the edge of the disc where we would expect fragmentation to occur when the cooling timescale is close to the critical value for any one particular resolution. We find that the cell size at this radius scales as
\[
\Delta x \approx \frac{125}{N_{\text{cells}}} \, \text{au.}
\]
\[
(22)
\]
where \( N_{\text{cells}} \) is the total number of cells used in the simulation. We therefore have two unknowns: \( \alpha_{\text{GL, crit}} \) and \( \zeta \), since we can determine \( \beta_{\text{crit}} \) at any one resolution.

Equation (20) shows that if the artificial viscosity plays a significant role in the dissipation in the disc, the convergence is expected to be second order in spatial resolution, i.e. potentially faster than with SPH.

### 3.3 Artificial viscosity effects with resolution

In an SPH code when the number of particles increases, \( h/H \) is reduced and therefore as the resolution increases, \( \alpha_{\text{SS, lin}} \) and \( \alpha_{\text{SS, quad}} \), and thus the heating due to artificial viscosity, tend to zero. Similarly, as the resolution is increased in a grid-based code, the cell size decreases for any one problem, and the contribution to the dissipation from the artificial viscosity decreases. In the limit of infinite resolution, equations (11) and (20) will return to equation (4) But for a finite resolution, the value of \( \beta_{\text{crit}} \) obtained from a numerical simulation should always be smaller than the true value.

It is also important to note that simply reducing the value of \( \alpha_{\text{SPH}} \) or \( \beta_{\text{SPH}} \) is not necessarily a sufficient way in which to decrease the numerical dissipation and obtain the true value of \( \beta_{\text{crit}} \). By inspection of equations (11) and (20) we might naively assume this to be the case. However, reducing these values may mean that shocks are treated inaccurately. For example, the shocks may not
be spread over a large enough lengthscale to model them numerically and/or there may be post-shock oscillations that are eventually damped, resulting in dissipation. Lodato & Price (2010) showed using SPH that setting $\alpha_{\text{SPH}} = 0$ counter-intuitively led to a large amount of dissipation. Price & Federrath (2010) found that if an adequate value of $\beta_{\text{SPH}}$ is not used, particle interpenetration may occur. In their case, they stated that this makes very little difference to their dissipation rate since their linear term dominates almost everywhere. However, their simulations explored a different regime to that being explored here and with a different artificial viscosity scheme. Their simulations employed the Morris & Monaghan (1996) artificial viscosity switch where the value of $\alpha_{\text{SPH}}$ ranges between 0.05 and 1.0 (the higher value being implemented close to shocks). Their simulations were of high Mach number shocks ($\mathcal{M} = 10$) and so a large part of their simulations would require the use of the higher value of $\alpha_{\text{SPH}}$ and thus this would dominate the dissipation. The simulations performed by Rice et al. (2005) and Meru & Bate (2011a) used a fixed value of $\alpha_{\text{SPH}} = 0.1$ - such a low value opens up the possibility of the quadratic term being important and therefore decreasing the value of $\beta_{\text{SPH}}$ may affect the overall dissipation rate and thus the fragmentation outcome.

In FARGO, if $q$ is set to zero, there will be no controlled numerical dissipation (e.g. to capture shocks or other disturbances at the grid scale). However, the code will still have some level of numerical diffusion and dissipation which is not controllable other than that it too should decrease with increasing resolution.

4 SIMULATIONS

The disc and star properties used to carry out the simulations in this paper are exactly the same as those used by Rice et al. (2005) and Meru & Bate (2011a): a $1M_\odot$ disc surrounding a $1M_\odot$ star. The SPH simulations span a radial range, $0.25 \leq R \leq 25$ au, while the FARGO simulations span a radial range, $1 \leq R \leq 25$ au (only marginally different to the SPH simulations for numerical reasons).

The initial surface mass density and temperature profiles are $\Sigma \propto R^{-1}$ and $T \propto R^{-1/2}$, respectively, and the temperature is normalised so that the minimum initial Toomey stability value at the outer edge of the disc, $Q_{\text{min}} = 2$. The discs are modelled with a ratio of specific heats, $\gamma = 5/3$.

Table 1 shows a summary of the initial SPH simulations and the key fragmenting results carried out by Meru & Bate (2011a) (obtained from their Table 1) as well as those in this paper (bold text). We supplement the Meru & Bate (2011a) results by carrying out an additional simulation using 2 million particles with $\beta = 9$ and three additional simulations using 16 million particles with $\beta = 12, 15$ and 20.

Table 2 summarises the initial simulations carried out using FARGO and the key fragmentation results. We perform simulations, using $q = 1.41$, at five different resolutions and determine the critical value of $\beta$ at each of these resolutions. The lowest resolution simulations are carried out using 768 and 256 grid cells in the azimuthal and radial directions, respectively. We then increase the linear resolution by factors of 2, 4, 8 and 16 in both the azimuthal and radial directions.

The simulations were run either for at least 6 outer rotation periods (ORPs) or until the discs fragmented. Fragments are defined as regions whose surface mass densities are at least two orders of magnitude denser than their surroundings. In addition, we ensure that the fragments survive for at least one rotation to verify that they do not shear apart.

To investigate the effects of the different components of artificial viscosity in SPH, we carry out a number of simulations where we vary the values of $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$ (see Table 1 for details). We perform a suite of simulations using 250,000 particles. Firstly, we set $\alpha_{\text{SPH}} = 0.1$ and vary the value of $\beta_{\text{SPH}}$ (Table 1, top section). Secondly, we set $\beta_{\text{SPH}} = 2.0$ and vary the value of $\alpha_{\text{SPH}}$ (Table 1, middle section). We then carry out simulations with $(\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 2.0)$ using 31,250, 250,000 and 2 million particles to determine the effect that changing the value of $\beta_{\text{SPH}}$ has on the fragmentation boundary at each of these resolutions (Table 1, bottom section).

In addition, we perform a number of SPH simulations without self-gravity (see Table 4 for details) using various values of $\alpha_{\text{SPH}}$, $\beta_{\text{SPH}}$ to compare the measured dissipation to the analytically expected values in equation 8 (also see Appendix C).

Finally, we investigate the effects that artificial viscosity in FARGO has on the critical cooling timescale by varying the value of $q$ in equation 16 between 0 and 2.5 (see Table 5) for discs modelled using 786,432 grid cells (512 and 1536 cells in the radial and azimuthal directions, respectively). We then carry out simulations using an artificial viscosity parameter, $q = 0.5$, at all but the lowest resolutions considered in this paper to determine the effect that this has on the fragmentation boundary.

| Simulation name | No of particles | $\beta$ | Fragmented? |
|-----------------|-----------------|--------|-------------|
| 31k-beta2 | 31,250 | 2.0 | Yes |
| 31k-beta2.5 | 31,250 | 2.5 | Yes |
| 31k-beta3 | 31,250 | 3.0 | Yes |
| 31k-beta3.5 | 31,250 | 3.5 | No |
| 31k-beta4 | 31,250 | 4.0 | No |
| 250k-beta5 | 250,000 | 5.0 | Yes |
| 250k-beta5.5 | 250,000 | 5.5 | Yes |
| 250k-beta5.6 | 250,000 | 5.6 | No |
| 250k-beta6 | 250,000 | 6.0 | No |
| 250k-beta6.5 | 250,000 | 6.5 | No |
| 250k-beta7 | 250,000 | 7.0 | No |
| 250k-beta7.5 | 250,000 | 7.5 | No |
| 2m-beta5.5 | 2 million | 5.5 | Yes |
| 2m-beta6 | 2 million | 6.0 | Yes |
| 2m-beta6.5 | 2 million | 6.5 | Yes |
| 2m-beta7 | 2 million | 7.0 | Yes |
| 2m-beta8 | 2 million | 8.0 | Yes |
| 2m-beta9 | 2 million | 9.0 | No |
| 2m-beta10 | 2 million | 10.0 | No |
| 2m-beta10.5 | 2 million | 10.5 | No |
| 2m-beta11 | 2 million | 11.0 | No |
| 2m-beta15 | 2 million | 15.0 | No |
| 16m-beta10 | 16 million | 10.0 | Yes |
| 16m-beta12 | 16 million | 12.0 | No |
| 16m-beta15 | 16 million | 15.0 | No |
| 16m-beta18 | 16 million | 18.0 | No |
| 16m-beta10 | 16 million | 20.0 | No |
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Figure 2. Surface mass density rendered image of two identical simulations carried out using \( \beta = 10 \) (left panel) and \( \beta = 12 \) (right panel), using 16m SPH particles. Fragmentation occurs for \( \beta = 10 \) but not for \( \beta = 12 \). These simulations are performed with \((\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 0.2)\).

5 RESULTS

5.1 The convergence rate of \( \beta_{\text{crit}} \) with SPH

Table I summarises the results of the SPH simulations, using \((\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 0.2)\), carried out by [Meru & Bate 2011a] and those performed for this paper. [Meru & Bate 2011a] found borderline simulations which they defined to be discs which showed signs of fragmentation but the fragments sheared apart rapidly (within 1 ORP) and no further signs of fragmentation were seen. We find that borderline simulations can in fact range a span of \( \beta \) values. However, since ultimately they are discs that do not end up fragmenting, we now simplify this terminology and refer to them as non-fragmenting simulations. Figure 1 shows a summary of the SPH results. This figure is the same as Figure 3 of Meru & Bate (2011a) but with the addition of the new SPH results presented in this paper. Meru & Bate (2011a) found no evidence for convergence, but the addition of the new high resolution calculations now provides evidence for a very slow convergence of \( \beta_{\text{crit}} \) with increasing resolution. Figure 2 shows two of the highest resolution SPH simulations (16 million particles) carried out using \( \beta = 10 \) and \( \beta = 12 \). It can clearly be seen that at this resolution, fragmentation occurs for \( \beta = 10 \) but not for \( \beta = 12 \). To estimate the rate of convergence we fit a formula of the form

\[
\beta = \frac{\beta_{\text{crit}}}{1 + \lambda l^\sigma}
\]

where \( l \) is the linear spatial resolution, \( \lambda \) is a constant and \( \sigma \) is the convergence rate. For SPH, we simply take \( l \propto N_{\text{part}}^{-\frac{1}{3}} \). We fit this formula to the values of \( \beta \) in Figure 1 that lie half way between the lowest non-fragmenting value of \( \beta \) and the highest fragmenting value of \( \beta \) for each numerical resolution, i.e. the fragmentation boundary. We find that a good fit is obtained with \( \beta_{\text{crit}} = 15.6 \pm 1.0 \) and \( \sigma = 1.08 \pm 0.05 \). The value of \( \sigma \) shows that the rate of convergence is first order in spatial resolution. For the benefit of un-
Table 2. Table showing the simulations carried out using FARGO and the key fragmenting results. The simulations are performed using the artificial viscosity parameter, $q = 1.41$.

| Simulation name       | No of radial cells | No of azimuthal cells | $\beta$ | Fragmented? |
|-----------------------|--------------------|-----------------------|--------|-------------|
| 197k_cells-beta0.5    | 256                | 768                   | 0.5    | Yes         |
| 197k_cells-beta1      | 256                | 768                   | 1      | Yes         |
| 197k_cells-beta2      | 256                | 768                   | 2      | No          |
| 197k_cells-beta3      | 256                | 768                   | 3      | No          |
| 197k_cells-beta4      | 256                | 768                   | 4      | No          |
| 786k_cells-beta3.5    | 512                | 1536                  | 3.5    | Yes         |
| 786k_cells-beta4.5    | 512                | 1536                  | 4.5    | Yes         |
| 786k_cells-beta5      | 512                | 1536                  | 5      | Yes         |
| 786k_cells-beta5.5    | 512                | 1536                  | 5.5    | Yes         |
| 786k_cells-beta6      | 512                | 1536                  | 6      | No          |
| 3.1m_cells-beta10     | 1024               | 3072                  | 10     | Yes         |
| 3.1m_cells-beta12     | 1024               | 3072                  | 12     | Yes         |
| 3.1m_cells-beta13     | 1024               | 3072                  | 13     | No          |
| 13m_cells-beta11      | 2048               | 6144                  | 11     | Yes         |
| 13m_cells-beta14      | 2048               | 6144                  | 14     | Yes         |
| 13m_cells-beta15      | 2048               | 6144                  | 15     | Yes         |
| 13m_cells-beta16      | 2048               | 6144                  | 16     | Yes         |
| 13m_cells-beta18      | 2048               | 6144                  | 18     | No          |
| 50m_cells-beta18      | 4096               | 12288                 | 18     | Yes         |
| 50m_cells-beta20      | 4096               | 12288                 | 20     | Yes         |
| 50m_cells-beta22      | 4096               | 12288                 | 22     | Yes         |
| 50m_cells-beta24      | 4096               | 12288                 | 24     | No          |

For FARGO, we simply take $l \propto N_{\text{cells}}^{-\frac{1}{2}}$, where $N_{\text{cells}}$ is the number of grid cells. Note that the linear resolution is inversely proportional to the square root of the number of grid cells because the calculation is two dimensional. We fit this formula to the fragmentation boundary in Figure 3 as done for the SPH results. We find that a good fit is obtained with $\beta_{\text{crit}} = 22.3 \pm 2.3$ and $\sigma = 2.03 \pm 0.36$. The value of $\sigma$ shows that the rate of convergence is second order in spatial resolution. We then fit the data using equation (23) and find that $\alpha_{\text{GI, crit}} = 0.018 \pm 0.001$ and $\xi = 0.87 \pm 0.08$. In the limit of infinite resolution, this value of $\alpha_{\text{GI, crit}}$ is equivalent to a critical cooling timescale, $\beta_{\text{crit}} \approx 22$ (using equation (4)), similar to the value obtained using equation (23).

Thus the value of $\beta_{\text{crit}}$ converges more rapidly using FARGO than SPH. In Section 5.3 we note that if artificial viscosity plays a significant role in the determination of $\beta_{\text{crit}}$, then FARGO might be expected to display second-order convergence since it only applies a quadratic artificial viscosity. On the other hand SPH includes both linear and quadratic artificial viscosities. If the linear term is dominant, this may lead to first-order convergence. This implies that artificial viscosity may be significant in determining $\beta_{\text{crit}}$. We note that FARGO appears to converge to a higher value of $\beta_{\text{crit}}$ than SPH, but this result may also be caused by the different artificial viscosities. Therefore, in the following sections we investigate the dependence of $\beta_{\text{crit}}$ on the artificial viscosities applied in both codes.

![Figure 3. Graph of $\beta$ against resolution of the non-fragmenting (open squares) and fragmenting (solid triangles) FARGO simulations carried out using $q = 1.41$. The solid line, obtained by fitting equation (23), shows a dividing line between the fragmenting and non-fragmenting cases and the grey region is where fragmentation can take place. The graph shows clear evidence of convergence of results with increased resolution. The convergence rate is second order with spatial resolution. The dotted line (which coincides well with the solid line) is obtained by fitting equation (21).](image)
the dissipation due to the artificial viscosity is expected to decrease with increasing resolution (Appendix C and equation 8). Therefore, if the slow convergence can be attributed to SPH artificial viscosity, this may be the reason why Meru & Bate (2011a) found that $\beta_{\text{crit}}$ increases with increasing resolution and is a plausible explanation as to why the results presented in Section 5.1 show a slow convergence. We test the role that artificial viscosity plays on the fragmentation of self-gravitating discs by varying the values of $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$ separately.

5.3.1 The effect of $\beta_{\text{SPH}}$ on the critical cooling timescale

In Section 5.1 we show that the first-order convergence seen for the SPH results suggests that the $\alpha_{\text{SPH}}$ term may be responsible. However, as mentioned in Section 3.3, if the optimum value of $\beta_{\text{SPH}}$ is not used (i.e. a value that minimises numerical dissipation) additional dissipation may occur and affect the fragmentation boundary. Therefore, while not immediately obvious from the results in Section 5.1 the value of the $\beta_{\text{SPH}}$ term may affect the fragmentation conclusions. Table 3 (top panel) and Figure 5 summarise the results of the simulations carried out to investigate what effect the value of $\beta_{\text{SPH}}$ has on the critical cooling timescale using 250,000 particles and maintaining a fixed value of $\alpha_{\text{SPH}} = 0.1$. It can be seen that the shape of the fragmenting/non-fragmenting boundary line appears to follow a somewhat S-shaped curve. At high values of $\beta_{\text{SPH}}$, any potential particle interpenetration is appropriately dealt with as changing the value of $\beta_{\text{SPH}}$ from 2 to 4 has no effect on the critical cooling timescale. As $\beta_{\text{SPH}}$ is reduced, particle interpenetration and additional particle velocity dispersion can occur since the appropriate amount of the quadratic term of the artificial viscosity is not used. Eventually, these oscillations are damped down by the $\alpha_{\text{SPH}}$ term resulting in dissipation. Consequently, a more rapid cooling is required to overcome the additional dissipation resulting in smaller critical cooling values. At very low values of $\beta_{\text{SPH}}$ the critical cooling timescale remains the same. This may be due to one of two reasons: 1) a “saturation” of additional oscillations occurs such that reducing $\beta_{\text{SPH}}$ further does not increase the dissipation - by this we mean that the cause of the oscillation (i.e. the incorrect modelling at the edge of the shock front and particle interpenetration) is so high that any reduction in $\beta_{\text{SPH}}$ cannot cause more oscillation to occur; or 2) at such low values of $\beta_{\text{SPH}}$, the linear artificial viscosity term dominates the dissipation such that any additional particle interpenetration does not increase the over-

Figure 4. Surface mass density rendered images of four simulations carried out using FARGO with cooling timescales of $\beta = 10$ (top panel) and $\beta = 18$ (bottom panel) using $q = 1.41$. For the simulation with 786,432 grid cells (upper left panel), fragmentation does not occur when modelled with $\beta = 10$ but fragmentation is seen when the resolution is increased to 3.1 million grid cells (upper right panel). Similarly, when the resolution is increased further to 13 million grid cells (lower left panel), fragmentation is not seen using a cooling timescale of $\beta = 18$ whereas when the same simulation is carried out using 50 million grid cells (lower right panel) fragmentation is seen.
### Table 3

Table showing the simulations carried out to investigate how the fragmentation boundary changes with the SPH artificial viscosity parameters $(i) \alpha_{\text{SPH}} = 0.1$ and varying $\beta_{\text{SPH}}$ using 250,000 particles (upper panel), $(ii) \beta_{\text{SPH}} = 2.0$ and varying $\alpha_{\text{SPH}}$ using 250,000 particles (middle panel) and $(iii) (\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 2.0)$ at different resolutions (lower panel). The key fragmenting results are also indicated.

| Simulation name                  | No of particles | $\alpha_{\text{SPH}}$ | $\beta_{\text{SPH}}$ | $\beta$ | Fragmented? |
|----------------------------------|-----------------|------------------------|-----------------------|--------|-------------|
| 250k-betaSPH0.1-beta5            | 250,000         | 0.1                    | 0.1                   | 5.0    | Yes         |
| 250k-betaSPH0.1-beta5.5          | 250,000         | 0.1                    | 0.1                   | 5.5    | Yes         |
| 250k-betaSPH0.1-beta5.6          | 250,000         | 0.1                    | 0.1                   | 5.6    | No          |
| 250k-betaSPH0.1-beta6            | 250,000         | 0.1                    | 0.1                   | 6.0    | Yes         |
| 250k-beta5                       | 250,000         | 0.1                    | 0.2                   | 5.0    | Yes         |
| 250k-beta5.5                     | 250,000         | 0.1                    | 0.2                   | 5.5    | Yes         |
| 250k-beta5.6                     | 250,000         | 0.1                    | 0.2                   | 5.6    | No          |
| 250k-beta6                       | 250,000         | 0.1                    | 0.2                   | 6.0    | No          |
| 250k-beta6.5                     | 250,000         | 0.1                    | 0.2                   | 6.5    | No          |
| 250k-beta7                       | 250,000         | 0.1                    | 0.2                   | 7.0    | No          |
| 250k-beta7.5                     | 250,000         | 0.1                    | 0.2                   | 7.5    | No          |
| 250k-betaSPH0.4-beta6            | 250,000         | 0.1                    | 0.4                   | 6.0    | Yes         |
| 250k-betaSPH0.4-beta6.5          | 250,000         | 0.1                    | 0.4                   | 6.5    | Yes         |
| 250k-betaSPH0.4-beta6.8          | 250,000         | 0.1                    | 0.4                   | 6.8    | No          |
| 250k-betaSPH0.4-beta7            | 250,000         | 0.1                    | 0.4                   | 7.0    | No          |
| 250k-betaPH1-beta6.5             | 250,000         | 0.1                    | 1                     | 6.5    | Yes         |
| 250k-betaPH1-beta6.8             | 250,000         | 0.1                    | 1                     | 6.8    | Yes         |
| 250k-betaPH1-beta7               | 250,000         | 0.1                    | 1                     | 7.0    | No          |
| 250k-betaPH2-beta4               | 250,000         | 0.1                    | 2                     | 4.0    | Yes         |
| 250k-betaPH2-beta5               | 250,000         | 0.1                    | 2                     | 5.0    | Yes         |
| 250k-betaPH2-beta6               | 250,000         | 0.1                    | 2                     | 6.0    | Yes         |
| 250k-betaPH2-beta7               | 250,000         | 0.1                    | 2                     | 7.0    | Yes         |
| 250k-betaPH2-beta8               | 250,000         | 0.1                    | 2                     | 8.0    | Yes         |
| 250k-betaPH2-beta8.5             | 250,000         | 0.1                    | 2                     | 8.5    | No          |
| 250k-betaPH2-beta9               | 250,000         | 0.1                    | 2                     | 9.0    | No          |
| 250k-betaPH2-beta10              | 250,000         | 0.1                    | 2                     | 10.0   | No          |
| 250k-betaPH4-beta8               | 250,000         | 0.1                    | 4                     | 8.0    | Yes         |
| 250k-betaPH4-beta8.5             | 250,000         | 0.1                    | 4                     | 8.5    | No          |
| 250k-alphasPH0.05-beta7          | 250,000         | 0.05                   | 2                     | 7.0    | Yes         |
| 250k-alphasPH0.05-beta8          | 250,000         | 0.05                   | 2                     | 8.0    | No          |
| 250k-alphasPH0.05-beta9          | 250,000         | 0.05                   | 2                     | 9.0    | No          |
| 250k-betaPH2-beta4               | 250,000         | 0.1                    | 2                     | 4.0    | Yes         |
| 250k-betaPH2-beta5               | 250,000         | 0.1                    | 2                     | 5.0    | Yes         |
| 250k-betaPH2-beta6               | 250,000         | 0.1                    | 2                     | 6.0    | Yes         |
| 250k-betaPH2-beta7               | 250,000         | 0.1                    | 2                     | 7.0    | Yes         |
| 250k-betaPH2-beta8               | 250,000         | 0.1                    | 2                     | 8.0    | Yes         |
| 250k-betaPH2-beta8.5             | 250,000         | 0.1                    | 2                     | 8.5    | No          |
| 250k-betaPH2-beta9               | 250,000         | 0.1                    | 2                     | 9.0    | No          |
| 250k-betaPH2-beta10              | 250,000         | 0.1                    | 2                     | 10.0   | No          |
| 250k-betaPH2-beta12              | 250,000         | 0.1                    | 2                     | 12.0   | Yes         |
| 250k-betaPH2-beta14              | 250,000         | 0.1                    | 2                     | 14.0   | No          |

#### Notes

- **Simulation** indicates the name of the simulation.
- **No of particles** is the number of particles used in the simulation.
- $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$ are the artificial viscosity parameters.
- **$\beta$** is the parameter that varies in the simulations.
- **Fragmented?** indicates whether the simulation resulted in fragmentation (Yes) or not (No).
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Figure 5. Graph of \( \beta \) against \( \beta_{\text{SPH}} \) of the non-fragmenting (open squares) and fragmenting (solid triangles) simulations carried out using 250,000 particles and \( \alpha_{\text{SPH}} = 0.1 \). The solid line, included by eye, shows a dividing line between the fragmenting and non-fragmenting cases and the grey region is where fragmentation can take place. The graph shows an S-shaped curve: any additional particle oscillation that may exist is stopped using \( \beta_{\text{SPH}} \approx 2 \) since the effect on the critical cooling timescale does not change above this value; at lower values of \( \beta_{\text{SPH}} \), the critical cooling timescale is smaller as the additional particle oscillation results in excess dissipation that needs to be overcome before fragmentation can take place. At very low values of \( \beta_{\text{SPH}} \) either so much particle oscillation occurs (either at the edge of the shock front or due to particle interpenetration) or that the \( \alpha_{\text{SPH}} \) term dominates, that the effects of lowering \( \beta_{\text{SPH}} \) does not result in more dissipation.

all dissipation by much (an effect also noted by Price & Federrath 2010). In any case, Figure 5 shows that the amount of \( \beta_{\text{SPH}} \) that is required to deal with the particle oscillations in this problem is \( \approx 2 \). This value ensures that the dissipation resulting from artificial viscosity is as low as possible (since the value of \( \beta_{\text{crit}} \) that results is higher) and therefore is likely to give a result that is “closer to the real answer”. While these simulations are carried out at a single resolution (250,000 particles), Bate (1995) shows that \( \beta_{\text{SPH}} \approx 2 \) is sufficient to stop particle interpenetration for Mach numbers across a shock of \( \mathcal{M} \approx 3 \). In our simulations we find that the Mach numbers across the shock are up to \( \approx 3 \). Note that the simulations presented by Rice et al. (2005) and Meru & Bate (2011b) were all carried out using \( \beta_{\text{SPH}} = 0.2 \). Consequently, the calculations in both papers will have been affected by this and thus the converged value of \( \beta_{\text{crit}} \) is expected to be even higher than that suggested by Figure 5.

5.3.2 The effect of \( \alpha_{\text{SPH}} \) on the critical cooling timescale

In Section 5.1 we show that the dissipation due to the linear term in the artificial viscosity may play a part in the fragmentation results, and hence the value of \( \beta_{\text{crit}} \) at any one resolution. In Section 5.1 we show that this may indeed have been the case by considering the rate of convergence with increasing resolution. In this section we maintain a fixed resolution using 250,000 particles (i.e. keep the value of \( h/H \) constant) and use a fixed value of \( \beta_{\text{SPH}} = 2.0 \), but vary the value of \( \alpha_{\text{SPH}} \) to confirm that equation 6 does indeed play a part in determining the fragmentation boundary. Table 3 (middle panel) and Figure 6 summarise the simulations performed and the key fragmentation results. At higher values of \( \alpha_{\text{SPH}} \) the dissipation due to the artificial viscosity is expected to increase. Consequently, the cooling required to overcome this additional dissipation is larger and as a result, the critical cooling timescale for fragmentation is lower. As the \( \alpha_{\text{SPH}} \) term is decreased, the amount of dissipation also decreases and thus the cooling does not have to be so rapid, resulting in a higher critical cooling timescale. At values below \( \alpha_{\text{SPH}} \approx 0.1 \), however, the dissipation increases once again as there is not enough artificial viscosity to remove the oscillations at shock fronts. Examining the velocity dispersion of particles in the disc around their expected almost Keplerian values, we find that with very low viscosity, the velocity dispersion of the particles increases. The particles are ‘jostled’ by one another when the viscosity is lower and the relative motions grow larger (also see Section 5.3.5). Therefore, even though the value of \( \alpha_{\text{SPH}} \) is decreased, the dissipation increases as the small amount of viscosity that is present tries to damp these larger velocities. This suggests that \( \alpha_{\text{SPH}} \approx 0.1 \) is a happy medium whereby it minimises the dissipation and avoids large oscillations at shock fronts.

Figure 6. Graph of \( \beta \) against \( \alpha_{\text{SPH}} \) of the non-fragmenting (open squares) and fragmenting (solid triangles) simulations carried out using 250,000 particles and with \( \beta_{\text{SPH}} = 2.0 \). The solid line, included by eye, shows a dividing line between the fragmenting and non-fragmenting cases and the grey region is where fragmentation can take place. At high viscosities, the dissipation is higher (Figure 11 left panel), resulting in a faster cooling, i.e. a lower value of \( \beta \), required to overcome the dissipation and cause fragmentation. As \( \alpha_{\text{SPH}} \) is decreased, the dissipation also decreases requiring a slower cooling for fragmentation. At very low values of \( \alpha_{\text{SPH}} \), additional dissipation occurs resulting in a lower value of \( \beta_{\text{crit}} \). This may be due to additional particle oscillation as the shocks are not modelled adequately with such a low value of \( \alpha_{\text{SPH}} \).
5.3.3 Determining the fragmentation boundary using optimum values of $\alpha_{SPH}$ and $\beta_{SPH}$

The SPH artificial viscosity parameters that appear to produce a minimum excess dissipation for this problem are $(\alpha_{SPH}, \beta_{SPH}) \approx (0.1, 2.0)$. However, given that the previous simulations did not use these optimum values (Rice et al. 2005; Meru & Bate 2011a), it is important to correct for this. We therefore carry out a number of SPH simulations using 31,250, 250,000 and 2 million particles to determine what the critical cooling timescale is for the discs simulated using $(\alpha_{SPH}, \beta_{SPH}) = (0.1, 2.0)$. Table 3 (bottom panel) and Figure 7 summarise the results of these simulations. It can immediately be seen that the critical cooling timescale is higher than the equivalent simulations with $\beta_{SPH} = 0.2$ (also see Figure 8). Figure 7 (left panel) shows an image of a fragmented disc modelled using 2 million SPH particles, $(\alpha_{SPH}, \beta_{SPH}) = (0.1, 0.2)$ and a cooling timescale of $\beta = 9$ which fails to fragment. Figure 7 (right panel) shows the equivalent disc modelled using $(\alpha_{SPH}, \beta_{SPH}) = (0.1, 2.0)$ which fragments even though it is modelled using a slower cooling time of $\beta = 12$. The results (Figures 7 and 8) still show that as the resolution increases, the critical cooling timescale increases, consistent with the results presented with a lower value of $\beta_{SPH}$. However, since there are only three data points with $\beta_{SPH} = 2.0$, it is firstly not clear whether convergence exists and secondly, what function should be used to fit this data. If we assume a functional form as given by equation (23), we find that $\beta_{crit} = 36.6 \pm 6.9$, assuming a first-order convergence rate (i.e. $\sigma = 1.0$) as indicated in Section 5.1. Using the same convergence rate as found in Section 5.1 (i.e. $\sigma = 1.08$) we find that $\beta_{crit} = 29.2 \pm 2.4$. This implies that the true value may well be as high as $\approx 30$. We note that a fit assuming a second-order convergence rate gives a poor fit to the data. In Section 5.1 omitting the 16 million particle data point makes no significant difference to the value of $\beta_{crit}$ obtained due to the slow convergence rate. Therefore we do not expect the absence of the 16 million particle data point here to significantly affect the fit.

Furthermore, we attempt to fit the analytical formula from equation (15). Allowing all three parameters to vary $(\alpha_{GI, crit}, \eta$ and $\zeta)$ we find that $\alpha_{GI, crit} = 0.015, \eta = 14.0$ and $\zeta = 0.3$. There are several points to note here. Firstly, this value of the critical gravitational stress is equivalent to a critical cooling timescale in the limit of infinite resolution of $\beta_{crit} \approx 27$. Secondly, the values of $\eta$ and $\zeta$ are much less than those obtained in Section 5.1. This implies that when increasing the quadratic artificial viscosity term to $\beta_{SPH} = 2.0$, not only does the total dissipation decrease but the level of excess dissipation also decreases. However, we express caution here: the value of $\zeta$ obtained here is lower than unity which is not possible. This is likely to be an artefact of using three data points to fit three unknowns. We therefore refit the data by setting $\zeta$ to the minimum possible value it can be, i.e. unity.

The quantity $\zeta$ is given by equation 14.
Figure 9. Surface mass density rendered image of discs modelled using 2 million particles and with $\alpha_{\text{SPH}} = 0.1$. The left image shows a disc modelled with $\beta_{\text{SPH}} = 0.2$ with a cooling timescale, $\beta = 9$ while the right image shows a disc modelled with $\beta_{\text{SPH}} = 2.0$ with a cooling timescale, $\beta = 12$. The disc modelled using a lower amount of artificial viscosity does not fragment even though it is modelled with a faster cooling as counterintuitively, there is excess dissipation with a lower value of $\beta_{\text{SPH}}$.

Figure 10. Graph of the azimuthally averaged and the analytically estimated (using Equation 14) radial profile of the ratio of the smoothing length to disc scaleheight, $h/H$, for the non-fragmenting (i.e. marginally stable, $Q \approx 1$) discs presented in Table 3 (bottom panel) using 31,250 (left panel), 250,000 (middle panel) and 2 million (right panel) particles. The analytically estimated radial profile is plotted using long dashed lines while all other lines are the simulation results. In the outer parts of the disc where fragmentation will occur when the cooling is close to the fragmentation boundary, the azimuthally averaged measured values are very close to the expected values.

5.3.4 Testing the analytical formula for $h/H$

Figure 10 shows the analytical estimate of the ratio of the smoothing length to the disc scaleheight, $h/H$, against the azimuthally averaged radial profile of $h/H$ for the non-fragmenting discs (i.e. marginally stable discs where $Q \approx 1$) carried out in Section 5.3.3 (bottom section of Table 3). It is very clear from this graph that at all resolutions considered, the analytical estimate of $h/H$ is a good approximation in the outer parts of the disc where the fragments generally form. It is important to note, that the analytical formula assumes the initial surface mass density profile remains constant. However, the discrepancy in the inner regions is due to the change in surface mass density profile as the disc evolves into a state of mechanical equilibrium on a viscous timescale. The change in surface mass density profile thus changes the value of $h/H$ (equation 14). Since the viscous timescale is shorter at small radii, the disc evolves more rapidly there and thus the discrepancy is larger. However, it is important to note that for a cooling timescale close to the critical one, fragmentation occurs in the outer parts of the discs for surface mass density profiles shallower than $\Sigma \propto R^{-2/3}$ (Meru & Bate 2011b) since the resolution increases with radius (equation 14). The outer parts are where the agreement is best between the analytically expected and azimuthally averaged values of $h/H$. We also note that the agreement between the analytical formula for
$h/H$ and the simulation data is better with increasing resolution as the viscosity decreases (equations 5 and 6) and so the effective viscous time is larger resulting in a slower evolution of the surface mass density profile. We therefore conclude that the reason why the value of $\beta$ in Section 5.3.3 is not unity cannot therefore be put down to a mismatch between the analytical and actual values of $h/H$ in the region where fragmentation will occur.

### 5.3.5 Testing the analytical formula for $\beta_{\text{crit}}$ using non-self-gravitating discs

We carry out a number of simulations of discs with 250,000 particles with the same physical parameters as described in Section 4 but without self-gravity. Table 4 shows a summary of these simulations. The goal of this exercise is to see what effect the change in the SPH artificial viscosity parameters has on the dissipation in a laminar disc which should only be due to shear and whether this is as we would expect from the analytical formulae. To do this, we must start from exactly the same disc. However, the effects of the initial conditions must also be removed as this may affect the amount of dissipation. Therefore, we run a disc using a cooling time, $\beta = 20$, for 1.5 ORPs using the artificial viscosity parameters ($\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 2.0)$ (i.e. the values that we expect would be thought to be negligible in comparison to the $\beta_{\text{SPH}}$ term). At high $\alpha_{\text{SPH}}$ values, this contribution is often thought to be negligible in comparison to the $\beta_{\text{SPH}}$ term. At high values of $\alpha_{\text{SPH}}$ the expected dissipation matches the expected values very well. Most strikingly, the total dissipation is higher than the expected dissipation from the analytical formula at low values of $\alpha_{\text{SPH}}$. The discrepancy is about a factor of two for $\alpha_{\text{SPH}} \lesssim 0.1$.

In this case the total dissipation in the radial range $14.9 < R < 15.1$ au and compare these with the expected dissipation due to the artificial viscosity using equation 6 (using the actual values of the sound speed and smoothing length obtained from the simulation rather than the initial values). It is important to note that in order to make this comparison, we only calculate the dissipation over a short period of time as we are comparing the instantaneous actual (azimuthally averaged) dissipation rate. If we allow the discs to run for a very long time before measuring the dissipation rate, the discs will evolve considerably and a like-for-like comparison is then not possible. This subsequent evolution takes place over a much smaller timescale than the orbital timescale. Therefore, there is no time for $h/H$ or the velocity field of the particles to change. Therefore any change in the disc’s dissipation must be due to the change in artificial viscosity parameters.

Figure 11 (left panel) shows a graph of how the dissipation rate (measured and expected) changes with $\alpha_{\text{SPH}}$ (using a fixed $\beta_{\text{SPH}} = 2.0$). The expected dissipation rate is the sum of the $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$ terms. It can immediately be seen that at low values of $\alpha_{\text{SPH}}$, the expected dissipation due to the $\beta_{\text{SPH}}$ term is very important (though its contribution is often thought to be negligible in comparison to the $\alpha_{\text{SPH}}$ term). At high values of $\alpha_{\text{SPH}}$ the measured dissipation matches the expected values very well. Most strikingly, the total dissipation is higher than the expected dissipation from the analytical formula at low values of $\alpha_{\text{SPH}}$. The discrepancy is about a factor of two for $\alpha_{\text{SPH}} \lesssim 0.1$.

Figure 11 (right panel) shows the measured and expected dissipation rates against $\beta_{\text{SPH}}$ (using a fixed $\alpha_{\text{SPH}} = 0.1$). In this case the total dissipation is always approximately a factor of 2 higher than the expected values in these non-self-gravitating calculations. However, we note that there is no obvious additional dissipation at

| $\alpha_{\text{SPH}}$ | $\beta_{\text{SPH}}$ | No of particles |
|----------------------|----------------------|-----------------|
| 0.01                 | 2.0                  | 250,000         |
| 0.025                | 2.0                  | 250,000         |
| 0.03                 | 2.0                  | 250,000         |
| 0.05                 | 2.0                  | 250,000         |
| 0.1                  | 2.0                  | 250,000         |
| 0.25                 | 2.0                  | 250,000         |
| 0.5                  | 2.0                  | 250,000         |
| 1.0                  | 2.0                  | 250,000         |
| 3.0                  | 2.0                  | 250,000         |
| 10.0                 | 2.0                  | 250,000         |
| 0.1                  | 0.2                  | 250,000         |
| 0.1                  | 0.4                  | 250,000         |
| 0.1                  | 0.6                  | 250,000         |
| 0.1                  | 0.8                  | 250,000         |
| 0.1                  | 1.0                  | 250,000         |
| 0.1                  | 1.2                  | 250,000         |
| 0.1                  | 1.4                  | 250,000         |
| 0.1                  | 1.6                  | 250,000         |
| 0.1                  | 1.8                  | 250,000         |
| 0.1                  | 2.0                  | 250,000         |

Figure 12. Setting up an initial disc model with purely Keplerian shear flow, we measure the instantaneous viscous dissipation averaged over $\approx 800$ particles in a thin radial extent. We then add increasing random particle velocities to the disc setup and measure the dissipation. In this figure, we plot the measured values of the dissipation divided by the analytic values expected for purely Keplerian flow due to $\alpha_{\text{SPH}}$ (solid line) and $\beta_{\text{SPH}}$ (dashed line) terms separately versus the magnitude of the random velocity dispersion in units of the sound speed (i.e. we plot $\eta$ (solid line) and $\zeta$ (dashed line) as defined in equation 11). The excess dissipation due to small-scale particle velocity dispersion can be substantially higher than that produced by a pure shear flow.
small values of $\beta_{\text{SPH}}$ compared to large values, in contrast to the self-gravitating calculations in Figure 5 which shows a definite difference in results between low and high $\beta_{\text{SPH}}$ values. The $\beta_{\text{SPH}}$ viscosity was originally introduced into SPH to stop particle interpenetration at shocks in supersonic flows. Shocks are not present in the non-self-gravitating calculations, so particle interpenetration is not an issue, but shocks play a significant role in the self-gravitating calculations. Thus, the apparent reduction of the dissipation in the self-gravitating calculations when the value of $\beta_{\text{SPH}}$ is increased is likely to be because particle interpenetration is stopped more effectively with a higher value of $\beta_{\text{SPH}}$. Regardless, both panels in Figure 11 clearly show that the expected contribution to the dissipation from the quadratic artificial viscosity term can be larger than that from the linear term. In particular, for the simulation using $(\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 0.2)$, which were the values used by Rice et al. (2005) and Meru & Bate (2011a) as well as many others, the dissipation is more than three times larger than the analytically expected value from the $\alpha_{\text{SPH}}$ viscosity alone.

The level of dissipation expected from the SPH artificial viscosity given in Appendix C is lower than that measured from the actual simulations. What is the source of the excess dissipation that we find? The key is that the derivation assumes that the only contribution from the artificial viscosity to the thermal energy is due to shear in the disc. Setting up a purely Keplerian disc, we compute the instantaneous average values of the dissipation for particles in a small radial extent, due to the $\alpha_{\text{SPH}}$ (first order) and that increasing $\beta$ from 0.2 to 2.0 increases the critical cooling timescale significantly implies that there is a third source of heating. Furthermore, as demonstrated earlier in this section, even when we measure the dissipation in a calculation without self-gravity, we still find some excess dissipation beyond what Appendix C predicts. Figure A3 of Lodato & Rice (2004) shows a calculation of the Reynolds stress in a non-self-gravitating disc with $(\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 0.2)$. They find that the $\alpha_{\text{SS}}$ parameter due to this is a few $\times 10^{-3}$ in the range $0 \leq R \leq 25$ au. As a check to ensure we are consistent with previous results, we calculate the Reynolds stress in the same way as Lodato & Rice (2004) (though we only average over 0.1ORPs) and also find the $\alpha_{\text{SS}}$ value to be a few $\times 10^{-3}$ over the same radial range. Furthermore, our results are also consistent with Forgan et al. (2011) who also find their $\alpha_{\text{SS}}$ parameter to be a few $\times 10^{-3}$ (in the inner parts of their self-gravitating discs where the effects of self-gravity are not very important; see their Figure 4).

In a non-self-gravitating calculation there are essentially only two possible contributions to the viscous heating. The first is from the Keplerian shear flow. The second is any additional particle motions. Without self-gravity, these can only come from ‘random’ particle motions. It is well known that in a typical SPH simulation the particles ‘jostle’ one another, resulting in a particle velocity dispersion. This velocity dispersion results from errors in the pressure gradients due to the finite number of particles within a smoothing kernel. In a compressible SPH simulation, such motions are typically at the level of some fraction of the sound speed. In order to determine the effect of these motions on the dissipation in a disc we perform a simple toy experiment whereby for illustrative purposes, we introduce different amounts of particle velocity dispersion to see its effects on the dissipation in the disc. Setting up a purely Keplerian disc, we compute the instantaneous average values of the dissipation for particles in a small radial extent, due to the $\alpha_{\text{SPH}}$
and $\beta_{\text{SPH}}$ terms separately. Comparing these values to those expected from the $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$ terms respectively (Appendix C), i.e.

$$D_\alpha = \frac{93}{700} \eta_{\text{SPH}} c_s h \Omega^2,$$

and

$$D_\beta = \frac{81}{280} \zeta_{\text{SPH}} c_s^2 h \Omega^3,$$

respectively. We find that as expected, $\eta = \zeta = 1$ to a high level of precision ($\approx 1 - 3$ per cent when averaging over $\approx 800$ particles). We then experiment with adding different levels of random velocities in addition to the underlying Keplerian motion. The results are displayed in Figure 12 where the magnitude of the particle velocity dispersion is given as a fraction of the local sound speed in the disc. We see that if random motions at the level of, e.g. 30 per cent of the sound speed are present, the dissipation increases by factors of $\eta = 1.7$ and $\zeta = 2.2$. This provides us with an explanation for the excess dissipation in the non-self-gravitating calculations.

When the level of artificial viscosity is low, the velocity dispersion of the particles in the disc generates a non-negligible fraction of the dissipation. When the viscosity is high (in particular the linear $\alpha_{\text{SPH}}$ term), this velocity dispersion is damped, and since the contribution to the dissipation from the shear flow is larger, no significant dissipation beyond that expected from the shear flow is found. We can see from Figure 11 that $\alpha_{\text{SPH}} = 0.1$ is too low to effectively damp the particle velocity dispersion, resulting in dissipation rates that are approximately a factor of two larger than expected. This does not require a high level of particle velocity dispersion – from Figure 12 we see that a velocity dispersion of only $\approx 25$ per cent of the sound speed is enough to boost the dissipation due to the $\beta_{\text{SPH}}$ viscosity by a factor of two. Thus, although we show in Sections 5.3.1 and 5.3.2 that the minimum dissipation is obtained for $(\alpha_{\text{SPH}}, \beta_{\text{SPH}}) = (0.1, 2.0)$, this minimum dissipation is still larger than that expected from the analytic derivation.

In the self-gravitating disc calculations the situation is more complex. Here there are gravitational forces from the fluid, shocks and local pressure gradients in the disc which can stir up the particles. A low level of artificial viscosity (particularly $\beta_{\text{SPH}}$) will allow particle penetration in shocks and a low value of $\alpha_{\text{SPH}}$ will be ineffective at damping post-shock oscillations and other small-scale particle motions. If the random motions become a substantial fraction of the sound speed, which they may well do since we find the Mach numbers across a shock to be up to $\approx 3$, the factors can become very large ($\eta = 3 - 9$ and $\zeta = 7 - 24$ for random velocities of $60 - 100$ per cent of the sound speed). Thus, if random particle motions are indeed also playing a part in the self-gravitating calculations, it should be no surprise that we infer a level of dissipation that is well beyond that expected from equation (24) i.e. the counter-intuitive nature of $\beta_{\text{SPH}}$ that leads to Figure 5. This leaves us with a problem with the SPH simulations. In order to obtain a level of dissipation that is close to that predicted by a purely Keplerian flow we can infer from Figure 11 that we would need to use $\alpha_{\text{SPH}} \gtrsim 1$ and from Figure 5 that we require $\beta_{\text{SPH}} \gtrsim 2$. This should cut the particle penetration at shocks, post shock oscillations, and other particle velocity dispersion to low levels, thus making the analytic predictions of the dissipation accurate. On the other hand, the higher level of viscosity would increase the dissipation generated by the shear flow, thus reducing the measured value of $\beta_{\text{crit}}$ at a given resolution (c.f. Figure 6). Thus, although the simulations may be better behaved, an even higher numerical resolution would be needed to determine the converged value of the critical cooling timescale, $\beta_{\text{crit}}$. We discuss other options in Section 6.

In summary, in a purely Keplerian disc, with no random particle velocity dispersion, the dissipation is as expected from the analytical values in equation (C6). However, in the simulations of non-self-gravitating discs, particularly with low values of $\alpha_{\text{SPH}}$, the dissipation is somewhat higher than expected. We attribute this to random particle velocity dispersion, since there is no other source of heating in such discs over and above the viscous heating due to Keplerian shear flow. In self-gravitating discs additional particle dispersion will be present, which may well result in the counter-intuitive nature of the artificial viscosity that leads to Figure 5 i.e. more dissipation with lower $\beta_{\text{SPH}}$.

### 5.4 The effect of the FARGO artificial viscosity on the critical cooling timescale

In Section 5.2 we show that the dissipation due to artificial viscosity present in FARGO may play a part in the critical cooling timescale. Table 5 and Figure 13 summarise the results of the simulations carried out using FARGO and the key fragmenting results to test what the effect of changing the amount of artificial viscosity has on the critical cooling timescale. The artificial viscosity coefficient, $q$, is defined in equation (16).

| Simulation name | $q$ | $\beta$ | Fragmented? |
|----------------|----|--------|-------------|
| 786k_cells-q0-beta10 | 0 | 10 | Yes |
| 786k_cells-q0-beta11 | 0 | 11 | No |
| 786k_cells-q0-beta12 | 0 | 12 | No |
| 786k_cells-q0.01-beta10 | 0.01 | 10 | Yes |
| 786k_cells-q0.01-beta11 | 0.01 | 11 | Yes |
| 786k_cells-q0.01-beta12 | 0.01 | 12 | No |
| 786k_cells-q0.05-beta10 | 0.05 | 10 | Yes |
| 786k_cells-q0.05-beta11 | 0.05 | 11 | Yes |
| 786k_cells-q0.05-beta12 | 0.05 | 12 | No |
| 786k_cells-q0.1-beta8 | 0.1 | 8 | Yes |
| 786k_cells-q0.1-beta9 | 0.1 | 9 | Yes |
| 786k_cells-q0.1-beta10 | 0.1 | 10 | Yes |
| 786k_cells-q0.1-beta10.5 | 0.1 | 10.5 | Yes |
| 786k_cells-q0.1-beta11 | 0.1 | 11 | No |
| 786k_cells-q0.1-beta12 | 0.1 | 12 | No |
| 786k_cells-q0.5-beta7 | 0.5 | 7 | Yes |
| 786k_cells-q0.5-beta8 | 0.5 | 8 | Yes |
| 786k_cells-q0.5-beta10 | 0.5 | 10 | Yes |
| 786k_cells-q0.5-beta10.5 | 0.5 | 10.5 | No |
| 786k_cells-q0.5-beta11 | 0.5 | 11 | No |
| 786k_cells-q1-beta6 | 1.0 | 6 | Yes |
| 786k_cells-q1-beta7 | 1.0 | 7 | Yes |
| 786k_cells-q1-beta8 | 1.0 | 8 | No |
| 786k_cells-beta3 | 1.41 | 3 | Yes |
| 786k_cells-beta3.5 | 1.41 | 3.5 | Yes |
| 786k_cells-beta4 | 1.41 | 4 | Yes |
| 786k_cells-beta4.5 | 1.41 | 4.5 | Yes |
| 786k_cells-beta5 | 1.41 | 5 | Yes |
| 786k_cells-beta5.5 | 1.41 | 5.5 | Yes |
| 786k_cells-beta6 | 1.41 | 6 | No |
| 786k_cells-beta10 | 1.41 | 10 | No |
| 786k_cells-q2-beta4 | 2 | 4 | Yes |
| 786k_cells-q2-beta5 | 2 | 5 | No |
| 786k_cells-q2.5-beta3 | 2.5 | 3 | Yes |
| 786k_cells-q2.5-beta4 | 2.5 | 4 | No |

Table 5. Table showing the simulations carried out using FARGO and the key fragmenting results to test what the effect of changing the amount of artificial viscosity has on the critical cooling timescale. The artificial viscosity coefficient, $q$, is defined in equation (16).
Figure 13. Graph of $\beta$ against the FARGO artificial viscosity parameter, $q$, of the non-fragmenting (open squares) and fragmenting (solid triangles) simulations carried out using 512 and 1536 cells in the radial and azimuthal directions, respectively. The solid line, included by eye, shows a dividing line between the fragmenting and non-fragmenting cases and the grey region is where fragmentation can take place. For low values of $q$, the dissipation due to artificial viscosity is low (and is most likely dominated by the intrinsic numerical diffusion) resulting in fragmentation occurring with high values of $\beta$. As the artificial viscosity is increased, a faster cooling is required to overcome the additional dissipation, resulting in lower values of $\beta_{\text{crit}}$.

For fragmentation to occur, the dissipation associated with high values of the artificial viscosity parameter needs to be overcome with a faster cooling. As with the SPH results presented in Sections 5.3.1 and 5.3.2, artificial viscosity clearly plays a part in whether these discs, modelled using a grid-based code, fragment or not. Figure 13 suggests that a value of $q \approx 0.5$ may be sufficient to avoid any excess dissipation.

Carried out to investigate this. As the artificial viscosity parameter, $q$, is increased, it becomes harder for the disc to fragment due to the extra heating. Consequently, the critical value of $\beta$ required to overcome this and allow the disc to fragment decreases.

At lower values of $q$, the effect of artificial viscosity on the fragmentation boundary is much less obvious. Note from Table 6 that when the artificial viscosity parameter is set to zero, the fragmentation boundary decreases to a lower value of $\beta$ as with the SPH results in Figure 6 but the effect of reducing the viscosity is much less pronounced in FARGO than in SPH. However, the reasoning is likely to be different because there is no dissipation associated with the artificial viscosity term since it is set to zero. We note from Figure 14 that $\beta_{\text{crit}}$ increases rapidly as $q$ is decreased to $q \approx 0.5$ and then plateaus - this is most likely because at such low values of the artificial viscosity the dissipation is dominated by intrinsic dissipation in the code.

For fragmentation to occur, the dissipation associated with high values of the artificial viscosity parameter needs to be overcome with a faster cooling. As with the SPH results presented in Sections 5.3.1 and 5.3.2, artificial viscosity clearly plays a part in whether these discs, modelled using a grid-based code, fragment or not. Figure 13 suggests that a value of $q \approx 0.5$ may be sufficient to avoid any excess dissipation.

Table 6. Table showing the simulations carried out using FARGO and the key fragmenting results. The simulations are performed using the artificial viscosity parameter, $q = 0.5$.

| Simulation name          | No of radial cells | No of azimuthal cells | $\beta$ | Fragmented? |
|-------------------------|--------------------|-----------------------|--------|-------------|
| 786k_cells-q0.5-beta3   | 512                | 1536                  | 7      | Yes         |
| 786k_cells-q0.5-beta3.5 | 512                | 1536                  | 8      | Yes         |
| 786k_cells-q0.5-beta4   | 512                | 1536                  | 10     | Yes         |
| 786k_cells-q0.5-beta4.5 | 512                | 1536                  | 10.5   | No          |
| 786k_cells-q0.5-beta5   | 512                | 1536                  | 11     | No          |
| 3.1m_cells-q0.5-beta10  | 1024               | 3072                  | 14     | Yes         |
| 3.1m_cells-q0.5-beta12  | 1024               | 3072                  | 15     | Yes         |
| 3.1m_cells-q0.5-beta13  | 1024               | 3072                  | 16     | Yes         |
| 3.1m_cells-q0.5-beta13  | 1024               | 3072                  | 18     | Yes         |
| 3.1m_cells-q0.5-beta13  | 1024               | 3072                  | 20     | No          |
| 13m_cells-q0.5-beta11   | 2048               | 6144                  | 20     | Yes         |
| 13m_cells-q0.5-beta14   | 2048               | 6144                  | 22     | Yes         |
| 13m_cells-q0.5-beta14   | 2048               | 6144                  | 24     | Yes         |
| 13m_cells-q0.5-beta15   | 2048               | 6144                  | 26     | No          |
| 50m_cells-q0.5-beta24   | 4096               | 12288                 | 24     | Yes         |
| 50m_cells-q0.5-beta26   | 4096               | 12288                 | 26     | Yes         |
| 50m_cells-q0.5-beta28   | 4096               | 12288                 | 28     | No          |
| 50m_cells-q0.5-beta32   | 4096               | 12288                 | 32     | No          |

Figure 14. Graph of $\beta$ against resolution of the non-fragmenting (open squares) and fragmenting (solid triangles) FARGO simulations. These simulations are carried out with an artificial viscosity parameter, $q = 0.5$. The solid line, obtained by fitting equation 23, shows a dividing line between the fragmenting and non-fragmenting cases and the grey region is where fragmentation can take place. The graph shows clear evidence of convergence of results with increased resolution. The convergence rate is second order with spatial resolution. The dotted line (which coincides well with the solid line) is obtained by fitting equation 21.
Convergence of fragmenting self-gravitating discs

The non-convergence of results concerning the fragmentation of self-gravitating discs has opened up a number of questions concerning both the physics and the numerics involved in determining whether a disc will fragment into bound objects. Consequently, Meru & Bate (2011a) presented the possibility that either the critical cooling timescale was larger than originally thought, or the extreme possibility that the physics behind the fragmentation of discs needs to be reconsidered. In this paper we find that using both SPH and the FARGO codes i.e. a three-dimensional particle-based Lagrangian code and a two-dimensional grid-based Eulerian code, respectively, the artificial viscosity that is used to accurately model shocks plays a significant part in the convergence rate. Not only do we show that convergence can occur, but we also show that the rate at which it occurs is as expected from analytical arguments involving artificial viscosity (first-order with linear resolution for SPH and second order for FARGO i.e. a faster convergence with FARGO). This affects the results on the fragmentation boundary in both SPH and grid-based calculations.

In particular, we conclude that oscillations at the shock front and particle interpenetration may not have been adequately ac-

5.4.1 Determining the fragmentation boundary using the optimum value of the FARGO artificial viscosity parameter

In Section 5.2 we show that convergence appears to be reached at higher resolution with FARGO and that the convergence is second order in spatial resolution. However, these simulations use a value of the artificial viscosity parameter, \( q = 1.41 \), which we show in Section 5.4 does not minimise the dissipation. We carry out simulations of self-gravitating discs using a value of \( q = 0.5 \) at various different resolutions. Table 6 and Figure 14 summarise the simulations carried out to investigate this, and the key fragmenting results. It can be seen that the effect of using a lower value of \( q \) is that \( \beta_{\text{crit}} \) is higher than obtained in Section 5.2. Figure 16 shows a surface mass density rendered image of one of the highest resolution discs (modelled using 50 million grid cells) and shows clear fragmentation with a cooling time as high as \( \beta = 26 \). However, despite the critical cooling time being larger, we can see from Figure 14 that convergence is still being achieved. We firstly fit the data using equation 23 and find that \( \beta_{\text{crit}} = 28.0 \pm 0.2 \) and \( \sigma = 1.89 \pm 0.05 \) showing that the convergence rate is second order with spatial resolution. We then fit the data using equation 21 and find that \( \alpha_{\text{c1, crit}} = 0.0145 \pm 0.0001 \) and \( \xi = 3.16 \pm 0.04 \). In the limit of infinite resolution, this value of \( \alpha_{\text{c1, crit}} \) is equivalent to a critical cooling timescale, \( \beta_{\text{crit}} \approx 28 \) (using equation 5).

Figure 15 shows the fragmentation boundary (with error bars) using \( q = 1.41 \) (as in Section 5.2) and \( q = 0.5 \). As the resolution increases, the difference between the two sets of results decreases: since the convergence with FARGO is fast, i.e. second-order, the effect of using different values of the artificial viscosity parameter (i.e. \( q = 0.5 \) versus \( q = 1.41 \)) becomes negligible with 50 million grid cells compared to a lower resolution. This further corroborates that at a higher resolution, the artificial viscosity plays less of a part in the fragmentation boundary. As suggested by the analytics in Section 5.2 it is expected that the artificial viscous dissipation should decrease both when the resolution is increased and when \( q \) is decreased (until the numerical dissipation becomes dominated by intrinsic grid dissipation). Indeed, the higher value of \( \xi \) obtained here in comparison to that in Section 5.2 suggests that the dissipation due to the artificial viscosity has been minimised and that the intrinsic grid dissipation is becoming more important, consistent with Figure 13. We note that the value \( q = 0.5 \) effectively means that the shock is spread over approximately half a grid cell which will affect the treatment of shocks. We emphasise that we choose this value since it gives the lowest artificial heating rate that is possible with FARGO, as done so with the SPH simulations. More importantly, we show that the choice of the value of \( q \) has much less of an effect at higher resolution than at low resolution.

6 DISCUSSION

Figure 15. Graph of \( \beta_{\text{crit}} \) against resolution of the FARGO simulations carried out with an artificial viscosity parameter, \( q = 1.41 \) (squares) and \( q = 0.5 \) (triangles). It can be seen that the effect of reducing the artificial viscosity parameter to \( q = 0.5 \) (i.e. to a value that minimises the additional dissipation) is to increase the critical cooling timescale, with the effect being much greater at lower resolution.

Figure 16. Surface mass density rendered image of a disc modelled using FARGO with 50 million grid cells and using \( q = 0.5 \). The disc is modelled with a cooling timescale as high as \( \beta = 26 \) and still fragments.
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accounted for in the previous SPH simulations (via the quadratic artificial viscosity term, $\beta_{\text{SPH}}$). Those SPH simulations that used a value of $\beta_{\text{SPH}}$ that was too low, may have counterintuitively resulted in more dissipation, causing fragmentation to have been underestimated. After minimising the additional dissipation associated with the artificial viscosity employed in both codes, we find that the critical cooling timescale is at least as high as 20 and perhaps even as much as $\approx 30$, for a ratio of specific heats, $\gamma = 5/3$. 

Previous simulations that investigate the effects of artificial viscosity show that the strength of the gravitational instabilities are weakened (Pickett et al. 2000) and clump formation is reduced (Boss 2006) when artificial viscosity is employed. These results are in the same sense as our results, i.e. excess effective viscosity reduces the propensity for fragmentation.

Mayer et al. (2004) carried out a test on the fragmentation and disc evolution resulting from the inclusion of artificial viscosity in their three-dimensional SPH code. Pickett & Dursen (2007) carried out a similar test using a three-dimensional grid-based code. Both sets of authors perform their tests on isothermal simulations i.e. they only include the effects of artificial viscosity in the momentum equation and did not consider its heating effects in the energy equation. They suggest that artificial viscosity may reduce or even prevent clump formation from occurring. While our results are consistent with theirs with respect to preventing clump formation when artificial viscosity is increased, we stress that the dissipation associated with the artificial viscosity plays a key role in the fragmentation results.

Another possible numerical parameter that may affect the results is the gravitational softening used in the two-dimensional grid code. Müller et al. (2012) show that an incorrect value of the gravitational softening length in two-dimensional disc simulations can significantly affect the fragmentation conclusions: a low value causes the gravitational forces on short distances to be over-estimated, resulting in the conclusion that fragmentation does occur, when the converse conclusion is reached for larger values of the softening parameter. Indeed, it is well known that three-dimensional discs are more stable than two-dimensional discs since the vertical component dilutes the effect of gravity (Toomre 1964).

Thus, incorrectly taking into account the effects of the vertical direction in a two-dimensional simulation may cause the disc to be more prone to fragmentation than its three-dimensional equivalent. Müller et al. (2012) show that a value of $\approx 0.6H$ is required to model the gravitational forces correctly (though they do say that a comparison with 3D simulations is required). Since we are using a softening length of $5 \times 10^{-3} H$, our FARGO simulations may overestimate fragmentation.

For the SPH simulations, although we see evidence for convergence of the critical cooling timescale, the convergence rate is only first order with increasing resolution. This is partly due to the larger dissipation than that predicted by the continuum limit of the SPH equations in a shear flow. We argue that the excess dissipation is due to small-scale particle velocity dispersion. In non-self-gravitating discs, this results from pressure gradient errors due to discretisation, but in the self-gravitating discs there are other potential sources: primarily particle penetration at shock fronts and post-shock oscillations (particularly when the levels of artificial viscosity are low), but perhaps also discretisation errors in the self-gravity. To achieve well-behaved dissipation (i.e. that which is close to that predicted by the continuum limit of the SPH equations) requires $\alpha_{\text{SPH}} \gtrsim 1$ and $\beta_{\text{SPH}} \gtrsim 2$. However, the dissipation from the shear flow is then relatively high meaning that even higher resolution would be necessary to obtain a converged value of the critical cooling timescale, $\beta_{\text{crit}}$.

However, there are many possibilities that might improve the SPH performance. We have employed the most basic form of SPH artificial viscosity in this paper (i.e. constant values of $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$). An obvious aspect to investigate is whether a viscosity switch such as those proposed by Morris & Monaghan (1997) or Cullen & Dehnen (2010) which increase $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$ in the presence of a shock and allow them to decay away from shocks can improve the convergence rate. This could potentially provide high viscosity to avoid particle penetration at shocks and post-shock oscillations (i.e. reducing small-scale particle velocity dispersion), but retain low viscosity (and thus low heating rates) in the bulk of the disc, thus minimising the heating due to the shear flow. Since some of the particle velocity dispersion originates from pressure gradient errors, another possibility is to try a more accurate kernel. The quintic spline kernel generally performs better than the cubic spline kernel and Morris et al. (1997) reported that it significantly reduced velocity field noise in their calculations. Testing these variants is beyond the scope of this paper, but we expect that these and other SPH variations may be able to significantly improve the performance of SPH on this problem. We stress that these possible improvements to the SPH convergence rate will not decrease the value of the critical cooling timescale and thus the values obtained in this paper indicate lower limits for $\beta_{\text{crit}}$.

Since Meru & Bate (2011a) published their results highlighting the convergence problem, a number of authors have attempted to explain the non-convergence. Lodato & Clarke (2011) speculated that the cause may be the artificial smoothing of the density enhancements in SPH or a larger than expected level of artificial viscosity. Our results clearly show that artificial viscosity plays a major role in numerical determinations of the critical cooling rate.

Paardekooper et al. (2011) suggested that the boundary between the turbulent inner disc region and the laminar outer disc region (a natural consequence of starting with smooth initial conditions) may cause an edge in the disc that becomes more and more pronounced at higher resolutions, making it easier to fragment. They suggested that if the smooth initial conditions were removed, convergence could be achieved. In light of the new results presented in this paper, the effect of edges should be considered in more detail. If edge effects do play a part, it is unclear whether they should always continue to become sharper at higher resolution (and hence inconsistent with the results presented here), or whether they should “saturate” at higher resolution (and thus consistent with these results). It is important to note, however, that Bate (2011) performed radiative transfer calculations of molecular cloud collapses and found that disc fragmentation is more prevalent in higher resolution calculations. These discs did not begin with smooth initial conditions, and yet a similar resolution dependence was seen.

More recently, Paardekooper (2012) carried out shearing sheet simulations, similar to those performed by Gammie (2001) where no such edge effects should play a part. He found that as the resolution was increased, the critical cooling timescale also increased, showing that the convergence issue is not restricted to global simulations, but also affects local simulations. He found fragmentation for at least as large as $\beta_{\text{crit}} \approx 20$. However, this was for simulations carried out with a ratio of specific heats, $\gamma = 2$. This is equivalent to a maximum gravitational stress as low as $\alpha_{\text{GI,crit}} \approx 0.011$, consistent with the value of the gravitational stress found using our global simulations.

It is important to note that many of the previous simulations that have attempted to explain the convergence problem highlighted...
have tried to do so by carrying out simulations with resolutions in the non-convergent region of the resolution space shown here in this paper. It is therefore hard to interpret those results since they may have been affected by artificial viscosity. For those codes that do not use artificial viscosity, other sources of numerical diffusion relating to the specific implementation may be important and the effect of these need to be thoroughly understood. It would be interesting to try to understand the convergence problem with a Godunov scheme that does not implement an artificial viscosity, or to apply a fixed Navier-Stokes viscosity.

While this work focusses on the effects on fragmentation of self-gravitating discs, the key conclusion that artificial viscosity can play a significant role in the physical interpretation of simulations is more general. We emphasise that any simulations whose outcome is highly dependent on the thermodynamics of a problem should ensure that the effects of artificial viscosity in their code are well understood as well as highlighting the importance of convergence of results with both resolution and numerical method.

### 6.1 Implications for the fragmentation of real discs

A critical cooling timescale of $\beta_{\text{crit}} \approx 20$ or $\approx 30$ is equivalent to a maximum gravitational stress of $\alpha_{\text{crit}} \approx 0.02$ or $\approx 0.013$, respectively. Clarke (2009) produced an analytical model for the structure of a gravitationally unstable disc which is subject to realistic cooling. She showed that for optically thick discs that are sufficiently low in temperature that they are dominated by ice grains, $\alpha_{\text{GI}} = 0.4 \left( \frac{R}{100 \text{ au}} \right)^{\frac{2}{3}}$, for a disc with interstellar opacities and surrounding a 1M$_\odot$ star, where $R$ is the radius being considered. This relationship shows that for a maximum value of the gravitational stress, a critical radius, $R_{\text{crit}}$, can be found outside of which fragmentation can occur (for a disc with a shallow surface mass density profile). While the previously accepted result of $\alpha_{\text{crit, max}} \approx 0.06$ gives a critical radius of $R_{\text{crit}} \approx 68$ au, the values of $\beta_{\text{crit}}$ obtained here moves the critical radius inwards to $R_{\text{crit}} \approx 47 - 51$ au (for a disc around a 1M$_\odot$ star using interstellar opacities). The core accretion scenario is thought to occur to $\approx 10$ au, while gravitational instability is historically thought to operate outside of $\approx 70 - 120$ au (Rahkov 2009, Clarke 2009). Therefore, an intermediate radial region exists where no one in situ formation method adequately seems to describe the formation of planets. Our results show that this gap can at least partly be bridged if the true critical cooling timescale is as much as $\beta_{\text{crit}} \approx 20 - 30$.

We point out that equation (26) is derived by assuming that the dominant form of heating in a disc is that due to the gravitational instabilities. In a real disc, there may be a contribution to the stress from the magnetorotational instability (MRI), $\alpha_{\text{MRI}}$. In this case, equation (26) may be written as $\beta = \frac{4}{9} \frac{1}{\gamma(\gamma - 1)} \left( \frac{1}{\alpha_{\text{GI}}} + \frac{1}{\alpha_{\text{MRI}}} \right)$. Therefore, while the critical cooling timescale for a purely gravitationally unstable disc is quite large, if the contribution to the gravitational stress from the MRI (or in fact other heating sources) becomes important, a faster cooling will be required to overcome this additional heating and allow the disc to fragment. Since we find that the critical stress may be as low as $\alpha_{\text{GI, crit}} \approx 0.01$, the heating due to MRI will certainly be expected to be important if it provides an effective stress of approximately this level or higher. Even if $\alpha_{\text{MRI}}$ is a factor of 10 smaller, this will still make a 10% difference to the heating which can change the critical cooling timescale required for fragmentation.

### 7 CONCLUSIONS

We perform hydrodynamical simulations using a three-dimensional Smoothed Particle Hydrodynamics code and a two-dimensional Eulerian grid-based code of self-gravitating discs to investigate how the presence of artificial viscosity may affect fragmentation results. We present additional SPH results to those presented by Meru & Bate (2011a) as well as perform similar simulations using the grid-based hydrodynamics code, FARGO, and show that convergence with resolution of the critical cooling timescale can be achieved with both codes. We show that the previous non-convergent results are largely due to the effects of artificial viscosity that play a more prominent role at lower resolution. We find that the convergence rate of the critical cooling timescale required for fragmentation is first order in spatial resolution using SPH and second order using FARGO. Furthermore, we find that the dissipation from the artificial viscosities in SPH is exactly as we would expect in a purely laminar disc. However, if random particle motions are present, they can produce dissipation due to artificial viscosity that is larger than expected. In self-gravitating discs, using a value of the quadratic artificial viscosity term that is too low can result in counterintuitively high dissipation. This may be caused by additional random particle velocity dispersion due to the presence of shocks, causing the dissipation to significantly deviate from that expected from the SPH continuum limit equations. In addition, the dissipation due to the $\beta_{\text{SPH}}$ term may not be as small as previously assumed and should not be ignored.

We show using analytical arguments and numerical simulations that as the resolution is increased, the artificial viscosity term becomes less important and the rate of convergence is as expected from the analytical arguments. With the particular setup adopted here, which is the same as that used by Rice et al. (2009) and Meru & Bate (2011a), we find that once the effects of artificial viscosity have been minimised, the critical cooling timescale converges with increasing resolution to a value at least as high as $\beta_{\text{crit}} \approx 20$ and perhaps even as high as $\beta_{\text{crit}} \approx 30$. However, a convergence between the two codes has not yet been achieved. We conclude that this is much more of a problem than had previously been supposed, in part due to the slow convergence rate of SPH and in part due to the enormous resolution required to obtain convergence. The critical cooling timescale is a factor of $\approx 3 - 5$ times larger than the value of $\beta_{\text{crit}} \approx 6$ that has been used in the past, and is equivalent to a maximum gravitational stress of $\alpha_{\text{crit}} \approx 0.013 - 0.02$ that a disc can handle before it fragments (in contrast to the previously obtained value of $\alpha_{\text{critical}, \text{crit}} \approx 0.06$).

We show that using values of the artificial viscosity that do not minimise the additional dissipation caused by it can significantly affect fragmentation results and we expect that any other results that sensitively depend on the thermodynamics of a problem, e.g. collapse of AGN discs and molecular clouds into stars may also be affected. This highlights the importance of ensuring that the artificial viscosity does not play a significant role when carrying out numerical simulations. We show that fragmentation of self-gravitating discs can be suppressed if the effects of artificial viscosity are not carefully considered. This suggests that fragmentation of discs into...
bound objects (e.g. for the formation of planets, binary companions and stars formation in galaxy simulations) is easier than previously thought.
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APPENDIX A: ANALYTIC DERIVATION OF THE SHEAR VISCOSITY PRESENT IN SPH

In the following sections, for the sake of clarity, we make the simplifying assumptions that the SPH particle smoothing length $h$, the sound speed, $c_s$, and the density, $\rho$, are all slowly varying (i.e. are constant).

A1 The original SPH artificial viscosity

The standard SPH artificial viscosity method described by Monaghan & Gingold (1983), which is a time-independent fixed artificial viscosity, adds the following term to the momentum equation:

$$\frac{dv_i}{dt} = -\sum_j m_j \Pi_{ij} \nabla_i W_{ij}$$  \hspace{1cm} (A1)

where

$$\Pi_{ij} = \begin{cases} -\alpha_{\text{SPH}} c_s \mu_{ij} + \beta_{\text{SPH}} \mu^2_{ij} & \text{if } \mathbf{v}_{ij} \cdot \mathbf{r}_{ij} < 0 \\text{and } \mathbf{v}_{ij} \cdot \mathbf{r}_{ij} > 0, \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (A2)

$m_j$ is the mass of particle $j$, $W_{ij}$ is the smoothing kernel adopted, $h$ is the smoothing length and $\mathbf{v}_{ij} = \mathbf{v}_i - \mathbf{v}_j$ is the velocity difference between particles $i$ and $j$. The quantity $\eta^2 = 0.01h^2$ is included to avoid divergence for small separations between neighbouring particles. The viscosity involves two terms, the strengths of which are controlled by the parameters $\alpha_{\text{SPH}}$ and $\beta_{\text{SPH}}$. Note that the artificial viscosity is only applied when particles approach each other and is turned off when they recede from each other.

It has been recognised for some time that in the continuum limit, the $\alpha_{\text{SPH}}$ viscosity term applies both a bulk and a shear viscosity which has the form of a Navier-Stokes type viscosity (Monaghan 1985; Pongracic 1988; Meglicki et al. 1993). In particular, Meglicki et al. (1993) provide a clear derivation showing that the viscous acceleration due to the $\alpha_{\text{SPH}}$ viscosity is given by

$$\frac{dv}{dt} = \frac{\alpha_{\text{SPH}} \kappa}{2\rho} \left[ \nabla \cdot (c_s \rho \mathbf{S}) + \nabla (c_s \rho \nabla \cdot \mathbf{v}) \right],$$  \hspace{1cm} (A4)

where

$$\kappa = -\frac{4\pi}{15} \int r^3 dW/dr \, dr.$$  \hspace{1cm} (A6)

The value of this integral depends on the kernel that is being used. We use the standard cubic spline kernel

$$W(q, h) = \frac{\sigma}{h^d} \begin{cases} 1 - \frac{3}{2} q^2 + \frac{3}{7} q^3 & \text{for } 0 \le q < 1, \\ \frac{1}{4}(2 - q)^3 & \text{for } 1 \le q < 2, \\ 0 & \text{otherwise,} \end{cases}$$  \hspace{1cm} (A7)

where $d$ is the number of dimensions, $\sigma$ is the normalisation constant equal to 2/3, 10/(7\pi) and 1/\pi in one, two and three dimensions respectively, and $q = r/h$. In this case, the integral has the value $3/(4\pi)$, such that $\kappa = 1/5$. We find that in general the shear viscosity contribution to the momentum equation in two and three dimensions can be written

$$\frac{dv}{dt} = \nu \nabla \cdot \mathbf{S} = \frac{1}{2(2 + d)} \alpha_{\text{SPH}} c_s h \nabla \cdot \mathbf{S},$$  \hspace{1cm} (A8)

where $\nu$ is the kinematic shear viscosity. Thus, for example, when simulating accretion discs, Artymowicz & Lubow (1994) used $\nu = \frac{1}{2} \alpha_{\text{SPH}} c_s h$ for their two dimensional SPH simulations, while Lodato & Price (2010) used $\nu = \frac{1}{10} \alpha_{\text{SPH}} c_s h$ for their three dimensional SPH simulations.

However, as expressed in equation (A2) it is usual in SPH simulations to only apply the artificial viscous force between approaching particles. Thus, in general the kinematic shear viscosity in SPH simulations is a factor of two smaller and, for three dimensional calculations, is

$$\nu = \frac{1}{20} \alpha_{\text{SPH}} c_s h.$$  \hspace{1cm} (A9)
A2 A more recent variation of SPH artificial viscosity

Recently, a slightly different form of artificial viscosity has been applied in SPH codes (Chow & Monaghan 1997; Price & Monaghan 2004) where, essentially, equation A3 is replaced by

\[ \mu_{ij} = \mathbf{v}_{ij} \cdot \hat{r}_{ij}. \]  

(A10)

This is the form of the artificial viscosity that we use and is constructed in analogy to dissipative terms in Riemann methods. This form also avoids the arbitrary quantity \( \eta^2 \) which was included to avoid numerical divergences. It also means that the magnitude of \( \mu_{ij} \) differs by a factor of \( \frac{r_{ij}}{h} \) from the original form of the viscosity. Note that different implementations can differ slightly in the way that the coefficients \( \alpha_{\text{SPH}} \) and \( \beta_{\text{SPH}} \) enter the equations. For example, in some implementations the coefficient of the quadratic viscosity term is actually given by the product of \( \alpha \) and \( \beta \), while in others the coefficient is fixed to be \( 2\alpha \). Some implementations may also differ in the value of \( \Pi_{ij} \) by factors of two, so care needs to be taken when evaluating the continuum limit of the viscosity in any particular SPH code.

It can be shown (see Appendix B), that when using equations A2 and A10 and the standard cubic spline kernel in three dimensions that the shear viscosity is actually 18% larger than for the original artificial viscosity such that

\[ \nu = \frac{31}{325} \alpha_{\text{SPH}} c_s h. \]  

(A11)

A3 The \( \beta_{\text{SPH}} \) viscosity

Although many past studies have considered the continuum limit of the linear \( \alpha_{\text{SPH}} \) viscosity in SPH, to our knowledge, nobody has considered the contribution of the quadratic \( \beta_{\text{SPH}} \) viscosity. By inspection of equations A2 and A3 we can determine how the shear viscosities due to both the \( \alpha_{\text{SPH}} \) and \( \beta_{\text{SPH}} \) should scale. For a pure shear flow, \( \mu_{ij} \) provides an estimate of the shear rate of the fluid multiplied by \( h \). Thus, since the kinematic viscosity is the ratio of the shear stress (given by \( \rho \Pi_{ij} \)) to the shear rate, we expect the kinematic viscosity due to the \( \alpha_{\text{SPH}} \) term to scale as

\[ \nu_{\alpha} = q_{\alpha} \alpha_{\text{SPH}} c_s h \]  

(A12)

where \( q_{\alpha} \) is a constant of proportionality. This is consistent with the analysis given above. An alternative method of arriving at this equation is to use the fact that from kinetic theory, kinematic viscosity is proportional to the characteristic speed of interchange between particles and to the characteristic distance over which interchange occurs. In this case, the characteristic speed of particle interchange is given by \( c_s \) and the distance over which particles interact is a smoothing length, \( h \).

The von Neumann & Richtmyer (1950) type viscosity (SPH \( \beta \)-viscosity) is a second order viscosity with the viscous forces depending on the square of the relative speed of the particles. Therefore, although the characteristic distance over which the viscosity acts is still a smoothing length, the characteristic speed is now the relative speed between particles over a smoothing length. In a flow directed in the \( x \)-direction which is sheared in the \( y \)-direction this is given by

\[ h \left( \frac{dv_x}{dy} \right) \]  

(A13)

and thus the \( \beta \)-viscosity is expected to scale as

\[ \nu_{\beta} = q_{\beta} \beta_{\text{SPH}} h^2 \left( \frac{dv_x}{dy} \right) \]  

(A14)

where \( q_{\beta} \) is a constant of proportionality.

APPENDIX B: SPH ARTIFICIAL VISCOUSITY IN THE CONTINUUM LIMIT

One way to evaluate the constants of proportionality, \( q_{\alpha} \) and \( q_{\beta} \), is to use the defining equation for kinematic viscosity. This can be obtained by considering the shearing force produced by a viscous fluid on a plane running parallel to the direction of motion of the fluid. If the fluid flows in the \( x \)-direction and there is a velocity gradient across the flow in the \( y \)-direction, then the kinematic viscosity of the fluid is defined by

\[ \frac{F}{A} = \nu \frac{dv_x}{dy} \]  

(B1)

which gives the force per unit area exerted on the plane surface as a function of the kinematic viscosity, \( \nu \), the density of the fluid, \( \rho \), and the shear rate of the fluid.

The force exerted on a volume element of fluid is determined by considering two planes parallel to the flow. If the two planes are parallel to the \( x-z \) plane and they are separated by a distance \( \delta y \), then the net force on the fluid element is
\[
F_1 - F_2 = \left[ \nu_1 \rho_1 \left( \frac{\partial v_x}{\partial y} \right)_1 - \nu_2 \rho_2 \left( \frac{\partial v_x}{\partial y} \right)_2 \right] \delta x \delta y \delta z
\]  
(B2)

so that the force per unit volume is given by

\[
\frac{F}{V} = \nu \frac{d^2 v_x}{dy^2}
\]  
(B3)

in the limit that \( \delta z \to 0 \), assuming the density and kinematic viscosity are constant, which is a valid assumption to make if the two planes are sufficiently close to each other. The force per unit volume for a fluid element is simply the acceleration of the fluid element multiplied by its density. Thus, the equation

\[
\frac{dv_x}{dt} = \nu \frac{d^2 v_x}{dy^2}
\]  
(B4)

is obtained, which can be compared directly to the SPH momentum equation [A1]. Using equations [A12] and [A14] we therefore find that the specific force can be expressed as

\[
\frac{dv_x}{dt} \bigg|_{\alpha_{\text{SPH}}} = q_\alpha \alpha_{\text{SPH}} c_s h \left( \frac{d^2 v_x}{dy^2} \right)
\]  
(B5)

and

\[
\frac{dv_x}{dt} \bigg|_{\beta_{\text{SPH}}} = q_\beta \beta_{\text{SPH}} h^2 \left( \frac{dv_x}{dy} \right) \left( \frac{d^2 v_x}{dy^2} \right),
\]  
(B6)

for the \( \alpha_{\text{SPH}} \) and \( \beta_{\text{SPH}} \) terms, respectively.

### B1 Evaluating the constant of proportionality, \( q_\alpha \), with the original form of the SPH artificial viscosity

To evaluate the constant of proportionality for the \( \alpha_{\text{SPH}} \) term in the artificial viscosity, we can derive the continuum limit and compare it to equation [B5] to determine the magnitude of \( q_\alpha \). Using equations [A1] - [A3], the force per unit mass due to artificial viscosity on particle \( i \) is

\[
\frac{dv_i}{dt} = -\sum_j \frac{m_j}{\rho} \left[ -\alpha_{\text{SPH}} c_s \frac{v_{ij} \cdot r_{ij}}{(r_{ij} + \eta)^2} + \beta_{\text{SPH}} h^2 \frac{(v_{ij} \cdot r_{ij})^2}{(r_{ij} + \eta)^2} \right] \nabla_i W_{ij}
\]

\[
\approx \int_{\text{Kernel}} \alpha_{\text{SPH}} c_s \frac{v_{ij} \cdot r_{ij}}{(r_{ij} + \eta)^2} - \beta_{\text{SPH}} h^2 \frac{(v_{ij} \cdot r_{ij})^2}{(r_{ij} + \eta)^2} \right] \nabla_i W_{ij} d^3 x.
\]  
(B7)

The artificial viscosity in the continuum limit due to the linear term (\( \alpha_{\text{SPH}} \)) is,

\[
\frac{dv_i}{dt} \approx \int_{\text{Kernel}} \alpha_{\text{SPH}} c_s \frac{v_{ij} \cdot r_{ij}}{(r_{ij} + \eta)^2} \nabla_i W_{ij} d^3 x.
\]  
(B8)

Following Appendix A of [Meglicki et al. 1993], we expand \( v_j \) around \( r_i \) to give

\[
v_{ij} \cdot r_{ij} = \left[ \Delta x^p \frac{\partial v_i}{\partial x^p} + \Delta x^q \frac{\partial v_i}{\partial x^q} + \frac{\Delta x^p \Delta x^q}{2} \frac{\partial^2 v_i}{\partial x^p \partial x^q} + \frac{\Delta x^p \Delta x^q}{6} \frac{\partial^3 v_i}{\partial x^p \partial x^q \partial x^r} \right] \Delta x^r.
\]  
(B9)

In addition,

\[
\nabla_i W_{ij} = -\frac{dW_{ij}}{dr} \Delta x^r.
\]  
(B10)

where \( r = |r_{ij}| = |r_i - r_j| \). Inserting equation [B10] into the first part of equation [B8] and retaining terms of order \( O(h^4) \), which are the lowest non-vanishing terms, gives

\[
\frac{dv_i}{dt} \approx -\int_{\text{Kernel}} \alpha_{\text{SPH}} c_s \frac{\partial v_i}{\partial x^p} + \frac{\Delta x^q \partial^2 v_i}{\partial x^p \partial x^q} \right] \Delta x^p \Delta x^q \Delta x^k \frac{dW_{ij}}{dr} d^3 x + O(h^4).
\]  
(B11)

We note that integrating a term with \( (\Delta x^i)^t \), where \( t \) is odd, over a symmetric kernel yields a zero result. Therefore, the result of the integration of the first term in equation [B11] is zero. Simplifying equation [B11] gives

\[
\frac{dv_i}{dt} \approx -\frac{\alpha_{\text{SPH}} c_s}{2} \frac{\partial^2 v_i}{\partial x^p \partial x^q} \int_{\text{Kernel}} \Delta x^p \Delta x^q \Delta x^k \Delta x^r \frac{dW_{ij}}{dr} d^3 x.
\]  
(B12)
The integral is a fourth order symmetric isotropic tensor which can be written in the form

\[- \int_{\text{Kernel}} \Delta x^p \Delta x^q \Delta x^r \Delta x^s \frac{1}{r^3} \frac{dW_{ij}}{dr} \frac{1}{3} \Delta^3 x = \kappa_\alpha (\delta_{pq} \delta_{rk} + \delta_{pr} \delta_{qk} + \delta_{pk} \delta_{rq}) \]  

(B13)

where

\[\kappa_\alpha = A \int_{\text{Kernel}} r^3 \frac{dW_{ij}}{dr} \, dr.\]  

(B14)

Equation B12 can therefore be written

\[\frac{dv_i^k}{dt} \approx \kappa_\alpha \frac{\alpha_{\text{SPH}} h_c}{2} \frac{\partial^2 v_i^k}{\partial x^q \partial x^p} \left( \delta_{pq} \delta_{rk} + \delta_{pr} \delta_{qk} + \delta_{pk} \delta_{rq} \right).\]  

(B15)

Contracting with the delta terms yields

\[\frac{dv_i^k}{dt} \approx \kappa_\alpha \frac{\alpha_{\text{SPH}} h_c}{2} \left[ \frac{\partial^2 v_i^k}{\partial x^q \partial x^p} + \frac{\partial^2 v_i^k}{\partial x^q \partial x^r} + \frac{\partial^2 v_i^k}{\partial x^p \partial x^r} \right].\]  

(B16)

If we now assume that locally there is a constant flow in one direction (e.g. the x-direction) with a velocity gradient in an orthogonal direction (e.g. the y-direction) so that \(\partial v_i^k / \partial x^j = 0\) and \(\partial / \partial x^j (\partial v_i^k / \partial x^j) = 0\), as we would expect for a shear flow, then the above equation can be simplified to give

\[\frac{dv_i^k}{dt} \approx \frac{\kappa_\alpha \alpha_{\text{SPH}} h_c}{2} \left( \frac{\partial^2 v_i^k}{\partial x^q \partial x^p} \right)\]  

(B17)

Comparing this to equation B5 yields \(\kappa_\alpha / 2 = q_\alpha\).

Equation B13 defines \(\kappa_\alpha\). To calculate \(\kappa_\alpha\) in three dimensions, we need to sum over all possible combinations of \(r, p, q, k\) in equation B13. The simplest case that yields a non-zero value of the right hand side of equation B13 involves \(k = r = p = q\) such that equation B13 gives

\[- \int_{\text{Kernel}} \Delta x^k \Delta x^k \Delta x^k \Delta x^k \frac{1}{r^3} \frac{dW_{ij}}{dr} \frac{1}{3} \Delta^3 x = 3\kappa_\alpha.\]  

(B18)

There are three additional cases where \(k\) is equivalent to one other letter while the remaining two letters are equal but in an orthogonal direction to \(k\). Since in three dimensions there are two orthogonal directions to \(k\), equation B13 gives

\[-6 \int_{\text{Kernel}} \Delta x^k \Delta x^k \Delta x^q \Delta x^q \frac{1}{r^3} \frac{dW_{ij}}{dr} \frac{1}{3} \Delta^3 x = 6\kappa_\alpha.\]  

(B19)

Summing equations B18 and B19 together yields

\[- \int_{\text{Kernel}} \left( \Delta x^k \right)^4 + 6 \left( \Delta x^k \right)^2 \left( \Delta x^q \right)^2 \frac{1}{r^3} \frac{dW_{ij}}{dr} \frac{1}{3} \Delta^3 x = 9\kappa_\alpha.\]  

(B20)

Without loss of generality, we use \(x = r \sin \theta \cos \phi = \Delta x^k, y = r \sin \theta \sin \phi = \Delta x^k, \text{ and } d^3 x = r^2 \sin \theta \, dr \, d\theta \, d\phi\) and substitute into equation B20. For the \(\theta\)-component we integrate over \(\theta = [0, \pi]\). However, for the \(\phi\)-component, care must be taken to integrate over the correct range since we only consider particles that are approaching each other. Figure C1 shows that in the frame of the particle being considered the ranges \(\phi = [0, \pi / 2]\) and \(\phi = [\pi, (3\pi) / 2]\) involve particles approaching each other whereas outside this range particles recede from each other. Integrating yields

\[\kappa_\alpha = \frac{-2\pi}{15} \int_{\text{Kernel}} r^3 \frac{dW(q, h)}{dr} \, dr.\]  

(B21)

Using the standard cubic spline kernel given above (for three dimensions)

\[\int r^3 \frac{dW(q, h)}{dr} = -\frac{3}{4\pi}\]  

(B22)

Therefore, substituting into equation B21 yields \(\kappa_\alpha = 1/10\), and so equation B16 becomes

\[\frac{dv_i^k}{dt} \bigg|_{\alpha_{\text{SPH}}} \approx \frac{1}{20} \alpha_{\text{SPH}} h_c \frac{d^2 v_i}{dy^2}.\]  

(B23)

We note that the same constant is achieved if the integration in the \(\phi\)-direction is done over all space and simply divided by two.

B2 Evaluating the constant of proportionality, \(q_\alpha\), with the recent form of the SPH artificial viscosity

For the more recent form of SPH artificial viscosity (equation A10), the procedure is identical, but the expansion and, thus, the integral is slightly different. The required expansion is

\[v_{ij} \cdot \hat{v}_{ij} = \frac{1}{r} \left( \Delta x^p \frac{\partial v_i}{\partial x^p} + \frac{\Delta x^p \Delta x^q \Delta x^r}{2} \frac{\partial^2 v_i}{\partial x^p \partial x^q} + \frac{\Delta x^p \Delta x^q \Delta x^r}{6} \frac{\partial^3 v_i}{\partial x^p \partial x^q \partial x^r} \right) \Delta x^r.\]  

(B24)
Figure C1. Schematic diagram showing the fluid motion (denoted by solid arrows) surrounding an SPH particle (black dot) in its rest frame, as the gas disc orbits the central star. In the region of \( \phi \)-space where \( \phi = [0, \pi/2] \) and \( \phi = [\pi, (3\pi)/2] \) (shaded region) the fluid is approaching the SPH particle and in this region artificial viscosity is turned on while in all other areas the fluid is receding from the SPH particle and here the artificial viscosity is turned off (see equation [A2]). The origin is the location of the SPH particle.

so that equation \([B12]\) becomes

\[
\frac{dv^k}{dt} \approx -\alpha_{\text{SPH}} c_s^2 \frac{1}{r^2} \frac{\partial}{\partial x^i} \left( \frac{1}{2} \int_{\text{Kernel}} \Delta x^p \Delta x^q \Delta x^r \Delta x^s dW_{ij} \right). \tag{B25}
\]

Note that \( h \) is missing from this equation and the integral differs by a factor of \( r \). Thus, the equivalent of equation \([B21]\) that needs to be solved is

\[
\kappa_a = A \int_{\text{Kernel}} r^4 dW_{ij} dr \tag{B26}
\]

where \( A = (-2\pi)/15 \) (ensuring that we account for the fact that the viscosity is only applied between approaching particles), but this time the integral has a value of \(-31h/(35\pi)\). Therefore, we obtain

\[
\left. \frac{dv_x}{dt} \right|_{\text{SPH}} \approx \frac{31}{525} \alpha_{\text{SPH}} c_h \frac{dv_x}{dy^2}, \tag{B27}
\]

which as noted above is approximately 18% larger than the value obtained for the original form of the artificial viscosity.

APPENDIX C: THE DISSIPATION ASSOCIATED WITH \( \alpha_{\text{SPH}} \) AND \( \beta_{\text{SPH}} \)

For this present paper we are more interested in the magnitude of the thermal dissipation provided by the viscosity than the angular momentum transport as such. The dissipation rate per unit mass in a viscous accretion disc is given by

\[
\frac{du}{dt} = \frac{T_{R\phi}}{\Sigma} \left( \frac{R^2 d\Omega}{dR} \right) = \nu R^2 \frac{d\Omega}{dR} = \frac{9}{4} \nu \Omega^2, \tag{C1}
\]

where \( T_{R\phi} \) is the stress tensor and the final equality assumes a Keplerian disc. In this case the shear rate is

\[
\frac{dv_y}{dy} = R \frac{d\Omega}{dR} = -\frac{3}{2} \Omega. \tag{C2}
\]

Rather than derive the dissipation rate from the continuum limit of the SPH momentum equation, we can derive the dissipation rate directly from the continuum limit of the SPH energy equation

\[
\frac{du_i}{dt} = \frac{1}{2} \sum_j m_j \Pi_{ij} v_{ij} \cdot \nabla_i W_{ij}. \tag{C3}
\]

Taking the continuum limit of this equation and using the more recent form of the artificial viscosity gives

\[
\frac{du}{dt} \approx \frac{1}{2} \int_{\text{Kernel}} \left[ -\alpha_{\text{SPH}} c_h v \cdot \hat{\mathbf{r}} + \beta_{\text{SPH}} (v \cdot \hat{\mathbf{r}})^2 \right] v \cdot \hat{\mathbf{r}} \frac{dW}{dr} d^3x. \tag{C4}
\]
The simplest way to obtain the dissipation rate due to the artificial viscosity in a Keplerian disc is to consider a small patch of the disc around a particle such that the local velocity field is given by

\[ v_x \approx -3y\Omega_0^2, \tag{C5} \]

where \( \Omega_0 \) is the angular velocity of the fluid at the radius being considered and \( y \) is the displacement in the inward radial direction (see Figure C1). Inserting this into equation C4 and taking \( x = r \sin \theta \cos \phi \) and \( y = r \sin \theta \sin \phi \), we obtain

\[ \frac{du}{dt} \approx \frac{9}{4} \left[ \frac{31}{525} \alpha_{\text{SPH}} c \Omega_0^2 + \frac{9}{70\pi} \beta_{\text{SPH}} h^2 \Omega_0^3 \right], \tag{C6} \]

taking care to integrate only over the ranges \( \phi = [0, \pi/2] \) and \( \phi = [\pi, 3\pi/2] \) (i.e. where the flow is approaching and not receding; see Figure C1).

For the original form of the artificial viscosity, the dissipation is

\[ \frac{du}{dt} \approx \frac{9}{4} \left[ \frac{1}{20} \alpha_{\text{SPH}} c \Omega_0^2 + \frac{3}{35\pi} \beta_{\text{SPH}} h^2 \Omega_0^3 \right], \tag{C7} \]

again only taking the integral over the regions where the flow is approaching.

Note that the coefficients preceding \( \alpha_{\text{SPH}} \) in equations C6 and C7 are the same as the coefficients appearing in the kinematic viscosity as given by equations A9 and A11, respectively, as is expected from equation C1.

Using \( H = c_\infty /\Omega \), the ratio of the dissipation rates associated with the linear and quadratic artificial viscosity terms using the recent form of the SPH artificial viscosity is given by

\[ \frac{D_\alpha}{D_\beta} = \frac{62\pi \alpha_{\text{SPH}} H}{135 \beta_{\text{SPH}} h}. \tag{C8} \]

Typical values of \( \alpha_{\text{SPH}} \) and \( \beta_{\text{SPH}} \) are frequently within a factor of 2 of each other (with \( \beta_{\text{SPH}} = 2\alpha_{\text{SPH}} \)). Therefore, the important variable that determines the relative magnitude of the dissipation associated with the linear and quadratic SPH artificial viscosity terms is the ratio of the smoothing length to disc scaleheight, \( h/H \). In a well resolved disc, \( h/H \ll 1 \) such that \( D_\alpha \gg D_\beta \). However, if the disc is poorly resolved and/or \( \beta_{\text{SPH}} \gg \alpha_{\text{SPH}} \) the dissipation associated with the quadratic viscosity may be significant. Finally, note that the above equations assume that the only viscous dissipation comes from the shear in a purely Keplerian disc.