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Abstract—Energy efficiency is a crucial factor in the well-being of our planet. In parallel, Machine Learning (ML) plays an instrumental role in automating our lives and creating convenient workflows for enhancing behavior. So, analyzing energy behavior can help understand weak points and lay the path towards better interventions. Moving towards higher performance, cloud platforms can assist researchers in conducting classification trials that need high computational power. Under the larger umbrella of the Consumer Engagement Towards Energy Saving Behavior by means of Exploiting Micro Moments and Mobile Recommendation Systems (EM) framework, we aim to influence consumers' behavioral change via improving their power consumption consciousness. In this paper, common cloud artificial intelligence platforms are benchmarked and compared for micro-moment classification. Amazon Web Services, Google Cloud Platform, Google Colab, and Microsoft Azure Machine Learning are employed on simulated and real energy consumption datasets. The KNN, DNN, and SVM classifiers have been employed. Superb performance has been observed in the selected cloud platforms, showing relatively close performance. Yet, the nature of some algorithms limits the training performance.

Index Terms—cloud, data classification, energy efficiency, real-time, dataset, platform, study

I. INTRODUCTION

The European Union (EU) energy policy has considered energy efficiency as one of its main targets [1]. By the Directive 2012/27/EU of 25 October 2012, the overarching goal is to accomplish the 2020 targets by the member states [2]. Directive 2012/27/EU was revised to boost the energy efficiency of existing buildings, the ones in construction phase, and to re-emphasize on the energy performance of new upcoming buildings [3]. From the technology aspect, the weight of factors accounting for the global market has been varying. Currently in 2020, control systems represent the largest technological portion of 21% contributing in the global market. On the other hand, communication networks contribute with a share of 18% after representing the largest portion of 20% in 2012 [4]. Other technology aspects including field equipment, sensors, software, and hardware currently account for 44% of the market; slightly dropping from 46% in 2012 [5]. Several areas in Information and Communications Technology (ICT) were investigated by Heras and Zarli [6] to unlock potentials for the improvement of energy efficiency [7]. These ICT areas include interoperability, building automation, and tools design and simulation. However, the areas of smart metering, user awareness, and decision support have been largely considered in recent research [6], [8]–[11], which emphasize on the significance of ICT in these areas. Smart metering is evident to be promising and technically practical throughout a variety of projects concluded across Europe, USA, and some other countries [12]. By the means of information, rewards, and automation, Information Technology (IT) services can be integrated with metering infrastructure to enhance energy efficiency. Nevertheless, it is consumption awareness that is even held as more interesting for technology development. Smart metering data, including monitors through the internet on web applications and/or mobile devices, are made available to provide energy information and feedback tools [9], [13].

From the data analysis aspect, more suitable behavioral interventions can be achieved throughout carefully examining the profile of a given consumer, with full details, to infer better conclusions [14]. Therefore, this work proposes the micro-moment concept as a novel scheme to analyze the daily segments of energy consumption with time-based and contextual snapshot [15], [16]. Given a specific point in time, the power consumption of an appliance, annexed with other added information such as user preferences, constitute an energy micro-moment. Fig. 1 illustrates an example of an energy micro-moment.

![Fig. 1. An overview of a micro-moment example.](image-url)
In the field of health monitoring applications, Patel et al. [17] have addressed developing cloud-based ML models through a wearable computing platform. The ML pipeline is deployed to continuously evaluate the model’s performance, such that a degradation in performance can be detected. The model’s performance is evaluated with a recall and F1 score higher than 96%, an overall recognition accuracy of 99.44%, and a resting state model accuracy of 99.24%. However, the accuracy is subject to limitations based on constrained settings of the collected data.

Bihis and Roychowdhury have adopted Microsoft Azure ML Studio as the cloud-based computing platform to implement a new generalized flow [18]. Through this generalized flow, the overall classification accuracy is maximized due to its ability of fulfilling multi-class and binary classification functions. The work also proposes a customized generalized flow of unique modular representations. The proposed approach is tested on three public datasets in contrast with existing cutting-edge methods, and results showed a classification accuracy of 78-97.5%.

Chourasiya et al. have also adopted Microsoft Azure Machine Learning cloud, but for the classification of cyber-attacks [19]. The framework adopts a simple ML model with slight alteration, and by adjusting the multicast decision forest model, the results show an accuracy of 96.33%.

In this paper, we focus on the data processing aspect of micro-moments, particularly when cloud platforms are utilized as the computation engine. In the literature and commercial market, there is a wide pool of cloud ML services. While their features vary, many cloud solutions include a free plan to allow researchers to get a taste of the power of cloud-based ML prior committing any financial investments.

The remainder of this paper is organized as follows. Section II reviews the larger energy efficiency framework on which this work is based. Section III discusses evaluated cloud platforms. Sections IV and V reviews used datasets and the classification algorithms, respectively. Results are reported and discussed in Section VI. The paper is concluded in Section VII.

II. OVERVIEW OF THE (EM)³ FRAMEWORK

The (EM)³ platform has been designed for two target user groups [20]:

1) Homeowners that wish to reduce their energy footprint by avoiding unnecessary energy consumption, and by taking advantage of better energy tariffs that promote off-peak hours appliance usage; and

2) Office buildings that focus on the deactivation of unused appliances (e.g. monitors, lights, heating, and cooling devices, etc.) when weather conditions and room occupancy permits.

The (EM)³ framework has been designed to support consumers behavioral change via improving power consumption consciousness. It includes four main steps defined as: collecting data (i.e. consumption footprints and ambient conditions) from different appliances in domestic buildings [21], [22].

processing consumption footprints in order to abstract energy micro-moments to detect abnormalities, deploying users’ preferences information to detect the similarity amongst them [23]–[26], and generating personalized recommendations to reduce energy wastage based on a rule-based recommender model [27], [28].

Sensing devices play an essential role in capturing data, and safely storing them in the platform database. To this end, in this article, we focus on investigating various architecture platforms attached to sensors [29]. They are used for uploading wirelessly gathered data from different cubicles to the (EM)³ database server that is located at the Qatar university (QU) energy lab. A NoSQL CouchDB server database is deployed to store consumers’ micro-moments and occupancy patterns, user preferences and properties, and energy efficiency recommendations and its rating score [21], [30]. The NoSQL database type was chosen for its fast data retrieval and its flexibility in data structure when compared with traditional SQL-based databases.

The recommendation engine is based on an algorithm that considers user preferences, energy goals, and availability in order to maximize the acceptance of a recommended action and increase the efficiency of the recommender system [31]. The algorithm is based on the extracted user’s habits that concern the repeated usage of devices at certain moments during the day [32]. It is extracted from the energy consumption data and the room occupancy information recorded in users’ (or office) recent history of activities [33].

Fig. 2 portrays the overall architecture of (EM)³ energy efficiency ecosystem. It is worth noting that the power consumption of the selected devices is considered small.

![Fig. 2. Overview of the (EM)³ framework.](image-url)
III. CLOUD EVALUATION PLATFORMS

In order to choose the most suitable platform for cloud classification, a number of criteria is set. First, the platform has to include an accessible interface that is familiar with data scientists, i.e. compatible with common ML programming languages, such as Python and R. Second, the platform shall have different computational power configurations to benchmark the best performance for the algorithm and dataset at hand. Third, from an economical point of view, the platform has to allow researchers to use its functionalities for free to some extent. Based on these criteria, we have selected the following four cloud artificial intelligence platforms:

- Amazon Web Services Sagemaker (AWSS)
- Google Colab (GCL)
- Google Cloud Platform (GCP)
- Microsoft Azure Machine Learning (MAML)

The above platforms, AWSS, GCL, GCP, and MAML, share a common feature set, which includes Python (or Jupyter notebooks) support, a free plan with limited computational resources, the ability to visualize some of the outcomes of the code run, and the privilege of selecting from numerous computational configurations. Some of the platforms, namely GCP, accept exported TensorFlow models for algorithm execution.

It goes without saying how big Google services have become and the amount of services that they provide. One of these services is Compute Engine. GCP and GCL offer this service to allow customers to create Virtual Machines (VMs) via “Instances” on Google infrastructure to compute any amount of data. They promise the ability to run thousands of virtual Central Processing Units (vCPUs) quickly with a consistent performance. Moreover, they provide different machine types with various amounts of vCPUs and memory per vCPU to serve certain purposes. Not only that, but they also show the specifications of utilized vCPU, and in which machine types they exist. Lastly, different NVIDIA GPUs are also highlighted, where they can be added to the created Instances along with the utilized vCPUs. Naturally, the variety of options and the amount of heavy computational power they provide do not come for free. In other words, the more computational power (number of vCPUs, GPUs, and memory) is harnessed, the more it will cost the customer. Luckily, Google created Instances in a fashion where the customer can start and stop created Instances, hence, computational payments can only stack up when the Instances are running. In addition to that, Google provides auto-scalability, where they utilize more Instances only when the traffic is high, and lay off some Instances when the traffic is low. This feature can be harnessed when the customer creates a Managed Instance Group (another feature) for a certain application, where once the traffic is high, more Instances get utilized.

Similar to GCP, MAML allows for Instances to be created to harness the VMs provided by them, similarly to AWSS. Moreover, autoscaling is also a feature that is available to increase the number of Instances when the demand is high, and reduce it when it is low to save customers from paying extra money. This requires the structuring of extra rules for the service to know when to incorporate extra Instances. It is worth mentioning that although the platforms were tested using Jupyter notebooks, they also provide support for Python through an existing Software Development Kit (SDK) for MAML and APIs, and libraries for GCP. In fact, MAML set October 9th, 2020 the day they will retire Azure Notebooks and support plugins to be used with Jupyter notebooks.

It is worth noting that, from the user-experience point-of-view, it was slightly easier to get the first model to run on GCP with respect to its peer MAML. Moreover, for free tier users, it is easier to create and delete Instances on GCP. Although both allow for free trial phase for a whole year, GCP grants users 300 USD to be used in this year, while MAML grants free-tier users 200 USD to be used within the first 30 days of this trial, which is also a plus point for GCP when the customer is an individual, a small business or even a start-up company. Both cloud platforms require a billing card to be registered to ensure that the customer is an authentic user, and to avoid abuses from any potential customers. This can similarly apply to CGL. The discussed aspects of the chosen platforms are summarized in Table 1.

In the next section, a description of the utilized datasets for micro-moment classification is provided, which are evaluated within the selected cloud platforms.

IV. DATASETS OVERVIEW

In order to execute a number of classification algorithms to identify micro-moments, relevant datasets are required. They must include appliance-level data points in a household environment. In this work, we have selected the following datasets for cloud classification purposes:

- SimDataset: The virtual energy dataset (SimDataset), generated by our computer simulator, produces appliance-related datasets based on real data recordings. By combining real smart meter data and periodic energy consumption patterns, we simulated sensible domestic electricity consumption scenarios with the aid of k-means clustering, a-priori extraction algorithm, and the innovative use of micro-moments.
- DRED: The Dutch Residential Energy Dataset (DRED) collected electricity use measurements, occupation

1https://aws.amazon.com/sagemaker
2https://Colab.research.google.com
3https://cloud.google.com/products#ai-and-machine-learning
4https://azure.microsoft.com/en-us/services/machine-learning

In order to execute a number of classification algorithms to identify micro-moments, relevant datasets are required. They must include appliance-level data points in a household environment. In this work, we have selected the following datasets for cloud classification purposes:

- **SimDataset**: The virtual energy dataset (SimDataset), generated by our computer simulator, produces appliance-related datasets based on real data recordings. By combining real smart meter data and periodic energy consumption patterns, we simulated sensible domestic electricity consumption scenarios with the aid of k-means clustering, a-priori extraction algorithm, and the innovative use of micro-moments.
- **DRED**: The Dutch Residential Energy Dataset (DRED) collected electricity use measurements.

In the next section, a description of the utilized datasets for micro-moment classification is provided, which are evaluated within the selected cloud platforms.
trends and ambient evidence of one household in the Netherlands. Sensor systems have been installed to calculate aggregated energy usage and power consumption of appliances. In addition, 12 separate domestic appliances were sub-metered at sampling intervals of 1 min, while 1 Hz sampling rate was used to capture aggregated consumption.

- **QUD**: A specific anomaly detection dataset with its ground-truth labels is created on the basis of an experimental setup undertaken at the QU Lab, and is named Qatar University Dataset (QUD) [20], [22]. A real-time micro-moment facility has been setup to gather reliable data on energy use. The QUD is a collection of readings from different mounted devices (e.g. light lamp, air conditioning, refrigerator, and computer) coupled with quantitative details, such as temperature, humidity, ambient light intensity, and space occupation [44]. To the best of the researchers’ understanding, QUD is the first dataset in the Middle East in which a normal 240V voltage is used with variable recording duration ranging from 3 seconds to 3 hours [45].

With the aforementioned datasets, varying from simulated, small-scale, and large-scale, cloud artificial intelligence platforms will be utilized to classify those datasets into the following micro-moment classes [16]:

- 0: good consumption
- 1: switch the appliance on
- 2: switch the appliance off
- 3: excessive power consumption
- 4: consumption of power while outside room

Next we discuss the equipped ML algorithms to further enhance the understanding of the obtained results.

V. IMPLEMENTED ALGORITHMS

In this work, with selected datasets and cloud platforms, a set of common yet powerful classification algorithms are employed, namely Support Vector Machines (SVM), K-Nearest Neighbors (KNN), and Deep Neural Network (DNN).

The classification model of SVM is used based on the principle of systemic risk minimisation. This seeks to obtain an optimal isolation hyperplane, which reduces the distance between the features of the same set of appliances. Unless the function trends cannot be segregated linearly in the initial space, the data element can be converted into a new space with higher dimensions by utilizing kernel modules.

In addition, the KNN algorithm is used to distinguish device function characteristics. This algorithm measures the distance of a candidate vector element to identify the K nearest neighbors. The labels are analyzed and used to influence the class label of the candidate feature vector based on the majority vote, and thus, assign a class label to the respective appliance.

Additionally, a novel DNN algorithm is used to classify phenomena. Typically speaking, deep learning is a sub-discipline of ML focused on the concept of studying various degrees of representation by the creation of a hierarchy of characteristics extracted by stacked layers. Keeping this in mind, the DNN system is based on the extension of conventional neural networks by adding additional hidden layers into the network layout between the input and output layers. This is achieved in order to provide a strong capacity to work with dynamic and non-linear grouping issues. As a consequence, DNN has attracted the interest of scientists over the last few years on the ground that it can provide better efficiency than many other current approaches in particular for regression, grouping, simulation, and forecasting goals.

Under this framework, since non-linear separable data are being handled, deep learning is highly recommended for this problem. Furthermore, the efficiency of a deep learning algorithm is typically improved by growing the volume of data used for preparation.

The above algorithms are easily exploited on the selected cloud platforms as Python supports various ML algorithms and these platforms employ Python-based scripts. The yielded results, using the selected datasets, are reported and discussed next. The algorithms are implemented using Python with help of both SciKit Learn and TensorFlow.

VI. RESULTS AND DISCUSSION

This section elaborates on the results of the cloud classification benchmark study. We highlight the performance of each evaluated cloud platform with respect to both the used algorithm and the utilized dataset. Following, light is shed on the limitations and future prospects of cloud artificial intelligence.

Table II summarizes the classification performance according to the used platform, employed algorithm, and utilized dataset. It is evident that the ML algorithms exhibit varying performance. However, classification on the cloud provides higher performance without burdening the used local hardware. The results are an average computed from three different computation trials. Also, for each algorithm, accuracy and F-score values were similar and were excluded to focus on performance. The used cloud configurations are depicted in Table III.

It is worthy to mention that the used platform exhibited similar performance comparatively considering the free plan option. Both MAML and GCP provided excellent performance, especially for testing. On the other hand, DNN consumed considerably longer for training. This can be explained by the nature of the the neural network, which is highly accelerated and well compensated at testing and deployment phases.

Overall, cloud classification presents an ambitious prospect for ML, especially when local hardware cannot do the job. Embedded systems and Internet of Things (IoT) devices can be considered big users of such platforms. Also, when highly intensive computations are needed, cloud platforms are considered a convenient and economical solution.

VII. CONCLUSIONS

In this paper, common cloud artificial intelligence platforms are benchmarked and compared for micro-moment energy data
classification. The AWSS, GCP, GCL, and MAML platforms are tested on the DRED, SimDataset, and QUD datasets. The KNN, DNN, and SVM classifiers have been employed. Superb performance has been observed in the cloud platform showing relatively close performance. Yet, the nature of some algorithms limits the training performance, such as DNN. Future work includes evaluating more platforms and integrating with the energy efficiency (EM) framework.
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