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Abstract We introduce a multidimensional, neural-network approach to reveal and measure urban segregation phenomena, based on the Self-Organizing Map algorithm (SOM). The multidimensionality of SOM allows one to apprehend a large number of variables simultaneously, defined on census blocks or other types of statistical blocks, and to perform clustering along them. Levels of segregation are then measured through correlations between distances on the neural network and distances on the actual geographical map. Further, the stochasticity of SOM enables one to quantify levels of heterogeneity across census blocks.

We illustrate this new method on data available for the city of Paris.
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1 Introduction: problem statement and related works

Various contexts can be characterized as reflecting one form or another of urban segregation. In most instances, the phenomenon is defined to be one
where the distribution of a given variable locally (at the neighbourhood scale) differs substantially from its distribution at the scale of the whole city. A seminal study of the emergence of segregation was Schelling’s checker-board simulation of a two-community dynamics [38,39] – incidentally, one of the first multi-agent models. This model revealed how, even with relatively high levels of tolerance for mixity, a system of agents located at sites on a grid would eventually evolve towards patterns of segregation, with the two communities “living” in distinct parts of the grid. Schelling’s model has given rise to a vast literature on segregation across a wide range of disciplines [3,11,12,15,17,21,25,30–33,40], and notably in statistical physics, where analogies with certain interacting particle systems have been put to fruitful use [10,13,16,19,20,24,36,37,41,43]. However, rare are the instances in which real-world data has been compared with theoretical results other than stylized facts [5,22,23]. One reason for that is the notorious difficulty to elaborate, based on available data, segregation indices [35] that could correspond to some of the theoretical ones – the evolution of which is described in agent-based models.

Starting from the data available for the city of Paris, we set out to provide a multidimensional picture of segregation phenomena, and to explore segregation indices that can be sensibly and robustly defined from this picture.

Specifically, in this extended version of a communication given at WSOM+17 [14], we report on the first steps towards the definition of a data-based segregation index via Self-Organizing Maps [28,29]. SOM’s intrinsic multidimensionality presents many benefits for the study of such a complex system as a city. This has only recently been noted [2,44] and our work shall hopefully contribute to SOM becoming a standard tool in urban sociology and geography. All the more so as, most importantly and specifically, the topology obtained by SOM allows for useful comparisons with the actual geographical topology. Precisely, we show here (in section 4) how to measure segregation from correlations between SOM distances and geographical distances. This is a key feature and the main reason behind our choice of using SOM rather than, for instance, PCA as in [45].

Beforehand, we describe in section 2 the pre-processing applied to the available public data, as well as the particular choice of variables we have opted for in this paper. In section 3, we apply SOM combined with hierarchical agglomerative clustering (HAC) on three sets of variables, and thus obtain three typologies of neighbourhoods with 4 to 6 well-identified archetypes for each set.

2 Data and variables

Depending on its source and its type, available data comes in various formats. We used databases from INSEE (Institut National de la Statistique et des Études Économiques, France’s national agency for economical data), IGN (Institut Géographique National, France’s national agency for geographical data)
Table 1: Variables used for this exploratory study. EP stands for “Éducation Prioritaire”, a state-sponsored scheme for schools in deprived neighbourhoods. (When counting shops, schools, services etc, the 10 nearest neighbouring blocks of a given IRIS are taken into account.)

2.1 Individual data

The individual level is the household one. At this level, INSEE provides data on many characteristics such as the number and age of household members, education level of the household head, size and type of the house, etc. We have aggregated data from this level to the census block level. This allows for instance to compute the fraction of social housing in a given census block.

2.2 Census block data

In INSEE data, census blocks are called IRIS (Ilots Regroupés pour l’Information Statistique). Unfortunately, neither do they correspond to a fixed surface area
nor to a fixed number of inhabitants, although they correspond on average to blocks of around 2,000 inhabitants. Thus, the city of Paris, with a total population of over 2 million people comprises just under 1,000 IRIS. Some IRIS blocks are also purely geographical, with no or very few inhabitants. They appear nonetheless in INSEE data because of services and facilities they may offer. They also appear in the contour data provided by IGN to draw geographical maps and spatial representations.

At the census block level, INSEE provides data such as the number and types of shops, the number and types of public service offices, the number and type of health facilities. They also provide quantiles of the income distribution within each census block – except those where the number of households is too small and combined with a high level of income. For this and other similar reasons, the number of IRIS for which data is available differs from one variable to the other.

2.3 Transport network

The metropolitan authority for transportation provides geographical coordinates for all access points to underground, tramway and bus stations in the Paris area. Using this data (a version of it processed by the OpenStreetMap project [1]), we have been able to compute for each census block the number of underground and tramway lines available within an 800 meter radius (from the centroid of the block). Note that a station with two lines counts twice as a station with just one line.

2.4 Variables

For this exploratory case study, we have retained three sets of variables for each census block:

Set 1 revenue and income: first and ninth deciles as well as median of the income distribution, fraction of revenue coming from assets and other patrimonial sources, fraction of revenue coming from minimal social benefits\(^1\). From the available data, these variables could be computed for 853 IRIS blocks in Paris.

Set 2 population: age (average and standard deviation), number of people under 18 years old, education level (coded in 5 groups, average and standard deviation). From the available data, these variables could be computed for 943 IRIS blocks in Paris.

Set 3 urban facilities and services: rate of social housing, access to public transport, number of shops, access to medical and health services, number of sports facilities, number of primary and secondary schools (including primary schools in special urban and education development projects – called

\(^1\) These are social benefits paid to prevent people from falling into extreme poverty. They vary from 300 euros to about 800 euros per month.
education prioritaire (EP) in France). From the available data, these variables could be computed for 980 IRIS blocks in Paris.

A full list of the variables used in this study is given in Table 1.

3 Self-Organizing Map Approach

We use a multidimensional classification algorithm known as Self-Organizing Map and first introduced by T. Kohonen [28, 29]. All results were obtained using the R-package SOMbrero [7], which performs SOM combined with a hierarchical agglomerative clustering (HAC). Given that we are dealing with just under one thousand census blocks, we choose to train the algorithm to produce an 8x8 map for each of the three sets of variables, and then to classify individual IRIS blocks into four groups for sets 1 and 2 and six groups for the third set. The size of the map (8x8) is chosen so that it would lead on average to about 10 to 20 individual data points per cluster. The number of groups is chosen from the dendrograms so as to provide a meaningful classification, with a balance between too little separation among groups and too few details in their description: four to six types of neighbourhoods compose a reasonably coarse-grained rendering of geographical and sociological details.

![Kohonen maps for the variables of Set 1 (subfigure a), 2 (b) and 3 (c), with values of the variables for the prototypes in each class. Colours indicate groups of clusters obtained by hierarchical agglomerative clustering (HAC): 4 groups for Sets 1 and 2, 6 for Set 3.](a)
Fig. 1: (continued) Kohonen maps for the variables of set 1 (subfigure a), 2 (b) and 3 (c), with values of the variables for the prototypes in each class. Colours indicate groups of clusters obtained by hierarchical agglomerative clustering (HAC): 4 groups for Sets 1 and 2, 6 for Set 3.
Table 2: Per-group averages of some of the variables in Set 1 (in euros for quantiles of income distribution, in percent for the share of revenue drawn from financial and other assets).

| Group | 1st decile | Median income | 9th decile | Revenue from assets | Revenue from social benefits |
|-------|------------|---------------|------------|---------------------|-----------------------------|
| 1     | 13,405     | 44,367        | 129,538    | 40                  | 0.2                         |
| 2     | 12,504     | 53,284        | 73,929     | 22                  | 0.5                         |
| 3     | 9,471      | 23,963        | 50,338     | 13                  | 1.2                         |
| 4     | 7,390      | 15,081        | 30,840     | 7                   | 3.6                         |
| All   | 10,672     | 28,411        | 65,309     | 19                  | ??                          |

The online SOM method implemented in the SOMbrero package being a stochastic algorithm, we allowed for 100 runs on each set of variables (one run corresponding to a full iteration on a data-set). We then extracted results from the runs exhibiting the best explained variance ratios. These are shown on Figures 1, and we now proceed to analyze them.

3.1 SOM on Set 1

The first set of variables correspond to income and revenue variables. These are the most commonly used in socio-economic segregation studies (along with

Fig. 2: Spatial distribution of groups 1 to 4 for Set 1. (Colours correspond to groups as defined on Figure 1. Areas in white correspond to parks, train stations and blocks for which data is not available.)
Table 3: Per-group averages of some of the variables in set 2 (education level is from pre-secondary (1) to postgraduate (5) level).

| Group | Age std deviation | Age std deviation | Children per household | Education |
|-------|-------------------|-------------------|------------------------|-----------|
| 1     | 39.2              | 17.7              | 0.3                    | 2.8       |
| 2     | 39.3              | 14.4              | 0.6                    | 2.7       |
| 3     | 44.5              | 18.6              | 0.4                    | 2.7       |
| 4     | 46.4              | 16.7              | 0.5                    | 2.1       |
| All   | 42.6              | ??                | 0.4                    | 2.6       |

ethnic group variables – let us recall here that ethnic statistics are not available in France). As can be seen on Figure 1, SOM followed by HAC yields here well ordered groups, parallel to the diagonal, corresponding to four easily identifiable types of census blocks (see Table 2). There are blocks (group 4) where the population is clearly poorer than the Parisian average, with a first decile of just above 7,000 euros per year. At the other end of the spectrum, blocks where the population is not only richer than average (specifically the top 10 percent are much wealthier, with a ninth decile above 129,000 euros per year) but also with a very substantial part of revenues coming from financial and other patrimonial assets: 40 percent on average (group 1). In between these two groups, the other two types of blocks correspond to upper (2) and lower (3) middle classes, with again a difference in the level of patrimonial income (22 percent vs 13 percent). Patrimonial income thus seems to work as an order variable (in the sense that it characterizes the group to which a block belongs). It is significantly correlated with spatial segregation: Figure 2 shows indeed a high level of spatial homogeneity for the groups derived from the first set of variables.

3.2 SOM on Set 2

SOM followed by HAC run on the second set of variables yields a less structured clustering than in the case of the first set of variables (see Figure 1). However, one can identify four groups and the following underlying trends: the bottom of the Kohonen map (groups 1 and 3) corresponds to blocks with fewer children and a higher education level than the top part (groups 2 and 4). Also group 1 has younger heads of households on average than group 3. Similarly in group 2 the population is comparatively younger than in group 4, and with a higher education level (see Table 3).

Spatially, groups have a wider distributions (Fig. 3), but one still notes that certain areas are particularly representative of a given group, eg the northern-north-eastern part of the city for group 4.
3.3 SOM on Set 3

Processing the third set of variables with SOM and HAC allows one to distinguish six well-identified types of census blocks, that pave the Kohonen map (Fig. 1 and Table 4):

1. areas with more medical services, more private schools, fewer shops and less access to public transports;
2. areas with many shops, facilities and the highest access to public transports;
3. areas with a slight concentration of social housing (9 percent) and below average for all other variables;
4. areas with a high level of access to public transports, many shops and facilities and also a certain number of EP primary schools;
5. areas with a significant proportion of social housing (34 percent), very few EP primary schools, and the lowest access to public transport;
6. areas with the highest proportion of social housing (42 percent), the largest number of EP schools, and low access to public transport and other facilities.

On this set of variables, a multidimensional approach such as ours sheds light on residential patterns, allowing to refine as one sees fit the level of description. For instance, in this case if one opts for only five groups, groups number 5 and 6 will be merged, as may be seen from their proximity on the Kohonen map.
Table 4: Per-group averages of some of the variables in Set 3 (social housing rate is a percentage per block, other variables are raw numbers for each block and its ten nearest neighbours; access to public transport is the number of lines within 800 meters of a block’s centroid).

| Group | Social housing | Medical doctors | EP schools | Shops | Public transport |
|-------|----------------|-----------------|------------|-------|-----------------|
| 1     | 5              | 298             | 0.1        | 362   | 7.2             |
| 2     | 5              | 181             | 1.4        | 626   | 16.6            |
| 3     | 9              | 172             | 0.5        | 236   | 7.2             |
| 4     | 10             | 129             | 5.4        | 406   | 12.4            |
| 5     | 34             | 129             | 2.8        | 177   | 5.9             |
| 6     | 42             | 100             | 10.5       | 182   | 6.3             |
| All   | 18             | 173             | 2.8        | 288   | 8               |

If one looks at the spatial distribution of the groups (Fig. 4), there are again some district areas (called Arrondissements in Paris) that emerge as particularly representative of a given group: parts of the 5th, 6th and 16th Arrondissements for group 1, parts of the 1st, 2nd, 8th and 9th for group 2, parts of the 7th and 16th for group 3, the area around Place de la République for group 4, 13th, 19th and 20th for group 5, and north-eastern parts of the 18th for group 6.
4 Segregation indices

Thanks to its multidimensional nature, the approach followed in the previous sections yields typologies of neighbourhoods according to multiple variables taken simultaneously into account. Now, for a given set of variables, are all types of neighbourhoods well mixed across the city, or are there any spatial patterns? In other terms, is there any form of spatial segregation along some of the variables considered here? Is there a set of variables for which segregation patterns are stronger than for the other two?

Looking at the maps on Figures 2, 3 and 4, one sees spatial patterns – but, how significant are they? We introduce in this section a method that allows to quantify them in a new manner, thanks to specific aspects of the SOM algorithm.

Indeed, a well-known difficulty arising in the study of segregation phenomena is that of defining indices to measure the actual level of segregation [4,18,35]. Since most INSEE and other public data in Paris is only available at the IRIS level, let us think at this level. Then measuring segregation amounts to quantifying two things:

1. how different IRIS blocks are from one another (that is, individual census blocks are not all alike, e.g. some have a younger population than others, some have a richer population than others);
2. how much spatial concentration occurs for IRIS blocks of a given type (in terms of the SOM groups obtained in the previous section, this means how far one stands from a uniform distribution over the whole city for blocks belonging to each group).

The first point may be addressed using the stochastic nature of the SOM algorithm. Indeed, if all blocks were (almost) identical for a given set of variables then the clustering obtained would not be very robust to a re-run of the algorithm with a different seed [6]. (See paragraph 4.3 below.)

The second point may be treated from two perspectives. One can measure the geographical dispersion of blocks in a given group. Or, one can make use of one of SOM’s specific properties. Indeed, proximity on the Kohonen map means proximity in the state space of the chosen set of variables. Thus comparing Kohonen distances and geographical distances gives a measure of segregation. Based on this observation, we introduce ideas for a new segregation index. Beforehand, we compute some standard segregation indices.

4.1 Some entropy and information theory indices

A class of segregation indices is formed by the so-called entropy indices [27,42]. Based on information theoretic entropy, they measure the difference between the entropy of the global distribution at the city scale and local distributions (we shall consider here each IRIS within its administrative neighbourhood – with 91 such neighbourhoods in Paris). A standard information theory index
is the $H$ index defined in [34,35], implemented in the R package \texttt{seg} [26]. Other standard segregation indices include the $R$-index (relative diversity) and the $D$-index (dissimilarity).

A summary of values obtained for these three standard segregation indices is given in Table 5. All three indices indicates stronger segregation on the third set of variables, and weaker on the second one. The first set appears close to the third one in terms of segregation.

| Set of variables | Index 1 | Index 2 | Index 3 |
|------------------|---------|---------|---------|
| 1                | 0.64    | 0.43    | 0.50    |
| 2                | 0.44    | 0.22    | 0.28    |
| 3                | 0.72    | 0.49    | 0.60    |

Table 5: Values of various segregation indices for the groups produced by SOM+HAC on our three sets of variables. Index 1 is the $D$-index. Index 2 is the $R$-index. Index 3 is the $H$-index. See [34,35] and the R package \texttt{seg} [26]

4.2 SOM-based segregation index

As mentioned in the introduction of this section, a new integrated segregation index can be obtained by comparing Kohonen distances and geographical distances for all pairs of IRIS blocks.

Indeed, proximity on the Kohonen map corresponds to proximity in the multidimensional space of the variables. The closer two blocks are on the Kohonen map, the more similar they are for the variables under consideration. Now, if the city were well mixed, one would not observe any particular spatial pattern: geographical distances would be independent of Kohonen distances. Thus any correlation between geographical and Kohonen distances signals spatial patterns, i.e. the presence of segregation, the level of which is well quantified by the actual value of the correlation.

One convenient way of visualizing this correlation is to represent the density of pairwise geographical distances for each value of the Kohonen distance, as on Figures 5 and 6. Were the city well mixed, geographical distance distributions would be the same for every Kohonen distance\footnote{Note that such a simple, direct measure of the correlation between geographical distance and Kohonen distance is well suited to intricate patterns of segregation, as observed in real cities. However, if one considers artificial patterns with much regularity, this correlation measure works well on checkerboard patterns (provided the mesh is not too small), but obviously not as well on concentric patterns. More work is needed to circumvence this difficulty.}. This is not the case here, revealing in particular greater levels of segregation for the variables of Set 1, contrary to what appeared with standard segregation indices (see Table 5).
Fig. 5: Visual representation of a SOM-based segregation index for IRIS blocks considered with the variables of Sets 1 (a), 2 (b) and 3 (c). For each value of distance on the 8x8 Kohonen map, the density of pairwise geographical distances is shown (red means higher density). At a point with coordinates (0,2000) one reads the probability density to find a pair of IRIS blocks that are in the same Kohonen class while their centroids are 2 km apart in the actual city. If IRIS blocks from each Kohonen class were uniformly scattered across the city, geographical distance distributions would be the same for every Kohonen distance.
Fig. 6: Box plot representations of the index presented on Figure 5.
Indeed, looking at numerical values (see Table 6), one observes that the correlation between Kohonen and geographical distances is twice as large for Set 1 as for Set 2, and about one-and-a-half as large for Set 1 as for Set 3. Numerical values are to be compared with similar correlation coefficients computed in imaginary, extreme cases. For instance, if one considers four groups fully separated (with four “pure” neighbourhoods on the four quadrants of a square city), the correlation may be computed exactly and is about 0.61. Given this value for the most extreme (unrealistic) case, one may say that the city of Paris exhibits significant levels of spatial segregation on all three sets of variables.

| Set of variables | SOM-based segregation index |
|------------------|-----------------------------|
| 1                | 0.26                        |
| 2                | 0.13                        |
| 3                | 0.18                        |

Table 6: Values of the SOM-based segregation index on the three sets of variables. This is defined as the correlation between Kohonen distances and geographical distances.

4.3 Quantifying the heterogeneity of IRIS blocks

Any comparison between geographical distances and the distances obtained through a clustering algorithm obviously relies on the robustness of the classification. One should therefore control for the volatility level of the clustering: for a given pair of IRIS blocks, how sure can one be that they lie at a given Kohonen distance? The stochastic nature of the SOM algorithm allows one to address this question. Indeed, volatility can be measured by looking at the fraction of pairs of areal units that are stable – i.e. that always belong together to the same cluster (or the same vicinity) through a large number of SOM runs launched with different, random seeds [6, 8, 9]. One may then count, for each unit, the number of unstable pairs to which it belongs, thus defining its level of “fickleness”.

As an illustration, we show on Figure 7 levels of fickleness for the three sets of variables considered in the previous sections of this paper. SOM classification appears robust across all three sets of variables, with a maximum of 10% of fickle pairs observed on Set 3. Also, the classification is more robust on Set 1 than on Sets 2 or 3, indicating a greater level of differentiation among blocks along the variables of Set 1.

The larger the number of fickle units, the less heterogeneity there is among them and therefore the less definite will any classification be. In the extreme case in which all areal units present the same characteristics, any choice of classes will be arbitrary and this will be reflected in the fact that every pair of
Fig. 7: Volatility part of the SOM-based segregation index on each of the three sets of variables defined in Table 1. Plots show level of fickleness for each IRIS block, in decreasing order of magnitude, for Sets 1 (left), 2 (centre) and 3 (right).
Table 7: Percentage of unstable pairs computed on 100 runs of the SOM algorithm for each set of variables. An unstable pair is defined as a pair of IRIS blocks that do not tend to be always in the same vicinity or always not in the same vicinity on the Kohonen map through the 100 runs.

units will be unstable and every unit will be fickle. Note that this is not only a measure of the robustness of the classification: it actually measures the level of heterogeneity between areal units, independently of their spatial distribution. In this respect, levels of fickleness form a second part of a SOM-based segregation index (the volatility part). They complement the correlation defined in the previous paragraph, which measures the spatial aspect of segregation.

5 Conclusion and perspectives

The use of self-organizing maps to explore socio-economical and geographical data presents many promising features. The method is intrinsically multidimensional, and the clustering obtained is very much suited to interdisciplinary work: for instance, typologies of urban areas inferred from sociological surveys and other forms of studies can be compared to groups obtained from SOM+HAC, and their robustness can be tested by performing a large number of runs with different seeds.

Further, this new method allows for the definition of a general segregation measure, both on the social and spatial levels – the former is measured by the percentage of fickle pairs, and the latter by the correlation between Kohonen and geographical distances. We are working onward to develop a full methodological framework, with a formal definition and a thorough study of the new segregation index introduced here.
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