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Abstract
We propose an object tracking method, SFTrack++, that smoothly learns to preserve the tracked object consistency over space and time dimensions by taking a spectral clustering approach over the graph of pixels from the video, using a fast 3D filtering formulation for finding the principal eigenvector of this graph’s adjacency matrix. To better capture complex aspects of the tracked object, we enrich our formulation to multi-channel inputs, which permit different points of view for the same input. The channel inputs are in our experiments, the output of multiple tracking methods. After combining them, instead of relying only on hidden layers representations to predict a good tracking bounding box, we explicitly learn an intermediate, more refined one, namely the segmentation map of the tracked object. This prevents the rough common bounding box approach to introduce noise and distractors in the learning process. We test our method, SFTrack++, on five tracking benchmarks: OTB, UAV, NFS, GOT-10k, and TrackingNet, using five top trackers as input. Our experimental results validate the pre-registered hypothesis. We obtain consistent and robust results, competitive on the three traditional benchmarks (OTB, UAV, NFS) and significantly on top of others (by over 1.1% on accuracy) on GOT-10k and TrackingNet, which are newer, larger, and more varied datasets. The code is available at https://github.com/bit-ml/sftrackpp.

1. Introduction
Better using the temporal aspect of videos in visual tasks has been actively discussed for a rather long time, especially with the large and continuous progress in hardware. The first aspect we tackle in our approach is a seamless blending of space and time dimensions in visual object tracking. Current methods mostly rely on target appearance and frame-by-frame processing Caelles et al. (2017); Li et al. (2019); Danelljan et al. (2019), with rather few taking explicit care of temporal consistency Bhat et al. (2020); Jabri et al. (2020b). In the spectral graph approach, nodes are pixels and edges are their local relations in space and time, while the strongest cluster in this graph, given by the principal eigenvector of the graph’s adjacency matrix, represents the consistent main object volume over space and time.

A second observation challenges the rough bounding box (bbox) shape used for tracking. While it provides a handy way to annotate datasets, it is a rather imperfect label since it leads to errors that accumulate, propagate, and are amplified over time. Objects rarely look like boxes, and bboxes contain most of the time significant background information or
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Figure 1: SFTrack++: We start from video’s RGB and 1st frame GT bbox of the tracked object. We run state-of-the-art trackers, in an online manner, while fine-tuning $NN_{feat2seg}$ network frame-by-frame (pretrained in Phase 1) to transform the extracted feature maps (e.g. bboxes) to segmentation maps. Next, we learn to combine multiple segmentation inputs and refine the final mask using a spectral approach, applied also online over a moving window containing the previous N frames, for $N_{iter}$ spectral iterations (Phase 2). In Phase 3, we learn a bbox regressor from the final segmentation mask, $NN_{seg2bbox}$ and fine-tune all our parameters on the tracking task.

distractors. Since having a good segmentation for the interest object directly influences the tracking performance, we constrain an intermediary representation, a segmentation map, which aims to reduce the quantity of noise transferred from a frame to the next one. We integrate it into our end-to-end flow, as shown in Fig. 1.

A third point we emphasize on is relying on multiple, independent characteristics of the same object or multiple modules specialized in different aspects. This comes with an improved ability to understand complex objects while increasing the robustness Bhat et al. (2020). We, therefore, adjust the SFSeg spectral approach, enhancing its formulation to support learning on top of multiple input channels. They could be general features for the input frame coming from different approaches or, more specifically, tracking outputs from multiple solutions, as we test in Sec. 4.

The main contributions of our approach are:
• SFTrack++ brings to tracking a natural, contiguous, and efficient approach for integrating space and time components, using a fast 3D spectral clustering method over the graph of pixels from the video, to strengthen the tracked object’s model.

• We explicitly learn intermediate fine-grained segmentation as opposed to rough bounding boxes in our three phases end-to-end approach to a more robust tracking solution.

• We integrate into our formulation a way of learning to combine multiple input channels, offering a wider view of the objects, harmonizing different perceptions, for a powerful and robust approach.

2. Related work

General Object Tracking. Out of the three main trackers families, Siamese based trackers gained a lot of traction in recent years for their high speed and end-to-end capabilities Bertinetto et al. (2016b); Li et al. (2018, 2019); Zhang and Peng (2020). Most approaches focus on exhaustive offline-training, failing to monitor changes w.r.t. the initial template Tao et al. (2016); Xu et al. (2020); Chen et al. (2020), while others update their model online Voigtlaender et al. (2020); Dai et al. (2020). Nevertheless, the robustness towards unseen objects and transformations at training time remains a fundamental problem for Siamese trackers. Meta-learning approaches for tracking Park and Berg (2018); Bertinetto et al. (2016a); Wang et al. (2020) come with an interesting way of adapting to the current object of interest, while keeping a short inference time, by proposing a target-independent tracking model. One major limitation for both those approaches, Siamese and meta-learning trackers, is that they fail to adapt continuously to the real-time changes in the tracked object, using rather a history of several well-chosen patches or even just the initial one. In contrast, our method naturally integrates the temporal dimension, by continuously enforcing the local temporal and spatial object consistency. Discriminative methods Danelljan et al. (2019, 2020); Lukeziec et al. (2020) on the other hand are classic approaches, focusing more on changes in the tracked object Danelljan et al. (2017) (background, distractors, hard negatives), better integrating the temporal dimension Bhat et al. (2020) in the method flow. They prove to be robust, but they mostly rely on hand-crafted observations or modules not trainable end-to-end. SFTrack++ provides an end-to-end approach while minimizing the distractors and background noise using the intermediary segmentation map. Our method distances itself from a certain family of trackers, introducing the space and time consistency endorsement via clustering component as an additional dimension of the algorithm.

With a few notable exceptions Wang et al. (2019); Voigtlaender et al. (2019), most tracking solutions use internally hidden layer representations extracted from the previous frame’s rough bbox prediction Bhat et al. (2020); Danelljan et al. (2020, 2019); Xu et al. (2020), rather than a fine-grained segmentation mask as in our approach. Also, most of them do not take into account multiple perceptions for the input frame and operate over a unique feature extractor Danelljan et al. (2019); Zhang and Peng (2020); Bertinetto et al. (2016b). There are a few trackers though that combine two models for adapting to sudden changes while remaining robust to background noise, by explicitly model the different pathways Bhat
et al. (2020); Burceanu and Leordeanu (2018). In contrast, our end-to-end multi-channel formulation learns over 10 input channels, a significantly larger number.

**Graph representations.** Images and videos were previously represented as graphs, where the nodes are pixels, super-pixels, or regions Jabri et al. (2020a). This choice directly impacts the running time and performance. Regarding edges, they are usually undirected, modeled by symmetric similarity functions, but there are also several works that use directed ones Torsello et al. (2006); Yu and Shi (2001). **Spectral clustering** approaches Ng et al. (2001); Meila and Shi (2001); Leordeanu and Hebert (2005) search for the leading or the smallest eigenvector for the graph’s adjacency matrix to solve the clusters’ assignments. Spectral clustering was previously used in pixel-level image segmentation Shi and Malik (2000), with a high burden on the running time and in building space-time correspondences between video patches Jabri et al. (2020a). Graph Cuts is a common approach for spectral clustering, having many variations Shi and Malik (2000); Ding et al. (2001); Sarkar and Soundararajan (2000). SFSeg Burceanu and Leordeanu (2020) proposes a 3D filtering technique for efficiently finding the spectral clustering solution without explicitly computing the graph’s adjacency matrix. Inspired by this method, we integrate an improved version with learning over multi-channel inputs, as an intermediate component in our tracker, as detailed in Sec. 3.

3. Our approach

SFTrack++ algorithm has three phases, as we visually present them in Fig. 1. In **Phase 1**, we learn a neural net, $NN_{feat2seg}$, that transforms the RGB and a frame-level feature map extracted using a tracker (e.g. bbox from a tracker prediction) into a segmentation mask. Using only the RGB as input is not enough, because frames can contain multiple objects and instances, and we also need a pointer to the tracked object to predict its segmentation. Next, in **Phase 2**, we run multiple state-of-the-art trackers frame-by-frame over the input as an online process and extract input channels from them (e.g. bboxes). We transform those feature maps to segmentation maps with the previously recalled module, $NN_{feat2seg}$. Next, we learn to combine and refine the outputs for the current frame using a spectral solution for preserving space-time consistency, adapted to learn over multiple channels. Note that, when applying the spectral iterations, we use a sliding window approach over the previous $N$ frames in the video volume. For supervising this path, we use segmentation ground-truth. **Phase 3** learns a neural net as a bbox regressor over the final segmentation map from the previous phase, $NN_{seg2box}$, while fine-tuning all the other trainable parameters in the model, using tracking GT.

**Spectral approach to segmentation.** We go next through the following aspects, briefly explaining the connection between them: segmentation $\rightarrow$ leading eigenvector $\rightarrow$ power iteration $\rightarrow$ 3D filtering formulation $\rightarrow$ multi-channel. Image segmentation was previously formulated as a graph partitioning problem, where the segmentation solution Shi and Malik (2000) is the leading eigenvector of the adjacency matrix. It was used in a similar way for video Burceanu and Leordeanu (2020). Power iteration algorithm can compute the leading eigenvector: $x_i^{k+1} \leftarrow \sum_{j \in \mathcal{N}(i)} M_{ij} x_j^k$, where $M$ is the $N \times N$ graph’s adjacency matrix, $N$ is the number of nodes in the graph (pixels in the video space-time volume in our case), $\mathcal{N}(i)$ is the space-time neighbourhood of node $i$ and each step $k$ is followed by normalization.
The adjacency matrix used in power iteration usually depends on two types of terms: unary ones are about individual node properties and pairwise ones describe relations between two nodes (pairs).

Following this approach, SFSeg rewrites power iteration using 3D filtering for an approximated adjacency matrix. The solution is described in Eq. 1:

\[
X^{k+1} \leftarrow \text{normalized}(S^p \cdot (\alpha^{-1} \cdot 1 - F^2) \cdot G_{3D} \ast (S^p \cdot X^k) - S^p \cdot G_{3D} \ast (F^2 \cdot S^p \cdot X^k) + 2S^p \cdot F \cdot G_{3D} \ast (F \cdot S^p \cdot X^k)),
\]

where \( \ast \) is a 3D convolution with Gaussian filter \( G_{3D} \) over space-time volume, \( \cdot \) is an element-wise multiplication, \( S \) and \( F \) are unary and pairwise terms in matrix form with \( p \) and \( \alpha \) controlling their importance, \( k \) is the current spectral iteration and \( X, S, F \) matrices have the original video shape (\( N_{frames} \times H \times W \)).

**Multi-channel learning formulation.** We extend the single-channel formulation in SFSeg such that it can learn how to combine several input channels, \( S_i \) and \( F_i \), for unary and pairwise terms respectively: \( S_m \leftarrow \sigma(\sum_{i=1}^{N_{cs}} w_{s,i}S_i + b_s 1) \), \( F_m \leftarrow \sigma(\sum_{i=1}^{N_{cf}} w_{f,i}F_i + b_f 1) \), where \( S_m \) and \( F_m \) are the multi-channel unary and pairwise maps, respectively, \( \sigma \) is the sigmoid function, \( N_{cs} \) and \( N_{cf} \) are the number of input channels, \( 1 \) is an all-one matrix for the bias terms and \( w_{s,i}, w_{f,i}, b_s, b_f \) are their corresponding learnable weights. We replace \( S \) and \( F \) in Eq. 1 with their multi-channel versions \( S_m \) and \( F_m \), respectively. We learn \( w_{s,i}, w_{f,i}, b_s, b_f \) parameters both over segmentation and tracking tasks. More, SFTrack++ can learn end-to-end, from the original input frames all the way to final output, in the case of end-to-end learnable feature extractors.

4. Experimental protocol

We test if SFTrack++ brings in a complementary dimension to tracking by having an intermediary fine-grained representation, extracted over multiple state-of-the-art trackers’ outputs, and smoothed in space and time. We guide our experiments such that we evaluate the least expensive pathways first. For reducing the hyper-parameters search burden, we use AdamW Loshchilov and Hutter (2019), with a scheduler policy that reduces the learning rate on a plateau. For efficiency and compactness, we use the same channels to construct both the unary and pairwise maps: \( S_i = F_i \). Their learned weights are also shared \( w_{s,i} = w_{f,i} \). We use as input channels bboxes extracted with top single object trackers. We choose 10 top trackers: SiamR-CNN Voigtlaender et al. (2020), LTMU Dai et al. (2020), KYS Bhat et al. (2020), PrDiMP Danelljan et al. (2020), ATOM Danelljan et al. (2019), Ocean Zhang and Peng (2020), D3S Lukezic et al. (2020), SiamFC++ Xu et al. (2020), SiamRPN++ Li et al. (2019), SiamBAN Chen et al. (2020), which differ in architecture, training sets and overall in their approaches, but all achieves top results on tracking benchmarks.

**Training.** In Phase 1 we train our NN\textsubscript{feat2seg} network on DAVIS-2017 Pont-Tuset et al. (2017) and Youtube-VIS Yang et al. (2019) trainsets, for each individual object. It receives the current RGB and the output of a tracking method (bbox), randomly sampled at training time. We use the U-Net architecture, validating the right number of parameters (100K - 1 mil) and the number of layers. We use DAVIS-2017 and Youtube-VIS evaluation sets to stop the training. Following the curriculum learning approach, before introducing tracking methods intro the pipeline, we use at the beginning of the tracking GT bboxes (extracted
from segmentation GT, as straight bboxes). This allows the $NN_{feat2seg}$ component to get a good initialization, before introducing faulty bbox extractors, namely the top 10 tracking methods mentioned before. For Phase 2, we also train for the segmentation task. We learn the second part of our method to have an intermediary fine-grained representation, extracted over multiple channels, and smoothed in space and time. We validate here $N_{iters}$, the number of spectral iterations (1-5). We train on DAVIS-2016 Perazzi et al. (2016) and Youtube-VIS datasets. In Phase 3, training for tracking, we learn a regression network, $NN_{seg2bbox}$ (with 50K-500K parameters), to transform the final segmentation to bbox. We train on TrackingNet Müller et al. (2018), LaSOT Fan et al. (2019) and GOT-10k Huang et al. (2019) training splits.

**Baselines Comparison.** Experiment for comparing with other methods focus on the improvements SFTrack++ could bring over state-of-the-art and other competitive approaches for general object tracking: single method state-of-the-art solutions, a basic ensemble over the trackers, SFTrack++ applied only over the best tracker, SFTrack++ applied over the basic ensemble and the best learned neural net ensemble we could get out of several configurations (2D and 3D versions for U-Net Ronneberger et al. (2015) and shallow nets, having a different number of parameters: 100K, 500K, 1 mil, 5 mil, 15 mil). All methods receive the same input from top 10 trackers and train on TrackingNet, LaSOT and GOT-10k train sets as previously described. We evaluate our solution against all baselines on seven tracking benchmarks: VOT2018 Kristan et al. (2018), LaSOT, TrackingNet, GOT-10k, NFS Galoogahi et al. (2017), OTB-100 Wu et al. (2015) and UAV123 Mueller et al. (2016). For the main conclusion of the paper, we will provide statistical results (mean and variance over several runs) to better indicate a strong positive/negative result, or an inconclusive one.

**Ablative studies.** We vary several components of our end-to-end model to better understand their role and power. We train our Phase 1 component, $NN_{feat2seg}$ net, not only for bbox input features but also for other earlier features, extracted from each tracker architecture. We test the overall tracking performance for this case. We remove from the pipeline the spectral refinement in Phase 2 and report the results. We test the performance of our tracker without the Phase 3 neural net, $NN_{seg2bbox}$, by replacing it with a straight box and rotated box extractors from OpenCV Bradski and Kaehler (2008). We test several losses to optimize for both segmentation and tracking tasks: a linear combination between the weighted dice loss Sudre et al. (2017) and binary cross-entropy, Focal-Tversky Abraham and Khan (2019), and Focal-Dice Wang and Chung (2018). For the ablative experiments, we evaluate only on OTB100, UAV123, and NFS30 tracking datasets.

5. **Experimental Results**

**Comparison with other methods.** In Tab. 1 we present the results of our method on five tracking benchmarks: OTB100, UAV123, NFS30, GOT-10k, and TrackingNet, comparing it with other top single methods and ensemble solutions. For single methods, we take into account each input method in our SFTrack++: D3S, SiamBAN, ATOM-18, SiamRPN+++, PrDimp-18. We chose only one lightweight configuration per tracker, common across all benchmarks. For ensembles we use 1) a basic per-pixel median ensemble followed by the same bounding box regressor used in all experiments (see Sec. 7) and we also trained a
Table 1: Comparison on 5 tracking benchmarks. In the first group we show individual
methods, used as input for our SFTrack++. In the second one, we show ensemble
methods: a basic (median) and a neural net model with a similar number of
parameters like SFTrack++. Our method outperforms both the input or other
ensemble methods by a large margin on the challenging benchmarks GOT-10k
and TrackingNet, while obtaining competitive results on OTB, UAV, and NFS.
For SFTrack++ we report mean and std when training the model from scratch
three times. With blue we represent the best single method in the column and
with red the best ensemble. The raw results are available in the supplementary
material.

| Method          | OTB AUC | UAV AUC | NFS AUC | GOT-10k AO | SR50 | SR75 | TrackingNet Prec | Precnorm | AUC |
|-----------------|---------|---------|---------|------------|------|------|-----------------|----------|-----|
| D3S             | 57.7    | 45.0    | 38.6    | 39.3       | 39.0 | 10.1 | 52.2            | 67.9     | 52.4 |
| SiamBAN         | 67.6    | 60.8    | 54.2    | 54.6       | 64.6 | 40.5 | 68.4            | 79.5     | 72.0 |
| ATOM-18         | 66.7    | 64.3    | 58.4    | 55.0       | 62.6 | 39.6 | 64.8            | 77.1     | 70.3 |
| SiamRPN++       | 65.0    | 65.0    | 60.0    | 51.7       | 61.5 | 32.5 | 69.3            | 80.0     | 73.0 |
| PrDimp-18       | 67.6    | 63.5    | 62.6    | 60.8       | 71.0 | 50.3 | 69.1            | 80.3     | 75.0 |
| Ensembl (median)| 66.6    | 60.8    | 55.5    | 54.7       | 63.9 | 31.6 | 69.0            | 80.0     | 73.9 |
| Neural Net      | 71.3    | 59.7    | 58.2    | 59.5       | 69.8 | 42.9 | 70.6            | 80.2     | 74.5 |
| SFTrack++       | 70.3    | 61.2    | 62.4    | 62.0       | 73.3 | 47.8 | 71.9            | 81.9     | 76.1 |
| std             | ± 0.5   | ± 0.2   | ± 0.1   | ± 0.7      | ± 0.5 | ± 1.1 | ± 0.3          | ± 0.3     | ± 1.0 |

Ablation studies. To validate the components of our method, we test in Tab. 2 different
variations, reporting results on OTB100, UAV123, and NFS30. First, we remove the spectral
refining component from phase 2, taking out the temporal dependency and leaving the per
frame predictions independent. In the next experiment, we remove the neural net from
phase3 \( NN_{segm2bbox} \). In the next chunk, we investigate the number of input methods.
Last, we vary the number of spectral iterations from phase 2. The conclusions from this
wide ablation are the following: 1) the spectral refining component is very important,
emphasizing the initial intuition that preserving the object consistency in space and time
using our proposed spectral approach improves the overall performance in tracking. 2) The
quality of the input in our SFTrack++ method is important, but the more methods we use,
the better. 3) We obtain better results using only one single spectral iteration. We tried
Table 2: Ablations on OTB100+UAV123+NFS30 benchmarks. In the first group we remove from the pipeline phase 2 and phase 3, respectively. The results show that both components are crucial for the method. Next, we vary the number of input methods (1 to 5) but also their quality (best or median). We see that even the quality of the input matters, using more methods as input improves the overall performance. In the last part, we validate the number of spectral iterations, a single iteration achieving the best score, which slowly degrades over more iterations.

6. Findings

The pre-registered hypotheses that SFTrack++, our spectral approach that improves the space-time consistency of an object, improves the tracking performance proved to be valid.

Our method is not choosing the best input method, but it learns how to combine all inputs towards a superior performance, not only w.r.t. each input, but also w.r.t. a basic and a learned ensemble solution. SFTrack++ is robust, with a very low variance when re-training the entire pipeline from scratch, as shown in Tab. 1. We also noticed that the output of our method is very bold and it does not depend on a carefully chosen threshold. In Tab. 2 we show the importance of integrating the spectral clustering module in our SFTrack++ algorithm.

As a side observation, SFTrack++ has a weak performance on very small tracked objects when compared with single methods (UAV videos), but when compared with other ensembles, it achieves top results. This might be due to the large variance in the chosen individual methods predictions for the small objects.
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Figure 2: Qualitative results. We compare in the first line SFTrack++ with the input from individual methods. In the second line, we show the ground truth (in orange) and ensemble methods results that receive the same input as SFTrack++. We notice that even though the other ensembles fail to find a good bounding box, SFTrack++ manages to combine the input methods better, even in cases with a high variance among input methods.

In conclusion, SFTrack++ pre-registered proposal hypothesis validates through the proposed experimental protocol, with clear positive results.

7. Documented Modifications

There were several aspects where we need to deviate from the original protocol. Those aspects did not affect the core proposal and were mainly motivated by making the experiments less expensive in terms of computational cost, as detailed below.

Number of Benchmarks and Input Trackers. For each input tracker method considered, we run it in advance on all benchmarks (on training, valid, and test splits) to generate pre-processed input. We also generate the ground-truth bounding box segmentations for all benchmarks. This speeds up our training, making the overall training and testing self-contained, independent w.r.t. the input methods’ code. We drop out the VOT2018 benchmark because its evaluation protocol consists of running a tracker on sub-videos, therefore we should have run all the input trackers code online, and this would have been too time-consuming. We resized each frame to keep its aspect ratio, having its maximum dimension of 480 pixels. For training, for each video in the tracking benchmarks, we used only a sample with 5 frames. The pre-processed data for one single tracker, on segmentation and tracking benchmarks, for training, valid, and testing splits takes \( \approx 1 \text{ TB} \) (without LaSOT). Since LaSOT has a very large number of frames, we decided to drop it out to make the experiment time manageable. We considered that if we test our proposal on 5 trackers and 5 benchmarks, our core concept of the proposal would not be affected and the results would be sufficiently general and conclusive. We chose the 5 trackers (out of the 10 in the proposal) that were the easiest to integrate with the PyTracking Martin Danelljan (2019) framework.
\textit{NN_{feat2segm} module.} Since the considered trackers were very different, we couldn’t find a proper way to extract similar features from each tracker model and we decided to drop this ablation.

\textbf{Bounding box regression.} For extracting the bounding box coordinates out of the segmentation mask we use in all our experiments the region proposal from scikit-learn Pedregosa et al. (2011), with a 0.75 threshold for binarization. We did not perform an ablation study on bounding box regression because this would not be our contribution and did not influence our core proposal, this solution for bounding box regression being good enough to emphasize what we followed in our approach.
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