Adjusted win ratio with stratification: Calculation methods and interpretation
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Abstract
The win ratio is a general method of comparing locations of distributions of two independent, ordinal random variables, and it can be estimated without distributional assumptions. In this paper we provide a unified theory of win ratio estimation in the presence of stratification and adjustment by a numeric variable. Building step by step on the estimate of the crude win ratio we compare corresponding tests with well known non-parametric tests of group difference (Wilcoxon rank-sum test, Fligner–Policello test, van Elteren test, test based on the regression on ranks, and the rank analysis of covariance test). We show that the win ratio gives an interpretable treatment effect measure with corresponding test to detect treatment effect difference under minimal assumptions.
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1 Introduction
The win ratio (WR) as a measure for analyzing clinical endpoints was suggested in Pocock et al.1 and Wang and Pocock2 to handle composite endpoints where the components are not clinically equivalent. For example, in heart failure (HF) trials the primary endpoint of interest is usually time to the composite of cardiovascular death (CVD) or a heart failure hospitalization (HFH), whichever happens first for an individual. By combining these two into one composite endpoint, we disregard the fact that a hospitalization for HF is clinically different from CVD. To overcome this issue an order is introduced between the components of the composite endpoint and it is analyzed as an ordinal variable. The WR intends to introduce an appropriate statistical approach to analyze such endpoints. The idea is to compare the outcomes from two distributions and assign the values “win,” “loss,” or “tie” to these comparisons based on the value of the distribution of interest being correspondingly “better,” “worse,” or “equal” to the value from the other distribution. The advantage of such approach is that in very general situations a comparison can be defined. For example, if subjects are followed an equal period of time until an HFH or a CVD happens, an order can be introduced by treating censoring as being better (in terms of benefit to patients) than HFH which in turn is better than CVD, while subjects experiencing an event of the same type can be compared using the time of the event (later is better). Hence two groups of patients receiving different treatments can be compared using this ordering, and the benefit of one treatment against the other can be estimated
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using the WR. Recent years saw more applications of WR in clinical trials as a part of prespecified testing hierarchy. To give two examples, the recently announced EMPULSE trial (registration number NCT04157751 in ClinicalTrials.gov) is a multicenter, randomized, double-blind, 90-day superiority trial in patients hospitalized for acute HF, where the primary endpoint is defined as a hierarchical composite of time to death, number of HF hospitalizations, time to first HFH, and change in a clinical summary score of the Kansas City cardiomyopathy questionnaire (KCCQ-CSS) from baseline after 90 days of treatment (see Section 2.5). On the other hand, a large-scale cardiovascular outcome trial dapagliflozin in patients with heart failure and reduced ejection fraction (DAPA-HF) (registration number NCT03036124 in ClinicalTrials.gov) in patients with heart failure with reduced ejection fraction (HFrEF) used the WR for analyzing patient reported symptoms scores as the third secondary endpoint. Application of the WR approach in the DAPA-HF trial will be the central topic of Section 5.

In parallel, statistical methods for analyzing the WR started to gain more attention. In Pocock et al.,\textsuperscript{1} a confidence interval was constructed only for the so-called matched WR, which uses a restrictive definition of the WR. For the general definition of the WR, Wang and Pocock\textsuperscript{2} constructed a confidence interval using the bootstrap approach. Dong et al.\textsuperscript{3} gave an analytical approach for construction of a confidence interval and corresponding hypothesis testing using logarithmic asymptotic distribution of the WR. In subsequent papers, the authors provided generalization of the WR for the stratified analysis in Dong et al.,\textsuperscript{4} interpretation of the WR (including the definition of estimands for the WR as described in ICH Harmonised Guideline\textsuperscript{5}), and handling of ties in Dong et al.\textsuperscript{6} The papers\textsuperscript{7,8} derive an alternative standard error estimate for the WR using counting process methods. Usually in the time-to-event setting, the follow-up time and the outcome at the end of the follow-up are used to define the ordering, as was initially described in Pocock et al.,\textsuperscript{1} which means that the censoring is not used in the traditional sense of having incomplete observations. Oakes,\textsuperscript{9} following Efron,\textsuperscript{10} introduces a WR estimate for the censored observations. In our setting, time will be fixed and will not be used in defining the order between the outcomes.

Almost all existing analytical solutions for the standard error estimation for the WR use the theory of U-statistics developed in the seminal paper,\textsuperscript{11} and the relationship of the WR and the Mann–Whitney test statistic is apparent (see Bebu and Lachin\textsuperscript{12}). In this article we will further explore this relationship and will reformulate the results of the generalized Mann–Whitney statistic (stratified and adjusted for a numeric baseline covariate), developed extensively in the papers,\textsuperscript{13–19} to account for this new change in concepts.

The WR is defined as an odds of the win probability (WP). First, the WP is introduced as the theoretical probability of one, in general, ordinal random variable being greater than a second ordinal random variable under the condition that these random variables are independent. Several examples illustrate how this theoretical probability can be calculated if the underlying distributions of these random variables are known. Then a crude estimate of the WP, called win proportion, is introduced, and a simulation shows the convergence of the win proportion to the WP. Building step by step on the crude win proportion, continuous baseline covariate adjustment and stratification is introduced. In each step, the test based on the WP is compared with well-known tests for group difference (Wilcoxon rank-sum test, Fligner–Policello test, van Elteren test, test based on the regression on ranks, and the rank ANCOVA test).

Section 2 gives the definition of the WP, its interpretation, the estimation, and the construction of confidence intervals. In this section we also discuss the applied problem where the WR approach can be used. Section 3 generalizes the win proportion for the stratified analysis and adjustment with a numeric covariate. Section 4 compares the tests based on the WP with other non-parametric tests. Section 5 applies the theory to the analysis of symptoms scores in DAPA-HF landmark trial.

2 WP

In this section we will define and investigate the properties of the non-adjusted (crude) WP. Non-adjusted in our setting means that we observe only the response variables without predictors. In the following sections, the analysis time is fixed.

2.1 Definition and interpretation of WP

To characterize the treatment effect of the active group in comparison to the placebo group we introduce the “win probability” of the active treatment against the placebo as

\[
P(\eta > \zeta)\]
In this case $P(\eta > \xi) > \frac{1}{2}$ favors the active treatment, whereas $P(\eta > \xi) < \frac{1}{2}$ favors placebo, with no treatment difference in the case of $P(\eta > \xi) = \frac{1}{2}$. Our goal will be to test the hypothesis of whether there is a treatment effect difference between the active group and the placebo group based on the WP. Before proceeding with the statistical analysis, we describe an example of how the WP can be interpreted.

**Example 1.** Suppose that $\xi$ has a uniform distribution $\xi \sim U[0, a]$, $a > 0$. The random variable $\eta$ is independent of $\xi$ and has a uniform distribution, shifted by a non-negative number $\delta$ ($0 \leq \delta \leq a$), that is $\eta \sim U[\delta, a + \delta]$. Then, it follows that

$$P(\eta > \xi) = \frac{1}{2} + \frac{(2a - \delta)\delta}{2a^2}$$

If $\delta = 0$, meaning that the random variables have the same distribution $U[0, a]$, then $P(\eta > \xi) = \frac{1}{2}$. Figure 1 shows the probability density function (pdf) of the random variable $\eta - \xi$ in the case when $\delta = 0$. The probability $P(\eta - \xi > 0)$ is the area under the curve to the right of the origin. The pdf is symmetric, therefore the probability of the difference being positive is $\frac{1}{2}$.

If $0 < \delta < a$, then the pdf of $\eta - \xi$ will be shifted to right by $\delta$. The probability $P(\eta - \xi > 0)$ will be the grey area in Figure 2, which is $\frac{1}{2}$ plus the area of the trapezoid over the interval $[0, \delta]$, calculated as

$$P(\eta > \xi) = \frac{1}{2} + \frac{1}{2} \delta \left( \frac{a - \delta}{a^2} + \frac{1}{a} \right) = \frac{1}{2} + \frac{(2a - \delta)\delta}{2a^2}$$

Remembering that $\delta = E(\eta - \xi)$, we see that the difference between the WP and $\frac{1}{2}$ is the difference in probability corresponding to the change from 0 of the mean difference of random variables. So, the mean difference $\delta \in [0, a]$ of random variables corresponds to the following deviation of the WP from $\frac{1}{2}$

$$P(\eta > \xi) - \frac{1}{2} = \frac{(2a - \delta)\delta}{2a^2}$$

**Figure 1.** Difference of i.i.d. uniform random variables. pdf: probability density function.

**Figure 2.** Difference of uniform distributions—shifted. pdf: probability density function.
We see that there is a quadratic increase in the WP, which will attain its maximal value for the shift \( \delta = a \). In the latter case \( P(\eta > \xi) = 1 \), since the intervals where the densities are not 0 are completely separated and the density of \( \eta \) is entirely to the right of the density of \( \xi \). Hence the WP gives a quantitative probabilistic interpretation to the mean difference.

In Example 1 we had two identically distributed random variables, one of which had shifted mean value. The next example shows that the same interpretation is true for normally distributed random variables, even if the variance of random variables is different as well.

**Example 2.** Suppose that \( \xi \sim N(m_1, \sigma_1^2) \) and \( \eta \sim N(m_2, \sigma_2^2) \) are independent, normally distributed random variables. Then \( \eta - \xi \sim N(m_2 - m_1, \sigma_1^2 + \sigma_2^2) \). The probability \( P(\eta > \xi) \) is the grey region in Figure 3 (shown for the case \( m_2 > m_1 \)), and it can be calculated using the formula

\[
P(\eta > \xi) = \Phi\left(\frac{m_2 - m_1}{\sqrt{\sigma_1^2 + \sigma_2^2}}\right)
\]

where \( \Phi(\cdot) \) is the distribution function of the standard normal random variable. For example, in the case of \( \xi \sim N(0, 1) \) and \( \eta \sim N(1, 1) \), we have \( P(\eta > \xi) = 0.76 \), and when \( \xi \sim N(0, 1) \) but \( \eta \sim N(1, 4) \), then \( P(\eta > \xi) = 0.67 \). The latter shows that the increase of variance in one of the random variables reduces the WP.

**Remark 1.** The random variable \( \xi \) is called symmetric if it has the same distribution as \( -\xi \). The median of the distribution of the random variable \( \xi \) is defined as any number \( \mu \) satisfying the inequalities

\[
P(\xi \geq \mu) \geq \frac{1}{2} \quad \text{and} \quad P(\xi \leq \mu) \geq \frac{1}{2}
\]

The following statements immediately follow from the definitions above.

1. If \( \xi \) has a continuous distribution and a unique median \( \mu_0 \), then

\[
P(\xi > \mu_0) = \frac{1}{2}
\]

2. If \( \xi \) has a continuous distribution which is symmetric, then

\[
P(\xi > 0) = \frac{1}{2}
\]

3. For all continuous, identically distributed random variables \( \xi \) and \( \eta \), the WP is equal to \( P(\eta > \xi) = \frac{1}{2} \). Indeed, since \( \xi = \eta - \xi \) is symmetric, then the WP of both random variables will be \( \frac{1}{2} \).

Using Remark 1, Examples 1 and 2 can be generalized as follows.

![Figure 3](https://via.placeholder.com/150)  
**Figure 3.** Difference of two normal distributions. pdf: probability density function.
**Example 3.** Suppose that the independent random variables $\xi$ and $\eta$ have continuous distributions.

1. If there is a real number $\delta$ such that the random variable

   $$\xi = \eta - \xi - \delta$$

   is symmetric, then

   $$P(\eta > \xi + \delta) = \frac{1}{2}$$

   Hence the equality of the WP to $\frac{1}{2}$, that is $\theta = \frac{1}{2}$ is the same as $\delta = 0$. The inequality $\delta < 0$ is equivalent to $\theta < \frac{1}{2}$ and $\delta > 0$ is equivalent to $\theta > \frac{1}{2}$.

   In particular, since $E(\xi) = 0$ (because $\xi$ is symmetric, see point 2 of Remark 1), then we have $\delta = E(\eta) - E(\xi)$, hence $\theta = \frac{1}{2}$ is equivalent to equality of means of these random variables. Again, the WP can be used also for the comparisons of means, namely if $E(\eta) > E(\xi)$ then $P(\eta > \xi) > \frac{1}{2}$ and if $E(\eta) < E(\xi)$ then $P(\eta > \xi) < \frac{1}{2}$.

2. Suppose that the random variable $\xi = \eta - \xi$ has a unique median $\delta_0$. Then, again

   $$P(\eta > \xi + \delta_0) = \frac{1}{2}$$

   Hence, $\theta = \frac{1}{2}$ is the same as the median of the difference of these random variables being 0. A positive value of $\delta_0$ means the WP is greater than $\frac{1}{2}$, and negative $\delta_0$ means the WP is less than $\frac{1}{2}$.

3. Suppose that there exists a real number $\delta$ such that $\xi$ and $\eta - \delta$ have the same distribution function $F(\cdot)$. This means that the distribution function of $\eta$ differs from the distribution of $\xi$ only by a shift $\delta$ (like in Example 1). From point 3 in Remark 1 we get

   $$P(\eta - \delta > \xi) = \frac{1}{2}$$

   Thus, as in the examples above, $\theta = \frac{1}{2}$ means there is no shift in distributions, whereas $\theta > \frac{1}{2}$ expresses a positive shift and $\theta < \frac{1}{2}$ expresses a negative shift.

**Remark 2.** Example 3 shows that the WP, $\theta$, expresses, in some sense, a comparison of locations of two distributions (like the mean difference, the median of the difference of distributions or, in the case of shifted distributions, the shift). While the mentioned location comparison statistics are relevant under some assumptions, the WP can be defined in all cases, even when the random variables are ordinal (comparison of the random variables is defined, but the difference or sum is not). Also, from equation (2) in Example 2, we see that the value of the WP can depend on the scale parameters of the distributions (the variances) as well, which shows that the WP can contain more information about the comparison of two distributions than just the comparison of their locations. (In this case it contains information about the spread of the distributions as well). Thus, the WP gives more complete information about closeness (equality) of distributions.

So far we have considered only random variables with continuous distributions. The following example considers the case of discrete random variables.

**Example 4.** Consider the case of discrete random variables. Suppose that the variable $\xi$ is constant and $\xi = 1$, whereas the random variable $\eta$ takes the values $\eta \in \{1, 2\}$ with corresponding probabilities $p_1 = 0.8$, $p_2 = 0.2$. Then

$$P(\eta > \xi) = P(\eta = 2) = 0.2$$

So the WP of the random variable $\eta$ is less than $\frac{1}{2}$. But if we consider the mean values of these variables we see that $E(\xi) = 1$ and $E(\eta) = 1.2$. Clearly, the comparison of the WP with $\frac{1}{2}$ does not reflect the difference in the mean values. The reason is the presence of ties, in other words the probability of the event $\{\xi = \eta\}$ is positive.

To have consistency with the case of continuous random variables, where $P(\eta > \xi) > \frac{1}{2}$ reflected the fact of $\eta$ being better than $\xi$, we need to redefine the WP. By modifying the definition (1) of a WP as follows

$$\theta = P(\eta > \xi) + 0.5P(\eta = \xi)$$

(3)
we can have a general definition of a WP for all random variables. In Example 4 this redefined WP would be

\[ P(\eta > \xi) + 0.5P(\eta = \xi) = P(\eta = 2) + 0.5P(\eta = 1) = 0.6 \]

The important property in Remark 1 of identically distributed random variables having the WP equal to \( \frac{1}{2} \) can be extended to the case of non-continuous random variables as well. Denote \( \zeta = \eta - \xi \), which again will be symmetric, that is \( P(\zeta < x) = P(-\zeta < x) \) for all real values \( x \). Hence from the equality \( P(\zeta > 0) + P(\zeta < 0) + P(\zeta = 0) = 1 \) we get \( 2P(\zeta > 0) + P(\zeta = 0) = 1 \), and so \( P(\eta > \xi) + 0.5P(\eta = \xi) = \frac{1}{2} \). Therefore, \( \theta = \frac{1}{2} \) and hence-forth we will use the general definition (3) of the WP.

**Remark 3.** (number needed to treat (NNT)) Consider the case when the independent random variables \( \eta \) and \( \xi \) are Bernoulli random variables with the probability of success being, correspondingly, \( p \) and \( q \). Then, the WP of \( \eta \) against \( \xi \) would be

\[
\theta = P(\eta = 1, \xi = 0) + \frac{1}{2}(P(\eta = 0, \xi = 0) + P(\eta = 1, \xi = 1))
\]
\[
= p(1-q) + \frac{1}{2}(pq + (1-p)(1-q)) = \frac{p-q}{2} + \frac{1}{2}
\]

Sometimes to characterize the benefit of an active treatment over a control an NNT is calculated as the inverse of the absolute benefit of intervention (see, for example Chatellier et al.\textsuperscript{2b})

\[
NNT = \frac{1}{p - q}
\]

Therefore, the NNT can be calculated using the WP as follows

\[
NNT = \frac{1}{2\theta - 1}
\]

This formula can be used in a more general setting as well when \( \eta \) and \( \xi \) are any two ordinal random variables. To calculate the estimated NNT we need to replace the WP with its estimate.

### 2.2 WP estimation

Suppose we have two groups of subjects receiving different treatments. The first group receives placebo and the second group receives an active treatment. At some prespecified time point a measurement for the primary variable of interest is done and the following values are obtained

\[
Y_1 = (y_{11}, \ldots, y_{1m_1}), \quad Y_2 = (y_{21}, \ldots, y_{2m_2})
\]

where \( n_2 \) is the number of subjects in the active treatment group and \( n_1 \) is the number of subjects in the placebo group. We consider only the case when only a single measurement per subject is done and there are no missing values. The measurement values are, in general, ordinal—they have a natural ordering, that is the values can be compared, but, unlike the numeric values, there is no distance defined between values. We take the convention that higher values correspond to better outcome. We assume that \( y_{2j}, j = 1, \ldots, n_2 \) are an independent and identically distributed (i.i.d.) sample from the distribution of the random variable \( \eta \) and \( y_{1i}, i = 1, \ldots, n_1 \) are an i.i.d sample from \( \xi \). We additionally require that \( \eta \) and \( \xi \) be independent.

Consider the estimation problem of the WP (3) for independent, in general ordinal, random variables \( \eta \) and \( \xi \) using the samples (4). The events \( \{ \xi < \eta \} \) and \( \{ \xi = \eta \} \) are defined on the set of all possible values \( (\xi, \eta) \). Hence, to estimate the probability (3) we can use the estimator

\[
\hat{\theta}_N = \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} (\mathbb{I}\{y_{2j} > y_{1i}\} + 0.5\mathbb{I}\{y_{1i} = y_{2j}\})
\]

(5)
Here \( \mathbb{1} \) is an indicator taking the value 1 if the corresponding specification is satisfied, or 0 otherwise, and \( N = (n_1 + n_2) \). There are \( n_1 n_2 \) possibilities of comparing a component of \( Y_2 \) to a component of \( Y_1 \). For each comparison we can have three results—a “win” for the active group if \( y_{2j} > y_{1i} \), a “loss” if \( y_{2j} < y_{1i} \), or a “tie” if \( y_{1i} = y_{2j} \). The estimator (5) counts the number of wins and one half of the number of ties over all possible combinations. The statistic \( n_1 n_2 \hat{\theta}_N \) is known as the \textit{Mann–Whitney statistic}. The estimator \( \hat{\theta}_N \) is a simple frequency estimator to estimate the probability of success in a trinomial trial. By the \textit{law of large numbers} this estimator tends to the \( WP \), when \( N \to +\infty \). We call the estimator (5) \textit{the win proportion} of the active group against the placebo group. Modifying the win proportion we can write

\[
\hat{\theta}_N = \frac{1}{n_2} \sum_{j=1}^{n_2} \left( \frac{1}{n_1} \sum_{i=1}^{n_1} \left( \mathbb{1} \{ y_{2j} > y_{1i} \} + 0.5 \mathbb{1} \{ y_{1i} = y_{2j} \} \right) \right)
\]

(6)

where

\[
p_j = \frac{1}{n_1} \sum_{i=1}^{n_1} \left( \mathbb{1} \{ y_{2j} > y_{1i} \} + 0.5 \mathbb{1} \{ y_{1i} = y_{2j} \} \right), \quad j = 1, \ldots, n_2
\]

(7)

We call these quantities the \textit{individual win proportions} of subject \( j \) in the active group against the placebo group. In the same way, we can define the win proportion of an individual \( i \) in the placebo group against the active group as

\[
q_i = \frac{1}{n_2} \sum_{j=1}^{n_2} \left( \mathbb{1} \{ y_{2j} < y_{1i} \} + 0.5 \mathbb{1} \{ y_{1i} = y_{2j} \} \right), \quad i = 1, \ldots, n_1
\]

(8)

It is easy to see that

\[
\hat{\theta}_N = \frac{1}{n_2} \sum_{j=1}^{n_2} p_j = 1 - \frac{1}{n_1} \sum_{i=1}^{n_1} q_i
\]

(9)

Thus, the mean of the \( p_j \) in equation (7) and the mean of the \( q_i \) in equation (8), respectively, estimate the probabilities \( \theta \) and \( (1 - \theta) \) (see equation (3)). Therefore, the samples (4) of independent, in general ordinal random variables, can be replaced by numeric samples (see Appendix V in Koch et al.\(^{18}\))

\[
Y_2^0 = (p_1, p_2, \ldots, p_{n_2}), \quad Y_1^0 = (q_1, q_2, \ldots, q_{n_1})
\]

(10)

The following theorem provides the asymptotic normality of the win proportion as an estimator for the \( WP \).

**Theorem 1.** \textit{If} \( \frac{N}{n_1} \to \lambda \in (0, 1) \), \textit{as} \( N \to +\infty \), \textit{and independent random variables} \( \xi \) \textit{and} \( \eta \) \textit{have continuous distributions, then}

\[
\sqrt{N}(\hat{\theta}_N - \theta) \Rightarrow \mathcal{N} \left( 0, \frac{\sigma_{10}^2}{\lambda} + \frac{\sigma_{01}^2}{1 - \lambda} \right), \quad \text{as} \ N \to +\infty
\]

where

\[
\sigma_{10}^2 = \text{Cov}(\mathbb{1} \{ \xi < \eta \}, \mathbb{1} \{ \xi' < \eta' \}) = \mathbf{P}(\xi < \eta, \xi' < \eta') - \mathbf{P}(\xi < \eta) \mathbf{P}(\xi' < \eta')^2,
\]

\[
\sigma_{01}^2 = \text{Cov}(\mathbb{1} \{ \xi < \eta \}, \mathbb{1} \{ \xi < \eta' \}) = \mathbf{P}(\xi < \eta, \xi < \eta') - \mathbf{P}(\xi < \eta) \mathbf{P}(\xi < \eta')^2
\]

Here \( \xi, \xi', \eta, \eta' \) are independent. \( \xi, \xi' \) have the same distribution and \( \eta, \eta' \) have the same distribution.
The proof of Theorem 1 is based on the theory of U-statistics developed in Hoeffding.\textsuperscript{11} See also the Theorem 12.6 in Van der Vaart.\textsuperscript{21} For generalizations, see Puri and Sen.\textsuperscript{14}

The following theorem from Koch et al.\textsuperscript{18} gives estimates for the variances \( \sigma_{10}^2, \sigma_{01}^2 \).

**Theorem 2.** Suppose that the random variables \( \xi \) and \( \eta \) are independent and not constant. The estimator \( \hat{\theta}_N \) (see equation (5)) of the WP (3) is asymptotically normal with

\[
Z_N = \frac{\hat{\theta}_N - \theta}{\sqrt{\frac{\text{var}(Y^2_0)}{n_2} + \frac{\text{var}(Y^1_0)}{n_1}}} \Rightarrow N(0, 1), \quad \text{as } n_1 \to +\infty, \ n_2 \to +\infty
\]

where \( \text{var}(Y^2_0) \) and \( \text{var}(Y^1_0) \) denote the estimates of the variances

\[
\text{var}(Y^2_0) = \frac{1}{n_2 - 1} \sum_{j=1}^{n_2} (p_j - \hat{\theta}_N)^2, \quad \text{var}(Y^1_0) = \frac{1}{n_1 - 1} \sum_{i=1}^{n_1} (q_i - (1 - \hat{\theta}_N))^2
\]

The proof of Theorem 2 can be found in Brunner and Munzel,\textsuperscript{22} where the theorem is formulated slightly differently (see Theorem 3). In Section 2.3, we will show the equivalence of the formulations of these theorems.

Since from equation (9) we see that \( \hat{\theta}_N = \frac{1}{n_2} \sum_{j=1}^{n_2} p_j \) and \( 1 - \hat{\theta}_N = \frac{1}{n_1} \sum_{i=1}^{n_1} q_i \), Theorem 2 allows construction of a confidence interval for the WP (3) using only the mean values and variances of the samples (10).

**Example 5.** Suppose that \( \xi \sim N(2, 4^2) \) and \( \eta \sim N(4, 2^2) \) are independent, normally distributed random variables. The WP is (see formula (2)) \( \theta = 0.673 \). If we sample \( n_1 = 100 \) numbers from \( \xi \) and \( n_2 = 500 \) numbers from \( \eta \), then using equation (5) and Theorem 2 we can calculate the win proportion \( \hat{\theta}_N = 0.64332 \) and its standard error, \( se = 0.0357 \). The Figure 4 shows the convergence of the win proportion to the WP when \( n_1 = 100 \) is fixed and \( n_2 \) is changing from 1 to 500 in a single random sample.

![Figure 4](image)

**Figure 4.** Consistency and asymptotic normality of the win proportion.

Left figure (Convergence to win probability illustrated by a random sample): The left side of this figure corresponds to the case when \( n_1 = 100 \) and \( n_2 = 1 \), hence the estimator (the win proportion) is far from the “unknown” true parameter \( \theta \) (the win probability). As we move to the right along the horizontal axis, the sample size of the active group increases to 500, and the rightmost part of the figure corresponds to the case of \( n_1 = 100 \) and \( n_2 = 500 \). Therefore we see, that by keeping the sample size of the placebo group constant and gradually increasing the sample size of the active group, the performance of the win proportion improves, and it becomes closer to the win probability. The same would be true if we were to fix the sample size of the active group and gradually increase the sample size of the placebo group. This figure illustrates the importance of the condition in Theorem 2 that the sample sizes of both treatment groups need to tend to infinity.

Right figure (Asymptotic normality): Repeated sampling (1000 times), resulting histogram of the \( Z \) statistic described in Theorem 2.
2.3 Comparison to Wilcoxon rank-sum statistic

In this section we give details about the well known relationship between the Mann–Whitney statistic described in Section 2.2 and the Wilcoxon two sample rank-sum test. Consider the combined sample of length \( N = n_1 + n_2 \) of response values across the two treatment groups

\[ Y = (y_{11}, \ldots, y_{1n_1}, y_{21}, \ldots, y_{2n_2}) \]  

\[(11)\]

Denote by \((R_{11}, \ldots, R_{1n_1}, R_{21}, \ldots, R_{2n_2})\) the ranks of the sample \( Y \). To get the ranks we need to order the values \( y_{ij} \) increasingly. If all the values are different, then the smallest value will have the rank 1 and the biggest value will have the highest rank equal to \( N \). If several values are equal, then each one of them will get the mean value of their ranks. Therefore, assigning the mean value of the ranks to the equal values is equivalent to adding the half of all ties to the sum of wins (see the definition in equation (5)).

For example, if we have the numbers \((3, 3, 2, 1, 4, 4, 4, 4, 4)\) then their ranks will be \((3.5, 3.5, 2, 1, 7, 7, 7, 7, 7)\). Consider the sum of the ranks of the second (active) treatment group

\[ W = \sum_{j=1}^{n_2} R_{2j} \]

This rank-based statistic is called the Wilcoxon rank-sum statistic. If we return to our concepts of “winning” and “losing,” then, for the sample \( Y \) in equation (11) with no ties, by subtracting 1 from the rank of the value, we will get the number of wins of that value in the entire sample. That is, \( y_{2j} \) wins against \( R_{2j} - 1 \) numbers in the combined sample \( Y \). For example, if the rank of a value is 5, then this value wins against 4 other values. Now, if we introduce ranks in the second group separately, \((R_{21}, \ldots, R_{2n_2})\), in the same way, \( R_{2j} - 1 \) will show the number of wins of the value \( y_{2j} \) against its own group. Hence, if we take the rank of the value in the entire sample and subtract the rank of the value in its own sample, \( R_{2j} - R_{2j} \), we get the number of wins of that value against the other group. Hence, if we take sum of the ranks of the second group in the entire sample and subtract the sum of the ranks of the second group ranked separately, then we will get the total number of wins of the second group against the first group. Hence

\[ n_1n_2 \hat{\theta}_N = \sum_{j=1}^{n_2} (R_{2j} - \tilde{R}_{2j}) \]

\[(12)\]

The sum of all ranks in the second group is always \( \frac{n_2(n_2+1)}{2} \) as it is the sum of numbers \( 1, \ldots, n_2 \). Thus

\[ n_1n_2 \hat{\theta}_N = W - \frac{n_2(n_2+1)}{2} \]

\[(13)\]

which is the well known relationship between the Wilcoxon rank-sum statistic \( W \) and the Mann–Whitney statistic.

**Remark 4.** Moreover, the relationship (13) (therefore also equation (12)) is true even in the situations where there are ties. Indeed, a rank corresponds to the number of wins \(+1/2\) the number of ties and added 1 in the corresponding set being ranked. Therefore, assigning the mean value of the ranks to the equal values is equivalent to adding the half of all ties to the sum of wins (see the definition in equation (5)).

The following theorem is due to Brunner and Munzel.\(^2^2\)

**Theorem 3.** Suppose that the random variables \( \xi \) and \( \eta \) are independent and not constant. The estimator (5) of the WP (3) is asymptotically normal and

\[ \frac{\hat{\theta}_N - \theta}{\sigma_N} \Rightarrow \mathcal{N}(0, 1), \quad \text{as } n_1 \to +\infty, \; n_2 \to +\infty \]

where the variance (or squared standard error) is equal to

\[ \sigma_N^2 = \frac{1}{n_1(n_1-1)n_2^2} \sum_{i=1}^{n_1} \left( R_{1i} - \tilde{R}_{1i} - \tilde{R}_1 + \frac{n_1 + 1}{2} \right)^2 + \frac{1}{n_2(n_2-1)n_1^2} \sum_{j=1}^{n_2} \left( R_{2j} - \tilde{R}_{2j} - \tilde{R}_2 + \frac{n_2 + 1}{2} \right)^2 \]

\[(14)\]
and $\bar{R}_1 = \frac{1}{n_1} \sum_{i=1}^{n_1} R_{1i}$ and $\bar{R}_2 = \frac{1}{n_2} \sum_{j=1}^{n_2} R_{2j}$.

Based on previous considerations, we can write the win proportion (see equation (7)) of each subject in the active group as $n_1 p_j = (R_{2j} - \bar{R}_{2j})$. On the other hand (see equation (13))

$$\frac{1}{n_1} \left( \bar{R}_2 - \frac{n_2 + 1}{2} \right) = \frac{1}{n_1 n_2} \sum_{j=1}^{n_2} R_{2j} - \frac{(n_2 + 1) n_2}{2 n_1 n_2} = \frac{1}{n_1 n_2} \sum_{j=1}^{n_2} (R_{2j} - \bar{R}_{2j})$$

and finally, using equations (6) and (12), we get

$$\frac{1}{n_1 n_2} \sum_{j=1}^{n_2} (R_{2j} - \bar{R}_{2j}) = \frac{1}{n_2} \sum_{j=1}^{n_2} p_j = \hat{\theta}_N$$

which means that

$$\frac{1}{n_2(n_2 - 1)n_1^2} \sum_{j=1}^{n_2} \left( R_{2j} - \bar{R}_{2j} - \bar{R}_2 + \frac{n_2 + 1}{2} \right)^2 = \frac{1}{n_2(n_2 - 1)} \sum_{j=1}^{n_2} (p_j - \hat{\theta}_N)^2$$

Using the same arguments we get

$$\hat{\sigma}_N^2 = \frac{1}{n_1(n_1 - 1)} \sum_{i=1}^{n_1} \left( q_i - (1 - \hat{\theta}_N) \right)^2 + \frac{1}{n_2(n_2 - 1)} \sum_{j=1}^{n_2} \left( p_j - \hat{\theta}_N \right)^2$$

which is the same variance as in Theorem 2. Thus, the classical relationship between the Mann–Whitney statistic and Wilcoxon rank-sum statistic holds for the tied values as well. The estimator of the WP is

$$\hat{\theta}_N = \frac{1}{n_2} \sum_{j=1}^{n_2} p_j = \frac{1}{n_1 n_2} \sum_{j=1}^{n_2} (R_{2j} - \bar{R}_{2j})$$

and the standard error of this estimate can be easily calculated using the means and the variances of the sample (10).

**Remark 5.** Formula (15) and that for $\hat{\sigma}_N^2$ in Theorem 3 are computationally less intense to implement than formula (6). Therefore, formula (15) is more preferable. For formulas (12), (13), and (15) see the last paragraph of Appendix VII: Computations in Koch et al.18

### 2.4 Hypothesis testing for WR

Alongside the WP, which was introduced to characterize the difference in treatment effects in two treatment groups, we will consider also the WR which is the odds of winning of the active group against the placebo group. The WR, $\kappa$, is defined as the WP divided by the probability of loss (having ties equally divided between wins and losses), that is

$$\kappa = \frac{\theta}{1 - \theta} = \frac{P(\eta > \xi) + 0.5P(\eta = \xi)}{P(\eta < \xi) + 0.5P(\eta = \xi)}$$

A WR $\kappa = 1$ corresponds to the WP being equal to $\theta = \frac{1}{2}$. Hence, $\kappa > 1$ corresponds to having a positive treatment effect. As we saw in the previous examples, a positive mean difference corresponds to $\kappa > 1$. Now consider the setting of time-to-event analysis.
Example 6. Consider survival times in two treatment groups when there is no censoring. \( \eta \) is the survival time in the active group, whereas \( \xi \) is the survival time in the placebo group. Suppose that these two independent random variables follow exponential distributions with parameters \( \sigma \) and \( \lambda \) correspondingly

\[
\eta \sim \mathcal{E}(\sigma), \quad \xi \sim \mathcal{E}(\lambda)
\]

In other words, the hazard functions in the two groups are constant. In this case the WP of the active group is the probability of having longer survival time in the active group. It can be seen that the WP is

\[
\theta = \mathbb{P}(\eta > \xi) = \frac{\lambda}{\lambda + \sigma} = \frac{\mathbb{E}(\eta)}{\mathbb{E}(\xi) + \mathbb{E}(\eta)}
\]

Hence, in this example the WR is the inverse of the hazard ratio

\[
\kappa = \frac{1}{\theta} = \frac{\mathbb{E}(\eta)}{\mathbb{E}(\xi)} = \frac{\lambda}{\sigma}
\]

This means that if the hazard ratio of active treatment versus placebo is smaller than 1, then the WR is greater than 1. In other words, to have better survival time the treatment group needs to have smaller hazard.

Example 6 shows that in the time-to-event setting without censoring and with constant hazards, the WR is the same as the inverse of the hazard ratio. This relationship between the WR and the hazard ratio remains true under the more general proportional hazards assumption.

Example 7. Suppose again that \( \eta \) is the survival time in the active group, whereas \( \xi \) is the survival time in the placebo group. Consider the survival functions of these independent random variables

\[
S_\eta(t) = \mathbb{P}(\eta \geq t), \quad S_\xi(t) = \mathbb{P}(\xi \geq t)
\]

We assume that the hazard functions of these random variables are proportional (the hazard ratio is constant), which means that \( S_\eta(t) = S_\xi(t)^{HR} \), where HR is the hazard ratio of random variables \( \eta \) and \( \xi \). Also in this case, \( \theta = \frac{1}{1-HR} \) and \( \kappa = \frac{\theta}{1-\theta} = \frac{1}{HR} \).

The treatment effect comparison can be tested by the following hypothesis for the WR

\[
\mathcal{H}_0 : \kappa = 1 \quad \text{against} \quad \mathcal{H}_1 : \kappa \neq 1 \quad (17)
\]

Theorem 2 and 3 allow construction of an asymptotic test of level \( \alpha \in (0,1) \). Indeed, for example from Theorem 3, we have

\[
\mathbb{P}\left( \theta \in \left[ \hat{\theta}_N - C_\alpha \hat{\sigma}_N, \hat{\theta}_N + C_\alpha \hat{\sigma}_N \right] \right) \to 1 - \alpha
\]

where \( C_\alpha \) is the \( 1 - \frac{\alpha}{2} \) quantile of the standard normal distribution. Hence the null hypothesis \( \theta = \frac{1}{\lambda} \) will be rejected if

\[
\frac{1}{\lambda} \notin \left[ \hat{\theta}_N - C_\alpha \hat{\sigma}_N, \hat{\theta}_N + C_\alpha \hat{\sigma}_N \right]
\]

The asymptotic type I error of this test will be \( \alpha \). Since \( \kappa = \frac{\theta}{1-\theta} \), an estimator for the WR is

\[
\hat{\kappa}_N = \frac{\hat{\theta}_N}{1 - \hat{\theta}_N}
\]
Since the function \( f(x) = \frac{1}{x} \) is an increasing function for \( x \in (0, 1) \), its application to the asymptotic confidence interval of the WP will produce an asymptotic confidence interval for the WR as

\[
\left[ f(\hat{\theta}_N - C_a \hat{\sigma}_N), f(\hat{\theta}_N + C_a \hat{\sigma}_N) \right]
\]

### 2.5 Application of the WR

The most common application of the WR approach in clinical trials is in analyzing the so-called \textit{hierarchical composite endpoints}. Such endpoints arise from combining outcomes of different clinical importance into a composite. In such cases it is not reasonable to consider the components of the composite as outcomes of the same type, rather it is more reasonable to introduce a hierarchy (ranking) of outcomes based on their severity. The WR approach can handle any method of ranking, but the choice of ranking has implications on the interpretation of the corresponding WR. Below we give an example of how hierarchical composite endpoints can be defined and how the definition of the ranking impacts the magnitude and interpretation of a treatment effect measure estimated by a WR.

Consider a clinical trial where an objective is to compare the change from baseline of the primary variable of interest in two treatment groups at a specific time point, say, at the end of the trial. The primary variable can be a measurement of a biomarker or a score of a questionnaire. If the subject dies during the trial, then the change from baseline of the primary variable will be missing. The assumption of missingness at random may be violated if there is a treatment effect on mortality. A more specific example is given in Section 5, where the score from a symptom questionnaire is described. There is an apparent correlation between deterioration in symptoms and increased risk of death. Hence, if the subject died before the end of the trial, then we need to incorporate this information into the analysis of the primary variable, if we are interested to measure the treatment effect as it is and not in a conditional setting of subjects being alive. This can be done by considering the composite of the death and the change from baseline in the primary variable of interest, assigning the “worst” change value to the subjects who die during the trial. In this case, combining numerical values with death will convert the primary variable of interest into an ordinal variable. Then the WR can be used to compare the treatment effect in two groups.

To incorporate death into the analysis of the primary variable, we can choose several strategies. Death is always considered worse than any measured change from baseline. There are the following strategies to manage death:

1. Treat all deaths as equal, in other words, assign all deaths the same ordinal value.
2. Ordering among deaths is defined based on a characteristic not directly related to death, observed at or after baseline. For example, if there are measurements of the same primary variable taken prior to death, then ordering among deaths can be done based on each individual’s last observed value of change from baseline while alive, meaning that if a subject has a higher change before dying than another subject who died, then this subject will have a higher ordinal value than the other subject. In a setting where there are no intermediate measurements taken, such a strategy would correspond to a baseline carried forward approach. More generally, any other measurement of a subject made during the trial, even if it is done not on the primary variable of interest, can be used to define ordering among deaths. Any clinically justified combination of characteristics measured at or after baseline could be used, as long as there is a sound rationale for the importance of such factors.
3. Ordering among deaths is defined by characteristics that are directly related to the event of death. For example, ordering among deaths can be done based on each individual’s observed survival time, meaning that if a subject died later than another subject, then this subject will have a higher ordinal value than the other subject. Another example is the definition of the order based on the cause of death.

In Section 5 we will consider only the first two cases. In the first analysis all deaths will have the same ordinal value. As an alternative approach we will introduce ordering among deaths based on the last observed value of the same primary variable while alive. All other \textit{intercurrent} events, for example hospitalizations, happening between the baseline measurement and the measurement done at the prespecified time point will not be included in the analysis and subsequent values of the primary variable of interest will be used. This corresponds to treatment policy strategy of handling intercurrent events, as described in ICH Harmonised Guideline. The treatment policy
strategy is based on the intent to treat (ITT) principle. The purpose of the ITT principle is to measure the treatment effect on the variable of interest directly, without using the information of the intercurrent events. The treatment policy strategy cannot be applied to missingness due to death, hence the composite strategy (combining the death with observed values of the variable) to handle deaths is applied.

We note that we have flexibility in combining the numeric value with the so-called “hard” clinical outcomes. Furthermore, this approach allows the specific handling of all intercurrent events (not only death), as defined in ICH Harmonised Guideline.\(^5\) It is possible to combine intercurrent events by introducing prioritization. For example, if a subject has an event after the baseline measurement and before the end of the trial (the prespecified time point of the measurement), then the occurrence of this event can be considered clinically more important than the measurement of the primary variable at the end of the trial (which is done after the mentioned event), even if observed. Therefore instead of the measurement at the end of the trial, the occurrence of the intercurrent event can be used to inform the estimation of the treatment effect. Returning to the example of the EMPULSE trial described in Section 1, if the subject experienced a HFH before day 90, then the measurement of the symptoms score at day 90 is not used in the analysis. Instead the timing of HFH (if only one HFH happened) or the total number of hospitalizations (if several HFH happened) is considered clinically more relevant, and the composite strategy is used to handle these intercurrent events. The prioritization of events is defined as follows: deaths are assigned the worst category and the order among deaths is introduced using the time to death (later is better). The next category of ordinal values is introduced using the total number of hospitalizations before day 90 (less is better) and subjects with one HFH during 90 days are compared using the time to HFH (later is better). Finally, subjects who are alive at day 90 and did not have intercurrent HFH before that time point are compared based on their observed change from baseline of KCCQ-CSS score. This approach does not follow the treatment policy strategy, instead it uses the composite strategy to handle the intercurrent events. The choice of strategy will shape the definition of the estimand under trial, as defined in ICH Harmonised Guideline.\(^5\) The composite strategy of handling intercurrent events has more impact on the estimand of the treatment effect on the KCCQ score (unlike the treatment policy strategy), hence it does not measure the treatment effect “purely” on the KCCQ score, but a type of “net clinical benefit,” which accounts for the most clinically relevant outcomes that occur during the 90 days follow-up time.

3 Adjustment and stratification

3.1 Adjusted WP

The theory of analysis of covariance of ordered categorical data is extensively formulated in Koch et al.\(^{16,18}\) Here we will reiterate the main results of these articles.

In this section we will consider the scenario when the response variables are observed with predictor values. For example, we could be interested in the effect of the treatment having observed also some numeric baseline measurement of individuals, for example the age. Hence the observed samples are

\[
(Y_1, X_1), \quad (Y_2, X_2)
\]

where \(Y_1, Y_2\) are defined in equation (4) and

\[
X_1 = (x_{11}, \ldots, x_{1n_1}), \quad X_2 = (x_{21}, \ldots, x_{2n_2})
\]

The response variables \(Y_1, Y_2\) are in general ordinal, whereas the predictor variables \(X_1, X_2\) are often numeric. Here again using the individual win proportions (as in equation (10)), we can replace the samples (18) with the samples

\[
(Y^0_1, X_1), \quad (Y^0_2, X_2)
\]

where the individual proportions \(p_j\) and \(q_i\) are calculated using the formulas (7) and (8), without taking into consideration the values of the covariates. Consider the mean values, the variances of the response variables and
covariates, as well as the covariances between the response variables and covariates

\[
\hat{x}_1 = \frac{1}{n_1} \sum_{i=1}^{n_1} x_{1i}, \quad \hat{x}_2 = \frac{1}{n_2} \sum_{j=1}^{n_2} x_{2j},
\]

\[
\text{var}(x_1) = \frac{1}{n_1 - 1} \sum_{i=1}^{n_1} (x_{1i} - \hat{x}_1)^2, \quad \text{var}(x_2) = \frac{1}{n_2 - 1} \sum_{j=1}^{n_2} (x_{2j} - \hat{x}_2)^2,
\]

\[
\text{Cov}(x_1, y_1^0) = \frac{1}{n_1 - 1} \sum_{i=1}^{n_1} (q_i - (1 - \hat{N}))(x_{1i} - \hat{x}_1),
\]

\[
\text{Cov}(x_2, y_2^0) = \frac{1}{n_2 - 1} \sum_{j=1}^{n_2} (p_j - \hat{N})(x_{2j} - \hat{x}_2)
\]

(19)

Then, the adjusted win proportion can be defined as

\[
\hat{\beta}_N = \hat{\beta} - \hat{N} - \frac{\hat{x}_2 - \hat{x}_1}{\text{var}(x_1) + \text{var}(x_2)} \left[ \frac{\text{Cov}(x_1, y_1^0)}{n_1} + \frac{\text{Cov}(x_2, y_2^0)}{n_2} \right]
\]

(20)

**Remark 6.** For the randomized trial, \( \hat{\beta}_N \) is an estimator for \( \beta \), since the expectation of the mean difference in covariates is zero, \( \mathbb{E}(\hat{x}_2 - \hat{x}_1) = 0 \).

This estimator provides the win proportion of the active group against the placebo group adjusted for the mean difference in covariates. As it is well known (see, for example Koch et al.\(^1\)\), the adjustment for covariates provides more powerful tests for the treatment comparison through the variance reduction and accounts for possible random group differences in covariate values, so that the observed treatment effect is not driven by the random difference in covariates. In clinical trials the covariate often represents some numeric measure on patients done at baseline. Denote the covariate dependent WP by \( \beta \). The following theorem holds.

**Theorem 4.** The adjusted win proportion \( \hat{\beta}_N \) is an asymptotically normal estimator for the WP \( \beta \) such that

\[
\frac{\hat{\beta}_N - \beta}{\hat{\sigma}_N} \Rightarrow \mathcal{N}(0, 1), \quad \text{as } N \to \infty
\]

and the applicable squared standard error is

\[
(\hat{\sigma}_N^2) = \frac{\text{var}(y_1^0)}{n_2} + \frac{\text{var}(y_1^0)}{n_1} - \frac{\text{var}(x_1)}{n_1} + \frac{\text{var}(x_2)}{n_2}
\]

**Remark 7.** Theorem 4 is applicable to any numeric covariate including dummy covariates with the values 0 and 1. The method can be extended to the case of ordinal covariates by replacing the mean difference \( (\hat{x}_2 - \hat{x}_1) \) by a win proportion \( \hat{\theta}_{N,x} \) defined by pairwise comparisons of the values of covariates.

### 3.2 Stratified WP

In the stratified analysis, we suppose that each treatment group is divided into two separate subgroups, called strata (we are considering only the case of two strata). The measurements of subjects in different strata have different distributions, even inside the same treatment group. Therefore, the model assumes that the measurements of each treatment group are characterized by two random variables each (here as before, \( \eta \) denotes the active group, whereas \( \zeta \) denotes the placebo group)

\[(\zeta, \xi'), (\eta, \eta')\]
The samples from these random variables are denoted correspondingly (2 is for the active group, 1 for the placebo group)

\[
Y_1 = (y_{11}, \ldots, y_{1n_1}), \quad Y_1' = (y_{11}', \ldots, y_{1n_{12}}'), \quad n_1 = n_{11} + n_{12},
Y_2 = (y_{21}, \ldots, y_{2n_2}), \quad Y_2' = (y_{21}', \ldots, y_{2n_{22}}'), \quad n_2 = n_{21} + n_{22}, \quad N = n_1 + n_2
\] (21)

For each stratum, the WP is defined as

\[
\theta = P(\eta > \xi) + 0.5P(\eta = \xi) \quad \text{and} \quad \theta' = P(\eta' > \xi') + 0.5P(\eta' = \xi')
\] (22)

The stratified WP is defined as

\[
\theta^{str} = \omega \theta + (1-\omega)\theta', \quad \omega \in (0, 1)
\]

The null hypothesis for the stratified analysis is

\[
H_0: \theta = \frac{1}{2} \quad \text{and} \quad \theta' = \frac{1}{2} \quad \text{against}
H_1: \theta \neq \frac{1}{2} \quad \text{or} \quad \theta' \neq \frac{1}{2}
\] (23)

Under the null hypothesis \(\theta^{str} = \theta = \theta' = \frac{1}{2}\) regardless of the value of \(\omega\). Sometimes instead of the weights we will specify only the coefficients \(\omega_1, \omega_2\) per stratum, and the weights can be calculated using the formula

\[
\omega = \frac{\omega_1}{\omega_1 + \omega_2}, \quad 1 - \omega = \frac{\omega_2}{\omega_1 + \omega_2}
\]

For each stratum separately, we can construct the win proportions (5), denoted correspondingly by \(\hat{\theta}_N\) and \(\hat{\theta}_N'\). A general method of combining these estimates is to use the weighted sum of the estimates in each stratum as

\[
\hat{\theta}_N^{str} = \omega \hat{\theta}_N + (1-\omega)\hat{\theta}_N'
\] (24)

The variance of the stratified estimator can be calculated using the formula (since observations in different stratum are independent)

\[
var(\hat{\theta}_N^{str}) = \omega^2 var(\hat{\theta}_N) + (1-\omega)^2 var(\hat{\theta}_N')
\] (25)

The variances of the win proportions inside each stratum can be estimated using Theorems 2 and 3 as

\[
var(\hat{\theta}_N) = \hat{\sigma}_N^2 \quad \text{and} \quad var(\hat{\theta}_N') = (\hat{\sigma}_N')^2
\]

The weights can be estimated (see Appendix II in Koch et al.\cite{koch18}) using the coefficients

\[
w_1 = \frac{n_{11}n_{12}}{n_1}, \quad w_2 = \frac{n_{21}n_{22}}{n_2}
\]

which will give the following estimates of the weights

\[
w = \frac{\frac{1}{n_1} + \frac{1}{n_2}}{\frac{1}{n_1} + \frac{1}{n_2} + \frac{1}{n_1} + \frac{1}{n_2}}, \quad 1 - w = \frac{\frac{1}{n_1} + \frac{1}{n_2}}{\frac{1}{n_1} + \frac{1}{n_2} + \frac{1}{n_1} + \frac{1}{n_2}}
\] (26)
Remark 8. If a balanced design between the treatment groups and the strata is applicable, that is \( n_{11} = n_{12} = n_{21} = n_{22} \), then both weights would be 0.5. If the treatment group has the same proportion in both strata, \( \frac{n_{11}}{n_{12}} = \frac{n_{21}}{n_{22}} = \frac{n_1}{n_2} \), that is only balanced allocation of treatment within a stratum is present, then

\[
 w = \frac{n_1}{n_1 + n_2}
\]

and so the larger stratum will get bigger weight.

Another possible choice of coefficients (see Section 4.3) is

\[
 w_0^1 = \frac{n_{11}n_{12}}{n_1 + 1}, \quad w_0^2 = \frac{n_{21}n_{22}}{n_2 + 1}
\]

which will give the van Elteren weight, denoted by \( w_0 \).

Theorem 5. For the weights (26) and (27) the following convergence holds

\[
 Z_{str}^N = \frac{\hat{\theta}_{str}^N - \theta_{str}^N}{\text{var}(\hat{\theta}_{str}^N)} \Rightarrow \mathcal{N}(0, 1), \quad n_{ij} \to +\infty, \quad i = 1, 2, \quad j = 1, 2
\]

Remark 9. The theorem above is true for a large family of weights depending only on the sample size.

3.3 Adjusted WP with stratification

For a randomized trial, the null hypothesis for the adjusted WP with stratification is

\[
 \mathcal{H}_0: \beta = \frac{1}{2} \quad \text{and} \quad \beta' = \frac{1}{2} \quad \text{against} \quad \mathcal{H}_1: \beta \neq \frac{1}{2} \quad \text{or} \quad \beta' \neq \frac{1}{2}
\]

where \( \beta, \beta' \) are the adjusted win probabilities per stratum. The observed sample consists of response vectors and numeric covariate vectors for two treatment groups (as in equation (18)), observed independently for both strata, denoted

\[
 \text{Stratum I} (Y_1, X_1), \quad (Y_2, X_2), \\
 \text{Stratum II} (Y'_1, X'_1), \quad (Y'_2, X'_2)
\]

Here, as usual, the first group is the placebo group and the second group is the active group

\[
 X_1 = (x_{11}, \ldots, x_{1n_1}), \quad X'_1 = (x'_{11}, \ldots, x'_{1n_2}), \\
 X_2 = (x_{21}, \ldots, x_{2n_2}), \quad X'_2 = (x'_{21}, \ldots, x'_{2n_2})
\]

As in the previous sections we need to replace the ordinal response variables with individual win proportions

\[
 \text{Stratum I} (Y_1^0, X_1), \quad (Y_2^0, X_2), \\
 \text{Stratum II} (Y'_1, X'_1), \quad (Y'_2, X'_2)
\]

The individual win proportions are calculated for each stratum separately, disregarding the values of covariates. There are several methods to estimate the adjusted WP with stratification. One way of achieving this is to make covariate adjustment first, then use weights to combine these estimators. The approach used in this section will follow,\(^1\) where stratification is performed first, separately for the crude win proportions and the covariates using the same weights, and then the adjustment of stratified win proportion with stratified covariate is made. Following Section 3.2 we can construct the stratified WP \( \hat{\theta}_{str}^N \) (see equation (24)). On the other hand, the mean
difference of covariates (see equation (19)) will serve as the statistic for comparison of covariates between treatment groups

\[
\bar{x} = \bar{x}_2 - \bar{x}_1, \quad \bar{x}' = \bar{x}'_2 - \bar{x}'_1, \quad \bar{x}_k = \frac{1}{n_{k1}} \sum_{i=1}^{n_{k1}} x_{ki}, \quad \bar{x}'_k = \frac{1}{n_{k2}} \sum_{j=1}^{n_{k2}} x_{kj}, \quad k = 1, 2
\]  

(31)

Using the same weights as for the construction of \( \hat{\beta}_{N}^{\text{ar}} \), we can construct the stratified mean difference of covariates

\[
\bar{x}_{N}^{\text{ar}} = w\bar{x} + (1 - w)\bar{x}'
\]  

(32)

Therefore, an estimate for the adjusted WP with stratification is

\[
\hat{\beta}_{N}^{\text{ar}} = \hat{\beta}_{N}^{\text{ar}} - \frac{\bar{x}_{N}^{\text{ar}}}{\text{var}(\bar{x}_{N}^{\text{ar}}, \hat{\beta}_{N}^{\text{ar}})}
\]  

(33)

Here \( \text{var}(\bar{x}_{N}^{\text{ar}}) \) and \( \text{Cov}(\bar{x}_{N}^{\text{ar}}, \hat{\beta}_{N}^{\text{ar}}) \) are calculated as \( \text{var}(\hat{\beta}_{N}^{\text{ar}}) \) in equation (25)

\[
\text{var}(\bar{x}_{N}^{\text{ar}}) = w^2 \text{var}(\bar{x}) + (1 - w)^2 \text{var}(\bar{x}'), \quad \text{Cov}(\bar{x}_{N}^{\text{ar}}, \hat{\beta}_{N}^{\text{ar}}) = w^2 \text{Cov}(\bar{x}, \hat{\beta}_{N}) + (1 - w)^2 \text{Cov}(\bar{x}', \hat{\beta}_{N}')
\]  

(34)

while inside each stratum \( \text{var}(\bar{x}), \text{Cov}(\bar{x}, \hat{\beta}_{N}), \text{var}(\hat{\beta}_{N}) \) are calculated as in equations (19) and (20). Below are the formulas for the stratum I

\[
\text{var}(\hat{\beta}_{N}) = \frac{\text{var}(\bar{y}_{1})}{n_{11}} + \frac{\text{var}(\bar{y}_{2})}{n_{12}}, \quad \text{var}(\bar{x}) = \frac{\text{var}(x_{1})}{n_{11}} + \frac{\text{var}(x_{2})}{n_{12}},
\]

\[
\text{Cov}(\bar{x}, \hat{\beta}_{N}) = \frac{\text{Cov}(x_{1}, \bar{y}_{1})}{n_{11}} + \frac{\text{Cov}(x_{2}, \bar{y}_{2})}{n_{12}}
\]  

(35)

The following result is from Koch et al.\(^{18}\)

**Theorem 6.** The following asymptotic result holds for a randomized trial

\[
Z_{N}^{\text{WS}} = \frac{\hat{\beta}_{N}^{\text{ar}} - \beta^{\text{ar}}}{\sqrt{\text{var}(\hat{\beta}_{N}^{\text{ar}})}} \Rightarrow N(0, 1), \quad n_{ij} \rightarrow +\infty, \quad i = 1, 2, \quad j = 1, 2
\]

where \( \beta^{\text{ar}} = w\beta + (1 - w)\beta' \), \( w \in (0, 1) \) and

\[
\text{var}(\hat{\beta}_{N}^{\text{ar}}) = \text{var}(\hat{\beta}_{N}^{\text{ar}}) - \left[ \frac{\text{Cov}(\bar{x}_{N}^{\text{ar}}, \hat{\beta}_{N}^{\text{ar}})}{\text{var}(\bar{x}_{N}^{\text{ar}})} \right]^2
\]

4 WR and rank tests

In this section we consider several well known tests and compare them with the tests described in previous sections. The test for non-adjusted WR (see Section 2.4) will be compared with the tests for the location problem (Wilcoxon two sample rank-sum test and the Fligner–Policello test) and the WP itself will be compared with the Hodges–Lehmann estimator. The test for the stratified WP (see Section 3.2) will be compared with the van Elteren test and the test based on the adjusted WP with stratification (see Section 3.3) will be compared with the rank ANCOVA.
4.1 Tests for the location problem

Testing the hypothesis \( \theta = \frac{1}{2} \) or, equivalently, \( \kappa = 1 \) is closely related to location testing in a situation where the distribution function of the second sample represents a shifted version of the distribution of the first sample (see Remark 2). Given the two samples (4), suppose that their distribution functions differ only by a shift

\[
F_{\xi}(y) = P(\xi \leq y), \quad F_{\eta}(y) = P(\eta \leq y) = F_{\xi}(y - \delta), \quad \text{for all } y \in \mathbb{R}
\]

The hypothesis of interest is

\[
H_0 : \delta = 0 \text{ against } H_1 : \delta \neq 0 \quad (36)
\]

In the subsequent sections, we will compare the estimators and the tests for the WP with the shift estimators and tests in the location problem.

4.1.1 Wilcoxon two-sample rank-sum test

The following theorem (see, for example Gibbons and Chakraborti,24 p.290) allows construction of asymptotic tests for the hypothesis (36).

**Theorem 7 (Wilcoxon).** Under the null hypothesis \( \delta = 0 \) the following convergence for the Wilcoxon rank-sum statistic \( W = \sum_{j=1}^{n_2} R_{2j} \) holds

\[
Z_N = \frac{W - n_2 \bar{R}_N}{\sqrt{n_2 n_1 \text{var}(R)}} \Rightarrow N(0, 1), \quad \text{as } N \to +\infty
\]

where the ranks of the sample (11) are denoted by \( R = (R_{11}, \ldots, R_{1m_1}, R_{21}, \ldots, R_{2m_2}) \). The mean and the variance of all ranks are denoted correspondingly by \( \bar{R}_N = \frac{1}{N} \left( \sum_{i=1}^{m_1} R_{i1} + \sum_{j=1}^{m_2} R_{2j} \right) \) and

\[
\text{var}(R) = \frac{1}{N - 1} \left( \sum_{i=1}^{m_1} (R_{i1} - \bar{R}_N)^2 + \sum_{j=1}^{m_2} (R_{2j} - \bar{R}_N)^2 \right)
\]

Modifying the \( Z \) value from the Theorem 7 using the equality (see equation (13))

\[
\sum_{i=1}^{m_1} R_{i1} + \sum_{j=1}^{m_2} R_{2j} = \frac{N(N + 1)}{2}
\]

we can write

\[
Z_N = \frac{W - n_2 \frac{N+1}{2}}{\sqrt{n_2 n_1 \text{var}(R)}} \quad (37)
\]

In the location problem the hypothesis \( \delta = 0 \) is equivalent to \( \theta = \frac{1}{2} \), hence, from Theorem 3 we can construct an asymptotic test based on the following statistic (for the definition of \( \hat{\theta}_N \) see equation (14))

\[
\tilde{Z}_N = \frac{\hat{\theta}_N - \frac{1}{2}}{\hat{\sigma}_N} \quad (38)
\]

**Remark 10.** For the Wilcoxon rank-sum test, the estimated variance in Theorem 7 is only applicable under the null hypothesis where the distributions of response variables for the two groups are identical (under the null hypothesis in the specification (36)). More generally, the estimated variance shown in Theorem 2, and in its equivalent formulation...
in Theorem 3, is applicable regardless of whether the two groups have the same distribution and thereby is applicable more broadly than under a null hypothesis for either \( \theta = \frac{1}{2} \) or equality of distributions.

Theorem 8 compares the Wilcoxon rank-sum test and the test based on the WP under the null hypothesis of the location testing specification (36) (equality of distributions).

**Theorem 8.** Under the null hypothesis of equation (36), that is when the distributions of random variables \( \xi \) and \( \eta \) are equal, the following relationship holds for the statistics (37) and (38)

\[
\frac{\hat{Z}_N^2}{Z_N^2} = \frac{\text{var}(R)}{N n_1 n_2 \sigma_N^2} = \frac{1}{n_1 n_2} \frac{\text{var}(R)}{\text{var}(Y_1^0)} + \frac{\text{var}(R)}{n_1 n_2} \text{var}(Y_1^0)
\]

Proof. The proof directly follows from Theorems 7 and 3, since from equation (13) we have

\[
\hat{\theta}_N - \frac{1}{2} = \frac{W}{n_1 n_2} \frac{n_2 (n_2 + 1)}{2 n_1 n_2} - \frac{1}{2} = \frac{1}{n_1 n_2} \left( W - \frac{n_2 (N + 1)}{2} \right)
\]

Hence from equation (38) we get

\[
\hat{Z}_N = \frac{1}{n_1 n_2 \sigma_N} \left( W - \frac{n_2 (N + 1)}{2} \right)
\]

Comparing the last expression with equation (37) we will get the proof of the theorem. □

If \( n_1 = n_2 = \frac{N}{2} \) then

\[
\frac{\hat{Z}_N^2}{Z_N^2} = \frac{2}{N^2} \frac{\text{var}(R)}{\text{var}(Y_1^0) + \text{var}(Y_1^0)}
\]

Under the null hypothesis \( \delta = 0 \) we have equality of distributions of random variables \( \xi \) and \( \eta \), and if additionally we suppose that this distribution is continuous then (see, for example Lehmann and D’Abrera,25 p.14)

\[
\text{var}(R) = \frac{N(N + 1)}{12}
\]

then Theorem 8 can be simplified as follows

\[
\frac{\hat{Z}_N^2}{Z_N^2} = \frac{1}{3} \frac{N + 1}{\sigma_N^2} = \frac{N + 1}{6 N} \frac{1}{\text{var}(Y_1^0) + \text{var}(Y_1^0)}
\]

**Remark 11.** The quantity \( \frac{\hat{Z}_N^2}{Z_N^2} \) can be greater or less than 1. Hence it is not possible to say in advance which test will give smaller p-value.

4.1.2 The Hodges–Lehmann estimator of location shift

The previous section described a method of detecting a significant shift for the location testing problem (36). Here we will discuss the Hodges–Lehmann estimator for the shift \( \delta \), which can be used to quantify the treatment effect, while presenting the significance testing based on Theorem 7. In this section we additionally require that the random variables \( \xi \) and \( \eta \) be numeric, to allow calculations on the samples (4).

Consider all possible differences between the two groups in the sample (4)

\[
D_{ji} = Y_{2j} - Y_{1i}, \quad j = 1, \ldots, n_2, \quad i = 1, \ldots, n_1
\]
The median of all these \( n_1n_2 \) differences is called the *Hodges–Lehmann* estimator (see, for example Lehmann and D’Abrera\(^{25}\)). Hence if we order all the values \( D_i \) increasingly and denote the ordered sample by \( D_{(k)}, k = 1, \ldots, n_1n_2 \) then the *Hodges–Lehmann* estimator is equal to

\[
\hat{\delta} = D_{(\hat{k})}, \quad \hat{k} = \frac{n_1n_2 + 1}{2}, \quad n_1n_2 \text{ if is odd,} \\
\hat{\delta} = \frac{D_{(\hat{k})} + D_{(\hat{k} + 1)}}{2}, \quad \hat{k} = \frac{n_1n_2}{2}, \quad \text{otherwise}
\]

It is well known that this estimator does not work well in the presence of ties. Consider a simple model \( Y_2 = (1, 1, 2) \) and \( Y_1 = (0, 1, 2) \). The ordered differences will be \((-1, -1, 0, 0, 1, 1, 2)\) hence \( \hat{\delta} = 0 \), which means that the *Hodges–Lehmann* estimator does not detect the difference between these two samples. However, if we calculate the win proportion of the second group against the first group we will get \( \hat{\theta}_N = 0.61 \). Hence, the win proportion is a more adequate measure of difference in this sample. It also provides a corresponding hypothesis test result and requires fewer assumptions. Although there are methods of constructing confidence intervals for the Hodges–Lehmann estimator (see, for example Hollander and Wolfe\(^{26}\)), the hypothesis test is usually done using the Wilcoxon test and is not based on the confidence interval itself which is an additional disadvantage of the Hodges–Lehmann estimator. For the Hodges–Lehmann estimator to have good properties, additional assumptions of \( \eta - \xi \) having a continuous, symmetric distribution are needed.\(^{26}\)

4.1.3 The Fligner–Policello test

The Fligner–Policello test\(^{27}\) is similar to the test based on Theorem 2. It uses quantities called *placements* which are related to individual win proportions (see equations (7) and (8)) and the statistic for testing the hypothesis is based on the samples (10).

**Theorem 9 (Fligner–Policello).** In the location testing problem suppose that \( F_\zeta(\cdot) \) and \( F_\eta(\cdot) \) are different (not necessarily have shifted distributions). We additionally, require these distributions to be symmetric. Denote by \( \mu_\zeta \) and \( \mu_\eta \) the medians (assumed unique) of distributions \( \zeta \) and \( \eta \), respectively. Then, to test the hypothesis

\[
\mathcal{H}_0: \mu_\zeta = \mu_\eta \text{ against } \mathcal{H}_1: \mu_\zeta \neq \mu_\eta
\]

the following statistic can be used

\[
F_N = \frac{n_1n_2\hat{\theta}_N - n_1n_2(1 - \hat{\theta}_N)}{2\sqrt{n_1^2(n_1 - 1)\text{var}(Y_1^0) + n_1^2(n_2 - 1)\text{var}(Y_2^0) + n_1n_2\hat{\theta}_N(1 - \hat{\theta}_N)}}
\]

(39)

where \( \hat{\theta}_N \) is the win proportion (see equation (9)). Under the null hypothesis

\[
F_N \Rightarrow \mathcal{N}(0, 1), \quad \text{as } n_1 \to +\infty, \ n_2 \to +\infty
\]

**Remark 12.** Assumptions of uniqueness of medians and the symmetry of distributions are only needed to have the equivalence of conditions \( \mu_\eta - \mu_\zeta > 0 \) and \( \theta > \frac{1}{2} \). If we test the hypothesis not on the medians but directly on the WP \( \theta \), then these conditions are not needed (as in Theorem 2).

From Theorems 2 we have

\[
Z_N = \frac{\hat{\theta}_N - \theta}{\sqrt{\frac{\text{var}(Y_1^0)}{n_1} + \frac{\text{var}(Y_2^0)}{n_2}}} = \frac{\hat{\theta}_N - \theta}{\hat{\sigma}_N^2}
\]

where the variances are estimated using the consistent estimators

\[
\text{var}(Y_2^0) = \frac{1}{n_2 - 1} \sum_{j=1}^{n_2} (p_j - \hat{\theta}_n)^2, \quad \text{var}(Y_1^0) = \frac{1}{n_1 - 1} \sum_{i=1}^{n_1} (q_i - (1 - \hat{\theta}_n))^2
\]
Evidently if we consider the statistic where variances are estimated with the coefficients \(1/n\) instead of \(1/(n-1)\)

\[
Z^0_N = \frac{\hat{\theta}_N - \theta}{\sqrt{\frac{1}{n_1} \sum_{j=1}^{n_1} (p_j - \hat{\theta}_N)^2 + \frac{1}{n_2} \sum_{i=1}^{n_2} (q_i - (1 - \hat{\theta}_N))^2}}
\]  

(40)

the asymptotic result of Theorem 2 will still be true.

**Theorem 10.** Under the null hypothesis \(\theta = \frac{1}{2}\) for the Fligner–Policello statistic \(F_N\) and the statistic \(Z^0_N\) defined in equation (40), the following relationship holds

\[
\frac{(Z^0_N)^2}{F_N} \geq 1
\]

Proof: The proof immediately follows from equation (39). Indeed

\[
F_N = \frac{\hat{\theta}_N - \frac{1}{2}}{\sqrt{\frac{1}{n_1} \sum_{j=1}^{n_1} (p_j - \hat{\theta}_N)^2 + \frac{1}{n_2} \sum_{i=1}^{n_2} (q_i - (1 - \hat{\theta}_N))^2 + \frac{1}{n_2} \hat{\theta}_N(1 - \hat{\theta}_N)}}
\]

therefore \(\frac{(Z^0_N)^2}{F_N} \geq 1\) if \(\theta = \frac{1}{2}\). \(\square\)

**Remark 13.** The result of Theorem 10 means that the test based on the statistic \(Z^0_N\) for each value of the sample size \(N\) will give smaller p-value than the p-value based on the Fligner–Policello test. Thus, the former needs less evidence to reject the null hypothesis than the Fligner–Policello test. For large values of the sample size, the tests based on \(Z_N\), \(Z^0_N\) and the Fligner–Policello test will give similar results, since the difference in standard errors is \(\frac{1}{n_1 n_2} \hat{\theta}_N(1 - \hat{\theta}_N)\), which tends to 0 as \(n_1 \rightarrow +\infty, n_2 \rightarrow +\infty\). Although the win proportion test gives a smaller p-value this cannot be considered as a measure of a test being better than the Fligner–Policello test. For small sample sizes the Type I error control is crucial in deciding which test performs better.

### 4.2 Regression on ranks

With respect to Section 3.1, in this section we will consider the situation when a numeric covariate is present and the group comparison of ordinal response variables should be adjusted for that covariate. Koch et al.\(^ {16}\) described one way of conducting an adjusted comparison of groups by using the regression on ranks. The observed sample is equation (18). The vector of response values \(Y = (Y_1, Y_2)\) is replaced by the vector of ranks

\[ R = (R_{11}, \ldots, R_{1n_1}, R_{21}, \ldots, R_{2n_2}) \]

In the first step a simple linear regression is fitted for the pair \((R, X)\), where \(X = (x_{11}, \ldots, x_{1n_1}, x_{21}, \ldots, x_{2n_2})\) is the vector of covariates for the combined two treatment groups

\[ R_{ij} = \psi_0 + \psi_1 x_{ij}, \quad i = 1, \quad j = 1, \ldots, n_1, \text{ or } i = 2, \quad j = 1, \ldots, n_2 \]

Denoting by \(\bar{R}, \bar{X}\) correspondingly the means of the ranks and the covariates, the estimates of the intercept \(\psi_0\) and the slope \(\psi_1\) of this linear regression would be

\[ \hat{\psi}_0 = \bar{R} - \hat{\psi}_1 \bar{X}, \quad \hat{\psi}_1 = \frac{\text{Cov}(R, X)}{\text{var}(X)} \]

In the next step we replace the ranks by their residuals after fitting the linear regression described above

\[ R_{ij}^{err} = R_{ij} - (\hat{\psi}_0 + \hat{\psi}_1 x_{ij}) \]
The formula for the residuals can be simplified as follows

\[ R_{ij}^{res} = (R_{ij} - \bar{R}) - (x_{ij} - \bar{x}) \frac{\text{Cov}(R, X)}{\text{var}(X)} \]  

(41)

Then the computations for the Wilcoxon test (see Theorem 7) are applied to the residuals in equation (41), and this means that the Z statistic in equation (37) is constructed based on the residuals \( R_{ij}^{res} \). On the other hand, if we calculate the sum of residual ranks of the active group, then

\[ \sum_{j=1}^{n_2} R_{2j}^{res} = \sum_{j=1}^{n_2} R_{2j} - n_2 \bar{R} - \frac{n_1 n_2}{N} (\bar{x}_2 - \bar{x}_1) \frac{\text{Cov}(R, X)}{\text{var}(X)} \]

hence, remembering also that \( \hat{\theta}_N - \frac{1}{2} = \frac{1}{n_1 n_2} \left( \sum_{j=1}^{n_2} R_{2j} - n_2 \bar{R} \right) \), we get

\[ \sum_{j=1}^{n_2} R_{2j}^{res} = n_1 n_2 \left( \hat{\theta}_N - \frac{1}{2} \right) - \frac{n_1 n_2}{N} (\bar{x}_2 - \bar{x}_1) \frac{\text{Cov}(R, X)}{\text{var}(X)} \]

(42)

It is easy to see that

\[ \text{var}(R^{res}) = \text{var}(R) - \frac{\text{Cov}(R, X)^2}{\text{var}(X)} \]

Therefore, the Z value based on residuals will be (remembering that the sum of residuals is always equal to zero)

\[ Z_N^{res} = \frac{\sum_{j=1}^{n_2} R_{2j}^{res}}{\sqrt{n_1 n_2 \text{var}(R^{res})}} = \frac{\hat{\theta}_N - \frac{1}{2} - \frac{1}{N} (\bar{x}_2 - \bar{x}_1) \frac{\text{Cov}(R, X)}{\text{var}(X)}}{\sqrt{\frac{1}{n_1 n_2} \left[ \text{var}(R) - \frac{\text{Cov}(R, X)^2}{\text{var}(X)} \right]}} \]  

(43)

Or, using the equation

\[ \hat{\theta}_N - \frac{1}{2} = \frac{1}{n_1 n_2} \left( \sum_{j=1}^{n_2} R_{2j} - n_2 \bar{R} \right) = \frac{\bar{R}_2 - \bar{R}_1}{N} \]  

(44)

we can rewrite equation (43) as

\[ Z_N^{res} = \frac{1}{N} \frac{\bar{R}_2 - \bar{R}_1 - (\bar{x}_2 - \bar{x}_1) \frac{\text{Cov}(R, X)}{\text{var}(X)}}{\sqrt{\frac{1}{n_1 n_2} \left[ \text{var}(R) - \frac{\text{Cov}(R, X)^2}{\text{var}(X)} \right]}} \]  

(45)

Equations (43) and (45) can be compared with the Z value under the null hypothesis \( \theta = \frac{1}{2} \) from Theorem 4

\[ Z_N^\theta = \frac{\hat{\theta}_N - \frac{1}{2} - \frac{\bar{x}_2 - \bar{x}_1}{n_1/n_2} \left[ \frac{\text{Cov}(x_1, y^\theta_1)}{n_1} + \frac{\text{Cov}(x_2, y^\theta_2)}{n_2} \right]}{\sqrt{\frac{\text{var}(y^\theta_1)}{n_2} + \frac{\text{var}(y^\theta_2)}{n_1} - \frac{\text{var}(x_1) \text{var}(y^\theta_1)}{n_1} - \frac{\text{var}(x_2) \text{var}(y^\theta_2)}{n_2}}} \]

Remark 14. The comparison of standard errors of win proportion and the regression on the ranks is similar to the case of crude (non-adjusted) estimates in Theorem 8; only a coefficient \( \frac{1}{n_1 n_2} \) is added. Formula (44), like formula (15), is another computationally less intense method to calculate the win proportion.
4.3 The van Elteren test

In was shown in Section 2.3 that there is equivalence between the Mann–Whitney U-statistic and the Wilcoxon rank-sum statistic. Both statistics can be generalized to stratified analysis. For stratified analysis, the generalization of the Mann–Whitney test is called the Cochran–Mantel–Haenszel test, and the generalization of the Wilcoxon rank-sum test is called the van Elteren test. The Cochran–Mantel–Haenszel test corresponds to the van Elteren test with modified ridit scores.\(^{28}\) For the relationship of two tests, see also Landis et al.\(^{15}\)

Consider the problem of stratified analysis (21) and (22). Unlike the null hypothesis (23), a stronger condition will be subject to testing, that is the equality of distributions in each stratum

\[ H_0 : F_n(\cdot) = F_g(\cdot) \text{ and } F_n(\cdot) = F_g(\cdot), \]

against

\[ H_1 : F_n(\cdot) \neq F_g(\cdot) \text{ or } F_n(\cdot) \neq F_g(\cdot) \]  \hspace{1cm} (46)

As in Section 4.1.1 we can construct the win proportion and the corresponding \( Z \) statistic (see Theorem 7) for each stratum separately. Denote by \( R \) the vector of ranks of the sample \( Y = (Y_1, Y_2) \), and by \( R' \) the vector of ranks of the sample \( Y' = (Y'_1, Y'_2) \). Then

\[ Z_{n_1} = \frac{W - n_{12}\bar{R}_{n_1}}{\sqrt{\frac{n_{11}n_{12}}{n_1}\text{var}(R)}}, \quad Z_{n_2} = \frac{W' - n_{22}\bar{R}'_{n_2}}{\sqrt{\frac{n_{21}n_{22}}{n_2}\text{var}(R')}} \]  \hspace{1cm} (47)

The idea for construction of the stratified statistic is to choose coefficients per strata \((w_1, w_2)\) and combine the estimates for each stratum using these coefficients

\[ W^{str} = w_1 W + w_2 W' \]

The \( Z \) statistic for the hypothesis testing can be obtained by combining the \( Z \) values in equation (47) using the same coefficients

\[ Z^{\text{Elt}} = \frac{W^{str} - (w_1n_{12}\bar{R}_{n_1} + w_2n_{22}\bar{R}'_{n_2})}{\sqrt{\frac{w_1^2n_{11}n_{12}}{n_1}\text{var}(R) + \frac{w_2^2n_{21}n_{22}}{n_2}\text{var}(R')}} \]

The \textit{van Elteren statistic} (see, for example Lehmann and D’Abrera,\(^{25}\) p.145) for testing the hypothesis in equation (46) uses the following coefficients

\[ w_1 = \frac{1}{n_1 + 1}, \quad w_2 = \frac{1}{n_2 + 1} \]

Comparing to the van Elteren coefficients (27) that were used to estimate the stratified WP we get

\[ n_{11}n_{12}w_1 = w_1^0, \quad n_{21}n_{22}w_2 = w_2^0 \]  \hspace{1cm} (48)

\textbf{Theorem 11 (van Elteren).} Under the null hypothesis (46) and for the coefficients defined in equation (48) the following convergence holds

\[ Z^{\text{Elt}}_N \Rightarrow \mathcal{N}(0, 1), \quad n_{ij} \rightarrow +\infty, \quad i = 1, 2, \quad j = 1, 2 \]

Here again, as in Theorem 8 we can compare the statistic from this test with the statistic based on the WP described in Section 3.2. Using the equalities

\[ \hat{\theta}_N - \frac{1}{2} = \frac{1}{n_{11}n_{12}}(W - n_{12}\bar{R}_N), \quad \hat{\theta}'_N - \frac{1}{2} = \frac{1}{n_{21}n_{22}}(W' - n_{22}\bar{R}'_N) \]

we get the following result.
Theorem 12. For the $Z_{N}^{\text{El}}$ statistic from the van Elteren test and the $Z_{N}^{\text{sr}}$ (see equation (28)) statistic based on the stratified WP with van Elteren weights, under the null hypothesis of equality of distributions in each stratum, we have

\begin{equation}
\frac{(Z_{N}^{\text{sr}})^2}{(Z_{N}^{\text{El}})^2} = \frac{\frac{1}{n_1 n_2} (w_1^0)^2 \text{var}(R)}{\frac{1}{n_1 n_2} (w_2^0)^2 \text{var}(R)} + \frac{\frac{1}{n_1 n_2} (w_1^0)^2 \text{var}(\theta_N)}{(w_2^0)^2 \text{var}(\theta_N)}
\end{equation}

Here $w_1^0, w_2^0$ are the van Elteren coefficients defined in equation (27).

Remark 15. The comparison of $Z$ statistics follows the same pattern as in Remark 14, that is coefficients $\frac{1}{n_1 n_2}$ and $\frac{1}{n_1 n_2}$ are added per stratum.

4.4 The rank ANCOVA

In this section we will compare the statistical hypothesis test based on the adjusted and stratified WP described in Section 3.3 with the rank ANCOVA test. The rank ANCOVA was proposed in Quade\textsuperscript{29} (see also Section 7.6, Rank Analysis of Covariance in Stokes et al.,\textsuperscript{28} as well as Koch et al.\textsuperscript{16,17}). The test based on the rank ANCOVA approach is very similar to the test obtained from the regression on ranks in Section 4.2. Here again, as the first step, a simple regression line will be fitted for the ranks, but in the second step, instead of the Wilcoxon test, the van Elteren test is performed, to account for the stratification as well.

The hypothesis to test is equation (29) while observing the samples (30). Introducing the ranks $R, R'$ corresponding for the combined samples $Y = (Y_1, Y_2)$ and $Y' = (Y'_1, Y'_2)$. As in Section 4.2 we fit to the ranks $R, R'$ their respective (combined across treatment groups) covariate vectors $X, X'$ and derive (see equation (41)) the residuals $R_{\text{res}}, (R_{\text{res}})'$ per each stratum. The van Elteren test, described in Section 4.3, can be applied to the residuals to test for treatment effect difference across strata. Remembering that the sum of all residuals in a stratum is zero, the van Elteren statistic will be

\begin{equation}
Z_{N}^{\text{A}} = \frac{w_1 W_{\text{res}} + w_2 (W_{\text{res}})'}{\sqrt{w_1^2 \frac{n_{11} n_{21}}{n_1} \text{var}(R_{\text{res}}) + w_2^2 \frac{n_{12} n_{22}}{n_2} \text{var}((R_{\text{res}})')}}
\end{equation}

Here $w_1 = \frac{1}{n_{11} + n_{12}}$ and $w_2 = \frac{1}{n_{21} + n_{22}}$. The test based on this $Z_{N}^{\text{A}}$ value will be called rank ANCOVA test. The following result is from Quade\textsuperscript{29}.

Theorem 13. The following asymptotic result holds

\begin{equation}
Z_{N}^{\text{A}} \Rightarrow N(0, 1), \quad n_{ij} \rightarrow +\infty, \quad i = 1, 2, \quad j = 1, 2
\end{equation}

Here we can draw parallels between the rank ANCOVA test and the test based on the adjusted WP with stratification described in Section 3.3. For each stratum separately we can write the formula (42)

\begin{align*}
W_{\text{res}} &= \sum_{j=1}^{n_{12}} R_{2j}^{\text{res}} = n_{11} n_{12} \left( \hat{\theta}_{n_1} - \frac{1}{2} \right) - n_{11} n_{12} \left( \bar{x}_2 - \bar{x}_1 \right) \frac{\text{Cov}(R, X)}{\text{var}(X)}, \\
(W_{\text{res}})' &= \sum_{j=1}^{n_{22}} (R_{2j}^{\text{res}})' = n_{21} n_{22} \left( \hat{\theta}_{n_2} - \frac{1}{2} \right) - n_{21} n_{22} \left( \bar{x}_2' - \bar{x}_1' \right) \frac{\text{Cov}(R', X')}{\text{var}(X')}
\end{align*}

Using the notation (48) we set

\begin{align*}
w_1 W_{\text{res}} &= w_1^0 \left( \hat{\theta}_{n_1} - \frac{1}{2} \right) - w_1^0 \left( \bar{x}_2 - \bar{x}_1 \right) \frac{\text{Cov}(R, X)}{\text{var}(X)}, \\
w_2 (W_{\text{res}})' &= w_2^0 \left( \hat{\theta}_{n_2} - \frac{1}{2} \right) - w_2^0 \left( \bar{x}'_2 - \bar{x}'_1 \right) \frac{\text{Cov}(R', X')}{\text{var}(X')}
\end{align*}
Hence, dividing also the numerator and the denominator by \((w_1^0 + w_2^0)\) and remembering that \(w^0 = \frac{w^0}{w_1^0 + w_2^0}\) is the van Elteren weight, we can simplify equation (49) as follows

\[
Z_{N}^4 = \frac{\hat{\theta}_N^{\text{str}} - \frac{1}{2} \left[ \frac{w^0}{n_1} (\bar{x}_2 - \bar{x}_1) \frac{\text{Cov}(R, X)}{\text{var}(X)} + \frac{(1-w^0)}{n_2} (\bar{x}'_2 - \bar{x}'_1) \frac{\text{Cov}(R', X')}{\text{var}(X')} \right]}{\sqrt{\frac{(w^0)^2}{n_1} \left[ \text{var}(R) - \frac{\text{Cov}(R, X)^2}{\text{var}(X)} \right] + \frac{(1-w^0)^2}{n_2} \left[ \text{var}(R') - \frac{\text{Cov}(R', X')^2}{\text{var}(X')} \right]}}
\]

(50)

Here \(\hat{\theta}_N^{\text{str}} = w^0 \hat{\theta}_{n_1} + (1 - w^0) \hat{\theta}_{n_2}\). On the other hand, under the null hypothesis of adjusted WP with stratification being \(\beta = \frac{1}{2}\), we derive from Theorem 6 (see formulas (31) to (35))

\[
Z_{N}^{\text{ksS}} = \frac{\hat{\theta}_N^{\text{str}} - \frac{1}{2} \frac{\bar{x}_N^{\text{str}}}{\text{var}(\bar{x}_N^{\text{str}})} \text{Cov}(\bar{x}_N^{\text{str}}, \hat{\theta}_N^{\text{str}})}{\sqrt{\text{var}(\hat{\theta}_N^{\text{str}}) - \frac{\text{Cov}(\bar{x}_N^{\text{str}}, \hat{\theta}_N^{\text{str}})^2}{\text{var}(\bar{x}_N^{\text{str}})}}}
\]

(51)

**Remark 16.** To compare the \(Z\) values from equations (50) and (51), we see the following differences. First, the rank ANCOVA approach uses combined estimates of variances across treatment groups in each stratum, while the test based on the adjusted WP with stratification uses pooled estimates of variances. Second, the rank ANCOVA approach performs adjustment by the numeric covariate first, then combines estimates across strata, whereas in the WP approach the covariates are combined across strata then the adjustment is performed. Overall, both methods provide similar statistical tests, while the WP approach provides also treatment effect measure with its confidence interval which corresponds to the mentioned statistical test.

### 5 Applications to a clinical trial data

In this section we will apply the WR and rank ANCOVA methodology described in previous sections to the DAPA-HF trial data. Specifically, the data from a PRO (patient reported outcome) questionnaire, which measures HF related symptoms, will be used.

#### 5.1 KCCQ

The KCCQ is a self-administered disease specific instrument for patients with HF (see Green et al.\(^{30}\) and Spertus et al.\(^{31}\)). The KCCQ consists of 23 questions measuring, from the patients’ perspectives, their HF-related symptoms, physical limitations, social limitations, self-efficacy, and health-related quality of life over the prior two weeks. All items are measured on a verbal response scale with 5–7 response options. There are five individual subscales, and all, except the symptom stability question and self-efficacy subscale, are aggregated into a CSS (average of the “physical limitation score” and “total symptom score”) and overall summary score (average of the “physical limitation score,” “total symptom score,” “quality of life score,” and “social limitation score”) (Figure 5). Scores for each subscale are standardized to range from 0 to 100 with higher scores indicating a better outcome. The KCCQ is scored by assigning each response an ordinal value, beginning with 1 for the response that implies the lowest level of functioning, and summing items within each domain. Scale scores are transformed to a 0–100 range by subtracting the lowest possible scale score, dividing by the range of the scale and multiplying by 100. For the analysis we will use only the KCCQ-TSS (total symptoms score) which is the average of the symptoms frequency score and the symptoms burden score (see Figure 5).

#### 5.2 DAPA-HF trial design

DAPA-HF was an international, multicenter, parallel group, event-driven, randomized, double-blind, clinical trial in patients with chronic HFrEF, evaluating the effect of dapagliflozin 10 mg, compared with placebo, given once daily, in addition to standard of care, on the risk of worsening HF and CVD (registration number NCT03036124 in ClinicalTrials.gov). The total number of subjects was \(N = 4744\), of which \(n_2 = 2373\) were randomized to the
In the hierarchical testing procedure for endpoints under strong type I error control, the third secondary endpoint was the change from baseline measured at month 8 in the KCCQ-TSS. The KCCQ-TSS was assessed at baseline (randomization) and at months 4 and 8 after randomization and was analyzed as a composite, ordinal variable, incorporating the vital status of subjects at month 8 along with a change in score from baseline to month 8 in surviving subjects, while missingness for reasons other than death was imputed using the multiple imputation method under the missing at random (MAR) assumption. The treatment effect was estimated using the WR approach. The analysis yielded a WR of $1.18 \pm 0.11$; $p < 0.0001$ (see McMurray et al.32). The WR was calculated using the adjusted WP approach with stratification, as described in Section 3.3. The statistical test of the null hypothesis, on the other hand, was performed using the rank ANCOVA approach described in Section 4.4. In the subsequent sections, we give more details on methods for calculating the WR and the statistic used for the hypothesis testing.

### 5.3 Complete case analysis

In total, $N = 3891$ subjects had the KCCQ change from baseline at month 8 measured, i.e. both baseline value and value at month 8 was available ($n_1 = 1965$ in the placebo group and $n_2 = 1926$ in the dapagliflozin group).

Table 1 gives the details of the mean difference analysis of KCCQ-TSS scores between the two groups. Figure 6 shows the histograms of the change from baseline at month 8 in KCCQ-TSS score. They indicate that it is reasonable to assume normality of the underlying distributions in both treatment groups for the change from baseline of the KCCQ score. Therefore, a t-test can be performed to compare the treatment effect in two groups. The estimates presented in Table 1 are for the WR (16) and the p-value corresponds to the hypothesis test (17). Assuming normal distributions and estimating the mean and standard deviation of these distributions from the data (see Table 1), we get $\xi \sim N(3.3, 19.2^2)$ and $\eta \sim N(6.1, 18.6^2)$. Here again $\eta$ denotes the random variable describing KCCQ-TSS in the active (dapagliflozin) group, whereas $\xi$ denotes the KCCQ-TSS in the placebo group. This means that we can calculate the parametric estimate (based on the form of the distribution) of the WR using the formula (2) for the WP. A non-parametric estimate for the WR can be constructed using formula (5), while the confidence interval and the p-value of the null hypothesis that the WR equals to 1 can be calculated using Theorem 2. The results are summarized in Table 1.

Below we provide the two-way ANCOVA analysis for the change from baseline at month 8 in KCCQ-TSS adjusted for the baseline KCCQ-TSS score and including the type 2 diabetes status at baseline as a stratification
factor (see Kosiborod et al.33). The least-square means and the corresponding test of their equality are summarized in Table 2.

### 5.4 Handling missingness for reasons other than death

In the DAPA-HF clinical trial, missing data were categorized into two categories: due to death and not due to death. Any KCCQ-TSS value which was not missing due to death was imputed using multiple imputation (see Rubin34) under the assumption that it was MAR. The imputation was done sequentially, as described below.

First, all occurrences of missing data where there were observations made after the missing data point (non-monotone missingness) were replaced in multiple imputation datasets, using Markov Chain Monte Carlo with separate chains per subject. In this imputation model, only randomization stratum, treatment arm, and observed KCCQ values were included.

For missing data where there were no observations made after the missing data point (monotone missingness), a predictive mean matching imputation approach was applied using the posterior predictive distribution. A linear regression model was estimated, based on observed data and including randomization stratification factor, treatment arm, previously observed values, and number of preceding HFHs, as predictors. New predictions were obtained for the observed data points, using the estimated regression coefficients. The same linear model was then used to find the posterior predictive distribution of the regression coefficients. From this distribution, new regression coefficients were randomly drawn and, using the newly drawn regression coefficients, predicted values were obtained for the missing data points. For each missing data point, its five closest neighbors were identified among

---

**Table 1.** Change from baseline at month 8 in KCCQ-TSS, unadjusted complete case analysis without stratification.

| Treatment | Comparison |
|-----------|------------|
| DAPA 10mg | Placebo    |
| \( n_2 = 1926 \) | \( n_1 = 1965 \) |
| Mean | 6.1 | 3.3 |
| Mean difference | 2.8 (1.6, 4), \( p < 0.0001 \) |
| Win ratio | 1.21 (1.13, 1.3), \( p < 0.0001 \) |

DAPA: dapagliflozin; KCCQ-TSS: Kansas City cardiomyopathy questionnaire total symptoms score.

---

**Figure 6.** Histograms of change from baseline at month 8 in KCCQ-TSS by treatment group.
the predicted values of the originally observed data points. An imputation value was randomly selected from these five values. This was done sequentially, starting at the earliest time point and progressing until the last time point had been imputed for all subjects with missing data, including imputations made along the way. This procedure is done multiple times, creating multiple imputation datasets. The analysis results on imputed data are then pooled across imputation datasets, taking into account both within-dataset variation and between-dataset variation.

Remark 17. A simple method of handling missingness for reasons other than death would be to apply a sequential monotone method beginning with imputing missing data for a first post-baseline visit and subsequently proceeding to impute a second post-baseline visit from preceding observed or imputed values. Alternative methods to multiple imputation method not requiring the MAR assumption are described in Fan et al.35 One other possibility (implemented in Kawaguchi and Koch36) is to manage missing values as being tied with all other values, and this way of proceeding is applicable to both deaths and missing values for other reasons; its invocation enables assessment of treatment comparisons in an environment which is reasonably neutral with respect to deaths as well as other missing values and also does not involve a MAR assumption.

5.5 Incorporating death

In Section 2.5 we discussed three strategies of incorporating deaths into the analysis of symptom scores. Here we will deal with only the first strategy, that is subjects having experienced death before the assessment date of the symptom score will be assigned the same worst (lowest) ordinal value. The missing values not due to death were considered as MAR and were imputed using the multiple imputation method. Hence, the number of non-missing change from baseline values at month 8 was 4744 minus the number of deaths prior to that time point. Overall 257 deaths happened prior to month 8 (121 in the dapagliflozin group and 136 in the placebo group), hence making the number of available changes from baseline (including the imputed values of KCCQ-TSS) 2235 in the placebo group and 2252 in the dapagliflozin group. Table 3 summarizes the results for the adjusted WR estimation with stratification (see Section 3.3) and the test based on the rank ANCOVA (see Section 4.4).

5.6 Discussions

In Section 2.5 we described several strategies to handle intercurrent events in the analysis of change from baseline in the symptoms scores. In the WR analysis in the DAPA-HF study, all intercurrent events, except deaths, were

### Table 2. Change from baseline at month 8 in KCCQ-TSS, adjusted complete case analysis with stratification.

| Treatment | DAPA 10mg | Placebo |
|-----------|-----------|---------|
| n2 = 1926 | n1 = 1965 |
| Mean      | 6.0       | 3.4     |
| Mean difference | 2.8 (1.9, 3.6), p < 0.0001 |
| Win ratio | 1.2 (1.12, 1.28), p < 0.0001 |

DAPA: dapagliflozin; KCCQ-TSS: Kansas City cardiomyopathy questionnaire total symptoms score.

### Table 3. Adjusted analysis of the composite of KCCQ-TSS and death.

| Treatment | DAPA 10mg | Placebo |
|-----------|-----------|---------|
| n2 = 2373 | n1 = 2371 |
| Win proportion | 0.54       | 0.46     |
| Win ratio (CI) | 1.18 (1.11, 1.26) |
| Win ratio statistic, p-value | 5.03, p < 0.0001 |
| Rank ANCOVA statistic, p-value | 4.75, p < 0.0001 |

ANCOVA: analysis of covariance; DAPA: dapagliflozin; KCCQ-TSS: Kansas City cardiomyopathy questionnaire total symptoms score.
handled using the treatment policy strategy, i.e. these events are disregarded and subjects were followed as if the events had not occurred. As described in ICH Harmonised Guideline, the treatment policy strategy cannot be implemented for intercurrent events that are terminal events, since values for the variable after the intercurrent event do not exist. Hence the composite strategy was used to handle deaths. If we were to combine all HFH intercurrent events in an endpoint, that would have more impact on the estimand, and instead of estimating the effect of the treatment on the change in symptoms score we would be estimating a “net clinical benefit.” The same would be true if we were to incorporate death into the composite endpoint using scenario 3 of Section 2.5, which uses a comparison of deaths based on a characteristic directly related to the event of death, for example the timing of death. Therefore, only scenarios 1 and 2 were considered in the DAPA-HF study. By defining an order between deaths based on a characteristic not directly related to the event of death, a separation of the effect of the treatment on the death and on the symptoms scores was done, so the effect on symptoms scores was not driven by the effect of the treatment on risk of death.

The results presented in Tables 1 to 3 show that the estimated treatment effect on the symptoms score is robust, that is it is not contingent upon the choice of statistical methods and assumptions. The estimation of the adjusted WR with stratification does not have any distributional assumptions, and the corresponding statistical test is similar to the rank ANCOVA test. In the complete case analysis for the change from baseline, the mean difference is an appropriate method to describe the difference in distributions, since Figure 6 demonstrates the normality (hence symmetry) of underlying distributions. Because of normality of underlying distributions, the estimated non-parametric WR and the parametric WR would be the same. In a setting where the underlying distributions are not normal, the non-parametric WR estimate will still be valid. Moreover, combining the numerical changes from baseline with death as the worst possible change transforms the variables of interest into ordinal variables, and the WR is, again, an appropriate method to test the difference in distributions. The WR in Table 2 which is a complete case analysis and the WR in Table 3 which is an imputation based analysis (with multiple imputation of missing data not due to death and including the events of death), show that although adding deaths into the analysis yields a more complete estimate of the treatment effect, in a more realistic setting where subjects can die, the magnitude of treatment effect is the same, which confirms that the effect in KCCQ-TSS scores is not driven by the treatment effect on reducing mortality, which was observed in the trial, as shown in McMurray et al. The method of handling deaths in Table 3 corresponds to scenario 1, that is all deaths were treated equal. This analysis was the sensitivity analysis in the DAPA-HF trial, whereas the primary method of analysis was based on the scenario 2, where an order between deaths was introduced based on the last change from baseline of the subject while alive. That method yields the same estimate and the confidence interval, confirming that, in this case, the

| Comparison | Win ratio | Win prob | NNT |
|------------|-----------|----------|-----|
| 1.05       | 0.5121951 |          |     |
| 1.1        | 0.5238095 |          |     |
| 1.15       | 0.5348837 |          |     |
| 1.18       | 0.5412844 |          |     |
| 1.2        | 0.5454545 |          |     |
| 1.25       | 0.5555556 |          |     |
| 1.3        | 0.5652174 |          |     |
| 1.35       | 0.5744681 |          |     |
| 1.4        | 0.5833333 |          |     |
| 1.45       | 0.5918367 |          |     |
| 1.5        | 0.6       |          |     |
| 2          | 0.6666667 |          |     |
| 3          | 0.75      |          |     |
| –          | 1         |          | 1   |

NNT: number needed to treat.

Table 4. NNT based on the win probability.
handling of deaths does not change the treatment effect estimate of KCCQ-TSS scores. This was due to the fact that although there was an effect in all-cause mortality for the full duration of the study, at month 8 the number of deaths was small and was balanced in both treatment groups. In case where the difference in number of deaths in both treatment groups is clearly different at the time point of measurement, the handling of death can have more influence on the estimated treatment effect. One potential drawback of the WR (and the associated WP) is that the statistical interpretation of this measure is not as straightforward as, say, a difference in means. Both measures are essentially group-level estimates; making inference regarding the similarity of two independent groups, with respect to the location of their distributions. When looking at the difference in means, this is interpreted as the average difference in locations, assuming that the underlying variable is continuous and normal, and that there are no intercurrent events which influence the estimand (what is being estimated) if they are ignored. Average change in each group of symptoms scores is easy to interpret since it has the same unit of measurement as the symptoms score itself, meaning that participants of each group would expect to have approximately the same change in symptoms as the average of their group. If the underlying data are not continuous, or there are major departures from normality, a non-parametric approach is more appropriate. The non-parametric WR can also easily incorporate a composite strategy for handling intercurrent events (e.g. deaths). The interpretation of the WR is that it is the average odds of the WP, i.e. the chance of one group having a “greater benefit” compared to the other. The estimated number of subjects who need to be treated to observe such a benefit can be calculated and expressed using the WP. This would amount to deriving a NNT based on the WR.

To better understand the treatment effect that corresponds to the WR of 1.18 (or, equivalently, the win proportion 0.54, see Table 3), we can calculate the estimated NNT as defined in Remark 3 (see Table 4). The win proportion equal to 0.54 will yield an \[ \text{NNT} = \frac{1}{\text{WP} - 1} = 13 \] (to get an integer in calculating the NNT we always round up fractional numbers), which can be interpreted as 13 subjects need to be treated by dapagliflozin in addition to standard of care, compared to being treated with standard of care alone, to have one subject with better benefit in symptoms. It is important to note that the WR is calculated based on the change from baseline. The least-squares mean of the change from baseline in the placebo group is 3.4 (see Table 2), which shows that in the placebo group, as well as in the dapagliflozin group, there is an improvement in symptoms. Hence, to be precise, 13 subjects need to be treated by dapagliflozin to have one subject with better improvement in symptoms than they would have if they were treated only by standard of care.

6 Conclusions

The WR is a general method of comparing locations of distributions of two independent, ordinal random variables. Under minimal assumptions, an asymptotically normal estimator for the WR can be derived. Stratification and numeric covariate adjustment can be made using simple modifications of the estimator for the crude WR. It was shown that the WR and its modifications for stratified analysis, adjusted analysis, and adjusted analysis with stratification give tests that, under the null hypothesis, are correspondingly equivalent to the Wilcoxon rank-sum test or to the Fligner-Policello test, linear regression testing on the ranks, van Elteren or Cochran–Mantel–Haenszel test and the rank ANCOVA test, with the advantage that the WR itself provides an interpretable treatment effect measure. Hence, the unified method of the WR described in the present work can be used instead of several different tests both for treatment effect estimation and for the corresponding treatment effect difference testing.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding

The author(s) received no financial support for the research, authorship, and/or publication of this article.

ORCID iD

Samvel B Gasparyan https://orcid.org/0000-0002-4797-2208
References

1. Pocock SJ, Ariti CA, Collier TJ, et al. The win ratio: a new approach to the analysis of composite endpoints in clinical trials based on clinical priorities. *Eur Heart J* 2012; 33: 176–182.

2. Wang D and Pocock S. A win ratio approach to comparing continuous non-normal outcomes in clinical trials. *Pharm Stat* 2016; 15: 238–245.

3. Dong G, Li D, Ballerstedt S, et al. A generalized analytic solution to the win ratio to analyze a composite endpoint considering the clinical importance order among components. *Pharm Stat* 2016; 15: 430–437.

4. Dong G, Qiu J, Wang D, et al. The stratified win ratio. *J Biopharm Stat* 2018; 28: 778–796.

5. ICH Harmonised Guideline E9(R1). *Addendum on estimands and sensitivity analysis in clinical trials to the guideline on statistical principles for clinical trials*. Final version. Adopted on 20 November 2019. https://www.ema.europa.eu/en/documents/scientific-guideline/ich-e9-r1-addendum-estimands-sensitivity-analysis-clinical-trials-guideline-statistical-principles_en.pdf

6. Dong G, Hoaglin DC, Qiu J, et al. The win ratio: on interpretation and handling of ties. *Stat Biopharm Res* 2020; 12: 99–106.

7. Luo X, Tian H, Mohanty S, et al. An alternative approach to confidence interval estimation for the win ratio statistic. *Biometrics* 2015; 71: 139–145.

8. Luo X, Qiu J, Bai S, et al. Weighted win loss approach for analyzing prioritized outcomes. *Stat Med* 2017; 36: 2452–2465.

9. Oakes D. On the win-ratio statistic in clinical trials with multiple types of event. *Biometrika* 2017; 103: 742–745.

10. Efron B. On the two sample problem with censored data. In: *Proceedings of the fifth Berkeley Symposium on Mathematical Statistics and Probability*, Vol. 4 (eds L LeCam and J Neyman), 1967, pp.831–853. Berkeley: University of California Press.

11. Hoeffding W. A class of statistics with asymptotically normal distribution. *Ann Math Stat* 1948; 19: 293–325.

12. Bebu I and Lachin JM. Large sample inference for a win ratio analysis of a composite outcome based on prioritized components. *Biostatistics* 2015; 17: 178–187.

13. Davis CE and Quade D. On comparing the correlations within two pairs of variables. *Biometrics* 1968; 24: 987–995.

14. Puri ML and Sen PK. *Nonparametric methods in multivariate analysis*. New York: Wiley, 1971. p.229.

15. Landis JR, Heyman ER and Koch GG. Average partial association in three-way contingency tables: a review and discussion of alternative tests. *Int Stat Rev/Rev Int Stat* 1978; 46: 237–254.

16. Koch GG, Amara IA, Davis GW, et al. A review of some statistical methods for covariance analysis of categorical data. *Biometrics* 1982; 38: 563–595.

17. Koch GG, Carr GJ, Amara IA, et al. Categorical data analysis. In: *Statistical methodology in the pharmaceutical sciences*. Chapter 13, Marcel Dekker, Inc., 1990. pp. 389–473.

18. Koch GG, Tangen CM, Jung JW, et al. Issues for covariance analysis of dichotomous and ordered categorical data from randomized clinical trials and non-parametric strategies for addressing them. *Stat Med* 1998; 17: 1863–1892.

19. Kawaguchi A, Koch GG and Wang X. Stratified multivariate Mann–Whitney estimators for the comparison of two treatments with randomization based covariance adjustment. *Stat Biopharm Res* 2011; 3: 217–231.

20. Chatellier G, Zapletal E, Lemaitre D, et al. The number needed to treat: a clinically useful nomogram in its proper context. *BMJ* 1996; 312: 426–429.

21. Van der Vaart AW. *Asymptotic statistics*. Vol. 3. Cambridge: Cambridge University Press, 2000.

22. Brunner E and Munzel U. The nonparametric Behrens–Fisher problem: asymptotic theory and a small-sample approximation. *Biomet J* 2000; 42: 17–25.

23. Packer M. Development and evolution of a hierarchical clinical composite end point for the evaluation of drugs and devices for acute and chronic heart failure: a 20-year perspective. *Circulation* 2016; 134: 1664–1678.

24. Gibbons JD and Chakraborti S. *Nonparametric statistical inference*. Statistics: a series of textbooks and monographs. New York: CRC, 2010.

25. Lehmann EL and D’Abrera HJM. *Nonparametrics: statistical methods based on ranks*. San Francisco, CA: Holden-Day, 1975.

26. Hollander M and Wolfe DA. *Nonparametric statistical methods*. 2nd ed. New York: John Wiley & Sons, 1999.

27. Fligner MA and Policello GE. Robust rank procedures for the Behrens-Fisher problem. *J Am Stat Assoc* 1981; 76: 162–168.

28. Stokes ME, Davis CS and Koch GG. *Categorical data analysis using SAS*. Cary, NC: SAS Institute, 2012, pp.1863–1892.

29. Quade D. Rank analysis of covariance. *J Am Stat Assoc* 1967; 62: 1187–1200.

30. Green CP, Porter CB, Bresnahan DR, et al. Development and evaluation of the Kansas City Cardiomyopathy Questionnaire: a new health status measure for heart failure. *J Am Coll Cardiol* 2000; 35: 1245–1255.

31. Spertus J, Peterson E, Conard MW, et al. Monitoring clinical changes in patients with heart failure: a comparison of methods. *Am Heart J* 2005; 150: 707–715.

32. McMurray JJ, Solomon SD, Inzucchi SE, et al. Dapagliflozin in patients with heart failure and reduced ejection fraction. *N Engl J Med* 2019; 381: 1995–2008.
33. Kosiborod MN, Jhund P, Docherty KF, et al. Effects of dapagliflozin on symptoms, function and quality of life in patients with heart failure and reduced ejection fraction: results from the DAPA-HF Trial. Circulation 2020; 141: 90–99.
34. Rubin D. Multiple imputation for nonresponse in surveys. Vol. 81. New York: John Wiley & Sons, 2004.
35. Fan C, Zhang D, Wei L, et al. Methods for missing data handling in randomized clinical trials with nonnormal endpoints with application to a phase III clinical trial. Stat Biopharm Res 2016; 8: 179–193.
36. Kawaguchi A and Koch GG. sanon: an R package for stratified analysis with nonparametric covariable adjustment. J Stat Softw 2015; 67: 1-37.