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Abstract—This paper develops an explainable deep learning model that estimates the remaining useful lives of rotating machinery. The model extracts high-level features from Fourier transform using an autoencoder. The features are used as input to a feedforward neural network to estimate the remaining useful lives. The paper explains the model’s behavior by analyzing the composition of the features and the relationships between the features and the estimation results. In order to make the model explainable, the paper introduces octave-band filtering. The filtering reduces the input size of the autoencoder and simplifies the model. A case study demonstrates the methods to explain the model. The study also shows that the octave-band filtering in the model imitates the functionality of low-level convolutional layers. This result supports the validity of using the filtering to reduce the depth of the model.
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I. INTRODUCTION

Deep learning has successfully been used to estimate the remaining useful lives (RULs) of rotating machinery regardless of the types of neural network structures [1-9]. In general, this success is attributed to high flexibility in modeling features for better RUL estimation [10]. However, deep learning makes the estimation process opaque. The complex connections among multiple neural layers deter our understanding of how deep learning estimates RULs. This problem is linked to the credibility of deep learning. For example, a deep learning model may learn spurious correlations while training due to an inadequate amount of training data. If humans cannot detect the spurious correlations and correct them, the model may give inaccurate RUL estimates in real-world applications.

Many methods have been developed to explain the decision logic of deep learning models. One way to explain the behavior of a deep learning model is to measure the inputs’ importance factors that help determine the model’s output. Methods such as layer-wise relevance propagation (LRP) [11], local interpretable model-agnostic explanations [12], and Shapley additive explanations [13] reveal why a model made the decision with the given inputs. These methods have been applied to convolutional neural network (CNN)-based diagnostics for rotating machinery. Saeki et al. [6] and Grezmak et al. [7] used gradient-weighted class activation mapping and LRP to analyze attributions of frequency bands in spectrograms to diagnosis results. Although their work explained which inputs affect the results most, they were not able to explain the high-level features of their trained deep learning models.

Visualizing the features of the developed neural networks is another approach to understand deep learning models. Jia et al. [8] visualized the features of a CNN by feeding inputs to the network that maximize the activation functions of the convolutional layers. Lei et al. [9] correlated the functionality of their sparse filtering to that of Gabor filters. They showed the physical representation of the features of the sparse filtering by modeling the weights of the filtering to a Gabor filter. This approach gave insights about how deep learning models interpret the inputs, especially for deep learning-based diagnostics. However, deep learning-based prognostics require additional explanation to connect the relationship between the features and the results of the diagnostics.

This paper develops a method that explains the relationship by reducing the size of a neural network to the level where a human can understand the network. In general, a neural network that has a hierarchical structure learns different types of features depending on the location of the layer. For example, LeCun et al. [14] showed that a CNN could learn the edges and lines of images from the first few layers, and the layers at the top of the network were composed of patterns using the edges and lines.

One method to reduce the size of a neural network is to modify the input of the network by utilizing domain knowledge. The schematic in Fig. 1 shows hierarchical neural networks that were trained for the same purpose. If the handcrafted features on the right replicate the outputs of the low-level layers of the neural network on the left, the network on the right can perform the same function while reducing the depth of the network by directly receiving the hand-crafted features as inputs.

Fig. 1. A schematic of hierarchical neural networks with annotations about the characteristics of features for each level. The low-level features on the left neural network can be replaced by hand-crafted features to reduce the depth of the neural network.
Previous studies [6, 7] have explained that deep learning models that diagnose rotating machinery find characteristic frequencies for bearing faults from vibrations nearby bearings. This paper hypothesizes that the low-level layers of the models find local correlations among frequency components that are related to faults of the machinery. Based on this hypothesis, the paper develops a deep learning-based prognostics model for rotating machinery that utilizes octave-band filtering to replace the functionality of the low-level layers. Octave-band filtering extracts features of the characteristic frequencies while eliminating redundancy among them.

In order to interpret the network, the paper uses an autoencoder (AE) [15] and a feedforward neural network (FFNN). The AE generates high-level features from the results of octave-band filtering, and the FFNN estimates RULs of rotating machinery. After the training, high-level features of the AE are extracted from the bottleneck of the AE by inputting the training data. The features are used as inputs for a feedforward neural network (FFNN), and the FFNN outputs the estimated RUL of the machinery. The FFNN was trained in a supervised manner. The RULs that are associated with the training inputs were calculated backward from the point where the machinery is failed.

**II. METHOD**

The overall process to estimate RULs of rotating machinery using a deep learning model is depicted in Fig. 2. The model receives signals from accelerometers and generates power spectra from the signals through Fourier transform. In order to reduce the size of the model’s neural network, octave-band filtering compresses the power spectra. The outputs of the octave-band filtering at the same timeframe are concatenated to be fed to an autoencoder (AE) for training. After the training, high-level features of the AE are extracted from the bottleneck of the AE by inputting the training data. The features are used as inputs for a feedforward neural network (FFNN), and the FFNN outputs the estimated RUL of the machinery. The FFNN was trained in a supervised manner. The RULs that are associated with the training inputs were calculated backward from the point where the machinery is failed.

A. **Octave-band Filtering**

In general, most of the frequency components from the vibrations of rotating machinery are inactive and do not contain useful information for diagnosis and prognosis. They also have redundant information. For example, characteristic frequencies of rolling element bearings, such as the ball pass frequency of the outer race, often have sidebands and harmonics, which deliver the same information. To handle this problem, octave bands filtered the power spectra after the Fourier transform. Octave-band filtering is one of the methods for analyzing vibration in the frequency domain, which is defined in ANSI standard S1.11-2004 [16]. The method bins a power spectrum within certain frequency bands that are logarithmically scaled.
The relationship between adjacent band edges of nth octave bands is defined as follows:

$$f_{i+1} = \frac{1}{2} f_i, i = 1, 2, 3, ..., N$$  \hspace{1cm} (1)

where $i$ represents the order of frequency band edges, and $n$ is the number of bands in one octave. As $n$ increases, the resolution of octave-band filtering increases. Based on the relationship, the locations of the edges are determined by defining the first band edge $f_1$ and the number of bands $N$.

Octave-band filtering sums coefficients of a power spectrum between the octave frequency band edges. Since the model uses discrete power spectral densities as the input of the octave-band filtering, the filtering process proceeds as follows:

$$F_i = \frac{1}{b - a} \sum_{k=a}^{b} psd(k)$$  

$$a = \min f(i), b = \min f(i) > f_{i+1}$$ \hspace{1cm} (2)

where $psd(k)$ and $f(i)$ represent the $k$th power spectral density and the $i$th upper edge frequency of the power spectral density.

Octave band filters usually stack the power spectral densities of the characteristic frequencies and their sidebands together, which reduces redundancy. They also generate features that are related to resonance frequencies of rotating machinery elements. Taking a rolling element bearing’s power spectra as an example. The power spectral densities above around 3 kHz are related to the natural frequencies of the bearing element’s materials [17]. The locations of the natural frequencies can smear in the observed power spectra due to operating conditions and the lack of spectra resolution. Octave-band filtering accumulates a wide range of power spectral densities that are related to the resonance frequencies. Therefore, the changes in the power spectral densities that are related to the resonance frequencies can be tracked.

This paper uses a modified octave filter to reduce the redundancy in octave bands in the low region. These bands are usually narrower due to logarithmic scaling. Therefore, the modified filter may not eliminate redundancy among the fault frequencies at low-frequency bands and their sidebands. To increase the bandwidth, the modified filter uses octave bands that have a constant absolute band width in the low region. The edges of the octave bands can be expressed using formulae as follows:

$$f_i = m((i - 1)N), i = 1, 2, 3, ..., N$$

$$f_j = 2^{\frac{j+k}{n}}N, j = 1, 2, ..., M$$

$$k = \left[ \frac{n \cdot \log_2 \frac{m}{2^{1/n} - 1}}{1 + \frac{1}{m} \cdot 2^{k+1}} \right]$$  \hspace{1cm} (3)

where $f_i$ and $f_j$ are the band edges of different types of octave bands. The modified octave bands are constructed by concatenating the two band edges in order. The first $N$-1 octave bands have constant absolute band width of $m$ Hz, and the rest of the octave bands have constant percentage band width that follows (1). The octave band index $N$ where the constant percentage band width is applied first is defined by the point where the bandwidth of octave filters in (1) having $f_1 = 1$ exceeds the constant band width $m$.

B. High-level Feature Explanation

The developed model uses an AE to generate high-level features from the results of octave-band filtering. An AE is a type of neural network consisting of an encoder and a decoder. An encoder compresses inputs into high-level features, and a decoder restores the inputs using the features. The characteristics of high-level features can be explained by utilizing the characteristics of an AE. Overall, the values of the high-level features are stable when inputting the vibration signals of a healthy rotating machine to the model because the signals are stable. As the machine degrades, the signals may exhibit unusual patterns in power spectra, which leads to changes in the features. By correlating the changes in the inputs with the outputs of an encoder, the composition of the features can be explained. However, this method may not segregate the characteristics of the features because more than one feature value can change simultaneously as the machine degrades.

Another method to explain the high-level features is reversing the process using a decoder. As a decoder recovers the input of an encoder using the high-level features, the characteristics of each feature can be observed by changing one feature value at a time. Compared to the previous method, humans can only infer the characteristics of the features indirectly because the decoding process is not an exact inverse of the encoding process. The explanation becomes uncertain when the trained decoder is overfitted to the training data. The overfitted decoder generates erroneous outputs with small variations of the inputs. As this method manually feeds modified inputs to a decoder, the outputs of the decoder can also be erroneous. Therefore, the characteristics of the high-level features of an AE can only be explained  if these two methods are used together.

C. Feature Importance Evaluation

The FFNN in the model estimates RUL based on the high-level features of the AE. In order to inspect and correct the decision logic of the FFNN, the contribution of the features to the RUL estimate can be evaluated. Olden et al. [18] conducted a comparative study to evaluate algorithms that evaluate feature importance for an FFNN. Among them, the connection weight approach [19] provided the best accuracy in quantifying variable importance in the study.

The connection weight algorithm measures feature importance of one-layer neural network by summing the connection weights between input and hidden nodes and then weighting the results by the connection weights between hidden and output nodes. The algorithm can be expressed as follows:

$$FI_i = \sum_{j=1}^{M} w^2_{ij} w^1_{ij}, i = 1, 2, ..., M$$  \hspace{1cm} (4)

where $i$ and $j$ represent the index of inputs and hidden neurons. $w^1$, $w^2$, and $FI$ represent input-hidden and hidden-output connection weights and their relative importance. For example, the feature importance of the first input $FI_1$ is the summation of weights that are connected to the first neuron $w^1_{1j}$, multiplied by the weights $w^2_{ij}$ that are associated with the connected node.

Although Olden et al. applied the algorithm to a single-layer FFNN, the algorithm can also be applied to a multi-layer FFNN by conducting the algorithm recursively from the output node
Fig. 3. Octave-band filtering for a bearing’s spectral data. The octave-band filtering reduces the dimensionality of the original data while reserving the overall peaks of the data.

to input nodes. The generic formula to evaluate the feature importance of a $l$th layer FFNN can be defined as follows:

$$F\text{I}_l = \sum_{j=1}^{N_l+1} F\text{I}_{l+1}^j w_{l,j}^j,$$

$$j = 1,2, ..., M_l, l = 1,2, ..., L$$  \hspace{1cm} (5)

Compared to (4), (5) uses a generic weight $F\text{I}_{l+1}^j$ that represents the feature importance of the $j$th node at the $l$th layer. The calculation process starts by obtaining the feature importance of the last hidden layer $F\text{I}_L^i$ and ends by obtaining the feature importance of the input node $F\text{I}_1^i$, which is the feature importance of the FFNN.

The obtained feature importance can be regarded as the correlation between the input and the output of an FFNN. As the feature importance of the input increases, the effect of the input change on the output also increases. If feature importance is negative, the output of an FFNN decreases as the input increases. However, interpreting the feature importance becomes difficult as the number of layers of an FFNN increases because the algorithm omits the nonlinearity of activation functions in the FFNN. The existence of activation functions increases the complexity of interpreting the relationship between the input and output of an FFNN. Therefore, the application of this algorithm should be limited to an FFNN that has few neural layers.

### III. Case Study

The IEEE PHM 2012 data challenge bearing dataset [20] was used to validate the developed method. The dataset consists of data from 6 run-to-failure tests under three different loading conditions for training and 11 tests under the same three loading conditions, as listed in Table 1.

The dataset includes acceleration signals that are recorded from both horizontal and vertical directions nearby bearings. The signals were recorded for 0.1 s at 10-s intervals.

#### A. Experimental Setup

In order to decompose frequency components from the signals, short-time Fourier transform (STFT) was performed using the entire length of records (0.1 s) as a window length. The Hanning window [21], which also has a 0.1-s window, was applied to eliminate noise. As the sampling rate of the dataset was 25,600 Hz, the size of the frequency band was 1281 with a resolution of 10 Hz.

The obtained power spectra were processed using octave-band filtering, which has a constant absolute band width $m$ of 32 and 16 octave bands in one octave for the following constant percentage band width $n$. As an example, Fig. 3 shows the octave-band filtering of the first record of Bearing 1-1. The graphs on the left show the power spectra after Fourier transform, and the graphs on the right show the processed results. The processed results were converted to a linear scale to compare the graphs. After applying octave-band filtering, the size of the power spectra for each direction was reduced to 88, which is about 6% of the original data size.

The processed power spectra were converted to a two-dimensional matrix, where the number of rows corresponds to the number of the frequency components in the spectra data, and the number of columns corresponds to the number of records. The magnitudes of the matrix were expressed as decibels with a base unit of $10^{1/10} \text{g}^2/\text{Hz}$. The matrix was fed to an AE of a deep learning model after the normalization process that is described as follows:

### TABLE 1

| Operating Conditions of Bearing Datasets |
|------------------------------------------|
| Shaft Rotation Frequency, Maximum Load  |
| 1800 RPM, 4000 N | 1650 RPM, 4200 N | 1500 RPM, 5000 N |
| Training set | Bearing 1-1 | Bearing 2-1 | Bearing 3-1 |
| | Bearing 1-2 | Bearing 2-2 | Bearing 3-2 |
| | Bearing 1-3 | Bearing 2-3 | Bearing 3-3 |
| | Bearing 1-4 | Bearing 2-4 | |
| Test set | Bearing 1-5 | Bearing 2-5 | |
| | Bearing 1-6 | Bearing 2-6 | |
| | Bearing 1-7 | Bearing 2-7 | |

Octave-band filtering

| Horizontal acceleration |
|-------------------------|
| Vertical acceleration |
\[
x'_{i,j} = \frac{x_{i,j} - \mu}{\sigma}, i = 1, 2, \ldots, N, j = 1, 2, \ldots, M
\]
\[
\mu = \frac{1}{M'} \sum_{j=1}^{M'} x_{i,j}, \sigma = \sqrt{\frac{1}{M'} \sum_{j=1}^{M'} (x_{i,j} - \mu)^2}, (6)
\]

The element at the \(i\)th row and \(j\)th column in the matrix \(x_{ij}\) is normalized by the mean and the standard deviation of the first 80% of the \(i\)th row elements. This normalization process omits the last 20% of elements because the elements have abnormal values, which shifts the mean and the standard deviation of the row elements.

The neural network model consists of a five-layer AE and a three-layer FFNN. The first three layers of the AE compress the matrix to four features, which is the output of the third layer. The last three layers of the AE, including the third layer, restore the matrix using the features. The FFNN estimates RUL by receiving the features. The depth of the network was minimized while not compromising RUL accuracy too much through trial and error. Figure 4 depicts the structure of the neural networks and the configurations of each network.

All neural layers in the model process their inputs based on the formulae as follows:

\[
z^l = W^l \cdot x^l + b^l, x^{l+1} = f(z^l) \quad (7)
\]

where \(x^l\) is the input matrix of the \(l\)th neural layer. The \(l\)th layer’s weight matrix and bias matrix are represented as \(W^l\) and \(b^l\). The number of rows of the weight matrix \(W^l\) and the length of the bias matrix \(b^l\) correspond to the number of neurons in the layer. The result of weight sum with the addition of bias \(z^l\) is inputted to an activation function \(f\), and the output of the function \(x^l'\) becomes the next input of following neural layer.

The activation functions in the model were selected according to the input and output range of each neural layer. The formulae of activation functions used in the network are as follows:

\[
f(z) = \frac{1}{1 + e^{-z}} \quad (8)
\]

\[
f(z) = \frac{1}{e^z - 1}, (z < 0), z(z \geq 0) \quad (9)
\]

\[
f(z) = \max (0, z) \quad (10)
\]

The first layer of the AE uses a sigmoid function in (8) to change the range of the matrix values from \((-\infty, \infty)\) to \((0, 1)\). The last layer of the AE uses an exponential linear unit (ELU) function [22] in (9) because the range of an ELU covers negative values. As most of the normalized outputs of the AE for training ranges \((-3, 3)\), the output of the last layer was multiplied by 3 to express the ranges of the output. The FFNN uses a rectified linear unit (ReLU) function [23] for the last layer since RULs are always positive. The rest of the layers in the model use an ELU because the layers have no constraints on the range of input and output, and an ELU trains the network faster than other activation functions [22].

The weights and biases of the neural networks were optimized by minimizing a cost function \(E\) that is based on Olshausen and Field’s work [24] to avoid overfitting training data. The function comprises a mean squared error between inputs \(x^l\) and outputs \(\tilde{x}^l\), a sparsity regularization term \(\Omega_{\text{sparsity}}\), and an L2 regularization term \(\Omega_{\text{weights}}\) as follows:

\[
E = \frac{1}{N} \sum_{i=1}^{N} (x_i^l - \tilde{x}_i^l)^2 + \lambda \cdot \Omega_{\text{weights}} + \beta \cdot \Omega_{\text{sparsity}} \quad (11)
\]

The first term in (11) represents the mean squared error between the input \(x^l\) and output \(\tilde{x}^l\) of the AE for \(N\) observations. The second term \(\Omega_{\text{weights}}\) is an L2 regularization term that limits utilizing all inputs to compress and recover inputs because some inputs may not contribute to the network’s performance. The term squares all weights that are associated with neurons in the neural network as follows:

\[
\Omega_{\text{weights}} = \frac{1}{2} \sum_{l=1}^{L} \sum_{i=1}^{N} \sum_{j=1}^{M} (w_{ij})^2 \quad (12)
\]

where \(w_{ij}\) represents the weight of the \(j\)th neuron at the \(l\)th layer for the \(i\)th input.

A sparsity regularization term \(\Omega_{\text{sparsity}}\) in (12) controls the average output values that are generated by a neural layer. The term uses Kullback-Leibler (KL) divergence [25] to measure the discrepancies between the desired average activation value \(\rho\) and the calculated average activation value \(\hat{\rho}\) as follows:

\[
\Omega_{\text{sparsity}} = \sum_{l=1}^{L} KL(\rho || \hat{\rho}_l) = \sum_{l=1}^{L} \rho \log \left( \frac{\rho}{\hat{\rho}_l} \right) + (1 - \rho) \log \left( \frac{1 - \rho}{1 - \hat{\rho}_l} \right) \quad (13)
\]

The average activation value at the \(l\)th layer \(\hat{\rho}_l\) is obtained by averaging the absolute outputs at the \(l\)th layer. The output \(f(\tilde{x}^l)\) in (13) is the output of activation function at the \(l\)th layer by inputting the \(j\)th neuron’s weighted sum, as shown in (7). The coefficients \(\lambda\) and \(\beta\) in (11) work as weights that define the importance of each regularization term. The values of the coefficients vary by the type of network and the depth of the neural layers.

The AE and the FFNN in the model were trained in a supervised manner, using Keras for model training. The inputs and outputs of the AE were normalized power spectra after octave-band filtering. The spectra data were randomly selected.
from both training and test sets because the amount of training data in Table 1 was limited for the AE to learn generalized features. The test sets that were used for the training were not full run-to-failure data. They were given for RUL predictions at the end of the data. The first 50% of the combined data were used for training, and remaining 50% were used for validation.

The FFNN was trained by feeding it with labeled data that consist of the outputs of the trained AE’s bottleneck layer, Layer 2, in Fig. 4, and the RUL of rotating machinery that is associated with the outputs. The RULs were calculated backward from the end data point of the run-to-failure data, and the maximum RUL was truncated. The maximum RUL for each data was set to the RUL of the first data point, where an anomalous behavior in high-level features is detected. The anomaly for each data was detected with the help of a Bayesian change-point detection method developed by Lavielle [26]. The method provides change-points where the mean of the high-level feature changed the most. Since some training data have more than two change-points, the maximum RULs were determined using the last change-points of the data.

The truncated RUL was rescaled to (0, 1) while training the FFNN. The rescaling process helps the FFNN to maintain the same scale of weight distributions over layers, which stabilizes weight optimization. The 70% of the training sets in Table 1 are used to train the FFNN after shuffling, and the remaining 30% are used as validation data. The RUL estimation accuracy of the model was evaluated using all the test data in Table 1.

B. Neural Network Inspection

The AE and FFNN in the model were inspected after training. The characteristics of the high-level features of the AE were inferred by visualizing them. The graphs in Fig. 5 give insights about how the AE interprets inputs and composes the features. The graph on the top left shows the spectrogram of Bearing 1-1 data in Table 1 over time. The spectrogram is constructed by stacking power spectra of horizontal accelerations on top of power spectra from vertical accelerations. The x-axis of the graph represents the operation time of the bearing, and the magnitude of each frequency component at a certain time is represented using a color bar that scales the magnitude to (-2, 2). The graph on the bottom left shows the response of high-level features as the inputs of the AE change. The data in the graph are the outputs of neurons from the AE bottleneck when the spectra of the graph above are received as inputs.

One method to characterize the high-level features is reactive monitoring. The method couples the magnitude changes of the features and the changes in the spectrogram in certain regions. For example, during the first operation hour, features 1 and 4 respond to the magnitude changes in the mid-range frequency band that ranges from 2773 Hz to 6888 Hz for the horizontal axis and 2048 Hz to 8192 Hz for the vertical axis. Also, these features respond to magnitudes of frequencies over 8192 Hz for both directions after 4 hours operation. On the other hand, feature 1 value monotonically increases as the RUL of a bearing approaches 0. This behavior can be inherited by the trends of magnitudes at the low-frequency band that ranges from 0 Hz to 2048 Hz for both directions. This inference of the features’ behavior is intuitive. However, the inference should be validated by many observations over samples.

Direct feature injection is a complementary feature analysis method to the reactive monitoring. As the AE can recover the input of the model with high-level features, the composition of individual high-level features can be explained by injecting controlled high-level features into the AE’s decoder. The graphs on the right in Fig. 5 show the changes in the output of the AE as the value of the feature changes. The graph on the bottom shows the inputted high-level features, and the graph on the top shows the output of the AE. The feature values increased

![Fig. 5. High-level feature visualization. (a): response of the high-level features of the trained autoencoder due to the changes in the magnitudes of inputs of the autoencoder. (b): response of the outputs of the autoencoder due to the changes in the high-level feature values.](image-url)
one at a time from -1 to 3, leaving the remaining feature values at 0 because most of the feature values were distributed within the ranges over samples. As shown by the former analysis, features 1 and 4 contribute to the changes in the magnitude of mid-range frequency components for both directions. When both feature values increase, the magnitudes of the mid-range frequency band (2773 Hz – 6888 Hz) also increase.

Compared to the former method, this method can segregate the effects of each feature when both features are responsive to the same frequency bands. Feature 1 has a positive correlation with the magnitudes of frequency bands over 6888 Hz. On the other hand, feature 4 has a negative correlation with the same magnitudes. The composition of feature 1 and feature 4 can be determined through the analysis. This method also helps humans assign a physical meaning for each feature. Since each feature highlights certain frequency bands, relating the characteristic frequencies of bearings to the highlighted frequency bands may help researchers understand the physics behind the observations. For example, some frequency components that correlate with feature 1 coincide with the characteristic frequencies of a bearing that were analyzed by Wang’s work [27]. The graph in Fig. 6 shows the magnitudes of frequency components at data point 30 in the top right graph in Fig. 5. Three peaks in the graph are related to a ball pass frequency outer race (BPFO), the second harmonic of a ball pass frequency inner race (BPFI) or a ball spin frequency (BSF), and the third harmonic of a BSF. Likewise, the local maxima of other features were related to the characteristic frequencies, as listed in Table 2.

![Fig. 6. The magnitudes of frequency components at data point 30 in Fig. 5. The first 88 frequency components are related to horizontal accelerations, and the rest of the components are related to vertical accelerations.](image)

![Fig. 7. The importance of four high-level features of an autoencoder when a feedforward neural network estimates the remaining useful lives of bearings.](image)

| Feature 1 | Feature 2 | Feature 3 | Feature 4 |
|-----------|-----------|-----------|-----------|
| 1 X BPFO  | 2 X BPFO  | 1 X BPFO  | 2 X FTF   |
| Characteristic frequency | 2 X BPFI  | 2 X BPFI  |          |
|           | 2 X BSF   | 2 X BSF   |          |
|           | 3 X BSF   |           |          |

The local maxima located at frequency bands over 3 kHz may indicate another physical meaning. The location of the maxima can be related to the resonance of bearing components [17]. The frequency components that have central frequencies

![Fig. 8. Comparison of actual and estimated remaining useful life using Bearing 1-3 data of 3839, 7678, and 11340 Hz in a horizontal direction and 3371, 5199, 5921 Hz in a vertical direction responded to the features.](image)

C. Experimental Results

The developed model outputs normalized RULs when inputting modified spectral data. Figure 8 shows the developed model’s estimated RULs using Bearing 1-3 data as an example. Since the anomalous behavior of the high-level feature was detected at 6.84 h, the actual RUL in the graph decreases after the anomaly point. The estimated RULs in the graph fluctuate because the inputs of the model have measurement noise.

The performance of the developed model was evaluated with three other machine learning models: a least-squares linear regression (Linear) model, a support vector regression (SVR) model, and a one-dimensional convolutional neural network (1-
The Linear model was trained using Scikit-learn [28] as machine learning tools. The Linear model receives the high-level features of the AE of the developed model to estimate RULs. The Linear model’s performance provides insights into the nonlinearity between the high-level features and RULs. If the Linear model’s performance is the same as that of the developed model, the features have a linear relationship with RULs rather than a nonlinear relationship.

The SVR model and the 1-D CNN were developed by Yang et al. [29]. The SVR model represents the performance of conventional prognostics that use time and frequency domain statistical features as inputs. The 1-D CNN provides the performance of a typical deep learning model that does not process raw data.

The performance of the developed model and the other models was evaluated using root mean squared errors (RMSEs) and relative errors (REs) [30] as metrics that have been applied for evaluating the performance of the SVR and the 1-D CNN. Since Yang’s work [29] provides the RMSEs and RAs of Bearing 1-1, Bearing 1-2, Bearing 1-3, and Bearing 1-6, the performance of the Linear model and the developed model calculated the RMSEs and RAs for the same data. All errors were calculated from the last point of a truncated true RUL for each data. The performance of the developed model was evaluated by averaging five RMSEs and RAs while retraining the model because the weights and biases of the model converge to different sub-optimal points due to lack of training data.

The performance of the four machine learning models is compared in Table 3.

| Bearing | Developed Model | Linear | SVR [28] | 1-D-CNN [28] |
|---------|----------------|--------|----------|--------------|
| 1-1     | RMSE (s)       | 554.2  | 533.6    | N/A          | 377.4        |
|         | RE             | 0.58   | 0.51     | N/A          | 0.96         |
| 1-2     | RMSE (s)       | 90.39  | 74.2     | N/A          | 21.3         |
|         | RE             | -0.02  | 0.45     | N/A          | 0.94         |
| 1-3     | RMSE (s)       | 1821.4 | 2093.5   | 102.8        | 43.0         |
|         | RE             | 0.17   | -0.61    | 0.34         | 0.77         |
| 1-6     | RMSE (s)       | 4741.7 | 4333.5   | 7275.5       | 720.3        |
|         | RE             | -2.75  | -3.37    | -1.51        | 0.78         |

The RE of the developed model was inferior to the REs of other models for two reasons. The RE performance is highly dependent on discrepancies between true RULs and estimated RULs that are close to 0. As shown in the estimated RULs in Fig. 8, the developed model tends to provide progressive RULs. The offset between true RULs and the estimated RULs resulted in high REs. In addition, the developed model did not apply additional methods such as a Kalman filter to correct measurement errors and system errors. On the other hand, 1D-CNN uses a weight method that handles the variances in the estimated RULs.

The characteristics of the developed model’s high-level features are revealed by comparing the Linear and the SVR model’s performance. The conventional statistical features have a limitation in generalizing the raw data. Even a simple linear regression model was able to outperform the conventional SVR model.

IV. DISCUSSION

This paper introduced octave-band filtering as a knowledge-based dimensionality reduction method and hypothesized that octave-band filtering contributed to reducing the number of layers of the trained AE. This section discusses the necessity of octave-band filtering in training the developed model. The validity of octave-band filtering as a replacement for the function of low-level layers is also evaluated in the session by training two deep learning models.

In order to validate the need for octave-band filtering, the same developed structure was trained by inputting spectral data without octave-band filtering. The trained model is prone to underfit data because it requires additional hidden layers to generate low-level features from the data. The underfitting was found when the high-level features of the model were inspected. Figure 9 visualizes the high-level features in the same manner as Fig. 5 visualizes the features of the original AE. Although the developed model can learn four different trends in inputs, feature 4 did not learn meaningful characteristics of the inputs. This result proves that octave-band filtering affects the training of deep learning models.

As a second deep learning model, a convolutional autoencoder (CAE) was trained to verify the replaceability of the low-level layers’s function of a deep learning model. Since the low-level convolutional layers of CNN-based diagnostics can function as filters [8, 9], the second model replaced the functionality of octave-band filtering of the original model by adding convolutional layers to the model. The model adds two convolutional layers at the beginning and the end of the AE of the original model.

The feature analysis results of the CAE in Fig. 10 coincide with the results of the original AE. For convenience, the order of the features in Fig. 10 was modified to align with the orders of the features in Fig. 5 that show similar behaviors. Many portions of the behaviors and the compositions of the CAE’s high-level features overlapped with those of the AE. For example, feature 1 in the AE changes the magnitudes of frequency bands at around 4096 Hz and 8192 Hz in horizontal accelerations. Feature 1 in the CAE also has correlations with
the magnitudes at the same frequency bands, which indicates that the function of the convolutional layers in the CAE resembles the output of the octave-band filtering.

Compared to the original AE, the CAE can characterize the high-resolution inputs since it uses raw spectral data. However, the CAE has a drawback in analyzing high-level features since the added convolutional layers increase the complexity to understand the features. The complex nonlinear relationship

Fig. 9. An exemplary feature visualization result. (a): response of the high-level features of an autoencoder due to the changes in the magnitudes of inputs of the autoencoder. (b): response of the outputs of the autoencoder due to the changes in the high-level feature values.

Fig. 10. An exemplary feature visualization result. (a): response of the high-level features of the complex autoencoder due to the changes in the magnitudes of inputs of the autoencoder. (b): response of the outputs of the autoencoder due to the changes in the high-level feature values.
among high-level features interferes with predicting the individual feature behaviors. Overall, all four features in the bottom left graph in Fig. 10 are constantly changing over time and collaboratively constitute the spectral data. As a result, the introduced reactive monitoring and direct feature injection methods may not apply to deep learning models that have too many layers. The experiment demonstrates the need for the depth reduction method to improve the interpretability of the model.

V. CONCLUSIONS

Interpretability of a deep learning model is one of the concerns in applying deep learning for prognostics. Although many deep learning-based prognostic models have been developed, only a few models are able to inspect portions of the model’s behavior. This paper developed an explainable deep learning-based prognostic model for rotating machinery with the help of domain knowledge.

The developed model consists of an autoencoder (AE) and a feedforward neural network (FFNN). The AE extracts high-level features from inputs, and the FFNN estimates the remaining useful life (RUL) of rotating machinery using the features. The model receives processed power spectra of vibration signals through modified octave-band filtering. Since the filtering process reduces the size of the AE’s input, the depth of the AE can be reduced to a level where humans can understand the model’s behavior.

A case study showed the feasibility of explaining the behavior by training the model for bearing datasets. The physical meaning of high-level features in the trained model was explained by monitoring the changes of the feature values as the values of the inputs changed. In addition, the composition of each feature was determined by manipulating the feature values one at a time and then observing the changes in the outputs of the AE. The features responded to specific frequencies related to the characteristic frequencies of a bearing and the resonance frequencies of bearing components.

The case study also inspected the FFNN in the developed model by evaluating the contribution of each input to the output to understand the basis of the output. The contributions were measured by comparing the connection weights associated with the inputs.

The performance of the developed model was evaluated by comparing it to four other machine learning algorithms using the same datasets. The developed model’s RUL estimation was more accurate than the conventional support vector regression model. However, the developed model underperformed compared to a deep learning model that uses raw data as inputs. This result explains the trade-off between the performance and interpretability of a deep learning model.

The efficacy of using octave-band filtering as a low-level convolutional layer was demonstrated through additional experiments. Without octave-band filtering, the developed model underfitted data, and one of the model’s high-level features did not learn a meaningful pattern from the inputs. Another experiment was conducted to train a convolutional autoencoder (CAE) to substitute the function of octave-band filtering using convolutional neural layers. The feature analysis results of the CAE demonstrated that the convolutional layers could work as filters similar to octave band filters. The experiment also exhibited the trade-off between interpretability and the ability to capture patterns in inputs.

The developed model can be applied to any system that utilizes vibration analysis through frequency decomposition. However, the model may not work on a complex system that needs to be trained using a much deeper AE than the one used in the case study. As the depth of a neural network increases, the nonlinearity between input and output of the network may increase, which hampers evaluation of the contributions of each feature to the final outputs of the network. Therefore, another method should be developed to explain a complex neural network model and will be a future study.
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