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Abstract

We study qualitative properties of positive solutions of noncooperative, possibly nonvariational, elliptic systems. We obtain new classification and Liouville type theorems in the whole Euclidean space, as well as in half-spaces, and deduce a priori estimates and existence of positive solutions for related Dirichlet problems. We significantly improve the known results for a large class of systems involving a balance between repulsive and attractive terms. This class contains systems arising in biological models of Lotka-Volterra type, in physical models of Bose-Einstein condensates and in models of chemical reactions.

1 Introduction

This paper is concerned with existence, non-existence and qualitative properties of classical solutions of nonlinear elliptic systems in the form

\[
\begin{align*}
-\Delta u &= f(x, u, v), \\
-\Delta v &= g(x, u, v).
\end{align*}
\]

In a nutshell, we will consider noncooperative, possibly nonvariational, systems with nonlinearities which have power growth in \(u, v\), and in which the reaction terms dominate the absorption ones. We will be interested in nonexistence or more general classification results in unbounded domains such as \(\mathbb{R}^n\) or a half-space in \(\mathbb{R}^n\), as well as in their applications to a priori estimates and existence of positive solutions of Dirichlet problems in bounded domains.

1.1 A model case

We will illustrate our results by applying them to the system

\[
\begin{align*}
-\Delta u &= uv^p [a(x)v^q - c(x)u^q] + \mu(x)u \quad \text{in } \Omega, \\
-\Delta v &= uv^p [b(x)u^q - d(x)v^q] + \nu(x)v \quad \text{in } \Omega, \\
u = 0, \quad v = 0 \quad &\text{on } \partial \Omega \ (\text{if } \partial \Omega \neq \emptyset),
\end{align*}
\]

1
where \( \Omega \subseteq \mathbb{R}^n \),

\[
p \geq 0, \quad q > 0, \quad q \geq |1 - p|,
\]

(1.3)

and the coefficients \( a, b, c, d, \mu, \nu \) are Hölder continuous functions in \( \overline{\Omega} \), with

\[
a, b > 0 \text{ in } \overline{\Omega}, \quad c, d \geq 0 \text{ in } \overline{\Omega}.
\]

(1.4)

Observe (1.2) already covers a large class of systems satisfied by stationary states of coupled reaction-diffusion equations, or by standing waves of Schrödinger equations in the typical form

\[
U_t - \Delta U = A(x, U)U, \quad iU_t - \Delta U = A(x, U)U,
\]

(1.5)

where \( U = (u, v)^T \) and \( A \) is a matrix which describes the replication rate of and the interaction between the quantities \( u \) and \( v \). Let us mention that for \( p = 0 \) and \( q = 1 \) we obtain a Lotka-Volterra system, while for \( p = 0 \) and \( q = 2 \) we get a system arising in the theory of Bose-Einstein condensates and nonlinear optics, which has been widely studied in the recent years. Systems like (1.2) with \( p > 0 \) appear in models of chemical interactions. A more detailed discussion and references will be given in Section 1.3, below.

We will almost always assume that the reaction terms in the system dominate the absorption terms, in the following sense

\[
D := ab - cd \geq 0 \text{ in } \Omega.
\]

(1.6)

The following two theorems effectively illustrate the more general results below. Here and in the rest of the article, \( \lambda_1(-\Delta, \Omega) \) denotes the first eigenvalue of \( -\Delta \) with Dirichlet boundary conditions in \( \Omega \).

**THEOREM 1.1.** Let \( \Omega \) be a smooth bounded domain. Assume that (1.3)–(1.4) hold,

\[
\inf_{\Omega} D > 0, \quad p + q < \frac{4}{(n - 2)_+}
\]

(1.7)

and

\[
\mu, \nu < \lambda_1(-\Delta, \Omega) \text{ in } \overline{\Omega}.
\]

(1.8)

Then the system (1.2) has a classical solution \((u, v)\) in \( \Omega \), such that \( u, v > 0 \) in \( \Omega \). All such solutions are uniformly bounded in \( L^\infty(\Omega) \).

**THEOREM 1.2.** Assume that (1.3)–(1.4) hold, \( \mu = \nu = 0 \), and \( a, b, c, d \) are constants. Let \((u, v)\) be a nonnegative classical solution of (1.2).

1. If \( \Omega = \mathbb{R}^n \) and \( D \geq 0 \) then either \( u \equiv 0 \), or \( v \equiv 0 \), or \( u \equiv Kv \) for some unique constant \( K > 0 \).
2. If \( \Omega = \mathbb{R}^n \), \( D > 0 \) and \( p + q < \frac{4}{(n - 2)_+} \), then for some nonnegative constant \( C \geq 0 \)

\[
(u, v) \equiv (C, 0) \quad \text{or} \quad (u, v) \equiv (0, C).
\]

If \( p = 0 \) then \( C = 0 \).
3. If \( \Omega \) is a half-space of \( \mathbb{R}^n \) and \( u, v \in L^\infty(\Omega) \), then \( u = v \equiv 0 \).
1.2 A quick overview of our goals and methods

As the previous two theorems show, the two main goals we pursue are:

(a) obtain classification (or non-existence) results for solutions of (1.1) in \( \mathbb{R}^n \) or in a half-space of \( \mathbb{R}^n \). Naturally, to that goal we need to assume some homogeneity of (1.1) in \((u,v)\).

(b) prove a priori estimates and existence statements for the Dirichlet problem for (1.1) in bounded domains. The "blow-up" method of Gidas and Spruck yields such results for general nonlinearities \( f \) and \( g \), whose leading terms are the functions for which the non-existence theorems in (a) are proved.

This scheme is well-known and has been used widely since the pioneering works [23, 24]. As can be expected, the main effort falls on the classification results in (a). It should be stressed that these classification results must not be viewed only as a step to the existence results in (b), but are of considerable importance in themselves.

It appears that for systems in the whole space or in a half-space, most methods to prove Liouville type theorems under optimal growth assumptions are based either on moving planes or spheres and Kelvin transform, and hence require some rather restrictive cooperativity assumptions (cf. [39, 19, 18, 45]); or on integral identities such as Pohozaev’s identity, and hence require some variational structure (cf. [40, 41, 42, 38, 43, 14]).

However, there are large classes of systems appearing in applications, whose structure is not treatable by these techniques. One of our basic observations is that many such systems have an inherent monotonicity structure expressed by the following hypothesis

\[
\exists K > 0 : [f(x,u,v) - Kg(x,u,v)][u - Kv] \leq 0 \quad \text{for all } (u,v) \in \mathbb{R}^2 \text{ and } x \in \Omega, \quad (1.9)
\]

which plays a fundamental role in our nonexistence and classification results.

To fix ideas, we will immediately describe a class of systems that appear in applications, satisfy (1.9), but do not seem to be manageable by the well-known methods for establishing Liouville type results. Our techniques naturally extend to even more general systems that satisfy the condition (1.9) (observe that verifying (1.9) for any given system is a matter of simple analysis).

Consider the system

\[
\begin{cases}
-\Delta u = u^p v^q [av^q - cu^q] \\
-\Delta v = v^r u^p [bu^q - dv^q].
\end{cases} \quad (1.10)
\]

In our study of (1.10) we always assume that the real parameters \( a, b, c, d, p, q, r \) satisfy

\[
a, b > 0, \quad c, d \geq 0, \quad p, r \geq 0, \quad q > 0, \quad q \geq |p - r|. \quad (1.11)
\]

**PROPOSITION 1.3.** Assume (1.11).

(i) Then the nonlinearities in system (1.10) satisfy (1.9).

(ii) Assume moreover that \( ab \geq cd \). Then the number \( K \) is unique. We have \( K = 1 \) if and only if \( a + d = b + c \) and \( K > 1 \) if and only if \( a + d > b + c \). In addition, if \( ab > cd \) (resp. \( ab = cd \)), then \( a - cK^q > 0 \) (resp. \( = 0 \)) and \( bK^q - d > 0 \) (resp. \( = 0 \)).

The proof of this proposition is of course elementary (though tedious), and will be given in the appendix. There is no explicit formula for \( K \), except in some special cases. For instance, when \( p = 0 \) and \( r = 1 \), one easily computes that \( K = (\frac{a+d}{b+c})^{1/q} \). We do not know whether the hypothesis \( q \geq |p - r| \) in (1.11) is necessary for our classification results. However, we observe that even the simplest systems of the type (1.10), with \( c = d = 0 \), may have a different solution set from what we obtain here, when (1.9) (and
hence \( q \geq |p - r| \) is not satisfied, as shown by the result in [37, Theorem 1.4(iii)]. On the other hand, many models of which we are aware satisfy this hypothesis.

Let us now discuss the use of (1.9). The point of this hypothesis is that for any solution \((u, v)\) of (1.1), the nonnegative functions \((u - Kv)_+\) and \((Kv - u)_+\) are subharmonic in \(\Omega\), which allows for applications of various forms of the maximum principle.

In particular, if (1.9) holds, the domain \(\Omega\) is bounded and \(u = Kv\) on \(\partial\Omega\), then the classical maximum principle implies the classification property

\[ u \equiv Kv \quad \text{in} \quad \Omega, \tag{1.12} \]

which reduces the system to a single elliptic equation. Our basic goal will be to prove (1.12) for unbounded domains like the whole space \(\mathbb{R}^n\) or a half-space, where additional work and hypotheses are needed. We comment briefly on these next.

First, when \(\Omega\) is a half-space and \(u, v\) have sublinear growth at infinity, (1.12) is a consequence of the Phragmén-Lindelöf maximum principle (a tool which is not often encountered in the context of Liouville theorems for nonlinear systems). This classifies bounded solutions in a half-space, which in particular is sufficient for the application of the blow-up method. We obtain nonexistence and classification results for general unbounded solutions in a half-space as well - then some supplementary assumptions are unavoidable. The proofs of these more general results use properties of spherical means of functions in a half-space, as well as a general nonexistence result for weighted elliptic inequalities in cones from [1].

Next, proving (1.12) in the whole space is where we encounter most difficulties. Probably the most important and novel observation we make is that under our assumptions the functions \(Z = \min(u, Kv)\) and \(W = |u - Kv|\) satisfy the inequality

\[ -\Delta Z \geq cW^{\mu}Z^r \quad \text{in} \quad \mathbb{R}^n, \tag{1.13} \]

and, in some cases,

\[ \Delta W \geq cZ^{p}W^{\gamma} \quad \text{in} \quad \mathbb{R}^n, \tag{1.14} \]

for appropriate \(\mu, \gamma \geq 1, c > 0\). It is worth observing that in (1.13) the superharmonic function \(Z\) satisfies an anti-coercive elliptic inequality with a subharmonic weight \(W^\mu\), while in (1.14) the subharmonic function \(W\) satisfies a coercive inequality with a weight which is a power of a superharmonic function. We do not know of any other work where such combinations of inequalities and weights appear. By using properties of subharmonic and superharmonic functions and by adapting the methods for proving nonexistence of positive solutions of inequalities from [1] (for (1.13)) and from [29] (for (1.14)), we show that under appropriate restrictions on the exponents \(p, r\), we have \(W \equiv 0\).

The idea of showing nonexistence results by first proving the property (1.12) was used earlier in [30, 15] for a particular Lotka-Volterra type system, and more recently in [37, 21, 11], where some partial use of (1.9) with \(K = 1\) was also made. To our knowledge the present paper is the first systematic study of systems whose nonlinearities satisfy (1.9). Our results very strongly improve on previous ones, both in the generality of the systems considered, and in the results obtained, even when applied to particular systems. Our methods, in particular the above observations, appear to be new.

Finally, as far as step (b) above is concerned, we recall that uniform a priori estimates and existence of positive solutions of Dirichlet problems associated with asymptotically homogeneous systems in bounded domains can be obtained via the rescaling (or blow-up) method of Gidas and Spruck [23] combined with known topological degree arguments (see for instance [10, 30, 15, 19, 18, 45] for systems). Applying this method requires
nonexistence theorems for the limiting "blown-up" system in the whole space and in the half-space. We will follow the same scheme here; however, as an additional and nontrivial difficulty with respect to the cases treated in [10, 30, 15, 19, 18], we will need to deal with the fact that many of the limiting systems that we obtain admit semi-trivial solutions in the whole space, of the form \( u = 0, v = C \) or \( u = C, v = 0 \), with \( C > 0 \) (for instance system (1.10) with \( p, r > 0 \)). Additional arguments are thus needed to rule out the occurrence of such limits (see Remark 6.2).

1.3 Some systems that appear in applications, to which our results apply

The results in Section 1.1 apply in particular to the following two systems which we already mentioned

\[
(LV) \begin{cases} 
-\Delta u = u[a(x)v - c(x)u + \mu(x)] \\
-\Delta v = v[b(x)u - d(x)v + \nu(x)]
\end{cases}, \quad (BE) \begin{cases} 
-\Delta u = u[a(x)v^2 - c(x)u^2 + \mu(x)] \\
-\Delta v = v[b(x)u^2 - d(x)v^2 + \nu(x)]
\end{cases}
\]

The first of these two systems is of Lotka-Volterra type, and appears as a model of symbiotic interaction of biological species. In (LV) the logistic terms \((\mu - cu)u\) and \((\nu - dv)v\) take into account the reproduction and the limitation of resources within each species, while the \(uv\)-terms represent the interaction between the two species. A positive solution then corresponds to a coexistence state – see for instance [26, 30, 15] and the references therein for more details on the biological background.

The system (BE) arises in models of Bose-Einstein condensates which involve two different quantum states, as well as in nonlinear optics. In particular, one gets (BE) when looking for standing waves of an evolutionary cubic Schrödinger system. In the present case, the interspecies interaction is attractive, while the self-interaction is repulsive or neutral, leading to phenomena of symbiotic solitons. We refer to [34, 9] for a description of physical phenomena that lead to such systems. These references include systems with spatially inhomogeneous coefficients.

For (LV) and (BE), we get the following result as a direct consequence of Theorem 1.1.

**COROLLARY 1.4.** Assume \( \Omega \) is a smooth bounded domain, \( a, b, c, d, \mu, \nu \) are Hölder continuous in \( \overline{\Omega} \), and (1.4), (1.8) hold. Assume further that \( n \leq 5 \) for (LV), \( n \leq 3 \) for (BE).

If

\[
\inf_{x \in \Omega} [a(x)b(x) - c(x)d(x)] > 0,
\]

then there exists at least one positive classical solution of (LV) or (BE) in \( \Omega \), such that \( u = v = 0 \) on \( \partial \Omega \). All such solutions are bounded above by a constant which depends only on \( \Omega \), and the uniform norms of \( a, b, c, d, \mu, \nu \).

Observe that (1.15) cannot be removed, as simple examples show. For instance, if \( a = b = c = d \) and \( \mu = \nu = 0 \) in (LV) or (BE), by adding up the two equations we see that any nonnegative solution of the Dirichlet problem vanishes identically.

In spite of the huge number of works on Lotka-Volterra systems (giving a reasonably complete bibliography is virtually impossible), this corollary represents an improvement on known results for (LV) — see [15, Theorem 7.4], where a more restrictive assumption than (1.15) was made on the functions \( a, b, c, d \).

For the system (BE), most of the previously known statements on a priori estimates and existence concerned the case of reversed interactions \((a, b \text{ positive and } c, d \text{ negative;} \)
or \(a, b, c, d\) negative); see [2, 3, 13, 44, 38, 18]. The self-repulsive case which we consider here was also studied in [28], where positive solutions are constructed by variational methods under the additional hypothesis that \(a = b\) and \(a, b, c, d\) are large constants. Thus Corollary 1.4 completes these works, providing optimal results for the case of attractive interspecies interaction, and repulsive or neutral intraspecies interaction.

Finally, we point out the following third example, which is a special case of a class of systems arising in the modelling of general chemical reactions

\[
\begin{align*}
  u_t - \Delta u &= uv[a(x)v - c(x)u], & t > 0, & x \in \Omega, \\
  \gamma v_t - \Delta v &= uv[b(x)u - d(x)v], & t > 0, & x \in \Omega, \\
  u = v &= 0, & t > 0, & x \in \partial \Omega,
\end{align*}
\]

(1.16)

where \(\Omega\) is a bounded domain and \(\gamma > 0\). See for instance equation (1) in [16] and equations (3.1), (3.5) in [35], as well as the other examples and references given in these works (note that more general power-like behaviour in the nonlinearities can be considered as well). Specifically, system (1.16) in the case \(a(x) = d(x)\) and \(b(x) = c(x)\) describes the evolution of the concentrations of two chemical molecules \(A\) and \(B\) in the reversible reaction

\[
A + 2B \xrightleftharpoons[k_2]{k_1} 2A + B,
\]

under inhomogeneous catalysis with reaction speeds \(k_1 = a(x), \ k_2 = b(x)\), and absorption on the boundary. (Note that the net result of the reaction is \(B \xrightarrow{k_1} A\) and that the molecules \(A, B\) should thus be isomeric.) In this case, it is easy to see by considering \(u + v\) that the only nonnegative equilibrium is \((u, v) = (0, 0)\). Hence, Theorem 1.1 shows the existence of a bifurcation phenomenon for the stationary system associated with (1.16), precisely at \(a(x) = d(x)\) and \(b(x) = c(x)\). Indeed, assume \(n \leq 3\) and let the Hölder continuous functions \(a, b, c, d\) satisfy \(ab = cd + \varepsilon\), \(a, b > 0\) and \(c, d \geq 0\) in \(\bar{\Omega}\). Then there exists a positive steady state beside the trivial one, for each \(\varepsilon > 0\).

It is worth noticing that the discussion in [35] (see eqn. (3.6) in that paper) provides a physical explanation as to why the case \(ab > cd\) differs strongly from \(ab \leq cd\). As is pointed out in [35], in the case of constant coefficients, \(ab \leq cd\) guarantees that the system (1.16) exhibits control of mass (we refer to [35] for definitions), or, in other words, the absorption in the system controls the reaction. Under this assumption, it can be shown that any global and bounded solution converges uniformly to \((0, 0)\) as \(t \to \infty\) (however, whether or not some solutions may blow up in finite time is a highly nontrivial question in general – see [35] and the references therein). It should then come as no surprise that the case \(ab > cd\), in which no control of mass is available, is delicate to study, even in the stationary (elliptic) case.

2 Main results

We will only consider classical solutions, for simplicity. Observe that under our hypotheses on \(f, g\), any continuous weak-Sobolev solution of (1.1) is actually classical, by standard elliptic regularity.

In what follows, we say that \((u, v)\) is semi-trivial if \(u \equiv 0\) or \(v \equiv 0\). We say that \((u, v)\) is positive if \(u, v > 0\) in the domain where a given system is set.
2.1 Classification results in the whole space

In this section we study the system (1.10) in \( \mathbb{R}^n \). The following theorem plays a pivotal role in the paper and is probably its most original result.

**THEOREM 2.1.** Assume (1.11) holds and \( ab \geq cd \). Let \( K > 0 \) be the constant from Proposition 1.3 and \((u,v)\) be a positive classical solution of (1.10) in \( \mathbb{R}^n \).

(i) Assume that
\[
r \leq \frac{n}{(n-2)_+}.
\]
If \( p + q < 1 \), assume in addition that \((u,v)\) is bounded. Then \( u \equiv Kv \).

(ii) Assume that
\[
p \leq \frac{2}{(n-2)_+} \quad \text{and} \quad c, d > 0.
\]
If \( q + r \leq 1 \), assume in addition that \((u,v)\) is bounded. Then \( u \equiv Kv \).

We stress that, remarkably, Theorem 2.1 includes critical and supercritical cases, since no upper bound is imposed on the total degree \( \sigma := p + q + r \) of the system (1.10).

Theorem 2.1 provides a classification of positive solutions of (1.10) in \( \mathbb{R}^n \). Specifically, the set of positive solutions of (1.10) is given by \((u,v) = (KV,V)\), where \( V \) is either a positive harmonic function, hence constant (if \( ab = cd \)) or \( V \) is a solution of
\[
-\Delta V = c_1 V^\sigma \quad \text{in} \ \mathbb{R}^n,
\]
with \( c_1 = K^p(bK^q - d) > 0 \) (if \( ab > cd \), by Proposition 1.3). It is well known that positive solutions of (2.3) exist precisely if \( n \geq 3 \) and \( \sigma \geq (n+2)/(n-2) \). They are moreover unique up to rescaling and translation, and explicit, if \( \sigma = (n+2)/(n-2) \) (see [7]). For some related classification results for cooperative systems with \( c = d = 0 \) in the critical case, which use the method of moving planes, see [25, 27].

Theorem 2.1 significantly improves the results from [37] concerning system (1.10) (see [37, Theorem 2.3]). There, only the case \( a = b, c = d \) (hence \( K = 1 \)) was considered and, for that case, much stronger restrictions than (2.1) or (2.2) were imposed.

Combining Theorem 2.1 with known results on scalar equations yields the following striking Liouville type result for the noncooperative system (1.10), with an optimal growth assumption on the nonlinearities.

**THEOREM 2.2.** Assume (1.11), \( ab > cd \), and
\[
\sigma := p + q + r < \frac{n + 2}{(n-2)_+}.
\]

(i) Then system (1.10) does not admit any positive, classical, bounded solution.

(ii) Assume in addition
\[
p + q \geq 1, \quad \text{or} \quad p \leq \frac{2}{(n-2)_+}, \quad \text{or} \quad \sigma \leq \frac{n}{(n-2)_+}
\]
(note this hypothesis is satisfied in each one of the "physical cases" \( q \geq 1 \) or \( n \leq 4 \)). Then system (1.10) does not admit any positive classical (bounded or unbounded) solution.

Once positive solutions are ruled out, it is natural to ask about nontrivial nonnegative solutions (and this will be important in view of our applications to a priori estimates, below). The following result is a simple consequence of Theorem 2.2 and the strong maximum principle.
COROLLARY 2.3. Under the hypotheses of Theorem 2.2(i) (resp., 2.2(ii)), assuming in addition $q + r \geq 1$, any nonnegative bounded (resp., nonnegative) solution of (1.10) is in the form $(C_1, 0)$ or $(0, C_2)$, where $C_1, C_2$ are nonnegative constants.

Moreover, if in addition $p = 0$, $r > 0$ and $c > 0$ (resp., $d > 0$), then $C_1 = 0$ (resp., $C_2 = 0$), whereas, if $r = 0$, then $C_1 = C_2 = 0$.

We end this subsection with several remarks on the hypotheses in the above theorems. It is not known whether or not the restrictions (2.1), (2.2) are optimal for the property $u \equiv Kv$. However, the following result shows that this property may fail if $p$ and $r$ are large enough.

THEOREM 2.4. Let $n \geq 3$ and consider system (1.10) with $p = r > (n + 2)/(n - 2)$, $q > 0$ and $a = b = c = d = 1$. Then there exists a positive solution such that $u/v$ is not constant.

We remark that if $c = 0$ or $d = 0$ then we can show that at least one of the components dominates the other, without restrictions on $p$ or $r$.

PROPOSITION 2.5. Assume (1.11) and $c = 0$ or $d = 0$. Assume that either $(u, v)$ is bounded or $\max(p + q, q + r) > 1$. Then either $u \geq Kv$ in $\mathbb{R}^n$ or $u \leq Kv$ in $\mathbb{R}^n$.

Remark 2.1. If $u$ and $v$ are assumed to be radially symmetric, it is easy to show that we have $u \geq Kv$ or $u \leq Kv$, only under the assumptions (1.11) and $ab \geq cd$ (see the end of section 4.1).

Next, we recall that the property $u = Kv$ is known to be true for all nonnegative solutions of (1.10) provided $p = 0$ (so that the system is cooperative), and $q \geq r > 0$, $c, d > 0$, $q + r > 1$. The proof of this fact (see [30, 11, 21]) relies on the observation that the function $w = (u - Kv)_+$ satisfies $\Delta w \geq c_1(w^{q+r-1} + v^{q+r-1})w$ for some constant $c_1 > 0$, which leads to the “coercive” elliptic inequality

$$\Delta w \geq c_1 w^{q+r} \quad \text{in} \quad \mathbb{R}^n.$$  \hfill (2.4)

It then follows from a classical result of Keller and Osserman (see also Brezis [5]) that $w \equiv 0$, hence $u \equiv Kv$ (after exchanging the roles of $u, v$). The same idea applies in the half-space, under homogeneous Dirichlet boundary conditions. However, this argument fails if $p > 0$, or if $c$ or $d = 0$, since one does not obtain a coercive equation like (2.4). Nevertheless, we will be able to use some more general coercivity properties in the proof of Theorem 2.1 for $p \leq 2/(n - 2)$, see (1.14).

Finally, we recall that the case $ab < cd$ in system (1.10) is very different, since the absorption features then become dominant. For instance, if $p = 0$ and $ab < cd$, then any nonnegative solution of (1.10) has to be trivial if $q + r > 1$, in sharp contrast with the case $ab > cd$ (when nontrivial solutions $(u, Ku)$ exist if $q + r \geq (n + 2)/(n - 2)$). Indeed, by Young’s inequality, one easily checks that $w = u + tv$ satisfies (2.4) for suitable $t, c_1 > 0$, hence $w \equiv 0$. An interesting question, though outside the scope of this paper, is to determine the optimal conditions on $p, q, r \geq 0$ under which classification results can be proved, when $ab < cd$.

2.2 Classification results in the half-space

We begin with a rather general classification result for system (1.1) on the half-space $\mathbb{R}^n_+ = \{x \in \mathbb{R}^n : x_n > 0\}$, under the basic structure assumption (1.9).
A function $u : \mathbb{R}^n_+ \to \mathbb{R}$ is said to have sublinear growth if $u(x) = o(|x|)$ as $|x| \to \infty$, $x \in \mathbb{R}^n_+$. The following theorem classifies positive solutions with sublinear growth in $\mathbb{R}^n_+$, and implies nonexistence results by reducing the system to a scalar equation. It will thus be sufficient, along with Liouville type results for bounded solutions in the whole space (stated in Section 2.1), in order to prove a priori estimates via the blow-up method.

**THEOREM 2.6.** Assume that (1.9) holds. Let $(u, v)$ be a classical solution of (1.1) in $\mathbb{R}^n_+$, such that $u = K v$ on $\partial \mathbb{R}^n_+$. If $u$ and $v$ have sublinear growth, then

$$u \equiv K v \quad \text{in} \quad \mathbb{R}^n_+.$$  

This theorem is a consequence of the Phragmèn-Lindelöf maximum principle.

**Remark 2.2.** Observe that we did not make any assumption on the sign or on the growth of the nonlinearities $f$ and $g$. Therefore, supercritical nonlinearities can be allowed.

Theorem 2.6 can be used to deduce Liouville type theorems for noncooperative systems. We have for instance the following result, which applies to the system (1.10).

**COROLLARY 2.7.** Assume that (1.9) holds for some $K > 0$, and there exist constants $c > 0$ and $p > 1$ such that

$$f(x, K s, s) = c s^p, \quad s \geq 0.$$  

Then system (1.1) has no nontrivial, bounded, classical nonnegative solution in $\mathbb{R}^n_+$, such that $u = v = 0$ on the boundary $\partial \mathbb{R}^n_+$.

This corollary is obtained by combining Theorem 2.6 with a recent result [8], which guarantees that, for any $p > 1$, the scalar equation $-\Delta u = u^p$ has no positive, bounded, classical solution in the half-space, which vanishes on the boundary (this was known before under additional restriction on $p$, see [23, 12, 20]).

Under further assumptions on the nonlinearities, namely positivity (one may think of $c = d = 0$ in (1.10)), we obtain classification results in the half-space, without making growth restrictions on the solutions.

**THEOREM 2.8.** Let $p, q, r, s \geq 0$. We assume that $f, g$ satisfy condition (1.9) for some constant $K > 0$ and that, for some $c > 0$,

$$f(x, u, v) \geq c u^r v^p \quad \text{and} \quad g(x, u, v) \geq c u^q v^s \quad \text{for all} \quad u, v \geq 0 \quad \text{and} \quad x \in \mathbb{R}^n_+. \quad (2.5)$$

Let $(u, v)$ be a nonnegative classical solution of (1.1) in $\mathbb{R}^n_+$, such that $u = K v$ on $\partial \mathbb{R}^n_+$.

(i) Either $u \leq K v$ or $u \geq K v$ in $\mathbb{R}^n_+$.

(ii) If

$$r \leq \frac{n + 1 + p}{n - 1} \quad \text{or} \quad q \leq \frac{1 + s}{n - 1}, \quad (2.6)$$

and

$$s \leq \frac{n + 1 + q}{n - 1} \quad \text{or} \quad p \leq \frac{1 + r}{n - 1}, \quad (2.7)$$

then either $u \equiv K v$ or $(u, v)$ is semi-trivial.

(iii) If (2.6)-(2.7) hold and $\min(p + r, q + s) \leq (n + 1)/(n - 1)$, then $(u, v)$ is semi-trivial.

Theorem 2.8 complements [37, Theorem 1.2], which concerned similar problems in $\mathbb{R}^n$. 
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Remark 2.3. The restrictions (2.6)–(2.7) are unlikely to be optimal, since they are strongly related to nonexistence results for inequalities in the half-space. Recall that \(-\Delta v = v^p\) has no positive solutions vanishing on the boundary for each \(p > 1\), while the same is valid for \(-\Delta v \geq v^p\) if and only if \(p \leq (n + 1)/(n - 1)\).

The proof of Theorem 2.8 makes use of a generalization of Theorem 2.6, which we state next. If \(w\) is a continuous function in \(\mathbb{R}_+^n\), we denote with \([w]\) its half-spherical mean, defined by

\[
[w](R) = \frac{1}{|S^+_R|} \int_{S^+_R} \frac{w(x)}{R} x_n \frac{d\sigma_R(x)}{R},
\]

for each \(R > 0\), where \(S^+_R = \{x \in \mathbb{R}^n_+: |x| = R\}\).

**THEOREM 2.9.** Assume that (1.9) holds. Let \((u, v)\) be a classical solution of (1.1) in \(\mathbb{R}_+^n\), such that \(u = Kv\) on \(\partial \mathbb{R}_+^n\). If

\[
\liminf_{R \to \infty} [(u - Kv)^+] (R) = 0 \quad \text{and} \quad \liminf_{R \to \infty} [(Kv - u)^+] (R) = 0,
\]

then \(u \equiv Kv\).

Remark 2.4. If \(u, v\) have sublinear growth then \(\lim_{R \to \infty} ||u||(R) = \lim_{R \to \infty} ||v||(R) = 0\), which in turn implies (2.8). Hence Theorem 2.6 is a consequence of Theorem 2.9.

### 2.3 A priori estimates and existence in bounded domains

We consider the Dirichlet problem

\[
\begin{cases}
-\Delta u = u^r v^p \left[ a(x) v^q - c(x) u^q \right] + \mu(x) u, & x \in \Omega, \\
-\Delta v = v^r u^p \left[ b(x) u^q - d(x) v^q \right] + \nu(x) v, & x \in \Omega, \\
u = v = 0, & x \in \partial \Omega,
\end{cases}
\]

(2.9)

where \(\Omega\) is a smooth bounded domain of \(\mathbb{R}^n\). For simplicity, here we restrict ourselves to linear lower order terms. Further results, for systems with more general lower order terms, will be given in Section 6. Note that, due to the space dependence of the coefficients \(a, b, c, d\) and to the presence of the lower order terms, the right-hand side of system (2.9) does not satisfy (1.9), in general. Therefore, system (2.9) cannot be directly reduced to a scalar problem via the property \(u \equiv Kv\).

**THEOREM 2.10.** Let \(p, r \geq 0, q > 0\), and

\[q \geq |p - r|, \quad q + r \geq 1, \quad 1 < p + q + r < \frac{n + 2}{(n - 2)_+},\]

(2.10)

Let \(a, b, c, d, \mu, \nu \in C(\overline{\Omega})\) satisfy \(a, b > 0, c, d \geq 0\) in \(\overline{\Omega}\) and

\[
\inf_{x \in \Omega} [a(x)b(x) - c(x)d(x)] > 0.
\]

(2.11)

(i) Then there exists \(M > 0\), depending only on \(p, q, r, \Omega\), and the uniform norms of \(a, b, c, d, \mu, \nu\), such that any positive classical solution \((u, v)\) of (2.9) satisfies

\[
\sup_{\Omega} u \leq M, \quad \sup_{\Omega} v \leq M.
\]

(ii) Assume in addition that \(a, b, c, d, \mu, \nu\) are Hölder continuous and that \(\mu, \nu < \lambda_1(-\Delta, \Omega)\) in \(\overline{\Omega}\). Then there exists at least one positive classical solution of (2.9).
As we already observed, Theorem 2.10 seems to be new even for very particular cases of (2.9), for instance the system (BE) from Section 1.3.

The rest of the paper is organized as follows. In the preliminary Section 3 we state some essentially known nonexistence results for scalar inequalities with weights. In Section 4 we prove the main classification and Liouville type results for the repulsive-attractive system (1.10) in the whole space. In Section 5 we introduce the half-spherical means, establish their monotonicity properties and prove Theorems 2.6 and 2.9. Then we prove some further properties of half-spherical means of superharmonic functions, and deduce Theorem 2.8. Finally, Section 6 is devoted to a priori estimates by the rescaling method and existence by topological degree arguments. In the appendix we gather some elementary computations related to Proposition 1.3.

3 Preliminary results. Liouville theorems for weighted inequalities in unbounded domains.

In this section we state three essentially known nonexistence results for scalar elliptic inequalities. We require such properties both for inequalities with source and for inequalities with absorption.

In the rest of the paper, a weak solution of an (in)equality in a given domain $\Omega \subset \mathbb{R}^n$ will mean a function in $H^1_{\text{loc}}(\Omega) \cap C(\Omega)$ which verifies the given (in)equality in the sense of distributions.

We begin with the following Liouville type result for weighted elliptic inequalities with space dependence in an exterior domain of the half-space.

**LEMMA 3.1.** Let $r \geq 0$ and $u$ be a nonnegative weak solution of:

$$-\Delta u \geq h(x) u^r \quad \text{on} \quad \mathbb{R}^n_+ \setminus B_1,$$

where $h \geq 0$ on $\mathbb{R}^n_+ \setminus B_1$ and there exists $\kappa > -2$ such that $\kappa + r \geq -1$, and

$$h(x) \geq c|x|^{\kappa} \quad \text{in the cone} \quad \{x : x_n \geq \delta |x|\} \setminus B_1,$$

for some constants $c, \delta > 0$.

If

$$0 \leq r \leq \frac{n + 1 + \kappa}{n - 1},$$

then $u = 0$.

**Proof.** This follows from Theorem 5.1 or Corollary 5.6 in [1]. Note that theorem was stated for $h(x) = c|x|^\kappa$ but its proof contains the statement of Lemma 3.1. As is explained in Section 3 of [1], the results in that paper hold for any notion of weak solution, for which the maximum principle and some related properties are valid.

**Remark 3.1.** We will apply Lemma 3.1 with $h$ in the form $h(x) = cx^\kappa |x|^{-m}$.

The next result plays a crucial role in our proofs below.

**LEMMA 3.2.** Assume $0 \leq r \leq n/(n - 2)_+$ and let $V \in C(\mathbb{R}^n)$, $V \geq 0$, $V \not\equiv 0$ be such that

$$\liminf_{R \to \infty} R^{-n} \int_{B_R \setminus B_{R/2}} V(x) \, dx > 0.$$  \hspace{1cm} (3.2)

Let $z \geq 0$ be a weak solution of

$$-\Delta z \geq V(x) z^r \quad \text{in} \quad \mathbb{R}^n.$$  \hspace{1cm} (3.3)

Then $z \equiv 0$.  \hspace{1cm} (11)
The point is that in inequality (3.3) the potential $V(x)$ is not assumed to be bounded below by a positive constant (in which case the result is well-known - see for instance [31]), but only in average on large annuli.

In particular, Lemma 3.2 applies if $V \geq 0$ is a subharmonic function. Indeed, the mean-value inequality and the well-known fact that for each subharmonic function $V$ the spherical average $\bar{V}(R) = \frac{1}{\partial B_R} \int_{\partial B_R} V$ is nondecreasing in $R$ easily imply that (here $\Pi$ stands for the average integral)

$$\int_{B_R} V(x) \, dx \leq \frac{n}{R} \int_0^R \bar{V}(r) \, dr \leq \frac{2n}{R} \int_{R/2}^R \bar{V}(r) \, dr \leq C(n) \int_{B_R \setminus B_{R/2}} V(x) \, dx,$$

hence, for each $x_0 \in \mathbb{R}^n$

$$C(n) \lim inf_{R \to \infty} \int_{B_R \setminus B_{R/2}} V(x) \, dx \geq \lim inf_{R \to \infty} \int_{B_R} V(x) \, dx = \lim inf_{R \to \infty} \int_{B_R(x_0)} V(x) \, dx \geq V(x_0),$$

which implies, for each subharmonic $V \geq 0$ and some positive constant $c(n)$,

$$\lim inf_{R \to \infty} R^{-n} \int_{B_R \setminus B_{R/2}} V(x) \, dx \geq c(n) \sup_{\mathbb{R}^n} V.$$

Lemma 3.2 can be proved through a slight modification of the argument introduced in [1]. We will give a full and simplified proof, for completeness.

We first recall the following ”quantitative strong maximum principle”.

**Lemma 3.3.** Let $\Omega$ be a smooth bounded domain and $K$ be a compact subset of $\Omega$. There exists a constant $c > 0$ depending only on $n$, $K$, dist$(K, \partial \Omega)$, such that if $h$ is a nonnegative bounded function and $u$ satisfies the inequality

$$-\Delta u \geq h \quad \text{in} \quad \Omega,$$

then $\inf_K u \geq c \int_K h(x) \, dx.$

For a simple proof of Lemma 3.3 one may consult Lemma 3.2 in [6]. Lemma 3.3 can also be seen as a consequence of the fact that the Green function of the Laplacian in any domain is strictly positive away from the boundary of the domain.

**Proof of Lemma 3.2.** If $n \leq 2$ Lemma 3.2 is immediate, since every positive superharmonic function in $\mathbb{R}^2$ is constant.

Suppose now $n \geq 3$ and $u$ is a solution of (3.3). Set $u_R(x) := u(Rx)$ and $m(R) := \inf_{\partial B_R} u = \inf_{\partial B_1} u_R$. By the maximum principle $m(R) = \inf_{B_R} u = \inf_{B_1} u_R$ and $m(R)$ is nonincreasing in $R$.

Observe that (3.2) is equivalent to the existence of $R_0 > 0$ and $c_0 > 0$ such that

$$\int_{B_1 \setminus B_{1/2}} V(Rx) \, dx \geq c_0 > 0 \quad \text{for} \quad R \geq R_0.$$

From now on we assume that $R \geq R_0$. Since $u_R$ is a solution in $\mathbb{R}^n$ of the inequality

$$-\Delta u_R \geq R^2 V(Rx)u_R^p,$$

we can apply Lemma 3.3 with $\Omega = B_2$ and $K = \bar{B}_1$ and deduce

$$m(R) \geq cR^2 m(R)^p,$$
for some $c > 0$. If $p \leq 1$ this is a contradiction, since $m(R)$ is nonincreasing in $R$. If $p > 1$ we get

$$m(R) \leq CR^{-\frac{2}{p-1}}. \tag{3.4}$$

Since $u$ is superharmonic, the maximum principle implies that

$$u(x) \geq m(1)|x|^{2-n} \quad \text{in } \mathbb{R}^n \setminus B_1,$$

and hence

$$m(R) \geq cR^{2-n} \quad \text{for } R \geq 1. \tag{3.5}$$

If $p < n/(n-2)$, combining (3.4) and (3.5), and letting $R \to \infty$ yields a contradiction. Finally, assume that $p = n/(n-2)$, that is, $2/(p-1) = n-2$. Set $\tilde{u}_R(x) = R^{n-2}u(Rx)$. Then

$$-\Delta \tilde{u}_R \geq V(Rx)\tilde{u}_R^p. \tag{3.6}$$

Observe that

$$\tilde{m}(R) := \inf_{\partial B_1} \tilde{u}_R = \inf_{\partial B_R} \frac{u}{\Phi},$$

where $\Phi(x) = |x|^{2-n}$. We proved in (3.4)–(3.5) that $0 < c \leq \tilde{m}(R) \leq C$, for $R \geq R_0$.

By the maximum principle $u(x) \geq \tilde{m}(R)\Phi(x)$ in $\mathbb{R}^n \setminus B_R$, which is equivalent to $\tilde{u}_R \geq \tilde{m}(R)\Phi$ in $\mathbb{R}^n \setminus B_1$, by the $(2-n)$-homogeneity of $\Phi$. In addition, $\tilde{m}$ is nondecreasing in $R$.

So (3.6) implies

$$-\Delta (\tilde{u}_R - \tilde{m}(R)\Phi) \geq V(Rx)\tilde{u}_R^p \geq cV(Rx) \quad \text{in } B_5 \setminus B_1. \tag{3.7}$$

We apply Lemma 3.3 to this inequality, with $\Omega = B_5 \setminus B_1$ and $K = B_4 \setminus B_3/2$, to deduce that

$$\tilde{u}_R \geq \tilde{m}(R)\Phi + c_0 = (\tilde{m}(R) + c_02^{n-2})\Phi \quad \text{on } \partial B_2,$$

that is,

$$u \geq (\tilde{m}(R) + c_02^{n-2})\Phi \quad \text{on } \partial B_{2R}.$$

Hence

$$\tilde{m}(2R) \geq \tilde{m}(R) + c_02^{n-2},$$

which implies $\tilde{m}(R) \to \infty$ as $R \to \infty$, a contradiction.

The following lemma is a generalization of a classical result of Keller and Osserman to weak solutions of coercive problems with weights.

**LEMMA 3.4.** Let $W$ be a nonnegative weak solution of

$$\Delta W \geq \frac{A}{1 + |x|^2} W^p \quad \text{in } \mathbb{R}^n, \tag{3.8}$$

where $p \geq 0$ and $A > 0$.

(i) If $W \in L^\infty(\mathbb{R}^n)$, then $W = 0$.

(ii) If $p > 1$, then $W = 0$.

The statement (ii) in this lemma appeared first in [32] (see also [32] for an earlier result for potentials with subquadratic decay). We will provide a full and simplified proof in the case of the Laplacian, for the reader’s convenience.
Proof of Lemma 3.4. In what follows we denote
\[ V(x) = \frac{A}{1 + |x|^2}. \]

**Step 1.** We assume \( p > 1 \) or \( W \in L^\infty(\mathbb{R}^n) \). Given a solution \( W \) of (3.8), we prove the existence of a smooth \( Z \) satisfying the same equation, with possibly modified constant \( A \).

We pick a nonnegative \( \rho \in C^\infty(\mathbb{R}^n) \) with support inside \( B(0, 1) \) such that \( \int_{\mathbb{R}^n} \rho = 1 \) and set \( Z = W * \rho \in C^\infty(\mathbb{R}^n) \). It is easy to see that
\[ \Delta Z \geq [VW]^p * \rho \]
in the classical sense. Note that if \( |y| \leq 1 \), then \( V(x - y) \geq 1 + \frac{A}{2} \frac{1}{1 + |x|^2} \).

So
\[ [VW]^p * \rho(x) = \int_{\mathbb{R}^n} V(x - y)W^p(x - y)\rho(y) dy \geq \frac{C}{2} \frac{A}{1 + |x|^2} Z^p, \]
where \( C = 1 \) if \( p \geq 1 \) and \( C = \frac{1}{\|W\|_\infty^p} \) if \( 0 \leq p < 1 \) (if \( p > 1 \) we use Jensen’s inequality).

Hence,
\[ \Delta Z \geq \tilde{V} Z^p \]
where \( \tilde{V} = \frac{\tilde{A}}{1 + |x|^2} \) and \( \tilde{A} = \frac{CA}{2} \). Note that if \( W \in L^\infty(\mathbb{R}^n) \), then \( Z \in L^\infty(\mathbb{R}^n) \).

**Step 2.** From Step 1, we can assume that \( W \) is smooth.

(i) Suppose for contradiction that \( W \geq 0 \) is bounded on \( \mathbb{R}^n \) and does not vanish identically. We can assume without loss of generality that \( W(0) > 0 \), since the problem is invariant with respect to translations (a translation of \( V \) gives a function whose behaviour is the same as \( V \)).

For any \( R > 0 \), we denote the spherical mean of \( W \) by
\[ \overline{W}(R) = \frac{1}{|S_R|} \int_{S_R} W d\sigma_R \]
where \( S_R \) is the sphere of center 0 and radius \( R \), \( \sigma_R \) is the Lebesgue’s measure on \( S_R \) and \( |S_R| = \sigma_R(S_R) \). It is clear that \( \overline{W} \) is bounded on \((0, +\infty)\).

Since \( W \) is subharmonic,
\[ W(0) \leq \frac{1}{|B_R|} \int_{B_R} W dx. \]

It is easy to see that there exists \( C > 0 \) independent of \( R \) such that
\[ (W(0))^{\max(p, 1)} \leq C \frac{1}{|B_R|} \int_{B_R} W^p dx. \]

Indeed, if \( p \geq 1 \) then this is a consequence of Jensen’s inequality (and \( C = 1 \)), whereas if \( 0 \leq p \leq 1 \), we can use the boundedness of \( W \) (and \( C = \|W\|_\infty^{1-p} \)).

We know that
\[ \frac{d\overline{W}}{dR} = \frac{1}{|S_R|} \int_{B_R} \Delta W d\sigma_R, \]
hence
\[ \frac{d\overline{W}}{dR} \geq \frac{A}{n} \frac{R}{1 + R^2} \frac{1}{|B_R|} \int_{B_R} W^p dx \geq \frac{A}{nC} \frac{R}{1 + R^2} (W(0))^{\max(p, 1)} = C \frac{R}{1 + R^2}. \]

But this implies \( \overline{W}(R) \to +\infty \) as \( R \to +\infty \), which is a contradiction.
(ii) We assume \( p > 1 \) and will prove that \( W \) is bounded, which implies the result, by the statement (i).

Arguing as in [33], we define the function \( W_R \) on \( B_R \) by
\[
W_R(x) = C \frac{R^{2\alpha}}{(R^2 - |x|^2)^\alpha},
\]
where \( \alpha = \frac{2}{p-1} \). We will see, by direct computation, that if \( C > 0 \) is large enough, then
\[
\Delta W_R \leq \frac{A}{1 + |x|^2} W^p_R. \tag{3.9}
\]
Indeed, denoting \( r = |x| \), we have
\[
\Delta W_R = 2\alpha CR^{2\alpha} \frac{n(R^2 - r^2) + 2(\alpha + 1)r^2}{(R^2 - r^2)^{\alpha+2}} \leq 2\alpha CR^{2\alpha+2} \frac{n + 2(\alpha + 1)}{(R^2 - r^2)^{\alpha+2}}
\]
and
\[
\frac{A}{1 + r^2} W^p_R = \frac{A}{1 + r^2} \frac{C p R^{2\alpha p}}{(R^2 - r^2)^{\alpha p}} \geq \frac{A}{1 + R^2} \frac{C p R^{2\alpha p}}{(R^2 - r^2)^{\alpha p}}.
\]
We note that \( \alpha + 2 = \alpha p \). Hence, a sufficient condition to have (3.9) is
\[
C^{p-1} \geq (1 + R^2) R^{2\alpha p - 2\alpha p} 2\alpha [n + 2(\alpha + 1)] A.
\]
Since \( 2\alpha + 2 - 2\alpha p = -2 \), for each \( R \geq 1 \) a sufficient condition for the last inequality is
\[
C^{p-1} \geq 4\alpha [n + 2(\alpha + 1)] A,
\]
and this is how we choose \( C \).

It is now easy to see that \( W \leq W_R \) on \( B_R \). Note that \( W_R(x) \to \infty \) as \( x \to \partial B_R \). If we denote \( w = W - W_R \) and if \( S \) is a \( C^2 \) nondecreasing convex function on \( \mathbb{R} \) such that \( S = 0 \) on \((-\infty, 0]\) and \( S > 0 \) otherwise, then
\[
\Delta S(w) \geq S'(w) \Delta w \geq S'(w) V(x)(W^p - W^p_R) \geq 0.
\]
Hence \( S(w) \) is subharmonic on \( B_R \) and can be continuously extended on \( \overline{B_R} \) by setting \( S(w) = 0 \) on \( S_R \), so by the maximum principle \( S(w) = 0 \), that is, \( w \leq 0 \).

Finally, for all \( R \geq 1 \), \( W \leq W_R \) on \( B_R \), so by letting \( R \to \infty \) we obtain \( W(x) \leq \lim_{R \to \infty} W_R(x) = C \), for each \( x \in \mathbb{R}^n \).

4 Proofs of the classification and Liouville theorems in the whole space

4.1 Proof of Theorem 2.1.

The key idea is to use the two auxiliary functions
\[
W := |u - Kv|
\]
and
\[
Z := \min(u, Kv),
\]
where \( K \) is given by Proposition 1.3. Clearly \( u \equiv Kv \) is equivalent to \( W \equiv 0 \), and \( u = v \equiv 0 \) is equivalent to \( Z \equiv 0 \), when \( K > 0 \).

The following two lemmas assert that the functions \( Z, W \) satisfy a suitable system of elliptic inequalities, respectively of the form (3.3) and (3.8).
LEMMA 4.1. We suppose that (1.11) holds.

(i) Assume \( ab \geq cd \). Then \( Z \) is superharmonic.
If \( p + q < 1 \), suppose in addition that \((u, v)\) is bounded. Then \( Z \) is a weak solution of
\[
-\Delta Z \geq CW^\beta Z^r \quad \text{in } \mathbb{R}^n, \tag{4.1}
\]
where \( \beta := \max(p + q, 1) \) and \( C > 0 \).

(ii) Assume \( ab > cd \). Then \( Z \) is a weak solution of
\[
-\Delta Z \geq CZ^{p+q+r} \quad \text{in } \mathbb{R}^n.
\]

LEMMA 4.2. We suppose that (1.11) holds, and \( ab \geq cd \).

(i) Then \( W \) is subharmonic.

(ii) Assume \( r > p \) and \( c, d > 0 \). We also suppose that \((u, v)\) is bounded in case \( q + r < 1 \). Then \( W \) is a weak solution of
\[
\Delta W \geq CZ^p W^\gamma \quad \text{in } \mathbb{R}^n, \tag{4.2}
\]
where \( \gamma := \max(q + r, 1) \) and \( C > 0 \).

Proof of Lemma 4.1. Let us recall the Kato inequality (valid in particular for weak solutions):
\[
\Delta z_+ \geq \chi_{\{z > 0\}} \Delta z. \tag{4.3}
\]

(i) Writing
\[
Z = \frac{1}{2} \left( u + Kv - (u - Kv)_+ - (Kv - u)_+ \right),
\]
it follows from (4.3) that
\[
-\Delta Z \geq \frac{1}{2} \left( -\Delta (u + Kv) + \chi_{\{u > Kv\}} \Delta (u - Kv) + \chi_{\{u < Kv\}} \Delta (Kv - u) \right),
\]
hence
\[
-\Delta Z \geq -\chi_{\{u < Kv\}} \Delta u - K \chi_{\{u > Kv\}} \Delta v - \frac{1}{2} \chi_{\{u = Kv\}} \Delta (u + Kv).
\tag{4.4}
\]

Now we make use of the inequality
\[
x^q - y^q \geq C_q x^{q-1} (x - y), \quad x > y > 0
\]
with \( C_q = 1 \) if \( q \geq 1 \), \( C_q = q \) if \( 0 < q < 1 \). By Proposition 1.3, we have
\[
a - cK^q \geq 0, \quad bK^q - d \geq 0.
\tag{4.5}
\]
Therefore, on the set \( \{ u \leq Kv \} \), we obtain
\[
-\Delta u = u^p v^q (av^q - cu^q) \geq aK^{-q} u^p ((Kv)^q - u^q) \\
\geq aC_qK^{-1} u^{p+q-1}(Kv - u) \geq 0.
\tag{4.6}
\]
Similarly, on the set \( \{ u \geq Kv \} \), we get
\[
-\Delta v = v^p u^q (bu^q - dv^q) \geq bK^{-q} u^p (u^q - (Kv)^q) \\
\geq bC_qK^{-1} v^{p+q-1}(u - Kv) \geq 0.
\tag{4.7}
\]
In particular, \(-\chi_{\{u = Kv\}} \Delta (u + Kv) \geq 0\). Hence, we deduce from (4.4) that
\[
-\Delta Z \geq -\chi_{\{u < Kv\}} \Delta u - K \chi_{\{u > Kv\}} \Delta v,
\tag{4.8}
\]
so $Z$ is superharmonic, by (4.6) and (4.7).

Now assume either that $p + q \geq 1$ or that $(u, v)$ is bounded. By using that
\[ v^{p+q-1} \geq C(Kv - u)^{p+q-1} \quad \text{if} \quad p + q \geq 1, \]
and $v^{p+q-1} \geq C > 0$ otherwise (since $v$ is bounded), we infer from (4.6) and (4.7) that
\[ -\Delta u \geq C u^r (Kv - u)^\beta \quad \text{on} \quad \{ u \leq Kv \}, \]
and
\[ -\Delta v \geq C (Kv)^r (u - Kv)^\beta \quad \text{on} \quad \{ u \geq Kv \}. \]

We then deduce from (4.8) that
\[ -\Delta Z \geq C u^r (Kv - u)^\beta + C (Kv)^r (u - Kv)^\beta = C |u - Kv|^\beta Z^r. \]

(ii) If $ab > cd$, the inequalities in (4.5) are strict, that is $a \geq cK^q + \varepsilon$, $bK^q \geq d + \varepsilon$ for some $\varepsilon > 0$. Then we obtain, as in (4.6) and (4.7), that
\[ -\Delta u \geq \varepsilon u^r v^{p+q} \geq \varepsilon K^{-p-q}Z^\sigma \quad \text{on the set} \quad \{ u \leq Kv \}, \]
and
\[ -\Delta v \geq \varepsilon u^r v^{q+r} \geq \varepsilon K^{-q-r}Z^\sigma \quad \text{on the set} \quad \{ u \geq Kv \}, \]
for some $\varepsilon > 0$. The assertion then follows from (4.8). $\square$

**Proof of Lemma 4.2.** (i) By using (4.3) and Proposition 1.3, we get
\[ \Delta W = \Delta (u - Kv)_+ + \Delta (Kv - u)_+ \]
\[ \geq \chi_{\{ u > Kv \}} \Delta (u - Kv) + \chi_{\{ u < Kv \}} \Delta (Kv - u) \]
hence
\[ \Delta W \geq \chi_{\{ u > Kv \}} (Kg - f) + \chi_{\{ u < Kv \}} (f - Kg) \geq 0, \tag{4.9} \]
where we have set $f(u, v) = u^r v^p [aw^q - cw^p]$, $g(u, v) = v^r u^p [bu^q - dv^q]$.

(ii) In Lemma 7.1(i) in the appendix we show that
\[ (Kg - f)(u - Kv) \geq C u^r v^p(u + Kv)^{q+r-p-1}(u - Kv)^2, \]
when $r > p$ and $c, d > 0$. Using (4.9), we then get
\[ \Delta W \geq \chi_{\{ u > Kv \}} (Kg - f) + \chi_{\{ u < Kv \}} (f - Kg) \]
\[ \geq C u^r v^p(u + Kv)^{q+r-p-1}|u - Kv| \]
\[ \geq C_1 Z^p(u + Kv)^{q+r-1}|u - Kv|. \]
If $q + r \geq 1$, we conclude by using $(u + Kv)^{q+r-1} \geq \varepsilon |u - Kv|^{q+r-1}$. If $q + r < 1$, we conclude by using $(u + Kv)^{q+r-1} \geq C$, in view of the boundedness of $(u, v)$. $\square$

**Proof of Theorem 2.1.** (i) Assume for contradiction that $u \notin Kv$. By Lemma 4.2(i), the function $W = |u - Kv|$ is subharmonic, nonnegative and nontrivial. Clearly, so is $W^\beta$, for each $\beta \geq 1$. Then Lemma 3.2 applies to the inequality $-\Delta Z \geq W^\beta Z^r$, which we proved in Lemma 4.1 (recall the discussion after the statement of Lemma 3.2). Hence $Z \equiv 0$, a contradiction.

(ii) First, we observe that we may assume $q + r > 1$. Indeed, if $q + r \leq 1$, then $(u, v)$ is assumed to be bounded and, since $r \leq q + r \leq 1 < n/(n - 2)_+$, the conclusion follows from assertion (i).
Next we claim that we may assume $r > p$. Indeed, if $p + q < 1$, then this is true due to $q + r > 1 > p + q$. If $p + q \geq 1$, then we may assume $r > n/(n - 2)$ and $n \geq 3$, since otherwise the result is already known from assertion (i). But then $r > 2/(n - 2) \geq p$.

Now, by Lemma 4.1(i), $Z$ is superharmonic and positive, hence
\[
Z(x) \geq c_1 (1 + |x|)^{2-n}, \quad x \in \mathbb{R}^n,
\]
for some $c_1 > 0$. Therefore
\[
Z^p(x) \geq c_1 (1 + |x|)^{-(n-2)p} \geq c_1 (1 + |x|)^{-2}, \quad x \in \mathbb{R}^n.
\]
Hence we can apply Lemma 3.4 to the inequality $\Delta W \geq Z^p W^\beta$, which we obtained in Lemma 4.2(ii), and conclude that $W \equiv 0$.

**Remark 4.1.** It does not seem possible to go beyond assumptions (2.1), (2.2) by the sole means of the mixed-type system (4.1)-(4.2). Indeed, if $n \geq 3$, $r > \frac{2}{n-2}$ and $p > \frac{2}{n-2}$, then this system admits positive solutions of the form
\[
Z = C(1 + |x|^2)^{-\alpha}, \quad W = B - A(1 + |x|^2)^{-\beta},
\]
with suitable $B > A > 0$, $C > 0$, $2/(n-2) < 1/\alpha < \min(p, r-1)$ and $0 < \beta < p\alpha - 1$ (this is easily checked by direct computation). We remark that Keller-Osserman type estimates and Liouville theorems for another mixed-type system, namely
\[
-\Delta Z = W^p, \quad \Delta W = Z^q,
\]
were obtained in the recent work [4].

**Proof of Theorem 2.2.** Assume first that $\sigma \leq n/(n-2)_+$. Then the result is a consequence of Lemma 4.1(ii) and Lemma 3.2.

Assume next that $n \geq 3$ and $\sigma > n/(n-2)$. Suppose for contradiction that a positive bounded solution $(u, v)$ exists. By (1.11), we have $r \leq p + q$, hence $r \leq \sigma/2$. Since $\sigma < (n+2)/(n-2)$, we deduce $r \leq n/(n-2)$. Theorem 2.1 then guarantees that $u = Kv$, where $K$ is given by Proposition 1.3. It follows that
\[
-\Delta v = K^{-1} u^r v^q (av^{\alpha} - cu^{\beta}) = C v^\sigma, \quad x \in \mathbb{R}^n,
\]
with $C = K^{r-1}(a - cK^q) > 0$ by Proposition 1.3. But this contradicts a well-known Liouville-type result from [24].

Moreover, if either $p + q \geq 1$, or $p \leq 2/(n-2)$ (hence $q + r > 1$ due to $\sigma > n/(n-2)$), then the boundedness assumption is not necessary when applying Theorem 2.1. Finally, we note that if $n \leq 4$, then we always have either $p + q \geq 1$ or $p < 1 \leq 2/(n-2)$. \hfill \Box

**Proof of Proposition 2.5.** We may assume without loss of generality that $d = 0$. (Indeed the system (1.10) with unknown $(u, v)$, parameters $a, b, c, d$ and exponents $p, q, r$ is equivalent to the system (1.10) with unknown $(v, u)$, parameters $b, a, d, c$ and same exponents.) Also we may assume that $c > 0$ since, in the case $c = d = 0$, the result is already known from Theorems 1.4(i) and 1.2 in [37]. (This is actually proved there in the case $a = b = 1$, but the general case immediately follows by scaling.)

Now assume that $(Ku - u)_+ \neq 0$. Since
\[
\Delta (Ku - u)_+ \geq \chi_{\{u < Ku\}} \Delta (Ku - u) \geq \chi_{\{u < Ku\}} (f - Kg) \geq 0,
\]
due to Proposition 1.3, the function \((Kv - u)_+\) is subharmonic. It follows (see the discussion after the statement of Lemma 3.2)) that

\[
\liminf_{R \to \infty} R^{-n} \int_{B_R} (Kv - u)_+(x) \, dx > 0.
\]

Consequently, since \(v \geq (1/K)(Kv - u)_+\) we have \(\liminf_{R \to \infty} \tau(R) =: L > 0\), where \(\tau(R) = |S_R|^{-1} \int_{S_R} v \, d\sigma_R\) denote the spherical means. But, since \(v\) is superharmonic due to \(d = 0\), we deduce from [37, Lemma 3.2] that

\[
v \geq L > 0, \quad x \in \mathbb{R}^n.
\]  

(4.10)

On the other hand, by Lemma 7.1(ii), we have

\[
(Kg - f)(u - Kv) \geq Cu^p v^{p\rho} r (u + Kv)^{q-1+(p\rho)^+} (u - Kv)^2
\]

\[
\geq Cv^{p\rho} |u - Kv|^{q+1+(p\rho)^+}.
\]

Therefore,

\[
\Delta (u - Kv)_+ \geq \chi_{\{u > Kv\}} (Kg - f) \geq C(u - Kv)_+^{q+(p\rho)^+},
\]

owing to (4.10). In view of Lemma 4.2(ii), we conclude that \(u \leq Kv\).

Finally, let us justify the statement in Remark 2.1. Let \(W_1 := (u - Kv)_+\) and \(W_2 := (Kv - u)_+.\) By the proof of Lemma 4.2(i), we know that the radially symmetric functions \(W_1\) and \(W_2\) are subharmonic, hence (radially) nondecreasing. Since \(W_1 W_2 \equiv 0\), we necessarily have \(\lim_{t \to \infty} W_1(t) = 0\) or \(\lim_{t \to \infty} W_2(t) = 0\), hence \(W_1 \equiv 0\) or \(W_2 \equiv 0\).

### 4.2 Proof of Theorem 2.4

By adding up the two equations, we see that \(u + v\) is harmonic and positive, hence constant. We therefore look for a solution such that \(v = 1 - u\), with \(0 < u < 1\). The system then becomes equivalent to

\[
-\Delta u = u^p (1 - u)^q [(1 - u)^q - u^q] =: f(u).
\]  

(4.11)

To show the existence of a nonconstant positive solution of (4.11), we argue like in the proof of [37, Theorem 1.4]. Consider the initial value problem for the real function \(u = u(t)\)

\[
-(t^{n-1} u')' = t^{n-1} f(u), \quad t > 0, \quad u(0) = \varepsilon, \quad u'(0) = 0,
\]  

(4.12)

with \(0 < \varepsilon < \frac{1}{2}\). It is standard to check that either \(u > 0\), \(u' \leq 0\) for all \(t > 0\), or \(u\) has a first zero \(t = R\). If the latter occurs, then the PDE in (4.11) admits a positive solution \(u\) in a finite ball with homogeneous Dirichlet conditions, and also \(0 < u < \varepsilon\). But this is known to be impossible, owing to the Pohozaev identity, whenever

\[
h(X) := X f(X) - (ps + 1) F(X) \geq 0, \quad 0 < X < \varepsilon,
\]  

(4.13)

where \(F(X) = \int_0^X f(\tau) \, d\tau\) and \(ps = \frac{n+2}{n-2}\). In the case of (4.11) we have \(h(0) = 0\) and

\[
h'(X) = X f'(X) - ps f(X) \sim (p - ps) X^p > 0, \quad \text{as } X \to 0^+.
\]

Therefore (4.13) is true for \(\varepsilon > 0\) sufficiently small, and the conclusion follows.
5 Properties of half-spherical means. Proofs of the classification results in a half-space.

We start by recalling that the classical Phragmén-Lindelöf maximum principle states that a subharmonic function with sublinear growth in the half-space which is nonpositive on \( \partial \mathbb{R}^n_+ \) is also nonpositive in \( \mathbb{R}^n_+ \) (see for instance [36]).

**Proof of Theorem 2.6.** We set \( w = u - Kv \). Since \( u, v \) have sublinear growth, so do \(|w|\) and \( w_+ \). Let \( \psi \in C^2(\mathbb{R}) \) be convex, nondecreasing and such that \( 0 \leq \psi(t) \leq t^+ \) for all \( t \in \mathbb{R} \) and \( \psi(t) > 0 \) for \( t > 0 \). Then \( \psi(w) \) has sublinear growth.

Since the nonlinearities satisfy condition (1.9), then \( w \geq 0 \) implies \( \Delta w \geq 0 \). Hence, we have

\[
\Delta \psi(w) = \psi'(w)\Delta w + \psi''(w)|\nabla w|^2 \geq 0,
\]

since \( \psi'(w) = 0 \) if \( w \leq 0 \) and \( \Delta w \geq 0 \) otherwise. Hence, \( \psi(w) \) is subharmonic. Since \( \psi(w) = 0 \) on \( \partial \mathbb{R}^n_+ \), \( \psi(w) = 0 \) on \( \partial \mathbb{R}^n_+ \). By the Phragmén-Lindelöf maximum principle, we get \( \psi(w) \leq 0 \), so \( w \leq 0 \). The same argument applied to \( -w \) leads to \( -w \leq 0 \).

Finally, we obtain \( w = 0 \), i.e. \( u = Kv \).

We will use the following notation: for any \( R > 0 \), and any \( y \in \partial \mathbb{R}^n_+ \), we set

\[
S^+_R(y) = \{ x \in \mathbb{R}^n_+, |x - y| = R \},
\]

\[
B^+_R(y) = \{ x \in \mathbb{R}^n_+, |x - y| \leq R \},
\]

\[
D_R(y) = \{ y' \in \partial \mathbb{R}^n_+, |y' - y| \leq R \},
\]

and write \( S^+_R, B^+_R \) and \( D_R \) respectively for \( S^+_R(0), B^+_R(0) \) and \( D_R(0) \). We recall the definition of the half-spherical means of a function \( w \), namely

\[
[w]_y(R) = \frac{1}{R^2|S^+_R|} \int_{S^+_R(y)} w(x) x_n \, d\sigma_R(x), \quad R > 0, \; y \in \partial \mathbb{R}^n_+,
\]

and denote \([w] := [w]_0\). Observe that \([x_n]\) is a positive constant (independent of \( R \)).

The following lemma provides a basic computation for the derivative of the half-spherical mean with respect to the radius.

**LEMMA 5.1.** Let \( u \in C^2(\mathbb{R}^n_+) \). For any \( y \in \partial \mathbb{R}^n_+ \) and \( R > 0 \), we have :

\[
\frac{d}{dR}[u]_y(R) = \frac{1}{R^2|S^+_R|} \left[ \int_{B^+_R(y)} \Delta u \, x_n \, dx - \int_{D_R(y)} u(y') \, dy' \right].
\]

**Proof.** We have

\[
I = \int_{B^+_R(y)} \Delta u \, x_n \, dx - \int_{D_R(y)} u(y') \, dy' = \int_{B^+_R(y)} \text{div}(\nabla u \, x_n - u \, e_n) \, dx - \int_{D_R(y)} u(y') \, dy' = \int_{S^+_R(y)} \nabla u \cdot \nu \, x_n \, d\sigma_R(x) - \int_{S^+_R(y)} u \, \nu_n \, d\sigma_R(x),
\]

\[
I = \int_{B^+_R(y)} \Delta u \, x_n \, dx - \int_{D_R(y)} u(y') \, dy' = \int_{B^+_R(y)} \text{div}(\nabla u \, x_n - u \, e_n) \, dx - \int_{D_R(y)} u(y') \, dy' = \int_{S^+_R(y)} \nabla u \cdot \nu \, x_n \, d\sigma_R(x) - \int_{S^+_R(y)} u \, \nu_n \, d\sigma_R(x),
\]
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since $x_n = 0$ on $\partial \mathbb{R}_+^n$. Then, setting $x = y + Rz$, since $\nu(x) = z$ and $\nu_n(x) = \frac{z_n}{R}$, we have
\[
I = \int_{S_R^+} \nabla u(y + Rz) \cdot z \, z_n \, d\sigma_1(z) - \frac{1}{R} \int_{S_R^+(y)} x_n u \, d\sigma_R(x) \\
= \frac{d}{dR} \int_{S_R^+} u(y + Rz) \, z_n \, d\sigma_1(z) - R|S_R^+| [u]_y(R) \\
= \frac{d}{dR} \left( R|S_R^+| [u]_y(R) - R|S_R^+| [u]_y(R) \right) \\
= R|S_R^+| \left( \frac{d}{dR} (R[u]_y(R)) - [u]_y(R) \right) = R^2|S_R^+| \frac{d}{dR} [u]_y(R).
\]

Next, we give a a generalization of the Phragmén-Lindelöf maximum principle, based on the above monotonicity property, which will play an important role.

**Lemma 5.2.** Let $w \in C^2(\mathbb{R}_+^n)$ be such that $w \leq 0$ on $\partial \mathbb{R}_+^n$ and $\Delta w \geq 0$ on the set $\{w > 0\}$. If we assume
\[
\liminf_{R \to \infty} [w^+](R) = 0,
\]
then $w \leq 0$ in $\mathbb{R}_+^n$.

**Proof.** Let $\psi \in C^2(\mathbb{R})$ be convex, nondecreasing and such that $0 \leq \psi(t) \leq t^+$ for all $t \in \mathbb{R}$ and $\psi(t) > 0$ for $t > 0$. Then, for any $R > 0$, $0 \leq [\psi(w)](R) \leq [w^+](R)$. Therefore,
\[
\liminf_{R \to \infty} [\psi(w)](R) = 0.
\]
We also have
\[
\Delta \psi(w) = \psi'(w) \Delta w + \psi''(w) |\nabla w|^2 \geq 0,
\]
since $\psi'(w) = 0$ if $w \leq 0$ and $\Delta w \geq 0$ otherwise. Since $w \leq 0$ on $\partial \mathbb{R}_+^n$, then $\psi(w) = 0$ on $\partial \mathbb{R}_+^n$ so Lemma 5.1 gives that $[\psi(w)](R)$ is nondecreasing. But its limit as $R \to \infty$ is zero by (5.2), so $[\psi(w)](R) = 0$ for all $R > 0$. This implies that $\psi(w) \equiv 0$, hence $w \leq 0$. 

The proof of Theorem 2.9 is an easy consequence of Lemma 5.2.

**Proof of Theorem 2.9.** Let $w = u - Kv$. Observe that $w = 0$ on $\partial \mathbb{R}_+^n$ and $w \Delta w \geq 0$ thanks to (1.9). Hence we can apply Lemma 5.2 to $w$ and $-w$ and conclude that $w = 0$. 

We now turn to the proof of Theorem 2.8. In order to treat solutions without growth restrictions at infinity in the case of positive nonlinearities, we will need to exploit some further properties of half-spherical means for superharmonic functions.

The following lemma will permit to us to split the proof of Theorem 2.8 in the following way: either the superharmonic functions $u, v$ grow at infinity at least like $x_n$ and then we apply the nonexistence result for weighted inequalities in Lemma 3.1, or the half-spherical means of $u, v$ decay at infinity and we can use Theorem 2.9.

**Lemma 5.3.** Suppose that $u \in C^2(\mathbb{R}_+^n)$ is nonnegative and superharmonic in $\mathbb{R}_+^n$.

(i) For each $y \in \partial \mathbb{R}_+^n$, the function $R \mapsto [u]_y(R)$ is nonincreasing and its limit is independent of $y$.

(ii) Denote $L(u) := \lim_{R \to \infty} [u](R) \in [0, \infty)$. Then we have
\[
u(x) \geq \frac{L(u)}{x_n} x_n, \quad x \in \mathbb{R}_+^n.
\]
Assertion (ii) can be deduced from a more general and rather difficult result from [22]; see Remark 5.1 below. We will provide a direct, more elementary proof.

**Proof.** (i) That \([u]_y(R)\) is nonincreasing in \(R\) is a direct consequence of Lemma 5.1. Set

\[
\mu(y) := \lim_{R \to \infty} R^{-(n+1)} \int_{S_R^+(y)} x_n u \, d\sigma_R = |S_1^+| \lim_{R \to \infty} [u]_y(R). \tag{5.3}
\]

By L’Hôpital’s rule, (5.3) implies that

\[
\lim_{R \to \infty} R^{-(n+2)} \int_{B_R^+(y)} x_n u \, dx = \lim_{R \to \infty} R^{-(n+2)} \int_0^R \int_{S_r^+(y)} x_n u \, d\sigma_r \, dr = \frac{\mu(y)}{n+2}
\]

(with nonincreasing limit). Now, for \(y_1, y_2 \in \partial \mathbb{R}^n_+\), we have \(B_R^+(y_1) \subset B_{R+|y_1-y_2|}(y_2)\), hence

\[
R^{-(n+2)} \int_{B_R^+(y_1)} x_n u \, dx \leq (1+R^{-1}|y_1-y_2|)^{n+2}(R+|y_1-y_2|)^{-n-2} \int_{B_{R+|y_1-y_2|}(y_2)} x_n u \, dx.
\]

By letting \(R \to \infty\), we deduce that \(\mu(y_1) \leq \mu(y_2)\), which proves that \(\mu(y)\) is independent of \(y\).

(ii) The proof is divided in three steps.

**Step 1.** We recall several properties of Poisson kernels, that is, normal derivatives of Green functions. For \(R > 0\), we denote by \(P_R(x; y)\) the Poisson kernel of \(B_R^+\). Then for any \(\varphi \in C(\partial B_R^+)\), the unique harmonic function \(v\) in \(B_R^+\) with boundary value \(\varphi\) is given by

\[
v(x) = \int_{\partial B_R^+} P_R(x; y) \varphi(y) \, d\sigma_R(y).
\]

A simple rescaling argument shows that

\[
P_R(x; y) = R^{1-n} P_1(R^{-1}x; R^{-1}y). \tag{5.4}
\]

On the other hand, for each \(Y \in \partial B_1^+\), \(P_1(\cdot, Y)\) is positive in \(B_1^+\) (by the strong maximum principle, since it is harmonic, nonnegative and nontrivial). For each \(X \in B_1^+\), since \(Y \mapsto P_1(X; Y)\) is continuous on \(\partial B_1^+\), it follows that

\[
c(X) := \inf_{Y \in \partial B_1^+} P_1(X; Y) > 0. \tag{5.5}
\]

**Step 2.** Fix \(x \in H\), denote by \(\tilde{x} = (x_1, \ldots, x_{n-1}, 0)\) its projection onto \(\partial \mathbb{R}^n_+\) and set \(R = 2x_n\). Since \(u(\tilde{x} + \cdot) \geq 0\) is superharmonic in \(B_R^+\), the maximum principle implies that, for all \(z \in B_R^+\),

\[
u(\tilde{x} + z) \geq \int_{\partial B_R^+} P_R(z; y) u(\tilde{x} + y) \, d\sigma_R(y) \geq \int_{S_R^+} P_R(z; y) u(\tilde{x} + y) \, d\sigma_R(y),
\]

hence

\[
u(\tilde{x} + z) \geq R^{1-n} \int_{S_R^+} P_1(R^{-1}z; R^{-1}y) u(\tilde{x} + y) \, d\sigma_R(y),
\]

due to (5.4).
Now take \( z = (0, \cdots, 0, x_n) \), set \( X = (0, \cdots, 0, 1/2) \) and \( c_0 = c(X) \) (see (5.5)). Using (5.5) and assertion (i), we obtain

\[
    u(x) \geq R^{1-n} \int_{S_R^+} P_1(X; R^{-1}y) u(\hat{x} + y) \, d\sigma_R(y) \geq c_0 R^{1-n} \int_{S_R^+} u(\hat{x} + y) \, d\sigma_R(y)
\]
\[
    = c_0 R^{1-n} \int_{S_R^+(\hat{x})} u(y) \, d\sigma_R(y) \geq c_0 R^{-n} \int_{S_R^+(\hat{x})} y_n u(y) \, d\sigma_R(y)
\]
\[
    \geq c_0 |S_R^+| R |u|_{\hat{x}}(R) \geq 2c_0 |S_R^+| L(u) x_n.
\]

**Step 3.** Define \( E = \{ c \geq 0; \ u \geq c x_n \text{ in } \mathbb{R}_+^n \} \). The set \( E \) is closed and nonempty. For any \( c \in E \), we have \( L(u) \geq c [x_n] \), hence \( E \) is bounded and

\[
    \hat{c} := \max E \leq c^* := [x_n]^{-1} L(u).
\]

Assume for contradiction that \( \hat{c} < c^* \). Setting \( z = u - \hat{c} x_n \), we see that \( z \) is nonnegative, superharmonic and that \( L(z) > 0 \). By the result of Step 2 applied to \( z \), it follows that \( z \geq \varepsilon x_n \) for some \( \varepsilon > 0 \). But this contradicts the definition of \( \hat{c} \). Therefore \( \hat{c} = c^* \) and the result is proved.

**Remark 5.1.** (i) For any subharmonic function \( w \) on \( \mathbb{R}_+^n \), the Corollary to Theorem 1 on page 341 in [22] asserts the following: if \( w \), has a harmonic majorant, if \( \liminf_{R \to \infty} [w](R) \leq 0 \) and if, for all \( y \in \partial \mathbb{R}_+^n \), \( \liminf_{R \to 0} [w](y)(R) \leq 0 \), then \( w \leq 0 \). To deduce Lemma 5.3(ii) from this, set \( L = L(u) \) and \( w = \frac{L}{[x_n]} x_n - u \). Then \( w \) is subharmonic, \( w_+ \) has a harmonic majorant \( \frac{L}{[x_n]} x_n \) and \( [w](R) = L - [u](R) \to 0 \). Moreover, for all \( y \in \partial \mathbb{R}_+^n \), \( \liminf_{R \to 0} R[w](y)(R) \leq \liminf_{R \to 0} R \frac{L}{[x_n]} x_n = 0 \). Therefore, \( w \leq 0 \), i.e., \( u \geq \frac{L}{[x_n]} x_n \).

(ii) From Lemmas 5.1 and 5.3(ii), we may retrieve the well-known fact that any positive harmonic function in \( \mathbb{R}^n_+ \), such that \( u \in C^2(\mathbb{R}_+^n) \) and \( u = 0 \) on the boundary, is necessarily of the form \( u = c x_n \) with \( c > 0 \).

We first claim that \( L(u) > 0 \). Indeed, \( [u](R) \) is independent of \( R \) by Lemma 5.1. Therefore \( L(u) = 0 \) would imply \( [u](R) \equiv 0 \), from which we readily infer \( u \equiv 0 \). Let then \( z = u - \frac{L(u)}{[x_n]} x_n \). Then \( z \) is harmonic and Lemma 5.3(ii) guarantees \( z \geq 0 \). Since \( L(z) = 0 \), the above argument yields \( z \equiv 0 \).

**Proof of Theorem 2.8.** (i) Since the functions \( f \) and \( g \) are nonnegative, \( u \) and \( v \) are subharmonic. Therefore, by Lemma 5.1(ii),

\[
    L(u) := \lim_{R \to \infty} [u](R) \in [0, \infty) \quad \text{and} \quad L(v) := \lim_{R \to \infty} [v](R) \in [0, \infty). \tag{5.6}
\]

First, we observe that we cannot have simultaneously \( L(u) > 0 \) and \( L(v) > 0 \). Indeed, by Lemma 5.3(ii), this would imply that, for some \( c > 0 \), and all \( x \in \mathbb{R}_+^n \)

\[
    u(x) \geq c x_n \quad \text{and} \quad v(x) \geq c x_n,
\]

hence \(-\Delta u \geq (c x_n)^\sigma \) in \( \mathbb{R}_+^n \), but this contradicts Lemma 3.1.

Assume for instance \( L(u) = 0 \). Setting \( w = u - K v \), we have \( w^+ \leq u \), hence

\[
    \lim_{R \to \infty} [w^+](R) = 0.
\]

By Lemma 5.2, this implies \( w \leq 0 \), i.e. \( u \leq Kv \). If \( L(v) = 0 \), we similarly obtain \( u \geq Kv \).
(ii) By what we just proved, it is enough to show that $L(u) = L(v) = 0$. Assume $L(v) > 0$. Therefore, $v \geq cx_n$ for $c > 0$, and

$$
\begin{cases}
-\Delta u \geq cx_n^p u^r \\
-\Delta v \geq cx_n^q u^q
\end{cases}
$$

(5.7)

If the first condition in (2.6) is satisfied, then the first inequality in (5.7) combined with Lemma 3.1 yields $u \equiv 0$.

Hence we can assume that the second condition in (2.6) is satisfied. Set $\Psi := x_n|x|^{-n}$, so that $-\Delta \Psi = 0$ in $\mathbb{R}^n_+ \setminus \{0\}$. Let $c_0 := \inf_{\partial B_1 \cap \mathbb{R}^n_+} u / \Psi$.

Note $c_0 > 0$ (if $u = 0$ on $\partial \mathbb{R}^n_+$, this follows from Hopf’s lemma). Since $u$ is superharmonic in $\mathbb{R}^n_+$, $u \geq c\Psi$ on $\partial(\mathbb{R}^n_+ \setminus B_1)$ and $\Psi \to 0$ as $|x| \to \infty$, the maximum principle implies

$$
u \geq cx_n|x|^{-n} \quad \text{in } \mathbb{R}^n_+ \setminus B_1.
$$

Plugging this into the second inequality of (5.7) we get

$$
-\Delta v \geq cx_n^{s+q}|x|^{-nq}
$$

in $\mathbb{R}^n_+ \setminus B_1$, which contradicts Lemma 3.1, applied with $r = 0$ and $\kappa = s - (n - 1)q$, in view of the second condition in (2.6).

In case $L(u) > 0$ we use (2.7) in a similar way, to conclude the proof of (ii).

(iii) By (ii), we know that either $(u,v)$ is semi-trivial or $u = Kv$. In the latter case, since $\min(p + r, q + s) \leq (n + 1)/(n - 1)$, we deduce from Lemma 3.1 that $u = 0$ or $v = 0$.

$\square$

6 A priori estimates and existence

We consider the following system with general lower order terms, of which (2.9) is a particular case

$$
\begin{cases}
-\Delta u = u^r v^p \left[ a(x)u^q - c(x)u^q \right] + h_1(x,u,v), & x \in \Omega, \\
-\Delta v = v^r u^p \left[ b(x)u^q - d(x)u^q \right] + h_2(x,u,v), & x \in \Omega, \\
u = v = 0, & x \in \partial\Omega,
\end{cases}
$$

(6.1)

where $\Omega$ is a smooth bounded domain of $\mathbb{R}^n$.

Theorem 2.10 is a consequence of the following more general statements on a priori estimates and existence.

**THEOREM 6.1.** Let $p, r \geq 0$, $q > 0$, $q \geq |p - r|$, and

$$
q + r \geq 1, \quad 1 < \sigma := p + q + r < \frac{n + 2}{(n - 2)_+}.
$$

(6.2)

Let $a, b, c, d \in C(\overline{\Omega})$ satisfy $a, b > 0$, $c, d \geq 0$ in $\overline{\Omega}$ and

$$
\inf_{x \in \Omega} [a(x)b(x) - c(x)d(x)] > 0.
$$

(6.3)
Let $h_1, h_2 \in C(\overline{\Omega} \times [0, \infty)^2)$ satisfy
\begin{equation}
\lim_{u+v \to \infty} \frac{h_i(x, u, v)}{(u+v)^\sigma} = 0, \quad i = 1, 2,
\end{equation}
and assume that one of the following two sets of assumptions is satisfied:

\begin{align*}
\left\{ \begin{array}{l}
  r \leq 1, \quad \text{and, setting } \bar{m} := \min\{\inf_{x \in \Omega} a(x), \inf_{x \in \Omega} b(x)\} > 0, \\
  \liminf_{v \to \infty, \ u/v \to 0} \frac{h_1(x, u, v)}{u^{r+q}v^p} > -\bar{m}, \quad \liminf_{u \to \infty, \ v/u \to 0} \frac{h_2(x, u, v)}{v^{r+p}u^q} > -\bar{m},
\end{array} \right.
\end{align*}

or
\begin{align*}
\left\{ \begin{array}{l}
  m := \min\{\inf_{x \in \Omega} c(x), \inf_{x \in \Omega} d(x)\} > 0, \quad \text{and} \\
  \limsup_{u \to \infty, \ v/u \to 0} \frac{h_1(x, u, v)}{u^{r+q}v^p} < m, \quad \limsup_{v \to \infty, \ u/v \to 0} \frac{h_2(x, u, v)}{v^{r+p}u^q} < m
\end{array} \right.
\end{align*}

(with uniform limits with respect to $x \in \overline{\Omega}$ in (6.4)–(6.6)). Then there exists $M > 0$ such that any positive classical solution $(u, v)$ of (6.1) satisfies
\begin{equation}
\sup_{\Omega} u \leq M, \quad \sup_{\Omega} v \leq M.
\end{equation}

**Theorem 6.2.** Let (6.2)–(6.5) be satisfied. Assume in addition that $a, b, c, d, h_1, h_2$ are Hölder continuous and that for some $\varepsilon > 0$
\begin{align*}
\inf_{x \in \Omega, u,v > 0} u^{-1} h_1(x, u, v) > -\infty, \quad \inf_{x \in \Omega, u,v > 0} v^{-1} h_2(x, u, v) > -\infty, \\
\sup_{x \in \Omega, u > 0} u^{-1} h_1(x, u, 0) < \lambda_1(-\Delta, \Omega), \quad \sup_{x \in \Omega, v > 0} v^{-1} h_2(x, 0, v) < \lambda_1(-\Delta, \Omega), \\
\sup_{x \in \Omega, u,v \in (0,\varepsilon)^2} (u + v)^{-1} [h_1(x, u, v) + h_2(x, u, v)] < \lambda_1(-\Delta, \Omega).
\end{align*}

Then there exists a positive classical solution of (6.1).

**Remark 6.1.** We will not treat the existence question under the assumption (6.6), which seems to be a delicate problem. The reason is that we prove Theorem 6.2 by using a deformation of the system (6.1) via homotopy, adding positive linear terms (see (6.14) below). However, with such terms, assumption (6.6) is no longer satisfied and we cannot use Theorem 6.1.

**Remark 6.2.** Like many previous works, our proof of a priori estimates uses the classical rescaling method of Gidas and Spruck [23]. However, as mentioned in the introduction, arises an additional difficulty: to rule out the possibility of semi-trivial rescaling limits, of the form $(C_1, 0)$ or $(0, C_2)$ (see Step 2 below). Under assumption (6.5), this will be achieved by a suitable eigenfunction argument, while (6.6) will guarantee that in each blowing up solution $(u, v)$ of (6.1) the components $u$ and $v$ explode at a comparable rate. Note that a similar difficulty appears in the work [45], which studied a class of cooperative systems with nonnegative nonlinearities in the form of products. In that case, the problem was dealt with by different techniques, namely moving planes and Harnack inequalities.

For the reader’s convenience, before giving the proofs of Theorems 6.1-6.2 we quickly review the role of the hypotheses in these theorems. The first condition in (6.2) guarantees that the strong maximum principle applies to the system (1.10), while the second condition in (6.2) is a usual superlinearity and subcriticality condition on the nonlinearities at
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Proof of Theorem 6.1. We will consider the following parametrized version of system (6.1) (this will be needed in the proof of Theorem 6.2):

\[
\begin{align*}
-\Delta u &= F(t, x, u, v), & x \in \Omega, \\
-\Delta v &= G(t, x, u, v), & x \in \Omega, \\
u &= v = 0, & x \in \partial \Omega,
\end{align*}
\]

where

\[
F(t, x, u, v) := u^p \left[ (a(x) + tA)v^q - c(x)u^q \right] + \hat{h}_1(t, x, u, v),
\]

\[
G(t, x, u, v) := v^p \left[ (b(x) + tA)u^q - d(x)v^q \right] + \hat{h}_2(t, x, u, v),
\]

and

\[
\hat{h}_1(t, x, u, v) = h_1(x, u, v) + At(1 + u), \quad \hat{h}_2(t, x, u, v) = h_2(x, u, v) + At(1 + v).
\]

Here \(A > 0\) is a constant to be fixed below, and \(t\) is a parameter in \([0, 1]\).

Note that (6.1) is (6.11) with \(t = 0\). Under assumption (6.5), we will prove the bound in (6.7) for the positive solutions of (6.11), uniformly for \(t \in [0, 1]\) (but possibly depending on \(A\)), whereas under assumption (6.6) we will restrict ourselves to \(t = 0\) (see Remark 6.1).

We assume for contradiction that there exists a sequence \(\{t_j\} \subset [0, 1]\) and a sequence \((u_j, v_j)\) of positive solutions of (6.11) with \(t = t_j\), such that \(\|u_j\|_\infty + \|v_j\|_\infty \to \infty\). We may assume \(\|u_j\|_\infty \geq \|v_j\|_\infty\) without loss of generality. Set \(\alpha = 2/(\sigma - 1)\). Let \(x_j \in \Omega\) be such that \(u_j(x_j) = \|u_j\|_\infty\) and set

\[
\lambda_j := \left( \|u_j\|_\infty^{1/\alpha} + \|v_j\|_\infty^{1/\alpha} \right)^{-1} \to 0, \quad \text{as} \ j \to \infty.
\]

By passing to a subsequence, we may assume that \(x_j \to x_\infty \in \overline{\Omega}\) and \(t_j \to t_0 \in [0, 1]\). Setting \(d_j := \text{dist}(x_j, \partial \Omega)\), we then split the proof into two cases, according to whether \(d_j/\lambda_j \to \infty\) (along some subsequence) or \(d_j/\lambda_j\) is bounded.

Case A: \(d_j/\lambda_j \to \infty\).

This case is treated in two steps.

Step 1: Convergence of rescaled solutions to a semi-trivial entire solution.

We rescale the solutions around \(x_j\) as follows:

\[
\tilde{u}_j(y) = \lambda_j^\alpha u_j(x_j + \lambda_j y), \quad \tilde{v}_j(y) = \lambda_j^\alpha v_j(x_j + \lambda_j y), \quad y \in \Omega_j,
\]

where \(\Omega_j = \{y \in \mathbb{R}^n : |y| < d_j/\lambda_j\}\). Due to the definition of \(\lambda_j\), it is clear that

\[
\tilde{u}_j(y), \tilde{v}_j(y) \leq 1, \quad y \in \Omega_j.
\]

Moreover, \(\tilde{u}_j^{1/\alpha}(0) = \lambda_j \|u_j\|_\infty^{1/\alpha} \geq \lambda_j (\|u_j\|_\infty^{1/\alpha} + \|v_j\|_\infty^{1/\alpha})/2 = 1/2\), hence

\[
\tilde{u}_j(0) \geq 2^{-\alpha}.
\]

\footnote{The restriction \(t_j = 0\) under assumption (6.6) will be used only in Step 2 to exclude semi-trivial rescaling limits.}
We see that \((\tilde{u}, \tilde{v}) = (\tilde{u}_j, \tilde{v}_j)\) satisfies the system
\[
\begin{aligned}
-\Delta \tilde{u} &= \tilde{u}^p \left[ (a(x_j + \lambda_j y) + t_j A) \tilde{v}^q - b(x_j + \lambda_j y) \tilde{u}^q \right] + \tilde{h}_{1,j}(y), \quad y \in \Omega_j, \\
-\Delta \tilde{v} &= \tilde{v}^p \left[ (b(x_j + \lambda_j y) + t_j A) \tilde{u}^q - d(x_j + \lambda_j y) \tilde{v}^q \right] + \tilde{h}_{2,j}(y), \quad y \in \Omega_j,
\end{aligned}
\] (6.18)
where
\[
\tilde{h}_{i,j}(y) = \lambda_j^{\alpha+2} \tilde{h}_i(t_j, x_j + \lambda_j y, \lambda_j^{-\alpha} \tilde{u}_j(y), \lambda_j^{-\alpha} \tilde{v}_j(y)), \quad i = 1, 2.
\]
In view of (6.4), (6.16), \(\sigma > 1\), and \(\alpha + 2 - \alpha \sigma = 0\) we have
\[
\sup_{\Omega_j} (|\tilde{h}_{1,j}| + |\tilde{h}_{2,j}|) \leq \lambda_j^{\alpha+2} (\lambda_j^{-\alpha} \sigma (1 + 2A(1 + \lambda_j^{-\alpha})) \to 0, \quad \text{as } j \to \infty. \quad (6.19)
\]
For each fixed \(R > 0\), we have \(B_{2R} \subset \Omega_j\) for \(j\) sufficiently large, and \(|\Delta \tilde{u}_j|, |\Delta \tilde{v}_j| \leq C(R)\) in \(B_{2R}\), owing to (6.16), (6.18), (6.19). It follows from interior elliptic estimates that the sequences \(\tilde{u}_j, \tilde{v}_j\) are bounded in \(W^{2,m}(B_R)\) for each \(1 < m < \infty\). By embedding theorems, we deduce that they are bounded in \(C^{1+\gamma}(\overline{B_R})\) for each \(\gamma \in (0, 1)\). It follows that, up to some subsequence,
\[
\lim_{j \to \infty} (\tilde{u}_j, \tilde{v}_j) = (U, V), \quad \text{locally uniformly on } \mathbb{R}^n,
\]
where \((U, V)\) is a bounded nonnegative classical solution of
\[
\begin{aligned}
-\Delta U &= U^p V^q [a_0 V^q - c_0 U^q], \quad y \in \mathbb{R}^n, \\
-\Delta V &= V^p U^q [b_0 U^q - d_0 V^q], \quad y \in \mathbb{R}^n,
\end{aligned}
\] (6.20)
with
\[
a_0 = a(x_{\infty}) + t_0 A > 0, \quad b_0 = b(x_{\infty}) + t_0 A > 0, \quad c_0 = c(x_{\infty}) \geq 0, \quad d_0 = d(x_{\infty}) \geq 0. \quad (6.21)
\]
Moreover,
\[
c_0 d_0 < a_0 b_0 \quad (6.22)
\]
in view of (6.3). Also, \(U(0) \geq 2^{-a}\) due to (6.17). By Theorem 2.2(i) and Corollary 2.3, there exists a constant \(\bar{C} > 0\) such that \(U \equiv \bar{C} \) and \(V \equiv 0\), hence
\[
\lim_{j \to \infty} (\tilde{u}_j, \tilde{v}_j) = (\bar{C}, 0), \quad \text{locally uniformly on } \mathbb{R}^n. \quad (6.23)
\]

**Step 2: Exclusion of semi-trivial rescaling limits.**

Let us first consider the case when assumption (6.5) is satisfied. For some \(\delta, M_1 > 0\) we have
\[
\tilde{h}_2(t, x, u, v) \geq (-\bar{m} + \delta) v^p u^{p+q}, \quad \text{for } u \geq M_1 \max(v, 1),
\]
(uniformly in \(x \in \Omega\) and \(t \in [0, 1]\)) and hence
\[
\tilde{h}_{i,j} \geq (-\bar{m} + \delta) \tilde{v}_j \tilde{u}_j^{p+q}, \quad \text{for } \tilde{u}_j \geq M_1 \max(\tilde{v}_j, \lambda_j^\alpha), \quad i = 1, 2.
\]
Fix \(\varepsilon \in (0, 1)\) with
\[
\varepsilon \leq \min \left\{ \frac{\bar{C}}{2M_1}, \left( \frac{\delta}{2 ||d||_{\infty}} \right)^{1/4} \right\}.
\]
Take \(R > 0\) to be chosen later. By (6.23), there exists \(j_0\) such that, for all \(j \geq j_0\), we have \(\tilde{u}_j \geq \bar{C}/2, \tilde{v}_j \leq \varepsilon\) on \(B_R\), and \(\tilde{u}_j \geq \bar{C}/2 \geq M_1 \max(\tilde{v}_j, \lambda_j^\alpha)\), since \(\lambda_j^\alpha \to 0\) as \(j \to \infty\). Hence
\[
-\Delta \tilde{v}_j \geq \tilde{v}_j^p \tilde{u}_j^q \left[ (b(x_j + \lambda_j y) + t_j A - \bar{m} + \delta) \tilde{u}_j^q - d(x_j + \lambda_j y) \tilde{v}_j^q \right] \\
\geq \tilde{v}_j^p \tilde{u}_j^q \left[ \tilde{u}_j^q - ||d||_{\infty} \varepsilon \tilde{u}_j \right] \geq \frac{\delta}{2} \left( \frac{\bar{C}}{2} \right)^{p+q} \tilde{v}_j \geq \frac{\delta}{2} \left( \frac{\bar{C}}{2} \right)^{p+q} \tilde{v}_j \quad \text{in } B_R,
\]
(in the last inequality we used $r \leq 1$). This implies that the first eigenvalue of the Laplacian in $B_R$ is larger than $\frac{\delta}{4}(\frac{C}{2})^{p+q}$, which is a contradiction for sufficiently large $R$. More precisely, denote by $\lambda_1(R)$ and $\varphi_R$ the first eigenvalue and eigenfunction of $-\Delta$ in $B_R$ with Dirichlet boundary conditions. Since $\lambda_1(R) = \lambda_1(1)R^{-2}$, by multiplying the above inequality with $\varphi_R$ and by integrating by parts, we get

$$\lambda_1(1)R^{-2}\int_{B_R} \tilde{v}_j \varphi_R \, dx = -\int_{B_R} \tilde{v}_j \Delta \varphi_R \, dx \geq -\int_{B_R} \varphi_R \Delta \tilde{v}_j \, dx \geq \frac{\delta}{4}(\frac{C}{2})^{p+q} \int_{B_R} \tilde{v}_j \varphi_R \, dx.$$  

By taking $R$ sufficiently large (depending only on $\delta, C, p, q$), this implies $\tilde{v}_j = 0$ on $B_R$, a contradiction.

Let us now consider the case when assumption $(6.6)$ is satisfied, and $t_j = 0$. Now there exist $\delta, M_1 > 0$ such that

$$h_1(x,u,v) \leq (m - \delta)u^{r+q}v^p, \quad \text{if } u \geq M_1 \max(v,1).$$

Therefore, for any positive solution $(u, v)$ of $(6.1)$, if $\|u\|_{\infty} \geq M_1$ then, at a maximum point $x_0$ of $u$, we have either $u(x_0) < M_1v(x_0)$, or else

$$0 \leq -\Delta u(x_0) \leq u^r v^p [av^q - (c - m + \delta)u^q](x_0).$$

Since $u$ and $v$ are positive we deduce that

$$v(x_0) \geq \left( \frac{\delta}{a(x_0)} \right)^{1/q} \geq \left( \frac{\delta}{\|a\|_{\infty}} \right)^{1/q} u(x_0).$$

Hence there exists a constant $\eta > 0$ such that, for any positive solution $(u, v)$ of $(6.1)$,

$$\|u\|_{\infty} = u(x_0) \geq M_1 \implies v(x_0) \geq \eta u(x_0).$$

In view of definition $(6.15)$, this implies $\tilde{v}_j(0) \geq \eta \tilde{u}_j(0)$, hence $V(0) \geq \eta U(0) \geq \eta 2^{-\alpha}$, which excludes semi-trivial limits and leads to a contradiction with the nonexistence of positive solutions of $(6.20)$.

**Case B:** $d_j/\lambda_j$ is bounded. We may assume that $d_j/\lambda_j \to c_0 \geq 0$. Arguing similarly to [23, pp. 891-892] (see also [37, p. 265]), after performing local changes of coordinates which flatten the boundary, we end up with a nontrivial nonnegative (bounded) solution $(U, V)$ of system $(6.7)$ in a half-space, with $U = V = 0$ on the boundary. Moreover, $(6.22)$ is satisfied. By Proposition 1.3 and Theorem 2.6, we deduce $U = KV$, $K > 0$, which in turn implies that $-\Delta U = C_1 U^\sigma$, $-\Delta V = C_2 V^\sigma$ in the half-space, for some $C_1, C_2 > 0$. This yields a contradiction with the Liouville-type theorem in [23] for half-spaces.  

**Proof of Theorem 6.2.** First, it is important to observe that the assumptions $q + r \geq 1$ and $(6.8)$ guarantee that any nonnegative solution of $(6.11)$ satisfies $u > 0$ and $v > 0$ in $\Omega$, unless $t = 0$ and $(u, v) \equiv (0,0)$. Indeed, if $u \not\equiv 0$, then $u > 0$ by the strong maximum principle – note by $(6.12)$ and $(6.8)$ we have

$$F(t,x,u,v) \geq -Cu,$$

for some $C \geq 0$ (which may depend on $t, u, v, c, d, A$). On the other hand, assume for instance $u \equiv 0$. Then $0 = F(t,x,0,v) \geq At$ (since $(6.8)$ implies $h_1 \geq -C_1 u$ for some $C_1 \geq 0$), so $t = 0$. Then $(6.9)$ implies that

$$-\Delta v \leq h_2(x,0,v) \leq (\lambda_1(-\Delta) - \varepsilon_0)v \quad \text{in } \Omega,$$
for some $\varepsilon_0 > 0$. We then easily deduce $v \equiv 0$, by multiplying with the first Dirichlet eigenfunction of $-\Delta$ and by integrating by parts.

Theorem 6.2 follows from a standard topological degree argument. We recall the following fixed point theorem, due to Krasnoselskii and Benjamin (see Proposition 2.1 and Remark 2.1 in [17]). This type of statements are nowadays standard in proving existence results.

**THEOREM 6.3.** Let $K$ be a closed cone in a Banach space $E$, and let $T : K \to K$ be a compact mapping. Suppose $0 < \delta < M < \infty$, are such that

(i) $\eta Tx \neq x$ for all $x \in K$, $\|x\| = \delta$, and all $\eta \in [0, 1]$;

and there exists a compact mapping $H : K \times [0, 1] \to K$ such that

(ii) $H(x, 0) = Tx$ for all $x \in K$;

(iii) $H(x, t) \neq x$ for all $x \in K$, $\|x\| = M$ and all $t \in [0, 1]$;

(iv) $H(x, 1) \neq x$ for all $x \in K$, $\|x\| \leq M$.

Then there exists a fixed point $x$ of $T$ (i.e. $Tx = x$), such that $\delta \leq \|x\| \leq M$.

Observe that (i) implies $i(T, B_\delta \cap K) = i(0, B_\delta \cap K) = 1$, where $i$ is the (homotopy invariant) fixed point index with respect to the relative topology of $K$, whereas by (iii)-(iv)

$$i(H(\cdot, 0), B_R \cap K) = i(H(\cdot, 1), B_R \cap K) = 0,$$

and the excision property of the index implies Theorem 6.3.

A little care is needed in defining $T$ and $H$. Let $K$ denote the cone of nonnegative functions in $E := C(\Omega) \times C(\Omega)$, and let $T : E \to K$ be defined by

$$T(\phi, \psi) = (u_+, v_+),$$

where $(u, v)$ is the solution of the linear problem

$$-\Delta u = \phi, \quad -\Delta v = \psi \text{ in } \Omega,$$

$$u = v = 0 \text{ on } \partial \Omega.$$

It is clear that $T$ is compact, since $(\phi, \psi) \to (u, v)$ is such by elliptic estimates, and $(u, v) \to (u_+, v_+)$ is Lipschitz. We set

$$H((u, v), t) := T(F(t, x, u(x), v(x)), G(t, x, u(x), v(x))),$$

and $T(u, v) = H((u, v), 0)$. Recall $F, G$ are defined in (6.12)-(6.13), so fixed points of $H(\cdot, t)$ are solutions of (6.11).

We still have to choose the constant $A$ in (6.12)–(6.14). We do this in the following way: by (6.8), there exists $C_1 > 0$ such that $h_1 \geq -C_1 u$ and $h_2 \geq -C_1 v$, and we set

$$A = \max \left\{ C_1 + \lambda_1(-\Delta, \omega), \sup_{x \in \Omega} c(x), \sup_{x \in \Omega} d(x) \right\}, \quad (6.24)$$

where $\omega$ is some smooth strict subdomain of $\Omega$. Once $A$ is fixed, we know from the proof of Theorem 6.1 that there exists a universal bound for the positive solutions (if they exist) of (6.11) valid for all $t \in [0, 1]$, and we chose $M$ larger than this bound.

Theorem 6.2 is proved if we show that $T$ has a nontrivial fixed point in $K$. So it remains to check that the hypotheses of Theorem 6.3 are satisfied.
• Let us first show that \( H(\cdot, 1) \) does not possess any fixed point in \( K \), which will verify (iv). Assume such a fixed point \((u, v)\) exists, which is then a solution of (6.11), with \( t = 1 \). We have \( u, v > 0 \) in \( \Omega \), since \( t > 0 \). Let \( S = u^{1/2}v^{1/2} \). By using the inequality
\[
2\Delta((uv)^{1/2}) \leq v^{1/2}u^{-1/2}\Delta u + u^{1/2}v^{-1/2}\Delta v,
\]
we get
\[
-\Delta S \geq \frac{u^{-1/2}v^{1/2}}{2}[u^r v^p ((a(x) + A)v^q - c(x)u^q) + (A - C_1)u + A] + \frac{u^{1/2}v^{-1/2}}{2}[v^r u^p ((b(x) + A)u^q - d(x)v^q) + (A - C_1)v + A]
\]
\[
\geq \frac{v^r X^{-1/2}}{2}[(a(x) + A)X^r + (b(x) + A)X^{p+q+1} - c(x)X^{q+r} - d(x)X^{p+1}] + (A - C_1)S + A,
\]
where \( X = u/v \). Using (6.24) and the inequality
\[
X^r + X^{p+q+1} - X^{q+r} - X^{p+1} = X^r(1 - X^q)(1 - X^{p+1-r}) \geq 0
\]
(note \( p + 1 \geq 1 \geq r \), it follows that
\[
-\Delta S \geq (A - C_1)S \quad \text{in} \quad \omega.
\]
We reach a contradiction by testing this inequality with the first Dirichlet eigenfunction in \( \omega \), because of (6.24).

• Hypothesis (iii) in Theorem 6.3 is a consequence of the a priori bound for positive solutions of (6.11) which we obtained in the proof of Theorem 6.1, and the observation we made in the beginning of the proof of Theorem 6.2.

• Finally, assume that hypothesis (i) is not verified, which implies that for any (small) \( \delta > 0 \) we can find a positive solution \((u, v)\) with \( \| (u, v) \| \leq \delta \), of (6.1) with the right-hand side of this system multiplied by some \( \eta \in [0, 1] \). By adding up the two equations in the system and using (6.10) we obtain, with \( \lambda_1 = \lambda_1(-\Delta, \Omega) \) and for some \( \varepsilon_0 > 0 \),
\[
-\Delta(u + v) \leq C(u^r v^{p+q} + v^r u^{p+q}) + (\lambda_1 - \varepsilon_0)(u + v)
\]
\[
\leq C(u + v)^{\sigma-1}(u + v) + (\lambda_1 - \varepsilon_0)(u + v)
\]
\[
\leq (\lambda_1 - \varepsilon_0/2)(u + v)
\]
(we obtained the last inequality by choosing \( \delta \) sufficiently small). By testing again with the first Dirichlet eigenfunction we get a contradiction.

Theorem 6.2 is proved. \( \square \)

**Remark 6.3.** By simple modifications of the above proof, one can show that assumption (6.8) can be weakened as follows: for each \( R > 0 \),
\[
\inf_{u, v \in (0, R)} u^{-1} h_1(x, u, v) > -\infty, \quad \inf_{u, v \in (0, R)} v^{-1} h_2(x, u, v) > -\infty
\]
(which allows for the application of the strong maximum principle) and, for each \( \varepsilon > 0 \), there exists \( C_\varepsilon > 0 \) such that, for all \( u, v \geq 0, x \in \Omega \),
\[
h_1(x, u, v) \geq -\varepsilon u^r v^{p+q} - C_\varepsilon (1 + u), \quad h_2(x, u, v) \geq -\varepsilon v^r u^{p+q} - C_\varepsilon (1 + v).
\]
7 Appendix. Proof of Proposition 1.3

In the appendix we study the proportionality constants of the system (1.10) and give the elementary proof of Proposition 1.3. In the following we set

\[ f(u, v) = u^r v^p (a v^q - c u^q), \quad g(u, v) = v^r u^p (b u^q - d v^q). \]

**Proof of Proposition 1.3.** We first note that if \( c = d = 0 \) and \( q = r - p \), then \( Kg - f = (Kb - a)u^r v^r \) and (1.9) is satisfied if and only if \( K = a/b \) (and then actually \( Kg - f \equiv 0 \)). We may thus assume that either

\[ c > 0, \quad \text{or} \quad d > 0, \quad \text{or} \quad q \neq r - p. \] (7.1)

Set \( X = u/v \). For given \( K > 0 \), we compute, for \( u, v > 0 \),

\[ Kg - f = Ku^p v^r (b u^q - d v^q) - u^r v^p (a v^q - c u^q) \]
\[ = u^p v^{r+q} [KbX^q - Kb - aX^{r-p} + cX^{q+r-p}] \]

and also, factorizing by \( X^{r-p} \),

\[ Kg - f = u^r v^{p+q} [KbX^{q+p-r} - KdX^{p-r} - a + cX^q]. \]

Set

\[ m := |r - p| \leq q, \]

and define

\[ H_K(X) = AX^{q+m} + BX^q - CX^m - D, \quad X > 0, \]

where

\[ \begin{cases} A = c, & B = Kb, & C = a, & D = Kd, & \text{if } r \geq p, \\ A = Kb, & B = c, & C = Kd, & D = a, & \text{otherwise.} \end{cases} \]

We then see that we may write

\[ Kg - f = \begin{cases} u^p v^{r+q} H_K(u/v), & \text{if } r \geq p, \\ u^r v^{p+q} H_K(u/v), & \text{otherwise.} \end{cases} \] (7.2)

We next claim that there exists (at least one) \( K > 0 \) such that \( H_K(K) = 0 \). Indeed, setting

\[ J(K) := H_K(K) = \begin{cases} cK^{q+m} + bK^{q+1} - aK^m - dK, & \text{if } r \geq p, \\ bK^{q+m+1} + cK^q - dK^{m+1} - a, & \text{otherwise,} \end{cases} \]

we easily see that \( \lim_{t \to \infty} J(t) = \infty \) and \( J(K) < 0 \) for small \( K > 0 \), and the claim follows. Now pick any \( K > 0 \) such that \( H_K(K) = 0 \). We will prove that

\[ [Kg(u, v) - f(u, v)][u - Kv] > 0 \quad \text{for all } u, v > 0 \text{ with } u \neq Kv, \] (7.3)

a slightly stronger property than (1.9), which will in particular establish the existence part of Proposition 1.3.

We first consider the case \( m > 0 \) and set \( \ell = q/m \geq 1 \). Let us rewrite

\[ H_K(X) = h_K(X^m), \quad \text{with } h_K(t) = At^{q+1} + Bt^\ell - Ct - D, \quad t > 0. \] (7.4)
This function is easier to handle than $H_K$ because its last two terms are affine and $h_K$ is convex. We claim that

$$h_K(t) < 0 \text{ for } t > 0 \text{ small.}$$  \hspace{1cm} (7.5)

- If $D > 0$, then $h_K(0) = -D < 0$.
- If $\ell > 1$ and $D = 0$, then $h_K(0) = 0$ and $h'_K(0) = -C = -a < 0$.
- If $\ell = 1$ (hence $a = m$) and $D = 0$ (hence $r \geq p$ and $d = 0$), then we may assume $c > 0$ (see (7.1)). We have $h_K(s) = c s^2 + (Kb - a)s$. Then necessarily $Kb - a < 0$ (since $H_K(K) = 0$). Thus $h_K(0) = 0$ and $h'_K(0) < 0$.

In either case, (7.5) is true. On the other hand, we also have

$$\lim_{t \to \infty} h_K(t) = \infty.$$  \hspace{1cm} (7.6)

(This is clear unless $A = 0$ and $\ell = 1$, but in that case $D > 0$ due to (7.1), hence $B > C$ due to $H_K(K) = 0$.) Now, since $h_K$ is convex on $[0, \infty)$, it follows from (7.5), (7.6) that $h_K$ has a unique zero on $(0, \infty)$. Consequently, $K$ is the unique zero of $H_K$ on $(0, \infty)$ and, by (7.2), (7.4) and (7.5), we deduce (7.3).

If $m = 0$, then $H_K(X) = (Kb + c)X^q - (a + Kd)$, which is monotonically increasing in $X$, and (7.3) is clear. The proof of the existence part is thus complete.

Let us now suppose $ab \geq cd$ and show the uniqueness of $K$. Assume for contradiction that (1.9) is true for two distinct values of $K$, say $K_2 > K_1 > 0$. Pick $Y \in (K_1, K_2)$. For $i \in \{1, 2\}$, since $H_{K_i}(K_i) = 0$ due to (7.2), it follows from what we already proved that (7.3) is true for $K = K_i$. In particular, $K_1 g(Y, 1) > f(Y, 1) > K_2 g(Y, 1)$. Therefore $g(Y, 1) < 0$ and $f(Y, 1) < 0$, that is $0 < a < cY^q$ and $0 < bY^q < d$. Consequently $ab < cd$: a contradiction.

Finally, suppose $ab > cd$ and assume for contradiction that $cK^q \geq a$ (hence $c > 0$). Then $bK^{1+q+p-r} \geq (ab/c)K^{1+p-r} > dK^{1+p-r}$. It then follows from (7.3) that

$$0 = Kg(K, 1) - f(K, 1) \geq K^r [bK^{1+q+p-r} - dK^{1+p-r} - a + cK^q] > 0.$$

This contradiction shows that $a - cK^q > 0$. The proofs of $bK^q - d > 0$ and of the equalities are similar. \(\square\)

In the end, we prove related lower bounds which we use in the proofs of Lemma 4.2 and Proposition 2.5.

**LEMMA 7.1.** Assume (1.11).

(i) Assume $r > p$ and $c, d > 0$. Then the nonlinearities in the system (1.10) satisfy, for some $C > 0$,

$$(Kg - f)(u - Kv) \geq Cu^p v^p (u + Kv)^{q + r - p - 1} (u - Kv)^2.$$  

(ii) Assume $d = 0$ and $c > 0$. Then

$$(Kg - f)(u - Kv) \geq Cu^r v^{p/r} (u + Kv)^{q - 1 + (p/r)_+} (u - Kv)^2.$$  \hspace{1cm} (7.7)

**Proof.** (i) We use the same notation as in the above proof of Proposition 1.3. First note that $h_K'(K^m) > 0$ since $h_K$ is negative and convex on $(0, K^m)$. Denoting

$$p(t) = \frac{h_K(t)}{t^{\ell+1} - K^{m(\ell+1)}},$$
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we observe that \( p(t) > 0 \) on \([0, K^m) \cup (K^m, +\infty)\) and that \( p(t) \) has positive limits as \( t \) goes to \( K^m \) or \(+\infty\) (using that \( h_K'(K^m) > 0 \)). Hence, for all \( t \geq 0 \), we have \( p(t) \geq C \) for some constant \( C > 0 \). So,
\[
\frac{H_K(X)}{X^{m(\ell+1)} - K^{m(\ell+1)}} \geq C
\]
and we obtain
\[
H_K(X)(X - K) \geq C(X - K)(X^{m(\ell+1)} - K^{m(\ell+1)}).
\]
Since \((Kg - f)(u - Kv) = u^pv^{r+q+1}H_K(X)(X - K)\), by using the inequality
\[
(x^k - y^k)(x - y) \geq C_k(x + y)^{k-1}(x - y)^2, \quad x, y > 0
\]
for \( k > 0 \) and some \( C_k > 0 \), we get
\[
(Kg - f)(u - Kv) \geq C \frac{(u^pv^{r+q+1})}{v^{1+q+r-p}}(u^{q+r-p} - (Kv)^{q+r-p})(u - Kv) \]
\[
\geq Cu^pv^p(u + Kv)^{q+r-p-1}(u - Kv)^2.
\]

(ii) Letting \( X = u/v \), we have, for \( u, v > 0 \),
\[
Kg - f = u^r v^{p+q}G(X), \quad \text{where} \quad G(X) = KbX^{q+r-p} + cX^q - a.
\]
We know from Proposition 1.3 that \( G \) vanishes only at \( X = K \). Since \( G'(K) > 0 \), it is easy to see that
\[
\frac{G(X)}{X - K} \geq C(X + 1)^\ell, \quad X \in [0, \infty) \setminus \{K\},
\]
where \( \ell = q - 1 + (p - r)_+ \). Therefore
\[
(Kg - f)(u - Kv) = u^r v^{p+q-1} \frac{G(X)}{X - K}(u - Kv)^2 \geq Cu^r v^{p+q-1-\ell}(u + v)^\ell(u - Kv)^2.
\]
The assertion follows. \( \square \)
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