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ABSTRACT
Most of ranking models are trained only with displayed items (most are hot items), but they are utilized to retrieve items in the entire space which consists of both displayed and non-displayed items (most are long-tail items). Due to the sample selection bias, the long-tail items lack sufficient records to learn good feature representations, i.e., data sparsity and cold start problems. The resultant distribution discrepancy between displayed and non-displayed items would cause poor long-tail performance. To this end, we propose an entire space adaptation model (ESAM) to address this problem from the perspective of domain adaptation (DA). ESAM regards displayed and non-displayed items as source and target domains respectively. Specifically, we design the attribute correlation alignment that considers the correlation between high-level attributes of the item to achieve distribution alignment. Furthermore, we introduce two effective regularization strategies, i.e., center-wise clustering and self-training to improve DA process. Without requiring any auxiliary information and auxiliary domains, ESAM transfers the knowledge from displayed items to non-displayed items for alleviating the distribution inconsistency. Experiments on two public datasets and a large-scale industrial dataset collected from Taobao demonstrate that ESAM achieves state-of-the-art performance, especially in the long-tail space. Besides, we deploy ESAM to the Taobao search engine, leading to significant improvement on online performance. The code is available at https://github.com/A-bone1/ESAM.git
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1 INTRODUCTION
A typical formulation of the ranking model is to provide a rank list of items given a query. It has a wide range of applications, including recommender systems [22, 33], search systems [4, 20], and so on. The ranking model can be formulated as: $q \rightarrow \hat{D}_q$, where $q$ is the query, e.g., user profiles and user behavior history in the recommender systems, and user profiles and keyword in the personalized search systems, depending on specific rank applications. $\hat{D}_q$ represents the rank list of related items (e.g., textual documents, information items, answers) retrieved based on $q$, and $R = \{r_i\}_{i=1}^{n_d}$ consists of the relevance scores $r_i$ between $q$ and each item $d_i$ in the entire item space, $n_d$ is the total number of items. In short, the ranking model aims to select the top $K$ items with the highest relevance to the query as the final ranking result. Currently, deep learning-based methods are widely used in the ranking models. For example, [11, 25, 42, 47] in the application of recommender systems, [3, 19] in the application of search systems, and [35] in the application of text retrieval. These methods show a better ranking performance than traditional algorithms [34, 36]. However, these models are mainly trained using only the implicit feedbacks (e.g., clicks and purchases) of the displayed items, but utilized to retrieval items in the entire item space including both displayed and non-displayed items when providing services. We divide the entire item space into hot items and long-tail items by the display frequency. By analyzing two public datasets (MovieLens and CIKM Cup 2016 datasets), we found that 82% of displayed items are hot items, while 85% of non-displayed items are long-tail items. Therefore, as shown in Fig. 1a, the existence of sample selection bias (SSB)[43] causes the model to overfit the displayed items (most are hot items), and cannot accurately predict long-tail items (Fig. 1b). What’s worse, this training strategy makes the skew of the model towards popular items [23], which means that these models usually retrieve hot items while ignoring those long-tail items that would be more suitable, especially those that are new arrival. This phenomenon is called “Matthew Effect” [29]. We believe the reason for this phenomenon is that the SSB leads...
to the lack of records (i.e., feedbacks) of long-tail items to obtain good feature representations, so the features of long-tail items have an inconsistent distribution compared to that of hot items whose records are adequate. As shown in Fig. 2a, the existence of domain shift [5] means that these ranking models are difficult to retrieve long-tail items, because they always overfit the hot items.

To improve the long-tail performance of ranking models, and increase the diversity of retrieval results, existing methods exploit auxiliary information [43, 44] or auxiliary domains [15, 30], which are not easily accessible. For example, [15, 21] use two sample spaces (e.g., MovieLens and Netflix) to implement knowledge transfer through shared items, and [43] uses a randomly displayed unbiased dataset to fine-tune the model. Given the diversity of model architectures and applications [18, 27], architectural solutions may not generalize well. By following some past works [24], we highlight the importance of learning good feature representations for non-displayed items. To achieve this, through considering poor long-tail performance is caused by the domain shift between displayed and non-displayed items and the fact that non-displayed items are unlabeled instances, we adopt unsupervised domain adaptation (DA) technology, which regards displayed and non-displayed items as source and target domains respectively. The DA method allows the application of the model trained with labeled source domain to target domain with limited or missing labels.

Previous DA-based works reduce the domain shift by minimizing some measures of distribution, such as maximum mean discrepancy (MMD) [38], or with adversarial training [23]. For the ranking task, we propose a novel DA method, named attribute correlation alignment (ACA). Whether an item is displayed or not, the correlation between its attributes follows the same rules (knowledge). For example, in the e-commerce, the more luxurious the brand of an item, the higher the price (brand and price are item attributes). This rule is the same for displayed and non-displayed items. In a ranking model, each item will be represented as a feature representation through feature extractor, and each dimension of the feature can be regarded as a high-level attribute of the item. Therefore, we believe that the correlation between high-level attributes should follow the same rules in both the displayed and non-displayed spaces. However, the model cannot get the features of non-displayed items well due to the lack of labels, which causes the inconsistency between displayed and non-displayed item feature distributions and makes the above paradigm untenable. Hence, we design the attribute correlation alignment (A2C) to exploit the pair-wise correlation between high-level attributes as distribution. Although the aforementioned ACA can deal with the distribution inconsistency, there are two critical limitations: (1) learning with the point-wise cross-entropy ignores the spatial structure information, which leads to poor neighborhood relationship in the feature space [47] (Fig. 2b); (2) the target label for non-displayed item is not available, which could easily causes the negative transfer [32] (Fig. 2c) when aligning distributions blindly. Negative transfer is a dilemma that the transfer model performs even worse than non-adaptation model [32]. To address these two obstacles, we propose two novel regularization strategies, center-wise clustering and self-training, to enhance DA process. We observed that for a query, items with the same feedback are similar, and items with different feedbacks are dissimilar. For example, in the e-commerce, when displaying a variety of mobile phones to a user, the user may click all iPhones and ignore others. Therefore, for each query, we can categorize displayed items by the feedback type. The proposed center-wise clustering is devised to make similar items cohere together while dissimilar items separate from each other. This constraint could provide further guidance for domain adaptation, leading to better ranking performance. As to the missing of target label, we assign pseudo-labels of high confidence to target items, and make the model fit these items by self-training. Moreover, when taking into account these pseudo-labels while performing alignment, the model can gradually predict more complex items correctly. In summary, the contributions of this work can be listed as follows: (1) We propose a general entire space adaptation model (ESAM) for ranking models, which exploits the domain adaptation with attribute correlation alignment to improve long-tail performance. ESAM can be easily integrated into most existing ranking frameworks; (2) Two novel yet effective regularization strategies are introduced to optimize the neighborhood relationship and handle the missing of target label for discriminative domain adaptation; (3) We realise ESAM in two typical rank applications: item recommendation and personalized search system. The results on two public datasets, and an industrial dataset collected from Taobao prove the validity of ESAM. Besides, we deploy ESAM to the Taobao search engine, which also produces better performance through an online A/B testing.

2 PROPOSED METHOD

In this section, we first briefly introduce the basic ranking framework named BaseModel. Then, ESAM, which contains the proposed A2C and two regularization strategies, is integrated into the BaseModel for better item feature representation learning in the entire space. Fig. 3 shows the overall framework of ESAM. We consider ESAM without the unlabeled non-displayed item input stream (the red flow in the Fig. 3) as the BaseModel.

2.1 Preliminaries

In this paper, the source domain (displayed items) is denoted as $D^s$, the target domain (non-displayed items) is denoted as $D^t$, and the entire item space is denoted as $D = D^s \cup D^t$. Here, the source domain and target domain share the same query set $Q$. The set of feedback from a query to an item is denoted as $O = \{ q, d, y \}$, where $q$ is a specific query (e.g., keywords, user profiles, questions,
Figure 2: Three shapes represent three feedbacks, the star with a shadow represents a query feature with its retrieval range. (a) Domain shift between displayed and non-displayed item features. (b) Although the domain shift is alleviated, the poor neighborhood relationship makes the model easy to retrieve outliers. (c) The proposed center-wise clustering encourages better manifold structure. However, the class-agnostic ACA may cause negative transfer, e.g., some target circles are aligned to source triangles. (d) ESAM extracts the best item feature representations.

Figure 3: Overview of the ESAM. The red flow represents the non-displayed item stream.

depend on the specific ranking application, d is an item (e.g., textual documents, information items, answers), and y is an implicit feedback. For each q, we assign a labeled source item set \( D_s^q = \{(d^s_i; y^s_i)\}_{i=1}^n \) whose feedback is available, and an unlabeled target item set \( D_t^q = \{d^t_j\}_{j=1}^n \) randomly selected from non-displayed items. The goal of the ranking model is retrieving a ranked item set \( \hat{S}_q \) from \( D \) to maximize query’s satisfaction.

### 2.2 BaseModel

As shown in Fig. 3, the ranking model mainly consists of a query side \( f_q \) and an item side \( f_d \). The core task is to map a query \( q \) and an item \( d \) into a query feature \( v_q \in \mathbb{R}^{1 \times L} \) and an item feature \( v_d \in \mathbb{R}^{1 \times L} \) via \( f_q \) and \( f_d \) respectively, which can be formulated as:

\[
\begin{align*}
v_q &= f_q(q), \\
v_d &= f_d(d).
\end{align*}
\]

When query and item features are extracted, a scoring function \( f_s \) is utilized to calculate the relevance score for a query and an item, which can be formulated as:

\[
Sc_{q,d} = f_s(v_q, v_d).
\]

Then, in the training stage, the ranking model can be trained with \( L_s \) (e.g., point-wise objective function [26, 31], pair-wise objective function [3]), list-wise objective function [4, 6]) by using the feedback. In the serving stage, the rank list of the top K items with the highest relevance score can be used as the retrieval result. Note that the implicit feedbacks are only available in most real-world applications. Thus the point-wise objection loss is widely adopted for model training.

Recently, many works design novel \( f_q \) and \( f_d \) to extract better features. For example, neural matrix factorization (NeuralMF) [19] adopts MLP as \( f_q \) and \( f_d \) to extract query and item features respectively, deep interest evolution network (DIN) [46] introduces the attention mechanism between \( f_q \) and \( f_d \), and behavior sequence transformer (BST) [8] employs the transformer module in \( f_q \) to capture short-term interest of query. However, most methods ignore the handling of non-displayed items and these architectural solutions may not generalize well.

### 2.3 Entire Space Adaptation Model (ESAM)

To improve long-tail performance by suppressing inconsistent distribution between displayed and non-displayed items, ESAM utilizes discriminative domain adaptation with non-displayed items to extract better item features in the entire space. We mainly focus on the improvement on the item side \( f_d \). Specifically, as shown in Fig. 3, ESAM additionally introduces an unlabeled non-displayed item input stream with three constraints on \( f_d \) of BaseModel.

- **Domain Adaptation with Attribute Correlation Alignment.**

Due to the existence of the domain shift between displayed items and non-displayed items. Hence, we utilize the DA technology to improve retrieval quality in the entire space. Let \( D^s = [v_d^s; v_d^s; \cdots; v_d^s] \in \mathbb{R}^{n \times L} \) represents the source item feature matrix for \( D_s^q \) and \( D^t = [v_d^t; v_d^t; \cdots; v_d^t] \in \mathbb{R}^{n \times L} \) represents the target item feature matrix for \( D_t^q \), where \( v_d^s \in \mathbb{R}^{1 \times L} \) and \( v_d^t \in \mathbb{R}^{1 \times L} \) are source item feature and target item feature respectively and
Formally, the A2C is formulated as follows:

$$L_{DA} = \frac{1}{L^2} \sum_{\{j,k\}} \left( h_j^T h_k^s - h_j^T h_k^t \right)^2$$

where $|| \cdot ||^2_F$ denotes squared matrix Frobenius norm. $\text{Cov}(D') \in \mathbb{R}^{L \times L}$ and $\text{Cov}(D^s) \in \mathbb{R}^{L \times L}$ represent the covariance matrices of high-level item attributes, which can be computed as $\text{Cov}(D^s) = D^s \cdot D^s$, and $\text{Cov}(D^t) = D^T \cdot D^t$. The value at entry $(j, k)$ in the covariance matrix represents the correlation $h_j^T h_k$ between $h_j$ and $h_k$ as shown in Fig. 4.

We take two batches of samples from source domain, and two batches of samples from target domain, and calculate $L_{DA}$ between each two covariance matrices extracted by BaseModel. As shown in Table 1, the $L_{DA}$ between source and target domains is much larger than that between the same domains, which shows that there indeed exists the distribution shift.

- **Center-Wise Clustering for Source Clustering.**

Most of BaseModel only optimize $L_{s}$, which is not insensitive to spatial structure in the feature space [47] and make the model cannot learn discriminative features. In our preliminary study, we observe that for a query, items with same feedback are similar, and items with different feedbacks are dissimilar. Inspired by [7], we propose a center-wise clustering to encourage the features of the items with the same feedback to be close together, and the features of the items with different feedbacks to move away from each other. The hinge-based center-wise clustering for each query $q$ can be formulated as:

$$L_{DC} \equiv \sum_{j=1}^{n} \max(0, \|\frac{\nu_{qj}^s}{\|\nu_{qj}^s\|} - c_q^y_j^s\|^2 - m_1)$$

$$+ \sum_{k=1}^{n} \sum_{u=k+1}^{n} \max(0, m_2 - \|c_k^j - c_u^k\|^2)$$

$$c_k^j = \frac{\sum_{j=1}^{n} \delta(y_j^s = Y_k) \cdot \|\nu_{qj}^s\|^2}{\sum_{j=1}^{n} \delta(y_j^s = Y_k)}$$

where $n_q$ indicates the number of types of feedback (e.g. non-click, click, purchase and so on), and $c_q^y_j$ indicates the type of feedback on $d_j^f$. $c_k^j$ is the class center of the features whose item take the same feedback $Y_k$ by $q$. And $m_1$ and $m_2$ are two distance constraint margins. $\delta(condition) = 1$ if condition is satisfied.

In the right part of Eq. 5, the first term enforces intra-class (the items which have the same feedback) compactness, while the second term in Eq. 5 enforces the inter-class (the items which have different feedbacks) separability. Due to the existence of $L_{DA}$, source and target domains are highly-related. Therefore, it is reasonable to make the source item feature space more discriminative, such that the target item feature space will become discriminative also by optimizing Eq. 4. In this sense, the ranking model can extract better item features to improve domain adaptation, leading to better long-tail performance.

- **Self-Training for Target Clustering.**

For a query, we can assign a target pseudo-label (i.e., positive or negative sample) for each non-displayed item. Right now, ESAM can be considered as a class-agnostic DA method that ignores target label information when aligning and may map the target items to the wrong positions (e.g., matching target positive samples to source negative samples). The target samples with pseudo-labels will provide the model with target-discriminative information when aligning. Therefore, we use samples with pseudo-labels for self-training to increase the number of records of non-displayed items and mitigate negative transfer.

Specifically, minimizing the entropy regularization $-p \log p$ favors a low-density separation between classes and increase the
target discrimination [16]. We calculate the relevance score between query and non-displayed item as Eq. 3 and convert it to [0, 1] (e.g. the sigmoid operation). This score can be taken as the probability that the target item is a positive sample for this query. For click feedback, the score represents the probability that the query clicks the item. As shown in Fig. 5, optimizing entropy regularization by gradient descent enforces a score less than 0.4 to gradually approach 0 (negative sample), and a score greater than 0.4 gradually approaches 1 (positive sample). Therefore, this regularization can be seen as a way of self-training which increases the discriminative power between non-displayed items. However, when the regularization used directly, due to the large domain shift between displayed and non-displayed items in early training, the ranking model cannot predict non-displayed items correctly, especially for items whose score is in [0.4, 0.6]. Hence, the target samples are easily assigned false labels and stuck into the wrong feedback. To this end, we adopt entropy regularization with a constraint to select reliable target samples for self-training:

$$L_{DC} = -\frac{\sum_{n=1}^{N} \delta(S_{q,d} > p_t | S_{q,d} > p_1, S_{q,d} < p_2) \log S_{q,d}}{\sum_{n=1}^{N} \delta(S_{q,d} > p_2 | S_{q,d} > p_1)}.$$

where $p_1$ and $p_2$ are two confidence thresholds that are used to select reliable samples with pseudo-labels of high confidence. $S_{q,d}$ is the relevance score between $q$ and $d$, which is calculated as Eq. 3 and converted to [0, 1]. $\delta(a|b) = 1$ if condition $a$ or condition $b$ is satisfied. By optimizing Eq. 7, the model is self-trained with negative target items whose $S_{q,d}$ are less than $p_1$ and positive target items whose $S_{q,d}$ are greater than $p_2$.

This entropy regularization with a constraint guarantees the correctness of the target label to avoid the negative transfer. Moreover, based on curriculum learning [1], the model may learn target-discriminative information from reliable samples, thereby transforming more samples into reliable samples.

![Figure 5: Entropy regularization $-p(x) \log p(x)$, which can be seen as a way to adopt self-training with pseudo-labels.](image)

### 2.4 Optimization

In summary, the total loss of ESAM can be formulated as:

$$L_{all} = L_s + \lambda_1 L_{DA} + \lambda_2 L_{DC} + \lambda_3 L_{LP},$$

where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are hyperparameters which control the impact of corresponding terms. We define $\Theta$ as the learnable weights of ESAM, which can be updated end-to-end by back propagation:

$$\Theta_{t+1} = \Theta_t - \eta \frac{\partial (L_s + \lambda_1 L_{DA} + \lambda_2 L_{DC} + \lambda_3 L_{LP})}{\partial \Theta},$$

where $\eta$ is the learning rate.

### 3 APPLICATIONS

In this section, we apply our ESAM to two specific ranking scenarios: (i) item recommendation, and (ii) personalized search system.

#### 3.1 Item Recommendation

Item recommendation is a typical ranking problem. One of the most important methods for recommender systems is collaborative filtering which explores underlying user-item similarity [22]. The recommender system mainly includes four components, including feature composition ($q$ and $d$), feature extractor ($f_q$ and $f_d$), scoring function ($f_s$), and loss function ($L_s$). **Feature Composition.** We mainly adopt three feature groups in item recommendation: user profile, user’s behavior, and item profile. Each group is composed of some sparse features: user profile contains the user id, age, gender, etc; user’s behavior contains the item ids that the user interacted recently; item profile contains the item id, brand, category, etc. Which feature groups and sparse features are used by the model depends on the design of the feature extractor. **Feature Extractor.** The basic feature extractor of neural network-based recommendation systems is MLP [19]. Currently, a variety of novel modules are designed to enhance the feature extraction, such as attention mechanism [46], transformer module [8]. In our experiments, we integrate ESAM into several extractors to prove that it is a general framework to improve long-tail performance. **Scoring Function.** We define the scoring function as [41]:

$$Sc_{q,d} = f_s(v_q, v_d) = \text{sigmoid}(v_d^\top v_q + b_d),$$

where $b_d$ is the bias term for item $d$, $v_q, v_d \in \mathbb{R}^{1 \times L}$ are the features of user $q$ and item $d$ extracted from $f_q$ and $f_d$ respectively. **Loss Function.** We treat click as feedback. Hence, for a query $q$, whether an item $d$ will be clicked can be regarded as a binary classification problem. We apply the point-wise cross-entropy objective function:

$$L_s = -\frac{1}{n} \sum_{i=1}^{n} (y_{q,d_i} \log Sc_{q,d_i} + (1 - y_{q,d_i}) \log (1 - Sc_{q,d_i}),$$

where $y_{q,d_i}$ is a binary variable indicating whether the query clicked on the item $d_i$ ($y_{q,d_i} = 1$ if query $q$ clicked on item $d_i$, and $y_{q,d_i} = 0$ otherwise), $n$ is the number of displayed items for query $q$.

The above model is trained using only $L_s$, which considers only the displayed items. As shown in Sec. 2 and Fig. 3, to mitigate domain shift for performance improvement of model, we randomly assign non-displayed items to each query in every training epoch and integrate ESAM into the model by introducing additional non-display item input stream with three constraints on item side $f_d$. 

3.2 Personalized Search System
The personalized search system investigated in this work is to identify all possible items at which the user could be interested based on the keyword issued by the user. Hence, the integration of ESAM, feature extractor, and loss function are the same as item recommendation, and only the feature composition and scoring function are different. For the feature composition, personalized search systems introduce an additional keyword feature group. The keyword is transformed into a vector by averaging word vectors of the keyword. For the scoring function, we define the cosine similarity as scoring function [41]:
\[
Sc_{q,d} = f_s(\mathbf{v}_q, \mathbf{v}_d) = \frac{\mathbf{v}_q^T \mathbf{v}_d}{\|\mathbf{v}_q\| \cdot \|\mathbf{v}_d\|}.
\]

4 EXPERIMENTS
In this section, we conduct our experiments corresponding to two real-world applications of ESAM as discussed above, i.e., item recommendation and personalized search system.

4.1 Datasets

- **MovieLens-1M**: The dataset consists of 1 million movie rating records over thousands of movies and users. We first binarize ratings to simulate the CTR prediction task, i.e., the ratings greater than 3 are displayed positive samples, and the rest are displayed negative samples, which is common to this problem setting [46]. The features we used are the user id, age, gender, occupation of the user, user behavior in query side, and movie id, release year, genres of the movie in item side. At each training epoch, we randomly add 10 non-displayed movies similar to the displayed movies (i.e., n = 10). The similar movies are the non-displayed movies whose genres are the same as displayed movies. We divide data randomly into the training, validation, and test sets by a ratio of 8:1:1.

- **Personalized Search System**.

- **CtIKM Cup 2016 Personalized E-Commerce Search**[^2]: The Personalized E-commerce Search Challenge releases a dataset provided by DIGINETICA. Each item contains item id, category id, title, and description, each query consists of the user id, user’s gender, age, history behavior, and keyword id (transformed by a list of words) issued by the user, and each record contains a query, 10 displayed items for this query and the items that the query clicked. In addition, we adopt the same strategy as MovieLens-1M to assign the non-displayed items for each record. For training, validation and test sets construction, we apply a 8:1:1 random splitting.

- **Industrial Dataset of Taobao**: We collect the logs of Taobao for one week in June 2019. In this dataset, all the features used, the way of obtaining non-displayed items, and the organization of the records are the same as CkIKM Cup 2016 dataset. In the experiments, we split the dataset into three parts: training set (records from the first day to the fifth day), validation set (records from the sixth day) and test set (records from the seventh day). The basic statistics of these three datasets are reported in Table 2.

Table 2: Statistics of experimental datasets. ‘M’ represents the million and ‘B’ represents the billion.

| Dataset                | #Query | #Item | #Record |
|------------------------|--------|-------|---------|
| MovieLens-1M dataset   | 6040   | 3883  | 1M      |
| CIKM Cup 2016 dataset  | 5.7M   | 15.4M | 24.5M   |
| Taobao Industrial dataset | 114.6M | 223.2M | 11.9B   |

4.2 Baselines and Evaluation Metrics
To verify that ESAM is a general framework, we integrate it to some single-domain ranking approaches based on neural network. Note that, The feature extractor (f_q and f_d) is consistent in personalized search and recommendation applications, only the feature composition (q and d), and scoring function (f_s) depend on the application. The specific differences can be seen in Sec. 3. We also compare some DA-based ranking models and “missing not random” methods to show the superiority of our proposed ESAM.

Specifically, the single-domain methods are: NeuralMF [19], RALM [29], YoutubeNet [12], BST [8]. The DA-based methods are: DARc [44], DA learning to rank framework (DALRF) [38]. A “missing not random” method is: unbiased imputation model (UIM)[43]. For methods based on DA to improve long-tail performance (e.g., DALRF, DARc), we only replace the original DA constraint with ESAM, and keep other modules unchanged for comparison. Note that the “missing not random” method requires an unbiased dataset. Here the unbiased dataset collected through deploying a uniform policy on a small percentage of our online traffic. We only replace the constraints that use the unbiased dataset with ESAM for fair comparison. Three standard evaluation metrics, NDCG (Normalized Discounted Cumulative Gain), Recall and MAP (Mean Average Precision) are used for performance comparison.

4.3 Implementation Details
All methods are implemented with TensorFlow and trained with Adam optimizer. All methods are trained five times and the average results are reported. For the hyperparameters \(\lambda_1, \lambda_2\) and \(\lambda_3\), we search the best ones from \{0.01, 0.1, 0.3, 0.5, 0.7, 1, 10\} and set \(\lambda_1 = 0.7\), \(\lambda_2 = 0.3\) and \(\lambda_3 = 0.5\). For other hyperparameters, we set learning rate \(\eta = 1e^{-4}\), batch size to be 256, feature dimension \(L = 128\), distance constraints \(m_1 = 0.2\) and \(m_2 = 0.7\), and confidence thresholds \(p_1 = 0.2\) and \(p_2 = 0.8\). For the hyperparameters of comparison methods, we use a grid search based on performance on the validation set. Note that, we assign each query 10 source items \(D_{\Omega}^q\) and 10 target items \(D_{\Omega}^q\) (i.e., \(n = 10\)).

4.4 Performance Comparison
We divide the entire item space into hot and long-tail items by the display frequency. Through the inflection point shown in Fig. 1b, we define the top 20% items as hot items and the rest as long-tail items.

**Public Datasets**: Table 3 and Table 4 show the performance of baselines without and with ESAM on the Movielens-1M dataset and CkIKM Cup 2016 dataset, respectively. We make the following observations from the results. (1) The performance of each model for hot items is always much higher than that of long-tail items,
which considers the correlation between high-level attributes and with ESAM achieve the average absolute NDCG@20 / Recall@20 / MAP gain of 1.4% / 2.1% / 1.5% in the hot space, 3.3% / 3.4% / 2.5% in the long-tail space and 2.3% / 2.8% / 2.3% in the entire space. For the item recommendation application, the baselines with ESAM achieve the average absolute NDCG@20 / Recall@20 / MAP gain of 1.3% / 1.4% / 1.2% in the hot space, 2.7% / 2.0% / 2.2% in the long-tail space and 1.8% / 1.9% / 1.7% in the entire space. The significant improvement in the long-tail space proves that the discriminative domain adaptation we design, ESAM, can be made based on Table 6. (1) Comparing the method w/o LDA and that w/ LDA (e.g., BM and BM+LDA or ESAM w/o LDA and ESAM), we find that the A2C can greatly improve the performance of the model in the long-tail space (e.g., the average gain of +2.73% or +3.05%), which proves that poor long-tail performance can be solved by aligning the distribution of source and target domains. (2) Compared with the model w/o LDC (e.g., BM+LDA or ESAM w/o LDC), the performance of the model w/ LDC (e.g., ESAM w/o LDC or ESAM) is particularly prominent in the hot space (e.g., the average gain of +0.6% or +0.7%) by adopting LDC to optimize the source spatial structure. Besides, LDC makes the target spatial structure visible. While ESAM can significantly improve the cold-start performance because it introduces non-displayed items which contain the cold-start items, to enhance the feature learning.

Industrial Dataset of Taobao: Because the Taobao Industrial dataset is very large, we adopt Recall@1k and Recall@3k as the metrics and use the BST [8] that has the best performance on the public dataset as the BaseModel for ablation study. Several observations can be made based on Table 6. (1) Comparing the method w/o LDA and that w/ LDA (e.g., BM and BM+LDA or ESAM w/o LDA and ESAM), we find that the A2C can greatly improve the performance of the model in the long-tail space (e.g., the average gain of +2.73% or +3.05%), which proves that poor long-tail performance can be solved by aligning the distribution of source and target domains. (2) Compared with the model w/o LDC (e.g., BM+LDA or ESAM w/o LDC), the performance of the model w/ LDC (e.g., ESAM w/o LDC or ESAM) is particularly prominent in the hot space (e.g., the average gain of +0.6% or +0.7%) by adopting LDC to optimize the source spatial structure. Besides, LDC makes the target spatial structure visible.
aligned with better intra-class compactness and inter-class separability, thus improving the long-tail performance (e.g., the average gain of +0.5% or +1.8%). (3) The combination of these three constraints (i.e., ESAM) yields the best performance, which indicates the necessity of the three regularization terms we design. (4) The ESAM performs better than UIM, which illustrates that ESAM can suppress the "Matthew Effect" to improve long-tail performance.

4.5 Feature Distribution Visualization

To illustrate the existence of domain shift and the validity of the proposed ESAM, we randomly select 2,000 items and visualize the features output from $f_d$ using t-SNE [13]. As shown in Fig. 6, we can make intuitive observations. (1) As shown in Fig. 6a, there is a domain gap between distributions of source and target features. This gap makes the model that fits source items cannot be applied in the entire space where has a large number of non-displayed items. (2) We find that the integration of $L_{DA}$ can significantly reduce the disparity between distributions (Fig. 6b), which proves that the correlation between item high-level attributes can reflect the distribution of domain well. (3) The feature space will have better manifold structure by adopting discriminative clustering. $L_{DC}$ enforces the shared feature space with better intra-class compactness and inter-class separability (Fig. 6c). Also $L_{DC}$ encourages further more discriminative alignment. Compared to Fig. 6c, $L_{DC}$ expands the abscissa to [-60, 80] and the ordinate to [-80, 80] (Fig. 6d). In a word, ESAM extracts domain-invariant and discriminative features by discriminative domain adaptation, which makes the model robust to long-tail items and can retrieve more personalized and diverse items to users.

4.6 Score Distribution

To further illustrate that ESAM can effectively optimize long-tail performance. We randomly select 500 combinations ($v_q, v_d$) from source and target domains respectively, to visualize the score distribution. As shown in Fig. 7, the abscissa is the score which can be calculated as Eq. 12 and the ordinate is the number of combinations whose scores fall within the interval. As can be seen in Fig. 7a, the model tends to give extremely low scores for non-displayed items, making these items difficult to be retrieved, while $L_{DA}$ encourages the source and target domains to have the same score distribution, which increases the exposure probability of long-tail items. However, the aligned score distribution is too concentrated (Fig. 7b), which may result in retrieving irrelevant items. To solve this problem, the proposed discriminative clustering encourages the score distribution to be aligned with better discriminability (Fig. 7c and Fig. 7d). As shown in Fig. 7c, there is an abnormal spike (around score = 0.15) of the target plot, we think this is due to the negative transfer (the positive samples are aligned to negative samples) caused by ignoring the target label during alignment. As expected, self-training with target reliable pseudo-labels can solve this problem to a certain extent.

4.7 Similarity Matrix

To prove that ESAM can learn better item feature representations. We randomly selected 1,000 items from each category (dress, phone, shoe, and computer) in the entire item space of Industrial dataset. We build two groups of items by equally splitting the item samples (i.e., 500) for each category. For each group, we calculate its category center as the average of the item feature representations. Then, we can obtain the similarity matrix through the cosine similarity for each center pair. As shown in Fig. 8, compared with BaseModel,
ESAM has greater intra-class similarity and smaller inter-class similarity, which suggests that ESAM has a more discriminative neighborhood relationship. Besides, the similarity matrix extracted by ESAM can better reflect the real situation, i.e., the similarity between dress and shoe is higher than that of dress and phone, which cannot be displayed in the BaseModel.

4.8 Parameter Sensitivity
To study the effects of distance constraints \( m_1 \) and \( m_2 \) of \( L_{DC}^p \), we vary their value as \( m_1 \in \{0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.5, 1, 2\} \) and \( m_2 \in \{0.5, 0.6, 0.65, 0.7, 0.75, 0.8, 0.9, 1, 1.5, 2\} \). Fig. 9a shows bell-shaped curves, which indicates that an appropriately intra-class and inter-class distance constraints can effectively optimize the neighborhood relationship to improve retrieval performance. For the confidence thresholds \( p_1 \) and \( p_2 \) of \( L_{DC}^p \), as shown in Fig. 9b, we find that assigning pseudo-labels to samples with low confidence \( p_1 \) is too large or \( p_2 \) is too small for self-training would lead to collapse of the model due to a large number of labels are false ones. While increasing the confidence threshold can improve the performance of the model, which indicates that entropy regularization with a proper constraint is effective to select reliable target samples for better domain adaptation and final performance.

4.9 Online Experiments
We deploy the proposed method to Taobao search engine for personalized searching and conduct the online A/B testing experiment. To make a fair comparison, except for whether the model is integrated with ESAM, other variables are consistent, including user pool, item pool, feature composition, etc. Compared with BaseModel, ESAM achieves 0.85% CTR, 0.63% collection rate, 0.24% CVR and 0.4% GMV gain in seven days. The "collection" represents the behavior of adding the item to the cart. Note that, the performance improvement is significant enough for our business due to the search engine in Taobao serves billions of users and generates more than ten million GMV per day. We attribute this to the improved search capability for long-tail items by introducing an unlabeled non-displayed input stream to reduce the distribution discrepancy between displayed and non-displayed items. In short, the online experiments validate that ESAM can significantly advance the whole search engine.

5 RELATED WORK
5.1 Neural Network-Based Ranking Model
Recently, many works have been done to use deep neural networks for many ranking based applications. A significant development in the ranking model is deep learning to rank (LTR) [3, 11, 19, 25, 35, 47]. To tackle this problem, some methods utilize DA techniques, such as maximum mean discrepancy (MMD) [38], adversarial training [23], to alleviate inconsistent distributions in the source and target domains. Also, some methods [2, 43] introduce an unbiased dataset obtained by an unbiased system (i.e., randomly selecting items from the entire item pool to a query) to train an unbiased model. Besides, some methods introduce auxiliary information [43, 44] or auxiliary domains [15, 30] to obtain more long-tail information. Unlike previous approaches, ESAM joints domain adaptation and non-displayed items to improve long-tail performance without any auxiliary information and auxiliary domains. Moreover, we design a novel DA technique, named attribute correlation alignment, which regards the correlation between item high-level attributes as knowledge to transfer.

5.2 Discriminative Domain Adaption
Domain adaptation, which transfers knowledge from a large number of labeled source samples to target samples with missing or limited labels for target performance improvement, has been widely studied recently. These DA methods learn the domain-invariant feature by embedding the adaptation layer for moment matching, such as maximum mean discrepancy (MMD) [10], correlation alignment (CORAL) [9, 37] and center moment discrepancy (CMD) [45], or integrating a domain discriminator for adversarial training, such as domain adversarial neural network (DANN) [14] and adversarial discriminative domain adaptation (ADDA) [39]. Some previous works pay efforts to learn more discriminative features for performance improvement, e.g., the contrastive loss [17] and the center
loss [28]. These methods have been adopted in many applications, such as face recognition and person re-identification, etc. Inspired by these methods, we propose to perform domain adaptation to lean item features with better discriminative power in entire space.

6 CONCLUSION

In this paper, we propose ESAM to improve long-tail performance with discriminative domain adaptation by introducing non-displayed items. To the best of our knowledge, this is the first work to adopt domain adaptation with non-displayed items for ranking model. It is worth mentioning that ESAM is a general framework, which can be easily integrated into many existing ranking models. The offline experiments on two public datasets and a Taobao industrial dataset prove that ESAM can be integrated into the existing SOTA baselines to improve retrieval performance, especially in the long-tailed space. Online experiments further demonstrate the superiority of ESAM at Taobao search engine. Furthermore, we also verify the necessity of each constraint by ablation studies.
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