rf-SQUID measurements of anomalous Josephson effect
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We discuss the response of an rf-SQUID formed by anomalous Josephson junctions embedded in a superconducting ring with a non-negligible inductance. We demonstrate that a properly sweeping in-plane magnetic field can cause both the total flux and the current circulating in the device to modulate and to behave hysteretically. The bistable response of the system is analyzed as a function of the anomalous phase shift at different values of the screening parameter, in order to highlight the parameter range within which a hysteretic behavior can be observed. The magnetic flux piercing the SQUID ring is demonstrated to further modulate the hysteretical response of the system. Moreover, we show that the anomalous phase shift can be conveniently determined through the measurement of the out-of-plane magnetic field at which the device switches to the voltage state and the number of trapped flux quanta changes. Finally, we compare the response of two different device configurations, namely, a SQUID including only one or two anomalous junctions. In view of these results, the proposed device can be effectively used to detect and measure the anomalous Josephson effect.

I. INTRODUCTION

A superconducting quantum-interference device (SQUID), formed embedding Josephson junctions (JJs) in a phase-sensitive superconducting loop geometry, is an efficient and versatile tool to measure phase-coherent effects. It has been used for exploring potential signatures of unconventional superconductivity and other novel physical phenomena [1–7]. For instance, conventional superconductors have been combined in a SQUID geometry with other materials, such as ferromagnets [2], topological insulators [8, 9], or nanowires [4, 10], in order to study non-trivial current-phase relations (CPRs) [11–14]. Additionally, SQUID-based phase-sensitive measurements are an effective tool for investigating more exotic superconductors, such as ruthenates [15], LAO/STO interfaces [3], or high-Tc cuprates [1, 16]. A SQUID is also the typical framework to study the JJs response individually. For instance, it is possible to create highly asymmetric critical current configurations via voltage gating [5, 17], or to adjust the direction of the external magnetic drive in order to observe effects dependent on its orientation on the ring plane [4]. Josephson interferometers were also effectively used to study heat currents [18, 19] in phase-dependent caloritronics experiments [20, 21], a novel research field dealing with the manipulation of electronic and photonic heat currents in Josephson-based mesoscopic circuits [22–27].

At the basis of the working principle of a SQUID there is the interference of superconducting wave functions in the two arms of the device, similar to the two slit interference in optics, due to the external out-of-plane magnetic flux piercing the superconducting loop. This leads to a modulation of the critical current of the device with a period of one flux quantum [28, 29]. Furthermore, also the in-plane component of the magnetic field can indirectly play a role, e.g., as long as it affects significantly the properties of the weak links. This is, for instance, the case of a SQUID formed by anomalous JJs [30], namely, a $\varphi_0$ SQUID. This particular kind of junctions has a ground state corresponding to a finite phase shift, $\varphi_0$, in the CPR, so that a non-vanishing phase drop can appear also in the absence of a flowing current or, conversely, at a zero phase a current can flow, the so-called anomalous current. Indeed, if time reversal and inversion symmetries are broken, junction may develop an anomalous behavior.

Recently, such anomalous phase shift has been experimentally observed in hybrid SQUID configurations fabricated with topological insulator Bi$_2$Se$_3$ [4] and Al/InAs heterostructures [6] and nanowires [31, 32]. Usually, the combined effect of a non-vanishing ring inductance and anomalous Josephson behavior on the SQUID response is not considered. Instead, we demonstrate that, in response to an in-plane magnetic field, an anomalous phase shift can induce a supercurrent circulating in a SQUID ring with a non-zero inductance. In this case, the supercurrent contribution to the total magnetic flux can be non-negligible in comparison to the flux due to an applied external magnetic field. Thus, designing a device with a non-zero total inductance of the superconducting
ring can be an effective tool to detect and explore the anomalous response of $\varphi_0$ junctions.

To be specific, in this work we theoretically study the behavior of a $\varphi_0$ rf-SQUID with a non-negligible ring inductance, when both the out-of-plane and in-plane components of the magnetic field are taken into account. In particular, in the device configurations presented in Fig. 1, we show that, by slowly changing the in-plane magnetic field (i.e., in the adiabatic regime), a hysteresis may appear for proper values of the system parameters. This hysteretical mechanism is due to the generation of an anomalous phase. We demonstrate also that the magnetic flux through the SQUID ring can be used for tuning the operating point of the SQUID, in order to avoid (or even to exploit) the hysteretical regions of the device response. Since the magnetic flux at which the system switches to the voltage state depends on $\varphi_0$, it gives a measurement of the anomalous phase. This means that a rf-SQUID can be used to conveniently quantify the anomalous phase shift of the device. Finally, we discuss how this device can allow to investigate the anomalous phase even when the specific dependence of $\varphi_0$ on a control parameter (i.e., the in-plane magnetic field in this work) is not explicitly known.

The paper is organized as follows. In Sec. II, the theoretical background used to describe a rf-SQUID with a finite ring inductance formed by $\varphi_0$-junctions is presented. In this section, we explain also how the switching magnetic flux depends on the value of the anomalous phase shift. In Sec. III, the response of the SQUID, when only one or both the junctions forming the device are anomalous, is discussed. Here, an effective dependence on the in-plane magnetic field of the anomalous phase shift is taken into account in a prototypical system design. In this section, we also show how this device can be used to study the whole $\varphi_0$ profile. In Sec. IV, conclusions are drawn.

II. MODEL AND RESULTS

In Fig. 1 we show a SQUID formed by two $\varphi_0$-junctions, under the effects of both an in-plane and an out-of-plane magnetic field. Here, we are dealing with JJs with the ground state corresponding to a finite phase shift, $0 < \varphi_0 < \pi$, in the CPR, $I_c = I_c \sin(\varphi + \varphi_0)$ ($I_c$ is the critical current of the junction). According to the geometry shown in Fig. 1, in the case of identical JJs oriented along the same direction (i.e., along the same side of the SQUID) one can assume $\varphi_{0,1} = \varphi_{0,2}$.

Since an rf-SQUID is electrically open, the current circulates only along the ring. It is convenient to define the Josephson phases $\varphi_1$ and $\varphi_2$ so that the Kirchhoff law for the current can be written as

$$I_{c_1} \sin(\varphi_1 + \varphi_{0,1}) + I_{c_2} \sin(\varphi_2 - \varphi_{0,2}) = 0, \tag{1}$$

where $I_{c_i}$ is the critical current of the $i$-th junction. The convention adopted for the Josephson phases and the orientation of the junctions, which are placed on the same side of the ring as shown in Fig. 1, imposes that in the previous equation the sign of the anomalous phase of one junction is opposite.

The degree of asymmetry of the SQUID is accounted by the asymmetry parameter, which is defined by the critical currents ratio as

$$\alpha = \frac{I_{c_1}}{I_{c_2}}, \tag{2}$$

so that Eq. (1) can be recast in $\alpha \sin(\varphi_1 + \varphi_{0,1}) = -\sin(\varphi_2 - \varphi_{0,2})$.

The fluxoid quantization in the SQUID requires that

$$\varphi_1 = \varphi_2 - 2\pi \frac{\Phi}{\Phi_0} + 2\pi n, \tag{3}$$

where $\Phi_0 = \hbar/2e \approx 2.067 \times 10^{-15}$ Wb and $n$ is the amount of flux quanta in the system, which are usually fixed by phase rigidity. Anyway, there are critical situations where the superconducting phase rigidity is temporarily broken, so that a transition $n \rightarrow n \pm 1$ may occur, corresponding to the variation of one flux quantum through the superconducting ring. In Eq. (3), $\Phi$ is the total magnetic flux piercing the SQUID that can be written as follow

$$\Phi = \Phi_{\text{ext}} + LI_{\text{circ}}. \tag{4}$$

Here, $\Phi_{\text{ext}} = SB_{\text{out}}$ is the magnetic flux enclosed in the surface $S$ of the SQUID due to the out-of-plane component of the external magnetic field $B_{\text{out}}$, $L$ is the total inductance of the superconducting ring [33], and $I_{\text{circ}}$ is the current circulating in the loop that reads

$$2I_{\text{circ}} = I_{c_1} \sin(\varphi_1 + \varphi_{0,1}) - I_{c_2} \sin(\varphi_2 - \varphi_{0,2}). \tag{5}$$

By indicating the total anomalous phase of the SQUID as

$$\varphi_0 = \varphi_{0,1} + \varphi_{0,2}, \tag{6}$$

FIG. 1. Cartoon showing a double junction SQUID affected by both an in-plane and an out-of-plane magnetic field.
one can recast the circulating current exactly as
\[
\frac{I_{\text{circ}}}{I_{\text{c1}}} = -i_\alpha(\Phi, \phi_0) \sin \left(2\pi \frac{\Phi}{\Phi_0} - \phi_0 \right),
\]
where
\[
i_\alpha(\Phi, \phi_0) = \left[ 1 + \alpha^2 + 2\alpha \cos \left(2\pi \frac{\Phi}{\Phi_0} - \phi_0 \right) \right]^{-1/2}.
\]
The reader should note that if the junctions are not oriented as in Fig. 1, but are placed in opposite sides of the superconducting ring, the anomalous phases would not simply add as in Eq. (6), see, e.g., Ref. [32].

If one introduces the screening parameter \(\beta = \frac{2\pi}{\Phi_0} I_{\text{c1}}\), from Eq. (4) the normalized total flux through the SQUID reads
\[
\Phi = \Phi_{\text{ext}} - \frac{\beta}{2\pi} i_\alpha(\Phi, \phi_0) \sin \left(2\pi \frac{\Phi}{\Phi_0} - \phi_0 \right),
\]
In the two limiting cases, that is when \(\alpha \to 0\) (i.e., a single-junction rf-SQUID) and \(\alpha \to 1\) (i.e., a perfectly symmetric rf-SQUID), Eq. (9) turns into
\[
\Phi = \begin{cases} 
\Phi_{\text{ext}} - LL_{\text{c1}} \sin(2\pi \Phi/\Phi_0 - \phi_0) & \text{for } \alpha \to 0 \\
\Phi_{\text{ext}} - LL_{\text{c1}} \sin(\pi \Phi/\Phi_0 - \phi_0/2) & \text{for } \alpha \to 1,
\end{cases}
\]
respectively.

The adiabatic evolution of the SQUID is usually determined by the minimization of its total free energy [34, 35]. The sum of the Josephson energies can be written as
\[
E_J = -\frac{\Phi_0}{2\pi} [L_{\text{c1}} \cos(\phi_1 + \phi_{0,1}) + L_{\text{c2}} \cos(\phi_2 - \phi_{0,2})]
\]
\[
= -\frac{E_{J,0}}{\alpha i_\alpha(\Phi, \phi_0)},
\]
where \(E_{J,0} = \Phi_0 I_{\text{c1}}/(2\pi)\). One needs to take also into account the inductive contribution, due to the screening current flowing into the superconducting ring, so that the free energy reads
\[
E = E_J + \frac{L_{\text{circ}}^2}{2},
\]
and in the end it can be written as
\[
\frac{E}{E_{J,0}} = -\frac{1}{\alpha i_\alpha(\Phi, \phi_0)} + \frac{\beta}{2} i_\alpha^2(\Phi, \phi_0) \sin \left(2\pi \frac{\Phi}{\Phi_0} - \phi_0 \right)^2.
\]

The typical control parameter adopted to discuss the behavior of a rf-SQUID is the external magnetic flux orthogonal to the superconducting ring, which depends on \(B_{\text{ext}}\). The magnetometer output \(\Phi vs \Phi_{\text{ext}}\) of a double junction SQUID with a non-negligible screening parameter \(\beta\) is a multiple valued function [34–36]. When the current circulating in the loop equals the lower critical current of one junction, it switches to the normal state, so that the superconducting loop is interrupted and both the phase rigidity and flux quantization conditions cease to hold. Thus, the total flux adjusts to a different value of trapped flux quanta, giving a lower free energy. Interestingly, this process depends on the sweeping direction of the driving external flux, so that in sweeping forth and back \(\Phi_{\text{ext}}\) an hysteresis path comes out, with the shape of the hysteretic loop depending on the values of \(\alpha\) and \(\beta\).

Specifically, for \(\beta < 1 - \alpha\) the slope of \(\Phi\) is always positive and the \(\Phi vs \Phi_{\text{ext}}\) plot is non-hysteretic. Conversely, for \(\beta > 1 - \alpha\) the slope of \(\Phi\) switches from positive to negative, so that \(\Phi vs \Phi_{\text{ext}}\) is multivalued and a hysteretical behavior emerges [34].

We now address the question how the anomalous phase may affect the hysteresis mechanism. The out-of-plane magnetic field, \(B_{\text{out}}\), is used to contrast the anomalous phase contribution, giving the possibility to indirectly measure it, as discussed in the following. In Figs. 2(a) and (b) we show the hysteretic behavior of the total flux, the circulating current, and the free energy as a function of \(\phi_0\). We assume that \(\phi_0\) can be changed by modifying an external control parameter (for instance, we use the in-plane magnetic field, \(B_{\text{in}}\)). We compare the response of SQUIDs with two different screening parameters, \(\beta = 0.5\) and \(\beta = 2\), respectively. Here, we assume almost identical JJs, i.e., we impose \(\alpha = 0.95\), and we first consider no external flux threading the superconducting ring, that is \(\Phi_{\text{ext}} = 0\). This means that the hysterical response shown in Fig. 2 can not be ascribed to the out-of-plane magnetic field. Indeed, the anomalous phase evolution gives rise to a current circulating in the ring, which can produce...
appreciable effects if the inductance of the SQUID, i.e., the screening parameter, is non-negligible. In fact, if we assume a non-zero \( \varphi_0 \), a circulating current \( I_{\text{circ}} \) flows in the ring, as it is clearly shown in Fig. 2. The latter generates a non-vanishing total flux through the SQUID, i.e., \( \Phi \neq 0 \).

The right panels of Figs. 2(a) and (b) show also that the free energy of the system grows with \( \varphi_0 \), at least as long as \( I_{\text{circ}} \) approaches the critical value \( I_c \) (i.e., the lower critical current, since \( \alpha < 1 \)). When \( I_{\text{circ}} > I_c \), the device temporarily switches into the voltage state [36], a jump to a lower free energy occurs, and the system undergoes a quantum transition \( n \rightarrow n + 1 \), i.e., the flux through the SQUID changes by one flux quantum. We mark with a black dashed curve the unstable states of the SQUID, which are not observable during an adiabatic evolution since they have a definitely higher free energy than the stable states of the system. So, sweeping back and forth \( \varphi_0 \), a hysteretic path is traced out. In fact, after that the increasing of \( \varphi_0 \) has induced a transition, by reducing further the anomalous phase, the system remains in the \( n = n + 1 \) trapped flux state until the circulating current \( |I_{\text{circ}}| \) reaches again the critical value, so that the free energy suddenly reduces, and the SQUID switches back. Hereafter, dashed curves in the figures serve to indicate unstable states of the system.

Figure 2 shows also that the higher is \( \beta \), the larger is the hysteretic path traced out by sweeping \( \varphi_0 \) adiabatically. Moreover, a larger screening parameter gives a larger flux generated by the circulating current, that is, in other words, the maximum value reached by \( \Phi \) increases with \( \beta \). In fact, one can easily compute from Eq. (9) the maximum value of the total flux, which reads \( \max_{\varphi_0} \Phi = \frac{\beta}{2\pi} \Phi_0 \) in the absence of external field, \( \Phi_{\text{ext}} = 0 \). The anomalous phases \( \varphi_0^+ \) and \( \varphi_0^- \) at which \( \Phi \) shows a maximum and a minimum, respectively, can be obtained again from Eq. (9) as \( \varphi_0^\pm = \pi \pm \left( \beta - \arccos(\alpha) \right) \).

Thus, the width of the hysteric path can be calculated as

\[
\Delta \varphi_0 = \varphi_0^+ - \varphi_0^- = 2 \left( \beta - \arccos(\alpha) \right).
\]

Therefore, the lower is the degree of asymmetry of the SQUID (i.e., \( \alpha \rightarrow 0 \)) and/or the greater is the screening parameter \( \beta \), the larger is \( \Delta \varphi_0 \), that is the wider is the hysteretical path and the more pronounced is the skewing of both the \( \Phi \) and \( I_{\text{circ}} \) curves, as it is shown in Fig. 2. Finally, by increasing \( \beta \) the maximum energy approached by the system, and therefore the energy jump when the SQUID undergoes to a \( n \rightarrow n \pm 1 \) transition, enhances.

By switching on the external out-of-plane magnetic field, \( B_{\text{out}} \), we observe that the overall behavior as a function of the anomalous phase \( \varphi_0 \) does not change in shape, as it is shown in Fig. 3. Here, we assume a SQUID with \( \beta = 0.5 \) under an external flux with intensities \( \Phi_{\text{ext}} = 0.25 \Phi_0 \) and \( \Phi_{\text{ext}} = 0.5 \Phi_0 \). In fact, the hysteretical path appears only shifted with respect to the case in the absence of \( B_{\text{out}} \). The positions of both the \( \Phi \) maximum and minimum are shifted by the same quantity, \( 2\pi \Phi_{\text{ext}} / \Phi_0 \), so that the width \( \Delta \varphi_0 \) of the hysteretic path is not affected by \( \Phi_{\text{ext}} \).

Usually, in a flux-driven hysteretic SQUID, the total flux \( \Phi \) grows less rapidly than \( \Phi_{\text{ext}} \), since the flux generated by the screening current occupies \( \Phi_{\text{ext}} [35] \). This is also why, in the left panel of Fig. 3(a), at a zero anomalous phase we have a total flux which is well below the external flux value, the latter being indicated by a gray dashed line. In other words, at \( \varphi_0 = 0 \) we obtain \( \Phi < \Phi_{\text{ext}} \) due to the negative circulating current, see middle panels of Fig. 3(a), that generates a flux which opposes to \( \Phi_{\text{ext}} \). Since \( I_{\text{circ}} < 0 \) for \( \varphi_0 = 0 \), if we now adiabatically increase \( \varphi_0 \) the circulating current increases too, but the condition \( I_{\text{circ}} = I_c \), at which the system jumps at a lower energy state (that is, a more stable state), occurs at a \( \varphi_0 \) which is higher than that one for the case without external flux. This is why all the curves shown in Fig. 3(a) are shifted towards higher \( \varphi_0 \) with respect to the cases shown in Fig. 2(b).

Notably, for \( \Phi_{\text{ext}} = 0.5 \Phi_0 \) the hysteresis is centered in \( \varphi_0 = 0 \) and \( 2\pi \), see Fig. 3(b). The additional shift in the position of the hysteretic path induced by the external magnetic flux will play a relevant role, especially when the specific magnetic field-dependence of \( \varphi_0 \) is considered. This situation is discussed in Sec. III.
A. \( \varphi_0 \) estimate through a switching flux measurement

The results presented in Figs. 2 and 3 demonstrate that an inductive rf-SQUID can exhibit a peculiar response, which is connected to anomalous Josephson effects. In other words, this device offers the concrete opportunity to detect the presence of a phase shift \( \varphi_0 \) through measurements of magnetic flux, for instance by using another nearby SQUID magnetometer sensor. Alternatively, one can attempt to extract information on the flux behavior by investigating the rf-SQUID in a dispersive configuration, or even through voltage drop measurements in a dc-SQUID setup. In this work, we will not specifically discuss the characteristics of the best detection strategy, which would require a specific design study, but we aim to sketch the best strategy to detect and measure an unknown anomalous phase.

Here, we show how the discussed setup can also provide a direct measurement of \( \varphi_0 \). To this aim, in Fig. 4(a) we present the behavior of the total normalized flux \( \Phi/\Phi_0 \) as a function of \( \Phi_{\text{ext}}/\Phi_0 \), at different values of the phase shift \( \varphi_0 \), at a fixed \( \beta = 2 \). All curves are multivalued, so that, by adiabatically changing the external magnetic flux, when \( \Phi_{\text{ext}} \) approaches the threshold value \( \Phi_{\text{ext}}^w \) indicated by a vertical dashed line in Fig. 4(a), the system switches to a more stable configuration, with the total flux through the SQUID changing by one flux quantum. When a switch occurs, a detectable voltage drop across the SQUID appears. Thus, Fig. 4(a) suggests a way to concretely measure the phase shift, since by changing \( \varphi_0 \) the switching flux \( \Phi_{\text{ext}}^w \) increases too. In particular, the switching flux linearly grows with \( \varphi_0 \), as it is clearly shown in Fig. 4(b). Additionally, in this figure different curves at different \( \beta \) are shown. Therefore, by knowing \( \alpha \) and \( \beta \) (that can be extracted by other standard measurements of the device), an experimental measurement of \( \Phi_{\text{ext}}^w \) permits to estimate the anomalous phase shift affecting the device.

III. SPECIFIC \( \varphi_0 \) DEPENDENCE ON THE EXTERNAL IN-PLANE MAGNETIC FIELD

The results presented in Sec. II are discussed without specifying how \( \varphi_0 \) may be eventually generated and modified. The anomalous phase depends on intrinsic properties of the junction, such as the spin-orbit strength and the electron density. In the case of a SOC orthogonal to both the current flowing through the JJs and the in-plane magnetic field (i.e., a SOC collinear with \( B_{\text{in}} \) in the geometry depicted in Fig. 1), the anomalous phase is a function of \( B_{\text{in}} \). We assume the orientation of the in-plane field with respect to the current as shown in Fig. 1, so as to make the same assumptions of Ref. [37]. Thus, according to the discussion in the previous section, a \( \varphi_0 \)-dependent hysteretical response of the SQUID can be induced by applying a magnetic field lying exclusively on the SQUID plane. In this section, we consider a realistic magnetic field-dependence of \( \varphi_0 \), and we additionally demonstrate that hysteresis with respect to a specific control parameter can emerge also in a device with a quite small screening parameter. We also observe that the range of in-plane magnetic fields within which the system behaves hysteretically is affected by the out-of-plane component of the magnetic drive, thus opening the door to the possibility of reconstructing the magnetic field-dependence of \( \varphi_0 \) by investigating the hysteretical evolution.

In the diffusive regime, in the presence of a Rashba SOC and a spin-splitting field \( h \), the anomalous phase shift has been calculated in Ref. [37]:

\[
\varphi_0 = \arctan \left( \frac{\sum \text{Im} \left[ \frac{f_{BCS}(\omega)}{\kappa^2 \sinh(\kappa^* L)} \right]}{\sum \text{Re} \left[ \frac{f_{BCS}(\omega)}{\kappa^2 \sinh(\kappa^* L)} \right]} \right). \tag{15}
\]

Here, \( \kappa_{\alpha} = 2\tau \alpha_{R} m^* c^* / h \) with \( \tau \) and \( \alpha_{R} \) being, respectively, the momentum relaxation time and the Rashba coefficient, \( m^* \) is the effective electron mass, \( L \) is the junction length, \( f_{BCS}(\omega) \) is the BCS bulk anomalous Green’s function in the superconducting leads, \( \kappa = \sqrt{\kappa_{\parallel}^2 + i \kappa_{\perp}^2} \) where \( \kappa_{\parallel}^2 = 2|\omega|/D \) and \( \kappa_{\perp}^2 = 2h/(hD) \) with \( D \) and \( \hbar = \mu B_{\text{in}} B_{\text{in}}/2 \) being the diffusion coefficient and the spin-splitting field, respectively, and the sums extend over the Matsubara frequencies. In the absence of SOC (i.e., \( \kappa_{\alpha} = 0 \) \( \varphi_0 \) can be only 0 or \( \pi \). Instead, \( \varphi_0 \) ranges between 0 and \( \pi \) for finite values of \( \kappa_{\alpha} \).

For a weak Rashba coupling \( \alpha_{R} \), highly transparent interfaces, and a negligible spin-relaxation, the anomalous phase shift is simply proportional to the in-plane magnetic field \( B_{\text{in}} \). Indeed, by using the same notation of Ref. [4], for small \( B_{\text{in}} \) Eq. (15) reduces to \( \varphi_0 = C_{\varphi_0} B_{\text{in}} \), where \( C_{\varphi_0} = \frac{\tau^{\alpha^2} \mu \alpha_{R}(\alpha_{R} L)^{2}}{60 D^2} \). Thus, in the case of a \( \varphi_0 \) linearly dependent on the in-plane magnetic field, the measurement of the switching flux \( \Phi_{\text{ext}}^w \) versus \( B_{\text{in}} \) discussed in Sec. II-A gives also a direct estimation of \( C_{\varphi_0} \), that is, a measurement of the Rashba parameter \( \alpha_{R} \).

Here, we focus on the effects of the in-plane field on the hysteretic behavior of the device, in the case of a fully
nonlinear $B_{an}$-dependence of $\varphi_0$ shown in Eq. (15). To describe the device response, we need to choose a combination of system parameters, specifically, we impose the values $\kappa_a = 0.1 \xi_0^{-1}$, $T = 0.17 T_c$, and $L = \xi_0$, which are similarly considered in Ref. [37]. This choice gives a specific $\varphi_0(h)$ profile. We study how this anomalous phase influences the total magnetic flux through the ring, considering two different double-junction SQUID setups, i.e., when only one or both the junctions are anomalous. In both cases, we show that even a rather small screening parameter, i.e., $\beta = 0.5$, can produce a non-negligible hysteresis, with and without taking into account an out-of-plane external flux, $\Phi_{ext}$, piercing the superconducting ring.

Finally, in Sec. III C we relax the specific choice of parameter values, when we discuss how this device can be used to study the $\varphi_0$ profile, also when the dependence of $\varphi_0$ on a control parameter (for instance, the in-plane magnetic field) is unknown.

### A. Single-$\varphi_0$-junction case

In Fig. 5 we show the behavior of a double-junction rf-SQUID involving only one $\varphi_0$-junction, so that the total anomalous phase is $\varphi_0 = \varphi_{0,1} \in [0 - 2\pi]$. We investigate the hysteretical response of the device with and without an external magnetic flux piercing the SQUID ring, specifically, we show results for $\Phi_{ext} = 0$ and $\Phi_{ext} = 0.5 \Phi_0$.

In panels (a) and (c) of Fig. 5 we present the profile of the anomalous phase $\varphi_0$ as a function of the normalized spin-splitting field $h/\Delta_0$, the latter depending on the external in-plane magnetic field (here, $\Delta_0$ is the zero-temperature BCS superconducting gap). In these panels we highlight with horizontal gray shaded bands the range of $\varphi_0$ values within which the SQUID behaves hysteretically. In Figs. 5(b) and 5(c) indicate the range of $\varphi_0$ values having anomalous phases for $\varphi_0 = 0$ and $0.5 \Phi_0$, respectively. The red and blue curves indicate states of the system with a different amount of flux quanta in the ring, and a vertical branch indicates a $n \rightarrow n \pm 1$ transition.

FIG. 5. Response of an rf-SQUID including only one $\varphi_0$-junction (i.e., $\varphi_{0,2} = 0$ and $\varphi_0 = \varphi_{0,1}$). (a) and (c), Anomalous phase $\varphi_0$ as a function of the spin-splitting field $h$ (the latter depending on the external in-plane magnetic field), calculated from Eq. (15). (b) and (d), Total flux through the ring as a function of the spin-splitting field $h$, for $\Phi_{ext} = 0$ and $0.5 \Phi_0$, respectively. The red and blue curves indicate states of the system with a different amount of flux quanta in the ring, and a vertical branch indicates a $n \rightarrow n \pm 1$ transition. The horizontal gray shaded bands in panels (a) and (c) indicate the range of $\varphi_0$ values within which the system behaves hysteretically for $\Phi_{ext} = 0$ and $0.5 \Phi_0$, respectively [see Figs. 2(a) and 3(b)]. The yellow shaded bands indicate the ranges of $h$ values giving anomalous phases $\varphi_0$ at which the system behaves hysteretically.

FIG. 6. Response of an rf-SQUID formed by two identical $\varphi_0$-junctions (i.e., $\varphi_{0,2} = \varphi_{0,1}$ and $\varphi_0 = 2\varphi_{0,1}$). (a) and (c) Anomalous phase $\varphi_0$ as a function of the spin-splitting field $h$ (the latter depending on the external in-plane magnetic field), calculated from Eq. (15). (c) and (d), Total flux through the ring as a function of the spin-splitting field $h$, for $\Phi_{ext} = 0$ and $0.5 \Phi_0$, respectively. The red and blue curves indicate states of the system with a different amount of flux quanta in the ring, and a vertical branch indicates a $n \rightarrow n \pm 1$ transition. The horizontal gray shaded bands in panels (a) and (c) indicate the range of $\varphi_0$ values within which the system behaves hysteretically for $\Phi_{ext} = 0$ and $0.5 \Phi_0$, respectively [see Figs. 2(a) and 3(b)]. The yellow shaded bands indicate the ranges of $h$ values giving anomalous phases $\varphi_0$ at which the system behaves hysterically.
for $\Phi_{\text{ext}} = 0.5 \Phi_0$, hysteresis is restricted within small regions at $h \sim 0$ and high values of $h$.

**B. Double-$\varphi_0$-junction case**

The scenario presented in the previous section may significantly changes if the SQUID is composed by two identical $\varphi_0$-junctions, see Fig. 6. In this case, $\varphi_{0,2} = \varphi_{0,1}$ and the total anomalous phase is $\varphi_0 = 2 \varphi_{0,1} \in [0 - 4\pi]$, essentially because the junctions operate in series and the anomalous phases add. This strategy can be conveniently adopted to increase the range of value of $\varphi_0$, in the case it is to small to be detected when assuming a single junction.

In panels (a) and (c) of Fig. 6 we show the behavior of $\varphi_0(h)$, highlighting again with gray and yellow shaded bands, respectively, the anomalous phases $\varphi_0$ and the corresponding $h$ values at which the system responds hysteretically. Since the slope of $\varphi_0$ is quite high at $\varphi_0 = \pi$ and $3\pi$, this time for $\Phi_{\text{ext}} = 0$ the ranges of $h$ values giving bistability are very narrow, see Fig. 6(a). Conversely, being the slope of $\varphi_0$ rather small at $\varphi_0 = 2\pi$, for $\Phi_{\text{ext}} = 0.5 \Phi_0$ the range of $h$ values at which the system is bistable is quite large, see Fig. 6(c).

In Figs. 6(b) and (d) we display the behavior of the normalized total flux $\Phi / \Phi_0$ as a function of $h$. We note that the hysteresis is negligible for $\Phi_{\text{ext}} = 0$, since it comes only out for $h$ values within two narrow ranges. Conversely, for $\Phi_{\text{ext}} = 0.5 \Phi_0$ the SQUID shows bistability in a quite large range of values, i.e., for $h \in [3 - 13]$, and also in a small extent around $h \sim 0$.

Interestingly, for a non-vanishing out-of-plane magnetic field, i.e., $\Phi_{\text{ext}} = 0.5 \Phi_0$ in Figs. 5(d) and 6(d), both single- and double-$\varphi_0$-junction SQUIDs demonstrate bistability at small in-plane magnetic fields, i.e., around $h \sim 0$. In this case, the lower is the slope of $\varphi_0(h)$ at $h = 0$, the larger is the hysteretical path. More generally, the in-plane-field-dependence of the hysteretical SQUID response relies strongly on the specific shape of the anomalous phases [37, 38]. The out-of-plane magnetic field can therefore be used as a knob for tuning the best operating point of the device, with the aim to avoid (or, eventually, take advantage of) the bistability, according to the application field for which the device is designed. Furthermore, $\Phi_{\text{ext}}$ can serve also as a tool to investigate how $\varphi_0$ varies as a function of a control parameter, i.e., the in-plane magnetic field in the case discussed in this work. This point is considered in the next section.

**C. Measurements of the $\varphi_0(h)$ profile**

In Figs. 5 and 6, we highlight with yellow and gray bands, respectively, the width $\Delta h$ of the hysteretical path and the range $\Delta \varphi_0$ of anomalous phases giving bistability. The width of the hysteretical path is a quantity accessible experimentally since it is delimited by two distinct $n \rightarrow n \pm 1$ dissipative transitions to the voltage state, which give an abrupt change of $\Phi$. The width of gray bands, $\Delta \varphi_0$, depends through Eq. (14) on both $\alpha$ and $\beta$, while its position is a function of the magnetic flux threading the device. For instance, in Fig. 6 we demonstrated that when $\Phi_{\text{ext}}$ changes from 0 to 0.5 $\Phi_0$, the gray band moves from $\pi$ to $2\pi$, and the width $\Delta h$ enlarges according to the slope of $\varphi_0(h)$ (that is, according to $d \varphi_0/dh$); in fact, a lower slope gives a larger $\Delta h$. It follows that, by changing $\Phi_{\text{ext}}$ one can shift a gray band and, at the same time, explore how the width $\Delta h$ of the hysteretical path modifies. Thus, by sweeping the magnetic flux threading the SQUID ring, one can outline the profile of the first derivative of $\varphi_0$ with respect to $h$. This means that, in the case of an unknown dependence of the anomalous phase on the in-plane magnetic field, one can “reconstruct” the profile of its first derivative, at least if the range of anomalous phases giving hysteresis is small enough. The width $\Delta \varphi_0$ of the gray band is imposed by structural properties of the SQUID, since it directly depends on both $\alpha$ and $\beta$ (the latter being determined by the critical currents and the total inductance of the superconducting ring). In other words, these system parameters set the resolving power of the detection method.

Notably, this inspection scheme of anomalous Josephson effect has a broad versatility since it does not depend on the specific control parameter used to drive the anomalous phase. In fact, in the place of the in-plane magnetic field, one can alternatively use a gate voltage applied to the weak link, in order to tune the Rashba coefficient $\alpha_R$ and, consequently, the anomalous phase $\varphi_0$.

To sum up the potential applications of our rf-SQUID-based technique for investigating anomalous Josephson effects, the setup described in our work permits not only to establish the value of the anomalous phase through measurements of the switching magnetic flux, as discussed in Sec. II A, but it can also serve to study the anomalous Josephson effect in the whole sense when the specific dependence of $\varphi_0$ on a control parameter (e.g., an in-plane magnetic field or a voltage gating) is not known a priori.

**IV. CONCLUSIONS**

In this paper, we study the hysteretical response of an inductive $\varphi_0$ rf-SQUID, namely, a superconducting ring with a non-negligible inductance interspersed by $\varphi_0$-junctions, when both the in-plane and the out-of-plane magnetic field components are taken into account.

The emergence of this hysteretic mechanism depends on the in-plane magnetic field, and the feasibility of controlling the SQUID response via the external magnetic flux piercing the device, opens the door to alternative ways for investigating anomalous phases by sensing the total magnetic flux, or by measuring the value of the external magnetic flux at which the SQUID switches to the voltage state.
Specifically, in the setup shown in Fig. 1, we analyze the total flux $\Phi$ through the device, the current $I_{\text{circ}}$ circulating in the superconducting ring, and the free energy of the system as a function of the total anomalous phase shift $\varphi_0$. By changing the values of the screening parameter $\beta$, which is proportional to the product of the ring inductance and the Josephson critical currents, we observe that a larger $\beta$ gives both a larger range of bistability and a more pronounced skewing of both the $\Phi$ and $I_{\text{circ}}$ curves. Additionally, we show that the switching flux, that is, the external magnetic flux value at which the system switches to the voltage state, is linearly proportional to the anomalous phase shift of the device.

With the aim to explore the range of values within which the system shows bistability, we assume a specific dependence of the anomalous phase shift on the in-plane magnetic field. Besides, we study two different system setups, i.e., when only one or both the junctions forming the SQUID are anomalous. We observe that the response of the system to the in-plane magnetic field, and therefore also the hysteresis phenomenon, strongly depends on the device configuration. Thus, we discuss how the out-of-plane magnetic field can be employed to set the working regime of the device, in order to eventually avoid hysteresis. Finally, we proposed a detection scheme based on a $\varphi_0$ r-SQUID that allows to measure the anomalous phase and also to determine its functional dependence on an external control parameter, such as the in-plane magnetic field or a gate voltage applied to the junctions.
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