Efficient implementation of Markov chain Monte Carlo when using an unbiased likelihood estimator
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SUMMARY

When an unbiased estimator of the likelihood is used within a Metropolis–Hastings chain, it is necessary to trade off the number of Monte Carlo samples used to construct this estimator against the asymptotic variances of the averages computed under this chain. Using many Monte Carlo samples will typically result in Metropolis–Hastings averages with lower asymptotic variances than the corresponding averages that use fewer samples; however, the computing time required to construct the likelihood estimator increases with the number of samples. Under the assumption that the distribution of the additive noise introduced by the loglikelihood estimator is Gaussian with variance inversely proportional to the number of samples and independent of the parameter value at which it is evaluated, we provide guidelines on the number of samples to select. We illustrate our results by considering a stochastic volatility model applied to stock index returns.
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1. INTRODUCTION

The use of unbiased estimators within the Metropolis–Hastings algorithm was initiated by Lin et al. (2000), with a surge of interest in these ideas since their introduction in Bayesian statistics by Beaumont (2003). In a Bayesian context, an unbiased likelihood estimator is commonly constructed using importance sampling as in Beaumont (2003) or particle filters as in Andrieu et al. (2010). Andrieu & Roberts (2009) call this method the pseudo-marginal algorithm and establish some of its theoretical properties.
Apart from the choice of proposals inherent to any Metropolis–Hastings algorithm, the main practical issue with the pseudo-marginal algorithm is the choice of the number, $N$, of Monte Carlo samples or particles used to estimate the likelihood. For any fixed $N$, the transition kernel of the pseudo-marginal algorithm leaves the posterior distribution of interest invariant. Using many Monte Carlo samples usually results in pseudo-marginal averages with lower asymptotic variances than the corresponding averages obtained from fewer samples, as established in a 2014 unpublished paper by C. Andrieu and M. Vihola (arXiv:1404.6909) for likelihood estimators based on importance sampling. Empirical evidence suggests that this result also holds when the likelihood is estimated by particle filters. However, the computing cost of constructing the likelihood estimator increases with $N$. We aim to select $N$ so as to minimize the computational resources necessary to achieve a specified asymptotic variance for a particular pseudo-marginal average. This amount of computational resources, a quantity referred to as the computing time, is typically proportional to $N$ times the asymptotic variance of the particular average, this variance being itself a function of $N$. Assuming that the distribution of the additive noise introduced by the loglikelihood estimator is Gaussian with a variance inversely proportional to $N$ and independent of the parameter value at which it is evaluated, this minimization was carried out by Pitt et al. (2012) and Sherlock et al. (2015). However, Pitt et al. (2012) assumed that the Metropolis–Hastings proposal is the posterior density, whereas Sherlock et al. (2015) relaxed the Gaussian noise assumption but restricted themselves to an isotropic normal random walk proposal and assumed that the posterior density factorizes into $d$ independent and identically distributed components, where $d \to \infty$.

Our article addresses a similar problem but considers general proposal and target densities and relaxes the Gaussian noise assumption. In this more general setting, we cannot minimize the computing time itself, and instead minimize explicit upper bounds on it. Quantitative results are presented under a Gaussian assumption. In this scenario, our guidelines are that $N$ should be chosen such that the standard deviation of the loglikelihood estimator is around 1 when the Metropolis–Hastings algorithm using the exact likelihood is efficient and around 1.7 when it is inefficient. In most practical scenarios, the efficiency of the Metropolis–Hastings algorithm using the exact likelihood is unknown, as the algorithm cannot be implemented. In such cases, our results suggest selecting a standard deviation around 1.2.

2. Metropolis–Hastings method using an estimated likelihood

We briefly review how an unbiased likelihood estimator can be used within a Metropolis–Hastings scheme in a Bayesian context. Let $y \in \mathcal{Y}$ be the observations and $\theta \in \Theta \subseteq \mathbb{R}^d$ the parameters of interest. The likelihood is denoted by $p(y | \theta)$, and the prior for $\theta$ admits a density $p(\theta)$ with respect to Lebesgue measure, so the posterior density of interest is $\pi(\theta) \propto p(y | \theta) \pi(\theta)$. We slightly abuse notation by using the same symbols for distributions and densities.

The Metropolis–Hastings scheme to sample from $\pi$ simulates a Markov chain according to the transition kernel

$$Q_{\text{EX}}(\theta, d\vartheta) = q(\theta, \vartheta) \alpha_{\text{EX}}(\theta, \vartheta) \, d\vartheta + (1 - \varrho_{\text{EX}}(\theta)) \delta_{\theta}(d\vartheta),$$

where

$$\alpha_{\text{EX}}(\theta, \vartheta) = \min\{1, r_{\text{EX}}(\theta, \vartheta)\}, \quad \varrho_{\text{EX}}(\theta) = \int q(\theta, \vartheta) \alpha_{\text{EX}}(\theta, \vartheta) \, d\vartheta,$$

with $r_{\text{EX}}(\theta, \vartheta) = \pi(\vartheta) q(\vartheta, \theta) / \{\pi(\theta) q(\theta, \vartheta)\}$. This Markov chain cannot be simulated if $p(y | \theta)$ is intractable.
Assume that \( p(y \mid \theta) \) is intractable but we have access to a nonnegative unbiased estimator \( \hat{p}(y \mid \theta, U) \) of \( p(y \mid \theta) \), where \( U \sim m(\cdot) \) represents all the auxiliary random variables used to obtain this estimator. In this case, we introduce the joint density \( \tilde{\pi}(\theta, u) \) on \( \Theta \times \mathcal{U} \), where

\[
\tilde{\pi}(\theta, u) = \pi(\theta)m(u)\hat{p}(y \mid \theta, u)/p(y \mid \theta). \tag{1}
\]

This joint density admits the correct marginal density \( \pi(\theta) \), because \( \hat{p}(y \mid \theta, U) \) is unbiased. The pseudo-marginal algorithm is a Metropolis–Hastings scheme targeting (1) with proposal density \( q(\cdot, \cdot)m(\cdot) \), yielding the acceptance probability

\[
\min \left\{ 1, \frac{\hat{p}(y \mid \theta, v)p(\theta)q(\theta, \theta)}{\hat{p}(y \mid \theta, u)p(\theta)q(\theta, \theta)} \right\} = \min \left\{ 1, \frac{\hat{p}(y \mid \theta, v)/p(y \mid \theta)}{\hat{p}(y \mid \theta, u)/p(y \mid \theta)} e^{r_{EX}(\theta, \vartheta)} \right\} \tag{2}
\]

for a proposal \((\theta, v)\). In practice, we record only \( \{\theta, \log \hat{p}(y \mid \theta, u)\} \) instead of \((\theta, u)\). We follow Andrieu & Roberts (2009) and Pitt et al. (2012) and analyse this scheme using additive noise, \( Z = \log \hat{p}(y \mid \theta, U) - \log p(y \mid \theta) = \psi(\theta, U) \), in the loglikelihood estimator, rather than \( U \). In this parameterization, the target density on \( \Theta \times \mathbb{R} \) becomes

\[
\tilde{\pi}(\theta, z) = \pi(\theta)\exp(z)g(z \mid \theta), \tag{3}
\]

where \( g(z \mid \theta) \) is the density of \( Z \) when \( U \sim m(\cdot) \) and the transformation \( Z = \psi(\theta, U) \) is applied.

To sample from \( \tilde{\pi}(\theta, z) \), we could use the scheme previously described to sample from \( \tilde{\pi}(\theta, u) \) and then set \( z = \psi(\theta, u) \). Equivalently, we can use the transition kernel

\[
Q((\theta, z), (d\theta, dw)) = q(\theta, \vartheta)g(w \mid \vartheta)\alpha_Q((\theta, z), (\vartheta, w)) \, d\theta \, dw \\
+ \{1 - \alpha_Q((\theta, z))\} \delta_{(\vartheta, z)}(d\theta, dw), \tag{4}
\]

where

\[
\alpha_Q((\theta, z), (\vartheta, w)) = \min\{1, \exp(w - z) r_{EX}(\theta, \vartheta)\} \tag{5}
\]

is (2) expressed in the new parameterization. Henceforth, we make the following assumption.

**Assumption 1.** The noise density \( g(z \mid \theta) \) is independent of \( \theta \).

Under this assumption, the target density (3) factorizes as \( \pi(\theta)\pi_z(z) \), where

\[
\pi_z(z) = \exp(z)g(z). \tag{6}
\]

Assumption 1 allows us to analyse the performance of the pseudo-marginal algorithm in detail, but it is not satisfied in practical settings. However, in the stationary regime, we are concerned with the noise density at values of the parameter which arise from the target density \( \pi(\theta) \) and the marginal density of the proposals at stationarity, \( \int \pi(d\theta)q(\vartheta, \theta) \). If the noise density does not vary significantly in regions of high probability mass of these densities, then this assumption is approximately satisfied. In § 4, we examine experimentally how the noise density varies with respect to draws from \( \pi(\theta) \) and \( \int \pi(d\theta)q(\vartheta, \theta) \).
ergodic average under smaller than (5), an application of the theorem in Peskun (1973) ensures that the variance of an introduction of the proof of our main result.

The ergodic average under the kernel $Q$ given in (4). To obtain these bounds, we introduce a new Markov kernel $Q^*$, defined by

$$Q^*[(\theta, z), (d\vartheta, dw)] = q(\theta, \vartheta)g(w)\alpha_{Q^*}[(\theta, z), (\vartheta, w)]d\vartheta dw$$

+ $\{1 - \varrho_{\text{EX}}(\theta)\varrho_z(z)\} \delta_{(\theta, z)}(d\vartheta, dw)$,

where

$$\alpha_{Q^*}[(\theta, z), (\vartheta, w)] = \alpha_{\text{EX}}(\theta, \vartheta)\alpha_z(z, w), \quad \alpha_z(z, w) = \min\{1, \exp(w - z)\}$$

(7)

As $Q$ and $Q^*$ are reversible with respect to $\bar{\pi}$ and the acceptance probability in (7) is always smaller than (5), an application of the theorem in Peskun (1973) ensures that the variance of an ergodic average under $Q^*$ is greater than or equal to the variance under $Q$. We obtain an exact expression for the variance under the bounding kernel $Q^*$, as well as simpler upper bounds, by exploiting a nonstandard representation of this variance, the factor form of the acceptance probability in (7), and the spectral properties of an auxiliary Markov kernel.

3.2. Inefficiency of Metropolis–Hastings-type chains

In this subsection we recall and establish various results on the integrated autocorrelation time of Markov chains, henceforth referred to as the inefficiency. In particular, we give a novel representation of the inefficiency of Metropolis–Hastings-type chains, which will be the basic ingredient of the proof of our main result.

Consider a Markov kernel $\Pi$ on the measurable space $(X, \mathcal{X}) = (\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$, where $\mathcal{B}(\mathbb{R}^n)$ is the Borel $\sigma$-algebra on $\mathbb{R}^n$. For any measurable real-valued function $f$, measurable set $A$ and probability measure $\mu$, we write $\mu(f) = \int_X \mu(dx) f(x)$, $\bar{f} = f - \mu(f)$, $\mu(A) = \mu[\mathcal{A}(\cdot)]$, $\Pi f(x) = \int_X \Pi(x, dy) f(y)$ and, for $n \geq 2$, $\Pi^n f(x, dy) = \int_X \Pi^{n-1}(x, dz) \Pi(z, dy)$, with $\Pi^1 = \Pi$. We introduce the Hilbert spaces

$L^2(X, \mu) = \{f : X \rightarrow \mathbb{R} : \mu(f^2) < \infty\}, \quad L^2_0(X, \mu) = \{f : X \rightarrow \mathbb{R} : \mu(f) = 0, \mu(f^2) < \infty\}$

equipped with the inner product $\langle f, g \rangle_{\mu} = \int f(x)g(x)\mu(dx)$. We write $\phi_n(f, \Pi) = \langle \bar{f}, \Pi^n \bar{f} \rangle_{\mu}/\mu(f^2)$ for the autocorrelation at lag $n \geq 0$ and $\mu(f, \Pi) = 1 + 2 \sum_{n=1}^{\infty} \phi_n(f, \Pi)$ for the associated inefficiency. A $\mu$-invariant and $\psi$-irreducible Markov chain is said to be ergodic; see Tierney (1994) for the definition of $\psi$-irreducibility. The next result follows directly from Kipnis & Varadhan (1986) and Häggström & Rosenthal (2007, Theorem 4 and Corollary 6).

**Proposition 1.** Consider a $\mu$-reversible and ergodic Markov kernel $\Pi$. Let $(X_i)_{i \geq 1}$ be a stationary Markov chain that evolves according to $\Pi$, and let $h \in L^2(X, \mu)$ be such that $\mu(h^2) > 0$. Then the following properties hold.
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(i) There exists a probability measure \( e(h, \Pi) \) on \([-1, 1]\), called the spectral measure, such that
\[
\phi_n(h, \Pi) = \int_{-1}^{1} \lambda^n e(h, \Pi)(d\lambda), \quad \text{IF}(h, \Pi) = \int_{-1}^{1} (1 + \lambda)(1 - \lambda)^{-1} e(h, \Pi)(d\lambda). \tag{8}
\]

(ii) If \( \text{IF}(h, \Pi) < \infty \), then as \( n \to \infty \),
\[
n^{-1/2} \sum_{i=1}^{n} \{ h(X_i) - \mu(h) \} \to N\{0, \mu(\bar{h}^2)\text{IF}(h, \Pi)\} \tag{9}
\]
in distribution, where \( N(a, b^2) \) denotes the normal distribution with mean \( a \) and variance \( b^2 \).

When estimating \( \mu(h) \), (9) implies that we need approximately \( n\text{IF}(h, \Pi) \) samples from the Markov chain \( (X_i)_{i \geq 1} \) to obtain an estimator of the same precision as an average of \( n \) independent draws from \( \mu \).

Henceforth we consider a \( \mu \)-reversible kernel
\[
P(x, dy) = q(x, dy)\alpha(x, y) + \{1 - q(x)\} \delta_x(dy), \quad q(x) = \int q(x, dy)\alpha(x, y),
\]
where the proposal kernel is selected such that \( q(x, \{x\}) = 0 \), \( \alpha(x, y) \) is the acceptance probability, and we assume that there does not exist an \( x \) such that \( \mu(\{x\}) = 1 \). We refer to \( P \) as a Metropolis–Hastings-type kernel because it is structurally similar to the Metropolis–Hastings kernel but we do not require \( \alpha(x, y) \) to be the Metropolis–Hastings acceptance probability. This generalization is required when studying the kernel \( Q^* \), as the acceptance probability \( \alpha_{Q^*}\{(\theta, z), (\theta, w)\} \) in (7) is not the Metropolis–Hastings acceptance probability.

Let \( (X_i)_{i \geq 1} \) be a Markov chain that evolves according to \( P \). We now establish a nonstandard expression for \( \text{IF}(h, P) \) derived from the associated jump chain representation \( (\tilde{X}_i, \tau_i)_{i \geq 1} \) of \( (X_i)_{i \geq 1} \). In this representation, \( (\tilde{X}_i)_{i \geq 1} \) corresponds to the sequence of accepted proposals and \( (\tau_i)_{i \geq 1} \) the associated sojourn times, i.e., \( \tilde{X}_1 = X_1 = \cdots = X_{\tau_1}, \tilde{X}_2 = X_{\tau_1 + 1} = \cdots = X_{\tau_1 + \tau_2} \) and so on, with \( \tilde{X}_{i+1} = \tilde{X}_i \). We now state some properties of this jump chain; see Lemma 1 in Douc & Robert (2011).

**Lemma 1.** Let \( P \) be \( \psi \)-irreducible. Then \( \varrho(x) > 0 \) for any \( x \in X \) and \( (\tilde{X}_i, \tau_i)_{i \geq 1} \) is a Markov chain with a \( \bar{\mu} \)-reversible transition kernel \( \tilde{P} \), where
\[
\tilde{P}[(x, \tau), (dy, \zeta)] = \tilde{P}(x, dy)G(\zeta; \varrho(y)), \quad \bar{\mu}(dx, \tau) = \tilde{\mu}(dx)G(\tau; \varrho(x))
\]
with
\[
\tilde{P}(x, dy) = \frac{q(x, dy)\alpha(x, y)}{\varrho(x)}, \quad \tilde{\mu}(dx) = \frac{\mu(dx)\varrho(x)}{\mu(\varrho)}.
\]
and \( G(\cdot; \nu) \) denotes the geometric distribution with parameter \( \nu \).

The next proposition gives the relationship between \( \text{IF}(h, P) \) and \( \text{IF}(h/\varrho, \tilde{P}) \).
Proposition 2. Assume that $P$ and $\tilde{P}$ are ergodic, that $h \in L_{0}^{2}(X, \mu)$ and that $\|f(h, P)\| < \infty$. Then $h/\varrho \in L_{0}^{2}(X, \mu)$,

$$\mu(h^{2})\{1 + \|f(h, P)\|\} = \mu(\varrho)(\mu^{2}h^{2}/\varrho^{2})\{1 + \|f(h/\varrho, \tilde{P})\|\}$$

and $\|f(h/\varrho, \tilde{P})\| \leq \|f(h, P)\|$.

Lemma 1 and Proposition 2 are used in § 3-3 to establish a representation of the inefficiency for the kernel $P = Q^\star$.

We conclude this section by establishing some results on the positivity of the Metropolis–Hastings kernel and its associated jump kernel. Recall that a $\mu$-invariant Markov kernel $\Pi$ is positive if $(\Pi h, h)_{\mu} \geq 0$ for any $h \in L_{2}(X, \mu)$. If $\Pi$ is reversible, then positivity is equivalent to $e(h, \Pi)([0, 1]) = 1$ for all $h \in L_{2}(X, \mu)$, where $e(h, \Pi)$ is the spectral measure, and positivity also implies that $\|f(h, \Pi)\| \geq 1$; see, for example, Geyer (1992). The positivity of the jump kernel $\tilde{P}$ associated with a Metropolis–Hastings kernel $P$ is useful here, as several bounds on the inefficiency established subsequently require the spectral measure $e(h, \tilde{P})$ to be supported on $[0, 1]$. We now give sufficient conditions ensuring this property by extending Lemma 3.1 of Baxendale (2005). This complements results of Rudolf & Ullrich (2013).

Proposition 3. Assume that $\alpha(x, y)$ is the Metropolis–Hastings acceptance probability and $\mu(dx) = \mu(x) dx$. If $P$ is $\psi$-irreducible, then $\tilde{P}$ and $P$ are both positive if one of the following two conditions is satisfied:

1. Condition (i) in the proposition is satisfied for an independent proposal $q(x, y) = \nu(y)$ by taking $Z = [1]$, $\chi(dz) = \delta_1(dz)$ and $r(x, 1) = \nu(x)$. It is also satisfied for autoregressive positively correlated proposals with normal or Student-$t$ innovations. Condition (ii) holds if $q(x, y)$ is a symmetric random walk proposal whose increments are multivariate normal or Student-$t$.

3.3. Inefficiency of the bounding chain

In this subsection we apply the results of § 3.2 to establish an exact expression for $\|f(h, Q^\star)\|$. The next lemma shows that $\|f(h, Q^\star)\|$ is an upper bound on $\|f(h, Q)\|$.

Lemma 2. The kernel $Q^\star$ is $\tilde{\pi}$-reversible and $\|f(h, Q^\star)\| \leq \|f(h, Q^\star)\|$ for any $h \in L_{2}(\Theta \times \mathbb{R}, \tilde{\pi})$.

In practice, we are only interested in functions $h \in L_{2}(\Theta, \pi)$. To simplify notation, we write $\|f(h, Q)\|$ in this case, instead of introducing the function $\tilde{h} \in L_{2}(\Theta \times \mathbb{R}, \tilde{\pi})$ which satisfies $\tilde{h}(\theta, z) = h(\theta)$ for all $z \in \mathbb{R}$ and writing $\|f(\tilde{h}, Q)\|$. Proposition 2 shows that it is possible to express $\|f(\tilde{h}, Q^\star)\|$ as a function of the inefficiency of its jump kernel $\tilde{Q^\star}$, which is particularly useful as $\tilde{Q^\star}$ admits a simple structure.
Lemma 3. Assume that $Q^*$ is $\pi$-irreducible. The jump kernel $\tilde{Q}^*$ associated with $Q^*$ is
\begin{equation}
\tilde{Q}^*[(\theta, z), (d\theta, dw)] = \tilde{Q}_{\text{ex}}(\theta, d\theta) \tilde{Q}_z(z, dw),
\end{equation}
where
\begin{equation}
\tilde{Q}_{\text{ex}}(\theta, d\theta) = \frac{q(\theta, \theta') \alpha_{\text{ex}}(\theta, \theta) d\theta}{q_{\text{ex}}(\theta)}, \quad \tilde{Q}_z(z, dw) = \frac{g(w)\alpha_z(z, w) dw}{q_z(z)}.
\end{equation}
The kernel $\tilde{Q}_{\text{ex}}$ is reversible with respect to $\tilde{\pi}(d\theta)$, and the kernel $\tilde{Q}_z$ is positive and reversible with respect to $\tilde{\pi}_z(dz)$, where
\begin{equation}
\tilde{\pi}(d\theta) = \frac{\pi(d\theta)q_{\text{ex}}(\theta)}{\pi(\theta)}, \quad \tilde{\pi}_z(dz) = \frac{\pi_z(dz)q_z(z)}{\pi(z)}.
\end{equation}
Moreover, $\tilde{Q}_z$ is uniformly ergodic and if $\pi_z(1/q_z) < \infty$, then $1\{1/q_z, \tilde{Q}_z\} < \infty$.

In addition, if $Q^*$ is ergodic, $h \in L^2_0(\Theta, \pi)$, $1\{h, Q^*\} < \infty$ and $\tilde{Q}^*$ is ergodic, then $h/\tilde{Q}_{\text{ex}} \in L^2_0(\Theta, \tilde{\pi})$, $\pi_z(1/q_z) < \infty$, $1\{h/(\tilde{Q}_{\text{ex}}q_z), \tilde{Q}^*\} < \infty$ and
\begin{equation}
\pi(h^2[1 + 1\{h, Q^*\}] = \pi(q_{\text{ex}})\pi_z(1/q_z)\pi(h^2/q_{\text{ex}})[1 + 1\{h/(\tilde{Q}_{\text{ex}}q_z), \tilde{Q}^*\}].
\end{equation}

The following theorem provides an expression for $1\{h, Q^*\}$ which decouples the contributions of the parameter and the noise components. The proof exploits the relationships between $1\{h, Q_{\text{ex}}\}$ and $1\{h/q_{\text{ex}}, Q_{\text{ex}}\}$ and between $1\{h, Q^*\}$ and $1\{h/(\tilde{Q}_{\text{ex}}q_z), \tilde{Q}^*\}$, as well as the spectral representation (8) of $1\{h/(\tilde{Q}_{\text{ex}}q_z), \tilde{Q}^*\}$. This spectral representation admits a simple structure due to the product form (10) of $Q^*$.

Theorem 1. Let $h \in L^2(\Theta, \pi)$. Assume that $Q_{\text{ex}}, Q^*, \tilde{Q}_{\text{ex}}$ and $\tilde{Q}^*$ are ergodic with $1\{h, Q^*\} < \infty$. Then $1\{h, Q\} \leq 1\{h, Q^*\}$ and $1\{h, Q^*\}$ equals
\begin{equation}
\frac{1 + 1\{h, Q_{\text{ex}}\}}{\pi_z(q_z)} - 1 + \frac{2\{1 + 1\{h, Q_{\text{ex}}\}\}}{1 + 1\{h/q_{\text{ex}}, Q_{\text{ex}}\}} \left\{ \pi_z(1/q_z) - \frac{1}{\pi_z(q_z)} \right\} \sum_{n=0}^{\infty} \phi_n(h/q_{\text{ex}}, \tilde{Q}_{\text{ex}})\phi_n(1/q_z, \tilde{Q}_z).
\end{equation}

Remark 2. If $q(\theta, \theta') = \pi(\theta)$, then $1\{h, Q_{\text{ex}}\} = 1\{h/q_{\text{ex}}, \tilde{Q}_{\text{ex}}\} = 1$ and $\phi_n(h/q_{\text{ex}}, \tilde{Q}_{\text{ex}}) = 0$ for $n \geq 1$. It follows from Theorem 1 that $1\{h, Q^*\} = 2\pi_z(1/q_z) - 1$. This result was established in Lemma 4 of Pitt et al. (2012).

Theorem 1 requires $Q_{\text{ex}}, Q^*, \tilde{Q}_{\text{ex}}$ and $\tilde{Q}^*$ to be ergodic. The following proposition, which generalizes Theorem 2.2 of Roberts & Tweedie (1996), provides sufficient conditions ensuring this.

Proposition 4. Suppose that $\pi(\theta)$ is bounded away from 0 and $\infty$ on compact sets, and that there exist $\delta > 0$ and $\varepsilon > 0$ such that $|\theta - \bar{\theta}| \leq \delta$ implies $q(\theta, \bar{\theta}) \geq \varepsilon$. Then $Q_{\text{ex}}, Q^*, \tilde{Q}_{\text{ex}}$ and $\tilde{Q}^*$ are ergodic.

3.4. Bounds on the relative inefficiency of the pseudo-marginal chain

For any kernel $\Pi$, we define the relative inefficiency $\text{rif}(h, \Pi) = 1\{h, \Pi\}/1\{h, Q_{\text{ex}}\}$, which measures the inefficiency of $\Pi$ compared to that of $Q_{\text{ex}}$. This section provides tractable upper bounds for $\text{rif}(h, Q)$. From Lemma 2, $\text{rif}(h, Q) \leq \text{rif}(h, Q^*)$, but the expression of
Corollary 1. Under the assumptions of Theorem 1, the following hold:

(i) \( \text{RIF}(h, Q) \leq \text{URIF}_1(h) \), where
\[
\text{URIF}_1(h) = \left\{ 1 + \frac{1}{\text{IF}(h, Q_{\text{EX}})} \right\} \left[ \frac{1}{\pi_z(1/Q_z)} + \phi_z \left\{ \frac{1}{\pi_z(1/Q_z)} - \frac{1}{\pi_z(Q_z)} \right\} \right] \\
- \frac{1}{\text{IF}(h, Q_{\text{EX}})};
\]

(ii) if, in addition, \( \text{IF}(h/q_{\text{EX}}, Q_{\text{EX}}) \geq 1 \), then \( \text{RIF}(h, Q) \leq \text{URIF}_2(h) \leq \text{URIF}_1(h) \), where
\[
\text{URIF}_2(h) = \left\{ 1 + \frac{1}{\text{IF}(h, Q_{\text{EX}})} \right\} \pi_z(1/Q_z) - \frac{1}{\text{IF}(h, Q_{\text{EX}})}.
\]

Proposition 3 gives sufficient conditions for the condition \( \text{IF}(h/q_{\text{EX}}, Q_{\text{EX}}) \geq 1 \) of Corollary 1(ii) to hold.

Remark 3. The bounds above are tight in two cases. First, if \( \pi_z(1/Q_z) \to 1 \), then \( \text{RIF}(h, Q) \), \( \text{URIF}_1(h) \), \( \text{URIF}_2(h) \) \to 1. Second, if \( q(\theta, \vartheta) = \pi(\vartheta) \), then \( \text{RIF}(h, Q) = \text{URIF}_2(h) \).

We now provide upper bounds on \( \text{RIF}(h, Q) \) and lower bounds on \( \text{RIF}(h, Q^*) \) in terms of \( \text{IF}(h/q_{\text{EX}}, Q_{\text{EX}}) \).

Corollary 2. Under the assumptions of Theorem 1:

(i) \( \text{RIF}(h, Q) \leq \text{URIF}_3(h) \) where
\[
\text{URIF}_3(h) = \left\{ 1 + \frac{1}{\text{IF}(h/q_{\text{EX}}, Q_{\text{EX}})} \right\} \left[ \frac{1}{\pi_z(Q_z)} + \phi_z \left\{ \frac{1}{\pi_z(1/Q_z)} - \frac{1}{\pi_z(Q_z)} \right\} \right] \\
+ 2\{\pi_z(1/Q_z) - 1/\pi_z(Q_z)\}(1 - \phi_z)/\text{IF}(h/q_{\text{EX}}, Q_{\text{EX}}) - 1/\text{IF}(h/q_{\text{EX}}, Q_{\text{EX}});
\]

(ii) \( \text{RIF}(h, Q) \leq \text{URIF}_4(h) \) where
\[
\text{URIF}_4(h) = \left\{ 1 + \frac{1}{\text{IF}(h/q_{\text{EX}}, Q_{\text{EX}})} \right\} \left[ \pi_z(1/Q_z) - 1/\pi_z(Q_z) \right] \left\{ 1 + \text{IF}(1/Q_z, Q_{\text{EX}}) \right\} \\
+ \frac{1}{\pi_z(Q_z)} + \frac{1}{\text{IF}(h/q_{\text{EX}}, Q_{\text{EX}})} \left\{ \frac{1}{\pi_z(Q_z)} - 1 \right\};
\]

(iii) if \( Q_{\text{EX}} \) is positive, then \( \text{RIF}(h, Q^*) \geq \text{LRIF}_1(h) \) where
\[
\text{LRIF}_1(h) = \frac{1}{\pi_z(Q_z)} + \frac{2}{1 + \text{IF}(h/q_{\text{EX}}, Q_{\text{EX}})} \left\{ \pi_z(1/Q_z) - 1/\pi_z(Q_z) \right\};
\]

(iv) \( \text{RIF}(h, Q^*) \geq \text{LRIF}_2 \) where
\[
\text{LRIF}_2 = 1/\pi_z(Q_z), \tag{12}
\]

and \( \text{RIF}(h, Q^*), \text{URIF}_4(h) \to \text{LRIF}_2 \) as \( \text{IF}(h/q_{\text{EX}}, Q_{\text{EX}}) \to \infty \).
Again, Proposition 3 gives sufficient conditions for \( \hat{Q}_{\text{ex}} \) to be positive. In § 3.5 these bounds are discussed in more detail.

### 3.5. Optimizing the computing time under a Gaussian assumption

This subsection provides quantitative guidelines on how to select the standard deviation \( \sigma \) of the noise density, under the following assumption.

**Assumption 2.** The noise density is \( g^\sigma(z) = \varphi(z; -\sigma^2/2, \sigma^2) \), where \( \varphi(z; a, b^2) \) is a univariate normal density with mean \( a \) and variance \( b^2 \).

Assumption 2 ensures that \( \int \exp(z) g^\sigma(z) \, dz = 1 \), as required by the unbiasedness of the likelihood estimator. Consider a time series \( y_{1:T} = (y_1, \ldots, y_T) \), where the likelihood estimator \( \hat{p}(y_{1:T} | \theta) \) is computed through a particle filter with \( N \) particles. Theorem 1 of Bérard et al. (2014) shows that, under regularity assumptions, the loglikelihood error is distributed according to a normal density with mean \( -\delta \gamma^2/2 \) and variance \( \delta \gamma^2 \) as \( T \to \infty \), for \( N = \delta^{-1} T \). Hence, in this important scenario, the noise distribution satisfies approximately the form specified in Assumption 2 for large \( T \), and the variance is asymptotically inversely proportional to the number of samples. This assumption is also made in Pitt et al. (2012), where it is justified experimentally. Section 4 below provides additional experimental results.

The next result is Lemma 4 in Pitt et al. (2012) and follows from Assumption 2, equation (6) of Proposition 3.

**Corollary 3.** Under Assumption 2, \( \pi_\sigma^\sigma(z) = \varphi(z; \sigma^2/2, \sigma^2) \),

\[
\pi_\sigma^\sigma(1/\varphi_\sigma^\sigma) = \int \frac{\varphi(w; 0, 1)}{1 - \varphi_\sigma^\sigma(w)} \, dw,
\]

where \( \varphi_\sigma^\sigma(w) = \Phi(w + \sigma) - \exp(-w\sigma - \sigma^2/2)\Phi(w) \) and \( \Phi(\cdot) \) is the standard Gaussian cumulative distribution function. Additionally, \( \pi_\sigma^\sigma(\varphi_\sigma^\sigma) = 2\Phi(-\sigma/\sqrt{2}) \).

The terms \( \pi_\sigma^\sigma(1/\varphi_\sigma^\sigma), \varphi_\sigma^\sigma \) and \( \text{IF}(1/\varphi_\sigma^\sigma, \hat{Q}_z) \) appearing in the bounds of Corollaries 1 and 2 do not admit analytical expressions, but they can be computed numerically. We note that \( \pi_\sigma^\sigma(1/\varphi_\sigma^\sigma) \) is finite and thus, by Lemma 3, \( \text{IF}(1/\varphi_\sigma^\sigma, \hat{Q}_z) \) is also finite. Consequently, for specific values of \( \sigma \), \( \text{IF}(h, Q_{\text{ex}}) \) and \( \text{IF}(h/\hat{Q}_{\text{ex}}, \hat{Q}_{\text{ex}}) \), these bounds can be calculated.

We now use these bounds to guide the choice of \( \sigma \). The quantity we aim to minimize is the relative computing time for \( Q \), defined as \( \text{RCT}(h, Q; \sigma) = \text{RIF}(h, Q; \sigma)/\sigma^2 \), because \( 1/\sigma^2 \) is usually approximately proportional to the number of samples \( N \) used to estimate the likelihood and the computational cost at each iteration is typically proportional to \( N \), at least in the particle filter scenario described previously. We define \( \text{RCT}(h, \hat{Q}^*; \sigma) \) similarly. As \( \text{RIF}(h, Q; \sigma) \) is intractable, we instead minimize the upper bounds \( \text{URCT}_i(h; \sigma) = \text{URIF}_i(h; \sigma)/\sigma^2 \) for \( i = 1, \ldots, 4 \). We similarly define the quantities \( \text{LRCT}_1(h; \sigma) = \text{LRIF}_1(h; \sigma)/\sigma^2 \) and \( \text{LRCT}_2(\sigma) = \text{LRIF}_2(\sigma)/\sigma^2 \), which bound \( \text{RCT}(h, Q^*; \sigma) \) from below. Figure 1 plots these bounds, except \( \text{LRCT}_1(h; \sigma) \), for clarity, against \( \sigma \) for different values of \( \text{IF}(h, Q_{\text{ex}}) \) and \( \text{IF}(h/\hat{Q}_{\text{ex}}, \hat{Q}_{\text{ex}}) \). It is clear, however, that \( \text{LRCT}_1(h; \sigma) \) provides a much tighter lower bound than \( \text{LRCT}_2(\sigma) \) for low values of \( \text{IF}(h/\hat{Q}_{\text{ex}}, \hat{Q}_{\text{ex}}) \).
Before discussing how these results guide the selection of $\sigma$, we outline some properties of the bounds. First, as the corresponding inefficiency increases, the upper bounds $URCT_1(h; \sigma)$ displayed in Fig. 1 become flatter as functions of $\sigma$, and the corresponding minimizing argument $\sigma_{opt}$ increases. This flattening effect suggests less sensitivity to the choice of $\sigma$ for the pseudo-marginal algorithm. Second, for given $\sigma$, all the upper bounds are decreasing functions of the corresponding inefficiency, which suggests that the penalty from using the pseudo-marginal algorithm drops as the exact algorithm becomes more inefficient. Third, in the case discussed in Remark 2, where the pseudo-marginal algorithm drops as the exact algorithm becomes more inefficient. Third, in the case discussed in Remark 2, where the solid line corresponds to the perfect proposal, as discussed in Remark 2, we obtain $URCT_2(h; \sigma) = URCT_3(h; \sigma) = RCT(h, Q^*; \sigma) = RCT(h, Q; \sigma)$. Fourth, $URCT_4(h; \sigma)$ agrees with the lower bound $LRCT_2(\sigma)$ as $IF(h, Q_{EX}, \tilde{Q}_{EX}) \rightarrow \infty$, as indicated by Corollary 2(ii). In this case these two bounds, as well as $URCT_1(h; \sigma)$, are sharp for $RCT(h, Q^*; \sigma)$. Fifth, $URCT_2(h; \sigma)$ is sharper than $URCT_1(h; \sigma)$ for $RCT(h, Q^*; \sigma)$, but requires a mild additional assumption.

As the likelihood is intractable, it is necessary to make a judgement on how to choose $\sigma$, because $IF(h, Q_{EX})$ and $IF(h, Q_{EX}, \tilde{Q}_{EX})$ are unknown and cannot be easily estimated. Consider two extreme scenarios. The first is the perfect proposal $q(\theta, \vartheta) = \pi(\vartheta)$; in this case, by Corollary 3 and Remark 2, $RCT(h, Q; \sigma) = (2\pi^2 (1/Q^2) - 1)/\sigma^2$, which we denote by $RCT(h, Q; \sigma)$, is minimized at $\sigma_{opt} = 0.92$. The second scenario involves a very inefficient proposal corresponding to Corollary 2(iv), so that $RCT(h, Q^*; \sigma) = LRCT_2(\sigma)$, which is minimized at $\sigma_{opt} = 1.68$. If we choose $\sigma_{opt} = 1.68$ over $\sigma_{opt} = 0.92$ in the first scenario, then $RCT(h, Q; \sigma)$
rises from 5·36 to 12·73. Conversely, if we choose $\sigma_{\text{opt}} = 0·92$ over $\sigma_{\text{opt}} = 1·68$ in the second scenario, the relative computing time $\text{RCT}(h, Q^*; \sigma)$ rises from 1·51 to 2·29. This suggests that the penalty in choosing the wrong value is much more severe if we incorrectly assume we are in the second scenario than if we incorrectly assume we are in the first scenario. This is because as $\text{IR}(h/\varrho_{\text{EX}}, \hat{Q}_{\text{EX}})$ increases, $\text{RCT}_2(\sigma)$ is very flat relative to $\text{RCT}(h, Q_\pi; \sigma)$ as a function of $\sigma$. In practice, choosing $\sigma_{\text{opt}}$ slightly greater than 1·0 seems sensible. For example, a value of $\sigma = 1·2$ leads to an increase in $\text{RCT}(h, Q_\pi; \sigma)$ from the minimum value of 5·36 to 6·10 and an increase in $\text{LRCT}_2(\sigma)$ from the minimum value of 1·51 to 1·75. In Appendix 2, we compute lower and upper bounds for the minimizing argument of $\text{RCT}(h, Q^*; \sigma)$ for various values of $\text{IR}(h/\varrho_{\text{EX}}, \hat{Q}_{\text{EX}})$.

Some caution should be exercised in interpreting these results, as the lower bounds apply to $\text{RCT}(h, Q^*; \sigma)$ but not, in general, to $\text{RCT}(h, Q; \sigma)$. Similarly, while $\text{URCT}_4(h; \sigma)$ and the lower bounds become exact for $\text{RCT}(h, Q^*; \sigma)$ as $\text{IR}(h/\varrho_{\text{EX}}, \hat{Q}_{\text{EX}}) \to \infty$, they only provide upper bounds for $\text{RCT}(h, Q; \sigma)$. However, there are scenarios in which $\text{RCT}(h, Q^*; \sigma) \approx \text{RCT}(h, Q; \sigma)$. This is the case when the acceptance probability $\alpha_{\text{EX}}$ of $Q_{\text{EX}}$ is close to unity so that $\alpha_{Q^*} \approx \alpha_Q$, which occurs, for instance, when the proposal is reversible with respect to a distribution approximating $\pi$ or when the proposal is a random walk with a very small step size.

The numerical results in this section are based on Assumption 2. However, the bounds on the relative inefficiencies of $Q$ and $Q^*$ presented in Corollaries 1 and 2 can be calculated for any other noise distribution $g(z)$, subject to $\int \exp(z)g(z)\,dz = 1$. For example, one could consider a Laplace distribution with mean $\log(1 - \sigma^2)$ and scale parameter $\sigma/\sqrt{2}$ as in Sherlock et al. (2015). These bounds can in turn be used to construct corresponding bounds on the relative computing times of $Q$ and $Q^*$, provided that an appropriate penalization term can be found to relate the parameterization of the noise distribution to the computational effort of obtaining the likelihood estimator.

3·6. Discussion

We now compare informally the bound $\text{LRIF}_2(\sigma) = 1/[2\Phi(-\sigma/\sqrt{2})]$ in Corollary 2(iv) with the results in Sherlock et al. (2015). These authors make Assumption 1 and also assume that the target factorizes into $d$ independent and identically distributed components and that the proposal is an isotropic Gaussian random walk of jump size $d^{-1/2}$. In the Gaussian noise case, for $h(\theta) = \theta_1$ where $\theta = (\theta_1, \ldots, \theta_d)$, their results and a standard calculation with their diffusion limit suggest that as $d \to \infty$,

$$\frac{\text{IR}(h, Q; \sigma, l)}{\text{IR}(h, Q_{\text{EX}}; l)} = \frac{\text{ARIF}(\sigma, l)}{\text{ARIF}(\sigma, l)} = \frac{J_{\sigma^2=0}(l)}{J_{\sigma^2}(l)} = \frac{\Phi(-l/2)}{\Phi(-2\sigma^2 + l^2)^{1/2}}.$$

where the expression for $J_{\sigma^2}(l)$ is given by equations (3.2) and (3.3) in Sherlock et al. (2015). We observe that $\text{ARIF}(\sigma, l)$ converges to $\text{LRIF}_2(\sigma)$ as $l \to 0$. This is unsurprising. As $d \to \infty$, we conjecture that in this scenario the conditions of Corollary 2(iv) hold; in particular, $\text{IR}(h/\varrho_{\text{EX}}, \hat{Q}_{\text{EX}}) \to \infty$ for any $l > 0$. Therefore, in this case, $\text{IR}(h, Q^*; \sigma, l) \to \text{LRIF}_2(\sigma)$. As $l \to 0$, we have informally that $\varrho_{\text{EX}}(\theta) \to 1$, so it is reasonable to conjecture that $\text{IR}(h, Q; \sigma, l)/\text{IR}(h, Q^*; \sigma, l) \to 1$. If one of these limits holds uniformly, then $\text{ARIF}(\sigma, l) \to \text{LRIF}_2(\sigma)$.

4. Application

4·1. Stochastic volatility model

In this section we describe a multivariate partially observed diffusion model, which was introduced by Chernov et al. (2003) and discussed in Huang & Tauchen (2005). The logarithm of
regularly observed price $P(t)$ evolves according to
\[
\begin{align*}
    d\log P(t) &= \mu_1 \, dt + \sigma(t) \, dB(t), \\
    dv_1(t) &= -k_1(v_1(t) - \mu_1) \, dt + \sigma_1 \, dW_1(t), \\
    dv_2(t) &= -k_2 v_2(t) \, dt + (1 + \beta_{12} v_2(t)) \, dW_2(t),
\end{align*}
\]
with $\sigma(t) = s\text{-exp}([v_1(t) + \beta_2 v_2(t)]/2)$, where the function $s\text{-exp}(\cdot)$ is a spliced exponential function to ensure nonexplosive growth. The leverage parameters corresponding to the volatility paths and the driving processes are specified as
\[
\phi_1 = \text{corr}(B(t), W_1(t)) \quad \text{and} \quad \phi_2 = \text{corr}(B(t), W_2(t)).
\]
The two components for volatility allow for quite sudden changes in the daily returns, $\log P(t)$ for any $s$, which gives returns $Y_s = \log \left( P(t_{s+1}) - P(t_s) \right)$ for $s = 1, \ldots, T$. The distribution of these returns conditional on the volatility paths and the driving processes $W_1(t)$ and $W_2(t)$ can be expressed in closed form as
\[
Y_s \sim N(\mu\Delta + a_1 Z_{1,s} + a_2 Z_{2,s}, b\sigma^2_s),
\]
where
\[
\begin{align*}
    Z_{1,s} &= \int_{\tau_s}^{\tau_{s+1}} \sigma(u) \, dW_1(u), \\
    Z_{2,s} &= \int_{\tau_s}^{\tau_{s+1}} \sigma(u) \, dW_2(u), \\
    \sigma^2_s &= \int_{\tau_s}^{\tau_{s+1}} \sigma^2(u) \, du.
\end{align*}
\]
An Euler scheme is used to approximate the evolution of the volatilities $v_1(t)$ and $v_2(t)$ by placing $M - 1$ latent points between $\tau_s$ and $\tau_{s+1}$. These latent points are evenly spaced in time by $\delta = \Delta / M$. The equation for the Euler evolution, starting at $v_{1,0} = v_{1,1} = \cdots = v_{1,M-1}$ and $v_{2,0} = v_{2,1} = \cdots = v_{2,M-1}$, is
\[
\begin{align*}
    v_{1,m+1} &= v_{1,m} - k_1(v_{1,m} - \mu_1)\,\delta + \sigma_1\sqrt{\delta} u_{1,m}, \\
    v_{2,m+1} &= v_{2,m} - k_2 v_{2,m}\,\delta + (1 + \beta_{12} v_{2,m})\sqrt{\delta} u_{2,m} \quad (m = 0, \ldots, M-1),
\end{align*}
\]
where $u_{1,m} \sim N(0, 1)$ and $u_{2,m} \sim N(0, 1)$. Conditional on these trajectories and the innovations, the distribution of the returns has a closed form, so that $Y_s \sim N(\mu\Delta + a_1 \check{Z}_{1,s} + a_2 \check{Z}_{2,s}, b\check{\sigma}^2_s)$, where $\check{Z}_{1,s}, \check{Z}_{2,s}$ and $\check{\sigma}^2_s$ are the Euler approximations to the corresponding expressions in (13).

4.2. Empirical results for the accuracy of the loglikelihood estimator

We consider $T$ daily returns, $y = (y_1, \ldots, y_T)$, for the S&P 500 index from three different datasets: $T = 40$, 29 April 1983 to 27 June 1983; $T = 300$, 27 April 1982 to 27 June 1983 or $T = 2700$, 7 March 1975 to 7 November 1985. In this subsection we investigate Assumptions 1 and 2 by examining the behaviour of the error of the loglikelihood estimator $Z = \log \hat{p}_N(y \mid \theta) - \log p(y \mid \theta)$ for the nine-dimensional parameter vector $\theta = (k_1, \mu_1, \sigma_1, k_2, \beta_{12}, \beta_2, \mu_2, \phi_1, \phi_2)$ of the stochastic volatility model introduced in the previous subsection. The likelihood is estimated using the bootstrap particle filter with $N$ particles. We select values of $N$ to ensure that, for each dataset, the variance of $Z$ evaluated at $\hat{\theta}$ is approximately unity, where $\hat{\theta}$ is the posterior mean corresponding to a vague prior. We take $\delta = 0.5$ for the Euler scheme.
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Fig. 2. Estimated and theoretical densities for $Z$, in the three cases where $T = 40$ and $N = 4$ (panels (a)-(c)), $T = 300$ and $N = 80$ (panels (d)-(f)), and $T = 2700$ and $N = 700$ (panels (g)-(i)); the kernel density estimates associated with $g_N(z \mid \theta)$ (thin solid) and $\pi_N(z \mid \theta)$ (thin dotted) evaluated at the posterior mean $\bar{\theta}$ are plotted in panels (a), (d) and (g), the estimates evaluated over values from the posterior $\pi(\theta)$ are plotted in panels (b), (e) and (h), while those evaluated over values from $\int \pi(d\theta)q(\theta, \bar{\theta})$ are plotted in panels (c), (f) and (i); the theoretical densities $g^*_Z(z)$ (thick solid) and $\pi^*_Z(z)$ (thick dotted) are overlaid.

Panels (a), (d) and (g) of Fig. 2 display the kernel density estimates corresponding to the density of $Z$ for $\theta = \bar{\theta}$, denoted by $g_N(z \mid \bar{\theta})$, which is obtained by running $S = 6000$ particle filters at this value. As $p(y \mid \bar{\theta})$ is unknown, it is estimated by averaging these estimates. The Metropolis–Hastings algorithm is then used to obtain samples from $\pi_N(z \mid \bar{\theta}) = \exp(z)g_N(z \mid \bar{\theta})$. On each kernel density estimate we overlay the corresponding assumed density, $g^*_Z(z)$ or $\pi^*_Z(z)$, where $\sigma^2$ is the sample variance of $Z$ over the $S$ particle filters. For $T = 40$, there is a discrepancy between the assumed Gaussian densities and the kernel density estimates representing $g_N(z \mid \bar{\theta})$ and $\pi_N(z \mid \bar{\theta})$. In particular, although $g_N(z \mid \bar{\theta})$ is well approximated over most of its support, it is slightly lighter-tailed than the assumed Gaussian density in the right tail and much heavier-tailed in the left tail. This translates into a smaller discrepancy between $g_N(z \mid \theta)$ and $\pi_N(z \mid \theta)$ and a higher acceptance rate for the pseudo-marginal algorithm than the Gaussian assumption suggests. For $T = 300$ and $T = 2700$, the assumed Gaussian densities are very accurate.

We also examine $Z$ when $\theta$ is distributed according to $\pi(\theta)$. We record 200 samples from $\pi(\theta)$, for $T = 40, 300$ and 2700. These samples are obtained using the pseudo-marginal algorithm. We use a multivariate Student-$t$ random walk proposal $q(\theta, \bar{\theta})$ with step size proportional to $T^{-1/2}$ on the parameter components transformed to the real line. For each of these samples, we run the particle filter 300 times in order to estimate the true likelihood at these values. The resulting kernel density estimates, corresponding to the densities $\int \pi(d\theta)g_N(z \mid \theta)$ and $\int \pi(d\theta)\pi_N(z \mid \theta)$, are displayed in panels (b), (e) and (h) of Fig. 2. We similarly examine the density of $Z$ when $\theta$ is distributed according to the marginal proposal density in the stationary regime $\int \pi(d\theta)q(\theta, \bar{\theta})$. Panels (c), (f) and (i) of Fig. 2 show the resulting density estimates. In both scenarios, Assumptions 1 and 2 are problematic for $T = 40$, as $g_N(z \mid \bar{\theta})$ is not close to Gaussian since
the central limit theorem provides a poor approximation. Moreover, since $T$ is small, $\pi(\theta)$ and $\int \pi(d\theta)q(\theta, \theta)$ are relatively diffuse. Consequently, $g_N(z | \bar{\theta})$ is not close to $g_N(z | \theta)$ marginalized over $\pi(\theta)$ or $\int \pi(d\theta)q(\theta, \theta)$. For $T = 300$ and $T = 2700$, the assumed densities $g^\sigma_Z(z)$ and $\pi^\sigma_Z(z)$ are close to the corresponding kernel estimates and Assumptions 1 and 2 appear to capture reasonably well the salient features of the densities associated with $Z$. In particular, the approximation suggested by the central limit theorem becomes very good. Additionally, $\pi(\theta)$ and $\int \pi(d\theta)q(\theta, \theta)$ are sufficiently concentrated to ensure that the variance of $Z$ as a function of $\theta$ exhibits little variability.

### 4.3. Empirical results for the pseudo-marginal algorithm

We examine the behaviour of the pseudo-marginal algorithm when sampling from the posterior density $\pi(\theta)$ with $\delta = 0.05$ and $T = 300$ for various values of $N$. We use the same pseudomarginal algorithm as described in the previous subsection.

The standard deviation $\sigma(\bar{\theta}; N)$ of $\log \hat{p}_N(y | \bar{\theta})$, where $\bar{\theta}$ is the posterior mean, is evaluated by Monte Carlo simulations. For each value of $N$, we compute the inefficiencies, denoted by $\text{IF}$, and the corresponding approximate relative computing times, denoted by $\text{RCT}$, of all parameter components. The quantity $\text{RCT}$ is computed as $\text{IF}/\sigma^2(\bar{\theta}; N)$ divided by the inefficiency of $Q$ when $N = 2000$, the latter being an approximation of the inefficiency of $Q_{\text{EX}}$. The results are very similar for all parameter components and so, for clarity, Fig. 3 shows the average quantities...
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Fig. 3. Performance summary for the pseudo-marginal algorithm applied to the S&P 500 daily returns data for the Huang & Tauchen (2005) two-factor model, with $T = 300$: (a) inefficiencies $\text{IF}$, averaged over the nine parameter components, plotted against $\sigma$; (b) relative computing times $\text{RCT}$, averaged over the nine parameter components, plotted against $\sigma$; (c) marginal acceptance probability $\bar{\pi}(\varrho_Q)$ (crosses) together with the lower bound $2\Phi(-\sigma/\sqrt{2})\pi(\varrho_{EX})$ (squares) plotted against $\sigma$. 

---

(a)   
(b)   
(c)
over the nine components. For most parameters, the optimal value for \( \sigma(\hat{\theta}; N) \) is between 1·2 and 1·5, corresponding to \( N = 40 \) and 60. The results agree with the bound \( \text{urct}_4(h; \sigma) \) in § 3·5. This can be partly explained by the inefficiencies associated with \( \hat{Q} \) for \( N = 2000 \) being large, suggesting that the inefficiencies associated with \( \hat{Q}_\text{ex} \) are large.

As all the bounds in the paper are based on \( Q^* \), it is useful to assess the discrepancy between \( Q \) and \( Q^* \). One approach is to examine the marginal acceptance probability \( \pi(Q_0) \) under \( Q \) against \( \sigma = \sigma(\hat{\theta}, N) \) as \( N \) varies. Using the acceptance criterion (7) of \( Q^* \), we obtain under Assumptions 1 and 2 that \( \pi(Q_0) \geq 2\Phi(-\sigma/\sqrt{2})\pi(Q_\text{ex}) \). If \( Q \) and \( Q^* \) are close in the sense of having similar marginal acceptance probabilities, then we expect \( \pi(Q_0) \) to have a similar shape to its lower bound where \( \pi(Q_\text{ex}) \) is approximated using \( \pi(Q_0) \) with \( N = 2000 \). For this model, the two functions on either side of the inequality, displayed in Fig. 3, are similar.
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APPENDIX 1

Proof of Lemma 2. It is straightforward to establish that \( Q^* \) is \( \pi^* \)-reversible. Moreover, for any \( a, b \geq 0 \), \( \min(1, a) \min(1, b) \leq \min(1, ab) \), so \( \alpha_Q(\{(\theta, z), (\vartheta, w)\}) \leq \alpha_Q(\{(\theta, z), (\vartheta, w)\}) \) for any \( \theta, z, \vartheta \) and \( w \). Hence, Theorem 4 in Tierney (1998), which is a general state-space extension of Peskun (1973), applies and yields the result.

Proof of Theorem 1. Without loss of generality, let \( h \in L_0^2(\Theta, \pi) \). By Theorem 7 of Andrieu & Vihola (2015), \( 1\text{f}(h, Q_\text{ex}) \leq 1\text{f}(h, Q) \), and by Lemma 2, \( 1\text{f}(h, Q) \leq 1\text{f}(h, Q^*) \), where \( 1\text{f}(h, Q^*) < \infty \) by assumption. Hence \( 1\text{f}(h, Q_\text{ex}) < \infty \), and Proposition 2 applied to \( Q_\text{ex} \) yields that \( 1\text{f}(h/Q_\text{ex}, \hat{Q}_\text{ex}) \), \( \pi(h^2/Q_\text{ex}) < \infty \) and

\[
\pi(h^2)(1 + 1\text{f}(h, Q_\text{ex})) = \pi(1\text{f}(h, Q_\text{ex}))(1 + 1\text{f}(h_\text{ex}, \hat{Q}_\text{ex})) \cdot (A1)
\]

Since the assumptions of Lemma 3 are satisfied, we can substitute (A1) into (11) to obtain

\[
1 + 1\text{f}(h, Q^*) = \pi(z(1/Q_\text{ex}))(1 + 1\text{f}(h/Q_\text{ex}, \hat{Q}_\text{ex})) \cdot (A2)
\]

We now provide a spectral representation for \( 1\text{f}(h/Q_\text{ex}, \hat{Q}^*) \). With \( \tilde{\pi} \otimes \tilde{\pi}_z(d\theta, dz) = \pi(d\theta)\tilde{\pi}_z(dz) \),

\[
1\text{f}(h/Q_\text{ex}, \hat{Q}^*) = 1 + 2\sum_{n=1}^{\infty} \left( \frac{Q_\text{ex}^{-1}h}{\pi \otimes \tilde{\pi}_z(Q_\text{ex}^{-2}h^2)} \right)(Q_\text{ex}^{-1}h)_{\hat{Q}^*} \pi(\hat{Q}_\text{ex}^{-2}h^2) \cdot (A3)
\]
and, as $\widetilde{Q}_z$ and $\widetilde{Q}_\text{ex}$ are reversible, the following spectral representations, as in (8), hold:

$$
\phi_n(1/\mathcal{Q}_z, \widetilde{Q}_z) = \frac{(\mathcal{Q}_z^{-1}, (\mathcal{Q}_z)\mathcal{Q}_z^{-1})\widetilde{\pi}_z - (\pi_z(\mathcal{Q}_z^{-1}))^2}{\nabla_\pi_z(\mathcal{Q}_z^{-1})} = \int_{-1}^{1} \lambda^n \widetilde{e}_z(\lambda) \, d\lambda,
$$

$$
\phi_n(h/\mathcal{Q}_\text{ex}, \widetilde{Q}_\text{ex}) = \frac{(\mathcal{Q}_\text{ex}^{-1}h, (\mathcal{Q}_\text{ex})\mathcal{Q}_\text{ex}^{-1}h)\widetilde{\pi}_\text{ex} - (\pi_z(\mathcal{Q}_\text{ex}^{-1}))^2}{\nabla_\pi_{\text{ex}}(\mathcal{Q}_\text{ex}^{-1})} = \int_{-1}^{1} \omega^n \widetilde{e}_{\text{ex}}(\omega) \, d\omega,
$$

where, to simplify notation, we define

$$
\nabla_\pi_z(\mathcal{Q}_z^{-1}) = \pi_z[(\mathcal{Q}_z^{-1} - \pi_z(\mathcal{Q}_z^{-1}))^2], \quad \widetilde{e}_z(\lambda) = e(\mathcal{Q}_z^{-1}, \widetilde{Q}_z)(\lambda), \quad \widetilde{e}_{\text{ex}}(\omega) = e(\mathcal{Q}_\text{ex}^{-1}h, \widetilde{Q}_\text{ex})(\omega).
$$

Using $\pi_z(\mathcal{Q}_z^{-1}) = 1/\pi_z(\mathcal{Q}_z)$, we can rewrite $\text{IF}[h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z]$ in (A3) as

$$
1 + 2\sum_{n=1}^{\infty} \frac{1}{\pi_z(\mathcal{Q}_z^{-2})^2} \left\{ \nabla_\pi_z(\mathcal{Q}_z^{-1}) \int \lambda^n \widetilde{e}_z(\lambda) \, d\lambda + \frac{1}{\pi_z(\mathcal{Q}_z^{-2})^2} \right\} \int \omega^n \widetilde{e}_{\text{ex}}(\omega) \, d\omega
$$

$$
= 1 + 2(1 - \gamma) \int \frac{\omega}{1 - \omega} \widetilde{e}_{\text{ex}}(\omega) + 2\gamma \int \int \frac{\lambda \omega}{1 - \lambda \omega} \widetilde{e}_z(\lambda) \widetilde{e}_{\text{ex}}(\omega) \, d\lambda \, d\omega
$$

$$
= -1 + 2(1 - \gamma) \int \left(1 + \frac{\omega}{1 - \omega}\right) \widetilde{e}_{\text{ex}}(\omega) + 2\gamma \int \int \left(1 + \frac{\omega \lambda}{1 - \lambda \omega}\right) \widetilde{e}_z(\lambda) \widetilde{e}_{\text{ex}}(\omega) \, d\lambda \, d\omega, \quad (A4)
$$

where the second expression is finite since $\int (1 + \omega)/(1 - \omega) \, d\omega = \text{IF}[h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z] < \infty$ and

$$
\gamma = \nabla_\pi_z(\mathcal{Q}_z^{-1})/\pi_z(\mathcal{Q}_z^{-2}) = \{\pi_z(\mathcal{Q}_z^{-1}) - 1/\pi_z(\mathcal{Q}_z)\}/\pi_z(\mathcal{Q}_z^{-1}). \quad (A5)
$$

Upon rearranging (A4), we have

$$
1 + \text{IF}\{h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z\} = \{1 + \text{IF}[h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z]\}(1 - \gamma) + \gamma \beta
$$

$$
= \frac{1 + \text{IF}[h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z]}{\pi_z(\mathcal{Q}_z)\pi_z(\mathcal{Q}_z^{-1})} + \left\{\frac{\pi_z(\mathcal{Q}_z^{-1}) - 1/\pi_z(\mathcal{Q}_z)}{\pi_z(\mathcal{Q}_z^{-1})}\right\} \beta, \quad (A6)
$$

with

$$
\frac{\beta}{2} = \int \int \frac{\widetilde{e}_z(\lambda) \widetilde{e}_{\text{ex}}(\omega)}{1 - \omega \lambda} = \sum_{n=0}^{\infty} \phi_n(1/\mathcal{Q}_\text{ex}, \widetilde{Q}_\text{ex}) \phi_n(1/Q_z, \widetilde{Q}_z). \quad (A7)
$$

By substituting (A6) into (A2) and using that

$$
\text{IF}[h, Q^*] = \frac{1}{1 + \text{IF}[h, Q^*]} \left[1 + \text{IF}[h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z]\right] - 1
$$

$$
= \frac{1 + \text{IF}[h, Q^*]}{1 + \text{IF}[h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z]} \left\{\pi_z(\mathcal{Q}_z^{-1}) - 1/\pi_z(\mathcal{Q}_z)\right\} \beta + \frac{1 + \text{IF}[h, Q^*]}{\pi_z(\mathcal{Q}_z)} - 1, \quad (A8)
$$

we obtain the result.

**Proof of Corollary 1.** Upon dividing (A8) by $\text{IF}[h, Q^*]$, we obtain

$$
\text{RIF}[h, Q^*] = \frac{\pi_z(\mathcal{Q}_z^{-1})[1 + \text{IF}[h, Q^*]]}{\text{IF}[h, Q^*][1 + \text{IF}[h/(\mathcal{Q}_\text{ex}Q_z), \widetilde{Q}_z]]} A - \frac{1}{\text{IF}[h, Q^*]}, \quad (A9)
$$
where $A$ is the quantity in (A6) and can be expressed in terms of $\gamma$, defined in (A5), as

$$A = 1 + \text{IF}(h, Q_{\text{ex}}) - 2\gamma \int \frac{1}{1-\omega} \int \left\{ \frac{1}{1-\omega} - \frac{1}{1-\omega \lambda} \right\} \tilde{e}(d\lambda) \tilde{e}_x(d\omega)$$

$$= 1 + \text{IF}(h, Q_{\text{ex}}) - 2\gamma \int \frac{\omega(1-\lambda)}{(1-\omega)(1-\omega \lambda)} \tilde{e}(d\lambda) \tilde{e}_x(d\omega).$$

Lemma 3 ensures that the kernel $\tilde{Q}_x$ is positive, implying that $\tilde{e}_x([0, 1]) = 1$. Hence,

$$\int \int \left\{ \frac{\omega(1-\lambda)}{(1-\omega)(1-\omega \lambda)} - \frac{\omega(1-\lambda)}{(1-\omega)} \right\} \tilde{e}(d\lambda) \tilde{e}_x(d\omega) = \int \int \frac{\omega^2(1-\lambda) \lambda}{(1-\omega)(1-\omega \lambda)} \tilde{e}(d\lambda) \tilde{e}_x(d\omega) \geq 0.$$

We can now bound $A$ from above as follows:

$$A \leq 1 + \text{IF}(h, Q_{\text{ex}}) - 2\gamma \int \frac{\omega(1-\lambda)}{(1-\omega)} \tilde{e}(d\lambda) \tilde{e}_x(d\omega)$$

$$= 1 + \text{IF}(h, Q_{\text{ex}}) - \gamma \left\{ 1 - \int \lambda \tilde{e}_x(d\lambda) \right\} \int \frac{2\omega}{(1-\omega)} \tilde{e}_x(d\omega)$$

$$= 1 + \text{IF}(h, Q_{\text{ex}}) - \gamma (1-\phi_x) \left\{ \text{IF}(h, Q_{\text{ex}}) - 1 \right\}$$

$$\leq \left\{ 1 + \text{IF}(h, Q_{\text{ex}}) \right\} \left\{ \phi_x + (1-\phi_x)(1-\gamma) \right\} + 2(1-\phi_x)\gamma$$

$$\leq \left\{ 1 + \text{IF}(h, Q_{\text{ex}}) \right\} \left\{ 2(1-\phi_x) - \frac{(1-\phi_x)}{\pi_x(Q_{\text{ex}})} \right\},$$

(A10)

where we have used the identity $\phi_x = \int \lambda \tilde{e}_x(d\lambda)$. The last inequality is established by noting that $\text{IF}(h, Q_{\text{ex}})$ and $\gamma$ are nonnegative. Substituting the expression into (A9) establishes statement (i) of the corollary. By observing that if $\text{IF}(h, Q_{\text{ex}}) \geq 1$, then (A10) is bounded above by

$$\left\{ 1 + \text{IF}(h, Q_{\text{ex}}) \right\} \left\{ \phi_x + (1-\phi_x)(1-\gamma) \right\} + 2(1-\phi_x)\gamma$$

we prove the inequality in (ii).

Proof of Corollary 2. We establish the upper bound $\text{URIF}_3(h)$ in (i) by noting that (A10) implies

$$A \leq \left\{ 1 + \text{IF}(h, Q_{\text{ex}}) \right\} \left\{ \phi_x + (1-\phi_x)(1-\gamma) \right\} + 2(1-\phi_x)\gamma,$$

where $A$ is the quantity in (A6) and $\gamma$ is given by (A5). Upon substituting into (A9), we obtain

$$\text{RIF}(h, Q^*) + \frac{1}{\text{IF}(h, Q_{\text{ex}})} \leq \left\{ 1 + \text{IF}(h, Q_{\text{ex}}) \right\} \left\{ \phi_x \pi_x(Q_{\text{ex}}^{-1}) + \frac{(1-\phi_x)}{\pi_x(Q_{\text{ex}})} \right\}$$

$$+ \frac{2(1-\phi_x)}{\text{IF}(h, Q_{\text{ex}})} \left\{ \pi_x(Q_{\text{ex}}^{-1}) - \frac{1}{\pi_x(Q_{\text{ex}})} \right\},$$

and, after further manipulations, we have

$$\text{RIF}(h, Q^*) \leq \phi_x \pi_x(1/\pi_x) - 1/\pi_x(Q_{\text{ex}})$$

$$+ \frac{1}{\text{IF}(h, Q_{\text{ex}})} \left\{ \phi_x \pi_x(1/\pi_x) - 1/\pi_x(Q_{\text{ex}}) \right\} + \frac{1}{\pi_x(Q_{\text{ex}})} - 1$$

$$+ 2 \frac{\left\{ 1 + \text{IF}(h, Q_{\text{ex}}) \right\}}{1 + \text{IF}(h, Q_{\text{ex}})} \left\{ \pi_x(1/\pi_x) - 1/\pi_x(Q_{\text{ex}}) \right\}(1-\phi_x).$$
as \( \text{IF}(h/Q_{\text{EX}}, \tilde{Q}_{\text{EX}}) \leq \text{IF}(h, Q_{\text{EX}}) \) from Proposition 2.

To establish the upper bound \( \text{URIF}_A(h) \) in (ii), we use that, in the right-hand side of the equality (A9), the term \( \beta \) defined in (A7) and appearing in \( A \) satisfies the inequality

\[
\beta = \int \frac{2}{1 - \lambda \omega} \tilde{e}_x(d \lambda) \tilde{e}_x(d \omega) \leq \int \frac{2}{1 - \lambda} \tilde{e}_x(d \lambda) = 1 + \text{IF}(1/Q_x, \tilde{Q}_x),
\]

where \( \text{IF}(1/Q_x, \tilde{Q}_x) = \int (1 + \lambda)/(1 - \lambda) \tilde{e}_x(d \lambda) < \infty \) by assumption. Therefore, upon substituting into (A9), we obtain

\[
\text{RIF}(h, Q^*) \leq \frac{\pi_x(Q^{-1}_x)}{\text{IF}(h, Q_{\text{EX}})} \left\{ \frac{1}{\pi_x(Q_x)} - 1 \right\} \left\{ 1 + \text{IF}(1/Q_x, \tilde{Q}_x) \right\}
\]

since \( \text{IF}(h/Q_{\text{EX}}, \tilde{Q}_{\text{EX}}) \leq \text{IF}(h, Q_{\text{EX}}) \).

To establish the inequality in (iii), we combine (A6) and (A9) to obtain

\[
\text{RIF}(h, Q^*) = \frac{\pi_x(Q^{-1}_x)}{1 + \text{IF}(h, Q_{\text{EX}})} \gamma \beta + (1 - \gamma) \pi_x(Q^{-1}_x) \left\{ 1 + \text{IF}(h, Q_{\text{EX}}) \right\} - \frac{1}{\text{IF}(h, Q_{\text{EX}})}
\]

The first inequality follows because the identity for \( \beta \) given in (A11) shows that \( \beta \geq 2 \) when \( \tilde{Q}_{\text{EX}} \) is positive. The second inequality follows from \( \text{IF}(h, Q_{\text{EX}}) \geq 0 \).

From (A9), we have that \( \text{RIF}(h, Q^*) \geq \pi_x(Q_x) \), as the second and third terms on the left-hand side of the inequality (A12) are both positive. This establishes the inequality of (iv). We examine the limit of \( \text{RIF}(h, Q^*) \) as \( h/Q_{\text{EX}}, \tilde{Q}_{\text{EX}} \to \infty \), again noting that \( \text{IF}(h/Q_{\text{EX}}, \tilde{Q}_{\text{EX}}) \leq \text{IF}(h, Q_{\text{EX}}) \). Using the inequality for \( \beta \) in (A11) and the fact that \( \text{IF}(1/Q_x, \tilde{Q}_x) < \infty \) by Lemma 3, we obtain the limiting form, as \( \text{IF}(h/Q_{\text{EX}}, \tilde{Q}_{\text{EX}}) \to \infty \), given by (12) for \( \text{RIF}(h, Q^*) \).
Table A1. Sandwiching results for different values of $1/f(h/\varrho_{\text{ex}}, \tilde{Q}_{\text{ex}})$, based on the upper bounds for $\text{URCT}_3(h; \sigma^*; \sigma)$ given by $\text{URCT}_3(h; \sigma)$ and $\text{URCT}_4(h; \sigma)$ and on the lower bound $\text{LRCT}_1(h; \sigma)$.

| $f(h/\varrho_{\text{ex}}, \tilde{Q}_{\text{ex}})$ | 1   | 10  | 25  | 100 | 1000 |
|---------------------------------|-----|-----|-----|-----|------|
| $\text{LRCT}_1(h; \sigma^*; \sigma_{\text{opt}})$ | (3.201, 5.327) | (2.020, 2.256) | (1.773, 1.876) | (1.595, 1.625) | (1.518, 1.522) |
| $\sigma_{\text{opt}}$          | (0.548, 1.572) | (1.018, 1.598) | (1.205, 1.658) | (1.421, 1.730) | (1.607, 1.730) |

**APPENDIX 2**

We exploit the two upper bounds $\text{URCT}_3(h; \sigma)$ and $\text{URCT}_4(h; \sigma)$, together with the lower bound $\text{LRCT}_1(h; \sigma)$, in order to find an interval where the optimal value $\sigma_{\text{opt}}$ for $\text{RCT}(h, Q^*; \sigma)$ lies. We consider how this interval varies as $1/f(h/\varrho_{\text{ex}}, \tilde{Q}_{\text{ex}})$ increases. To do this, we compute the interval where $\text{LRCT}_1(h; \sigma)$ lies below the minimum of $\inf_{\sigma} \text{URCT}_3(h; \sigma)$ and $\inf_{\sigma} \text{URCT}_4(h; \sigma)$. Table A1 displays this interval together with the minimum of the two upper bounds and the minimum of the lower bound. It is straightforward to see that $\sigma_{\text{opt}}$ is contained in this interval and $\text{RCT}(h, Q^*; \sigma_{\text{opt}})$ is contained in the corresponding interval in Table A1. It is apparent that the intervals tighten as $1/f(h/\varrho_{\text{ex}}, \tilde{Q}_{\text{ex}})$ increases. Similarly, the endpoints of the interval containing $\text{RCT}(h, Q^*; \sigma_{\text{opt}})$ both decrease, whereas the lower endpoint of the interval containing $\sigma_{\text{opt}}$ increases. A degree of caution should be exercised, however, as this argument applies to $Q^*$ rather than $Q$.
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