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Abstract

We present a simple deterministic distributed \((2 + \epsilon)\)-approximation algorithm for minimum weight vertex cover, which completes in \(O(\log \Delta/\epsilon \log \log \Delta)\) rounds, where \(\Delta\) is the maximum degree in the graph, for any \(\epsilon > 0\) which is at most \(O(1)\). For a constant \(\epsilon\), this implies a constant approximation in \(O(\log \Delta/\log \log \Delta)\) rounds, which contradicts the lower bound of [KMW10].
1 Introduction

We present a simple deterministic distributed \((2 + \epsilon)\)-approximation algorithm for minimum weight vertex cover (MWVC), which completes in \(O(\log \Delta/\epsilon \log \log \Delta)\) rounds, where \(\Delta\) is the maximum degree in the graph, for any \(\epsilon > 0\) which is at most \(O(1)\), and in particular \(o(1)\). If \(\Delta \leq 16\) then our algorithm simply requires \(O(1/\epsilon)\) rounds. Our algorithm adapts the local ratio technique [BYE85] to the distributed setting in a novel simple manner. Roughly speaking, in the simplest form of this technique, one repeatedly reduces the same amount of weight from both endpoints of an arbitrary edge, while not going below zero for any vertex. Terminating this process at the time in which for every edge there is at least one endpoint with no remaining weight, gives that the set of vertices with no remaining weight is a 2-approximation for MWVC. This can be extended to produce a \((2 + \epsilon)\)-approximation if instead the process terminates at the time in which for every edge there is at least one endpoint with a remaining weight of at most an \(\epsilon'\) fraction of its initial weight, where \(\epsilon' = \epsilon/(\epsilon + 2)\).

The challenge in translating this framework to the distributed setting is that the weights we can reduce from endpoints of neighboring edges must depend on each other. This is because we need to make sure that no weight goes below zero. However, as common to computing in this setting, we cannot afford long chains of dependencies, as these directly translate to a large number of communication rounds. Our key method is to divide the weight of a vertex into two parts, a vault from which it initiates requests for weight reductions with its neighbors, and a bank from which it reduces weight in response to requests from its neighbors. Carefully balancing these two reciprocal weight reductions at each vertex gives the claimed \((2 + \epsilon)\) approximation factor and \(O(\log \Delta/\epsilon \log \log \Delta)\) time complexity.

In fact, in our distributed algorithm, each vertex \(v\) with degree \(d(v)\) completes in \(O(1/\epsilon)\) rounds if \(d(v) \leq 16\), and in \(O(\log d(v)/\epsilon \log \log d(v))\) rounds otherwise (and requires no knowledge of \(n\) or \(\Delta\)). The algorithm also works in anonymous networks, i.e., no IDs are required. Moreover, the vertices are not required to start at the same round: as long as each vertex starts no later than after the first message has been sent to it, then each vertex completes within \(O(\log d(v)/\epsilon \log \log d(v))\) rounds after it starts (or in \(O(1/\epsilon)\) rounds if \(d(v) \leq 16\)). Finally, provided that the weights of all vertices as well as the ratio between the maximal and minimal weights fit in \(O(\log n)\) bits, our algorithm can be modified to work in the CONGEST model.

For any constant \(\epsilon\), our algorithm provides a constant approximation in \(O(\log \Delta/\log \log \Delta)\) rounds. Apart from improving upon the previous best known complexity for distributed \((2 + \epsilon)\)-approximation algorithm for minimum weight vertex cover and providing a new way of adapting the sequential local ratio technique to the distributed setting, our algorithm has the consequence of contradicting the lower bound of [KMW10]. The latter states that a constant approximation algorithm requires \(\Omega(\log \Delta)\) rounds. Its refutation implies that the current lower bound is \(\Omega(\log \Delta/\log \log \Delta)\) from [KMW04], which means that our algorithm is tight.

In Section 5 we pinpoint the flaw in the lower bound of [KMW10]. This also includes refuting the second result of [KMW10], which is a lower bound in terms of \(n\), of \(\Omega(\sqrt{\log n})\) rounds for a constant approximation algorithm. Roughly speaking, we claim that the statement of the main theorem is only correct for some smaller range of parameters than claimed, and hence, in particular, one cannot apply it for a number of rounds that is \(\Theta(\log \Delta)\) or \(\Theta(\sqrt{\log n})\). We emphasize that, as far as we are aware, this bug does not occur in the previous version of the lower bound [KMW04], implying that the current lower bounds are \(\Omega(\sqrt{\log n/\log \log n})\) in terms of \(n\), and \(\Omega(\log \Delta/\log \log \Delta)\) in terms of \(\Delta\).
Related Work:  Minimum vertex cover is known to be one of Karp’s 21 NP-hard problems [Kar72]. For the unweighted case, a simple polynomial-time 2-approximation algorithm is obtained by taking the endpoints of a greedy maximal matching (see, e.g., [CLRS09, GJ79]). For the weighted case, the first polynomial-time 2-approximation algorithm was given in [NJ75] and observed by [Hoc82]. The first linear-time 2-approximation algorithm is due to [BE81] using the primal-dual framework, and [BYE85] gives a linear-time 2-approximation local-ratio algorithm. Conditioned on the unique games conjecture, minimum vertex cover does not have a $(2 - \epsilon)$-polynomial-time approximation algorithm [KR08].

In the distributed setting, an excellent summary of approximation algorithms is given in [AS10], which we overview in what follows. For the unweighted case, it is known how to find a 2-approximation in $O(n)$ rounds [HKP01] and in $O(\Delta + \log^* n)$ rounds [PR01]. With no dependence on $n$, [AFP+09] give a $O(\Delta^2)$-round 2-approximation algorithm, and [PS09] give an $O(\Delta)$-round 3-approximation algorithm. The maximal matching algorithm of [BEP03] gives a 2-approximation for vertex cover in $O(\log \Delta + (\log \log n)^4)$ rounds. This can be made into a $(2 + \frac{1}{\log \Delta})$-approximation within $O(\log \Delta)$ rounds [Pet16].

For the weighted case, [GKP08, KY09] give randomized 2-approximation algorithms in $O(\log n)$ rounds. In [PR01], a 2-approximation algorithm which requires $O(\Delta + \log^* n)$ rounds, and in [KVY94], a $(2 + \epsilon)$-approximation algorithm is given, requiring $O(\log \epsilon^{-1} \log n)$ rounds. With no dependence on $n$, [KMW06] give a $(2 + \epsilon)$-approximation algorithm in $O(\epsilon^{-4} \log \Delta)$, [AFP+09] give a 2-approximation algorithm in $O(1)$ rounds for $\Delta \leq 3$, and [AS10] give a 2-approximation algorithm in $O(\Delta + \log^* W)$ rounds, where $W$ is the maximal weight.

2 A local ratio template for approximating MWVC

In this section we provide the template for using the local-ratio technique for obtaining a $(2 + \epsilon)$-approximation for MWVC. This template does not assume any specific computation model and only describes the paradigm and correctness. It can be proven either using the primal-dual framework [BE81], or the local-ratio framework [Bar00], which are known to be equivalent [BR05]. A similar idea, though in the primal-dual framework, was given in [KVY94] which obtained a $(2 + \epsilon)$-approximation in $O(\Delta + \log^* \Delta)$-rounds. This can be made into a $(2 + \frac{1}{\log \Delta})$-approximation within $O(\log \Delta)$ rounds [Pet16].

We assume a given weighted graph $G = (V, w, E)$, where $w : V \rightarrow \mathbb{R}^+$ is an assignment of weights for the vertices. Let $\delta : E \rightarrow \mathbb{R}^+$ be a function that assigns weights to edges. We say that $\delta$ is $G$-valid if for every $v \in V$, $\sum_{e \in \delta} \delta(e) \leq w(v)$, i.e., the sum of weights of edges that touch a vertex is at most the weight of that vertex in $G$.

Fix any $G$-valid function $\delta$. Define $\bar{w}_\delta : V \rightarrow \mathbb{R}^+$ by $\bar{w}_\delta(v) = \sum_{e \in \delta} \delta(e)$, and let $w'_\delta : V \rightarrow \mathbb{R}^+$ be such that $w'_\delta(v) = w(v) - \bar{w}_\delta(v)$. Since $\delta$ is $G$-valid, it holds that $w'_\delta(v) \geq 0$ for every $v \in V$.

Let $S_\delta = \{ v \in V \mid w'_\delta(v) \leq \epsilon' w(v) \}$, where $\epsilon' = \epsilon/(2 + \epsilon)$. The following theorem states that if $S_\delta$ is a vertex cover, then it is a $(2 + \epsilon)$-approximation for MWVC.

**Theorem 2.1.** Fix $\epsilon > 0$ and let $\delta$ be a $G$-valid function. Let $OPT$ be the sum of weights of vertices in a minimum weight vertex cover $S_{OPT}$ of $G$. Then $\sum_{v \in S_\delta} w(v) \leq (2 + \epsilon)OPT$. In particular, if $S_\delta$ is a vertex cover then it is a $(2 + \epsilon)$-approximation for MWVC for $G$. 
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Proof. For every $v \in V$ we have that $w'_\delta(v) = w(v) - \bar{w}_\delta(v)$, which implies that $w(v) = w'_\delta(v) + \bar{w}_\delta(v)$. For every $v \in S_\delta$ it holds that $w'_\delta(v) \leq \epsilon'w(v)$, and therefore $w(v) \leq \epsilon'w(v) + \bar{w}_\delta(v)$. Put otherwise, for every $v \in S_\delta$ we have $w(v) \leq (1/(1-\epsilon'))\bar{w}_\delta(v)$. This gives:

$$\sum_{v \in S_\delta} w(v) \leq \frac{1}{(1-\epsilon')} \sum_{v \in S_\delta} \bar{w}_\delta(v)$$

$$\leq \frac{1}{(1-\epsilon')} \sum_{v \in S_\delta, e : v \in e} \delta(e)$$

$$\leq \frac{1}{(1-\epsilon')} \sum_{e \in E} \delta(e)$$

$$\leq \frac{1}{(1-\epsilon')} \cdot 2\sum_{e \in E} \delta(e).$$

The above is at most $(2/(1 - \epsilon'))OPT$ because $OPT \geq \sum_{e \in E} \delta(e)$. To see why $OPT \geq \sum_{e \in E} \delta(e)$, associate each edge $e$ with its endpoint $v_e$ in $S_{OPT}$ (choose an arbitrary endpoint if both are in $S_{OPT}$). The weight $w(v)$ of each $v \in S_{OPT}$ is at least $\sum_{e : v_e = v} \delta(e)$, because it is at least $\sum_{e : v_e = v} \delta(e)$. Hence, $OPT = \sum_{v \in S_{OPT}} w(v) \geq \sum_{v \in S_{OPT}} \sum_{e : v_e = v} \delta(e) = \sum_{e \in E} \delta(e)$. Hence the sum of weights in $S_\delta$ is at most a factor $2/(1 - \epsilon')$ larger than $OPT$. Since $\epsilon' = \epsilon/(2 + \epsilon)$, we have that

$$2/(1 - \epsilon') = (2 - 2\epsilon' + 2\epsilon')/(1 - \epsilon') = 2(1 + \epsilon'/(1 - \epsilon')) = 2 + \epsilon,$$

which completes the proof.

In the next section, we show how to implement efficiently in a distributed setting an algorithm that finds a function $\delta$ that is $G$-valid, for which the set $S_\delta$ is a vertex cover. This immediately gives a distributed $(2 + \epsilon)$-approximation for MWVC.

### 3 A fast distributed implementation

Our goal in this section is to find a $G$-valid function $\delta$ such that $S_\delta$ is a vertex cover. Since every vertex knows whether it is in $S_\delta$, this immediately gives a distributed $(2 + \epsilon)$-approximation algorithm for MWVC. Our algorithm is deterministic and requires for every vertex $v$ only $O(\log d(v)/\epsilon' \log \log d(v))$ rounds, where $d(v)$ is the degree of $v$ in $G$, or $O(1/\epsilon')$ if $d(v) \leq 16$. Here $\epsilon' = \epsilon/(2 + \epsilon)$ where $\epsilon = O(1)$, which means that $\epsilon' = \Theta(\epsilon)$. For clarity of presentation, in this section we describe an implementation for the LOCAL model. In Section 4 we show how this can be easily be adapted to the CONGEST model in which the message size is limited to $O(\log n)$ bits, provided that the initial weights of the vertices and the ratio between the maximal and minimal weights can be expressed by $O(\log n)$ bits.

In our algorithm, each vertex converges to agreeing with each of its neighbors on a function $\delta$ that is $G$-valid, by iterating the process of decreasing the weight of neighbors by the same amount, until either its weight is below a small fraction of its original weight or it has no more neighbors in the graph induced by the vertices that remain so far. This would imply that the set of vertices whose weight decreased below the above threshold is a vertex cover, and by Theorem 2.1 its weight is a $(2 + \epsilon)$-approximation to the weight of a minimal vertex cover.

**Overview of Algorithm** The algorithm consists of iterations, each of which has a constant number of communication rounds. Each vertex $v$ splits its current weight $w_i(v)$ into two amounts. The first amount is $\text{vault}(v)$, which is equal to its threshold $\epsilon'w_0(v)$, and the second amount is
$\text{bank}(v)$, which contains the rest of the weight $w_i(v) - \text{vault}(v)$. Notice that $\epsilon' < 1$ because $\epsilon' = \epsilon/(2 + \epsilon)$ and therefore these amounts are well-defined.

In each iteration, vertex $v$ sends a $\text{request}_i(v, u)$ request to its neighbor $u$, which is the amount in its $\text{vault}(v)$ divided by the current number of neighbors of $v$. This guarantees that any weight decrease that results for $v$ from this part does not exceed its total remaining weight. The second amount is used to respond to $\text{request}_i(u, v)$ requests from its neighbors. The vertex $v$ processes these requests one by one in any arbitrary order, and responds with the amount $\text{budget}_i(v, u)$ which is the largest amount by which $v$ can currently decrease its weight, and no more than the request $\text{request}_i(u, v)$. This amount is decreased from $\text{bank}(v)$, and hence it is also guaranteed that decreasing this amount does not exceed the total remaining weight.

Once the weight of $v$ reaches its threshold, $v$ completes its algorithm, returning $\text{InCover}$ after notifying its neighbors of this fact. If the weight is still above the threshold then $v$ only removes its edges to neighbors that notified they are returning $\text{InCover}$, and hence the set of all such vertices is a vertex cover, and by Theorem 2.3 its weight is a $(2 + \epsilon)$-approximation to the weight of a minimal vertex cover. The analysis of the number of rounds is based on the observation that for each of the neighbors $u$ of $v$, either it decreases its weight by responding to $\text{request}_i(v, u)$ with the entire amount and thereby contributes to decreasing the weight of $v$ by this amount, or it does not have the required budget in its $\text{bank}(u)$, in which case it contributes to decreasing the number of neighbors of $v$ by 1.

We proceed by the full pseudocode, followed by an explicit analysis.

\textbf{Theorem 3.1.} For every $\epsilon = O(1)$, Algorithm 3 is a deterministic distributed $(2 + \epsilon)$-approximation algorithm for MWVC in which each vertex $v$ with degree $d(v)$ completes in $O(1/\epsilon)$ rounds if $d(v) \leq 16$, and in $O(\log d(v)/\epsilon \log \log d(v))$ rounds otherwise.

We split the proof into two parts, showing correctness and complexity separately. We begin by showing correctness in the following lemma. Essentially, we show that the algorithm finds a function $\delta$ that is $G$-valid and for which $S_\delta$ is a vertex cover.

\textbf{Lemma 3.2.} Algorithm 3 is a deterministic distributed $(2 + \epsilon)$-approximation algorithm for MWVC.

\textbf{Proof.} We first show that Algorithm 3 is a $(2 + \epsilon)$-approximation algorithm for MWVC. That is, we claim that the set $C = \{v \in V \mid v$ outputs $\text{InCover}\}$ is a vertex cover, and that $\sum_{v \in C} w(v) \leq (2 + \epsilon)OPT$, where $OPT = \sum_{v \in S_{OPT}} w(v)$ for some optimal vertex cover $S_{OPT}$. For this, we show that the sum of amounts deducted by neighbors can be used to define a $G$-valid function over the edges. This will be exactly the function according to which the vertices decide whether to output $\text{InCover}$ or $\text{NotInCover}$.

For every $e = \{v, u\} \in E$ and every $i = 0, 1, \ldots$, let $\delta_i(e) = \text{budget}_i(u, v) + \text{budget}_i(v, u)$. Let $\delta(e) = \sum_{i=0,1,\ldots} \delta_i(e)$. We claim that $\delta$ is $G$-valid, i.e., for every vertex $v$ it holds that $\sum_{e \ni v} \delta(e) \leq w(v)$. Let $j$ be the value of $i$ when $v$ returns, that is, $v$ participates in iterations $i = 0, \ldots, j - 1$. For each iteration $i = 0, \ldots, j - 1$ it holds that

$$\sum_{u_k \in N_i(v)} \text{budget}_i(u_k, v) \leq \sum_{u_k \in N_i(v)} \text{vault}(v)/d_i(v) = \text{vault}(v),$$

where $N_i(v) = \{u_1, \ldots, u_{d_i(v)}\}$ is the set of neighbors of $v$ at the beginning of iteration $i$. Further, since for $u_k \in N_i(v)$, $\text{budget}_i(v, u_k) = \min\{\text{request}_i(u_k, v), \text{bank}(v) - \sum_{i=1}^{k-1} \text{budget}_i(v, u_i)\}$, we have
\begin{algorithm}
\textbf{Algorithm 1:} A distributed \((2 + \epsilon)\)-approximation algorithm for MWVC, code for vertex \(v\).

1. \(w_0(v) = w(v)\)
2. \(d_0(v) = d(v)\)
3. \(N_0(v) = N(v)\)
4. \(i = 0\)
5. \(v\text{ault}(v) = \epsilon'w_0(v)\)
6. \textbf{while} true \textbf{do}
7. \hspace{1em} bank\((v) = w_i(v) - \text{vault}(v)\)
8. \hspace{1em} \(w_{i+1}(v) = w_i(v)\)
9. \hspace{1em} \(N_{i+1}(v) = N_i(v)\)
10. \hspace{1em} \textbf{foreach} \(u \in N_i(v) \textbf{ do}
11. \hspace{2em} request_i(v, u) = \text{vault}(v)/d_i(v)\)
12. \hspace{2em} Send request_i(v, u) to \(u\)
13. \hspace{2em} Let \(\text{budget}_i(u, v)\) be the response from \(u\)
14. \hspace{2em} \(w_{i+1}(v) = w_{i+1}(v) - \text{budget}_i(u, v)\)
15. \hspace{2em} \textbf{if} \(\text{budget}_i(u, v) < request_i(v, u) \textbf{ then}
16. \hspace{3em} N_{i+1}(v) = N_{i+1}(v) \setminus \{u\}\)
17. \hspace{1em} \textbf{end if}\)
18. \textbf{end foreach}\)
19. \(u_1 \ldots u_{d_i(v)}\) be an order of \(N_i(v)\)
20. \textbf{foreach} \(k = 1, \ldots, d_i(v) \textbf{ do}
21. \hspace{1em} Let request_i(u_k, v) be received from \(u_k \in N_i(v)\)
22. \hspace{1em} \(\text{budget}_i(v, u_k) = \min\{\text{request}_i(u_k, v), \text{bank}(v) - \sum_{t=1}^{k-1} \text{budget}_i(v, u_t)\}\)
23. \hspace{1em} Send \(\text{budget}_i(v, u_k)\) to \(u_k\)
24. \hspace{1em} bank\((v) = \text{bank}(v) - \sum_{k=1}^{d_i(v)} \text{budget}_i(v, u_k)\)
25. \hspace{1em} \(w_{i+1}(v) = w_{i+1}(v) - \sum_{k=1}^{d_i(v)} \text{budget}_i(v, u_k)\)
26. \hspace{1em} \(d_i(v) = |N_{i+1}(v)|\)
27. \hspace{1em} \(i = i + 1\)
28. \hspace{1em} \textbf{if} \(w_i(v) \leq \epsilon'w_0(v) \textbf{ then}
29. \hspace{2em} Send \((v, \text{cover})\) to all neighbors
30. \hspace{2em} Return \text{InCover}\)
31. \hspace{1em} \textbf{else if} \(d_i(v) = 0 \textbf{ then}
32. \hspace{2em} \text{Return \text{NotInCover}}\)
33. \hspace{1em} \textbf{end if}\)
34. \textbf{end foreach}\)
\end{algorithm}

that
\[
\sum_{u_k \in N_i(v)} \text{budget}_i(v, u_k) \leq \text{bank}(v).
\]

Since \(\text{bank}(v) = w_i(v) - \text{vault}(v)\) it holds that \(\sum_{e = \{v, u_k\} : u_k \in N_i(v)} \delta_i(e) \leq w_i(v)\). Since \(w_{i+1}(v) = w_i(v) - \sum_{e \in E} (\text{budget}_i(u, v) + \text{budget}_i(v, u))\), we have that \(w_{i+1}(v) = w_i(v) - \sum_{e \in E} \delta_i(e) \geq 0\). This gives that \(w(v) = \sum_{i=0}^{j-1} (w_i(v) - w_{i+1}(v)) + w_j(v) = \sum_{i=0}^{j-1} \sum_{e \in \mathcal{E}} \delta_i(e) + w_j(v) \geq 0\), and hence
This proves that $\delta$ is $G$-valid, which gives that for $C = \{v \in V \mid v$ outputs InCover$\}$ it holds that $\sum_{v \in C} w(v) \leq (2 + \epsilon)OPT$, where $OPT = \sum_{v \in S_{OPT}} w(v)$ for some optimal vertex cover $S_{OPT}$, by Theorem 2.1. This is because a vertex $v$ outputs InCover at the end of iteration $i = j - 1$ if and only if $w_j(v) \leq \epsilon'w_0(v)$. It remains to show that $C$ is a vertex cover. To see why, consider an edge $e = \{v, u\} \in E$. We claim that if $u, v$ have both returned by the end of iteration $i$, then at least one of them is in $C$. This is because otherwise $d_{i+1}(v), d_{i+1}(u) \geq 1$, which implies that both have not returned yet. This completes the proof that $C$ is indeed a $(2 + \epsilon)$-approximation for MWVC. 

It remains to bound the number of rounds. We do so in the following lemma, in which we show that in each iteration either enough weight is reduced or enough neighbors enter the vertex cover.

**Lemma 3.3.** In Algorithm[4], each vertex $v$ with degree $d(v)$ completes in $O(1/\epsilon)$ rounds if $d(v) \leq 16$, and in $O(\log d(v)/\epsilon \log \log d(v))$ rounds otherwise.

**Proof.** Let $K_v > 1$ be a parameter to be chosen later. Let $i$ be an iteration at the beginning of which a vertex $v \in V$ has not yet returned. We claim that either $d_{i+1}(v) \leq d_i(v)/K_v$ or $w_{i+1}(v) \leq w_i(v) - \epsilon'w_0(v)/K_v$. To see why, suppose $d_{i+1}(v) > d_i(v)/K_v$. This means that for at least $\lceil d_i(v)/K_v \rceil$ vertices $u \in N_i(v)$, it holds that $budget_i(u, v) = request_i(v, u)$, and hence

$$w_{i+1}(v) \leq w_i(v) - \left\lceil \frac{d_i(v)}{K_v} \right\rceil \cdot \frac{\text{vault}(v)}{d_i(v)}$$

$$\leq w_i(v) - \frac{d_i(v)}{K_v} \cdot \frac{\epsilon'w_0(v)}{d_i(v)}$$

$$\leq w_i(v) - \frac{\epsilon'w_0(v)}{K_v}.$$

Next, we claim that $v$ returns after at most $K_v/\epsilon' + \log d(v)/\log K_v$ iterations of the algorithm. This is because at most $\log_{K_v} d(v) = \log d(v)/\log K_v$ of the iterations $i$ can be such that $d_{i+1}(v) \leq d_i(v)/K_v$ (since $v$ returns when $d_i(v) = 0$), and at most $K_v/\epsilon'$ iterations $i$ can be such that $w_{i+1}(v) \leq w_i(v) - \epsilon'w_0(v)/K_v$ (since $v$ returns when $w_i(v) \leq \epsilon'w_0(v)$).

Finally, we set $K_v$ as follows. If $d(v) \leq 16$ we set $K_v = d(v) + 1$. This guarantees $K_v > 1$ (an isolated vertex simply outputs NotInCover) and gives $O(1/\epsilon)$ rounds for $v$ to complete.

Otherwise, we set $K_v = \log d(v)/\log \log d(v)$. Since $d(v) > 16$, it holds that $K_v$ is well defined (as $\log d(v) > 1$) and that $K_v > 1$. It also holds that $\log K_v > 1$ which is used in what follows.

This gives that vertex $v$ returns after at most $j$ iterations, where

$$j \leq \frac{K_v/\epsilon' + \log d(v)/\log K_v}{\log d(v)}$$

$$= \frac{\log d(v)}{\epsilon' \log \log d(v)} + \frac{\log d(v)}{\log K_v}$$

$$= \frac{\log d(v)}{\epsilon' \log \log d(v)} + \frac{\log d(v)}{\log (\log d(v)/\log \log d(v))}$$

$$= \frac{\log d(v)}{\epsilon' \log \log d(v)} + \frac{\log d(v)}{\log \log d(v) - \log \log d(v)}$$

$$\leq O \left( \frac{\log d(v)}{\epsilon \log \log d(v)} \right),$$

where the last inequality follows because $\epsilon' = \epsilon/(2 + \epsilon)$ (and since $\epsilon$ is at most $O(1)$ and so $\epsilon' = \Theta(\epsilon)$) and $\log d(v)$ dominates $\log \log d(v)$, completing the proof. 

\[\square\]
4 Adaptation to the CONGEST model

Our algorithm is described for the LOCAL model, but can be easily adapted to the CONGEST model in which the message size is limited to $O(\log n)$ bits, provided that the initial weights of the vertices and the ratio between the maximal and minimal weights can be expressed by $O(\log n)$ bits. In order to accommodate $O(\log n)$-bit messages, we slightly modify the messages that are sent as follows. First, in an initial round, each vertex $v$ sends $w_0(v)$ to all of its neighbors. Then, instead of sending $\text{request}_i(v, u)$ to neighbor $u$ in some iteration $i$, vertex $v$ only needs to send $d_i(v)$ to its neighbor $u$ and $u$ can locally compute $\text{request}_i(v, u) = \text{vault}(v)/d_i(v)$ since all vertices know the value of $\epsilon$ as part of their algorithm.

Second, we need to handle the messages of type $\text{budget}_i(v, u)$. In general, this amount can be an arbitrary fraction which might not fit in $O(\log n)$ bits. However, we notice that we can avoid sending this explicit amount. To do this, we slightly modify $\text{vault}(v)$ to be $\epsilon' w_0(v)/2$. Then, upon receiving a $\text{request}_i(u, v)$ message, if $\text{budget}_i(v, u) = \text{request}_i(u, v)$ then vertex $v$ replies with a predefined message $\text{accept}$, and otherwise, $v$ responds with the maximal integer $t$ such that $t\epsilon' w_0(v)/2 \leq \text{budget}_i(v, u)$. The amount $t\epsilon' w_0(v)/2$ can be locally computed by $u$, and $u$ can infer that $v$ returns $\text{InCover}$. This is because the remainder of weight in vertex $v$ will be another value of at most $\epsilon' w_0(v)/2$ on top of the at most $\epsilon' w_0(v)/2$ value which might remain in $\text{vault}(v)$, summing to no more than $\epsilon' w_0(v)$, as needed.

5 Discussion of [KMW10]

The main result of [KMW10] is Theorem 9, which states the following:

**Theorem 9 from [KMW10].** For every constant $\epsilon > 0$, there are graphs $G$, such that in $k$ communication rounds, every distributed algorithm for the minimum vertex cover problem on $G$ has approximation ratios at least

$$\Omega \left( n^{\frac{1/4 - \epsilon}{k^2}} \right) \quad \text{and} \quad \Omega \left( \Delta^{\frac{1 - \epsilon}{k+1}} \right),$$

where $n$ and $\Delta$ denote the number of nodes and the highest degree in $G$, respectively.

The argument in [KMW10] is that in order for the above approximation factors to be constant, the number of rounds, $k$, has to be $\Omega(\sqrt{\log n})$ and $\Omega(\log \Delta)$, respectively.

However, we argue that the above lower bounds only hold under the conditions that $k = O((\log n)^{1/3})$ and $k = O(\sqrt{\log \Delta})$, respectively. This means that they cannot be applied to $k = \Theta(\sqrt{\log n})$ or $k = \Theta(\log \Delta)$, and therefore do not imply the claimed bounds for constant approximation factors.

To justify our claim, we elaborate upon the proof of the theorem. Previous lemmas in the paper\footnote{We refer the reader to [KMW10] for exact details.} show that the approximation factor of any $k$-round algorithm is $\Omega(\delta)$, where $\delta$ satisfies the following...
two constraints. First, it holds that \( n \leq 2^{2k^3+4k}\delta^{4k^2} \) and second, it holds that \( \Delta = 2^{k(k+1)/2}\delta^{k+1} \).

The first constraint implies that

\[
\delta \geq \frac{n^{1/4k^2}}{2^{(2k^3+4k)/4k^2}} = \frac{n^{1/4k^2}}{n^{(2k^3+4k)/4k^2 \log n}} = n^{1/4k^2-(2k^3+4k)/4k^2 \log n}.
\]

Hence, in order to deduce that \( \delta = \Omega(n^{1/4k^2}) \), it needs to hold that \((2k^3+4k)/4k^2 \log n \leq \epsilon/k^2\). However, for this to happen, it must be that \(2k^3+4k \leq 4\epsilon \log n\), and in particular \(k\) has to be within \(O((\log n)^{1/3})\).

The second constraint implies that

\[
\delta = \frac{\Delta^{1/(k+1)}}{2k/2} = \frac{\Delta^{1/(k+1)}}{\Delta^{k/2 \log \Delta}} = \Delta^{1/(k+1)-k/2 \log \Delta}.
\]

Hence, in order to deduce that \( \delta = \Omega(\Delta^{1/(k+1)}) \), it needs to hold that \(k/2 \log \Delta \leq \epsilon/(k+1)\). However, for this to happen, it must be that \(k(k+1) \leq 2\epsilon \log \Delta\), and in particular \(k\) has to be within \(O(\sqrt{\log \Delta})\).

We emphasize again that this last step in the proof of the lower bound is different in the previous version [KMW04], and hence we do not suggest that there is a flaw in [KMW04].

**Acknowledgements:** We thank Seri Khoury and Dror Rawitz for many discussions and helpful suggestions.

**References**

[ÅFP+09] Matti Åstrand, Patrik Floréen, Valentin Polishchuk, Joel Rybicki, Jukka Suomela, and Jara Uitto. A local 2-approximation algorithm for the vertex cover problem. In Distributed Computing, 23rd International Symposium, DISC 2009, Elche, Spain, September 23-25, 2009. Proceedings, pages 191–205, 2009.

[ÅS10] Matti Åstrand and Jukka Suomela. Fast distributed approximation algorithms for vertex cover and set cover in anonymous networks. In SPAA 2010: Proceedings of the 22nd Annual ACM Symposium on Parallelism in Algorithms and Architectures, Thira, Santorini, Greece, June 13-15, 2010, pages 294–302, 2010.

[Bar00] Reuven Bar-Yehuda. One for the price of two: a unified approach for approximating covering problems. Algorithmica, 27(2):131–144, 2000.

[BE81] Reuven Bar-Yehuda and Shimon Even. A linear-time approximation algorithm for the weighted vertex cover problem. J. Algorithms, 2(2):198–203, 1981.

[BEPS12] Leonid Barenboim, Michael Elkin, Seth Pettie, and Johannes Schneider. The locality of distributed symmetry breaking. In 53rd Annual IEEE Symposium on Foundations of Computer Science, FOCS 2012, New Brunswick, NJ, USA, October 20-23, 2012, pages 321–330, 2012.

---

2We use the notation \( \delta \) as this is the notation in [KMW10]. Notice that it is unrelated to the function \( \delta \) that we use in our framework in previous sections of this paper.
[BR05] Reuven Bar-Yehuda and Dror Rawitz. On the equivalence between the primal-dual schema and the local ratio technique. *SIAM J. Discrete Math.*, 19(3):762–797, 2005.

[BYE85] Reuven Bar-Yehuda and Shimon Even. A local-ratio theorem for approximating the weighted vertex cover problem. *North-Holland Mathematics Studies*, 109:27–45, 1985.

[CLRS09] Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and Clifford Stein. *Introduction to Algorithms, Third Edition*. The MIT Press, 3rd edition, 2009.

[GJ79] M. R. Garey and David S. Johnson. *Computers and Intractability: A Guide to the Theory of NP-Completeness*. W. H. Freeman, 1979.

[GKP08] Fabrizio Grandoni, Jochen Könemann, and Alessandro Panconesi. Distributed weighted vertex cover via maximal matchings. *ACM Transactions on Algorithms*, 5(1), 2008.

[HKP01] Michal Hanckowiak, Michal Karonski, and Alessandro Panconesi. On the distributed complexity of computing maximal matchings. *SIAM J. Discrete Math.*, 15(1):41–57, 2001.

[Hoc82] Dorit S. Hochbaum. Approximation algorithms for the set covering and vertex cover problems. *SIAM J. Comput.*, 11(3):555–556, 1982.

[Kar72] Richard M. Karp. Reducibility among combinatorial problems. In *Proceedings of a symposium on the Complexity of Computer Computations, held March 20-22, 1972, at the IBM Thomas J. Watson Research Center, Yorktown Heights, New York.*, pages 85–103, 1972.

[KMW04] Fabian Kuhn, Thomas Moscibroda, and Roger Wattenhofer. What cannot be computed locally! In *Proceedings of the Twenty-Third Annual ACM Symposium on Principles of Distributed Computing, PODC 2004, St. John’s, Newfoundland, Canada, July 25-28, 2004*, pages 300–309, 2004.

[KMW06] Fabian Kuhn, Thomas Moscibroda, and Roger Wattenhofer. The price of being near-sighted. In *Proceedings of the Seventeenth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2006, Miami, Florida, USA, January 22-26, 2006*, pages 980–989, 2006.

[KMW10] Fabian Kuhn, Thomas Moscibroda, and Roger Wattenhofer. Local computation: Lower and upper bounds. *CoRR*, abs/1011.5470, 2010.

[KR08] Subhash Khot and Oded Regev. Vertex cover might be hard to approximate to within 2-epsilon. *J. Comput. Syst. Sci.*, 74(3):335–349, 2008.

[KVY94] Samir Khuller, Uzi Vishkin, and Neal E. Young. A primal-dual parallel approximation technique applied to weighted set and vertex covers. *J. Algorithms*, 17(2):280–289, 1994.

[KY09] Christos Koufogiannakis and Neal E. Young. Distributed and parallel algorithms for weighted vertex cover and other covering problems. In *Proceedings of the 28th Annual ACM Symposium on Principles of Distributed Computing, PODC 2009, Calgary, Alberta, Canada, August 10-12, 2009*, pages 171–179, 2009.
[NJ75] George L. Nemhauser and Leslie E. Trotter Jr. Vertex packings: Structural properties and algorithms. *Math. Program.*, 8(1):232–248, 1975.

[Pet16] Seth Pettie. Personal communication. 2016.

[PR01] Alessandro Panconesi and Romeo Rizzi. Some simple distributed algorithms for sparse networks. *Distributed Computing*, 14(2):97–100, 2001.

[PS09] Valentin Polishchuk and Jukka Suomela. A simple local 3-approximation algorithm for vertex cover. *Inf. Process. Lett.*, 109(12):642–645, 2009.