AI-based automated Meibomian gland segmentation, classification and reflection correction in infrared Meibography
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Abstract

\textbf{Purpose:} Develop a deep learning-based automated method to segment meibomian glands (MG) and eyelids, quantitatively analyze the MG area and MG ratio, estimate the meiboscore, and remove specular reflections from infrared images.

\textbf{Methods:} A total of 1600 meibography images were captured in a clinical setting. 1000 images were precisely annotated with multiple revisions by investigators and graded 6 times by meibomian gland dysfunction (MGD) experts. Two deep learning (DL) models were trained separately to segment areas of the MG and eyelid. Those segmentation were used to estimate MG ratio and meiboscores using a classification-based DL model. A generative adversarial network was implemented to remove specular reflections from original images.

\textbf{Results:} The mean ratio of MG calculated by investigator annotation and DL segmentation was consistent 26.23% vs 25.12% in the upper eyelids and 32.34% vs. 32.29% in the lower eyelids, respectively. Our DL model achieved 73.01% accuracy for meiboscore classification on validation set and 59.17% accuracy when tested on images from independent center, compared to 53.44% validation accuracy by MGD experts. The DL-based approach successfully removes reflection from the original MG images without affecting meiboscore grading.

\textbf{Conclusions:} DL with infrared meibography provides a fully automated, fast quantitative evaluation of MG morphology (MG Segmentation, MG area, MG ratio, and meiboscore) which are sufficiently accurate for diagnosing dry eye disease. Also, the DL removes specular reflection from images to be used by ophthalmologists for distraction-free assessment.

1. Introduction

Meibomian gland dysfunction (MGD) is a chronic, diffuse abnormality of the meibomian glands (MG), commonly characterized by terminal duct obstruction and changes in glandular secretion.\textsuperscript{[1]} A diagnosis of MGD requires evaluation of subjective symptoms, morphologic changes in the eyelid margin, meibum secretion, infrared meibography, lipid layer thickness measurement, and other factors.\textsuperscript{[2]} Although examining MG secretion and identifying abnormal eyelid margins are the main methods for clinical evaluation of MGD, meibography has become widely used to assess the morphologic changes of the MG since the introduction of transillumination meibography\textsuperscript{[3]} and non-contact infrared meibography.\textsuperscript{[4, 5]} Non-contact infrared meibography uses infrared light and an infrared camera to provide MG images with reduced discomfort for the patient. After obtaining images, the MG morphology can be assessed, including MG dropout (MG loss) area, width, length, and tortuosity.\textsuperscript{[6]} Among these parameters, the MG dropout area is one of the most critical.\textsuperscript{[4, 7, 8, 9, 10, 11]}

For semi-quantitative analysis, different methods for grading MG dropout have been proposed. Pluflgfelder et al.\textsuperscript{[12]} used a grading system (Grade 0: no gland dropout, Grade 1: <33% gland dropout; Grade 2: 33%–66% gland dropout; Grade 3: >66% gland dropout). Nichols et al.\textsuperscript{[13]} used meibography image grading scales (Grade 1: no partial gland, Grade 2: <25% partial glands; Grade 3: 25%–75% partial glands; Grade 4: >75% partial glands). Arita et al.\textsuperscript{[9]} defined a meiboscore based on 4 grades, Grade 0: no dropout, Grade 1: dropout of less than 1/3, Grade 2: dropout of more than 1/3 and less than 2/3, and Grade 3: dropout of more than 2/3. Pult et al.\textsuperscript{[13]} used degree 0 = no partial glands; 1 = <25% partial glands; 3 = 25%-50% partial glands; 3 = 50%-75%, and 4: >75% partial glands.

For quantitative analysis, some studies measured the MG dropout ratio using image software such as ImageJ.\textsuperscript{[14, 15, 16, 17]} In these studies, however, only the contour of normal MGs except the dropout area was defined and MG dropout ratio was measured. They didn’t measure the area of the individual MGs. Arita et al.\textsuperscript{[9]} objectively evaluated the MG area using custom-developed software with noninvasive meibography. Lid borders were determined, and the MG area was automatically discriminated by enhancing the contrast and reducing image noise. They succeeded in calculating the ratio of the total MG area relative to the total analysis area in the upper and lower eyelids with their software.\textsuperscript{[9]} As described in their discussion, how-
conventional and DL segmentation with MG area comparisons between meiboscores obtained by MGD experts ages from a different test center by several methods, including comparisons between meiboscores obtained by MGD experts and DL segmentation with MG area/ratio.

2. Patients and methods

2.1. Patients

This retrospective study was approved by the Institutional Review Board of Yeouido St. Mary’s Hospital (SC20RISE0063) and Korea University Ansan Hospital (2022AS0015) and adhered to the tenets of the Declaration of Helsinki. The study included 572 eyes of 320 patients who visited Yeouido St. Mary’s Hospital for a dry eye examination.
create images consisting of MG/eyelid information to feed into the DL model (Fig. 2).

The eyelid area was defined vertically by the line of the lid margin to the edge of the tarsal fold. This was somewhat subjective for the lower lid because the superior edge of the fold is not defined by a discrete and clearly demarcated tarsal plate. The eyelid area was defined horizontally by the lacrimal punctum to the lateral canthus. The MG and eyelid area in the upper and lower eyelid were calculated from the processed segmentations. The MG ratio in the upper and lower eyelids was defined by the ratio of the MG area and the corresponding eyelid area. The mean and standard deviation (SD) of the MG area and ratio in the upper and lower eyelids were obtained. To validate the annotation results obtained by the investigators, we calculated the correlation between the MG area/ratio and age, because it is well known that MG dropout increases with age.

2.3. Meiboscore grading by 2 MGD experts

To train/validate the DL model, 2 MGD experts graded meiboscores of 1000 images of the ‘MGD-1K’ according to Arita’s criteria. We used Labelbox for the meiboscore collection. Before sending the images to the MGD experts, all image names and personal identifiers were removed. All 1000 images were graded 3 times for meiboscore by 2 MGD experts separately; thus, 6 times per image (Fig. 1). All images were randomly ordered in each round. There was at least a 1-week interval between each round so that the previous grading would not influence the next round of grading. Also, the 2 MGD experts (H.S.H., K.S.N.) who served as graders were not allowed to share their results with each other. Besides providing meiboscores, we included an option for the graders to select any image as ungradable. A total of 59 images were indicated as ungradable in at least 1 round of grading. Thus, the remaining 941 images with corresponding meiboscore were used to train/validate DL. The mean meiboscore was calculated by averaging meiboscore from all graders. However, we got 139 cases (out of 1,000) with average meiboscore 0.5, 45 cases with meiboscore 1.5, and 8 cases with average meiboscore 2.5, and we have rounded up those mean to the nearest integer meiboscore 1, 2 and 3, respectively.

We examined the variation in the 3 gradings by each MGD expert. Also, to determine the grading consistency of the 2 MGD experts, the correlation of the grades by the 2 MGD experts was calculated using the confusion matrix approach. With this approach, the mean meiboscore assigned by the MGD experts was defined as the closest integer to the average of 3 gradings by the MGD expert. Simple accuracy was calculated based on the same score prediction. Inter- and intra-rater agreement and disagreement were calculated based on kappa scores.

2.4. Deep learning model and training procedure: Segmentation

While it is common to use pre-processed images in conventional deep neural networks, it is now possible to utilize more features from original raw images than processed images with advanced DL. Thus, we used original infrared MG images with investigators’ annotated segmentations to train DL.

We designed an encoder-decoder based DL model (Fig. 2) with skip connections and residual connections (ResNet 34) on the encoder part. We have experimented with different encoders (Original U-Net encoder, ResNet 18, ResNet 34, and ResNet 50 encoder) and found that ResNet 34 was the best fit to handle full-size images and provided high accuracy in case of segmentation. The input and output size were single-color channel grayscale images of resolution 1280 × 640 pixels. We used image augmentation methods for image transformation such as ‘shear’ and ‘horizontal flip up to 15%’ without changing the original input image size. In total, we used 1000 images (800 for training and 200 for validation) paired with the corresponding 1000 images of MG segmentations and 1000 images of eyelid segmentation.

We initially trained our DL model with the 800 input images (385 upper eyelids, 415 lower eyelids) and 800 MG segmentation annotated by investigators. The same architecture was then trained with the original input images with eyelid segmentations. The DL model was made with the PyTorch framework and then trained on a machine with 1 GPU (GEFORCE RTX 2080 Ti) for 200 epochs with the MGD-1K dataset, which took approximately 24 hours. Training time was not a limitation in our case because, for prediction, the model needs to be trained only once.

After our DL model was trained, it could segment out each MG and eyelid from 200 new unseen images (82 upper eyelids, 118 lower eyelids) without any additional help from investigators or MGD experts. First, the MGD experts directly observed the results to check whether there were areas of insufficient or excess markings by DL. Next, MG area and eyelid area were calculated from the MG segmentation and eyelid segmentation. Then MG ratio was calculated from the ratio of MG area and eyelid area.

For validation of the DL model based on MG area/ratio, we compared the mean MG area/ratio obtained by investigators and
that obtained by the DL using a paired t-test (only 91 left eye images). The correlation between the MG area/ratio by DL model and the MG area/ratio by annotation of the investigators was analyzed (linear regression). We further performed a Bland-Altman analysis. To validate the DL output, we analyzed the correlation between the MG area/ratio and age in the upper and lower eyelids (linear regression), because it is well known that MG dropout increases with age.

To validate the DL mode, we analyzed the correlation between the DL segmentation-based MG area/ratio and meiboscore determined by the MGD experts. For 189 meibography images, we assigned the arithmetic mean of all 6 rounds of meiboscores. In this way, we obtained a meiboscore with intermediate values (0, 0.17, 0.33, 0.50, \ldots 2.83, 3.00). We found the correlation between the DL-based MG area/ratio and the arithmetic mean of all 6 rounds of meiboscores.

2.5. Segmentation accuracy and meiboscore prediction

We evaluated the segmentation accuracy of the MG and eyelid area at the pixel level based on Intersection over Union (IoU). The IoU measures how much the DL-predicted binary images correspond to the ground truth images by dividing the IoU of these 2 images. Similarly, the IoU can be used to measure the match between 2 investigators. The principle of the IoU accuracy matrix in our system is represented in (Supplement Fig. 1). We tried to determine the performance of our DL model compared with that of the investigators. For this, all 200 images of the validation dataset were labeled twice by investigators. We computed the accuracy of the DL by taking the IoU between the ‘DL-predicted images’ and ‘images annotated by any 2 investigators’ (for each 200 validation images, the investigator was randomly selected). Investigator accuracy was determined by calculating the IoU of each marked image pair of the validation set. The mean accuracy (IoU) of the investigators was calculated by taking the mean of all accuracies.

The meiboscore prediction part of the model was based on the classification model. Three images were used as input: the original image, segmented MG, segmented eyelid (obtained as output from the segmentation model), and the meiboscore was provided as input. Using this classification architecture, it is also possible to estimate meiboscore directly from original images without those segmentation steps (MG/eyelid segmentation image). However, adding those MG and eyelid segmentation provide more insight to the classification architecture and significantly improves meiboscore prediction. The meiboscore output was given a grade of 0, 1, 2, or 3. To compare the meiboscore prediction accuracy of the DL model, we used the confusion matrix. Mean meiboscore by 2 MGD experts (ground truth) was defined as the closest integer to the mean of the 6 gradings by the MGD experts. Meiboscore prediction accuracy was calculated based on the same prediction score.

Besides 1,000 images, another dataset of 600 images from Korea University Ansan Hospital was used to test the meiboscore prediction part of the deep learning model. Another 2 MGD experts (Y.S.E, J.Y.K.) graded meiboscores of 600 images according to Arita’s criteria. All 600 images were labeled 3 times for meiboscore by 2 MGD experts separately; thus, 6 times per image.

2.6. Correction of specular reflections by the generative adversarial network model

Specular reflection is a distracting factor for MGD experts when diagnosing MG from original images. Specular reflection often creates confusion for MG assessment because of the white appearance with saturated pixels. So, we found that besides providing important parameters like MG area/ratio and meiboscore, it is also helpful to remove specular reflection from original images for MGD experts. Different DL-based image restoration model have emerged emerged. [38][39][40] We also applied the DL approach to correct specular reflections from MG images. Specular reflections are usually represented by a high light intensity, i.e., a high pixel value, in the images. Based on the principle of global thresholding, we detected specular reflection parts with realistic pixel combinations.
The GAN architecture comprises a generator and a discriminator component. A variation of the model was implemented to fill the detected specular reflection component of the MG images with possible gland/eyelid portions based on an understanding of surrounding information provided by the whole image. This model takes 2 images as input (original image where the reflection portion was filled by a solid color and a specular reflection mask image) and provides 1 output layer—the predicted images without reflection (Fig. 3). The model was pre-trained with different types of publicly available image datasets to gain the knowledge to restore any missing parts of those images. The generator fills the specular reflection component, and the discriminator verifies the final output repeatedly until the output reflection-free image achieves the best algorithmic performance. This approach remove specular reflection and fill that with understanding of image to make meibography images less distracting to be graded by ophthalmologist. A paired t-test was calculated based on the 109 validation images (only left eye) to represent the difference in the MG area/ratio predicted from a DL algorithm with original images as input vs. specular reflection-corrected images as input.

For statistical analysis, GraphPad Prism 8.4.2 (GraphPad Corp., San Diego, CA) was used. A p-value of less than 0.05 was considered significant.

3. Results

3.1. Patients and dataset of MGD-1K

The demographic information of the patients included in the study is presented in Table 1. The mean (SD) age of the 320 patients was 54.6 (20.2) years with 107 men and 213 women (Supplement Fig. 2).

3.2. MG annotation by investigators and meiboscore grading by 2 MGD experts

It took approximately 12–25 minutes for the investigators to precisely annotate each MG image with Photoshop. The mean MG area was 33.80 ± 9.48 mm² in the upper eyelid and 32.04 ± 10.87 mm² in the lower eyelid, and the mean MG ratio was 26.23 ± 5.83% in the upper eyelid and 32.34 ± 7.45% in the lower eyelid. There was a significant negative correlation between the MG area and age in the upper (p < 0.0001) and lower eyelids (p = 0.0002), and between the MG ratio and age in the upper (p < 0.0001) and lower eyelids (p < 0.0001); (Supplement Fig. 3).

The scoring was notably inconsistent within and between the 2 MGD experts (Fig. 4). The color-coded full data representation revealed all grades of 0, 1, 2, and 3 for the same meibography image. Intergrading accuracy between MGD Expert 1 and 2 are represented by kappa score of 0.20 representing slight agreement. Moreover, the intra-grading accuracies of MGD Expert 1 and 2 were Kappa scores of 0.71 and 0.54, respectively.
We found a 53.63% inter-grading similarity between the MGD experts 3 and 4 (Fig. 5).

### 3.3. DL model and training: Segmentation

After the DL-based segmentation model was trained with the input images, any grayscale MG infrared image could be transformed into images containing the segmented labels of the MG or eyelid in 0.3s. MGD experts checked the results to determine whether there were areas of insufficient or excess markings, and found no obvious incorrectly marked areas in any of the 1000 images. A representative example of the original infrared image and images overlaid by the investigator’s annotation and DL segmented output for the upper and lower eyelid is shown in (Fig. 6).

A comparison of MG Area/ratio by investigators and DL-based model is shown with paired t-test based on left eyes in (Table 2). In the upper eyelids, a paired t-test showed no significant difference between the annotated results obtained by the investigators and the DL results (Table 2). In the upper-lower eyelid, the DL-based MG area/MG ratio was slightly underestimated overestimated compared with the investigator annotated MG area/MG ratio ($p = 0.048$). The MG area and MG ratio of both eyelids obtained by DL and the investigators had a good positive correlation ($p < 0.0001$, Fig. 7). A Bland-Altman plot representing the MG area (mm$^2$) and MG ratio (%) calculated from the MG area by investigators and by DL is shown in (Fig. 8). The plot shows that the 95% confidence interval of the differences in the MG area and MG ratio in the upper and lower eyelids represented no positive or negative bias. Regarding the effect of age on the MG area and MG ratio, there was a significant negative correlation of the DL-based and investigator-based MG areas and MG ratios in the upper and lower eyelids with respect to age (Fig. 9). As the arithmetic mean of all 6 rounds of meiboscores increased, the MG area and MG ratio measured by investigators and DL segmentation in the upper and lower eyelids decreased (Fig. 10). In all 4 cases, the investigator and DL showed similar tendencies with similar linear regression lines.

Figure 5: Meiboscore intergrading accuracy and accuracy of the deep learning. The X-axis and Y-axis represent the category of the meiboscore by the 2 meibomian gland dysfunction (MGD) experts (left side) or deep learning and the MGD expert (right side). The inside values represent the match within those categories. The diagonal line represents the same category matched between the X- and Y-axes.

We found a 53.63% inter-grading similarity between the MGD experts 3 and 4 (Fig. 5).

Figure 6: Annotation and prediction. Investigator's segmentation and deep learning output segmentation results are shown for both meibomian glands and eyelids. The area is also shown based on the segmentation. The red transparent color represents the annotation by investigators, and the blue color represents the output segmentation by the deep learning model.

Figure 7: Meibomian gland (MG) area of investigator vs. deep learning model. Correlation of the MG area (mm$^2$) and MG ratio (%) calculated from the annotations of the MG area by investigators and deep learning.
Figure 8: Bland-Altman plot representing the meibomian gland (MG) area (mm²) and MG ratio (%) calculated from the annotations of the MG area by investigators and deep learning. The 95% confidence interval of the differences in the MG area and MG ratio in the upper and lower eyelids of patients was -13.56 to 9.371 and -9.187 to 8.044 in the MG area, respectively, and -11.07 to 8.930 and -9.073 to 8.651 in the MG ratio, respectively. The confidence interval does not reveal any positive or negative bias.

Figure 9: Correlation of the meibomian gland (MG) area/MG ratio with patient age. The relation is represented for both the upper eyelid and lower eyelid by investigators and deep learning. The correlation demonstrates that older people more commonly have MG dysfunction. Usually, the area estimation of deep learning is slightly lower compared to the investigator by a certain threshold.

Figure 10: Graph representing the correlation of mean meiboscore from MGD experts and MG area (collected from investigators and deep learning). Investigators and deep learning show a similar correlation in the lower eyelid, but the output area from deep learning is slightly lower for the upper eyelid.

Supplementary Figure 4: Meiboscore intergrading accuracy and accuracy of the deep learning. The X-axis and Y-axis represent the category of the meiboscore by the meibomian gland dysfunction (MGD) experts 1 and 2 (left side) or deep learning and the MGD expert (right side). The inside values represent the match within those categories. The diagonal line represents the same category matched between the X- and Y-axes.

3.4. Segmentation accuracy and meiboscore prediction

The accuracy of the investigators was computed by taking the IoU between the 2 investigators. The accuracy of the investigators was 64.03% (Fig. 11). With the 200 validation images, the DL model’s accuracy (mean IoU score) was 67.63% for the MG output.

Regarding meiboscore prediction, we found a 73.01% agreement between the DL-predicted meiboscore and the mean of 6 gradings by MGD experts 1 and 2 (Supplement Fig. 5). The intergrading agreement between MGD expert 1 and 2 was 53.44%. However, when the pre-trained model was used to predict meiboscore from an independent dataset of 600 images with meiboscore from MGD expert 3,4, the agreement was not as high as the original dataset (Fig. 5). The intergrading agreement between MGD expert 3 and 4 was 53.67%. (Supplement Fig. 5) shows deviation of MGD experts and deep learning prediction of Meiboscore.
Figure 11: Segmentation accuracy of investigators and deep learning model. The accuracy (IoU) distribution of 50 MG images from 200 images of the validation set is displayed on the left side. In most cases, the deep learning model showed better accuracy segmenting the MG. The relative segmentation accuracy of the deep learning model was determined by representing the difference of Accuracy of Model (IoU) and Accuracy of investigators (IoU) for all 200 validation images (represented on the right side). All 200 validation images were labeled twice by investigator comparison. The ophthalmologists had 64.03% agreement between those 2 segmented sets (SD 6.453%). When the deep learning model (trained on different images) predicted segmentation images of those 200 unseen images, there was a 67.63% match between those predicted images and images marked by the ophthalmologists (SD: 6.635%). In 167 of 200 images, the machine learning algorithm had higher accuracy segmenting those glands compared with the investigators.

Supplementary Figure 5: Deviation of meiboscore prediction from deep learning compared to MGD experts. The Y-Axis represent percentage of 4 meiboscores by each MGD experts or deep learning. The deep learning model was only trained on 800 images with meiboscore from MGD Expert No 1 and 2 and tested on both validation images (from MGD Expert 1,2) and on 600 images from an independent center (from MGD Expert 3,4) without retraining again. We see that the meiboscores from different MGD experts were not consistent and high variability can be seen with meiboscore 0, 2 and 3. Deep learning seems to predict more number of meiboscore 1 compared to 0,2,3.

3.5. Correction of specular reflection region based on DL

The DL-based approach was able to remove reflection regions from the original MG images and fill that based on the understanding of the whole image. The output seems natural (Fig. 12). Also, we didn’t lose any image details when using this specular reflection process. When we tested original images and reflection-removed images to find the MG area/ratio, there was no significant difference in the MG area (p = 0.689) and MG ratio (p = 0.255) between the segmented output from the original and reflection-free MG images (Table 3). This justifies that ML-based reflection removal provides not only natural-looking images but also reliable prediction results without deviation.

4. Discussion

In present study, we demonstrated that DL can automatically detect all individual MGs and quantify the MG area and MG area ratio. Other studies have evaluated methods to quantify MG dropout in meibography.[14, 15, 16, 17, 18, 20, 21, 22] Among various types of commercial equipment, Idra (SBM Systemi, Orbassano, Italy) shows meibography and the quantified dropout ratio. Recently, Vigo et al.[44] evaluated the diagnostic performance of Idra, including measurement of MG loss, but they did not describe how they quantified and validated MG loss. We could find no other literature referencing the Idra system.

This study demonstrated the capability of DL to automatically detect all individual MGs and calculate the MG area and MG ratio. When quantifying MG dropout, it may be more meaningful to calculate the whole area of individual MGs rather than to calculate on the basis of a drawn contour of the MG area without dropout, as done in previous papers.[14, 15, 16, 17] For example, in (Fig. 13), Comparison of the meibomian gland (MG) area and the MG ratio between contoured MG and individual MG analyses in atrophic MG (A) and normal MG (B). The MG area of atrophic MGs and normal MGs calculated by contoured MG analysis was 53.1 mm2 and 89.3 mm2, respectively. The MG area of atrophic MGs and normal MGs calculated by individual MG analysis was 22.9 mm2 and 48.5 mm2.
MG ratio in several ways. Sixth, we have evaluated the
meiboscore in this study. Until now, in the semi-quantitative grading systems, a grade of 0 is defined as no gland dropout. By definition, the proportion of those eyelids with a meiboscore of 0, or no dropout, may not exist in a quantitative grading approach. Therefore, it might be better to designate the intervals equally with grade 1: <25%, grade 2: 25% & <50%, grade 3: >50% & <75%, and grade 4: >75%.

Regarding the meiboscore grading by experts, the consistency was evaluated by 4 MGD experts in 3 rounds for the same 941 meibography images (Fig. 4) as well as from another different test center. Comparison of the intraobserver grades revealed an inter-grading agreement of only 53.67% (Fig. 5). Previous studies described similar inconsistencies and weak intergrading correlation in meibography. On the other hand, the DL-based meiboscore prediction achieved an accuracy of 73.01% on images annotated by MGD Expert 1.2 and 59.17% on images annotated by MGD Experts of different test center.

In this study, the DL performance was validated by various methods. First, MGD experts directly observed the results to check whether there were areas of insufficient or excess markings. Second, the mean DL-based MG area and MG ratio were compared with those measured by investigators. The correlation between the MG area/MG ratio by the DL model and the MG area/MG ratio by annotation of the investigators was analyzed (linear regression) (Fig. 7). Also, Bland-Altman analysis was performed (Fig. 9). Third, the correlation between the MG area/MG ratio and age was analyzed by the investigator and DL results (Fig. 9). Fourth, the correlation between the MG area/MG ratio with the meiboscopes determined by the MGD experts and DL segmentation was compared (Fig. 10). The findings of each of these methods indicated a good DL performance.

Furthermore, for the first time, we applied DL to correct specular reflection from the meibography images. In previous automated detection systems, specular reflections were mistaken as an MG. Instead of excluding all reflections, our DL model could restore reflection regions without noticeable artifacts (Fig. 12), resulting in specular reflection-free images that retained all gland information for easy and distraction-free images for clinicians. We found no significant differences in the MG area/MG ratio due to specular reflection removal (Table 3), implying minimal data loss.

Compared with other studies, the present study has the following advantages. First, we used 1600 images. This was possible only because DL segmentation was completely automated and not manual. Second, unlike previous studies, the analysis was conducted not only on the upper eyelid but also on the lower eyelid. Third, our designed DL model could produce a segmentation mask in 0.3 second directly from original images without any further input instruction and works for both the upper and lower eyelids. Fourth, because images from Lipiview, a widely used apparatus, are used, they can be commercialized as is if our newly developed software is installed on the apparatus. It is also good for use by other researchers with the same kind of data. Fifth, validation was performed for DL-segmented MG area/MG ratio in several ways. Sixth, we have evaluated the

respectively. The actual MG area calculated by individual MG analysis was much smaller than the area calculated by contour MG analysis. Furthermore, the MG area of normal MGs (89.3 mm2) was only 1.68-fold larger than that of atrophic MGs (53.1 mm2) by contour MG analysis. The MG area of normal MGs (89.3 mm2) was only 1.62-fold larger than that of atrophic MGs (89.3 mm2) by individual MG analysis. Therefore, the individual MG analysis is more accurate and better represents MG atrophy than contour MG analysis.

We measured both the MG area and MG ratio in this study. When calculating the MG ratio, the MG area should be divided by the area where the MG should normally be (i.e., eyelid area). In the upper eyelid, the fold line of the everted eyelid has a definite tarsal plate, so the denominator of the ratio is definite. In the lower eyelid, however, it is difficult to determine exactly where the MG should normally be found. Therefore, the MG ratio is somewhat inaccurate for the lower eyelid. So, especially in the lower eyelid, we should measure not only the MG ratio but also the MG area itself.

For each meibography image, the DL generated a meiboscore prediction based on the 6 meiboscopes by the 2 MGD experts. In fact, because the DL-segmented MG ratio was calculated, the meiboscore could have been predicted according to Arita’s criteria with the MG ratio result. When grading with the DL MG ratio, however, the proportion of those with a meiboscore of 0 (no dropout) is almost 0% by definition. Due to this disad-
model based on different dataset of 600 labeled images. Seventh, we also implemented a correction of the specular reflection in the MG images using a GAN-based DL model.

In conclusion, this study describes an automated method for quantifying individual MGs to identify the MG area, eyelid area, MG ratio, and classify the meiboscore in non-contact infrared images of upper and lower eyelids using a specialized method comprising multiple DL blocks. This fully automated DL approach provides better accuracy in terms of segmentation and prediction of the meiboscore. Further, we created the MGD-1K dataset, which is fully public (https://mgd1k.github.io), as the first image-based dataset on meibomian glands with precise eyelid segmentations, gland segmentation, and meiboscores for open research on meibomian gland dysfunction.
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