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Abstract. Transmission Control Protocol (TCP) is a reliable protocol used for transferring data end to end in the network. It is used by many internet applications. It was originally designed to handle congestion issue in the network. It has many variants like Tahoe, Reno, New Reno. This paper presents the performance of different variants of TCP to identify how they work with varying network characteristics. The simulation is done with the help of NS2. The results show how different variants give their performance on delay, packet drops, and throughput. This is immensely important analysis, to know which variant is better for a specific criterion. This paper covers many variants and their nature of handling congestion regarding to changes in the network.
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1. Introduction

TCP (Transmission Control Protocol) is a protocol that is used for exchanging data between two end devices in a network. It was introduced back in 1973 and another long eight years to get standardized and RFC793 [1] published after that. Since the introduction of RFC many changes and improvements have been done to TCP. Since TCP is a reliable protocol as it detects loss of data & automatically resends the lost data. It has been stated too that TCP is very powerful in dealing with congestion control & retransmission. Back in 1988 Jacobson [2] discover congestion and his paper gave new insights into congestion control. When the sending rate increases than the receiving rate, the congestion occurs. Some suggestions to deal with congestion were also given. Congestion is the main cause of packet loss in wired networks.

Basically, TCP uses round trip time for estimating its window growth policy to give reliable service in the unreliable network. The estimate of growth of the window is calculated by a simple equation 1.1 given as-

\[ srtt = \alpha \times srtt \times (1-\alpha) \times rt \]  

(1.1)

Also in how much time an acknowledgment should reach is calculated by equation 1.2-

\[ \text{timeout} = srtt + 2\times \text{variance} \]  

(1.2)

With the above equation, the timeout is calculated & if the acknowledgment is not received within this time, the segment is retransmitted.

TCP maintains a congestion the window growth policy to avoid congestion [3,4]. This window indicates the maximum amount of data that can be transferred without being getting lost. If TCP fails to get acknowledgement for some segments within a time period which concludes that congestion has...
been detected. Therefore to deal with congestion, the congestion window should be decreased by half of its current size & then the retransmission is done. TCP variants’ performance is mainly affected by the way they handle congestion window after the congestion is encountered as the amount of data to be transferred depends on the congestion window. Some contributions provide less congestion prone environment for smart cities (in case of wireless networks) to help networks deploy easily on different locations & centerline huge data amount from different parts of the cities [4].

Many variations have been done in this congestion detection and the way to handle congestion [5]. These can be stated as variants of TCP or different flavors of TCP. Some authors have done the congestion control for heterogeneous internet too [6]. On the other hand, comparison of different flavors of TCP has also done in MANET and their behavior has been analyzed [7]. However many TCP variants have been explained in this paper. Also how these variants behave differently when the rate of data transmission varies. The simulations results are also shown in another section which gives a clear vision of the behaviour of these variants.

2. Literature Survey

In [8] authors discuss how the TCP behaves with specifications of network i.e. bandwidth, delay, time to live, round trip time, sending rate of packets, etc. and conclude which particular variant behave best on which parameter. Hence an appropriate version is selected according to the specification. In another paper [9] author evaluates the performance of variants like Tahoe, Reno, New Reno, SACK, FACK & Vegas on a simulator NS2. After comparing all the variants of TCP, the authors concluded that Vegas perform better than all other variants to send data with the least chances of occurrence of congestion. In another study [10] authors did a comparative study on different parameters of five TCP variants which easily let us know which characteristic is supported by which variant. In [11], the authors compare three variants i.e. Reno, New Reno & full TCP on different routing approaches namely AODV, DSR & DSDV in Grid Topology. The results given by NS2 shows that Full TCP performs better than the other two approaches without getting affected by the routing approach. In [12], the author took three network parameters namely throughput, packet drop ratio & latency & three different types of experiments done by them. In the first one, variance, mean & T-test analysis done & Vegas perform better in this experiment. In the second one, if there are two flows & both using the same variant, they behave fairly to each other in bandwidth utilization but when different variants are used, they become unfair. The third experiment illustrates that using different queuing algorithm i.e. drop-tail & RED both gives better results in terms of throughput & delay respectively. In [13] the, author compares different variants of TCP with different parameters of AODV with NS2 which results that Vegas gives higher efficiency of all. In another paper [14], the delayed acknowledgments also have some impact on the performance of TCP. Results indicate that Vegas achieves better performance than New Reno.

3. TCP Variants:

3.1. Tahoe:

Initially, TCP used the ‘Go Back N’ approach to control network congestion. Then TCP Tahoe came into existence. Tahoe added slow start, congestion avoidance & fast re-transmit approach to handle congestion in the network. It follows the conservation policy of packets i.e. if a connection is having some bandwidth capacity, the packet will be injected only when the other packet is taken out. For this purpose, acknowledgments are used. For implementing this policy, a congestion window is maintained which shows the network capacity [14].

Tahoe contains these phases- (i) Slow Start, (ii) Congestion Avoidance

(i) Slow Start- Data transmission starts when the window size is one. After receiving the acknowledgment of this one packet, the window size is incremented exponentially. Therefore the second time it sends two packets & so on the process continues. Also, this can be stated as cwnd+ = MSS.
(ii) Congestion Avoidance- in this phase Tahoe uses Additive Increase Multiplicative Decrease. When a packet is lost, it is taken as an indication of the congestion occurrence. Then the congestion window is halved from the current size of congestion window as the threshold value. Again the congestion window is started from one to threshold value. A timeout is required to deal with packet loss as it uses cumulative acknowledgments.

The issue with Tahoe is that it doesn’t utilize the bandwidth well. During the course of timeouts, most of the time, bandwidth of the channel is wasted & more time is required for getting the lost packet again.

3.2. Reno:
It includes algorithms called ‘Fast Retransmit’ & ‘Fast Recovery’ for congestion control. It is the successor of Tahoe with all the functions of Tahoe & the additional two functions mentioned previously in the section. So, ‘Fast Retransmit’ activates when it receives three duplicate acknowledgments. These three duplicate acknowledgments conclude that the segment previously sent has been lost [15]. Therefore the lost segment needs to retransmit immediately and it enters in ‘Fast Recovery’ mode.

- Slow Start threshold is set to half of the current window size & we got a new congestion window now.
- When receiving duplicate acknowledgments, the window is incremented by one each time it sends a packet successfully. If the window is increased greater than the amount of data in the pipe, then a new segment is transmitted or it waits otherwise.
- After retransmitting a segment, one RTT wait should be there so that a fresh acknowledgment gets some time to be received. This reduces the pipe to be empty but reduces the flow.
- In the fast recovery phase, the new congestion window (CWND) is set as CWND= 1/ Current CWND.

When packet loss is small, Reno performs well. But, if there are multiple losses then Reno does not give good performance and behaves same as Tahoe [15].

Another issue arises when the window is very small. Because when a packet loss occurs, there are not sufficient packets to generate duplicate acknowledgement thrice, needed to enter in the fast retransmit phase. The only solution left is the timeout.

3.3. New Reno:
This is the modification to TCP Reno. It can detect multiple losses events. Also likewise Reno, when loss (single or multiple) occurs, it enters into the fast retransmission phase. The difference between Reno & New Reno is that until the outstanding data is fully acknowledged, New Reno remains in the Fast Retransmission phase [16]. Working of the Fast Retransmission phase in Reno & New Reno is the same. Fast Recovery behaves differently in both variants of TCP. New Reno introduces a term called Partial Acknowledgment. This partial acknowledgment is a slight modification done in Fast Recovery mode acknowledgement. In partial acknowledgment, it acknowledges data that is new but does not acknowledges the overall outstanding data left in the pipe when loss detects. The issue with this variant is to detect packet loss, one RTT is needed. Only when one segment acknowledgment is received then the information of the other segment lost is concluded.

3.4. SACK (Selective Acknowledgement):
It is also the extension of TCP Reno & that uses the SACK option proposed by IETF. It deals with multiple packet losses. It retransmits more than one packet loss per RTT. SACK tackles the issue of multiple packet drops from a single window of data. Also, when the aforementioned condition occurs, the TCP has to wait for the retransmission timer expiration & after that only, the data flow is initiated. Without SACK both the previous TCP variants, i.e. Reno & New Reno senders retransmit at most one dropped the packet in a single RTT. Also, SACK gives a clear idea of packets delivered successfully or not. Therefore, unnecessary retransmission & delay can be avoided & as a result, the performance of TCP is improved with this flavor. The main difference between TCP Reno & TCP SACK is the
way of dealing with multiple packet loss within a single window. SACK treats fast recovery differently when the sender receives duplicate acknowledgments. Then the sender retransmits a packet & cuts the window in half. Also, it maintains a variable that shows the number of outstanding packets in the path [17].

SACK behaves the same as Reno on a single loss. Also follows conservation of packets policy on fast recovery mode. SACK doesn’t behave well with some network conditions [17] i.e. when it shares paths with Reno. The sender only sends new or retransmitted data when an old packet gets out of the pipe. Depending on the variable, it is decided when to send the packet & which packet to send. Also, if the transmitted packet is dropped only, SACK detects the drop after a retransmission timeout occurs.

3.5. VEGAS:
It is a modification done on Reno. Also, VEGAS uses a proactive approach as a comparison with other flavors of TCP that uses a reactive approach. VEGAS does not wait for the occurrence of congestion but rather detects congestion & try to avoid it. VEGAS uses a system clock & go for the calculation of RTT & records the timestamp for the relevant segment. The approaches of VEGAS are different in the case of retransmission & congestion avoidance.

- In the retransmission, VEGAS tracks each segment sending time & estimates RTT.
- On receiving a duplicate acknowledge it checks the difference of current time with that of the segment’s transmitted time, if the latter is greater than estimated RTT.

If the difference is positive, VEGAS immediately transfers the segments without waiting for a third duplicate acknowledgment. Some studies [18] say that VEGAS retransmits one-fifth to one-half as much as data as Reno. VEGAS detects congestion or losses much sooner than Reno.

The disadvantage of Reno is overcome by VEGAS as it isn’t able to detect loss when the window is small enough for duplicate acknowledgments. Another is it detects multiple packet losses.

If the retransmitted segment was sent after the window decreased then only the window is reduced. Therefore the issue of multiple times window reduction of Reno is overcome by VEGAS.

Congestion Avoidance in VEGAS: as prior mentioned it proactively deals with congestion. Detection of congestion is done in such a way that it checks if there is any decrease in sending rate with the expected rate. So if the queue starts forming, the sending rate will ultimately drop. Therefore if the difference between both rates becomes less, VEGAS decreases its transmission rate. Because of this treatment of transmission rate, bandwidth wastage is also controlled by VEGAS. Therefore VEGAS performs better than SACK too, as it efficiently estimates congestion along with throughput. Another drawback of SACK is overcome by VEGAS i.e. it is more stable than the prior as it keeps track of sending rate & keeps on incrementing it unless congestion detected.

3.6. Westwood:
It is a modification of Reno which improves the performance in wired as well as wireless networks. The recognizable differences can be seen in wireless networks that have lossy links.

Working of TCPW: it measures the bandwidth at the sender’s side continuously with the help of acknowledgments returning rate. With this episode, congestion detection is done. Therefore, the congestion detection is done [19]. Therefore, congestion window, slow start threshold is computed after getting three duplicate acknowledgments or timeout.

The difference with Reno is Reno halves the congestion window aggressively after three duplicate acknowledgments. Despite halving the window, Westwood selects a ssthresh with consideration of bandwidth used at the occurrence of congestion & further named this approach as “Faster Recovery”. Further, the experiments done by using the aforementioned approach give improved throughput & in fairness too. Also, when working with Reno, the performance of Reno isn’t deteriorate by TCPW.

3.7. Hybla:
To deal with issues like high RTT & high link error of satellite network Hybla came into the picture. Due to these factors, congestion window of traditional TCP protocol doesn’t utilize the available
bandwidth. Hybla solves the aforementioned issues of satellite networks which are also known as heterogeneous i.e. terrestrial and satellite networks.

First of all, Hybla removes the dependency on RTT to measure the performance of the network which is done by many previous TCP flavors [20]. Usually, window is triggered by the arrival of acknowledgments. If the RTTs are long, it results in the reduction of window & throughput is degraded too. Due to this bandwidth is shared unfairly. TCP Hybla solves the issue of inequality in RTT. It mainly focuses on how to prevent connections that have high delays only. It obtains the transmission rate of packets of wired & wireless both networks i.e. for wired it uses the reference of TCP connections & long RTT connections for wireless [21]. Therefore Hybla doesn’t depend on RTT for transmission of data hence it provides maximum throughput. But Hybla makes the performance of the network lesser predictable & as a result many applications don’t use it.

3.8. CUBIC:
We have another variant of TCP & which is currently used by LINUX. Cubic is the advanced version of the TCP-BIC (Binary Increase Congestion Control) algorithm. BIC uses the concave & convex portion of a cubic function for the growth of the window. This variant modifies the linear window growth function that is being used by existed TCP flavors. Due to this, Cubic improves the scalability of TCP in fast & long networks. It also makes the growth function of windows independent of RTT. Therefore the congestion window of all flows grows at the same rate.

The main feature of Cubic is that the window growing policy depends on the real-time between two consecutive congestion events [21]. The congestion epoch is the real-time where one congestion event goes into the fast recovery phase. Therefore the growth of the window doesn’t depend on RTTs. Therefore it aids in the same bottleneck issue. Since window growth rate is fixed when RTTs are short then the growth rate becomes slower than standard TCPs. These overcomes are managed by SACK only. CUBIC does several upgrades in kernel of LINUX.

- It forms a plateau called $W_{\text{max}}$ & if the congestion window is less than $W_{\text{max}}$, after receiving an acknowledgment, then the concave region will be used by the protocol.
- If the window size is larger than $W_{\text{max}}$ then the Cubic is in convex function.

Since the Internet is unpredictable therefore bandwidth fluctuates. In the convex region, the window grows slow in the beginning & increases gradually & finds a new $W_{\text{max}}$. Cubic also improves the convergence speed of the network [21]. Therefore whenever a loss is encountered, it is reflected very fast.

![Figure 1: Window Growth Function of Cubic](image)

3.9. Highspeed:
Standard TCP works well in low-speed communications but became worse at high speed. Therefore some solutions were proposed & Highspeed TCP is one of them. In this, modifications are done on the server side of TCP.
The need for Highspeed TCP arises because sometimes the usual issue in the network arises are when available between is less than the required bandwidth & congestion. Since congestion is a common phenomenon that needs to be solved in the case of a Highspeed network. So Highspeed TCP protocol has been introduced to deal with this aforementioned issue. Many variants were introduced to deal with the issue.

In these approaches, buffer delay is considered as a sign of occurrence of congestion other than the dropping of packets [23]. Some say [23] that ‘X’ channels should be opened virtually but the deciding factor of X is tricky. Now, moving to Highspeed TCP since it is a flavor of TCP therefore compatible with all the previous versions.

Highspeed TCP behaves the same as standard TCP for small window size whereas, in heavy congestion the networks, it doesn’t affect the behavior of network. If concluded, the effects of Highspeed in different conditions: It performs better than standard TCP variants in normal or default conditions. Also when the bandwidth availability is high, it performs better. And in large & small buffer sizes. The performance of highspeed is far better than other variants.

It is easy to implement as changes are required to be done on the server side only. Small changes in the congestion window updating method improve throughput by 32%.

4. Experimental Analysis
We have analyzed the behavior of different variants of TCP with the help of simulator NS2. The scenario on which the simulation is done is: we have taken four nodes with two nodes working as sources & one destination with one intermediate node. Various TCP variants i.e. Reno, New Reno, Vegas, Westwood, CUBIC, Highspeed & Hybla are compared with the same sending data rate. Packet drops in all variants are compared & it is being concluded that maximum packet loss is in CUBIC & minimum packet loss is in Vegas as Vegas is a proactive approach when dealing with congestion. The current congestion control algorithm used by LINUX is CUBIC. The figure below shows the relativeness of the dropping of packets with the changing rate of sending data in various variants of congestion. So when we look for a minimum packet drop ratio, it is suggested to use Vegas.

Also, simulation results show the throughput generated by various variants in the same conditions with varying rates of data transfer. It is being recommended to use CUBIC which gives maximum throughput among other TCP variants. This could be one of many reasons why LINUX is using CUBIC as its current congestion control algorithm. It is being notable that Vegas generates the worst
throughput whereas previous packet drops are minimum in Vegas. Figure 3 shows the comparison of the throughput of various variants of TCP. From figure 4, it can be easily stated that delay is very less in Vegas from various other variants of TCP. One of the reasons could be the proactive approach that Vegas used to detect congestion. The difference in all the variants is way the deal with congestion. All other than Vegas adopt a reactive approach imprecisely.

![Figure 3: Throughput of TCP](image)

![Figure 4: Delay of TCP](image)

Out of many reasons for the delay could be reordering of packets at the receiver side. This reordering sometimes need more time than usual which ultimately causes delay [24]. Sometimes background traffic also adverse the performance of TCP which results in delay, lower throughput, and high packet drops, etc. [25-26].

5. Conclusion
This paper presents a comparison among various variants of TCP. The comparison is done by running a simulation scenario many times in NS2. We have calculated various TCP variants i.e. Tahoe, Reno,
New Reno, Vegas, Westwood, CUBIC, Highspeed, Hybla & HTCP. The metrics used for comparing the performance of various variants are throughput, delay & packet drop. After analyzing performance from simulated results & obtained graphs, we have found that Vegas performs better than any other Variant of TCP when it comes to packet drop hence it can be used for sending data & information. But on one hand, it least drops packet & also has given lesser throughput in some situation. This is because of the proactive approach of Vegas used to detect congestion whereas variants other than this use reactive approach i.e. they increase their window until a loss of a packet is detected. Also, the delay is less in Vegas as compared to other variants. We have also given the details on the behavior of all of these variants previously in the paper.
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