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Abstract

For many applications of semiconductor quantum dots in quantum technology, well-controlled state preparation of the quantum dot states is mandatory. Since quantum dots are embedded in the semiconductor matrix, their interaction with phonons often plays a major role in the preparation process. In this review, we discuss the influence of phonons on three basically different optical excitation schemes that can be used for the preparation of exciton, biexciton and superposition states: a resonant excitation leading to Rabi rotations in the excitonic system, an excitation with chirped pulses exploiting the effect of adiabatic rapid passage and an off-resonant excitation giving rise to a phonon-assisted state preparation. We give an overview of experimental and theoretical results, showing the role of phonons and compare the performance of the schemes for state preparation.
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1. Introduction

Quantum dots (QDs) are semiconductor nanostructures that combine aspects typical for atomic systems, in particular, a discrete energy spectrum, with the technologically well-developed and well-controlled semiconductor material system. This compatibility with existing technologies makes QDs attractive candidates for a wide range of applications, ranging from optoelectronic devices such as QD lasers \cite{1–4}, to new applications in the fields of quantum cryptography or quantum information processing, where the presence of discrete energy levels is mandatory. Examples of such quantum applications are single-photon sources \cite{5–10}, sources of entangled photon pairs \cite{11–18} and qubit devices or quantum gates \cite{19–24}. The functionality of these latter applications relies on the preparation of a well-defined quantum state. The generation of single photons or entangled photon pairs is based on radiative recombination, starting from the exciton or the biexciton state. Therefore, for highly efficient photon generation, a high-fidelity preparation of the QD in the exciton or biexciton state is required. In addition, for the realization of a qubit or a quantum gate, arbitrary superposition states must be prepared with high fidelity.

In an ideal optically driven two- or few-level system, preparation of arbitrary quantum states provides no conceptual difficulty and can be achieved, e.g. by using various coherent control techniques \cite{25}. A QD, however, due to its embedding in a semiconductor matrix and the resulting non-negligible coupling to the phonons of the crystal lattice, is not an ideal few-level system. Phonons lead to a dephasing of coherences and to relaxation processes between different electronic states.
This may prohibit some of the preparation schemes or at least strongly limit the range of excitation parameters where a high-fidelity state preparation is possible. Therefore, detailed knowledge of the role of phonons in the various excitation schemes is necessary to select the best scheme and optimize its performance.

In this review, we provide an overview of the role of phonons in different state preparation schemes using optical excitation of a single QD. In particular, we discuss the phonon influence on coherent excitation schemes based on resonant excitation or excitation by chirped laser pulses, where phonons typically give rise to unwanted dephasing or relaxation effects and thus introduce limitations to otherwise ideal schemes. In contrast to these coherent schemes, phonons may also be actively used in state preparation by employing an excitation with detuned pulses, giving rise to a phonon-assisted exciton or biexciton generation.

The review is organized as follows. In section 2, the model for the description of the electronic structure of the QD as well as its coupling to light and phonons is introduced. The relevant physics and the different theoretical approaches that have been used to model the dynamics of the optically driven QD are briefly explained. In section 3, the three basically different state preparation schemes are described. Experimental and theoretical results that have been obtained with these schemes are discussed, particularly in view of the role of the phonons for state preparation. In section 4, we compare the three schemes and discuss their respective advantages, drawbacks and limitations. The review then finishes with some concluding remarks.

2. Theoretical background

2.1. Quantum dot model

In QDs, the electronic motion is confined in all three directions on a nanometer scale [1, 26, 27]. Therefore, the corresponding electronic spectra possess a discrete part similar to what is found for atoms. The target states of the preparation schemes discussed in this review are typically well-separated in energy from all other electronic states, which allows for selective excitation of these states. This condition is best fulfilled for strongly confined dots. For the theory, this implies that one can concentrate on a rather limited electronic subspace spanned by states $|\nu\rangle$, with discrete energies $h\nu_\nu$, such that the electronic Hamiltonian reads:

$$H_{dot} = \sum_\nu h\nu_\nu |\nu\rangle \langle \nu|.$$  

(1)

Most often discussed is the case where the valence band states are formed from heavy-hole states with angular momentum projections $J_z = \pm 3/2$ while the conduction band states have $J_z = \pm 1/2$. For strongly confined dots, one can concentrate on the lowest lying electron and hole states. In this review, we restrict ourselves to the case of charge-neutral QDs, which implies that one must consider the basis of four electronic states, namely the ground state $|G\rangle$ (i.e. the state without electron–hole pairs), two bright single exciton states $|X_\pm\rangle$ corresponding to single electron–hole pairs with total angular momenta $\pm 1$ and the biexciton state $|B\rangle$, where two electron–hole pairs are confined in the dot. Two further exciton states with angular momenta $\pm 2$ can be formed from the lowest single particle states, which are usually referred to as dark excitons as they cannot be excited directly by the laser field. A relaxation into these dark states requires spin flip processes that take place on a time scale typically longer than a nanosecond [28–30] or relaxation from energetically higher excited states [31]. Therefore, they are not relevant for state preparation schemes occurring on a time scale of at most a few tens of picoseconds and will not be considered in this review.

In most real QDs, the two bright exciton states exhibit an additional coupling due to the long–range exchange interaction:

$$H_{exchange} = V_{ex}(|X_+\rangle \langle X_-| + |X_-\rangle \langle X_+|).$$  

(2)

A finite $V_{ex}$ entails a splitting of the exciton energies by $2|V_{ex}|$ and the exciton eigenstates can then be given by the linearly polarized single exciton states:

$$|X_\pm\rangle = \frac{1}{\sqrt{2}}(|X_+\rangle + |X_-\rangle), \quad |X_i\rangle = \frac{i}{\sqrt{2}}(|X_+\rangle - |X_-\rangle).$$  

(3)

The size of the exchange splitting strongly depends on the dot geometry. Typical values in InGaAs QDs range from almost zero to a few 100 µeV [32, 33]. For schemes that are targeted at the preparation of the biexciton state, in order to subsequently initiate a decay cascade that creates entangled photon pairs [12, 15, 17], it is a necessary precondition to have a vanishing exchange splitting [15, 16, 34, 35]. Otherwise, a kind of which-path information would be introduced in the decay that would prevent a high degree of entanglement [14, 36]. Apart from selecting QDs that happen to exhibit almost zero splitting [16], specially designed growth [37] or annealing [38] techniques have also been developed for that purpose. Alternatively, one can use dots with high symmetry such as, e.g. self-organized In(Ga)As/GaAs QDs grown on (1 1 1) substrate, which should ideally have no exchange splitting [39], or apply strategies to actively suppress the splitting, such as, e.g. the ac-Stark tuning [40] or application of strain or external electric and/or magnetic fields [41–46]. Furthermore, all preparation schemes aim at being as fast as possible without degrading other properties such as the robustness or spectral selectivity of the scheme. With the schemes discussed in this review, preparation is typically completed after about 4–20 ps. Together with the fact that preparation schemes are preferably executed with dots having a rather small exchange splitting, it is justified to ignore the impact of the exchange interaction on the time scale required for the preparation. Therefore, in the following we identify the relevant dot eigenstates with the states $|G\rangle$, $|X_\pm\rangle$ and $|B\rangle$, i.e. we have two energetically degenerate single exciton states with energy $h\omega_X$. When the energy of the ground state is set to zero, the energy of the biexciton state $h\omega_{B}$ is given by $h\omega_B = 2h\omega_X - \Delta_B$, where $\Delta_B$ denotes the biexciton binding energy.
The external driving of the system by a coherent laser field is commonly modeled by the dipole coupling to a classical light field in the rotating wave approximation corresponding to the Hamiltonian:

$$H_{\text{dot--laser}} = -\sum_{\nu} \hbar M_{\nu\nu} |\nu\rangle\langle \nu'|,$$

where $M_{\nu\nu}$ is the matrix of dipole interactions. Accounting for the usual dipole selection rules between the dot basis states, the dipole interaction matrix $M$ reads:

$$M = \frac{1}{2} \begin{pmatrix}
0 & \Omega_+^0(t) & 0 & 0 \\
\Omega_-^0(t) & 0 & \Omega_-^0(t) & 0 \\
0 & \Omega_+^0(t) & 0 & \Omega_+^0(t) \\
0 & 0 & \Omega_+^0(t) & 0 \\
\end{pmatrix},$$

where $\Omega_\pm^0(t) \equiv f_\pm(t) e^{-i\omega_L t}$ with $f_\pm(t) = 2 M_0 E_{\nu \pm}^0(t) / \hbar$. Here, $E_{\nu \pm}^0(t)$ is the circularly $\sigma^\pm$ polarized component of the laser field, which drives the dipole transitions between the ground state $|G\rangle$ and the single exciton states $|X_\pm\rangle$ as well as from the single exciton states $|X_{\nu \pm}\rangle$ to the biexciton state $|B\rangle$. $M_0$ denotes the corresponding dipole matrix element, $\omega_L$ is the central frequency of the laser and $f_\pm(t)$ is the driving amplitude of the corresponding transition, which is defined in such a way that for a resonant cw excitation, its modulus corresponds to the Rabi frequency. This coupling scheme is illustrated in figure 1.

In many studies, this model is further reduced to an electronic two-level system (TLS) by considering excitation by light with a single circular polarization. For this choice of excitation conditions, two of the four electronic states introduced above are decoupled from the dynamics and the electronic system is reduced to the TLS formed by the ground state $|G\rangle$ and the single exciton state that we denote by $|X\rangle$, driven by a light field with the amplitude $f$.

For laser pulse envelopes that vary sufficiently slowly in time, the dressed state basis for the electronic state space is a natural choice and also helps to highlight the physics of some of the preparation schemes discussed in section 3. These dressed states are defined as the instantaneous eigenstates of the light-matter Hamiltonian $H_{\text{dot}} + H_{\text{dot--laser}}$ in the frame, rotating with the laser frequency. The simplest case is constituted by the TLS where the dressed states $|D_{\pm}\rangle$ are given by:

$$|D_{\pm}\rangle = N_{\pm} \left[ f^*|G\rangle + \left( \Delta \mp \sqrt{\Delta^2 + |f|^2} \right) |X\rangle \right],$$

where $\Delta$ is the detuning between the laser frequency and the transition frequency of the dot and $N_{\pm}$ are normalization factors. The energies of the dressed states are

$$\hbar \Omega_{\pm} = \frac{\hbar}{2} \left( -\Delta \pm \sqrt{\Delta^2 + |f|^2} \right).$$

As can be seen from these formulas, the dressed states depend on the detuning $\Delta$ and the strength $f$ of the optical driving. For a four-level exciton–biexciton system, simple formulas for the dressed states arise in the special case of a vanishing biexciton binding energy $\Delta_B$ and resonant driving [47]. For finite $\Delta_B$ and/or off-resonant driving, analytical expressions can still be derived but are quite involved and not very instructive.

Due to being embedded in a solid-state environment, QDs cannot be treated as isolated systems. Here, the coupling to phonons is most important. For strongly confined dots on short time scales, the coupling of excitons to acoustic phonons via the pure dephasing mechanism [48–51] has been identified as typically being the dominant source of decoherence [50, 52–54]. The corresponding Hamiltonian reads:

$$H_{\text{dot--phonon}} = \sum_{\bf{q}} \hbar \omega_{\bf{q}} b_\bf{q}^\dagger b_\bf{q}^\dagger \sum_{\nu} \hbar \left( g_\nu^b h_{\bf{q}} + g_\nu^{b*} h_{\bf{q}}^* \right) |\nu\rangle\langle \nu'|.$$
and biexcitonic wave functions approximately factorize into products of single particle electron and hole wave functions, which implies that the phonon coupling constants are of the form: \( g_{q}^{n} = n \cdot g_{q} \), where \( n \) represents the number of excitons present in the state \( |n \rangle \) and \( g_{q} \) is the exciton–phonon coupling [51]. The explicit form of \( g_{q} \) depends on the specific coupling mechanism. For typical InGaAs or GaAs dots, as discussed in this review, the deformation potential coupling to longitudinal acoustic (LA) phonons is by far the strongest, while for strongly polar materials like GaN or QDs, with spatially strongly separated electron and hole wave functions, the piezoelectric coupling to both longitudinal and transverse phonons may become dominant [51, 55, 56].

The carriers in the QD also interact with optical phonons, e.g. via the Fröhlich interaction [57–60], which under certain conditions can also contribute to the generation of biexcitons [61]. In contrast to acoustic phonons, optical phonons, in particular those which are efficiently coupled to the electrons and holes in a QD, can typically be taken to be dispersionless. Because of their essentially discrete spectrum, the interaction with optical phonons does not give rise to dephasing, but instead leads to an oscillatory contribution to the dynamics of the polarization visible as a discrete sideband in the optical spectrum [51, 62]. However, the interaction strength of the energetically well-separated optical phonons compared to acoustic phonons is typically rather small and, except for very short pulse excitations, they are usually out of the spectral range of excitation. Therefore, we focus on the acoustic phonons in the remainder of this review. Explicit expressions for all commonly used carrier-phonon coupling schemes for QDs can be found in [51].

Most important in the context of state preparation is the influence of the phonon degrees of freedom on the electronic dynamics. The latter is determined by the phonon spectral density \( J(\omega) \), which is given by:

\[
J(\omega) = \sum_{q} |g_{q}|^{2} \delta(\omega - \omega_{q}).
\]

For QDs with a harmonic confinement potential in which the carriers are coupled to LA phonons via the deformation potential, the phonon spectral density is well-approximated by [63, 64]:

\[
J(\omega) = A\omega^{3} \exp(-\omega^{2}/\omega_{c}^{2})
\]

with strength \( A \) and a cut-off frequency, \( \omega_{c} \), determined by the size of the QD. For a spherical QD with equal confinement lengths \( a \) for electrons and holes, this formula is exact and the parameters are given by

\[
A = \frac{|D_{e} - D_{h}|^{2}}{4\pi^{2} \varrho \hbar c_{s}^{3}} \quad \text{and} \quad \omega_{c} = \sqrt{2} c_{s}/a,
\]

where \( D_{e/h} \) are the deformation potentials of electrons and holes, \( \varrho \) is the crystal density and \( c_{s} \) is the longitudinal sound velocity. Figure 2 shows \( J(\omega) \) for three different dot sizes and GaAs parameters. It can be seen that \( J(\omega) \) is maximal at a finite phonon frequency, which is larger for smaller dots and typically of the order of a few meV. For small frequencies, the spectral density scales according to \( J(\omega) \sim \omega^{3} \). Such a power-law behavior with an exponent \( n > 1 \) is referred to as superohmic coupling [65].

The smooth phonon spectral density of figure 2 is typical for the interaction of excitons or biexcitons in a single QD with bulk acoustic phonon modes, where the size of the QD is the only characteristic length scale. Additional structures in the spectral density appear as soon as other characteristic length scales are present in the system. Phonon couplings for various types of QD structures with more than one length scale have been discussed in the literature, including QDs with different confinement lengths of electrons and holes [66] or with different aspect ratios [67], strong variations of the acoustic properties at the boundary of the QD [68], a QD placed close to a surface [69], in free-standing slab [69, 70] in a quantum wire [71], or a pair of QDs at a given distance [72, 73].

The physics described by the model defined by equations (1), (4) and (8) are most easily understood by first concentrating on two simple limiting cases: (i) vanishing exciton–phonon coupling, i.e. \( g_{q} = 0 \) and (ii) no optical driving, i.e. \( M = 0 \). In the first case, the dynamics resulting from the remaining model reduces to the well-known optical Bloch equations for electronic two- or four-level systems without relaxation [74]. In general, the laser driving leads to a coherent superposition of the discrete dot states, which typically implies for the corresponding occupations an oscillatory behavior known as Rabi oscillations. The frequency of these oscillations depends on the characteristics of the pulse. For the simplest case of a TLS driven by a monochromatic laser field with constant amplitude \( f \), the Rabi frequency \( \Omega_{\text{Rabi}} \) is given by [74]:

\[
\Omega_{\text{Rabi}} = \sqrt{\Delta^{2} + |f|^{2}}.
\]

In the dressed state picture, these oscillations correspond to a coherent superposition of the two dressed states, resulting in quantum beats oscillating with the difference frequency \( \Delta = \omega_{e} - \omega_{h} = \Omega_{\text{Rabi}} \). Most important for the discussion of this review, exciton or biexciton states are reached by the coherent Bloch-type dynamics as pure states only for special excitation conditions. For example, in the case of a TLS, the exciton can only be prepared as a pure state for resonant excitation, i.e. for \( \Delta = 0 \) and distinguished values of the pulse area \( \theta \), that equal...
odd multiples of $\pi$. Here, the pulse area is given by:

$$\theta = \int_{-\infty}^{\infty} |f(t)| \, dt. \quad (13)$$

The influence of phonons on the state preparation using resonant Rabi oscillations is summarized in section 3.1.

In the second limiting case, the model reduces to the so-called independent Boson model, which is known to be analytically solvable \( [48, 75–77] \). As the independent boson model represents a pure dephasing mechanism, i.e. there is no coupling between different electronic states, the electronic occupations stay constant in the course of time. However, the carrier-phonon coupling in the independent boson model mixes electronic and phononic degrees of freedom in the excited states and thus gives rise to a polaronic character of the eigenstates of the system.

When both carrier-light and carrier-phonon coupling are present, the interplay of both interaction mechanisms leads to a variety of dynamical features not found in the limiting cases such as phonon-assisted optical generation processes or phonon-induced modifications of Rabi oscillations, as discussed in detail in section 3. Other interaction mechanisms besides the coupling to acoustic phonons typically lead to relaxation channels that, at least at sufficiently low temperatures, act on longer time scales than those considered here for preparation purposes. As an example, we mention the radiative decay that takes place on a time scale of hundreds of picoseconds up to nanoseconds \( [78–80] \).

For some applications, it is favorable to place the QD in a microcavity \( [81–86] \), where the dot interacts with confined photon modes. Also, for dots in cavities, phonons can play a decisive role, e.g. for the dephasing \( [87–91] \), the photon statistics \( [58, 92–94] \) and the indistinguishability of photons \( [95] \) as well as provide a dot-cavity coupling in the case of non-resonant QD and cavity modes where phenomena such as off-resonant cavity feeding have been found \( [82, 96–102] \). Although such systems are not at the focus of the present review, we note in passing that, in this case, additional relaxation mechanisms, cavity losses in particular, may be of importance.

For more elaborate applications in quantum information technology, the question of upscaling arises. This means that systems consisting of more than a single QD must be considered. As in the case of a QD in a microcavity, here also new phonon-related aspects come into play. A detailed discussion of such systems is beyond the scope of this review. However, let us briefly discuss some of these new aspects. The next step in the upscaling is an extension to double QD systems. If the QDs are sufficiently close to each other, a tunnel coupling between the electron and/or hole states of the individual QDs may arise, leading to the appearance of delocalized states. Because of the similarity of these states with bonding or anti-bonding states, these structures are also named QD molecules. This coupling, which can be controlled to a large degree by an external electric field, has been the subject of a large amount of work in past years that has investigated both excitonic \( [103–105] \) and biexcitonic transitions \( [106, 107] \). In particular, close to a resonance between spatially direct and indirect exciton states, phonon-induced transitions can be strongly enhanced \( [73, 108–110] \), which can also be interpreted as phonon-assisted tunnelling \( [111, 112] \). The formation of a molecular polaron can give rise to phonon-induced optical transparency \( [113] \). Even if the distance between the QDs is larger, such that tunnelling processes are negligible, the QDs can still be coupled via the Coulomb interaction, which leads to an excitation transfer, often referred to as Förster coupling. Like the tunnelling, this transfer is also affected by phonons \( [72] \). Phonon wave packets emitted from one QD can modulate the optical response of a second QD \( [114] \). Phonons in general also give rise to the decay of entanglement between excitons in two QDs \( [115] \), which is an important aspect in quantum computation.

### 2.2. Theoretical Methods

Apart from its relevance for laser-driven QD dynamics, the model defined by equations (1), (4) and (8) is a prototype of a quantum dissipative system \( [65, 116, 117] \) and thus also serves as a test ground for different theoretical methods. Therefore, it is not surprising that a wealth of theoretical approaches have been actively used for exploring the resulting dynamics. Despite the simplicity of the electronic structure, the model in fact represents a genuine many-particle system due to the coupling to a continuum of acoustic phonon modes and the unlimited occupation number of each mode. For arbitrary laser driving, no analytical solution of the model is known.

Only in the limiting case of ultra-short excitations can exact analytical solutions be obtained because, in this limit, the influence of the phonons on the excitonic system during the presence of the pulse is negligible. This is a result of the high-frequency cut-off in the phonon spectral density [equation (10)], which leads to a decoupling at times \( t \lesssim \omega_c^{-1} \).

Closed form results for an arbitrary sequence of ultra-short excitations have been derived using a generating function formalism \( [118, 119] \). For preparation purposes, on one hand, a short preparation time is desired. However, ultra-short excitations strongly restrict the available preparation schemes such that essentially only the traditional Rabi flopping strategy, as discussed in detail in section 3.1, can be realized. Other schemes that turn out to be advantageous for certain purposes (see sections 3.2 and 3.3) require longer pulse durations. For such excitations, one must rely on numerical methods. Most often, these methods fully account for the dot-light coupling but treat the exciton–phonon interaction within further approximations. Examples of such approaches are the time-convolutionless approach \( [116, 120, 121] \), the correlation expansion \( [122–126] \), different types of master equations \( [53, 64, 88, 93, 116, 127, 128] \), or time-dependent perturbation theory \( [125, 129] \). For the Hamiltonian dynamics within the model established by equations (1), (4) and (8), a numerically complete treatment without any further approximations to the light-matter or the carrier-phonon coupling has also been implemented using a real-time path-integral approach \( [130–134] \). Taking these numerically complete solutions as a benchmark, direct comparisons have been performed for the correlation expansion \( [135, 136] \), the time-convolutionless
found even when a finite value is special for the superohmic coupling. In fact, in
ics. We note in passing that the non-exponential decay towards
polarization decay represent genuine non-Markovian dynam-
that even rather simple Markovian master equation approaches
energy of the initial and final electronic state are the same and
simple decay rate for the polarization. In fact, a naive calcula-
larization of a two-level dot generated by an ultra-fast laser
the time evolution of the modulus square of the optical po-
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these comparisons revealed that for parameters typical for state
state preparation protocols, i.e. sufficiently low temperatures,
weak carrier-phonon couplings and not excessively long
times, the correlation expansion, the time-convolutionless
formulation, as well as advanced master equation approaches
essentially give the same results. Direct comparison of the
 correlation expansion and perturbation theory reveals that the
latter fails much earlier than the other approaches [125], which
is of course not expected.

A characteristic feature of the model defined by equa-
tions (1), (4) and (8) is the fact that in the basis of the electronic
|ν⟩, the phonons only exhibit a diagonal coupling, i.e. they
do not give rise to transitions between different states.
Thus, after an optical excitation—when the light pulse is
gone—the occupations of the states remain constant. However,
the optical polarization, describing the coherence between the
optically coupled states, exhibits an initial decay on a picosec-
tond time scale. This reflects the pure dephasing nature of the
model. As an example, the black solid line in figure 3 displays
the time evolution of the modulus square of the optical po-
larization of a two-level dot generated by an ultra-fast laser
pulse with a pulse area π/2. As in an ideal TLS, an initial
value of 0.25 is reached, followed by a decay that is not only
non-exponential but also only partial, i.e. the polarization ap-
proaches a temperature-dependent finite value at long times.
The origin of this behavior as well as the dependence on the
duration of the exciting pulse is discussed in more detail in sec-
tion 3.1.3. Obviously, such a non-exponential and incomplete
decay of the polarization, which in the spectral domain corre-
sponds to strongly non-Lorentzian line shapes of the absorp-
tion or luminescence spectra [50, 51, 137], cannot be captured by a
simple decay rate for the polarization. In fact, a naive calcula-
tion of phonon-induced relaxation rates according to Fermi’s
golden rule would give a zero result in this case because the
energies of the initial and final electronic state are the same and
the phonon spectral density J(ω) is zero at ω = 0. Thus, the
polarization decay represent genuine non-Markovian dynam-
ics. We note in passing that the non-exponential decay towards
a finite value is special for the superohmic coupling. In fact, in
the subohmic case, an exponential decay is found even when
J(ω) still approaches zero for ω → 0 [65].

In view of these features, it may at first seem surprising
that even rather simple Markovian master equation approaches
can, under certain circumstances, reproduce experimental
observations well such as the damping of Rabi oscillations.
Here, it should be noted that, provided the laser envelope slowly
varies in time and the carrier-phonon coupling is not too strong,
the dressed states become stable quasi-particles. As the light-
matter interaction is already accounted for in the definition of the
dressed states, the energy of the incoming photons is included in the corresponding energies. Therefore, the splitting
between the dressed state energies is determined by the Rabi
frequency, which, for near resonant excitation, is typically of
the order of a few meV, i.e. of the order of typical acoustic
phonon energies. Therefore, the phonon coupling can now
induce real transitions between the dressed states, which can
be described by a transition rate. Consequently, for moderate
carrier phonon coupling strengths, the phonons essentially
lead to a thermalization dynamics in the dressed state basis
[135], which is often well-represented by a Markovian rate
equation. A more detailed analysis based on master equations,
accounting for the phonon-induced memory, reveals that the
simple Markovian treatment reaches its limit, for example,
when phonon-induced renormalizations of the Rabi frequency
become important: for stronger carrier-phonon coupling the
stable quasi-particles assume a polaronic character, which
can be used to formulate more advanced master equation
approaches that rely on polaron transformations [64, 88, 127].

3. State preparation schemes

The state preparation of a QD typically aims at exciting the
QD from its ground state, i.e. when no exciton is present, into
a specific final state, e.g. a single exciton state, the bixciton
state, or a well-defined superposition state. In this section, we
discuss three basically different optical control schemes and
focus on the influence of the phonons on state preparation.
The most common excitation scheme relies on the coherent
manipulation of the few-level system by resonant laser pulses.
The pulses induce Rabi oscillations in the carrier system and
drive the QD into a final state, which strongly depends on
the pulse and material parameters such as pulse shape, pulse
duration and dipole coupling matrix elements. The second
scheme uses chirped pulses where the frequency sweeps over
the resonance frequency of the QD starting either below or
above the resonance. Here, the excitation mechanism is an
adiabatic rapid passage (ARP) from the ground state to the
exciton or bixciton state which, as soon as the adiabaticity
condition is reached, only weakly depends on the exact pulse
parameters such as the pulse area or the chirp rate. Both these
schemes have in common the fact that they work perfectly in
the case of an isolated few-level system. Phonons deteriorate
controllability and thus the study of the influence of phonons
is mainly directed towards finding parameter ranges where
this influence is of minor importance. In contrast to these
two coherent schemes, the third excitation scheme is based on
incoherent phonon-induced transitions to prepare the exciton
or bixciton state by an excitation with a detuned laser
pulse. This scheme, therefore, relies on the carrier-phonon
interaction and works even better for stronger couplings. In
the present section we describe these schemes and summarize
the experimental and theoretical work that has been performed in these fields.

3.1. Resonant excitation

When a QD modeled as an ideal TLS is excited resonantly, i.e. by monochromatic light with the frequency $\omega_L = \omega_X$, the occupations of the two states, here the ground and the exciton states, oscillate between zero and one as a function of time. These are the well-known Rabi oscillations, which were first described for spin oscillations in a rotating magnetic field [138]. Without any further couplings, the oscillation continues without any damping as long as the light field is present. A different but completely equivalent picture of Rabi oscillations is provided in the framework of the dressed state basis introduced in section 2. Here, the exciting light field gives rise to the splitting of the dressed states by the Rabi frequency and Rabi oscillations correspond to a quantum beat of these two states. The coupling to phonons disturbs these ideal Rabi oscillations. It is instructive to first discuss the influence of the phonons on Rabi oscillations in the time regime to understand their influence on state preparation.

3.1.1. Rabi oscillations. The measurement of time-resolved Rabi oscillations for a single QD is experimentally challenging. To measure the time dependence of the Rabi oscillations, the change in the Autler–Townes–splitting in the TLS formed by the exciton–biexciton transition has been detected [139]. The results are shown in figure 4. Autler–Townes splitting refers to the splitting of the transition line caused by the coupling to the light field, when observed by a third (auxiliary) state [25]. The measurement was performed using photocurrent detection [23] with excitation with a finite pulse length as indicated in the lower part of figure 4. When the laser power is increased, the Rabi frequency increases and more Rabi oscillations can take place during the pulse. Furthermore, the Rabi oscillations are damped and the damping increases with increasing power. Time-resolved Rabi oscillations have also been observed experimentally for a QD placed in a microcavity where the light-matter interaction was in the strong coupling regime. Here, the Rabi oscillations reveal themselves in the time-resolved correlation function [140–142]. Recently, time-resolved Rabi oscillations have been measured by monitoring the time-dependent resonance fluorescence from a singly charged QD, where a TLS is formed by the negatively charged ground state and the trion state [143].

The coupling to phonons has several effects on the Rabi oscillations. First, it leads to a damping of the oscillations. The origin of this damping is most easily understood in the dressed state picture. In the case of Rabi oscillations, the electronic system is a superposition of the two dressed states. Phonons give rise to incoherent transitions between the dressed states. At low temperatures, when essentially only phonon emission processes are present, this leads to a relaxation to the lower dressed state, while at higher temperatures, when emission and absorption processes are almost balanced, both dressed states are equally populated [135]. In both cases the coherence between the states, which is responsible for the oscillations, decays.

In addition to the damping, there are other phonon-induced phenomena. Due to the coupling to phonons, the excitation of the QD leads to a local lattice distortion in the region of the QD caused by the change of the electronic charge distribution. The resulting exciton–phonon complex is known as the polaron. The build-up of the polaron leads to a shift of the transition line from the bare value $\omega_X$ to the polaron-shifted value $\omega_X - \sum q | \frac{\hbar \omega_q}{\omega_g} |$ [51]. Accordingly, when modeling resonant excitations based on the Hamiltonian in equations (1), (4) and (8), this shift must be taken into account by adjusting the light frequency $\omega_L$ to the polaron-shifted transition frequency. The shift of the exciton line caused by the exciton–phonon interaction can be directly seen in experiments measuring either the passage of a strain pulse through the dot [144, 145] or by applying a periodic strain modulation in terms of a surface acoustic wave, where it leads to sidebands in the QD fluorescence spectrum [146]. It can be even exploited for an ultra-fast switching of a QD placed in a microcavity into the lasing regime by shifting the transition frequency into resonance with the cavity mode [83].

Finally, the polaronic nature modifies not only the energies of the states but also the coupling to the light field. This renormalization of the exciton-light interaction strength gives rise to a change in the frequency of the Rabi oscillations compared to its phonon-free value. This leads, in particular, to a temperature dependence of the Rabi frequency even if the light field is kept constant [125, 129].

An example of the dynamics of the two-level QD coupled to phonons is shown in figure 5, where the exciton occupation and the interband polarization, i.e. the coherence between ground and exciton states are displayed for the case of driving by a resonant light field with constant amplitude. Note that the polarization is displayed in a frame rotating with the light field. The figure clearly shows the damping of the oscillations and the approach of a stationary state on a time scale of several
tens of picoseconds. Both the damping rate and the oscillation frequency are temperature dependent, as discussed above. In the stationary state, the occupation of the exciton level is 0.5, independent of the temperature and the imaginary part of the polarization vanishes. The stationary value of the real part of the polarization, on the other hand, depends on the temperature. It has been found that the stationary state can be very well understood as a thermal distribution over the dressed states, confirming again the usefulness of this picture. Only for very low temperatures have slight deviations been found [135]. Here, both path integral and correlation expansion calculations revealed a stationary value of the polarization lying between the predictions by a weak coupling theory [65] and the thermal distribution over the dressed states.

For light that is not strictly circularly polarized, generally both exciton states and the biexciton are excited. Typically, the exciton-to-biexciton transition energy lies below the ground state-to-exciton transition energy by a few meV and the biexciton binding energy $\Delta B$ [23, 147, 148] is such that a two-photon process can be chosen, which is resonant on the ground state-to-biexciton transition, but where the single-photon frequency is sufficiently detuned from the ground state-to-exciton and exciton-to-biexciton frequencies. This leads to two-photon Rabi oscillations between the ground and biexciton states [18, 149–151]. The impact of phonons is similar as in the two-level case [120]. The stationary values of the occupation as well as the time scale on which the stationary state is reached depend strongly on the polarization of the exciting laser pulses [47, 134].

3.1.2. Rabi rotations. For an excitation of the QD with laser pulses, the dynamics of the occupations are restricted to the time when the light field couples to the QD. After the pulse, the occupations remain constant as long as radiative decay can be disregarded. Therefore, it is meaningful to look at the final occupation after such an excitation. This is indeed the typical type of experiment to monitor the Rabi-type dynamics of excitons and biexcitons. Typically, the final occupation is plotted as a function of the pulse area, which for a fixed pulse duration is proportional to the square root of the light intensity. Also, here, oscillatory behavior shows up, which is commonly named Rabi rotation because in a TLS it reflects the rotation of the Bloch vector into a new direction by the action of the pulse. An example of both measured and calculated Rabi rotations is shown in figure 6. In an ideal TLS, pulse areas given by odd multiples of $\pi$ result in a complete excitation of the system (occupation of one) while for even multiples of $\pi$, the system is completely driven back into the ground state. Rabi rotations are a widely used tool for state preparation because they allow a preparation of pure exciton or biexciton states as well as of coherent superpositions with arbitrary amplitudes of ground, exciton and biexciton states to be carried out. The price paid for this versatility is the very sensitive dependence of the dynamics and thus of the generated state on the pulse parameters such as pulse shape, intensity and duration, as well as on material parameters such as the energies or dipole coupling matrix elements. Already, small deviations from the resonance or from the correct pulse area have a large influence on the state preparation. Therefore, for an ensemble of QDs, which typically have a range of transition frequencies and dipole matrix elements, a controlled state preparation using Rabi rotations is not possible.

The first experiments showing Rabi rotations in a single QD, being the prototype of coherent manipulation of a QD, were realized more than ten years ago in different structures [152–156]. Since then, many other experiments have been performed and, currently, Rabi rotations are commonly used in many optical control experiments [53, 54, 148, 157–164].

The coupling of the QD to its environment leads to a temporal damping of Rabi oscillations, as discussed above. This damping is reflected in a corresponding damping of Rabi rotations when plotted as a function of the pulse area, which has been investigated in a variety of experimental studies. Depending on the sample structure and the excitation conditions, different coupling mechanisms may be responsible for the observed damping. For example, the intensity-dependent damping of Rabi rotations with a pulse area up to $10\pi$ has been attributed to simultaneous bound-to-continuum transitions involving wetting layer states [158]. A very good agreement of
the damping behavior of measured Rabi rotations with pulse areas up to \(12\pi\) and theoretical calculations, including the electron–phonon coupling described in section 2, has been recently demonstrated [53, 54] (see also figure 6). The calculations were able to reproduce the experimental data for a large temperature range from 5 K up to 75 K. Also, for QDs embedded in a one-dimensional waveguide, the main source for the damping of Rabi rotations has been attributed to the coupling to acoustic phonons with additional contributions resulting from enhanced radiative decay due to the strong coupling between the QD and the optical wave guide mode [164].

The experimental realization of Rabi rotations between the biexciton state and the exciton state [165], as well as between the biexciton and the ground state [18, 149–151, 166, 167], which can be both described in the four-level model, has great potential impact on the field of quantum logic where exciton-biexciton systems have been proposed as two-qubit quantum gates [21, 165] or as emitters of entangled photon pairs [11–18]. Rabi rotations between the ground and the biexciton state were also performed using two-color excitations [168]. A recent review of coherent optical control of QDs can be found in [25].

The impact of the interaction of a QD exciton with acoustic phonons on the damping of Rabi rotations has been the subject of many theoretical works [64, 119, 120, 123, 125, 127, 129, 131, 136, 169–171]. Besides analyzing specific experimental conditions, these studies have also been motivated by the exemplary character of the Hamiltonian describing a bosonic bath coupled to a two-level system [48, 65, 116]. More general types of coupling to a bosonic bath have also been investigated [172]; however, here, we restrict ourselves to the type of coupling introduced in section 2.

Like Rabi oscillations in the time domain, a renormalization of the frequency, here, with respect to the pulse area, is found. However, while Rabi oscillations are always decayling in time, for Rabi rotations, the damping has been found to be a non-monotonic function of the pulse area. For small pulse areas, the amplitude of the Rabi rotations decreases with increasing pulse area thus showing the expected damping behavior, while for high pulse areas the amplitude increases again, which resembles undamping. However, it should be noted that this is not undamping in the time regime such as, e.g. the revival of Rabi oscillations in the Jaynes–Cummings model [173]. This behavior has therefore been termed the reappearance of Rabi rotations [131]; an example is shown in figure 7.

The non-monotonic behavior of the damping can be traced back to the resonant nature of the exciton–phonon coupling matrix elements as reflected in the phonon spectral density given by equation (9) (see also figure 2). The spectral density clearly reveals that only phonons in a certain frequency window are efficiently coupled to the exciton and that there is a frequency \(\omega_{\text{max}}\) where the coupling is most efficient. As seen in figure 2, this frequency depends on the QD size; it can be roughly identified as the frequency of phonons with a wavelength of the order of the QD size. The non-monotonic behavior of the damping can now be understood in terms of a resonance between the exciton dynamics characterized by the Rabi frequency \(\Omega_{\text{Rabi}}\) and the dynamics of the most strongly
coupled phonons characterized by \(\omega_{\text{max}}\) [125, 129, 174]. If these two frequencies coincide, the damping will be strongest. For much smaller Rabi frequencies (\(\Omega_{\text{Rabi}} \ll \omega_{\text{max}}\)), the electronic system oscillates so slowly that the phonon system follows essentially adiabatically and no energy is irreversibly transferred to the phonons. On the other hand, for Rabi frequencies much higher than the resonance (\(\Omega_{\text{Rabi}} \gg \omega_{\text{max}}\)), the change in the electronic system is so fast that the phonons cannot follow, leading again to an inefficient coupling.

Instead of using the resonance argument in the time domain, the spectral domain can also be employed for the interpretation of the non-monotonic dependence of the damping on the Rabi frequency [125]. The driving light field gives rise to the appearance of dressed states with an energy splitting given by the Rabi frequency \(\Omega_{\text{Rabi}}\). Phonon-induced transitions between the dressed states occur with a rate proportional to the phonon spectral density at the frequency corresponding to this energy splitting, which again explains why these transitions and thus the damping, are most pronounced when the Rabi frequency coincides with the position of the maximum of the spectral density, i.e. when \(\Omega_{\text{Rabi}} \approx \omega_{\text{max}}\).

The non-monotonic damping and the reappearance of Rabi rotations are a general behavior related to the structure of the exciton–phonon coupling in QDs. As is seen in figure 7, this also occurs for a coupling that is much stronger than the one in typical QD structures and at rather high temperatures, when there are essentially no more oscillations visible in a certain window of Rabi frequencies. The details of the occurrence of the reappearance, however, strongly depend on many details of the exciting laser pulse, e.g. the pulse duration or the pulse shape. For pulses shorter than \(\omega_{\text{max}}\), for a \(\pi\)-pulse, the excitonic dynamics is already faster than the phonon dynamics such that the first rotation is in the regime of decreasing damping. Therefore, Rabi rotations for short pulse excitations are essentially undamped [125]. The pulse shape determines the distribution of Rabi frequencies during the action of the pulse. A rectangular pulse is characterized by a single, fixed Rabi frequency during the pulse. Therefore, there is a clear resonance and the reappearance sets in immediately above the
resonance. In a Gaussian pulse, on the other hand, the Rabi frequency increases continuously from zero to a maximal value and then decreases again. Therefore, even if the amplitude at the pulse maximum is already beyond the resonance, there are parts of the pulse in the leading and tailing edge where the amplitude satisfies the resonance condition and thus a pronounced damping is present during these times. For this reason, in the case of a Gaussian pulse, the amplitude of the Rabi rotations grows much slower after the onset of the reappearance and much higher pulse areas are required to reenter the regime of pronounced Rabi rotations [170].

Recent experiments on Rabi rotations with pulse areas up to $12\pi$ have been quantitatively described by the model on which the present review is based [53, 54]. Indeed, for small pulse areas, the influence of phonons is small and increases with increasing pulse area. The regime of reappearance of Rabi rotations has not yet been clearly reached in these experiments although a detailed comparison with calculations suggests that some features of the measurements can be regarded as first hints for an onset of the reappearance.

Both experimental and theoretical studies thus show that in order to achieve high-fidelity state preparation based on a resonant excitation, it is necessary to carefully select the excitation conditions regarding pulse length, pulse shape and pulse area. The optical control typically performs better when choosing short, rectangular pulses and working within a pulse area range up to $2\pi$. Of course, when optimizing the excitation conditions, the limitations of the model must be kept in mind. For long pulses, other dephasing or relaxation mechanisms such as radiative decay may become effective [175]. Short pulses, with their broad spectrum, may excite other transitions either in the same dot or in nearby dots, which also deteriorates the preparation of the desired state.

Currently, the optical control of QDs in a microcavity has also come into the focus of attention, where vacuum Rabi oscillations and the corresponding vacuum Rabi splitting are seen as indications for reaching the strong coupling regime between light and matter [176–179]. In the case of strong light-matter coupling, there is a strong interplay between the exciton-phonon and light-matter interaction, which, for example, can be seen in the line-width broadening in the Mollow–Triplet [102, 180]. The combined exciton–photon and exciton–phonon interaction in the strong coupling regime has been subject to many theoretical works [58, 87–91, 95, 128, 181, 182]. A detailed discussion of the phenomena related to the interplay between these coupling mechanisms is beyond the scope of this review.

3.1.3. Generation of superposition states. Thus far, we have mainly discussed the influence of phonons on the occupation of the QD states. For applications of optically controlled QDs in quantum information processing, it is also necessary to prepare a given superposition state, e.g. a superposition of ground and exciton states [19]. One way to create a superposition state is to use a Rabi rotation with a pulse area, which is not equal to a multiple of $\pi$. For example, a $\pi/2$ pulse applied to a TLS creates a superposition between ground and exciton states, $(|G\rangle + i|X\rangle)/\sqrt{2}$. In the language of quantum information processing, applying a $\pi/2$ pulse corresponds to the action of a Hadamard gate on a qubit consisting of the states $|G\rangle$ and $|X\rangle$ [183].

The ability to fully control a TLS is often demonstrated in Ramsey interference experiments, where a pair of two $\pi/2$ pulses is used to resonantly excite the QD [24, 25, 154, 157, 184]. If the second pulse is in-phase with the polarization created by the first pulse, there is constructive interference driving the system into the exciton state $|X\rangle$. If the second pulse has the opposite phase as the polarization, there is destructive interference; the exciton is removed from the QD and the ground state $|G\rangle$ is restored. When plotted as a function of the phase difference between the pulses this leads, in an ideal TLS, to oscillations of the exciton occupation between zero and one. In the presence of dephasing processes, these oscillations are damped.

Furthermore, for the preparation of superposition states, the phonons are a major source of dephasing. Besides dephasing during the action of the pulse, which can be reduced by using short pulses, the polarization is generally subject to dephasing even after the preparation of the state. This becomes clear for an excitation with ultra-fast laser pulses, where the phonons cannot act during the pulse. After the generation of a superposition state, the occupations remain constant but the polarization decays as shown in figure 3 for the case of an excitation by pulses with a pulse area of $\pi/2$ and three different pulse durations. In the case of ultra-fast excitation, the maximal polarization of 0.25 is reached. Directly after the generation, a fast initial decay of the polarization within a time scale of about 1 ps is found [51]. In the case of the 100 fs pulse, a slightly lower value is reached but the behavior is still similar to the ultra-fast limit. Because the ultra-fast excitation of an exciton leads to an almost instantaneous change of the charge density, the equilibrium position of the crystal lattice changes. Due to the abrupt change, coherent phonons are created and, in the case of acoustic phonons, a coherent wave packet is sent out of the dot which carries away information from the QD [129, 174, 185, 186]. This leads to the observed dephasing of the coherence [51, 55]. After the wave packet has left the dot, the polarization exhibits no further decay caused by the phonons. The time scale of the initial decay is determined by the time the wave packet needs to leave the QD. Other interaction mechanisms, in particular, radiative decay, give rise to exponential decay on a much longer time scale [78]. The non-exponential decay of the polarization, which is a clear indication of the non-Markovian nature of the exciton–phonon coupling in the absence of a driving light field, has been measured using four-wave-mixing techniques [78, 187–190].

From the polarization dynamics after an ultra-fast excitation, the absorption spectrum of the QD can be obtained, which consists of the zero phonon line and the typical phonon background resulting from the interaction with acoustic phonons. The interaction with optical phonons gives rise to satellites in the spectrum separated by multiples of the optical phonon frequency, which again are superimposed on a background due to the acoustic phonons. This type of spectra has been seen in many experimental and theoretical studies [50, 51, 62, 67, 78].
For longer pulses, the change of the electronic charge density caused by the excitation of the QD is much slower and, for sufficiently long pulses in the adiabatic limit, no wave packet is emitted. Thus, no decay of the polarization after the pulse is found, as shown in figure 3 for the case of an excitation by a 1 ps pulse. Instead, coherence is already lost during the action of the pulse, which also results in a reduced occupation of the states. Interestingly, the final polarization long after the pulse, say for \( t > 2 \) ps, is larger in the case of the longer pulse. Instead of using a single long pulse, a sequence of ultra-short pulses can be used, which, for suitable parameters, also gives rise to a reduced decoherence compared to a single ultra-short pulse [56, 191].

It is interesting to note that the reduced value of the polarization after the longer \( \pi/2 \) pulse seen in figure 3 compared to the ideal value of 0.25 is not completely related to irreversibility, in contrast to the decay after an ultra-fast excitation, where irreversibility results from the emission of the phonon wave packet. This is seen when comparing a Ramsey-type interference using short and long pulses [192] and calculating the linear entropy. The linear entropy \( S_1 = 1 - \ln(\rho^2) \), where \( \rho \) is the reduced density matrix in the QD subspace, is a suitable measure for the purity of a QD state [116]. The results of such calculations are shown in figure 8 (solid and dashed lines). The first pulse drives the system into an entangled state between exciton and phonons and thus increases the linear entropy. While in the case of short pulses the linear entropy essentially remains constant after the second pulse, for long pulses it is considerably reduced by the second pulse. In fact, it turns out that in the case of an excitation by long pulses, the appropriate definition of a qubit should include the polaron dressing of the exciton [192]. The dotted and dashed-dotted lines in figure 8 show the results for the linear entropy when the reduced density matrix is calculated in the polaron basis. In this case, the entropy after the first pulse is much smaller than in the bare exciton basis (solid and dashed lines), in particular for the long pulse and the entropy never decreases.

The dressed qubit thus undergoes much lower dephasing and much higher fidelities of quantum gate operations can be achieved. However, when strongly increasing the pulse duration, other dephasing mechanisms such as radiative decay usually become more important. Taking into account this trade-off between different types of decoherence then leads to optimal pulse durations that depend on the specific QD structure as well as on temperature [175].

### 3.2. Excitation with chirped laser pulses

A different method of state preparation is achieved by using **chirped** laser pulses. During these frequency-modulated pulses, the frequency varies with time. In the most simple case, the modulation is linear, such that for a pulse with pulse maximum at time \( t = 0 \), the corresponding laser frequency is given by \( \omega(t) = \omega_0 + at \), where \( \omega_0 \) is the central frequency of the laser pulse at the pulse maximum and \( a \) is the chirp rate. In most cases, \( \omega_0 \) is taken to be resonant with the exciton transition. For the generation of chirped laser pulses, a transform-limited pulse is sent through a chirp filter characterized by a chirp coefficient \( \alpha \) [193, 194]. In such a filter, an initial Gaussian pulse with amplitude \( f_0 \) and pulse duration \( \tau_0 \) is transformed into a chirped Gaussian pulse with pulse duration \( \tau \), chirp rate \( a \) and amplitude \( f \), given by

\[
\begin{align*}
\tau &= \tau_0 \sqrt{1 + \frac{\alpha^2}{\tau_0^2}}, \\
n\alpha &= \frac{\alpha}{\alpha^2 + \tau_0^2}, \quad \text{and} \\
\tilde{f} &= f_0 \sqrt{1 + \frac{\tau_0^2}{\tau}}.
\end{align*}
\]  

The use of chirped laser pulses in atomic systems is a well-established tool [199, 200] and recently this technique has been transferred to single QDs, where a stable population inversion has been experimentally demonstrated using a linear chirp [196, 197] (see figure 9 and the experimental points in figure 10). The idea of population transfer via adiabatic rapid passage (ARP) in a TLS can be easily understood in the dressed state picture, as already introduced in section 2. When the system evolves adiabatically, at each time step, a diagonalization of the Hamiltonian can be performed, leading to time-dependent dressed states. The dressed states for a two-level QD under excitation with a linearly chirped laser pulse with a duration of 5 ps are shown in figure 11. Before...
and after the pulse, the dressed states can be identified with the system eigenstates, namely the ground state \( |G\rangle \) and the exciton state \( |X\rangle \). At the pulse maximum \( (t = 0) \), both dressed states are given by equal superpositions of \( |G\rangle \) and \( |X\rangle \). When following one of the branches, it changes its character continuously from the ground state \( |G\rangle \) to the exciton state \( |X\rangle \) or vice versa. The requirement for ARP, namely that the system follows the branch adiabatically, is quantified in the Landau-Zener criterion \( |f|^2 \gg |a| \) \[200-202\] and the condition \( \alpha t^2 \gg 1 \) \[193\]. Therefore, as soon as the adiabatic threshold is overcome, by following one of the branches, a robust and complete population inversion of the system can be achieved. The robustness of ARP refers to the fact that variations in the pulse area, the pulse duration and/or the chirp rate do not affect the state preparation, as long as the adiabaticity condition is not violated. Because of this insensitivity, ARP has also been predicted for ensembles of QDs \[203\], provided the distribution of energies and dipole matrix elements of the QDs is such that the adiabaticity condition is fulfilled for the entire ensemble.

In an ideal TLS, by using the ARP scheme, as in the case of resonant excitation, an exciton preparation with arbitrarily high fidelity can be achieved. However, here also phonons act as a limiting factor. Let us discuss the influence of the phonons on the final occupation of the system after the action of the laser pulse as a function of the pulse area. The experimental data in the lower part of figure 10 show that the exciton state occupation approaches unity for pulse areas between \( \pi \) and \( 2\pi \) and then decreases with increasing pulse area. Such a decrease is absent in an ideal TLS and is attributed to phonons.

Theoretical results for the final exciton occupation at two different temperatures and over a wide range of chirp coefficients and pulse areas are shown in figure 12. These calculations reveal that, for low temperatures and positive chirps, the state preparation is almost not affected by phonons, while for negative chirps, a high-fidelity exciton generation is restricted to pulse areas between about \( \pi \) and \( 2\pi \). For higher pulse areas, the efficiency considerably drops even at low temperatures. This is in agreement with the experimental and theoretical results shown in figure 10. The influence of the phonons on the ARP process can be well understood in the dressed state picture. Here, the phonons give rise to transitions between the adiabatic eigenstates. A transition from the upper to the lower branch occurs via the emission of a phonon, while the reverse process is associated with the absorption of a phonon. At low temperatures, when essentially no phonons are present, phonon absorption is highly unlikely which results in a strong asymmetry between the paths. In the case of a positive chirp, the system evolves along the lower branch and is thus almost unaffected by phonons, while for a negative chirp, the evolution is along the upper path and even at low temperatures, phonon emission leads to pronounced transitions to the lower branch. This asymmetry has been found in all calculations based on different levels of complexity \[171, 198, 204, 205\] and has been seen in recent experiments \[206\]. The interpretation is confirmed by an analytical model, where the phonon transition rates between the dressed states are calculated from the phonon spectral density \[\text{equation (9)}\] at the frequency corresponding to the instantaneous energy splitting of the dressed states \[198\]. The results of this model are shown as the solid black line in the bottom panel of figure 10. As soon as the condition for adiabatic evolution is reached, i.e. for pulse areas above about \( \pi \), the model is in perfect agreement with the full calculation and with the experimental results. For very high pulse areas, calculations predict that the efficiency should increase again because, as in the case of the reappearance of Rabi rotations, the splitting between the dressed states becomes larger than the cut-off frequency \( \omega_c \) in the phonon spectral density \[171\]. With increasing temperatures, the rate of phonon absorption approaches the phonon emission rate and thus the asymmetry between positive and negative chirps disappears \[198, 204\]. The ARP scheme then becomes less efficient except for a pulse area in a small range around \( \pi \) where phonon-induced transitions are not yet very efficient (see figure 12(b)).

When exciting the QD with linearly polarized chirped pulses, transitions to the biexciton state become possible. In this case, also for positive chirps, the efficiency of exciton state preparation may be reduced due to a phonon-assisted generation of the biexciton, which becomes important for small biexciton binding energies \[121\]. On the other hand, this also opens up the possibility of a direct preparation of the biexciton state using ARP, a process which is very attractive because of the high potential use of biexciton states in quantum information technology \[207-209\]. Two protocols, either via direct two-photon absorption resonant on the ground state-to-biexciton transition or via two-color excitations, have been proposed. In the first case, a linearly polarized pulse is used to directly excite the biexciton from the ground state. Because of the off-resonant coupling to the exciton state, higher pulse
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areas are required to reach the adiabatic regime. As soon as this threshold is overcome, a stable biexciton generation via ARP is possible, which can again be understood in the dressed state picture [207]. In the case of a low temperature, the influence of phonons is asymmetric with respect to the sign of the chirp in the same way as for exciton preparation. In the case of a high temperature, an overall damping is found. Also, for the biexciton preparation, it is possible to decouple the phonons from the electronic system using pulses with a sufficiently high intensity such that the splitting between the dressed states becomes larger than the cut-off frequency for the phonon coupling. In this regime, a robust and high-fidelity biexciton preparation using ARP has been predicted at temperatures as high as 80 K [209]. Instead of using a linearly polarized pulse, the two-color excitation scheme is based on excitation by a pair of chirped pulses with opposite circular polarization. The frequency at the pulse maximum of one of the pulses is tuned to the ground state-to-exciton and of the other to the exciton–to–biexciton transition. Figure 13 shows that this scheme again gives rise to an efficient biexciton generation. The drawback of using two different pulses is compensated for by the fact that the adiabatic threshold lies at lower pulse areas compared to the two-photon scheme [207].

3.3. Phonon assisted exciton and biexciton preparation

A Rabi-type dynamics is not restricted to the case of resonant driving, but can also be observed under off-resonant driving conditions. In an ideal TLS without dissipation, off-resonant Rabi dynamics is characterized by oscillations of small amplitude and high frequency [see equation (12)] and is not sensitive to the sign of the detuning [74]. This behavior is significantly changed by the interaction with phonons. As in the resonant case, the oscillations are damped and, for larger detunings, where in the phonon-free case the amplitude is small, they are hardly resolved [135, 171, 210, 211]. In addition, at low temperatures, there is a strong asymmetry between positive and negative detunings. For positive detunings, i.e. a laser frequency above the resonance, superimposed on weak oscillations, there is growth of the exciton occupation as a function of time, whereas there is a decrease for negative detunings.
This asymmetry reflects a thermalization in the dressed state basis and can be traced back to the fact that immediately after switching on a pulse with positive detuning, the dressed state with the higher ground state contribution is more strongly occupied. For negative detunings, this is the upper dressed state with the higher ground state contribution is more strongly occupied. For positive detunings, this favors energy splittings in a certain energy window [see equation (6)] while for negative detunings, it is the lower one. Thermalization at low temperatures is mainly governed by phonon emission processes leading, at longer times, to a dominant occupation of the lower dressed state, which for positive detunings has a large exciton state contribution. Thus, for positive detunings, the exciton state occupation increases while for negative detunings, it remains small or even decreases. With increasing temperature, phonon absorption processes become more important finally leading, as in the case of chirped pulse excitations, to an equilibration between the dressed states and thus also between ground and exciton states.

This asymmetry has also been demonstrated in experiments using pulsed excitations [210]. Figure 14(a) shows a photocurrent spectrum of the QD occupation as a function of the detuning and the pulse area. Rabi oscillations can be clearly seen for near resonant excitations. The oscillation amplitude rapidly decays with rising detuning. The main signature of the phonon-induced asymmetry is an enhanced exciton occupation observed for positive detunings and higher pulse areas. Part (b) of figure 14 displays results of corresponding calculations based on a simple master equation approach that relies on Markovian rates for transitions between the dressed states. Obviously, all key features of the measurements are well reproduced on this level of the theory. Similar results have also been obtained by calculations within a correlation expansion for finite pulses [171]. The calculations also reveal that the asymmetry originates from the phonon influences, as can be seen, for example, by comparison with simulations for the case without phonons shown in the inset of figure 14(b).

The interpretation, in terms of a relaxation between the dressed states, indicates that at low temperatures and at sufficiently long times, an essentially complete occupation of the lower dressed state should be achievable. Since when increasing positive detuning the lower dressed state becomes more and more exciton-like, there should be no fundamental limitation in the final exciton state occupation. Indeed, calculations for excitations with a constant light field have shown that exciton occupations arbitrarily close to one can be reached [135]. However, to make off-resonant excitations useful for state preparation purposes, the process must also be sufficiently fast such that other relaxation mechanisms not included in the model, e.g. radiative decay, are not yet efficient in again reducing the exciton occupation. For dots without a cavity, this is not a very severe restriction as the typical time scale for radiative decay is of the order of one nanosecond [78–80]. For dots in cavities, cavity losses are often the main relaxation process [176, 213] which, depending on the quality factor, can demand noticeably shorter preparation times.

A short time scale of phonon-induced relaxation and high fidelity of exciton generation seem to be two conflicting ingredients. On one hand, the phonon emission rate is determined by the phonon spectral density [equation (9)] at the energy of the splitting between the dressed states. On the other hand, phonons only couple to the excitonic part of the electronic state by the exciton contribution in the dressed states. This favors energy splittings in a certain energy window (see figure 2) and parameters such that both dressed states as given in equation (6) have a noticeable exciton contribution. To achieve high fidelity, the lower dressed state eventually reached at the end of the preparation process should be as close as possible to the exciton state. In the case of excitation by a rectangular pulse, when the character of the dressed states remains constant over the pulse, there is a conflict between these two requirements. The condition of a strongly exciton-dominated lower dressed state means that the upper dressed state almost coincides with the ground state, giving rise to a very small overlap and thus to a very low phonon emission rate. The minimal time required to achieve a certain degree of fidelity is thus determined by a trade-off between these two opposite aspects. In the case of excitation by a Gaussian pulse, the character of the dressed states changes over the duration of the pulse. Close to the pulse maximum, a strong driving introduces a strong mixing between ground and exciton state in
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both dressed states, while for decreasing amplitude, the lower
dressed state evolves into the pure exciton state thus favoring a
high-fidelity preparation. Analogous arguments given here for
the exciton system hold for the exciton–biexciton system.

Recent calculations have shown that under realistic
excitation conditions, a high-fidelity and robust phonon-
assisted preparation targeted at either the exciton or the
biexciton is indeed possible on a picosecond time scale [211].
As an example, figure 15 displays results for the preparation
of the biexciton where the final biexciton occupation after
the pulse is plotted as a function of the biexciton binding
energy \( \Delta_B \) and the pulse area \( \theta \). The laser frequency is chosen in
resonance with the ground state to exciton transition. The contour
lines display where certain values of the biexciton occupation are
reached. Figure reprinted with permission from Glässl et al [211].

As it is caused by phonon emission processes, the state
preparation speeds up, when the carrier-phonon coupling
increases. Like all the other results discussed in this review,
the calculations shown in figure 15 correspond to the weak
coupling limit realized for InGaAs-type QDs, while for other
materials such as, e.g. GaN, the carrier-phonon coupling can
be substantially stronger [55, 67]. Thus, in contrast to the other
preparation protocols discussed in this review, which work best
in the absence of the carrier-phonon coupling, the phonon-
assisted preparation based on off-resonant driving performs
better with stronger carrier-phonon coupling [211]. Finally,
we note that the high biexciton occupations found in figure 15
also imply that the exciton state is eventually unoccupied even
though it is resonantly driven. This is because the lowest
dressed state has an almost vanishing exciton contribution.
In fact, the resonant driving of the exciton with linearly
polarized laser pulses was found to be the most favorable for
preparing the biexciton. Using lasers that are off-resonant to
all transitions in the exciton–biexciton system is typically less
efficient.

Similar to the biexciton state preparation, the single
exciton state can also be efficiently populated by a phonon-
assisted process [211]. This is achieved by a circularly
polarized excitation—in order to suppress the coupling to the
biexciton—by a laser pulse that is positively detuned with
respect to the ground state-to-exciton transition. For such
an excitation, figure 16(a) illustrates the dependence of the
exciton occupation after the pulse on the detuning \( \Delta \). For
small and large \( \Delta \), low exciton occupations are found, while
high occupations are obtained for intermediate \( \Delta \), reflecting
the finite energy window of efficient carrier-phonon coupling
in the phonon spectral density (see figure 2). In figure 16(b),
the final exciton occupation is plotted as a function of the
pulse area for several pulse lengths. Clearly, when the pulse
length is below 10 ps, the maximal occupation that can be
reached is noticeably lower than one and quickly degrades
further when the pulse area is not optimally chosen. However,
for pulse durations above 15 ps, the final exciton occupation
already stays close to one for a broad range of pulse areas.
Figure 16 thus again confirms the robustness of the phonon-
assisted scheme against variations of detuning, pulse area and
pulse length within certain windows determined by material
and excitation parameters.
4. Conclusions

In this review, we discussed various schemes that have been used for the preparation of excitonic and biexcitonic states in self-assembled QDs by means of optical excitations. The focus of the discussion was on the role of phonons for these excitation schemes. Three basically different schemes have been presented in the previous section: (i) an excitation by resonant laser pulses employing Rabi oscillations, (ii) an excitation by using chirped laser pulses based on ARP and (iii) an excitation by detuned laser pulses relying on phonon-assisted exciton or biexciton generation. In the following, we compare these schemes regarding different aspects and discuss the advantages, drawbacks and limitations of the respective schemes.

First of all, when talking about state generation one has to distinguish between the generation of pure exciton or biexciton states and the generation of arbitrary superposition states. Of the three schemes discussed in this review, only the resonant excitation can be used for the preparation of superposition states. Superposition states are generally subject to phonon-induced dephasing after generation. However, due to the non-Markovian nature of the pure dephasing process, this dephasing is not complete. By excitation with not excessively short laser pulses, the irreversibility associated with the emission of a phonon wave packet can be reduced. For long pulses, on the other hand, the dephasing during the excitation process caused by phonon-induced transitions between the dressed states as well as by other dephasing mechanisms becomes more important, such that an optimum for the pulse duration exists. The fidelity of the state preparation in this case strongly depends on the details of the QD structure and on the temperature.

Pure exciton and biexciton states can be prepared by all three mechanisms. For all three schemes, there is no fundamental limitation of the achievable fidelity caused by the interaction with phonons, although limitations may arise from the approximations inherent in the model, e.g. by neglecting higher excitonic states as well as other coupling mechanisms, in particular radiative decay. In the case of Rabi rotations, the fidelity of exciton or biexciton preparation can be made arbitrarily high in the limit of ultra-fast excitations because, here, the dynamics in the exciton system becomes much faster than the phonon dynamics, such that the phonons cannot follow. In the ARP scheme, using excitations with chirped pulses, a high-fidelity generation of excitons and biexcitons can be reached. In the case of positive chirps at sufficiently low temperatures, when phonon absorption processes are negligible, a high-fidelity preparation is possible in a wide range of pulse areas while for negative chirps, the pulse areas are restricted to a window between about \( \pi \) and \( 2\pi \). For excitations with detuned pulses, exciton and biexciton occupations arbitrarily close to one can be achieved by using sufficiently long pulses at low temperatures such that the relaxation from the upper to the lower dressed state by phonon emission is essentially complete and phonon absorption processes can be neglected.

A clear advantage of schemes (ii) and (iii) over the resonant excitation scheme (i) is their robustness with respect to pulse and system parameters. Once a certain threshold of pulse intensity and pulse duration is overcome, the exciton or biexciton generation is rather insensitive to variations of these parameters. This has the advantage that no detailed knowledge of the individual QD is required to perform the state preparation. Furthermore, for this reason, the schemes also work for ensembles of QDs with a distribution of energies and dipole matrix elements as long as these distributions are sufficiently narrow. In the case of ARP, the adiabaticity condition must be fulfilled for the entire ensemble. In the case of off-resonant excitation, the splitting of the dressed states of each QD in the ensemble must be in the range such that phonon emission occurs with a sufficient rate and phonon absorption processes are negligible.

When comparing the robust schemes (ii) and (iii), one observes that for typical QD structures, ARP often works best for pulse areas given by a few multiples of \( \pi \) while the off-resonant preparation requires pulse areas above \( 10\pi \). On the other hand, there is an opposite trend when varying the phonon coupling constant, e.g. by considering different material systems. Since phonon emission becomes more efficient for increasing exciton–phonon coupling, the pulse area required for the state preparation in scheme (iii) decreases, while the coherent schemes (i) and (ii) typically deteriorate for increasing phonon coupling.

Additionally, temperature plays quite different roles in each scheme. Schemes (ii) and (iii) rely on the absence of phonon absorption processes between the dressed states. Since the splitting between the dressed states is in the range of a few meV, at temperatures of about 20 K, the rate of phonon absorption is already of the same order as the phonon emission rate. Therefore, an equal occupation of ground and exciton states will be reached and the state preparation becomes rather inefficient. In the case of ARP, this limitation may be partly overcome either by using pulses with rather low pulse areas around \( \pi \), where phonon-induced transitions are not yet very efficient, or by using pulses with very high pulse areas, where the phonons are effectively decoupled. In the resonant scheme (i), on the other hand, at least a few Rabi rotations have been clearly observed up to temperatures of 50 K. Even higher temperatures should, in principle, be possible by using shorter pulses as long as the increased spectral width of the pulse does not lead to the excitation of other nearby transitions that may be present in a real QD.

The above discussion clearly demonstrates that there is not a single simple criterion that defines the ‘best’ state preparation scheme in a QD. Instead, the selection of the optimal scheme for a given purpose depends on the final state to be prepared as well as a variety of different conditions such as material parameters or temperature, as well as limitations due to phenomena not included in the model. Other nearby transitions may set a lower limit for the pulse duration while additional dephasing or relaxation channels may set an upper limit for the time of the preparation process. However, the discussion also clearly demonstrates that the underlying model, despite its simplicity, is able to quantitatively describe a variety of experimental results and thus can be seen as a prototypical model for an interacting many-body system which, due to its
simplicity, is able to provide detailed physical insights on the dynamics of coupled fermion-boson systems.
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