Asymmetry in the reconstructed deceleration parameter
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We study the orientation dependence of the reconstructed deceleration parameter as a function of redshift. We use the Union 2 and Loss datasets, by using the well known preferred axis discussed in the literature, finding the best fit reconstructed deceleration parameter. We found that a low redshift transition of the reconstructed $q(z)$ is clearly absent in one direction and amazingly sharp in the opposite one. We discuss the possibility that such a behavior can be associated with large scale structures affecting the data.

PACS numbers:

I. INTRODUCTION

Although the ΛCDM model still remains as the simplest model that fits the observational data, implying the universe is currently expanding at an accelerated rate \[ \frac{\dot{a}}{a} = \frac{6}{5} \rho \] driven by the cosmological constant $\Lambda$, the model is unable to explain both the order of magnitude of its strength and why we live in such a special epoch where both the contribution of this constant and of dark matter are of the same order of magnitude.

As a departure from this cosmological constant contribution, cosmologists have proposed the idea of dark energy (DE) \[ \frac{w}{\rho} = w(z) \], a theoretical fluid model characterized by a dynamical equation of state (EoS) parameter $p/\rho = w(z)$, with $z$ being the redshift. If this parameter is constant and equal to $w = -1$, it corresponds to the cosmological constant. The source of this dynamical DE could be either a new field component filling the universe, as a quintessence scalar field, or a modifying gravity.

Another venue explored to tackle this problem is based on relaxing the Copernican Principle (CP). This was, in fact, proposed shortly after the discovery of the accelerated expansion \[ \frac{\dot{a}}{a} = \frac{1}{2} \rho \] of the universe. Although simple extensions of the ΛCDM model have been focused mainly through parameterizing specific physical quantities. For example, there are models where the EoS parameter $w(z)$ is parameterized, others where the deceleration parameter $q(z) = -\ddot{a}/\dot{a}$ is parameterized, and also those where the DE density $\rho_{de}(z)$ is directly parameterized.

One of the lessons we have learned from these studies is the apparent existence of a tension between the low-redshift observational constraints, and those from high-redshift. For example, there is evidence that the constraints obtained from SNIa, or gas mass fraction in galaxy clusters, points to a different region in the parameter space than those derived from baryon acoustic oscillation (BAO) and cosmic microwave background (CMB) data.

As was showed in [14], once we use models that allows variations, whether in the EoS parameter $w(z)$ or in the DE density $X(z) = \rho_{de}(z)/\rho_{de}(0)$, the reconstructed deceleration parameter $q(z)$ shows a low-redshift transition when SNIa and gas mass fraction in cluster datasets are used. The evidence for such transition disappears once data from BAO and CMB are added. Then an important connection was recognized. In [16, 17] the authors showed that, using the data from SNIa through the luminosity distance obtained from an LTB model, a similar low-redshift transition in the effective deceleration parameter appears, implying that such a feature can be considered a signal of the existence of a void (under-density) in our neighborhood.

A similar tension between the low-redshift observational constraints and those from high-redshift also manifest in measurements of $H_0$, as was recently studied in [18], where a strong tension is found by comparing local measurements of $H_0$ and $\theta$ with those from Planck. This tension emerges using the ΛCDM model as the “base” model. Although simple extensions of the ΛCDM model were studied, not all of them alleviated the tension. In [19] the authors showed that the assumption of a large local under-density on radial scales of a few Mpc it is enough to alleviate such a tension.

Besides the already mentioned tension, during the last
In this work we chose to work with the Union 2 set. In our neighborhood, and the asymmetry in parameter fitting emerging from the use of low-redshift data, are connected. In this way we use the result of [16] as our main hypothesis in this work.

In this paper we want to use the reconstructed deceleration parameter as a probe for hints of a local under-density and then delve into the effects of orientation on the reconstruction of the deceleration parameter.

It is the purpose of this paper to explore how the reconstructed deceleration parameter behaves once the position of the SNIa in the sky is taken into account. In the next section we discuss the data we use in the calculations, and present the procedure used to find the change in the deceleration parameter. In section III we discuss the orientation dependence separating the data in hemispheres. Next, we describe our analysis using four regions with equal number of data points. Finally, we show and discuss the results.

II. THE UNION 2 DATA SET

In our previous work on the reconstruction of the deceleration parameter we have made use of different SNIa datasets. For example, we have worked with the Constitution [38], the Union 2 [39], the Union 2.1 [40], and the Loss-Union [41] sets. Because we are interested in studying the effects of the orientation dependence of the data we decided to use a well studied dataset for which different methods have found the same dipole anisotropy. In this work we chose to work with the Union 2 set.

The Union 2 dataset consist of 557 SNIa in the range 0.015 < z < 1.4. Union 2 join the Union dataset [12], six SNIa at high redshift found by the Hubble Space Telescope, and low and intermediate redshift data from [43] and [44], respectively.

To start with, let us perform the reconstruction using all the data, without considering their position in the sky. This is actually a calculation already made in [11] and [12].

We begin recalling that the co-moving radial coordinate is

\[ r(z) = \frac{c}{H_0} \int_0^z \frac{dz'}{E(z')}, \]

in a flat universe, where \( E(z) = H(z)/H_0 \) is the reduced Hubble function. Assuming an EoS parameterized by [45, 46]

\[ w(z) = w_0 + \frac{w_1 z}{1 + z}, \]

the reduced Hubble function takes the form

\[ E^2(z) = \Omega_m (1 + z)^3 + (1 - \Omega_m) X(z), \]

where \( \Omega_m \) comprises both the baryonic and non baryonic DM, and

\[ X(z) = e^{-\frac{3w_1 z}{1+w_1}} (1 + z)^3 (1 + w_0 + w_1). \]

From this, following previous works [11, 12], we reconstruct the deceleration parameter function

\[ q(z) = \frac{1}{E(z)} \frac{dE(z)}{dz} - 1. \]

Here we perform the calculation considering error propagation, and display it in Figure 1. Using the best fit values found for the parameters \( -\Omega_m = 0.420 \pm 0.068, w_0 = -0.86 \pm 0.38, \) and \( -w_1 = 5.5 \pm 5.9 \), the reconstructed deceleration parameter shows a rapid variation at small redshift, a feature that is also apparent at \( \sim 1 \sigma \) C.L.

Although intriguing, the feature has a low statistical significance. To study the consistency of the data with an \( \Lambda \)CDM model we follow the method proposed in [47], where the distance \( d_s \) (in units of \( \sigma \)) from the best fit point to the \( \Lambda \)CDM model is defined through the relation

\[ 1 - \Gamma(1, \Delta \chi^2/2)/\Gamma(1) = \text{Erf}(d_s/\sqrt{2}), \]

where the left hand side is the cumulative distribution function (for two parameters), and \( \Delta \chi^2 = \chi^2_{w_0,w_1} - \chi^2_{\min} \) is the \( \chi^2 \) difference between the best fit and the \( \Lambda \)CDM point \( (w_0 = -1, w_1 = 0) \). In our case, the Union 2 set – under this model – is only 0.62\( \sigma \) away from the \( \Lambda \)CDM.
As was shown in [14], the low redshift transition of \( q(z) \) at 2\( \sigma \) C.L is observed in both the more recent SNIa data and gas mass fraction data from galaxy clusters. The idea here is to study how this picture changes once the position of the SNIa data is taken into account.

**III. TESTING THE ORIENTATION DEPENDENCE USING HEMISPHERES**

In this section we make use of previous works using the Union 2 set, which determine the maximum and minimum acceleration direction. In particular, we use the result of [27] using the hemispherical asymmetry technique, were they found a dipolar asymmetry with a maximum acceleration towards \( (l, b) = (309^\circ, 18^\circ) \) and a minimum acceleration towards \( (l, b) = (129^\circ, -18^\circ) \), in galactic coordinates (see Fig. [2]).

![Fig. 2: Union 2 data set is plot using galactic coordinates. The points marked by a green (red) star correspond to the points of maximum (minimum) acceleration found in [27].](image)

We start, in this section, by separating the SNIa data in two sets, each one belonging to an hemisphere. In the hemisphere corresponding to the maximum acceleration there are 116 supernovae and in the other the remaining 441. This huge asymmetry in the distribution is essentially due to the fact that in the minimum acceleration hemisphere, we found the SDSS stripe of SNIa data.

The best fit values in each hemisphere are displayed in Table I:

|     | \( \chi^2_{\text{min}} / \text{dof} \) | \( \Omega_m \) | \( \omega_0 \) | \( \omega_1 \) |
|-----|----------------------------------|----------------|---------------|---------------|
| A   | 103.65/113                      | 0.21 ± 0.64   | -1.3 ± 1.2    | 1.5 ± 3.4     |
| B   | 427.57/438                      | 0.46 ± 0.06   | -0.41 ± 0.53  | -9.2 ± 7.3    |

**TABLE I: Best fit values of the cosmological parameters for the two hemispheres.** Row A for the 116 SNIa in the maximum acceleration hemisphere. Row B the 441 SNIa in the opposite direction. See also Fig. [3].

![Fig. 3: Here we show the reconstructed deceleration parameter \( q(z) \) using data from two hemispheres. The upper panel showing the one around the maximum acceleration point, and the bottom the one in the opposite direction. See Table I for the best fit values for each case.](image)

We notice that the transition feature at low redshift is only evident in the direction of the minimum acceleration, meanwhile in the opposite direction the best fit is in agreement with \( \Lambda \)CDM. Following the same procedure as in the previous section, we can estimate the confidence for each set of best fit parameters. In the case of the 116 SNIa in the maximum acceleration hemisphere we get a distance of 0.31\( \sigma \) away from the \( \Lambda \)CDM point. In the other hemisphere – in which we observe the low redshift transition of the reconstructed \( q(z) \) – we get a distance of 1.76\( \sigma \) away from the \( \Lambda \)CDM best fit.

We also notice a large difference in \( \Omega_m \) best fit between hemispheres. This shows us how much the model (our CPL \( \omega_0 \omega_1 \)CDM) needs to stretch itself, once the direction of the SNIa is taken into account. Using the result of [16] as our main hypothesis – that a low redshift transition of \( q(z) \) can be considered a signal for a local under-density – the result we have found indicates the data (Union 2 set) is able to detect such an under-density only in one (hemisphere) direction of the sky. This implies that the assumption of a spherically symmetric model for such under-density is not a good idea. Moreover, this result probably suggest the use of a metric with a dipolar asymmetry.

At this point, we would like to discuss some of the preliminary results we have found. First of all, we have to stress that only SNIa data have been used. The low redshift transition apparent in Figures [1] and [3] disappear once data from baryon acoustic oscillation (BAO) and cosmic microwave background radiation (CMBR) are taken into account. In this sense, we are exploring a pos-
sible cause of the original tension between low and high redshift observational constraints discussed in the introduction. In this case, as is also the case with a similar tension in the determination of $H_0$, the origin seems to be, as the authors in [19] suggest, the existence of a local under density. However, in this work we add that such under density is only effective in one direction on the sky.

It is also worth notice the effect of the number of points used in each hemisphere. The set pointing towards the maximum acceleration has only 116 SNIa. Although the best fit is only 0.3σ away from the ΛCDM values, indicating these data points are in agreement with the concordance model, the sparsity of data points increases the errors considerably. The actual redshift distribution is also worth mention in this context. In this hemisphere most of the data, around 65 points, have redshifts $z < 0.2$, with no data in the range $0.2 < z < 0.3$, with 45 points distributed around redshift $z \approx 0.5$, and almost one point for every redshift bin ($\Delta z = 0.1$) for $z > 0.8$. The other hemisphere has a greater number of data points (441) with a redshift distribution that, although decreasing with redshift, it still maintain a large number of data points per redshift bin ($\Delta z = 0.1$) until $z \approx 1.4$.

### IV. Analysis by Regions

The results obtained in the previous section used two sets of data with a very different number of points each. In this section we select regions in the sky, around the points of maximum and minimum acceleration, trying to get two sets of data of approximately the same number of points.

Given that by separating in hemispheres produces that one of them has only a hundred data points, we decided to study regions containing at least 50 data as a minimum. Then, we increase the number of points to 100, 150 and 200.

The regions consist of circular patches around the centers of maximum and minimum acceleration (found through the hemisphere comparison method by [27]). Given the anisotropic distribution of data, the regions have very different sizes. In what follow we present the analysis considering four regions: A with 50, B with 100, C with 150 and D with 200 data points.

#### A. Region A

Let us discuss first the case having approximately 50 data points around each region.

Towards the minimum acceleration region, we select 56 SNIa points with the redshift distribution shown in Fig. 4. Notice the lack of data for redshift larger than 0.655.

The best fit values for our model gives, $\Omega_m = 0.07 \pm 0.61$, $w_0 = 0.25 \pm 0.59$, and $w_1 = -6.7 \pm 8.4$.

The reconstructed deceleration parameter with error propagation at one sigma is also shown in Fig. 5. Although the best fit curve transit from an accelerated phase to a decelerated one around $z \approx 0.1$, the reconstruction function does not shown any transition at one sigma. Actually, apparently there is no signal for the well known deceleration/acceleration transition occurring around $z \approx 0.6$.

Given that more than a half of the data (33 points) have redshifts $z < 0.1$, they certainly dominate the parameter estimation process, leading to this opposite transition (a $q(z)$ changing from $q < 0$ for $z > 0.1$ to $q > 0$ for $z < 0.1$). Although this feature is statistically negligible in this particular case, the increment of the size of the region and with that, the number of data, the feature seems to persist as we will see, indicating a less negative $q$ for $z < 0.05$ than for larger redshifts. In the direction around the maximum acceleration, we select 51 SNIa data points. The redshift distribution is shown in Fig. 5.

Most of the data points are concentrated for $z < 0.1$, but this time there are 25 points around $z \approx 0.55$ and two SNIa with redshifts higher than 1. The best fit values for our model gives, $\Omega_m = 0.25 \pm 0.57$, $w_0 = -1.4 \pm 1.4$, and $w_1 = 1.8 \pm 4.2$. The reconstructed deceleration parameter is also shown in Fig. 5. Here is clear that the best fit is consistent with a deceleration/acceleration transition around $z \approx 0.8$, in agreement with ΛCDM. However, as it is also the case around the minimum acceleration region, the trend disappear at 1σ.

As a matter of conclusion, the use of nearly 50 data points per region, seems to be not enough to infer any clear trend. However, the best fit curve obtained in both cases, turns out to be in agreement with the behavior once more data is added.
FIG. 5: Redshift distribution for 51 SNIa around the maximum acceleration region, and the reconstructed deceleration parameter. The shaded region shows the $1\sigma$ error propagation.

B. Region B

Let’s try now regions containing nearly 100 data points each. This particular case is of interest also in comparison with the results from the analysis with hemispheres. In fact, here we have about 100 data points around the maximum acceleration, as was also the case in section III, but the difference here is that around the minimum region we are taking only 100 points instead of the more than 400 used in that case.

Towards the minimum acceleration region, we select 96 SNIa points with the redshift distribution shown in Fig. 6. Notice the redshift distribution is now better than those with 50 data points (see Fig. 4). Now the range between $0.1 < z < 0.7$ has 57 points well distributed, although still there is a gap in the range $0.7 < z < 0.9$. The best fit values for our model gives, $\Omega_m = 0.66 \pm 0.01$, $w_0 = 3.9 \pm 4.3$, and $w_1 = -85 \pm 77$.

The reconstructed deceleration parameter with error propagation at one sigma is also shown in Fig. 6. In this case the best fit curve shows a sharper transition at low redshift than the global one (see the reconstructed $q(z)$ of Fig. 1) obtained with all data that peaked down to $\simeq -0.5$, meanwhile here the reconstructed peaked down to $\simeq -2!!$. As we mentioned before, the trend of $q(z)$ increasing from $z \simeq 0.1$ to $z = 0$ that appears in the case using only 50 data points, here emerges strongly, even at $1\sigma$.

In the direction around the maximum acceleration, we select 101 SNIa data points. The redshift distribution is shown in Fig. 7. Most of the data points are still concentrated for $z < 0.2$, but this time there are 37 points around $z \simeq 0.55$. The best fit values for our model gives, $\Omega_m = 0.20 \pm 0.72$, $w_0 = -1.2 \pm 1.2$, and $w_1 = 1.4 \pm 3.3$.

The reconstructed deceleration parameter is also shown in Fig. 7. Here is clear that the best fit is again consistent with a deceleration/acceleration transition around $z \simeq 0.8$, in agreement with $\Lambda$CDM. However, as is also the case using 51 data points, the trend disappear at $1\sigma$ (see Fig. 5).

The use of nearly 100 data points per region is now enough to make a clear difference between the behavior
of the reconstructed $q(z)$: towards the minimum acceleration region, the low redshift transition is clearly visible even at one sigma, but in the opposite direction the trend is completely different, being marginally consistent with $\Lambda$CDM. We have to stress here that a low redshift transition of $q(z)$, a bump in the region $0 < z < 0.2$, occurs in a region with a robust number of data points (see Fig. 6).

C. Region C

In this region we select around 150 SNIa per region. In the one pointing to the minimum acceleration we get 152 data points, from which we obtain the best fit shown in Table II. The redshift distribution is shown in Fig. 8. The reconstructed deceleration parameter is also shown in that figure.

![Graph](image)

FIG. 8: Redshift distribution for 152 SNIa around the minimum acceleration region, and the reconstructed deceleration parameter. The shaded region shows the 1σ error propagation.

TABLE II: Constraints on the cosmological parameters of CPL model for the two levels. Region C take approximately 150 SNIa points, and Region D approximately 200 SNIa points. The number 1) is for direction of maximum acceleration, 2) is for direction of minimum acceleration.

| Region | $\chi^2_{\text{min}}$/dof | $\Omega_m$ | $\omega_0$ | $\omega_1$ |
|---------|-----------------|----------|----------|----------|
| Region C | | | | |
| 1) | 124.03/133 | 0.17 ± 1.24 | −1.1 ± 1.7 | 1.2 ± 3.8 |
| 2) | 134.10/140 | 0.44 ± 0.13 | −0.07 ± 0.96 | −12 ± 14 |
| Region D | | | | |
| 1) | 190.72/194 | 0.40 ± 0.08 | −0.64 ± 0.77 | −7.9 ± 9.6 |
| 2) | 185.284/196 | 0.47 ± 0.11 | −0.1 ± 1.1 | −14 ± 16 |

The same is done for the opposite direction, that pointing towards the maximum acceleration. In this case we select 136 data points. The redshift distribution is shown in Fig. 9.

FIG. 9: Redshift distribution for 136 SNIa around the maximum acceleration region, and the reconstructed deceleration parameter. The shaded region shows the 1σ error propagation.

As we notice looking at Fig. 8 and 9 using 150 data points we obtain essentially the same results as in the previous section (using around 100 points) and those obtained in section III using the hemispheres. However it is interesting to notice that, as we have mentioned before, from Fig. 8 it is clear that at 1σ the deceleration/acceleration transition occurring around $z \approx 0.5$ is clearly visible in the reconstructed $q(z)$, at the same level as is also visible the low-redshift transition (around $z \approx 0.2$). In the opposite direction, from Fig. 9 at 1σ is not possible to talk about a deceleration/acceleration transition of $q(z)$.

It is interesting to investigate what happens once we add more data points per region. We select around 200 data points for region D. Our results show that the behavior found in that case persist once more data is added.

D. Region D

In the region pointing towards the minimum acceleration we select 199 SNIa, and in the opposite direction (towards maximum acceleration) we select 197 SNIa. The redshift distribution and the reconstructed deceleration parameter in the first case are displayed in Fig. 10 meanwhile in the case around the maximum acceleration region are displayed in Fig. 11.

The results show that adding these 61 data points (in the region around the maximum acceleration) is enough to change the best fit and obtain something similar to the global fit shown in Fig. 11. This result should not be a
surprise, because when adding more data points we are increasing the size of the region around the maximum acceleration point. Remember that using the hemispheres, the number of data points on the side of maximum acceleration was only 116.

The result of the analysis for the regions with 100 and 150 data points are consistent with our previous result, showing a \( q(z) \) consistent with LCDM around the maximum acceleration point, and a low redshift transition for \( q(z) \) in the opposite direction. The analysis of the region with 200 data points converge – in both directions – to the global result presented in section II, that showing a low redshift transition for \( q(z) \). This is not surprising because the number of SNIa data points are more numerous around the minimum acceleration point.

V. ANALYSIS USING THE LOSS SAMPLE

We have also performed the study of the consequences, in the reconstructed deceleration parameter, of the existence of an axis of maximal asymmetry using the Loss data set [41]. In order to find this axis, we follow the procedure of [27], using a flat ΛCDM as a base model, and start a scan of random axes looking for the maximum variation in the best fit of \( \Omega_m \). Using the Loss sample we found that the direction of maximal acceleration points towards \((l, b) = (309°, 31°)\).

In the hemisphere corresponding to the maximum acceleration, there are 216 supernovae and in the other the remaining 370. Again we observe the asymmetry in the distribution, although less severe than in the case of the Union 2 sample. In fact, using the Union 2 set we have verified the value \((\Delta \Omega_m)_{\text{max}}/\Omega_m = 0.43 \pm 0.06\) from [27]. Using the same procedure with the Loss sample we get \((\Delta \Omega_m)_{\text{max}}/\Omega_m = 0.30 \pm 0.06\).

The best fit values in each hemisphere are displayed in Table III.

| A | B |
|---|---|
| \( \chi^2_{\text{min}}/\text{dof} \) | 197.283/213 | 374.76/367 |
| \( \Omega_m \) | 0.16 ± 0.18 | 0.39 ± 0.07 |
| \( \omega_0 \) | -0.9 ± 0.9 | -0.47 ± 0.43 |
| \( \omega_1 \) | -0.2 ± 5.6 | -7.6 ± 6.2 |

TABLE III: Best fit values of the cosmological parameters using the LOSS sample separating the sky in two hemispheres. Row A for the 216 SNIa in the maximum acceleration hemisphere. Row B the 370 SNIa in the opposite direction. See also Fig. 12.

In agreement with the previous analysis using the Union 2 data set, the result using the hemisphere towards the maximum acceleration is consistent with ΛCDM, showing no more than a 0.1σ departure from it (see Fig. 12). Our results are also in agreement with the previous case, the analysis with data from the hemisphere of minimum acceleration shows a sharp low redshift transition. In this case the best fit is around 1.5σ away from the ΛCDM value.

It would be interesting to study this effect in the newest data set, as the JLA set [48] comprising more than 740 data points, and also using different parameterizations, as we have performed in [15]. These issues are under study.
Assuming the result of [16] as our main hypothesis – i.e., a low redshift transition of $q(z)$ can be considered as a signal of a local under-density – our work indicates that the supernova data is able to detect such an under-density only towards one direction in the sky. This result suggest that a better description of the data would be a background metric with a dipolar asymmetry.

There remains to check if this asymmetry in the behavior of the reconstructed deceleration parameter is not due to the anisotropic distribution of data. This issue as been discussed in the past. As we have mentioned before, using the Union 2 dataset, the authors of [27] found a dipolar axis in the data, but they also checked if such anisotropy can be obtained using simulated isotropic data. Their method suggest that only a 30% of the simulated data can reach such anisotropy, implying that the anisotropy of the Union 2 set is consistent with statistical isotropy. However, the coincidence of the axes (a total of six phenomenological axes identified in [27]) within a small angular region in the sky, makes this dipolar anisotropy a feature that needs further scrutiny. Using the Loss sample, the authors of [31] found a hint for anisotropy – most pronounced in the range $0.015 < z < 0.045$ – but once they take into account large scale velocity perturbations, the results shows no evidence for anomalous deviation from the isotropic ΛCDM. In [29] the authors studied this issue using the Union 2.1 and JLA set. Although they found that both datasets are statistically anisotropic, the correlation with the anisotropic distribution found turns out to be different: using the Union 2.1 they found a small correlation but using the JLA sample they found a stronger correlation. A similar study [37] using the JLA dataset also showed that by ignoring the velocity covariance may produce a hint of anisotropy from the data. In this context, it is interesting to notice here the result of the work [40] where the authors studied the JLA set, considering all the information from possible systematics (encoded in the covariance) in the analysis, finding a marginal (less than 3σ) evidence for the accepted cosmic acceleration.

Altogether, the apparent detection of a local under density can be considered as a possible cause of the original tension between low and high redshift observational constraints discussed in [10–13, 15], which as a solution also agree with the analysis of [19] where they proposed the existence of a local under-density to alleviate the tension in the determination of $H_0$.

Further study on this subject would be interesting. For example, the effects of using different parameterizations, and also the use of different SNIa data sets. Given that the SNIa data used in this work is obtained after the calibration of the whole set (by fitting globally also the $\alpha$, $\beta$ and $M$ parameters, being the last one connected with the value of $H_0$) it would be interesting to study the impact of the hemispherical asymmetry on such a calibration, and then on the cosmological parameters. All these issues are under study.
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