Visual Keyword Spotting with Attention

K R Prajwal*
prajwal@robots.ox.ac.uk

Liliane Momeni*
liliane@robots.ox.ac.uk

Triantafyllos Afouras
afourast@robots.ox.ac.uk

Andrew Zisserman
az@robots.ox.ac.uk

Visual Geometry Group
Department of Engineering Science
University of Oxford
Oxford, UK

Abstract

In this paper, we consider the task of spotting spoken keywords in silent video sequences – also known as visual keyword spotting. To this end, we investigate Transformer-based models that ingest two streams, a visual encoding of the video and a phonetic encoding of the keyword, and output the temporal location of the keyword if present. Our contributions are as follows: (1) We propose a novel architecture, the Transpotter, that uses full cross-modal attention between the visual and phonetic streams; (2) We show through extensive evaluations that our model outperforms the prior state-of-the-art visual keyword spotting and lip reading methods on the challenging LRW, LRS2, LRS3 datasets by a large margin; (3) We demonstrate the ability of our model to spot words under the extreme conditions of isolated mouthings in sign language videos.

1 Introduction

In recent years, there has been significant progress in automatic visual speech recognition (VSR) due to the availability of large-scale annotated datasets and the development of powerful neural network-based learners [8, 9, 10]. These methods are continually improving and becoming more sophisticated, by incorporating better visual models, stronger language modelling and training on larger datasets. Indeed the best industrial grade lip reading models today are far superior to humans, and achieve error rates approaching Automatic Speech Recognition (ASR) performance [11, 12].

However, for many applications it is not necessary to transcribe every word that is spoken in a silent video (the task of VSR), rather only specific utterances or keywords need to be recognised. This is for example the case in “wake word” recognition, where only particular keywords need to be spotted over long input sequences. A further drawback of VSR methods is that they are heavily reliant on language modelling; in general, their performance decreases significantly when context is limited (e.g. short utterances) or parts of the input are occluded, e.g. from the speaker’s hands or a microphone. In this work, we focus instead on the task of
Visual Keyword Spotting (KWS), where the the goal is to detect and localise a given keyword in (silent) spoken videos.

Automatic visual KWS enables a diverse range of practical applications: indexing archival silent videos by keyword to enable content-based search; helping virtual assistants (e.g. Alexa and Siri) and smart home technologies respond to wake words and phrases; assisting people with speech impairment (e.g. amyotrophic lateral sclerosis patients) or aphonia in communication [56]; and detecting mouthings in sign language videos [8].

KWS differs in complexity from VSR primarily because in KWS we are armed with the keyword we need to recognise, whereas VSR has the harder task of recognising every word from scratch. The core hypothesis motivating this work is that this additional knowledge renders visual KWS an easier task than VSR; and it is therefore expected that KWS should achieve a higher performance than VSR, and generally be more robust to challenging and adversarial situations. Nevertheless, visual KWS remains a very difficult task and shares similar challenges to VSR methods: first, some words sound different but involve identical lip movements (‘man’, ‘pan’, ‘ban’), these homophone words cannot be distinguished using only visual information. Second, speech variations such as accents, speed, and mumbling can alter lip movements significantly for the same word. Third, co-articulation of the lips between preceding and subsequent words in continuous speech also affects lip appearance and motion.

In this paper, we make the following three contributions: (i) We propose a novel Transformer-based architecture, the Transpotter (a portmanteau of Transformer and Spot- ter), that is tailored to the visual KWS task. The model takes as input two streams, one encoding visual information from a video and the other providing a phonetic encoding of the keyword; the heterogeneous inputs are then fused using full cross-modal attention. (ii) Through extensive evaluations, we show that our Transpotter model outperforms the prior state-of-the-art visual KWS and VSR methods on the challenging LRW, LRS2 and LRS3 lip reading datasets by a large margin. (iii) We test our best model under extreme conditions: finding words in mouthings of people communicating using sign language. Signers sometimes mouth words as they sign as an additional non-manual signal to disambiguate and help understanding [61]. This new task is extremely challenging as there is a significant domain shift between full spoken sentences (in our training and test sets) and mouthings, where the context is sporadic and phonemes of the keyword may be missing – as sometimes only parts of words are mouthed [11]. Our approach outperforms previous KWS models in this challenging, practical use-case. Video examples are available at the project’s webpage: www.robots.ox.ac.uk/~vgg/research/transpotter.

2 Related work

Our work relates to prior work on KWS, lip reading, visual grounding, and applications of Transformers for text and video. We present a brief discussion of these topics below.

KWS. KWS in audio (speech) is a well studied problem with a long history, spanning several decades. Prior to the establishment of deep learning models, KWS methods were based on Hidden Markov Models [50, 65], dynamic time warping [32, 53, 75] or indexing of ASR lattices [13]. A number of works have since used deep architectures suitable for sequence modelling (e.g. RNNs, CNNs, or graph convolutional networks) [6, 15, 23, 31, 36, 38, 45, 52, 60, 64, 76], including encoder-decoder approaches [8, 51, 73, 78]. Berg et al. [9] recently proposed using a Transformer model for the same task. Different from ours, this work uses a single input stream (audio) and only learns to spot a fixed vocabulary of keywords. In contrast, we use Transformers to temporally process, then fuse the multi-modal inputs, building a
model that can eventually perform open-set KWS. Visual KWS has also received attention recently. The proposed methods include query-by-example [33] approaches, sliding window classification [33], or looking up phonetic queries in lip reading feature sequences [43, 59], while audio-visual methods [20, 43, 67] that fuse the two modalities to improve robustness to noise have also been proposed. Our method builds upon these approaches: we address various weaknesses and propose superior video-text modelling as well as explicit keyword localization, resulting in significantly improved performance.

**Lip reading.** Early works in lip reading usually relied on hand-crafted pipelines and features [26, 46, 48, 77]. The availability of large scale lip reading datasets [1, 18] and the development of deep neural network models resulted in major performance improvements, initially in word-level lip reading [16, 58] and constrained sentences [7]. Sentence level models were subsequently developed, using sequence-to-sequence architectures based on RNNs [18], CTC-based [56] approaches, or a hybrid of the two [47]. Replacing RNNs with Transformers resulted in better performing architectures [1, 33, 47]. Joint audio-visual training and cross-modal distillation [3, 39, 70] have also been investigated. The current state-of-the-art model uses Transformers in the visual front-end and achieves remarkable results with word error rates reaching as low as 30.7% [34].

**Visual grounding.** Our work is also related to tasks such as natural language grounding in videos [14, 24, 25, 29, 40, 68, 71, 72] and subtitle alignment in sign language clips [12].

**Transformers.** Since their introduction for machine translation, Transformers [63] have become ubiquitous and are used today in a wide range of applications from natural language processing [13, 29] and speech recognition [14, 33, 43] to visual representation learning [13, 29, 34]. In this work, we rely on Transformers as our building blocks for their strong sequence modelling capability and inherent potential for localisation through attention.

## 3 Visual KWS with Attention

In this section, we describe our proposed method shown in Figure 1. We outline the architecture of our model (Section 3.1), our training procedure (Section 3.2) and differences to prior work (Section 3.3). We refer the reader to the Appendix for further details.

### 3.1 The Transpotter Architecture

Our model ingests two input streams: (i) a textual keyword \( q = (q_1, q_2, \cdots, q_{n_p}) \), and (ii) a silent video clip \( v \in \mathbb{R}^{T \times H \times W \times 3} \) in which we need to spot the keyword. For each of the inputs, we have separate encoders that learn initial modality-specific representations. This is followed by a joint multi-modal Transformer that learns cross-modal relationships between the video and text features. The joint transformer predicts two outputs: (i) a sequence-level probability of the keyword occurring in the video and (ii) frame-level probabilities indicating the location of the keyword in the video if present. We describe each of the modules next.

**Text Representations.** Our textual input is a phonetic representation of the keyword, obtained using a pronunciation dictionary. The input phoneme sequence of length \( n_p \) is mapped to a sequence of learnable embedding vectors \( Q \in \mathbb{R}^{n_p \times d} \). Sinusoidal positional encodings are added to the input phoneme feature vectors, and the result is passed through a Transformer Encoder [33] with \( N_t \) layers to capture temporal information across the phoneme sequence:

\[
Q_{\text{enc}} = \text{encoder}_q(Q + \text{PE}_{1:n_p}) \in \mathbb{R}^{n_p \times d}.
\]

**Video Representations.** We use a pre-trained visual front-end (either a CNN [1] or VTP [34]) to extract a feature vector for each input video frame, \( V \in \mathbb{R}^{T \times d} \). Similar to the text encoder
Joint Video-Text Representations. The uni-modal representations $V$ and $Q$ are concatenated along the time dimension to produce a single sequence of feature vectors. A learnable $[CLS]$ token embedding (such as in BERT and ViT) is then prepended to the result:

$$J = ([CLS]; V_{enc}; Q_{enc}) \in \mathbb{R}^{(1+T+n_p) \times d}.$$  

We use a Transformer encoder with $N_m$ layers to jointly learn the relationships across video and phoneme vectors:

$$Z = encoder_{vq}(J + PE_{1:T}) \in \mathbb{R}^{(1+T) \times d}.$$  

Prediction heads. The $[CLS]$ output feature vector $Z_1$ serves as a joint aggregate representation for the video-text pair. An MLP head for binary classification, $f_c$ is attached to $Z_1$ to predict the probability of the keyword being present in the video:

$$\hat{y}^{\text{cls}} = \sigma(f_c(Z_1)) \in \mathbb{R}^1,$$

where $\sigma$ denotes a sigmoid activation. To localise the keyword, we attach a second MLP head $f_l$ that is shared across all the video output states from the multi-modal joint Transformer:

$$\hat{y}^{\text{loc}} = \sigma(f_l(Z_{2:(T+1)})) \in \mathbb{R}^T.$$

The output $y_{t}^{\text{loc}}$ at each video frame time-step $t \in T$ indicates the probability of the frame $t$ being a part of the keyword utterance. 

---

1the $n_p$ outputs corresponding to the phonetic embeddings are dropped.
3.2 Training

Optimisation objectives. Given a training dataset $D$ consisting of tuples $(v, q, y_{cls}, y_{loc})$ of silent video clips, text queries, class labels and location labels (indicating the position of the keyword within the clip), we define the following objectives:

$$\mathcal{L}_{cls} = -\mathbb{E}_{(v,q,y_{cls}) \in D} \text{BCE}(y_{cls}, \hat{y}_{cls})$$ (1)

$$\mathcal{L}_{loc} = -\mathbb{E}_{(v,q,y_{cls}, y_{loc}) \in D} y_{cls} \left[ \frac{1}{T} \sum_{t=1}^{T} \text{BCE}(y_{loc}, \hat{y}_{loc}) \right]$$ (2)

$$\text{BCE}(y, \hat{y}) = y \log \hat{y} + (1 - y) \log (1 - \hat{y}),$$ (3)

where BCE stands for the binary cross-entropy loss. The labels $y_{cls}$ are set to 1 when the given keyword occurs in the video and 0 otherwise; the frame labels $y_{loc}$ are set to 1 for the frames where the keyword is uttered and 0 otherwise. We train the model to optimise the total loss $\mathcal{L} = \lambda \mathcal{L}_{cls} + (1 - \lambda) \mathcal{L}_{loc}$, where $\lambda$ is a balancing hyper-parameter.

3.3 Discussion

Compared to prior approaches, the design of our model offers several important advantages.

**Stronger Visual Representations.** Previous works [43, 59] model temporal relationships between video frames using RNNs. In contrast, we employ Transformers [63], which are far more effective in modeling temporal relationships [4, 30].

**Joint Video-text Modeling.** Prior works such as KWS-Net [43] follow a late-fusion strategy. In our model each frame-wise video feature can attend to any keyword token (phoneme) and vice-versa. The information exchange across the modalities occurs at every layer, without restrictions on the receptive field for either modality.

**Stronger keyword localisation.** Fine-grained localisation of the keyword in the video can be important for applications such as sign spotting [5]. Existing methods [43, 59] “weakly” localise the keyword by taking the sequence-level prediction to be the maximum probability over all the video time-steps. We instead provide stronger frame-level supervision, by enforcing the model to predict the exact temporal extent of the keyword in the video.

3.4 Implementation details

**Pre-training the visual front-end.** We explore two different visual front-end architectures for the Transpotter: (1) a CNN, highly similar in architecture to TM-seq2seq [2] and (2) VTP [34], the current state-of-the-art for lip reading (trained only on public data). Both models are trained end-to-end on two-word video clips of LRS2 [18] and LRS3 [1] for lip reading. We refer the reader to the Appendix for the exact CNN architecture and training hyper-parameters. We refer the reader to [34] for architectural hyper-parameters and training protocols for VTP. We pre-compute the visual features for each backbone for both datasets and then train directly on them for faster training. All our models and ablations use the pre-trained CNN features, unless otherwise stated.

**Sampling.** We form the training dataset $D$ by randomly sampling with 50% probability a positive or negative video clip $v$ for each query $q$. Each video $v$ contains word boundary annotations, which allows (i) performing data augmentation by randomly cropping video segments during training, and (ii) creating frame labels $y_{loc}$, as described in 3.2.

**Misc.** The keyword $q$ is mapped to a phoneme sequence using the CMU dictionary [57]; words not present in the dictionary are discarded from training $D$. We set $\lambda = 0.5$. 


4 Experiments

This section is structured as follows: We first present the datasets used as well the evaluation protocols that we follow in our experiments (Section 4.1). Next, we compare the performance of our proposed Transpotter model against strong baselines (Section 4.2) and then present a comprehensive study ablating our design choices (Section 4.3). Finally, we perform further performance analysis and provide qualitative results (Section 4.4).

4.1 Datasets and Evaluation Protocol

Datasets. All models and baselines are trained and evaluated on LRS2 [18] and LRS3 [1] lip reading datasets. LRS2 contains BBC broadcast footage from British television and LRS3 is based on TED/TEDx videos downloaded from YouTube (refer to the Appendix for detailed statistics). The video clips for both datasets are tightly cropped face-tracks of active speakers only. For each clip, a full transcription of the utterance as well as word boundary alignments are provided. The number of videos, number of keyword instances and keyword vocabulary for each of the test sets is shown in Table 1.

Evaluation Protocol. Evaluation is performed for every test dataset as follows: First, the vocabulary of test keywords is determined, by considering all the words occurring in the test set transcriptions with above a certain phoneme length $n_p$. If not specified, we use $n_p \geq 3$. Every word in the query vocabulary is then searched for in all the test set videos.

Metrics. Given ground truth video-keyword samples, we assess the performance of our model in two ways. First, we assess classification performance, i.e. whether the model can accurately predict whether the keyword occurs in the video or not. We compute accuracy ($\text{Acc}@k$) and mean average precision ($\text{mAP}_{\text{Cls}}$) metrics, where $\text{Acc}@k$ measures how often a given keyword occurs in any of the top-$k$ retrievals, and $\text{mAP}_{\text{Cls}}$ is obtained with the above criterion (where every word in the test keyword vocabulary is considered as a separate class).

Second, we assess the model’s localisation capability, i.e. whether the model can accurately localise the keyword in the video clip. We follow common practice from the detection literature: we consider a keyword accurately detected when the intersection-over-union (IOU) between the prediction $\hat{y}^{\text{loc}}$ and ground truth label $y^{\text{loc}}$ is above a certain threshold, and calculate the mean average precision $\text{mAP}^{\text{Loc}}$. To calculate the IOU, we binarise the model’s predictions using a threshold $\tau = 0.5$.

4.2 Comparison to baselines

We compare our model’s performance against a state-of-the-art VSR model and KWS-Net [43], the previous state-of-the-art visual KWS model.

VSR baseline. We use an improved version of the TM-seq2seq [3] VSR model, with the same pre-trained CNN backbone (Section 3.4) that we use for the KWS models. The model is trained with the curriculum training strategy of [3] (details in the Appendix). The VSR model achieves state-of-the-art Word Error Rate (WER) performance of 36.9% and 48.0% on the LRS2, LRS3 test sets respectively. Since the VSR model only produces text transcriptions of a given video, but no localisation prediction, we can only evaluate its classification performance ($\text{Acc}_{@k}^{\text{Cls}}, \text{mAP}^{\text{Cls}}$). We follow the method detailed in [3] to estimate the posterior probability that the keyword occurs in a video clip.

KWS-Net. As a KWS baseline we use the state-of-the-art model of Momeni et al. [43]. For fair comparison, here too we use the same CNN backbone that is also used for our model.

State-of-the-art KWS. We report our model’s performance and compare it with strong baselines in Table 1. It is clear that our model outperforms both baselines. On the last row,
Table 1: Comparison to baselines: We outperform the current state-of-the-art KWS and VSR methods by a large margin. Our Transpotter model is particularly effective in localising the keyword in the video. Moreover, by using the recently proposed VTP [34] architecture as the Transpotter’s visual backbone instead of a CNN, we achieve even better performance.

we show the boost in performance by replacing the CNN with the recently proposed VTP backbone [34], resulting in state-of-the-art performance on both the LRS2 and LRS3 datasets. Evaluation on LRW. We also compare the performance of KWS-Net [43] with our proposed Transpotter model on the LRW [16] test set following the same evaluation protocol. The test set contains 25K single-word video clips spanning a vocabulary of 500 words (50 instances per word). Note that KWS-Net has been pretrained on the LRW training split, but the Transpotter has only been trained on LRS2 and LRS3. As we can see in Table 2, the Transpotter outperforms the previous state-of-the-art baseline KWS-Net by a large margin. We refer the reader to the Appendix for a qualitative error analysis in this setting.

Table 2: Comparison on LRW [16]: The Transpotter outperforms the previous state-of-the-art KWS model on the LRW test set, despite not having been trained on LRW data. The localization metric mAPLoc is not reported as the input videos are single-word clips.

4.3 Architecture ablations

To assess our design choices for the Transformer skeleton, we perform a number of ablations considering variations of the model architecture. We briefly explain the alternative approaches below; more details can be found in the Appendix.

In particular we consider two alternative encoder-decoder architectures, with the video input at the encoder side and the text query at the decoder (Encvid-Dectext) and vice versa (Enctext-Decvid). Since the latter model outputs at the temporal resolution of the video input, it can explicitly localise the keyword (in the same way as the Transpotter), while the former can only perform classification. We also consider a variant of the Transpotter, where the model does not output localisation predictions (hence no Lloc is used for its training). We show the results in Table 3. The selected Transpotter architecture outperforms all variants. In particular, by comparing rows 2 and 4, we observe that training with a localisation head and loss Lloc also improves classification (e.g. 64.0 vs 69.2 mAPCls).

4.4 Transpotter performance analysis

In this section, we analyse the performance of our proposed method when varying the keyword length and the size of the surrounding visual context.

Keyword length. In Figure 2a, we plot the model’s performance on the LRS2 test set against the minimum keyword length in phonemes np. As expected, longer keywords are easier
Table 3: **Model ablations**: Our approach of jointly modeling text and video sequences with a localisation head for stronger supervision outperforms other architectural designs.

| Model               | LRS2  | LRS3  |
|---------------------|-------|-------|
|                     | mAP^Loc | Acc^Cls @1 | Acc^Cls @5 | mAP^Cls | mAP^Loc | Acc^Cls @1 | Acc^Cls @5 | mAP^Cls | mAP^Loc |
| Enc_vid-Dec_text    | 52.5  | 80.0  | 57.9    | -        | 40.3  | 66.9  | 43.2    | -        |         |
| Transpotter w/o loc.| 59.4  | 84.1  | 64.0    | -        | 46.5  | 72.1  | 49.8    | -        |         |
| Enc_text-Dec_vid    | 63.8  | 86.8  | 68.4    | 67.8     | 52.1  | 76.6  | 54.9    | 53.1     |         |
| Transpotter         | 65.0  | 87.1  | 69.2    | 68.3     | 52.0  | 77.1  | 55.4    | 53.6     |         |

Figure 2: (a) Transpotter’s performance increases with the keyword length; (b) Transpotter performs far better than VSR with limited context. Both methods improve with more context.

to spot and therefore result in better retrieval performance. Indeed for long 7-phoneme keywords, mAP^Loc reaches as high as 82.5. We note however that even for very challenging short keywords with only 2 phonemes (such as "my", "to", "at"), mAP^Loc stays high at 67.5.

**Context.** The visual appearance of spoken words can be highly ambiguous [2], therefore recognising isolated words from visual input alone may be very challenging. Current lip reading models utilise the surrounding visual context to resolve this ambiguity. In Figure 2b, we illustrate how the performances of our Transpotter KWS model and our VSR baseline vary based on the amount of contextual information available. We plot the mAP^Cls against the number of words in the video clip. We observe that both models benefit from larger surrounding context, with the Transpotter outperforming the VSR baseline consistently.

**Qualitative analysis.** In Figure 3, we show qualitative examples from the LRS2 and LRS3 test sets. It is clear that the model produces smooth predictions that precisely indicate the full location of the word. In the bottom right corner we observe a failure case where the model’s confidence is low – the keyword “that’s” in this case is short.

**Model response to homophemes.** We further probe our Transpotter model for failure cases. In visual-only keyword spotting, a common failure case is due to homophemes, i.e. words with identical lip movements. To investigate the response of our model to such cases, we construct a list of keywords from the LRS2 test set sentences that are known to have homophone counterparts (e.g. mark, which has two matching homophemes, bark and park) and then for each test set clip that contains one of the keywords, we query that keyword along with its corresponding homophemes and plot the model’s outputs. We illustrate several examples in Figure 4. We observe that in such cases, the model spots the keyword as well as its homophemes at the same (ground truth) location.

## 5 Mouthing Spotting in Sign Language videos

In this section, we investigate the application of our method for spotting mouthed words in sign language videos. This is an important application of visual KWS, as it has enabled an entire line of work on sign language recognition [3, 44, 62].
Figure 3: **Qualitative results on LRS2 and LRS3:** The Transpotter accurately localises the keyword in most examples. In the bottom right example, the model’s confidence is low, most likely because it is a short word. The IOU is zero since we threshold at $\tau = 0.5$.

Figure 4: **Model’s response to homophemes:** We query words and their corresponding homophemes for LRS2 test set clips. We observe that the model spots the words and their homophemes at the same (ground truth) location.

**Data description & evaluation protocol.** Here, we use a subset of BSL Corpus [54, 55] as a test set. BSL Corpus is a large public dataset containing videos of conversations conducted in sign language by deaf signers, from various regions across the UK. We extend the dataset’s annotations by adding a Mouthing tier and asking a deaf annotator to identify and localise mouthing occurrences that correspond to visible signs. We obtain 383 mouthing instances, from 29 different signers, over a keyword vocabulary size of 187. We use a pre-processing pipeline similar to [23] to obtain face-cropped tracks around the faces of the signers. To evaluate KWS performance, we take 8-second video clips centered around the annotated mouthings and follow the same evaluation protocol described in Section 4.

**Results.** We summarise the evaluation results in Table 4. The Transpotter model is far superior to the prior state-of-the-art KWS baseline, achieving a great improvement in performance (e.g. 29.6 vs 15.6 mAPCls score). To complete this analysis, we also show qualitative examples of the spotted mouthings in Figure 5.

**Discussion.** We note that sign language mouthings are often very different from equivalent
spoken words. Words may be partially mouthed and can be occluded by the signing hands. There is therefore a significant domain gap between the BSL-Corpus signing videos and our lip reading training videos. However, we note that our proposed model greatly outperforms the KWS-Net baseline – a variant of which has been successfully deployed for detecting mouthings in order to bootstrap learning of sign spotting methods [5, 44, 62]. This indicates the potential of our proposed method to greatly improve these pipelines.

| Model     | Acc@1 | Acc@5 | mAP@1 |
|-----------|-------|-------|-------|
| KWS-Net   | 12.4  | 29.6  | 15.6  |
| Transpotter| 22.5  | 47.1  | 29.6  |

Table 4: **Spotting mouthings in BSL-Corpus**: The Transpotter is far more accurate than the current state-of-the-art in spotting keywords in videos.

![Figure 5: Qualitative results on BSL-Corpus](image_url)

Figure 5: **Qualitative results on BSL-Corpus**: Despite the large domain shift from our training examples and additional challenges such as partially mouthed words and hand occlusions, the Transpotter succeeds in correctly spotting mouthings in these challenging conditions. We observe a failure case (bottom right) where the localisation is incorrect. We note that contrary to LRS2 and LRS3, where word boundaries are obtained through robust audio-based forced alignment, the annotations for BSL-Corpus are noisier as they are performed manually.

6 Conclusion

We have presented the Transpotter, a cross-modal attention based architecture for visual keyword spotting. Our method surpasses the performance of the previous best visual keyword spotting approach by a large margin, as well as that of a state-of-the-art lip reading baseline. We demonstrate the ability of our model to generalise to sign language videos where it can be used to spot mouthings, enabling automatic annotation of sign instances. In future work, we plan to further improve our method’s performance by incorporating keyword semantics and context of the surrounding words.
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A Application to silent films

Our Transpotter model has been trained to spot words in silent talking face videos. Naturally, the next step is to apply it on scenes from actual silent films to detect if a word is spoken and if so, also localize it in time. On the project website, we show qualitative examples of applying the Transpotter on scenes from the silent film, The Artist. Silent films often use title cards to convey character dialogues. Although audio was not recorded, actors would still talk during the shooting, following the script, as it enabled them to act more naturally. We therefore used the film’s screenplay (available online) to identify scenes where title cards appear, which indicates the presence of dialogue, and queried words out of the title card content of these scenes. This application is particularly challenging because the title cards are only a guideline for the dialogue, therefore the lines that the actors end up using may differ substantially. Moreover we note that in this particular example, some of the actors are not native English speakers, therefore the model also has to deal with a domain shift in terms of accent. Despite those challenges, the Transpotter is still able to detect and properly localize words. Another application with a similar domain shift is spotting mouthings in sign language, which we have already discussed in the main paper.

The rest of this PDF is organized as follows. Section B describes the datasets we used for training and evaluation in detail. Next, we elaborate on the training process for the VSR baseline in Section C. In Section D, we describe the hyper-parameters choices for the Transpotter architecture. In Section E, we evaluate the model for longer query sequences containing multiple words. In Section F, we provide details for the architecture variants that were used in the main paper. In Section G, we conduct two more ablation studies, on the choice of the localization head and on the need for modality embeddings.

B Dataset Statistics

We conduct most of our experiments on the Lip Reading LRS2 and LRS3 datasets. Each dataset contains three splits: (i) Pre-train, (ii) Train-val, and (iii) Test. The utterances in the pre-train set correspond to part-sentences as well as multiple sentences, whereas the training set only consists of single full sentences or phrases. The number of utterances, words and vocabulary for each of the splits in both datasets is reported in Table 5.

| Dataset     | Split   | #Utterances | #Words | #Hours | Vocabulary |
|-------------|---------|-------------|--------|--------|------------|
| LRS2 [1, 2] | Pre-train | 96k         | 2M     | 195    | 41k        |
|             | Train-val | 47k         | 336k   | 29     | 18k        |
|             | Test     | 1.2k        | 6k     | 0.5    | 1.7k       |
| LRS3 [3]    | Pre-train | 132k        | 3.9M   | 444    | 51k        |
|             | Train-val | 32k         | 358k   | 30     | 17k        |
|             | Test     | 1.3k        | 10k    | 1      | 2k         |

Table 5: Audio-visual datasets: Statistics of LRS2 and LRS3 datasets.

Our models are first pre-trained on both the LRS2, LRS3 pre-train splits. Before testing on the test set of each dataset, we fine-tune the model on the train-val split of that particular
dataset. Training hyper-parameters are detailed in the next sections.

C VSR baseline

In this section, we describe the exact architectural details and training hyper-parameters for the VSR baseline.

Architecture details. The architecture closely resembles the TM-seq2seq architecture [2]. The only minor changes are all in the visual backbone, which we describe below in Table 6.

Training hyper-parameters. We train the VSR baseline on LRS2, LRS3. The training consists of two stages, similar to [2].

In the first stage, we train the visual backbone end-to-end with the transformer layers on all two-word video clips (obtained using the available LRS2, LRS3 word alignments). Both the CNN and Transformer layers use the Adam optimizer [37], but with different learning rate schedules. For the CNN, we start with an initial learning rate of $1e^{-4}$ and reduce it by a factor of 2 every time the validation loss plateaus for 3 epochs. The minimum learning rate for the CNN is $1e^{-5}$. The transformer layers start with an initial learning rate of $5e^{-5}$. We do not reduce this learning rate in the first stage. The first stage takes approximately 6 days on four Tesla v100 GPUs.

After the visual backbone is trained, we extract the features for all the video clips in our datasets, and use these fixed features for all further training. We follow the curriculum strategy of [2] and train the transformer layers for longer video segments (9 words). We halve the learning rate every time the validation loss plateaus for 10 epochs. The minimum learning rate for the transformer layers is $1e^{-6}$. The second stage takes about 2 days on one Tesla v100 GPU.

| Layer | # channels | Kernel | Stride | Padding | Output dimensions |
|-------|------------|--------|--------|---------|-------------------|
| input | 3          | -      | -      | -       | $T \times 112 \times 112$ |
| conv1,1 | 64         | (5,5,5) | (1,2,2) | (2,2,2) | $T \times 56 \times 56$ |
| conv2,1 | 128        | (3,3)  | (2,2)  | (1,1)   | $T \times 28 \times 28$ |
| conv2,2 | 128        | (3,3)  | (1,1)  | (1,1)   | $T \times 28 \times 28$ |
| conv2,3 | 128        | (3,3)  | (1,1)  | (1,1)   | $T \times 28 \times 28$ |
| conv3,1 | 256        | (3,3)  | (2,2)  | (1,1)   | $T \times 14 \times 14$ |
| conv3,2 | 256        | (3,3)  | (1,1)  | (1,1)   | $T \times 14 \times 14$ |
| conv3,3 | 256        | (3,3)  | (1,1)  | (1,1)   | $T \times 14 \times 14$ |
| conv4,1 | 512        | (3,3)  | (2,2)  | (1,1)   | $T \times 7 \times 7$ |
| conv4,2 | 512        | (3,3)  | (1,1)  | (1,1)   | $T \times 7 \times 7$ |
| conv4,3 | 512        | (3,3)  | (1,1)  | (1,1)   | $T \times 7 \times 7$ |
| conv5,1 | 512        | (3,3)  | (2,2)  | (1,1)   | $T \times 4 \times 4$ |
| fc     | 512        | (4,4)  | (1,1)  | (0,0)   | $T \times 1 \times 1$ |

Table 6: Architecture details for the visual CNN backbone. Batch Normalization and ReLU activation are added after every convolutional layer. Shortcut connections are also added at each layer, except for the first layer of every residual block – i.e. the ones with stride 2 (conv1,1, conv2,1 and conv3,1, conv4,1).
Similar to the spotting models, we fine-tune on the train-val set of LRS2/LRS3 before evaluation. During inference, we decode text sequences with a left-to-right beam search with a beam width of $B = 20$. The beam hypotheses scores and textual outputs are used for computing the keyword spotting scores. More details of the evaluation mechanism can be found in this paper [28].

### D Transpotter hyperparameters

**Model hyper-parameters.** We set the number of text encoder layers $N_t = 3$, the number of video encoder layers $N_v = 6$, and the number of joint multimodal transformer layers $T_m = 6$. The embedding dimension $d$ is set to 512, and each multi-headed attention layer uses 8 heads. **Training hyper-parameters.** The Transpotter is trained on the extracted visual features that we obtain after Stage 1 training (described above) of the VSR model. We use the Adam optimizer [37] with an initial learning rate of $5e^{-5}$, which is decreased by a factor of 5 every time the validation loss plateaus for 15 epochs. The minimum learning rate is $1e^{-6}$. The model is trained for 280 epochs on a single Ampere A40 GPU, which takes about 4 – 5 days. We fine-tune on the train-val set of LRS2/LRS3 before evaluation.

### E Using the Transpotter to spot phrases

The Transpotter architecture can be used to spot multiple words (phrases) without any change in the architecture. Instead of feeding a phoneme sequence for a single word, we simply feed a phoneme sequence for a phrase. This is obtained by concatenating the phoneme sequence of each word in the phrase. We fine-tune the word-level model for a slight boost in performance.

In order to evaluate this model, we form our query set by using n-grams from the LRS2 and LRS3 test sets. We evaluate for $n = 1, 2, 3$. Note that $n = 1$ corresponds to single words. As is done for our single word evaluation in the main paper, we only use words with number of phonemes $n_p \geq 3$. The scores are reported in Table 7. We know that Transpotter becomes increasingly accurate with longer query lengths from Figure 2 (a) of the main paper, and the same trend continues when we try to spot phrases instead of single words. Spotting phrases is clearly far easier than spotting single words.

| Num. words | LRS2 | LRS3 |
|------------|------|------|
|            | AccCls@1 | AccCls@5 | mAPCls | mAPLoc | AccCls@1 | AccCls@5 | mAPCls | mAPLoc |
| $n = 1$    | 65.0 | 87.1 | 69.2 | 68.3 | 52.0 | 77.1 | 55.4 | 53.6 |
| $n = 2$    | 74.9 | 94.6 | 82.9 | 82.7 | 57.7 | 82.8 | 67.8 | 66.9 |
| $n = 3$    | 87.9 | 99.4 | 92.9 | 92.7 | 74.7 | 91.0 | 82.0 | 80.6 |

Table 7: **Spotting phrases:** Transpotter can be trained to spot multi-word queries (phrases) with no change in the architecture. We report the scores for spotting unigrams (single words), bigrams and trigrams. Longer queries can be spotted far more easily.

### F Details for the Architecture Ablations

In Table 2 (Section 4.3) of the main paper, we experiment with alternative Transformer architectures for this task. We explain each of the architectures below and also illustrate them
in Figure 6.

**Enc\textsubscript{vid}-Dec\textsubscript{text}**: This is the standard Transformer Encoder-Decoder architecture, which has also been used with great success [2] in related tasks such as VSR. The video encoder contains 6 Transformer layers encoding the temporal information for the video input. A text decoder consists of 6 Transformer decoder layers, each with (i) self-attention across the phoneme feature vectors, (ii) cross-attention between the phoneme and video feature vectors. The text input to the decoder is prepended with a [CLS] vector, where the probability of the keyword occurring in the video is predicted. Note that this model cannot explicitly localize the keyword in the video, as the output time-steps correspond to the text sequence and not the video.

**Enc\textsubscript{text}-Dec\textsubscript{vid}**: This architecture is similar to the previous one, except the inputs are swapped. The encoder processes the text sequence and the decoder inputs the video frames (prepended with a [CLS] vector). Since the output time-steps of the decoder correspond to the video, the exact same localization loss used in Transpotter can be applied here for localizing the keyword.

**Transpotter w/o localization head**: We also train our Transpotter model without the localization head. We only optimize for the presence/absence of the keyword at the [CLS] time-step.

All the above variants are trained using the exact same data pipeline and optimizer hyper-parameters.

---

**Figure 6: Architecture ablations**: We illustrate each of the architecture variants tried for this task. The models are compared in Table 2 of the main paper.

---

### G  Additional Ablations

#### G.1  Choice of Localization Head

In Table G.1, we compare our proposed localization head with an alternative start-end span prediction head. For this, we have two MLP layers that predict start and end probabilities
at each video frame indicating the span of the keyword. The frame-wise probabilities are softmax-normalized and optimized with cross-entropy loss during training. We observe that our proposed localization head consistently outperforms this alternative technique.

| Loss | Acc$_{@1}$ | Acc$_{@5}$ | mAP$_{Cls}$ | mAP$_{Loc}$ | Acc$_{@1}$ | Acc$_{@5}$ | mAP$_{Cls}$ | mAP$_{Loc}$ |
|------|------------|------------|-------------|-------------|------------|------------|-------------|-------------|
| $L_{Cls} + L_{Loc}^{softmax}$ | 61.9 | 85.5 | 66.6 | 65.9 | 49.9 | 74.8 | 52.8 | 51.6 |
| $L_{Cls} + L_{Loc}$ | 65.0 | 87.1 | 69.2 | 68.3 | 52.0 | 77.1 | 55.4 | 53.6 |

Table 8: **Ablations on the Localization head**: Per-frame sigmoid prediction of the keyword location outperforms the softmax-based span prediction.

### G.2 Are modality embeddings needed?

| Modality Tokens | LRS2 | LRS3 |
|-----------------|------|------|
|                 | Acc$_{@1}$ | Acc$_{@5}$ | mAP$_{Cls}$ | mAP$_{Loc}$ | Acc$_{@1}$ | Acc$_{@5}$ | mAP$_{Cls}$ | mAP$_{Loc}$ |
| ✓               | 64.6 | 87.3 | 68.9 | 68.3 | 52.9 | 77.0 | 55.4 | 53.5 |
| ×               | 65.0 | 87.1 | 69.2 | 68.3 | 52.0 | 77.1 | 55.4 | 53.6 |

Table 9: **Are modality embeddings needed in Transpotter?** Presence/absence of modality embeddings to explicitly specify the text and video time-steps does not affect the performance. Our dedicated video and text encoders encode sufficient modality specific information.

Since we concatenate our video and text embeddings together into a single sequence for feeding into the joint multi-modal transformer, the question arises if we need to explicitly specify which time-steps are video/text. We argue that this is not necessary because we have separate text and video encoders before the joint transformer. In order to empirically show this, we train a model with learnable modality tokens that are added to the text and video time-steps. We use two learnable vectors (one each for video/text) of embedding dimension $d$ and add them to each of the video/text time-step accordingly. We perform this addition just before feeding them into the joint transformer. In Table G.2, we show that this performs comparably to our Transpotter model without any modality tokens.

### H Error analysis on LRW

In this section, we illustrate some of the common errors made by our model. We conduct this analysis on the LRW test set using the same retrieval protocol that we have used in all our experiments, i.e. given a query word, we retrieve the top-K videos. Since LRW videos correspond to a single word label, we can clearly see which word labels are wrongly retrieved.

In Table H, we show the word labels of the incorrectly retrieved videos (among the top 10 retrievals) for some of the query words. We observe that often errors occur due to some of the phonemes of the query word appearing in the video. For example, the words “president” and “prison” share several phonemes. We also observe that compound words are a source of error: for example, in the second row, where “every” appears entirely in “everybody” and
“everything”. Finally, as discussed in Section 4.4, another failure case are homophemes. For example, in the last row, we see an example of the model retrieving the homophone “million” for the query word “billion”.

| Query word | Mistakes among the top 10 retrievals |
|------------|-------------------------------------|
| president  | press, prison, pressure             |
| every      | everybody, everything               |
| allowed    | allow, cloud, announced              |
| example    | couple, happen                       |
| billion    | million, building                   |

Table 10: Error analysis on LRW: For each query word, we report examples of incorrectly retrieved word instances among the top 10 retrievals. We can see clear patterns in mistakes such as phoneme overlap between the query word and the mistaken word, compound words and homophemes.