EFLLex: A Graded Lexical Resource for Learners of English as a Foreign Language

Dürlich, L., François, T.

1 FAU Erlangen-Nürnberg, 2 CENTAL/IL&C, University of Louvain 3 Chargé de recherche FNRS

luise.duerlich@fau.de, thomas.francois@uclouvain.be

Abstract

This paper introduces EFLLex, an innovative lexical resource that describes the use of 15,280 English words in pedagogical materials across the proficiency levels of the European Framework of Reference for Languages. The methodology adopted to produce the resource implies the selection of an efficient part-of-speech tagger, the use of a robust estimator for frequency computation and some manual post-editing work. The content of the resource is described and compared to other vocabulary lists (MRC and BNC) and to a reference pedagogical resource: the English Vocabulary Profile.

Keywords: CEFR-graded lexicon, English as a foreign language, vocabulary

1. Introduction

The strong relation between vocabulary knowledge and reading comprehension has been thoroughly researched and confirmed (Laufer, 1992). Second language acquisition (SLA) research has established that readers should know between 95% and 98% of the words in a text to adequately comprehend it (Laufer and Ravenhorst-Kalovski, 2010). Given that the larger the vocabulary, the better the comprehension of texts, foreign language curriculums should stress the need to teach new vocabulary items. A larger vocabulary indeed means being able to understand a larger scope of texts. However, analyses of large corpora indicate that, from kindergarten through college, native speakers encounter approximately 150,000 different words (Zeno et al., 1995). For learners, it is impossible to pick up all of them. Designers of foreign language curriculums, publishers of educational materials and textbooks, or even teachers are thus faced with the issue of identifying the most important words to teach at each stage of the learning process.

The most common answers to that challenge have been (1) to use frequency lists obtained from a large corpus of texts intended for a learner audience and (2) to rely on expert knowledge, such as teacher expertise or linguists’ recommendations. Following the first approach, frequency lists have been derived from various well-known corpora of English. The first significant vocabulary list for English included 20,000 words and was laboriously produced by Thorndike (1921) without the help of any computer. It was later extended to 30,000 words by Thorndike and Lorge (1944). The first computational list was obtained by Kucera and Francis (1967) from the Brown corpus and has a large influence in education and psychology. More recently, other lists have been developed from larger corpora, such as the CELEX database (Baayen et al., 1995), the Zeno list (Zeno et al., 1995), the list based on the British National Corpus (BNC) (Leech et al., 2001), or SUBLEX (Brysbaert and New, 2009). The main shortcomings of such lists for L2 education are that (1) they represent the native distribution of words, which is not fully compatible with the distribution of words in books and textbooks intended for L2 learners; (2) they do not specify at which proficiency level a given word is supposed to be learned.

The second approach to set a learning path for vocabulary has relied on expert knowledge. The most popular resources of this kind are the Reference Level Descriptions (RLDs). They are based on the scale of the Common European Framework of Reference for languages (CEFR), published by the Council of Europe (2001), and ranging from A1 to C2. The CEFR describes the skills learners should develop at each of the six proficiency level of the scale. For instance, for reading skills, a A1 learner should understand very simple sentences and familiar words and names, while a B1 learner should understand texts consisting mainly of high frequency language as well as the description of events, feelings, wishes in personal letters. At C2, a learner is able to read virtually all forms of written language however abstract, structurally or linguistically complex. However, such descriptions remain elusive and the limitations of the CEFR for practical purposes have been stressed (North, 2005, 40).

RLDs aims at providing more detailed linguistic guidelines based on the CEFR descriptors for over 20 European languages. They consist in lists of words, multi-words, functions, or syntactic structures where each entry is connected to one level of the CEFR. Following the Guide for the production of RLD published by the Language Policy Division DG IV of the Council of Europe in Strasbourg, the RLDs have been elaborated on the basis of inventories of statistical frequencies, perusal of large bodies of texts, expert knowledge, and learners’ productions (Marello, 2012, 328). The RLD for English has been developed within the English Vocabulary Profile project, or EVP (Capel, 2010, Capel, 2012), using a corpus-informed approach based on learner production from the Cambridge Learner Corpus. The methodology applied has the great advantage of being able to assign different difficulty levels to the different senses of a word. However, Alderson (2007) stressed that relying almost entirely on the Cambridge Learner Corpus,
which is a collection of performances on Cambridge examinations, may be an issue for generalization. Moreover, RLDs are not able to discriminate from all the words related to a given proficiency level, the most important ones to learn.

Since 2014, a third approach has been investigated within the CEFRLex project, which adopts an original view on lexicon learning. In contrast with the classic approach that models lexical knowledge in a nominal fashion (i.e. each word is assigned to a given level of proficiency, which implies that all learners from a given level should know all words from this level), the CEFRLex project assumes a continuous vision of lexical learning. Words are rather described in terms of a frequency distribution over the CEFR proficiency levels. This distribution is obtained from collections of pedagogical documents that are intended for L2 learners and labelled in accordance with the CEFR scale. We are therefore able to describe the usage of words in a more subtle way, for instance stressing the fact that a given word, usually considered to be learned at a specific level (e.g. B1), may already occur in texts intended for lower proficiency levels. Similarly, the availability of frequencies per level allows to rank words assigned to the same level of proficiency by frequency.

The CEFRLex project aims to bring together various research teams across Europe to produce vocabulary lists for several European languages. So far, lists for French [François et al., 2014] and Swedish [François et al., 2016] have been developed, and the current paper introduces the English version of the CEFRLex list, called EFLLex. The next section describes the methodology applied to create the English list and to estimate the frequencies from the labelled corpus. Section 3 then describes the content of the resource and compares it with similar resources.

2. Methodology

The development of EFLLex draws on the methodology used for the other lists of the CEFRLex project, but it also met some specific challenges. The general principle is the following: based on a labelled corpus, where each text has been assigned a CEFR level by human annotators (e.g. by the authors of the textbooks or of the simplified readers), the frequency of each word is estimated and normalized for each CEFR level, which results in the word distribution over the CEFR levels. In this section, we first describe the collection process of the labelled corpus; we then discuss the choice of the automatic tagger used, before describing the frequency estimation technique. The section concludes with some considerations about the manual correction of the resource.

2.1. Source corpus

We collected a corpus consisting of 1,971 texts extracted from 17 textbooks, 33 graded readers and 7 online materials designed for learners of English as a foreign language. These books come from popular publishers such as Cambridge University Press, Oxford University Press, and Exam English Ltd. All texts selected for the study were related to a reading comprehension task and were classified according to the CEFR levels by the publishers’ teams. Very few of the available resources were actually assigned the level C2; our corpus thus only includes texts within the levels A1 to C1. As a whole, the corpus contains 486,178 words that are distributed across the levels as displayed in Table 1. This table also describes the distribution of texts over different types of texts (e.g. dialogue, informative, narrative, mail, etc.), highlighting the variety of texts that have been collected. It should be mentioned that more advanced levels (B2 and C1) account for the biggest subcorpora, as texts of these levels are more easily available and generally longer.

2.2. Tagging

As a next step, the corpus had to be lemmatized and part-of-speech (POS) tagged, for the two following reasons. First, in the CEFRLex project, the choice has been made to compute frequencies of lemmas observed in the corpus instead of frequencies of inflected forms. Counting inflected forms entails that words having numerous inflected forms, such as verbs, would have their overall probability split between their different forms. Consequently, compared to invariable words (such as adverbs, prepositions, conjunctions), they would seem less frequent in texts than they really are. Second, using tokens presupposes the assumption that learners are not able to relate inflected forms with their lemma. Such a view seems highly questionable for most of the French words that have regular inflected forms. The rationale to use POS tags is that it enables to disambiguate homographic forms with different part-of-speech tags. The choice of the POS-tagger is also critical, as lemmatization or tagging errors produce unwanted effects on the data such as:
We observed that none of the taggers correctly identified indefinite and demonstrative pronouns, nor some adverbs of time that could also be tagged as nouns, such as today or tomorrow. Furthermore, there were several issues when it comes to lemmatization, e.g. me was lemmatized as I by the Standford Tagger and the lemma she was assigned to her. Since the NL4J Tagger tagged most of the words correctly, we decided to use this tagger on the whole corpus. Using the entire parsing output of NL4J, that featured dependency labels and verb particles, it was also possible to reconstruct compounds and phrasal verbs in the corpus using specific rules.

2.3. Estimating lexical frequencies

Similarly to what was done for the other resources of the CEFRlex family, the normalized frequency per million words is obtained by first computing the raw frequencies by level (RFL) based on the corpus. In a second step, the RFL are weighted by a dispersion index (D), intended to counteract the effect of context-specific low frequency words being overused within a small number of texts. As noted by Francis and Kučera (1982), lower frequency words tend to be context-specific: they appear in a small number of texts, but sometimes with an unusually high frequency within those texts. This observation is of particular relevance when estimating counts from textbooks. Their content is guided by a set of competences and tasks related to various types of situations, which are defined only to a certain extent by the CEFR guidelines. Textbook designers therefore have quite a latitude to decide which topics will be included in their book. As a consequence, it is likely that the importance of some low frequency words, related to specific topics, will be overestimated using raw frequencies, especially when a topic generally encompasses several texts within the same lesson. To reduce this effect, we adapted the RFL using a dispersion index (D), adapted from Carroll et al. (1971):

\[
D_{w,k} = \frac{\log (\sum p_i) - \sum p_i \log(p_i)}{\log(I)}
\]

In a corpus of K difficulty levels, each containing I text sources (e.g. textbooks), in order to obtain the dispersion index D of a word w for a level k, we rely on two pieces of information: (1) \( p_i \) the probability of the word w in the \( i^{th} \) source, which is computed as the frequency of w in the source i divided by \( s_i \), the number of words in the source i (if \( p_i = 0 \), \( p_i \log(p_i) \) was considered as equal to 0); (2) I is the total number of sources.

Combining the dispersion index D and RFL as follows, we obtain U, the frequencies per million words:

\[
U_{w,k} = \frac{1,000,000}{N_k} (RFL * D_{w,k} + (1 - D_{w,k}) * f_{min})
\]

where \( N_k \) is the number of words in level k and \( f_{min} \) is defined as:

\[
f_{min} = \frac{1}{N_k} \sum_{i=1}^{I} s_i f_i
\]
with $f_i$, the frequency of a given word in a source $i$, and $s_i$, the number of word in $i$, for each source divided by $N_k$.

### 2.4. Manual correction

The automatic creation of the EFLLex list was followed by a phase of manual correction, where we compared our resource with the MRC machine usable dictionary (Wilson, 1988) to find any combination of lemma and POS unattested by the MRC dictionary. The resulting list of "new" pairs was then checked by hand in order to decide whether we were dealing with some kind of tagging or lemmatization error or with correct pairs that, for some reason, were not included in the MRC dictionary. Among the entries absent in the MRC list, we found some recent expressions - e.g. words reflecting new technologies and media such as the verb to blog (as well as the nouns blog and blogger), internet or smartphone - and - as was quite often the case - compound words (e.g. food poisoning) and phrasal verbs (e.g. the verb to get up) that the MRC list did not record. The majority of the ca. 6,600 words had to be checked manually. Most of these entries were correct words and only 1,104 were "real" errors that could either be traced back to errors in the raw corpus or to errors made by the tagger.

### 3. Description of the resource

EFLLex contains 15,280 entries. Examples of entries can be seen in Table 3. Each entry corresponds to the combination of a lemma and a part-of-speech: the frequency of the lemma at each level of the CEFR (C2 excepted) is described, as well as its total frequency in the corpus. From Table 3 it can be seen that EFLLex includes both multi-word expressions such as shopping center or phrasal verbs such as sign up. As already mentioned above, multi-word expressions are of utmost importance for L2 teaching purposes (Bahns and Eldaw, 1993), but are absent from most of the English frequency lists that were introduced in Section 1.

The distribution of the entries across the levels A1 to C1 is displayed in Table 4. As can be observed, the total number of words (# entries) encountered at a given level increases from elementary to more advanced levels, as could have been expected. If we take into account the number of new entries per level (# new entries), there is also a moderate increase as the levels advance. This was expected, but if we compare these figures with those from FLELex and SVALex (columns 7 and 8), an interesting pattern emerges. Compared to SVALex, words are encountered faster, i.e. more words are introduced at the lower levels (A1 and A2), but this trend reverses at the intermediate levels (B1 and B2). In contrast, in FLELex, words are introduced faster at the elementary levels. As already mentioned in (François et al., 2016) we believe that this pattern results from the variation in corpus size. The results obtained for EFLLex confirm that the larger the corpus used to estimate the frequencies, the quicker new entries are introduced.

Besides comparisons with other resources from the CEFRLex project, it is also interesting to compare EFLLex with the EVP referential. As can be seen from Table 4, the EVP introduces far fewer words per level, which could be explained by two main reasons. First, the EVP aims to cover learners’ productive vocabulary, which is known to be smaller than the receptive vocabulary covered by EFLLex. Second, EFLLex includes both words from the core vocabulary that should be taught at a given level, and peripheral words that can be encountered by learners, but should probably be learned at a later stage of the curricu-

| lemma                  | tag | A1  | A2  | B1  | B2  | C1  | total |
|------------------------|-----|-----|-----|-----|-----|-----|-------|
| empty                  | JJ  | 86.492 | 150.888 | 65.947 | 194.801 | 123.405 | 150.888 |
| obviously              | RB  | 0 | 11.034 | 2.589 | 68.463  | 36.665  | 30.689 |
| t licensee             | RB  | 0 | 0 | 0 | 0.315  | 0.815  | 0.611 |
| video                  | NN  | 2.467 | 0.556 | 34.825 | 23.802 | 18.431 |
| write                  | VB  | 934.708 | 378.337 | 760.734 | 536.380 | 713.326 | 549.909 |
| shopping centre        | NN  | 0 | 5.040 | 2.589 | 0 | 0.815  | 1.946 |
| sign up                | VB  | 0 | 0.887 | 10.789 | 2.499  | 6.216  | 5.302 |

Table 3: Example of some entries in EFLLex.

| Level | # entries | # new entries | Hapax | >10 | EVP | FLELex | SVALex |
|-------|-----------|---------------|-------|-----|-----|--------|--------|
| A1    | 2,395     | 2,395         | 893   | 509 | 601 | 4,976  | 1,157   |
| A2    | 4,205     | 2,478         | 1,633 | 1,000 | 925 | 3,516  | 2,432   |
| B1    | 5,607     | 2,740         | 2,366 | 1,003 | 1,429 | 4,970  | 4,332   |
| B2    | 8,228     | 3,935         | 3,580 | 1,571 | 1,711 | 1,653  | 4,553   |
| C1    | 9,232     | 3,733         | 4,254 | 1,591 | N/A  | 2,122  | 3,160   |

Table 4: Distribution of EFLLex entries per CEFR level, including the number of attested entries per level, number of new entries, number of hapax legomena, number of words occurring more than ten times. We also provide the number of new entries for English Vocabulary Profile (EVP) (Capel, 2010), the number of new items in FLELex (François et al., 2014) and in SVALex (François et al., 2016) for comparison.
lum. In other words, EFLLex favours coverage over precision. EFLLex is therefore a useful tool to get a good idea of a word usage within EFL pedagogical materials, although further investigations are needed to interpret the frequencies in terms of teaching goals.

As regards frequency estimation, the limited size of the corpus has implications on the frequency distributions of entries, in a similar way to the other resources of the CEFR-Lex project. There is quite a significant number of words occurring at one level only, as revealed by the number of hapax legomena in the resource (column 4). Moreover, only 3,051 entries have a total frequency higher than 10 occurrences per million words, which is a clear limitation of the resource. Therefore, conclusions on the real usage of infrequent entries in EFLLex should be drawn with caution.

To better investigate this issue, the frequencies obtained on all levels (total) were compared with two popular frequency lists for English: (1) the BNC list and (2) the MRC machine usable dictionary. The BNC list consists of 678,211 entries for lemmas reporting frequencies per million words based on both written and spoken parts of the BNC (Leech et al., 2001). As the qualities of the BNC as a corpus are well acknowledged, it is reassuring to observe that the Pearson product-moment correlation coefficient between frequencies of EFLLex and the BNC list is very high ($r = 0.97; p < 0.0001$). Figure 1 shows this association for words having a frequency lower than 5,000 in EFLLex. For the counts from the London-Lund Corpus of English Conversation taken from the MRC list, the correlation is notably weaker ($r = 0.53; p < 0.0001$). Comparison with frequencies reported by the MRC list, however, is problematic in that frequencies have been added together over all possible POS-tags a word form can take. This means that the word laugh, for example, is assigned the same frequency, whether it be a verb or a noun. Thus, the MRC does not report reliable frequency information for specific token and tag combinations. Table 5 illustrates, with the word well, the consequences of such a choice when carrying out a correlation analysis such as ours. In conclusion of this experiment, the high correlation with the frequencies in the BNC list demonstrates that, even though the size of our corpus was limited, frequencies in EFLLex seem to offer a good estimate of word usage.

| POS       | EFLLex | BCN | MRC |
|-----------|--------|-----|-----|
| well JJ (adjective) | 5.9    | 42  | 1,753 |
| well NN (noun)     | 1.7    | 14  | 1,753 |
| well RB (adverb)   | 661.0  | 1,119 | 1,753 |
| well UH (interjection) | 787.4 | -   | 1,753 |
| well VB (verb)     | -      | 2   | 1,753 |

Table 5: Frequencies of well, depending on its part-of-speech, in EFLLex, the BNC and the MRC lists.

4. Conclusion

In this paper, we have introduced EFLLex, a very original lexical resource for English that describes word usage in pedagogical materials over the CEFR levels. We have reported the methodological details of the development of
this resource, which is part of a larger project, the CEFR-Lex project that aims to cover a wide range of European languages. The list is freely available for the scientific community[^2] and can be queried through a web interface that displays the distribution of a word. The interface can also be used to compare the distributions of two words, as exemplified by the screen capture of this interface (see Figure 2). Finally, we plan to develop an additional tab for this interface that will allow to assess the vocabulary of a whole text: each word of the text that is included in EFLLex will be assigned one of the CEFR level based on its EFLLex distribution. Such tool draws from a similar system developed for French (Tack et al., 2016) and is an interesting alternative to the Text Inspector system[^3] based on EVP.

In contrast with classic frequency lists, EFLLex is based on pedagogical texts intended for EFL learners and therefore represents a better image of the lexicon they encounter during their curriculum. It also offers a finer view of word use within a level: for instance, EFLLex makes obvious that write is a much more prevalent word at A1 (934 occurrences) than explore (20 occurrences). However, the resource also has some limitations as regards frequency estimation. Not only, the size of the corpus was limited, as there is a limited amount of pedagogical materials available, but it is also unbalanced in favour of more advanced levels. Still, as was shown by a comparison with the BNC list, the EFLLex frequencies are a robust estimation of the use of English words by learners. We believe EFLLex can provide interesting insights for language learning and will hopefully inspire more contributions to the domains of computer-assisted language learning and language teaching.
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