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Abstract
For traditional broadcasting formats, implementation of accessible audio strategies for hard of hearing people have used a binary, intelligibility-based approach. In this approach, sounds are categorized either as speech, contributing to comprehension of content, or non-speech, which can mask the speech and reduce intelligibility. Audio accessibility solutions have therefore focused on speech enhancement type methods, for which several useful standard objective measures of quality exist. Recent developments in next-generation broadcast audio formats, in particular the roll out of object-based audio, facilitate more in-depth personalisation of the audio experience based on user preferences and needs. Recent research has demonstrated that many non-speech sounds do not strictly behave as maskers but can be critical for comprehension of the narrative for some viewers. This complex relationship between speech, non-speech audio and the viewer necessitate a more holistic approach to understanding quality of experience of accessible media. This paper reviews previous work and outlines such an approach, discussing accessibility strategies using next-generation audio formats and their implications for developing effective assessments of quality.
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1 Introduction
It is estimated that around 1 in 6 people have some degree of hearing loss [1] and an ageing population means that this proportion is expected to rise [2, 3]. Over 90% of people with hearing loss have mild to moderate loss [1] and can make some use of television audio. However, surveys indicate people with some hearing loss regularly experience difficulty in understanding speech in television broadcast [4, 5]. Difficulties in understanding speech on TV can be attributed to a number of factors including familiarity with the accent being spoken, clarity of dialogue, and reproduction quality at the consumer device [4, 6, 7]. One of the most commonly reported issues is the balance between different sounds, specifically the balance of speech with non-speech sounds that have potential to mask parts of the dialogue [8].

Improvements in media accessibility are needed to address the barriers currently preventing those with hearing loss from fully accessing broadcast content.

The remainder of this section gives a brief overview of the prevalence and characteristics of hearing loss which affect individuals’ engagement with broadcast content. Currently implemented media access services for hard of hearing individuals are also outlined. Section 2 reviews other media accessibility strategies for hearing impaired individuals which have been explored, utilising current broadcasting technologies. Strategies developed using recent object-based audio formats are described in Sect. 3. An alternate approach is presented representing a paradigm shift in accessible audio from intelligibility to a narrative comprehension-based approach. An outline of a proposed accessibility solution based on this paradigm, exploiting end-user personalisation and object-based audio technology is given in Sect. 4. The potential benefits of the approach, as well as the challenges for standardization of an object-based audio personalisation approach to accessible broadcast audio is then made.
1.1 Prevalence of hearing loss

In 2015, 11 million people in the UK, or approximately one in six, were affected by hearing loss according to the ‘Hearing Matters’ report, compiled by the hearing loss charity Action on Hearing Loss [1]. These statistics are reflected in other countries with similar demographics, with one in six Australians [9] (2006) and Americans [10] (2003–2004) having some hearing loss. ‘Hearing Matters’ estimates that 6.7 million people in the UK could benefit from the use of a hearing aid [1]. However, generally only a small proportion of these people actually have one fitted (24% in Australia [11]) and many of those who have had a hearing aid fitted, do not use them regularly [11, 12]. Action on Hearing Loss project that by 2035, the number of individuals with hearing loss in the UK will rise to 15.6 million, or one in five people [1]. This projected increase is partly due to an aging population [2] as presbycusis, age-related hearing loss [13], is the single largest cause of hearing loss in the UK [1]. Another major cause is noise-induced hearing loss, which is often from occupational exposure [14, 15], though can also be from recreational activities such as concerts [16].

1.2 Characterisation of hearing loss

Hearing loss is often characterised by the location of the impairment within the auditory system: conductive hearing loss is due to problems within the ear canal, ear drum or middle ear, sensorineural hearing loss is due to problems with the inner ear and mixed loss is due to both [17]. Presbycusis and noise-induced hearing loss are the most common types of sensorineural hearing loss [18] and account for the greatest proportion of losses in the population. The severity of hearing loss is usually characterised clinically by pure-tone threshold audiometry and used to group individuals into four categories: mild, moderate, severe and profound [1, 19]. People with mild hearing loss (in the range 20–40 dB) can struggle to understand speech in noisy situations but may still be able to understand speech in quiet unaided [1, 20, 21]. People with moderate hearing loss (41–70 dB) often have difficulty understanding speech with or without background noise without a hearing aid [1]. The majority of people in the UK with some degree of hearing impairment have mild to moderate hearing loss (91.7%) [1]. People with severe (71–95 dB) to profound (> 95 dB) hearing loss often rely on lip-reading, hearing aids or cochlear implants and may identify sign language as their primary language. The large majority of people with a hearing impairment, those with mild to moderate hearing loss, can often enjoy AV broadcast without using subtitles (also known as closed captions) or signing, and could benefit from improvements that can be made to broadcast audio.

Although a convenient and quick classification method, audiometry does not provide a complete or accurate descriptor for individual hearing impairment. It has been shown that audiometry does not fully explain an individual’s ability to understand speech in noise [22, 23] and that even people with normal audiograms have variable performance in understanding speech in noise [24] which is in some ways analogous to the perception of speech on television broadcast.

1.3 Media access services for people with hearing impairments

Current access services for people with hearing impairments vary considerably across Europe and although some standardization processes have taken place, the availability of accessible broadcast is still highly dependent on territory. In the UK access services such as signing and subtitles are mandatory across a proportion of programming with the amount of programming that must be accessible varying according to audience share. For example the BBC, as a public service broadcaster with a large audience share is mandated to, and provides, subtitling across almost 100% of its broadcast output and signing for 5% [25]. France mandates 100% subtitling and sign language for at least 3 news programmes per day [26], Spain mandates subtitling for 45% of private and 55% of public channels and sign language for 1 (private channels) or 3 (public channels) hours per week. A useful summary of current practice can be found in [27].

Even for standardized accessibility services like subtitling there is considerable dissent on implementation detail, for example the balance of importance between speed of subtitle delivery and synchronization to content. Some interesting research is being carried out in the area, with investigations into subtitling presentations for 360 video formats being pursued by the BBC [28] and the use of so-called dynamic subtitles [29]. However, for many viewers with mild to moderate hearing subtitles and sign language are not an optimal solution to intelligibility of speech and the balance of sound elements within the mix is critical to comprehension of TV content. While loudness levels of programming are now strictly defined by standards [30], the level of the dialogue as compared to other elements is not. Some broadcasters do make reference to dialogue levels in delivery specifications [31], [Netflix, Netflix Sound Mix Specifications and BestPractices vOC-1-1. Tech. rep. (2018)] however, they are often
poorly defined and vary considerably between broadcasters and between programme genres.

2 Accessible audio in channel-based broadcast

This section presents a chronological review of the approaches investigated for use with channel-based broadcast; a term used here to describe broadcast of content which is transmitted as a premixed, linear stream either via terrestrial analogue or digital transmission or digital transmission over IP.

Many commentators on accessibility have suggested transmission of a supplementary audio channel for hard of hearing listeners, often termed a ‘clean audio’ channel, as being an ideal accessibility solution for those with hearing impairment [32–36]. DVB specifications describe ‘clean audio’ as audio providing improved intelligibility [37]. Two approaches to achieve this have been proposed: broadcast mix where an additional mix with lower levels of non-speech sounds is transmitted by the broadcaster [6, 38] and receiver mix which generates a ‘speech enhanced’ mix at the set top box using signal processing [39, 40].

Early work in this area was conducted by Mathers in 1991 with the BBC and Royal National Institute for the Deaf among other partners [38]. This used audiovisual clips with either +6 dB, −6 dB or unchanged background sound levels. Subjective ratings of quality were elicited from participants and found that a -6dB reduction in the level of background noise produced only a small improvement. It emphasizes the need for controlled, objective studies in the area.

A 1998 position paper by Emmett suggests a separate dialogue only mix would be the optimal solution however given the impracticality of implementing this solution in the production process, a number of post-processing and spectral solutions are also proposed [41]. Shortly after this, in 1999, the DICTION project utilized the R-SPIN test to evaluate processing which reduced background sounds in analogue television [39]. Both objective responses (target keywords) and subjective ratings of clarity were elicited as part of the research. Carmichael’s work indicated that while, at the time of the research, signal processing could make speech sound clearer, it could not improve word recognition performance.

During the transition from analogue to digital broadcasting many researchers sought to leverage the capabilities of the new formats, including the transmission of 5.1 surround sound, to achieve improved speech understanding [40]. The Clean Audio Project, funded by the ITC and then Ofcom, began in 2003 [42] and improved ratings of clarity of dialogue, sound quality and enjoyment (assessed using blind, forced choice AB comparison) by changing the mix of centre, compared to non-centre, channels for hard of hearing people. Non-centre channel attenuation for improved speech intelligibility using 5.1 broadcast has been standardized in ETSI [43] and referenced in other broadcast standards [44–46]. Although implemented successfully in some territories this method has had limited success owing to variations in the use of the centre channel by broadcasters.

Later in the project the intelligibility of speech presented as a phantom centre compared with a central loudspeaker was evaluated [40, 47] using a modified R-SPIN test [48]. This showed measurable improvement in intelligibility when using a central loudspeaker.

A 2007 BBC experiment into a music-free documentary soundtrack was conducted using the red button service for ‘The Nature of Britain: Secret Britain’ [6]. While positive feedback was received, this exercise highlighted the significantly increased production overheads needed to produce a bespoke music-free mix for hard of hearing people.

In 2008 a special session on Hearing Enhancement at the 125th AES Convention refocused attention onto speech enhancement methods [49]. In one paper from this session, Müsch argues that audio processing can reduce the cognitive effort required for comprehension [50]. His work discussed algorithms which utilized several techniques to detect the presence of speech in centre channel and to attenuate other competing sounds in the same, and other, channels. The aim of the techniques used was twofold; to decrease listener effort and, as a consequence, to improve intelligibility. Müsch argues that the cognitive load used to filter out background sound and ‘clean up’ the speech means that there is reduced attention for the higher-level cognitive processing used to contextualize sentences and therefore fill any ‘gaps’ caused by words not heard. In effect, additional cognitive load is reducing the capacity to take advantage of complementary intelligibility. Also as part of this session, some results from Fraunhofer’s Enhanced Digital Cinema project were reported [51]. In this work, they used pattern recognition, voice activity detection and machine learning methods to enhance the speech. Subjective ratings of speech quality and general sound quality were obtained from two cohorts: one comprised of normal hearing expert listeners and one comprised of hard of hearing children. These showed that the sound quality and speech quality of their proposed method was rated comparable to unprocessed audio by the hard of hearing cohort, while the experienced normal hearing listeners rated the sound quality of the unprocessed audio higher, though with comparable speech quality.

The DTV4All project [52] and the subsequent HBB4ALL project [53], also took advantage of speech commonly being panned centrally. The project’s open-source ‘center cut’ software [54] to process stereo audio and
extract centrally panned (presumed speech) content. This was assessed in 2 studies with mixed results [53]; the centre cut approach showed little or no effect for some broadcast media though showed improvement in others. However, these experiments were not conducted blind, with participants aware of which content was deemed the ‘clean audio’ mix, this potentially affecting reliability of these results. The premise of the HBB4ALL project, exploiting the capabilities of the new HBB 2.0 specifications to improve accessibility, reinforces a theme that revision in broadcast standards and technology can be an impetus for accessibility improvements and research.

In 2010 the BBC Vision Audibility project repeated a similar experiment to Mathers, providing three mixes with varying background sound levels to participants: + 4 dB, − 4 dB and unchanged [6]. This showed the greater level of background sound inhibited speech understanding but less background sound didn’t always provide intelligibility improvements. This further highlights that a personalized accessibility solution is required.

Around the same time as the DTV4ALL project began and ‘center cut’ software was released, Vickers investigated a frequency domain two to three channel up-mix approach for speech enhancement [55]. Results indicated that existing upmixing algorithms either provided inadequate centre channel separation or produced ‘watery sound’ or ‘musical noise’ artefacts although little perceptual evaluation was undertaken. As recently as 2015, similar centre channel speech enhancement method has been investigated [56]. Objective evaluation using PESQ showed that the algorithm caused no degradation and perceptual testing showed preference for their proposed enhancement method. However, validation was conducted with a small cohort of young listeners which may not have sufficient ecological validity when designing sound systems for (mainly older) people with hearing impairments.

Whenever new standards or significant technological shift occurs, accessibility research has focused on exploiting these new capabilities and this has proven to be a useful approach [40, 53]. At other times focus has tended to return to speech enhancement methods though many of these have been shown to have little effect on intelligibility. As Armstrong’s useful 2011 review of speech enhancement methods concludes ‘Audio processing cannot be used to create a viable ‘clean audio’ version for a television audience’ [57]. Shirley [58] has rejected this conclusion for the specific case of television broadcast on the basis that broadcast audio is produced subject to known guidelines and conventions which can inform the speech enhancement process. This however is highly dependent on a standardized approach to broadcast audio production (with speech in the centre channel of a 5.1 mix) and broadcasters have not always adhered to a speech-in-centre approach for creative reasons, or to improve downmix compatibility.

3 Accessible audio in object-based broadcast

The development of next-generation object-based audio (OBA) formats presents the opportunity to again exploit technological improvements for accessibility applications. In OBA the challenge of separating speech from competing sounds in the audio mix is potentially solved. Speech signals can be broadcast as audio objects, independent of the remainder of the mix, making speech processing and remixing at the set top box a much more straightforward task. A graphical representation of the two different approaches to broadcasting can be seen in Fig. 1. Instead of broadcasting a mix that is specific to a specific loudspeaker arrangement, OBA facilitates broadcast of individual elements of a sound scene, together with descriptive metadata that indicates how those elements should be presented. Presentation of sound elements that are important to comprehension of broadcast narrative as individually controllable audio objects is technically achievable and can be a useful tool to facilitate a personalised audio experience based on specific access requirements.

**Fig. 1** Use of audio objects for personalised audio presentation compared to channel-based audio

| Traditional Broadcasting | Transmission | Reproduction |
|--------------------------|-------------|--------------|
| Media Assets             | Dialogue    | + Metadata   |
|                          | Sound Effects| + Metadata   |
|                          | Music       | + Metadata   |

| Object-based Broadcasting | Transmission | Reproduction |
|---------------------------|-------------|--------------|
| Media Assets              | Dialogue    | + Metadata   |
|                           | Sound Effects| + Metadata   |
|                           | Music       | + Metadata   |
Formats such as Dolby Atmos, MPEG-H and DTS:X, although initially presented as facilitating immersive audio mixes and periphonic (with height) sound, are also capable of providing personalised audio presentation to viewers based on individual preference (Fig. 1). Demonstrations of these formats have exhibited features including choice of sports commentator (e.g. home or away) and alternate language options and the personalisation potential of these formats is beginning to be utilised for broadcast accessibility purposes. One such demonstrator came out of the Fasci natE project [59], which developed an interactive end-to-end interactive broadcast system that incorporated object-based audio and high-resolution panoramic video. As part of production, separate audio objects were created allowing the viewer to choose their own point of view and for the audio scene to adapt to the visual viewpoint. In one test case at a football game individual audio objects were created for crowd, commentary and on-pitch sounds which could be re-balanced by the viewer based on their individual requirements and preferences. This use of objects was proposed as a means of implementing Clean Audio [58] recommendations by attenuating non-speech objects in the mix based on viewer preference [60].

3.1 Evaluation

Standard measures exist to measure intelligibility of speech which can be useful for assessment of this approach and some have been utilised for accessible or personalised audio. Recent work by Tang has shown that the Binaural Distortion Weighted Glimpse Proportion [61], a development from the original Glimpse Proportion [62], can be effective for evaluating broadcast content and setting appropriate speech to background ratios [63]. Studies by Ward have also explored how the Glimpse Proportion method may be utilised to quantify masking effects of non-speech sound elements [64, 65].

The use of standard metrics for evaluating dialog enhancement has been explored more widely by Torcoli [66]. In this study, nine objective measures from audio and speech coding, speech enhancement and blind source separation applications are compared for their efficacy in detecting the type of likely distortions a dialog enhancement system may produce. The study presents useful reference data to aid selecting appropriate metrics depending on expected distortions but notes that no measure provides a monotonic response to all tested distortions. This means that in utilising objective measures, multiple measures would likely need to be used in complement. Even so, these measures are limited in their objectivity limiting their evaluation to quality and intelligibility, rather than overall comprehensibility or enjoyment of the content.

3.2 The role of non-speech sound

Until recently research aimed at improving broadcast audio for hard of hearing people has adopted a binary paradigm: sound items are either speech, and therefore useful, or they are non-speech that can act as a masker for speech. More recent research has leveraged OBA to go beyond this and investigate the importance of non-speech sound elements for comprehension of broadcast media. Research demonstrated by the University of Salford and DTS at IBC (2015/16/17) and NAB (2016) used metadata to define audio objects based on their type so that less important, potential masker, sounds could be attenuated for people with hearing impairments and the level of sounds that were important to understanding narrative could be increased. The research defined audio objects into 4 categories: speech, music, foreground effects (relating to action on the screen) and background effects, which were developed based on audio object categorisation by Woodcock [67]. An adapted object-based media player was used to present separate level controls for each object category to hearing impaired test participants.

This system was evaluated under laboratory conditions with a cohort of hard of hearing listeners [68]. Results indicated that some hearing impaired viewers found that the foreground effects category improved their ability to follow narrative. This approach is based on comprehension of narrative, rather than simply intelligibility of the speech, in media content. Quantitative studies by Ward have built on this approach, investigating improvements in intelligibility (quantified by word recognition in noise tasks) by introducing non-speech sounds which are salient to the speech. Studies with normal hearing listeners showed that the presence of a salient non-speech sound improved word recognition by 69.5% for sentences with minimal semantic cues and by 18.7% for sentences with high levels of semantic cues (significant at \( p < 0.001 \)) [64]. This study was repeated with a hard of hearing cohort which showed that for sentences with minimal semantic cues, the benefit gained by the introduction of salient non-speech sounds correlates to level of hearing impairment [65]. While those with mild-moderate amounts of hearing impairment gained some quantifiable intelligibility improvement from the inclusion of relevant non-speech sounds, those with higher degrees of hearing loss did not. These results support and begin to explain the mechanisms behind the preferences demonstrated in [68].

Recent research has continued this more holistic approach to the problem, focusing on narrative comprehension rather than intelligibility. The following sections describe an object-based approach to enhancing comprehension of broadcast audio using hierarchical narrative importance (NI) metadata and identifies resulting challenges to standardisation of accessible broadcast.
4 An accessibility approach based on narrative importance

While the categories of sound utilised in previous work were useful, these categorisations were limited. For example, ‘music’ gives an accurate descriptor of the physical characteristics of a sound object but gives no indication of the importance it may have in presenting the narrative of the program. In the case of the category ‘music’, the music object may be included in a mix for a number of reasons including ambience, but also may an integral part of storytelling. Music in AV media could be diegetic music which the characters interact with, or used to build emotion or tension which would otherwise not be apparent and is integral to the narrative. Sound effects may also be critical to understanding narrative and can even be helpful in improving the intelligibility of speech content [69]. To address this variation of narrative importance a new scheme has been proposed by the authors based on a hierarchical approach to categorising the narrative importance of objects in an object-based audio scene. This narrative importance approach also lays the groundwork for an usable and accessible control interface based on gain adjustment of objects relative to their importance in comprehension of the media narrative.

A single dial controlling the complexity of audio presentation based on narrative importance (NI) metadata was developed to combine powerful user-personalisation with ease of access [70]. NI metadata was used during media production to hierarchically categorise audio objects within audio scenes based on the role of each sound in conveying the narrative; each object being assigned an NI metadata value between 0 (essential) to 3 (least important). Metadata was generated by the producer, in order to ensure that the producer’s intent for the content is maintained, using a VST plugin in a digital audio workstation. Gain adjustments were applied on reproduction to each category of sounds based on the user-selected level on the control. The range of personalisation is then able to transition smoothly between a fully immersive mix at one end of the scale, and a mix containing only the narratively important elements at the other. This allowed the user to adjust the complexity of the reproduced audio mix based on their needs, while ensuring that comprehension of the narrative was always maintained. An example of hierarchical mapping for an example scene is shown in Fig. 2, which uses the audio drama ‘The Turning Forest’ [71].

Full details of this implementation can be found in [70]. Early results have shown qualitative improvements in intelligibility and comprehension for hard of hearing listeners while maintaining the creative integrity of the producer’s work. Although potentially a complex (and therefore expensive) process the impact on production workflows has been minimized by utilizing an interface very familiar to all sound mixers, tracks containing audio-objects are simply routed to one of 4 busses, depending on the narrative importance of each track. The contents of these busses can then be automatically tagged with appropriate metadata.

4.1 Implementation in next-generation object-based audio

Challenges to implementation fall into 2 main areas that could be described as; technological challenges and cultural challenges. The technology for delivering personalized audio presentation using OBA is in place although broadcasts are at an early stage. Broadcasts using OBA formats have so far been mainly concerned with providing immersive audio, or in delivering existing content using new formats however there is considerable industry activity in developing accessibility personalization features. These efforts to implement technological solutions are sometimes hindered by cultural factors. Production teams, particularly in high-cost productions, are understandably unwilling to cede control of their mix to an AV receiver. However, many producers, sound designers and dubbing mixers working in television production have quite a different view. During ongoing research on utilizing NI metadata for personalization sound mixers saw real value to facilitating personalized reproduction. One summed up this view: “Giving the audience the ability to adjust the balance to meet their listening needs could be liberating for the content creator, who could make a mix more like the one they love without having to worry quite so much about those with a hearing difficulty or in a noisy

![Fig. 2 Hierarchical categorisation of audio objects in a scene from The turning forest](image-url)
environment.” It seems likely that television production, driven by ratings from an ageing population, is likely to become the early adopters of such technology.

5 Challenges for standardisation

Technological developments in broadcast audio, and new object-based audio formats, are providing a powerful platform to facilitate accessible audio for people who are hard of hearing. They can reduce or remove the need to ‘unmix’ broadcast audio in the home to enhance speech intelligibility and so can also avoid the artefacts inherent in many speech separation algorithms. Furthermore, object-based audio can facilitate personalised broadcast media based on individual needs and requirements, no longer relying on a one-size-fits-all approach. Results from the studies described earlier suggest that, while it can never replace subtitles for people with more severe hearing impairments, personalised audio presentation can provide a more enjoyable and effective solution than subtitles for many people and the use of production metadata to inform remixing carried out at the set top box allows producer intent to be maintained throughout the chain [70].

While presenting great promise, personalised audio also presents substantial challenges for standardisation activity. Signing can be mandated, mandatory subtitles can have standardised text appearance, font and size. Even intelligibility can be ‘objectively’ measured using the standard metrics described in Sect. 3.1. Comprehension, which the authors argue is a more representative and useful quantity to aim to improve, is a more difficult metric to define and subsequently measure. Signal-based intelligibility measures cannot take into account the saliency or usefulness of non-speech sounds in predicting intelligibility and the usefulness of non-speech sounds in understanding speech and narrative varies considerably between individuals [65].

Standardisation of accessible audio for hard of hearing people following the ‘Clean Audio Project’ [72] has been specified as mandatory where clean audio is provided. An example reference system is indicated allowing broadcasters and broadcast technology companies to implement in a manner most appropriate for their requirements. This has been sufficient for implementation in some territories but not in the majority, although it can be argued that this has been more the result of variation in use of the centre channel in production than on any flexibility in the specifications. It seems likely that, given the likely variability of personalisation implementations, that an approach based on a reference system may be effective. Flexibility will certainly be needed as NI-based personalisation is based on an approach to object-based audio broadcast that is some years off and there will continue to be much legacy channel-based content for the foreseeable future.

6 Conclusions

Those with hearing loss often have difficulty fully accessing and engaging with broadcast content and this problem affects a significant portion of viewing audiences. Considerable research has been carried out aimed at providing so-called ‘clean audio’ media accessibility solutions for people who are hard of hearing. A review of new approaches triggered by the introduction of new broadcast audio formats has been presented although uptake of these solutions has been limited owing to the problem of ‘unmixing’ speech from broadcast audio. The potential for personalised accessible audio using recent object-based audio formats have been shown to provide an excellent vehicle to improve broadcast audio for people who are hard of hearing and a novel solution has been described using object-audio metadata to rebalance audio based on narrative importance.
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