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Abstract—Next-generation smart city applications, attributed by the power of Internet of Things (IoT) and Cyber-Physical Systems (CPS), significantly rely on the quality of sensing data. With an exponential increase in intelligent applications for urban development and enterprises offering sensing-as-a-service these days, it is imperative to provision for a shared sensing infrastructure for better utilization of resources. However, a shared sensing infrastructure that leverages low-cost sensing devices for a cost-effective solution still remains an unexplored territory. A significant research effort is still needed to make edge based data shaping solutions, more reliable, feature-rich and cost-effective while addressing the associated challenges in sharing the sensing infrastructure among multiple collocated services with diverse Quality of Service (QoS) requirements. Towards this, we propose a novel edge-based data pre-processing solution, named UniPreCIS that accounts for the inherent characteristics of low-cost ambient sensors and the exhibited measurement dynamics with respect to application-specific QoS. UniPreCIS aims to identify and select quality data sources by performing sensor ranking and selection followed by multimodal data pre-processing in order to meet heterogeneous application QoS and at the same time reducing the resource consumption footprint for the resource constrained network edge. As observed, the processing time and memory utilization has been reduced in the proposed approach while achieving up to 90% accuracy which is arguably significant as compared to state-of-the-art techniques for sensing. The effectiveness of UniPreCIS has been evaluated on a testbed for a specific use case of indoor occupancy estimation that proves its effectiveness.

Index Terms—IoT infrastructure, collocated monitoring services, reliability, edge pre-processing, sensor selection, passive sensing, shared infrastructure

I. INTRODUCTION

Rapid advent in Internet of Things (IoT) and Cyber-Physical Systems (CPS) along with the emerging demand for ubiquitous intelligent services across all smart city verticals have strongly motivated the rise of ambient sensing. For being less intrusive (unlike camera and wearables), ambient sensing [1] has risen as a more practical solution in numerous use cases. Towards effective utilization of the resources and delivery of improved Quality of Services, next generation IoT is moving towards shared infrastructure for sensing [2]. And in parallel to this, adoption of low-cost sensors [3], [4], [5] is becoming more pervasive than ever across numerous domains. These two factors in turn significantly encourage the decoupling of IoT service providers from hardware deployment authority [6] as a cost-effective, easy-to-manage and a quick-deployable solution for the service providers. The ideal implication of this sensing-as-a-service provisioning can be characterized mainly by two prominent features: heterogeneity and redundancy. Variety of intelligent services [7] running at the edge depend on the quality of data generated from a massive amount of sensory sources of different types and deployed in abundance. This primarily aims to address two aspects: fault tolerance and coverage. While the redundancy can offer resilience to error and heterogeneity has the power to uncover the feature-rich insights of the sensing context. But it is worth noting that redundancy add to the overhead of data processing [8]. For the sensors, the accuracy and reliability of measurements, which characterize the data quality, not only depend on the fabrication quality of the sensors or various environmental factors like dust, humidity, pressure, etc., but also the location of the deployment that feeds a running microservice [9], [10]. The level of noise associated with the sensory data could show a significant temporal variation due to inherent characteristics of MEMS (Micro-Electro Mechanical System) devices. Each service has certain QoS constraints such as timely inference, reliability, measurement accuracy, etc. For instance, a smart Fire Alarm requires to maintain critical timeliness whereas a smart HVAC could be more aligned towards users’ preferences and comfort. It is evident that these QoS constraints vary and their adequacy are overwhelmingly dependent on the underlying hardware infrastructure. However, with hardware deployment being separated, finding a set of perfectly matched hardware or ideally located sensors on the part of a service deployment authority, is not always feasible.

Traditionally, the redundancy, noise and error embedded in the sensory data is pre-processed [11] for effective utilization. However, considering the multiplicity, heterogeneity and resource scarcity towards the edge, the overall cost of streaming huge amount of multimodal data during continuous monitoring, [12] could be significant. Addressing the chal-
lenging task of data management towards the edge, enterprise level solutions such as Apache Kafka, RabbitMQ, Apache Spark, Confluent, Apache Storm, etc. provide support for processing and managing heterogeneous IoT data in an edge-cloud architecture. These frameworks support various pre-processing functionalities like aggregation, compression, and fusion and are state of the art for real-life use cases on dedicated IoT infrastructure. However, to the best of our knowledge, no existing framework for edge-based data pre-processing offers the shaping of data in terms of quality and quantity towards the source for multiple services on shared sensory infrastructure.

In this direction, we identify the following set of challenges:

Challenge 1: When redundant sources are available, how can the amount of data be reduced and poorly performing (less reliable) sources can be suppressed towards the extreme edge of the network?

Challenge 2: When redundant sources are available, how can we choose the most appropriate set of sources for a specific service out of all the services relying on that particular modality?

Challenge 3: While selecting a sensory source, only measurement accuracy may not be an adequate characteristic as a deciding factor, in such a case how to address multiple characteristics such as response time, resolution, etc. of the sensory sources while selecting a set of sources?

Challenge 4: While performing multi-factor based selection, it is evident that not all the characteristics of a sensory source are consistent over time, in such a case how to address this dynamicity?

Challenge 5: When multiple services are relying on shared sensory sources, how can we take advantage of this while performing data processing to achieve certain benefits in terms of time and available resources?

Challenge 6: How can the needs of modalities (fed by the sensory sources) of individual depending services be formulated while preserving the necessary information, at the same time reducing the overall computation cost (in terms of resource utilisation)?

To address these questions, we introduce UniPreCIS (Unified Pre-processing for Collocated IoT Services), a novel edge-based data pre-processing solution for shared IoT scenario. The key contribution of this work can be summarized as follows:

- Towards data quality regulation, a novel multi-dimensional sensor ranking and selection approach based on dynamic sensor characteristics and application-specific QoS feedback has been introduced. The sensor ranking and selection addresses challenges 1-3 while modelling of dynamic characteristics address challenge 4.

- An edge based sensory data pre-processing framework has been proposed to fuse multimodal data and feed a set of collocated microservices corresponding to various smart applications sharing an IoT infrastructure. This aims to address challenge 5 and 6.

- The effectiveness is demonstrated by experimental results from testbed implementation. The framework is able to reduce the overall processing time by up to 23% in our evaluation case. Whereas, the proposed sensor selection maintained the classification accuracy of a use case beyond 90% without compromising the computation cost.

The rest of the paper is organized as follows. First, we provide the background information to motivate the problem. Then we introduce UniPreCIS along with the system design and modelling. Next, we analyze the performance of UniPreCIS with necessary experiments and results. After that we state the relevant literature and conclusion. And finally conclude with the relevant proofs provided in Appendix I.

II. BACKGROUND

In a shared IoT infrastructure, a strong temporal correlation among different streams of generated data is the key requirement to leverage the power of multimodality and unfold the feature-rich deep insights of the sensing context. This section briefly introduces relevant properties of the sensory data, followed by a brief summary on different sensor characteristics and the external factors influencing them.

A. Data and its Characteristics

The sensors for continuous monitoring services usually generate data in the form of streams.

1) Formalization of Data Streams: The data generated from any particular sensor device, $s$ can be expressed in the form of a set of tuples $(x_i, t_i)$ where, $x_i$ is the $i^{th}$ measured value with $t_i$ as the timestamp. That said the generated stream of data, $X$ for the specific sensor $s$, can be expressed as,

$$X = \{(x_1, t_1), (x_2, t_2), ..., (x_k, t_k)\}$$

(1)

2) Fusion of Multiple Data Streams: A Linear Kalman Filter (KF) can be used to fuse the data streams from an available set of sensors [13] to a single stream. Apart from fusing the streams, the KF can effectively filter out any noises generated by the sensors. For instance, Figure 1 captures a scenario, where KF has been used to fuse streams from three temperature sensors monitoring an indoor lab space.
KF in this case effectively minimizes the noise generated by sensor 1. It can be noted that since all the sensors were correctly functioning, the resultant curve from KF doesn’t drift much from the individual sensor measurements. We now consider a scenario, as shown in Figure 2 where three streams from three different humidity sensors has been plotted. In this case, sensor 3 was actually generating faulty readings. The effect of this incorrect readings is clearly visible as the output from the KF drifts far from the measurements of the rest of the two sensors.

![Fig. 2: Variation of humidity with time](image)

**B. Sensor and its Characteristics**

The low-cost sensors significantly boost affordability which is a major reason for the rapidly growing research landscape of these sensors and their wide use in various applications [14], [15], [16]. However, there are certain characteristics where all are not equal. For instance, two low-cost temperature sensors (say DHT11 and DS18B20) can have different accuracy (+/-2°C at 0 to 50°C and +/-0.5°C at -10 to 85°C respectively) and different measurement range (0 to 50°C and -55 to 125°C respectively) [17] due to the difference in make and model. Even for identical sensors, there can be missing values given a time interval. For instance, in Figure 3, the raw data [18] from two identical temperature sensors can be seen to have unequal quantity of data points generated given a time interval 10:00 to 13:00.

The sensor characteristics such as, accuracy, response time, range of measurements, residual energy, resolution, and so on play vital role to satisfy the QoS concerns of running services. For instance, a service may prefer a highly sensitive sensor to detect a minute change, whereas a different one may prefer a sensor with less sensitivity in order to avoid rapid fluctuations. These sensor characteristics may get affected by various external factors such as, interference, dust, human intervention, pressure, deployment etc. For instance, a PIR CO2 sensor may respond inadequately if polled before its warm-up period. Apart from that there are many types of possible faults [19] that may affect the sensor’s characteristics. Certain scenarios may as well employ multiple instances of homogeneous sensors for improved resolution, enrichment of data or even mere extended coverage. But, computation on data from all the sensory sources every time is computationally expensive and can also be affected by incorrect measurements of a sensor as described in Figure 2.

![Fig. 3: Generated data points from two identical temperature sensors](image)

**III. System Model and Assumptions**

A deployed set of sensors can be mapped dynamically to the stake-holder services while addressing the QoS awareness of these services. The system model for our solution can be represented by Figure 4. A set of strategically deployed sensory sources measure the environment. The measurements are leveraged by the depending services while performing their respective computation. Towards this, we consider the following assumptions.

- **N** no. of heterogeneous services run on the edge. The services require data from heterogeneous sensors. Multi-modal sensory data attributes are used to formulate the feature set meant to serve the stakeholder services, which is pretty generic.
- A set of heterogeneous sensors periodically generate data to feed the available services. The sampling period of these sensors are independent. Time is the key entity
stating the temporal correlation among the individual data points.

- The characteristics of the available sensors like accuracy, response time, etc. can be defined by numerical metrics of which some are known a priori.

The proposed methodology eventually optimizes the utilization of these sensory sources for the stakeholder services.

IV. PROPOSED METHODOLOGY

In this section, we introduce UniPreCIS a framework that eventually decouples the underlying sensor deployment from the relying services. The various functional components of UniPreCIS is shown in Figure 5. UniPreCIS first isolates a set of optimal sensory sources to address the QoS awareness of the services. It then performs the pre-processing of the sensory measurements to generate service specific features in a unified manner. We detail these two key components below.

A. Adaptive Sensor Ranking and Selection

With reference to the dynamic nature of the sensor characteristic as mentioned in Section II-B, let the \(i^{th}\) sensor, of type \(u\) can be represented as,

\[
u^i_u = [\alpha^i, \beta^i, \gamma^i, \epsilon^i, \kappa^i]
\]

where, \(u^i_u\) is the vector representation at time instance, \(t\). In this case, we limit the no. of sensor properties to five for simplicity and refer them as, \(\alpha\) for accuracy, \(\beta\) for reliability, \(\gamma\) for resolution, \(\epsilon\) for response time and \(\kappa\) for range of measurements. We assume that \(\alpha\) and \(\beta\) are dynamic properties which vary over time. Whereas, the rest adhere to the sensor documentations. We propose modelling of the two sensor attributes in an effective and light-weight manner.

1) Modelling of Accuracy: We combine a low-cost majority voting based model with dynamic inference for assigning weights to a set of collocated homogeneous sensors.

Let a set of \(n\) collocated sensors, \(S = \{s_1, s_2, s_3, \ldots, s_n\}\) sense the same environment. Let \(k\), \((1 \leq k \leq n)\) be the no. of sensors generating near-accurate value. Let \(x_1, x_2, x_3, \ldots, x_n\) be the measurements performed by the sensors within the time interval \(\delta_i\) respectively. Therefore, given this set, \(X = \{x_1, x_2, x_3, \ldots, x_n\}\), the task is to find the sensors with the near optimal measurements. Assumptions:

- \(k = \lceil \frac{n}{3} \rceil\) (threshold condition) is the minimum no. of sensors who are generating optimal values.
- It’s a single dimensional linear system as the sensors are homogeneous.
- The number of sensors are limited to a few hundreds.

The sensors generating near optimal values will report measurements close to each other. Therefore, there exists a fuzzy correlation between each pair of the measurements. We first normalise [20] the values as,

\[
x_i = \frac{x_i - \bar{x}}{\delta}
\]

where, \(\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i\) and \(\delta = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2}\).

Now, we define fuzzy degree of membership function \(f(.)\) as,

\[f(.) = e^{-\frac{(x_i - \bar{x})^p}{\epsilon}}\]

where, \(p (p \in \mathbb{N}, p > 0, p|2 = 0)\) and \(c (c \in \mathbb{N}, c > 0)\) are two constants for scaling. Now we form a matrix, \(M\) with the degree of membership between each pair of measurements as,

\[
M = \begin{bmatrix}
e^{-\frac{(x_1 - x_1)^p}{\epsilon}} & e^{-\frac{(x_1 - x_2)^p}{\epsilon}} & \cdots & e^{-\frac{(x_1 - x_n)^p}{\epsilon}} \\
e^{-\frac{(x_2 - x_1)^p}{\epsilon}} & e^{-\frac{(x_2 - x_2)^p}{\epsilon}} & \cdots & e^{-\frac{(x_2 - x_n)^p}{\epsilon}} \\
\vdots & \vdots & \ddots & \vdots \\
e^{-\frac{(x_n - x_1)^p}{\epsilon}} & e^{-\frac{(x_n - x_2)^p}{\epsilon}} & \cdots & e^{-\frac{(x_n - x_n)^p}{\epsilon}}
\end{bmatrix}
\]

Let the matrix \(M\) be of the form:

\[
M = \begin{bmatrix}
U(x_1, x_1) & U(x_1, x_2) & \cdots & U(x_1, x_n) \\
U(x_2, x_1) & U(x_2, x_2) & \cdots & U(x_2, x_n) \\
\vdots & \vdots & \ddots & \vdots \\
U(x_n, x_1) & U(x_n, x_2) & \cdots & U(x_n, x_n)
\end{bmatrix}
\]

Of course, \(M\) can be optimally represented by an upper or lower triangular matrix due to repetition of the members. Now, for each \(x_i\), we compute \(C_{x_i}\) as,

\[
C_{x_i} = \sum_{j=1}^{n} U(x_i, x_j)
\]

After that we sort all the \(C_{x_i}\)s in descending order. Finally, we isolate first \(k\) elements from the sorted list. Let the sorted list is renamed (each terms) as,

\[
\{C_m, C_{m+1}, \ldots, C_{m+k-1}\}
\]

where, \(C_m\) is the first element of the sorted list. Since, the values \(C\) are computed on \(x_m\)s, each value of \(C_m\) has a corresponding \(x_m\) on which it was computed (as in eq. 3). To find the optimal set of \(x_m\)s, we now take the corresponding \(x_m\)s of the sorted list of \(C\)s and formulate, \(\hat{X}\)

\[
\hat{X} = \{x_m, x_{m+1}, \ldots, x_{m+k-1}\}
\]

Here, \(\hat{X} \subseteq X\) and the elements are sorted in descending order. Once the optimal set of sensors is formulated, we calculate the true state of the sensors by invoking a linear KF on \(\hat{X}\). Let \(y\) be the measurement calculated by KF(\(\hat{X}\)). In that case, the value for accuracy of the sensor, \(s_i\), \(\alpha_i\) is given by,

\[
\alpha_i = e^{-|x_i - y|}
\]

The ideal value in this case is 1 and represents the highest accuracy. The overall idea for the assignment of accuracy can be presented by Algorithm 1.

\[\text{Algorithm 1:}\]

1. Detailed in APPENDIX I
Following assumptions:

The measurements included in the set $\bar{X}$ of collocated homogeneous sensors $S=\{s_1, s_2, s_3\}$ respectively

- $\bar{x} \leftarrow $ mean($X$)
- $\delta \leftarrow SD(X)$
- $x_i \rightarrow \bar{x} \pm \delta$ Standardize $x_i$ to $x_i^*$

For all $\forall i \in X$ do:

- For all $\forall j \in X$ do:
  
  - $t \leftarrow (x_i - x_j)^2$ Degree of membership: $f(x_i)^*$

end

Formulate $M$

- $C_{ij} \leftarrow \sum_{n=1}^{n} U(x_i, x_j)$ Calculate cumulative score $^*$

Formulate $X$

- $y \leftarrow KF(\bar{X})$ Calculate Kalman Filter estimated true state $^*$

Accuracy of $i$th sensor, $s_i$:

$$P_i = e^{-|x_i - y|}$$

2) QoS Oriented Modelling of Reliability: In a mission critical scenario, a highly reliable sensor may be preferred over a highly accurate sensor. Therefore, if the system only depends on accuracy, at times it may end up collapsing while handling an event. Although, reliability can be modeled in various ways, here we ascertained reliability at the data level (Section VII-B2).

Thus, the assignment of weight corresponding to reliability, to a sensor is performed based on the consistency in generating optimal values by the sensor over a certain period of time. To achieve this, we take the advantage of multiple sensors. The measurements included in the set $\bar{X}$ in the expression 4 can be referred as near optimal values. That said we have the following assumptions:

- For all $x_i \in \bar{X}$, $x_i$ is a value which is close to correct. And for all $x_i \notin \bar{X}$, $x_i$ is a reported value which is likely to be an incorrect measurement.
- The incorrect value measured is irrespective of hardware issues and noise.
- Cumulative QoS demands specify the expected data granularity within the time interval, $t_1$ and $t_2$

A sensor may not report a QoS demanded granularity at a certain interval of time, $t + \delta t$ due to inherent configuration thus skipping a value at a required instance.

Let $n$ be the no. of expected values within the time interval $[t_1, t_2]$

Let $q$ be the no. of correct values generated within $[t_1, t_2]$

$$\lambda = \begin{cases} \frac{q}{n} & \text{when } q < n \\ 1 & \text{otherwise} \end{cases}$$

Probability of $s_i$ during this time interval to be perfectly functioning, $P_i$ can be expressed using a Poisson distribution [21] defined as,

$$P_i = \frac{(\lambda t)^n}{n!} e^{-\lambda t}$$

where, $t = t_2 - t_1 > t_1$ Again, considering, $\lambda$ computed on various time intervals, $[t_k, t_{k+1}]$, $j$ > $t_k$ of variable lengths, the cumulative probability that the sensor, $s_i$ is correct can be computed within $[t_0, T]$ (where, $T > t_0$) as,

$$P_T = \frac{\int_{t_0}^{T} \lambda(t) dt)^n}{n!} e^{-\int_{t_0}^{T} \lambda(t) dt}$$

Here, $t = T - t_0$ is the interval of measurements. Since, both $0 \leq p_t \leq 1$ and $0 \leq P_T \leq 1$, either of these can be used as the assigned reliability metric for the sensor $s_i$. That said, we have,

$$\beta_i = p_t \text{ or } \beta_i = P_T$$

The assignment of weight corresponding to reliability can thus be expressed in terms of Algorithm 2

3) Multi-dimensional sensor ranking: For all other static attributes $\Theta_i$, the values can be assigned between $[0, 1]$ appropriately. For simplicity, given the documented specification, $\theta_i$, we state $\Theta_i$ as,

$$\Theta_i = e^{-\theta_i}$$

Fig. 5: Functional components of UniPreCIS
Once, the value of \( \alpha, \beta, \gamma, \epsilon \) and \( \kappa \) are assigned for each \( s_i \), the next is to perform multi-dimensional ranking of the sensors. For that we consider an ideal sensor as the utopia vector of reference. As stated in eq. 2, let \( v \) be the utopia vector of reference and is constituted as,

\[
v^t = [\alpha^t, \beta^t, \gamma^t, \epsilon^t, \kappa^t]
\]

\( \alpha, \beta, \gamma, \epsilon \) and \( \kappa \) will have their maximum possible values as unity. However, the QoS specifications of the stakeholder services specify the characteristics to formulate the vector \( v \).

When \( t \) is common for both \( u \) and \( v \), we can rewrite \( u \) for a specific sensor and \( v \) as,

\[
\begin{align*}
    u & = [a_1^u, a_2^u, a_3^u, a_4^u, a_5^u], \\
v & = [b_1^v, b_2^v, b_3^v, b_4^v, b_5^v]
\end{align*}
\]

Here, \( a_i^u \) and \( b_i^v \) are one of the attributes of \( u \) and \( v \) respectively. The selection of the most prominent sensor, expressed as the compromised vector, based on all associated attribute specifications, can be performed by measuring the Euclidean distance between the positions of each sensor from the utopia sensor \( v \) as,

\[
d_{M}(u, v) = \sqrt{\sum_{i=1}^{m}(a_i^u - b_i^v)^2}
\]

In the multi-dimensional vector space, a directional component can be incorporated as,

\[
d_{A}(u, v) = 1 - \frac{\sum_{i=1}^{m}|a_i^u| \times |b_i^v|}{\sqrt{\sum_{i=1}^{m}(a_i^u)^2} \times \sqrt{\sum_{i=1}^{m}(b_i^v)^2}}
\]

Finally, the ranking of the sensors \( s_i \) can be performed by sorting the sensors as per the value of their distances as measured by \( d_{MA} \). The ranking and selection can be expressed as, Algorithm 3. The selected streams from this can be further aggregated in the aggregation module.

**Algorithm 3:** Given the utopia sensor, \( v \) as \( [b_1^v, b_2^v, b_3^v, b_4^v, b_5^v] \) and a set of homogeneous sensors \( S \), each represented by \( u \) as \( [a_1^u, a_2^u, a_3^u, a_4^u, a_5^u] \)

\[
\begin{align*}
\text{INITIALIZE } d_{MA}(u_i, v) = 0 \\
\text{for } \forall i \in S \text{ do} \\
\quad d_{M}(u_i, v) \leftarrow \text{Euclidean distance } (u_i, v) \\
\quad d_{A}(u_i, v) \leftarrow \text{Cosine distance } (u_i, v) \\
\quad d_{MA}(u_i) \leftarrow \sqrt{\xi_M^2((d_M(u, v))^2 + \xi_A^2((d_A(u, v))^2)} \\
\quad \text{end if} \\
\text{end for} \\
\text{INITIALIZE selected sensor } SEL = null \\
\text{for } \forall j \in S \text{ do} \\
\quad \text{if } d_{MA}(u_j) < d_{MA}(u_j) \text{ then} \\
\quad \quad SEL \leftarrow d_{MA}(u_j) \\
\quad \text{else if } d_{MA}(u_j) < d_{MA}(u_j) \text{ then} \\
\quad \quad SEL \leftarrow d_{MA}(u_j) \\
\quad \text{end if} \\
\text{end for}
\end{align*}
\]

**B. Unified Data Pre-processing**

Unified pre-processing is performed to reduce redundant pre-processing steps in a unified manner. Apart from performing redundant pre-processing steps as a single instance, unified pre-processing also has one critical significance: piping of low-level inference. As shown in Figure 6 certain low-level inferences such as human presence detection, location information etc. could serve as contextual information for a set of context-aware services [23], [24] and are required for their primary inference. That being said, unified pre-processing covers two key aspects: data aggregation and feature extraction.

1) Aggregation: To serve a service that requires a single stream from a group of sensors, individual streams from the selected sensor set are combined into a single stream. The module performs two steps as presented below.

   a) Interpolation: It must be noted that a data point might not be available in a sensor-generated stream which is needed by a service at any specific instance. This is obvious due to
collocation within a locality can signify spatial correlation. Data points signify temporal correlation whereas the sensor
this, we require two information which can be exploited:
and therefore to be mapped for a specific service. To achieve
stream from a sensor is composed of data points identifiable
on sensory measurements [28]. Recall from Eq. (1), a data
α
for Exponential moving Average (EMA), is a challenging task.
Similarly, existing study [27] also shows that selection of the
results in a slower convergence.
A KF is chosen over a Moving Average
ment corresponding to a specific event.
The associated set of data points signify multimodal assess-
ment corresponding to a specific event.
b) Data Fusion: The next task is to formulate window on the data streams for feature extraction. Let \( t_i \) be the timestamp at which a window is to be formed on correlated data streams for the application \( i \). Let, \( W_i \) be the size of the window required. In that case the window can be represented as, \( W_i = t_B - t_A \), where, \( t_B \) and \( t_A \) are the timestamps at the two end points of the window
\[
t_A = t_i - k_t \times \delta t \\
t_B = t_i + k_r \times \delta t
\]
where, \( k_t \) and \( k_r \) are the no. of intervals of size \( \delta t \) on either side of \( t_i \) along the time axis.
c) Feature vector formulation: A multi-dimensional feature vector is composed of information from heterogeneous sensors. Each stake-holder service requires specific constituents for its feature vector. For instance, an HVAC and an ambience lighting system may both require occupancy estimate for feature formulation. In such a case, the occupancy estimate, which is derived from a set of sensory measurements is computed once and can be utilized by all the available applications towards an optimal resource utilization. Let \( F \) be a set of functions which generate individual features from the sensory data. Therefore, \( F = \{F_1(), F_2(), ... F_n()\} \) is a finite set of arbitrary functions for feature extraction.

V. EXPERIMENTAL SETUP
To analyze the performance of UniPreCIS we deploy a room-scale testbed, in our institute campus as shown in Figure 7. The testbed employs 3 nodes, each having a temperature sensor, a humidity sensor, a CO₂ sensor and 2 instances of motion sensors. Due to the presence of multiple instances, redundant data is generated. But, the service requires one value each from each types of sensors. Adhering to the acquisition limitations, temperature and humidity sensors were set to generate data at an interval of 3 seconds, the CO₂ sensors, an interval of 30 seconds and the motion sensors have 1 second each. The sensors generate data in the form of streams. Each of these streams is fed to a PC (8-core i7 3.6GHz, RAM: 8GB) where UniPreCIS performs the necessary computation. We consider a service for detecting the room occupancy [29] based on ambient sensing, where multiple sensors are fused to estimate the occupancy level. Each feature representation contains one instance of temperature and humidity measurements and the set of motion sensor measurements. We consider another service for real-time indoor air-quality monitoring [30]
We evaluate the performance of UniPreCIS primarily from two aspects:

(I) the performance evaluation of the sensor selection approach and

(II) the resource utilization of the shared infrastructure.

For evaluating the sensor selection approach, we first study, what is its impact on the performance of inference on a service. For this, we compare UniPreCIS with TOPSIS approach for sensor selection [31] which unlike UniPreCIS is not adaptive to the changing dynamics of the sensory system. Since, we do not have ground truth information about the optimal sensor given a selection criteria, we rather evaluate the impact of the proposed adaptive sensor selection approach by studying its impact on a stakeholder service. For that a knowledge file trained with 2000 instances of features is employed in a service for occupancy detection say $Service_A$. We use different model to develop $Service_A$ viz. a K-Nearest Neighbor (KNN), a Logical Regression (LR), a Decision Tree (DT) and a Support Vector Machine (SVM) to establish the correctness of UniPreCIS. As for continuous monitoring, $Service_A$ is invoked periodically in three scenarios: i) when the sensor selected by UniPreCIS is used to select a sensor from a given set and ii) the sensory measurements from the available instances were aggregated during the feature formulation without sensor selection and iii) when a sensor is selected by TOPSIS. Since, the primary objective of incorporation of the proposed sensor selection approach is to reduce the resource consumption footprint, therefore we show how UniPreCIS can effect the computation time of $Service_A$. We also compare the amount of data being processed with optimal sensor is selection for $Service_A$. The availability of sensor data which have measurement incorrectness is pretty scarce. Therefore, to study the QoS awareness, where we take random error into account, we make use of the benchmark dataset prepared in [18] which contains random measurement incorrectness exhibited by temperature sensors. From this dataset, we address a scenario as shown in Figure 8 where, 7 instances of temperature sensors ($T_n$) are in play. As per the documentation of the dataset, here, $T_3$ and $T_7$ generated incorrect measurements at various instances. For the evaluation, first we study, how the sensor selection was achieved when sensor accuracy was preferred and then we prioritize the sensor reliability to select the most optimal sensor.

To evaluate the proposed pre-processing component, we study the computation duration and memory utilization footprint of the running services with and without the unified pre-processing. Here, the occupancy detection service is invoked at an interval of 5 seconds and the air quality measurement service is invoked every second. Therefore we have a scenario of parallel execution of services that use features with different data granularity and also depend on a common set of sensors in a collocated fashion. When the framework is not used, each service perform their own set of pre-processing and respective inferences independently. Whereas, when UniPreCIS is in use, it performs the pre-processing steps in an unified manner and provides the depending services with their individual feature vectors.

VI. RESULTS AND ANALYSIS

Figure 9 shows the processing time of the service $Service_A$, while being invoked at a regular interval (5 minutes in this case). It must be noted that the aim of the sensor selection mechanism is to reduce the data to be processed while maintaining the service performance optimal. It is observable from Table I the prediction accuracy with selection could reach up to 90% but never less than the counterpart. Figure 10 presents the amount of data points processed over time. It clearly shows that sensor selection induced a reduced amount of data processing, thereby preserving valuable computation resources. Next, we invoke sensor selection on the data from [18] as shown in Figure 8). With accuracy as priority, we
observe that the proposed approach does not select the sensors $T3$ or $T7$ whenever they were generating spurious values as shown in Figure 11. Whereas, as we prioritize reliability with $t = 100$ (similar results were obtained at both $t = 50$ and $t = 30$) the proposed approach avoids $T3$ and $T7$ due to least reliability factors and is shown in Figure 12. Since, TOPSIS [31] does not consider the dynamic change in sensor characteristics, therefore, with the requirement specification being constant TOPSIS will not change the sensor selected over the course of time. Hence, we avoid showing any outcome from TOPSIS. Moving to the performance of the proposed pre-processing component, for the two available services, we observe the overhead reduction in terms of execution time to upto 25% for 3 different duration of generated data in Figure 13. The corresponding 3 cases of memory consumption profile...
Multi-sensor data fusion [32] is a quite prominent research topic in the domains of sensory bigdata analytics and has observed a plethora of usecases over the last decades. The idea is to combine data from multiple sensors for a more specific inference [33]. The pre-processing on the data involves various activities including the reduction of instances [34]. Towards this pre-processing, very few works [35], [36] deal with the streaming data specific to IoT environment. And it is difficult to find a generlized approach. In a multi-service scenario there exist a need to bridge the gap between data accumulation and feature formulation for the IoT applications [37]. A set of pre-processing steps were studied by the earlier works for big-data [38] which highlights the significant steps involved. The authors in [35], propose a generalized architecture for pre-processing involving stream data fusion. This is a significant motivation towards our proposed pre-processing mechanism that is directed towards a shared IoT infrastructure and introduces mapping of resources to multiple stake-holder services. However, their work does not exploit a collocated multi-service scenario and mainly focuses on applications which use incremental learning. Moreover, their framework does not incorporate measures for QoS aware sensory sources.

B. Sensor Ranking and Selection for Optimization

To select a set of most optimal sensors among an available set has been of interest for quite some time. In the literature, many studies [39], [40] can be seen for sensor ranking and selection. The primary goal is to assign some rank to the available sensors based on certain factors. The ranking can be done based on the remaining energy, relevance towards the task in hand, location, etc. It can be observed that most of the works of ranking are domain specific [41], [42]. Additionally, the majority [43], [44] consider the sensor characteristics in a static fashion. It’s a major setback towards making a system adaptive. For instance, in [44], the authors consider sensor characteristics such as accuracy, range of measurement, precision, latency etc. for selecting an optimal sensor. The modelling is performed by considering the measurements as discrete events, which fails to encompass the longitudinal behaviour of the sensors. In this context to make the selection adaptive, we model two sensor characteristics: Accuracy and Reliability. The relevant literature studies are stated below:

1) Modelling of Accuracy: The sensor systems are susceptible to inaccurate measurements due to various underlying factors. Even the smartphone sensors, one of the most pervasive kind of IoT devices, vary in measurement accuracy [45]. Existing approaches for accuracy estimation can be categorized into three main classes: voting based, inference based and learning based. The voting based approaches enjoy a significant advantage over all the others as the requirement of any priors is minimal or in most of the

TABLE I: Accuracy demonstrated on an average by the classifiers with and without sensor selection

| Classifier | Without sensor selection (fused) | TOPSIS | UniPreCIS |
|------------|----------------------------------|--------|-----------|
| KNN        | 53.6                             | 39.96  | 86.44     |
| DT         | 36.59                            | 39.73  | 84.21     |
| LR         | 73.7                             | 38.83  | 84.2      |
| SVM        | 56.08                            | 42.99  | 94.31     |

VII. LITERATURE SURVEY

We aim to perform a unified data pre-processing and sensor ranking & selection in order to shape the data in terms of quality and quantity. We present the relevant state-of-the-art works in the following subsections, focusing mainly on data pre-processing and sensor selection approaches.
cases, nil. The inference based approaches estimate the true state of a sensor measurement based on a set of reported measurements and/or a set of priors. The static inference is when the estimation is performed based on current measurements and the priors, whereas, the dynamic inference considers a set of previous states of measurements. The learning based approaches [48] need a model to be trained with data. A static variant requires the training to be performed once and a dynamic variant keeps updating the knowledge with new observations. The most recent studies prefer machine learning for estimating the accuracy of sensors. But it has its limitations due to the requirement of domain knowledge. Also, the problem is usually formulated to address the accuracy of the model [49] rather than accuracy of the sensor device itself. An earlier study [50] on performance evaluation of these approaches clearly shows that the learning based approaches are better among all but at a significantly high computation cost. The findings argue that the dynamic inference based approaches (such as KF) are comparable with learning based approaches with a significantly lower computation cost. That said, we incorporate the high performance of dynamic inference based approach at low cost with the advantage of voting based approach and derive a novel estimation strategy.

2) Modelling of Reliability: Sensors can report incorrect readings because of the dynamically changing operating conditions such as temperature, humidity, etc. or due to bias and calibration drifts caused by age related degradation. Even after performing sensing and quantization, the data can still be affected by various hardware errors such as crosstalk and radiation effects [51]. These errors can differ widely in terms of severity, frequency of occurrence, and other statistical properties. In literature, the reliability of a sensor has been addressed at various levels as shown in Figure 15.

We consider the problem of reliability in a data oriented manner. This can be addressed in terms of the extent of inconsistency in reported data by a sensor with respect to the phenomenon of interest's true behavior [52]. The state of the art approaches for modelling this see mostly machine learning based approaches [53], [54]. Although reported performances are notable, they suffer from a common disadvantage, application dependency. Therefore, for a heterogeneous environment, different models need to be trained in order to circumvent available objectives. The machine based training and inference are usually computationally expensive and require suitable datasets for effective performance. In addition to that, the available datasets, in almost all cases were prepared based on simulated parameters [18]. The other significant approaches are based on evidence theory [55], [56]. But, addressing reliability following this approach is still at theoretical level. The analysis of the study is usually performed based on several assumptions for parameters such as masses, whose practical relevance is questionable. With the availability of multi-instances of sensors along with existing collocations, low computation mathematical models can be a good fit for the problem of reliability.

VIII. CONCLUSION

As IoT infrastructure is becoming part of our daily life, more and more smart applications are emerging on regular basis. A single infrastructure can have numerous such applications running as services on a shared setup. In such a scenario, the services can be decoupled from the hardware infrastructure to enhance cost effective deployment. But, leveraging such existing infrastructure introduce new challenges while supporting the QoS factors of these services. That’s where we introduce UniPreCIS which facilitates optimal sensor selection addressing the QoS requirements of the stakeholder services. Apart from isolating optimal sensors, UniPreCIS also performs unified pre-processing of the sensory data for collocated services thereby minimizing redundant computation by individual parts. A testbed study along with dataset based validation shows that UniPreCIS can adapt to the changing dynamics of the setup while selecting the most optimal set of sensors. At the same time it preserves the performance of the depending applications by maintaining the inference accuracy. The unified pre-processing also shows a reduction in the computation time by upto 25%. In this work, the dynamicity of two sensor characteristics viz. accuracy.

Fig. 15: Problem of reliability addressed at different levels
and reliability has been modeled. However, modelling more such sensor properties remains to be explored. Additionally, UniPreCIS has been evaluated only on two possible smart services however, the performance of this while considering more such services remains to be explored in our future work.

IX. APPENDIX I

Proof that $C_{x_i}$ is optimal: Let, $X$ be the set of all optimal values given a set of values, $V, X \subseteq V$

Case 1) When all the values of $x_i$ are equal. ($x_1 = x_2 = x_3 = \ldots = x_n$) Then,

$$x_i - x_j = 0, \forall \ i \ and \ j$$

$$\Rightarrow (x_i - x_j)^p = 0$$

$$\Rightarrow e^{-\frac{(x_i - x_j)^p}{e}} = e^0 = 1 = U(x_i, x_j), \forall \ i \ and \ j$$

$$\Rightarrow \sum_{i=1}^{n} U(x_i, x_j) = n$$

$$\Rightarrow C_{x_i} = n$$

Thus, in this case, all $C_{x_i}$ are equal and all values are optimal.

Case 2) When all the values of $x_i$ can be arranged in ascending order and are of equal difference.

.: the values are in AP

.: For a given value of $x_i$, $(x_i - x_j)^p$ will give two APs for different values of $j$ (one for $i < j$ and another for $i > j$)

.: For a given value of $x_i$, $e^{-\frac{(x_i - x_j)^p}{e}}$ will be in two GPs and the sum of these two GPs is a constant.

.: The values of $U(x_i, x_j)$ is the same for any specific value of $i$.

Case 3) All other cases.

Let $k$ be no. of elements in the set of optimal values, $X$.

.: Given, $x_i, x_j \in X$, $(x_i - x_j)^p$ will be less than or equal to $(x_i - x_m)^p, \forall x_i, x_j \in X$ and $x_m \notin X$ considering the linear distance between each pair of measurements.

$$\Rightarrow (x_i - x_j)^p \leq (x_i - x_m)^p, \forall x_i, x_j \in X \ and \ x_m \notin X$$

$$\Rightarrow -(x_i - x_j)^p \geq -(x_i - x_m)^p$$

$$\Rightarrow e^{-\frac{(x_i - x_j)^p}{e}} \geq e^{-\frac{(x_i - x_m)^p}{e}}$$

$$\Rightarrow \sum_{j=1, x_i \in X}^{n} e^{-\frac{(x_i - x_j)^p}{e}} \geq \sum_{m=1, x_m \notin X}^{n} e^{-\frac{(x_i - x_m)^p}{e}}$$

$$\Rightarrow \frac{C_{x_j}}{x_i \in X} \geq \frac{C_{x_{x_i}}}{x_i \notin X}$$

(16)

Example: Let the values measured be, $x_1 = 0.6, x_2 = 12.0, x_3 = 11.8, x_4 = 11.9, x_5 = 10.0$

On cognitive analysis, we can say that the near optimal measurements lie among, $x_2, x_3, x_4$ and $x_5$ as $x_1$ is too far a value from the rest.

After normalization, using, $x_i = \frac{x_i - \bar{x}}{\delta}$

we get, $x_1 = -2.16, x_2 = 0.68, x_3 = 0.63, x_4 = 0.66, x_5 = 0.18$

Now we formulate $M$ using membership function, $f(.)$,

$$f(x_i, x_j) = e^{-\frac{(x_i - x_j)^2}{2}}$$

Therefore, we have the values of $C_{x_i}$'s

| $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|-------|-------|-------|-------|-------|
| 1     | -     | -     | -     | -     |
| 0.018 | 1     | -     | -     | -     |
| 0.02  | 0.999 | 1     | -     | -     |
| 0.019 | 0.999 | 0.999 | 1     | -     |
| 0.064 | 0.883 | 0.90  | 0.894 | 1     |

In sorted order,

| $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|-------|-------|-------|-------|-------|
| 1.121 | 3.899 | 3.918 | 3.911 | 2.741 |

Here, if $k = 3, (k \geq n/2)$ then the selection becomes $X = \{x_4, x_3, x_2\}$ matching our cognitive assumption.
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