ON THE LONG RANGE DEPENDENCE OF TIME-CHANGED MIXED FRACTIONAL BROWNIAN MOTION MODEL

SHAYKH AH ALAJMI AND EZZEDINE MLIKI

Abstract. A time-changed mixed fractional Brownian motion is an iterated process constructed as the superposition of mixed fractional Brownian motion and other process. In this paper we consider mixed fractional Brownian motion of parameters $a, b$ and $H \in (0, 1)$ time-changed by two processes, gamma and tempered stable subordinators. We present their main properties paying main attention to the long range dependence. We deduce that the fractional Brownian motion time-changed by gamma and tempered stable subordinators has long range dependence property for all $H \in (0, 1)$.

1. Introduction

The fractional Brownian motion (fBm) $B^H = \{B^H_t, t \geq 0\}$ with parameter $H$, is a centered Gaussian process with covariance function

$$\text{Cov}(B^H_s, B^H_t) = \frac{1}{2} [t^{2H} + s^{2H} - |t - s|^{2H}], \quad s, t \geq 0,$$

(1.1)

where $H$ is a real number in $(0, 1)$, called the Hurst index or Hurst exponent. The case $H = \frac{1}{2}$ corresponds to the Brownian motion (Bm).

An extension of the fBm was introduced by Cheridito [5], called the mixed fractional Brownian motion (mfBm for short) which is a linear combination between a Brownian motion and an independent fractional Brownian motion of Hurst exponent $H$, with stationary increments exhibit a long-range dependent for $H > \frac{1}{2}$. A mfBm of parameters $a, b$ and $H$ is a process $N^H(a, b) = \{N^H_t(a, b), t \geq 0\}$, defined on the probability space $(\Omega, \mathcal{F}, P)$ by

$$N^H_t(a, b) = aB_t + bB^H_t,$$

where $B = \{B_t, t \geq 0\}$ is a Brownian motion and $B^H = \{B^H_t, t \geq 0\}$ is an independent fractional Brownian motion of Hurst exponent $H \in (0, 1)$. We refer also to [2, 5, 7, 8, 19, 31] for further information on mfBm process.

The time-changed mixed fractional Brownian motion is defined as

$$Y^H_\beta(a, b) = \{Y^H_{\beta_t}(a, b), t \geq 0\} = \{N^H_{\beta_t}(a, b), t \geq 0\}$$

, where the parent process $N^H(a, b)$ is a mfBm with parameters $a, b$, $H \in (0, 1)$ and the subordinator $\beta = \{\beta_t, t \geq 0\}$ is assumed to be independent of both the Brownian motion and the fractional Brownian motion. If $H = \frac{1}{2}$, the process $Y^\frac{1}{2}(0, 1)$ is called subordinated Brownian motion, it was
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investigated in [17, 24]. Also, the process $Y^H_{\beta}(0, 1)$ is called subordinated fractional Brownian motion it was investigated in [15, 16].

Time-changed process is constructed by taking superposition of two independent stochastic systems. The evolution of time in external process is replaced by a non-decreasing stochastic process, called subordinator. The resulting time-changed process very often retain important properties of the external process, however certain characteristics might change. This idea of subordination was introduced by Bochner [4] and was explored in many papers (e.g. [1, 11, 12, 15, 21, 22, 25, 27, 30]).

The time-changed mixed fractional Brownian motion has been discussed in [10] to present a stochastic model of the discounted stock price in some arbitrage-free and complete financial markets. This model is the process

$$X^H_t(a, b) = X^H_0(a, b) \exp\{\mu \beta_t + \sigma N^H_t(a, b)\},$$

where $\mu$ is the rate of the return and $\sigma$ is the volatility and $\beta_t$ is the $\alpha$-inverse stable subordinator.

The time-changed processes have found many interesting applications, for example in finance [20, 10, 13, 25, 28], in statistical inference [14] and in physics [9].

Our goal in this paper is to study the main properties of the time-changed mixed fractional Brownian motion model paying attention to the long range dependence property. In the first case the internal process, which plays role of time, is the tempered stable subordinator while in the second case the internal process is the gamma subordinator.

2. MfBm time-changed by Tempered Stable Subordinator

**Definition 2.1.** Tempered Stable Subordinator with index $\alpha \in (0, 1)$ and tempering parameter $\lambda > 0$ (TSS) is the non-decreasing and non-negative Lévy process $S^{\lambda, \alpha} = \{S^{\lambda, \alpha}_t, t \geq 0\}$ with density function:

$$f_{\lambda, \alpha}(x, t) = \exp(-\lambda x + \lambda^\alpha t)f_\alpha(x, t), \quad \lambda > 0, \quad \alpha \in (0, 1),$$

where

$$f_\alpha(x, t) = \frac{1}{\pi} \int_0^\infty e^{-xy} e^{-ty} \cos \alpha \pi \sin(\alpha \pi) dy.$$ 

More detail about TSS can be founded in [15].

**Lemma 2.1.** (see [15] for the proof)
For $q > 0$, the asymptotic behavior of $q$-th order moments of $S^{\lambda, \alpha}_t$ satisfies

$$E(S^{\lambda, \alpha}_t)^q \sim (\alpha \lambda^{\alpha-1} t)^q, \quad \text{as } t \to \infty.$$ 

**Definition 2.2.** Let $N^H_t(a, b) = \{N^H_t(a, b), t \geq 0\}$ be a mfBm and let $S^{\lambda, \alpha} = \{S^{\lambda, \alpha}_t, t \geq 0\}$ be a TSS with index $\alpha \in (0, 1)$ and tempering parameter $\lambda > 0$. The time-changed process of $N^H_t(a, b)$ by means of $S^{\lambda, \alpha}$ is the process $Y^H_{S^{\lambda, \alpha}}(a, b) = \{Y^H_{S^{\lambda, \alpha}}_t, t \geq 0\}$ defined by:

$$Y^H_{S^{\lambda, \alpha}}(a, b) = aB_{S^{\lambda, \alpha}} + bB^H_{S^{\lambda, \alpha}}, \quad (a, b) \in \mathbb{R} \times \mathbb{R} \setminus \{0\},$$

(2.1)

where the subordinator $S^{\lambda, \alpha}_t$ is assumed to be independent of both the Bm and the fBm.
Notation 2.1. Let $X$ and $Y$ be two random variables defined on the same probability space $(\Omega, \mathcal{F}, P)$. We denote the correlation coefficient $\text{Corr}(X, Y)$ by

$$\text{Corr}(X, Y) = \frac{\text{Cov}(X, Y)}{\sqrt{\text{Var}(X)\text{Var}(Y)}}.$$  \hspace{1cm} (2.2)

Proposition 2.1. Let $Y^H_{S_t,\alpha}(a, b)$ be the mfBm time-changed by $S^{\lambda,\alpha}$. Then by Taylor’s expansion we get, for fixed $s$ and large $t$,

$$\text{Cov}(Y^H_{S_t,\alpha}, Y^H_{S_s,\alpha}) \sim \frac{1}{2} a^2 s(\alpha \lambda^{\alpha-1}) + b^2 Hs(\alpha \lambda^{\alpha-1})^{2H}t^{2H-1}, \text{ as } t \to \infty.$$ \hspace{1cm} (2.3)

Proof. For fixed $s$ and using ([15], pp 195), the process $Y^H_{S_t,\alpha}$ follows

$$\text{Cov}(Y^H_{S_t,\alpha}, Y^H_{S_s,\alpha}) = \frac{1}{2} E \left[ (Y^H_{S_t,\alpha})^2 + (Y^H_{S_s,\alpha})^2 - (Y^H_{S_t,\alpha} - Y^H_{S_s,\alpha})^2 \right]$$

$$= \frac{1}{2} E \left[ (N^H_{S_t,\alpha}(a, b))^2 + (N^H_{S_s,\alpha}(a, b))^2 - (N^H_{S_t,\alpha}(a, b) - N^H_{S_s,\alpha}(a, b))^2 \right]$$

$$= \frac{1}{2} E \left[ (ab S_{t,\alpha}^H + bB_{S_t,\alpha}^H)^2 + (ab S_{s,\alpha}^H + bB_{S_s,\alpha}^H)^2 \right] - \frac{1}{2} E \left[ (a(B_{S_t,\alpha} - B_{S_s,\alpha}) + b(B_{S_t,\alpha}^H - B_{S_s,\alpha}^H))^2 \right].$$

Since $B^H$ has stationary increments, then

$$\text{Cov}(Y^H_{S_t,\alpha}, Y^H_{S_s,\alpha}) = \frac{1}{2} E \left[ (ab S_{t,\alpha}^H + bB_{S_t,\alpha}^H)^2 + (ab S_{s,\alpha}^H + bB_{S_s,\alpha}^H)^2 - (ab S_{t,\alpha} - bB_{S_t,\alpha}^H)^2 \right]$$

$$= \frac{1}{2} E \left[ (ab S_{t,\alpha}^H + bB_{S_t,\alpha}^H)^2 + 2ab S_{t,\alpha}^H B_{S_t,\alpha}^H \right]$$

$$+ \frac{1}{2} E \left[ (ab S_{s,\alpha}^H)^2 + 2ab S_{s,\alpha} B_{S_s,\alpha}^H \right] - \frac{1}{2} E \left[ (ab S_{s,\alpha})^2 + 2ab B_{s,\alpha}^H B_{S_s,\alpha}^H \right].$$ \hspace{1cm} (2.4)

By the independence of $B_t$ and $B^H_t$, we get

$$\text{Cov}(Y^H_{S_t,\alpha}, Y^H_{S_s,\alpha}) = \frac{a^2}{2} E(B_{S_t,\alpha}^H)^2 + E(B_{S_s,\alpha}^H)^2 - E(B_{S_t,\alpha})^2$$

$$+ \frac{b^2}{2} E(B_{S_t,\alpha}^H)^2 + E(B_{S_s,\alpha}^H)^2 - E(B_{S_t,\alpha})^2$$

$$= \frac{a^2}{2} E(B^H(1))^2 \left[ E(S_t^{\lambda,\alpha}) + E(S_s^{\lambda,\alpha}) - E(S_{t-s}^{\lambda,\alpha}) \right]$$

$$+ \frac{b^2}{2} E(B^H(1))^2 \left[ E(S_t^{\lambda,\alpha})^{2H} + E(S_s^{\lambda,\alpha})^{2H} - E(S_{t-s}^{\lambda,\alpha})^{2H} \right].$$
Hence for large $t$ and using Lemma 2.1, we have

$$
\text{Cov}(Y_{S_t}^{H}, Y_{S_t}^{H}) \sim \frac{a^2}{2} \left[ (\alpha \lambda - 1) t + E(S_{S_t}^{H}) - (\alpha \lambda - 1)(t - s) \right] + \frac{b^2}{2} \left[ (\alpha \lambda - 1) 2H t^{2H} + E(S_{S_t}^{H}) t^{2H} - (\alpha \lambda - 1) 2H (t - s)^{2H} \right] = \frac{a^2}{2} (\alpha \lambda - 1) t \left( s \right) + E(S_{S_t}^{H}) t^{-1} + O(t^{-2}) + \frac{b^2}{2} (\alpha \lambda - 1) 2H t^{2H} \left( 2H t^{2H} + E(S_{S_t}^{H}) t^{2H} - O(t^{-2}) \right) \sim \frac{a^2}{2} (\alpha \lambda - 1) s + b^2 H s (\alpha \lambda - 1)^{2H} t^{2H-1}.
$$

\hfill \Box

**Proposition 2.2.** Let $N^H(a, b) = \{N_t^H(a, b), t \geq 0\}$ be the mfBm of parameters $a, b$ and $H$. Let $S^{\lambda, \alpha} = \{S_{S_t}^{\lambda, \alpha}, t \geq 0\}$ be the TSS with index $\alpha \in (0, 1)$ and tempering parameter $\lambda > 0$ and let $Y_{S_t}^{H(a, b)}$ be the mfBm time-changed process by means of $S^{\lambda, \alpha}$. Then for fixed $s > 0$ and $t \to \infty$, we get

$$
E[(Y_{S_t}^{H} - Y_{S_t}^{H})^2] \sim \frac{1}{2} a^2 t (\alpha \lambda - 1) + b^2 H (\alpha \lambda - 1)^{2H} t^{2H} - a^2 s (\alpha \lambda - 1) - 2b^2 H s (\alpha \lambda - 1)^{2H} t^{2H-1} + \frac{1}{2} a^2 s (\alpha \lambda - 1) + b^2 H (\alpha \lambda - 1)^{2H} s^{2H}.
$$

\textbf{Proof.} Let $s > 0$ be fixed and $t \to \infty$. Then by using Eq. (2.3), we have

$$
E[(Y_{S_t}^{H} - Y_{S_t}^{H})^2] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H}) (Y_{S_t}^{H} - Y_{S_t}^{H}) \right] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H}) (Y_{S_t}^{H} - Y_{S_t}^{H}) \right] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H})^2 \right] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H})^2 \right] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H})^2 \right] \sim \frac{1}{2} a^2 t (\alpha \lambda - 1) + b^2 H (\alpha \lambda - 1)^{2H} t^{2H} - a^2 s (\alpha \lambda - 1) - 2b^2 H s (\alpha \lambda - 1)^{2H} t^{2H-1} + \frac{1}{2} a^2 s (\alpha \lambda - 1) + b^2 H (\alpha \lambda - 1)^{2H} s^{2H}.
$$

\hfill \Box

Now we discuss the long range dependence behavior of $Y_{S_t}^{H(a, b)}$.

**Definition 2.3.** Note that, a finite variance stationary process $\{X_t, t \geq 0\}$ is said to have long range dependence property (Cont and Tankov [6]), if $\sum_{k=0}^{\infty} \gamma_k = \infty$, where

$$
\gamma_k = \text{Cov}(X_k, X_{k+1}).
$$

In the following definition we give the equivalent definition for a non-stationary process $\{X_t, t \geq 0\}$.

**Definition 2.4.** Let $s > 0$ be fixed and $t > s$. Then process $\{X_t, t \geq 0\}$ is said to have long range dependence property if

$$
\text{Corr}(X_t, X_s) \sim c(s)t^{-d}, \ \text{as} \ \ t \to \infty,
$$

\textbf{Proof.} Let $s > 0$ be fixed and $t \to \infty$. Then by using Eq. (2.3), we have

$$
E[(Y_{S_t}^{H} - Y_{S_t}^{H})^2] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H}) (Y_{S_t}^{H} - Y_{S_t}^{H}) \right] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H}) (Y_{S_t}^{H} - Y_{S_t}^{H}) \right] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H})^2 \right] = E \left[ (Y_{S_t}^{H} - Y_{S_t}^{H})^2 \right] \sim \frac{1}{2} a^2 t (\alpha \lambda - 1) + b^2 H (\alpha \lambda - 1)^{2H} t^{2H} - a^2 s (\alpha \lambda - 1) - 2b^2 H s (\alpha \lambda - 1)^{2H} t^{2H-1} + \frac{1}{2} a^2 s (\alpha \lambda - 1) + b^2 H (\alpha \lambda - 1)^{2H} s^{2H}.
$$

\hfill \Box

Now we discuss the long range dependence behavior of $Y_{S_t}^{H(a, b)}$.
where \( c(s) \) is a constant depending on \( s \) and \( d \in (0,1) \).

**Theorem 2.1.** Let \( N^H(a,b) = \{N_t^H(a,b), \ t \geq 0 \} \) be the mfBm of parameters \( a,b \) and \( H \). Let \( S^{\lambda,\alpha} = \{S_t^{\lambda,\alpha}, \ t \geq 0 \} \) be the TSS with index \( \alpha \in (0,1) \) and tempering parameter \( \lambda > 0 \). Then the time-changed mixed fractional Brownian motion by means of \( S^{\lambda,\alpha} \) has long range dependence property for every \( H > \frac{1}{2} \).

**Proof.** The process \( Y^H_{S^{\lambda,\alpha}}(a,b) \) is not stationary, hence the Definition 2.4 will be used to establish the long range dependence property.

Let \( \frac{1}{2} < H < 1 \). Using Eqs. (2.2), (2.3) and by Taylor’s expansion we get, as \( t \to \infty \)

\[
\text{Corr}(Y^H_{S^{\lambda,\alpha}} t, Y^H_{S^{\lambda,\alpha}} s) \sim \frac{\frac{1}{2} a^2 s(\alpha \lambda^{-1}) + b^2 H s(\alpha \lambda^{-1})^{2H} t^{2H-1}}{\sqrt{\left(\frac{1}{2} a^2 s(\alpha \lambda^{-1}) t + b^2 H s(\alpha \lambda^{-1})^{2H} t^{2H}\right)^2}}
\]

\[
= \frac{\frac{1}{2} a^2 s(\alpha \lambda^{-1}) + b^2 H s(\alpha \lambda^{-1})^{2H} t^{2H-1}}{\sqrt{\frac{1}{2} a^2 s(\alpha \lambda^{-1})^{2H} t^{2H} + b^2 H s(\alpha \lambda^{-1})^{2H} t^{2H-1}}}
\]

\[
\sim \frac{\frac{1}{2} a^2 H^{-\frac{1}{2}} s(\alpha \lambda^{-1})^{1-H} t^{-H}}{|b|} + \frac{b^2 H s(\alpha \lambda^{-1})^{H} t^{H-1}}{\sqrt{E(Y^H_{S^{\lambda,\alpha}})^2}}
\]

Then the correlation function of \( Y^H_{S^{\lambda,\alpha}} \) decays like a mixture of power law \( t^{-H} + t^{-(1-H)} \) and the time-changed process \( Y^H_{S^{\lambda,\alpha}}(a,b) \) exhibits long range dependence property for all \( H > \frac{1}{2} \). □

**Figure 1.** The correlation function of mixed fractional Brownian motion time-changed by (TSS) for \( s = 1, \ a = b = 1, \ \lambda = 0.1, \ \alpha = 0.5 \) and \( H = 0.7 \).

**Remark 2.1.** When \( a = 0 \) and \( b = 1 \) in Eqs. (2.3) and (2.2), we obtain

\[
\text{Cov}(Y^H_{S^{\lambda,\alpha}}, Y^H_{S^{\lambda,\alpha}}) \sim H s(\alpha \lambda^{-1})^{2H} t^{2H-1}, \ \text{as} \ t \to \infty,
\]

\[
\text{Corr}(Y^H_{S^{\lambda,\alpha}}, Y^H_{S^{\lambda,\alpha}}) \sim H s^{1-H} t^{H-1}, \ \text{as} \ t \to \infty.
\]
**Proposition 3.1.** Let \( \Gamma \) be a subordinator. The time-changed process of \( H \) has the property for every \( H \in (0, 1) \).

3. **MfBm time-changed by the gamma subordinator**

**Definition 3.1.** Gamma process \( \Gamma = \{ \Gamma_t, t \geq 0 \} \) is a Stationary independent increments process with gamma distribution. More precisely, the increment \( \Gamma_{t+s} - \Gamma_s \) have density function

\[
f(x, t) = \frac{1}{\Gamma(t/\nu)} x^{(t/\nu)-1} e^{-x}, \quad x > 0, \quad \nu > 0.
\]

More detail about gamma subordinator can be founded in [16].

**Lemma 3.1.** (see [16] for the proof)

For \( q > 0 \), the asymptotic behavior of \( q \)-th order moments of \( \Gamma_t \) satisfies

\[
E(\Gamma_t)^q \sim \left( \frac{t}{b} \right)^q, \quad \text{as } t \to \infty.
\]

**Definition 3.2.** Let \( N^H(a, b) = \{ N^H_t(a, b), t \geq 0 \} \) be a mfBm and let \( \Gamma = \{ \Gamma_t, t \geq 0 \} \) be a gamma subordinator. The time-changed process of \( N^H(a, b) \) by means of \( \Gamma \) is the process \( Y^H_t(a, b) = \{ Y^H_{t}, t \geq 0 \} \) defined by:

\[
Y^H_t = N^H_t(a, b) = aB_{\Gamma_t} + bB_{\Gamma_t}^H, \quad (a, b) \in \mathbb{R} \times \mathbb{R} \setminus \{0\}, \tag{3.1}
\]

where the subordinator \( \Gamma_t \) is assumed to be independent of both the Bm and the fBm.

**Proposition 3.1.** Let \( Y^H_t(a, b) \) be the mfBm time-changed by \( \Gamma \). Then we have

1. For \( s < t \), the covariance function for the process \( Y^H_t \) follows

\[
\text{Cov}(Y^H_{t_1}, Y^H_{t_2}) = \frac{a^2}{2} \left[ \frac{\Gamma(1 + t/\nu)}{\Gamma(t/\nu)} + \frac{\Gamma(1 + s/\nu)}{\Gamma(s/\nu)} - \frac{\Gamma(1 + (t - s)/\nu)}{\Gamma((t - s)/\nu)} \right]
\]
\[
+ \frac{b^2}{2} \left[ \frac{\Gamma(2H + t/\nu)}{\Gamma(t/\nu)} + \frac{\Gamma(2H + s/\nu)}{\Gamma(s/\nu)} - \frac{\Gamma(2H + (t - s)/\nu)}{\Gamma((t - s)/\nu)} \right].
\]

2. For fixed \( s \) and large \( t \), the process \( Y^H_t \) follows

\[
\text{Cov}(Y^H_{t_1}, Y^H_{t_2}) \sim \frac{a^2 s}{\nu} + \frac{2b^2 H s}{\nu^2} t^{2H - 1}. \tag{3.2}
\]

**Proof.** (1) Let \( s < t \). Using similar procedure as the proof of Eq. (2.4), we get

\[
\text{Cov}(Y^H_{t_1}, Y^H_{t_2}) = E(Y^H_{t_1}Y^H_{t_2})
\]
\[
= \frac{a^2}{2} \left[ E(B_{\Gamma_t})^2 + E(B_{\Gamma_s})^2 - E(B_{\Gamma_{t+s}})^2 \right] + \frac{b^2}{2} \left[ E(B_{\Gamma_t}^H)^2 + E(B_{\Gamma_s}^H)^2 - E(B_{\Gamma_{t+s}}^H)^2 \right]
\]
\[
= \frac{a^2}{2} \left[ \frac{\Gamma(1 + t/\nu)}{\Gamma(t/\nu)} + \frac{\Gamma(1 + s/\nu)}{\Gamma(s/\nu)} - \frac{\Gamma(1 + (t - s)/\nu)}{\Gamma((t - s)/\nu)} \right]
\]
\[
+ \frac{b^2}{2} \left[ \frac{\Gamma(2H + t/\nu)}{\Gamma(t/\nu)} + \frac{\Gamma(2H + s/\nu)}{\Gamma(s/\nu)} - \frac{\Gamma(2H + (t - s)/\nu)}{\Gamma((t - s)/\nu)} \right].
\]
Let \( g(x) = \Gamma(x+2H)/\Gamma(x) \) and \( f(x) = \Gamma(x+1)/\Gamma(x) \). By Taylor expansion and [16] we have
\[
\frac{g(x+h)}{g(x)} = 1 + 2H(h/x) + H(2H-1)(h/x)^2 + O(x^{-3}),
\]
\[ (3.3) \]
and
\[
\frac{f(x+h)}{f(x)} = 1 + (h/x) + O(x^{-2}).
\]
\[ (3.4) \]

For fixed \( s \) and large \( t \), using Eqs. (3.2), (3.3) and (3.4), \( Y^H_{t_i} \) follows
\[
\text{Cov}(Y^H_{t_i}, Y^H_{t_j}) = \frac{a^2}{2} f(t/\nu) \left[ 1 + \frac{f(s/\nu)}{f(t/\nu)} - \frac{f((t-s)/\nu)}{f(t/\nu)} \right] + \frac{b^2}{2} g(t/\nu) \left[ 1 + \frac{g(s/\nu)}{g(t/\nu)} - \frac{g((t-s)/\nu)}{g(t/\nu)} \right]
\]
\[
= \frac{a^2}{2} (t/\nu) \left[ 1 + \frac{f(s/\nu)}{f(t/\nu)} - \left( 1 - \frac{s}{t} + O(t^{-2}) \right) \right]
\]
\[
+ \frac{b^2}{2} (t/\nu)^{2H} \left[ 1 + \frac{g(s/\nu)}{g(t/\nu)} - \left( 1 - 2H \left( \frac{s}{t} \right) + H(2H-1) \left( \frac{s^2}{t^2} \right) + O(t^{-3}) \right) \right]
\]
\[
\sim \frac{a^2 s}{\nu} + \frac{2b^2 H \nu^H s^{2H-1}}{\nu^{2H} t^{2H-1}}.
\]
\[ \square \]

**Proposition 3.2.** Let \( N^H(a,b) = \{ N^H_t(a,b), t \geq 0 \} \) be the mfBm and let \( \Gamma = \{ \Gamma_t, t \geq 0 \} \) be a gamma subordinator. Let \( Y^H_{t_i}(a,b) = \{ Y^H_{t_i}, t \geq 0 \} \) be the mfBm time-changed by means of \( \Gamma \). Then for fixed \( s > 0 \) and \( t \to \infty \), we have

\[ (1) \]
\[
E[(Y^H_{t_i} - Y^H_{t_j})^2] \sim \frac{a^2 t}{\nu} + \frac{2b^2 H \nu^H s^{2H-1}}{\nu^{2H} t^{2H-1}} - 2a^2 s \frac{\nu}{\nu} - \frac{4b^2 H \nu^H s^{2H-1}}{\nu^{2H} t^{2H-1}} + a^2 s \frac{\nu}{\nu} + \frac{2b^2 H \nu^H s^{2H-1}}{\nu^{2H} t^{2H-1}}.
\]

\[ (2) \]

For \( \frac{1}{2} < H < 1 \). The correlation function is given by
\[
\text{Corr}(Y^H_{t_i}, Y^H_{t_j}) \sim \frac{a^2 (2H)^{-\frac{3}{2}} s}{\nu^{1-H} |b| \sqrt{E(Y^H_{t_i})^2 t^{-H}}} + \frac{|b|(2H)^{-\frac{3}{2}} s}{\nu^{1-H} \sqrt{E(Y^H_{t_i})^2 t^{-H}}}.\]
\[ (3.5) \]

**Proof.** Let \( s > 0 \) be fixed and large \( t \). Then

\[ (1) \]
\[
E[(Y^H_{t_i} - Y^H_{t_j})^2] = E[(Y^H_{t_i})^2 - 2Y^H_{t_i} Y^H_{t_j} + (Y^H_{t_j})^2]
\]
\[
\sim \frac{a^2 t}{\nu} + \frac{2b^2 H \nu^H s^{2H-1}}{\nu^{2H} t^{2H-1}} - 2a^2 s \frac{\nu}{\nu} - \frac{4b^2 H \nu^H s^{2H-1}}{\nu^{2H} t^{2H-1}} + a^2 s \frac{\nu}{\nu} + \frac{2b^2 H \nu^H s^{2H-1}}{\nu^{2H} t^{2H-1}}.
\]
(2) Let $\frac{1}{2} < H < 1$. Using Eqs. (2.2), (3.2) and by Taylor’s expansion we get, as $t \to \infty$

\[
\text{Corr}(Y^{H}_{\Gamma_{t}}, Y^{H}_{\Gamma_{s}}) \sim \frac{a^{2} s + \frac{2b^{2} H s}{\nu} t^{2H-1}}{\sqrt{(a^{2} s + \frac{2b^{2} H s}{\nu} t^{2H}) E(Y^{H}_{\Gamma_{t}})^{2}}} \\
= \frac{1}{|b| (2H)^{-\frac{1}{2}} (\frac{1}{\nu})^{-H} \sqrt{[1 + \frac{a^{2} s}{2b^{2} H \nu t^{2H}}]^{\frac{1}{2}}} E(Y^{H}_{\Gamma_{t}})^{2}}
\]

\[
= \frac{(2H)^{-\frac{1}{2}} (\frac{1}{\nu})^{H}}{|b| \sqrt{[1 + \frac{a^{2} s}{2b^{2} H \nu t^{2H}}]^{\frac{1}{2}}} E(Y^{H}_{\Gamma_{t}})^{2}}
\]

\[
\sim \frac{a^{2} (2H)^{-\frac{1}{2}} s}{\nu^{1-H} |b| \sqrt{E(Y^{H}_{\Gamma_{t}})^{2}}} t^{-H} + \frac{|b| (2H)^{\frac{1}{2}} s}{\nu^{H} \sqrt{E(Y^{H}_{\Gamma_{t}})^{2}}} t^{-1-H}.
\]

Hence the correlation function of $Y^{H}_{\Gamma_{t}}$ decays like a mixture of power law $t^{-H} + t^{-(1-H)}$.

\[\square\]

**Figure 2.** The correlation function of mixed fractional Brownian motion time-changed by Gamma for $s = 1$, $a = b = 1$, $\nu = 0.75$ and $H = 0.66$.

Using Definition 2.4 and Eq. (3.5) we obtain the following result

**Theorem 3.1.** Let $N^{H}(a,b) = \{N^{H}_{t}(a,b), \ t \geq 0\}$ be the mfBm of parameters $a,b$ and $H$. Let $\Gamma = \{\Gamma_{t}, \ t \geq 0\}$ be a gamma subordinator with parameter $\nu > 0$. Then the time-changed mixed fractional Brownian motion by means of $\Gamma$ has long range dependence property for every $H > \frac{1}{2}$.

**Remark 3.1.** When $a = 0$ and $b = 1$ in Eqs. (3.2) and (2.2), we get

\[
\text{Cov}(Y^{H}_{\Gamma_{t}}, Y^{H}_{\Gamma_{s}}) \sim \frac{2H s}{\nu^{2H}} t^{2H-1}, \text{ as } t \to \infty,
\]

\[
\text{Corr}(Y^{H}_{\Gamma_{t}}, Y^{H}_{\Gamma_{s}}) \sim \frac{2H s}{\nu^{H} \sqrt{E(B^{H}_{s})^{2}}} t^{H-1}, \text{ as } t \to \infty.
\]
Hence we obtain the result proved in [16]

**Corollary 3.1.** The fractional Brownian motion time-changed by gamma subordinator has long range dependence property for every $H \in (0, 1)$.
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