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ABSTRACT
Finding the music of the moment can often be a challenging problem, even for well-versed music listeners. Musical tastes are constantly in flux, and the problem of developing computational models for musical taste dynamics presents a rich and nebulous problem space. A variety of factors all play some role in determining preferences (e.g., popularity, musicological, social, geographical, generational), and these factors vary across different listeners and contexts. In this paper, we leverage a massive dataset on internet radio station creation from a large music streaming company in order to develop computational models of listener taste evolution. We delve deep into the complexities of this domain, identifying some of the unique challenges that it presents, and develop a model utilizing recurrent neural networks. We apply our model to the problem of next station prediction and show that it not only outperforms several baselines, but excels at long tail music personalization, particularly by learning the long-term dependency structure of listener music preference evolution.
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1 INTRODUCTION
Musical preference dynamics present a rich and nebulous problem space for the development of models capable of predicting the temporal structure of user behavior. Music listening is an extremely long-tailed distribution, where a massive proportion of user behavior is dominated by an industry that’s constantly delivering new pop stars in addition to the ebb and flow of popularity among mega-artists with careers spanning multiple decades.

However, outside of this “short head” behavior, there exists a majority of listeners who have interest spanning over hundreds of thousands of artists and millions of tracks. Their music discovery is influenced by a multitude of factors such as social, geographical, generational, or musicological. They may be going through a maturation of preference in a discovery of 1950’s bop jazz or perhaps developing a guilty pleasure in 1990’s pop music.

Despite the richness and complexity of this domain, music preference has received very little attention in the recommendation literature to date. At the time of writing, the authors are only aware of one other paper that has addressed the topic [18].

In this paper, we set out to provide a deep dive into this topic and to develop models which are capable of encoding the evolution of listener music preferences. Our ultimate goal is to provide extremely powerful recommendations, but this must be achieved through the ability to predict where their preference is headed next.

To construct our dataset of musical preferences, we leverage internet radio data from Pandora, a US-based music streaming service with over 80 million monthly active listeners. We compile a dataset of personalized radio station creation, sampling from a dataset of over 11 billion stations that have been created to date. These stations can be created (or “seeded”) from an artist, track, composer or genre, and become personalized to the listeners tastes as they provide feedback.

Listeners add stations to their profile strictly in a sequential manner over time, in synchrony with the evolution of their tastes. Modeling station creation over time allows us to look at the dependency structure over these potentially large changes in listening behavior.

We focus directly predicting a user’s next search-created stations, based on past behavior. We propose a variety of model options, focusing extensively on the use of recurrent neural networks (RNNs). RNNs have been successfully used throughout academic and commercial applications [8, 15, 22] and are powerful in sequential applications as they allow us to model complex temporal dependency structure. We compare this to a set of baseline models based on popularity and industry standard similarity, and show where RNN models are most powerful.

Given these trained models, we do a deep dive in order to understand the importance of past data in predicting a listener’s future music preferences. We segment our dataset into various cohorts by both historical and future station creation counts as well as station popularity. This slice and dice method helps us identify model strength and weaknesses in the prediction task. Finally, we experiment with combining our ultimate RNN model in a cascaded learn-to-rank model which demonstrates that the model delivers strong information gain over the baselines.

The remainder of this paper is organized as follows: In Section 2 we give an overview of related work. In Section 3 we present our model and other techniques that can be used in this context. In Section 4 we describe our experimental framework and the dataset. We
share key experiment results in Section 5. We conclude in Section 6 with a discussion of the results and future work.

2 RELATED WORK

Modeling user preference dynamics over time has been the subject of investigation across multiple recommendation domains [13, 18]. In recommender systems, modeling the evolution of user tastes over time is crucially important in order to react to drift in the user’s preferences and to adapt recommendations accordingly.

2.1 Time-Aware Recommender Systems

Time-aware recommender systems (TARS) [2] exploit time as an additional contextual dimension that is added to traditional recommender systems. In these systems, ratings timestamps are exploited to identify periodicity in user habits. In general, the goal is to improve the accuracy of collaborative filtering models like matrix factorization by adding temporal dynamics to otherwise static profiles [3, 13]. A downside to this family of models is that they are dependent on the exact timestamps at which user feedback is collected, which in turn may not correspond to the actual consumption time. Moreover, users who have a similar evolution in their tastes over different temporal scales will be treated differently by these models.

2.2 Sequence-Aware Recommender Systems

Sequence-aware recommender systems (SARS) provide the necessary flexibility by relaxing the aforementioned temporal constraints and focusing exclusively on the sequential order of the historical user activity.

SARS models have been shown to be beneficial in scenarios such as e-commerce [11], news [5], and video recommendation [9]. They are particularly powerful in domains in which the sequence of a user’s recent interactions has a greater predictive power over their historical profile in terms predicting which items they will interact with in the future.

Moreover, sequential user behavior becomes crucial in session-based scenarios in which no user profile can be constructed because of the absence of historical feedback. In these cases, it is vital to draw as much information as possible from current session [8].

Sequence-aware recommendation is typically tackled by extracting sequential patterns from logs of historical user activity that are later matched to the recent or historical user actions to generate recommendations [7, 17]. Alternative solutions used Markov models to explicitly model the transition probabilities between users’ states [21].

However, both models suffer from the inherent data sparsity in the interaction space. With massively huge catalogs of items the state space quickly becomes unmanageable when trying to include all possible sequences of potential user selections over all items, and the frequency of each user selection can potentially be really small to invalidate the frequent pattern extraction procedure. The impact of data sparsity can be alleviated by combining Markov models with latent factor models [19], but its applicability is still limited by the dimension of the state space.

2.3 Deep Learning in Recommender Systems

The recent explosion of interest in deep learning models has opened new frontiers for sequence modeling when large amounts of data are available. Recurrent neural networks (RNNs) have achieved dramatic improvements over item-to-item models in session-based recommendation, even when the content of items was explicitly modeled into the sequence of interactions [8, 9]. Word embeddings models [16] have been used to generate sequence-based item representations that can be later used with classical item-similarity models to provide sequential recommendations [6, 23].

RNNs are the deep models of choice when dealing with sequential data [15]. RNNs have been used in image and video captioning, time series prediction, natural language processing, query recommendation [22] conversational models, text and music generation, and much more. Long short-term memory (LSTM) [10] networks are a type of RNNs that have been shown to work particularly well, it includes additional gates that regulate when and how much to take the input into account and when to reset the hidden state. This helps with the vanishing gradient problem that often plagues the standard RNN models. Slightly simplified version of LSTM – that still maintains all their properties – are gated recurrent units (GRUs) [4] which we use in this work.

Furthermore, RNNs are not affected by the data challenges of the SARS models discussed in 2.2 and can be easily scaled to datasets of the size of used by music streaming platform.

2.4 Music Domain Applications

In the music domain, sequential features extracted from historical listening records can be used to generate coherent continuations to the current listening session or playlists [1, 12].

To our knowledge, only [18] considered a sequence based approach to modeling the evolution of user tastes through time in music. User and song transitions are embedded into a common latent first-order Markov space that can browsed with Gaussian random walks. However, this approach is affected by the same limitation in the size of the state space of Markov models, which in turn severely constraints the number of users and songs that can be effectively represented.

This work is the first one that uses RNNs for modeling user preference dynamics in music to our knowledge.

3 MODEL

In this section we describe our model (and other methods) to capture the musical taste evolution of the listeners and in particular to solve the problem of listener’s next search-created stations.

3.1 Recurrent Neural Network

The Recurrent Neural Network (RNN) computes for each station $s_t$ a dense vector $h_t$, the recurrent state, that combines the previous $s_t$ with the previous state $h_{t-1}$ according to the formula,

$$h_t = f(s_t, h_{t-1}), h_0 = 0,$$

where $h_t \in \mathbb{R}^{d_t}$, $d_t$ is the number of dimensions of the recurrent state, and $f$ is a non-linear transformation. In this work we adopted
the Gated Recurrent Unit (GRU) model for the modeling of clickstream data described in [9]. Each station \( s_t \) is represented as one-hot vector, i.e., a vector of length equal to the number of stations \( S \) with a 1 corresponding to the index of the current station, and 0 otherwise. The parametrization \( f \) of GRU is given by:

\[
\begin{align*}
    r_t &= \sigma(U_r s_t + W_r h_{t-1}), \\
    z_t &= \sigma(U_z s_t + W_z h_{t-1}), \\
    \tilde{h}_t &= \tanh(U h_{t-1} + W h_{t-1}), \\
    h_t &= (1 - z_t) h_{t-1} + z_t \tilde{h}_t, \\
    \end{align*}
\]

(2)

where \( \sigma \) is the logistic sigmoid, \( \cdot \) is the element-wise scalar product between vectors, \( U_r, U_z, U_h \in \mathbb{R}^{d_h \times S} \) and \( W_r, W_z, W_h \in \mathbb{R}^{d_h \times d_h} \). The GRU predicts the next station in the sequence according the following,

\[
\hat{s}_{t+1} = g(h_{t-1}), 
\]

(3)

where \( g \) is another non-linear transformation that projects the recurrent representation of the GRU onto the space of the stations. The formulation of \( g \) depends on the loss function used to train the GRU. In accordance to [9], we initially experimented with three different loss functions: cross-entropy, Bayesian Pairwise Ranking (BPR) and TOP-1 loss. With cross-entropy \( \hat{s}_{t+1} = \text{softmax}(W_y h_{t-1}) \), whereas with BPR and TOP-1 \( \hat{s}_{t+1} = \tanh(W_y h_{t-1}) \). We settled on BPR loss function since it yields the best results. A graphical description of this model is provided in Figure 1.

The GRU is trained to predict the next station given the complete past history of the user that is encoded into its recurrent state \( h_t \). The training is performed end-to-end such that sequential relationships between stations are learned directly from data without the need of ad-hoc feature extraction.

In our experiments, we used a single layer GRU network trained with parallel mini-batches and negative output sampling. These features are of crucial importance for training the model over the large dataset used for our experiments.

### 3.2 Similarity-based baseline models

In addition to the RNN, we have considered several similarity-based methods for next-station prediction. These methods typically assign a score to each candidate next-station that is proportional to its similarity with the previous station in the sequence. In this work, we have defined item similarity wrt. co-occurrence of stations in user profiles. Specifically, we have considered the overall item popularity, co-occurrence [8] and Word2Vec [6] based similarities. Despite their apparent simplicity, these models turn out to be very strong baselines in this domain, as we will show in the experimental evaluation.

#### 3.2.1 Item Popularity (POP).

Given the extremely long tailed distribution of music, it’s extremely important to consider a popularity baseline for any recommendation approach. For this baseline, we simply take the most popular station seeds (i.e., artist, genre, composer, track) across the service and utilize the top K as the recommendations.

#### 3.2.2 Co-occurrence kNN (KNN).

A simple way of assessing the similarity between items is to consider how frequently they co-occur. More concretely, we compute how many times two different items occur in the same sequence of user interactions. This rather simple approach, that leads to recommendations of the type “others who added this station also added these other ones,” has proven its effectiveness in a variety of domains, most notably in e-commerce [14].

In this work, we have to the co-occurrence item-item similarity metric used in [8] for next-click recommendation in click-stream data. The similarity between two items \( i \) and \( j \) is computed as,

\[
\text{sim}(i, j) = \frac{|S(i) \cap S(j)|}{\sqrt{|S(i)| \cdot \sqrt{|S(j)|} + \lambda}},
\]

(4)

where \( S(z) \) returns the sessions (sequences) in the training database where the item \( z \) occurs at least once, and \( \lambda \) is a damping factor to avoid coincidental high similarities of rarely visited items. At recommendation time \( T \), all items are ranked according to their similarity w.r.t. the last item in the sequence \( i \), and then the top-\( k \) similar items to the last one in the sequence are recommended to the user.

The damping factor is utilized in order to mitigate the impact of data sparsity on the similarity metric, which is otherwise strongly constrained by the actual co-occurrences that are observed in the data. Despite these challenges, this approach showed very strong performance in our experiments.

#### 3.2.3 word2Vec kNN (W2V).

In addition to item co-occurrence, more complex interactions between items can be modeled from the sequences of user interactions. In particular, we adapt \textit{prod2vec} [6] to the station recommendation case. The \textit{prod2vec} model involves learning vector representations of products from sequential actions of users. In our case, we learn a vector-wise representation of stations from the sequence of station created by users. In particular, we consider the sequence as “sentence” and single station as “words.” Further details on this method can be found in [6].
Figure 2: The distribution of stations by popularity in log log. The occurrence of user created stations represents popularity of a station, in x-axis. The number of such stations is shown in the y-axis. Very popular stations such as Today’s Hits Radio has a high occurrence in creation, but there exists only a few of these stations.

4 EXPERIMENTS

In the following experiments we will investigate employing a variety of models for predicting listener preference dynamics. After an explanation of the dataset and metrics, we will evaluate our model in the task of predicting the next stations that a listener will create.

4.1 Dataset

For our experiments, we have assembled a data collection containing the stations added by a random sample Pandora listeners over a 1-year period. We consider the stations together with the time-stamp in which they were created. To reduce the impact of selection bias [20], i.e. the existing recommendation systems used by the platform to suggest new stations to listeners, we considered only stations added through search-box. While it is still possible that listener choices are be influenced by recommendations received in other parts of the application (e.g., bias present in the process of track selection on an existing station exposing a listener to a new artist), searches through the search-box are clear expressions of the intent of the listener of looking for a new station. These are less-biased signals that we believe are good indicator of listener interests and hence adequate for modeling the actual interests of the listener and their evolution through time.

Figure 2 depicts the distribution of station creation. As previously discussed in section 1, music popularity follows a power-law distribution where a very small number of stations receive an overwhelming share of total creation.

To create training and testing datasets, we partitioned our dataset temporally, considering the first 11 months for training and the last month for testing.

As our ultimate focus is to predict how a listener’s taste will evolve, we focus exclusively on listeners who have created a minimum of three stations on the service. Listeners who have created only one or two stations are filtered from our dataset. Furthermore, to remove spurious stations from our training dataset we also removed any station which was listened for less than one hour. This leads to a slight overall reduction of the number of stations both through this filtering as well as our restriction to include only stations created via listener searches. The final training/testing dataset sizes are reported in Table 1.

4.2 Experimental Setup

Given a set of stations created by the listener in the training set $u_{train} = (s_1, s_2, s_3, \ldots, s_l)$ and a set of stations created by the same listener in the test set $u_{test} = (s_{l+1}, \ldots, s_{n})$, in order to evaluate our algorithms we aim to predict the test stations $u_{test}$. As evaluation metrics we use standard information retrieval measures. For each listener we compute:

- **MRR**: Mean reciprocal rank is the inverse of the position of the first correct station in the ranking produced by the algorithm.
- **Recall@K**: The fraction of stations correctly predicted in $K$ suggestions divided by overall number of stations created by the listener in the test set.

4.2.1 RNN Parameter Tuning. Our models are implemented based python package Theano\(^1\) 0.9.0, and experiments are performed on NVIDIA Tesla M40 GPUs. As mentioned in Section 3, we used Bayesian Pairwise Ranking as the loss function. For each size of the hidden units we tuned a set of parameters using random search. The tuning was performed on a validation set that is of the same nature as the test set, i.e. contains a set of listeners with an ordered sequences of stations created. We have tuned the networks for Recall@10. We found the optimal learning rate to be 0.05 for all the unit sizes. We set the momentum to 0.1, and dropout to 0.1.

In order to understand the impact of the hidden unit size on effectiveness, we trained initially the network with 3 different unit size: 200, 500, 1000. Table 2 reports Recall@K metrics for different sizes of hidden units. Recall increases with more units for all the $K$.

Details about our dataset can be found in Table 1. We collected sequences of stations added by ~300k listeners over a 1-year period.

| Number of Listeners | 330,170 |
|---------------------|---------|
| Number of Stations  | 3,079,399 |
| Number of Listeners (Training) | 324,750 |
| Number of Stations (Training) | 2,912,564 |
| Number of Listeners (Test) | 64,750 |
| Number of Stations (Test) | 151,015 |

Table 1: Statistics of the Dataset.

\(\text{\cite{network}}\)

\(\text{\href{http://deeplearning.net/software/theano/}{Theano}}\)

| @5     | @10    | @20    | @50    |
|--------|--------|--------|--------|
| 200    | 0.0264 | 0.04406 | 0.07077 | 0.1273 |
| 500    | 0.02753 | 0.04599 | 0.07476 | 0.1367 |
| 1000   | 0.02819 | 0.04831 | 0.07812 | 0.1378 |

Table 2: Recall@K for different hidden unit sizes.
5 RESULTS

We report general results of next search-created stations prediction, in Recall in Figure 3, and MRR in Figure 4, for different prediction cutoff $K$ ranging from 1 to 50. In all values of $K$, KNN is the best performing baseline model, outperforming popularity (POP), and word2vec (W2V) by a large margin.

RNN outperforms the best baseline model KNN when $K > 10$, with $+8.20\%$ in Recall@20, and $+5.41\%$ in Recall@50. For small $K$ ($\leq 10$), there is no big advantage in recall. However, in MRR metric, even at small $K = 5$, and $K = 5$, RNN ranks better than KNN by $1.57\%$ and $3.62\%$, respectively. In Figure 4, we can see that with increasing $K$ value, RNN’s margin of improvement over KNN also increases consistently in MRR. Detailed result comparisons of RNN and KNN are reported in Table 3.

While we expected the RNN model to predict next stations better because it specifically modeled sequential behavior of listener’s interest, we want to dive deep in listener analysis to substantiate this claim. Typically this is done through slicing and dicing based on listener characteristics.

However, units larger than 1000 led to computational cost limitations without significant performance gains. We choose 1000 units for the rest of the experiments.

Table 3: Overall Recall@K and MRR@K for RNN and the best baseline KNN.

|        | @1   | @5   | @10  | @20  | @50  |
|--------|------|------|------|------|------|
| KNN    | 0.007401 | 0.02681 | 0.04509 | 0.0722 | 0.1307 |
| RNN    | 0.007538 | 0.02819 | 0.04831 | 0.07812 | 0.1378 |
| $\Delta$ % | $+1.9\%$ | $+5.1\%$ | $+7.1\%$ | $+8.2\%$ | $+5.4\%$ |

|        | @1   | @5   | @10  | @20  | @50  |
|--------|------|------|------|------|------|
| KNN    | 0.01382 | 0.02511 | 0.02842 | 0.03016 | 0.03063 |
| RNN    | 0.01393 | 0.02602 | 0.02976 | 0.03197 | 0.03261 |
| $\Delta$ % | $+0.8\%$ | $+3.6\%$ | $+4.7\%$ | $+6.0\%$ | $+6.5\%$ |

5.1 Listener Segmentation Study

We perform several listener segment studies. In this study we fix $K = 10$ for both Recall and MRR metrics. First, we segment listeners based on their historical session length (number of stations created by a listener in the training set), represented by the number of previously created stations before the test period. We further bin listeners into 1, 2-5, 6-10, 11-20, 21-40, and 41+ previous stations. The fewer stations a listener has, the less listening history data we have. Figure 5 and Figure 6 show that both RNN and KNN outperform POP and W2V in all listener segments in Recall@10 and MRR@10. For listeners with very short history, i.e., $\leq 5$ stations, KNN is the best algorithm. However, for listeners with more than 5 stations, i.e. when sequential patterns might be emerging, RNN algorithm overtakes KNN by $11.9\%$ in Recall@10. We attribute this to neural network’s ability to retain memory. This suggests that our 1 layer network structure is very efficient at learning preference changes when given enough history. Yet it is not wise to use it as a standalone model as KNN clearly claims an advantage with listeners with a very short history. More in-depth study of ensembles is given in Section 5.3.

Note that we included metrics for listeners who created more than 41+ stations for completeness, even though very few such listeners exists in the dataset.

Figure 5: Recall@10 RNN and baseline algorithms, segmented by historical session length.
Table 4: Recall@K and MRR@K metrics in all K values over best baseline KNN.

|      | @1     | @5     | @10    | @20    | @50    |
|------|--------|--------|--------|--------|--------|
| KNN  | 0.007287 | 0.02658 | 0.04383 | 0.07049 | 0.1302 |
| RNN  | 0.008121 | 0.02897 | 0.04903 | 0.08077 | 0.1436 |
| ∆ %  | +11.5% | +8.9%  | +11.9% | +14.6% | +10.2% |

|      | @1     | @5     | @10    | @20    | @50    |
|------|--------|--------|--------|--------|--------|
| KNN  | 0.0134 | 0.02454 | 0.02776 | 0.02978 | 0.0304 |
| RNN  | 0.01485 | 0.02705 | 0.03101 | 0.0335  | 0.03381 |
| ∆ %  | +10.9% | +10.2% | +11.7% | +12.5% | +11.2% |

5.3 Learning to Rank

We lastly look at a combination of our models in a cascaded late fusion ensemble in order to further investigate the predictive power of the RNN. Recall here that given the stations created by a listener in our training set, our goal is to predict the next stations a listener is going to create. For each listener, we generate the top-10 recommendation for each method and consider the union as the set of recommendation candidates to be re-ranked.

We consider the true target as the station created in the validation set by the same listener. We than label the true targets as relevant and all the others as non-relevant. As the final stage we use LambdaMart [24] as our supervised ranker to re-rank the candidate list. We tune the LambdaMART model with 500 trees and the parameters are learned using standard separate training and validation set.
5.3.1 Features. For this learning to rank (L2R) approach we used a total of 11 features (a combination of contextual and suggestion features): (1) the inverse of rank of the candidate in KNN, (2) the inverse of rank of the candidate in POP (3) the inverse of rank of the candidate in W2V (4) the popularity of the last station created (5) the typology of the last station created (6) the popularity of the candidate station (7) the typology of the candidate station (8) the age of the listener (9) how diverse are the songs listened by the listener (10) how popular are the song listened by the listener (11) the number of stations created by the listener in the training set.

5.3.2 +RNN. The proposed RNN contributes to one additional feature to the previous mentioned one. In this case we include the top-10 recommendation generated by RNN to the set of candidates to be re-ranked. We optimize based on MRR@1, MRR@5.

5.3.3 L2R Results. Table 5 reports the improvement in terms of MRR obtained by using RNN as additional feature in our learning to rank system previously described\(^2\). The rows represents two different ways we optimized the system: on metric MRR@1 and metric MRR@5 (note that this is done in the training phase). We then compute the MRR metric on test and report the improvement in percentage terms, particularly MRR@1, MRR@3 and MRR@5. We aim to improve the top ranking results, hence the choice of small \(K\) values. Results show an improvement of over 16% in MRR@5 when integrating RNN as additional feature in our learning to rank system. In general, there is a large improvement in all cases presented.

| Feature          | @1   | @3   | @5   |
|------------------|------|------|------|
| +RNN (opt. MRR@1)| +10.3% | +13.8% | +16.7% |
| +RNN (opt. MRR@5)| +9.4%  | +13.5% | +16.1% |

Table 5: Learning to rank results. Increase in terms of MRR obtained by using a learning to rank +RNN. We optimize the learning to rank on MRR@1, MRR@5, MRR@10. Results reported are for listeners with historical session length > 5.

Together with observations from Section 5.2, we interpret this results as a substantial amount of the predictions and the ranking of predictions obtained by RNN are complimentary to other models.

6 CONCLUSIONS AND FUTURE WORK

This work has presented an investigation into a novel domain in the space of modeling listener music preference dynamics. We showed the RNN model to be extremely effective in modeling the evolution of these preferences, offering a +8.2% increase in recall@20 over other baselines.

We have found these performance advantages become more pronounced as more historical data is available for a given user. The RNN outperforms the other baselines most substantially when a listener has between 6 and 40 stations. This result indicates that long-term dependency structure is important and that the true advantage of the RNN is its ability to encapsulate it. With less than 6 stations it is perhaps the case that the data is too limited to learn this dependency structure. The decrease above 40 stations is likely related to a small number of listeners having such high station counts.

One of the most exciting advantages of the RNN is its ability to correctly recommend less popular items. Items that appeared the least were recommended correctly by the RNN than any other model.

For an additional assessment of the predictive power of the RNN, we also investigated a cascaded learn-to-rank model which allows us to analyze the information gain delivered by the RNN over the other baselines. We showed a 16% increase in total performance in MRR@5.

In future work we plan to investigate deeper architectures as well as stronger ways to integrate side information. Architectures that incorporate features like genre and popularity about the station as well as demographics about the listener seem like they could be particularly promising for this work. Another direction for investigation is to look at the problem in terms of listening behavior instead of station creation. These models would predict if someone is going to like a particular song.
REFERENCES

[1] Geoffrey Bonnin and Dietmar Jannach. Automated generation of music playlists: Survey and experiments. *ACM Comput. Surv.*, 47(2):26:1–26:35, November 2014.

[2] Pedro G. Campos, Fernando Díez, and Iván Cantador. Time-aware recommender systems: A comprehensive survey and analysis of existing evaluation protocols. *User Modeling and User-Adapted Interaction*, 24(1-2):67–119, February 2014.

[3] Pedro G. Campos, Fernando Díez, and Manuel Sánchez-Montaño. Towards a more realistic evaluation: Testing the ability to predict future tastes of matrix factorization-based recommenders. In *Proceedings of the Fifth ACM Conference on Recommender Systems*, RecSys ’11, pages 309–312, New York, NY, USA, 2011. ACM.

[4] Kyunghyun Cho, Bart van Merriënboer, Dzmitry Bahdanau, and Yoshua Bengio. On the properties of neural machine translation: Encoder–decoder approaches. In *SSST-8: 8th Workshop on Syntax, Semantics and Structure in Statistical Translation*, pages 103–111, 2014.

[5] Florent Garcin, Christos Dimitrakakis, and Boi Faltings. Personalized news recommendation with context trees. In *Proceedings of the 7th ACM Conference on Recommender Systems*, RecSys ’13, pages 105–112, New York, NY, USA, 2013. ACM.

[6] Mihajlo Grbovic, Vladan Radosavljevic, Nemanja Djuric, Narayan Bhamidipati, Jakui Savla, Varun Bhagwan, and Doug Sharp. E-commerce in your inbox: Product recommendations at scale. In *Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, KDD ’15, pages 1809–1818, New York, NY, USA, 2015. ACM.

[7] Negar Hariri, Ramshad Mobasher, and Robin Burke. Context-aware music recommendation based on latenttopic sequential patterns. In *Proceedings of the 7th ACM Conference on Recommender Systems*, RecSys ’12, pages 131–138, New York, NY, USA, 2012. ACM.

[8] Balázs Hidasi, Alexandros Karatzoglou, Linas Baltrunas, and Domonkos Tikk. Session-based product recommendations. *Inf. Retr.*, 15, pages 401–406, 2013.

[9] Guy Shani, David Heckerman, and Ronen I. Brafman. An mdp-based recommender system. *J. Mach. Learn. Res.*, 6:1265–1295, December 2005.

[10] Alessandro Sordoni, Yoshua Bengio, Hossein Vahabi, Christina Liv littera, Jakob Grue Simonsen, and Jian-Yun Nie. A hierarchical recurrent encoder-decoder for generative context-aware query suggestion. In *Proceedings of the 24th ACM International Conference on Information and Knowledge Management*, pages 553–562. ACM, 2015.

[11] Flavian Vasile, Elena Smirnova, and Alexis Conneau. Meta-prod2vec: Product embeddings using side-information for recommendation. In *Proceedings of the 10th ACM Conference on Recommender Systems*, RecSys ’16, pages 225–232, New York, NY, USA, 2016. ACM.

[12] Qiang Wu, Christopher J. Burges, Krysta M. Svore, and Jianfeng Gao. Adapting boosting for information retrieval measures. *Inf. Retr.*, 13(3):254–270, June 2010.