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Abstract

Because of their large size, several real-world complex networks can only be represented and computationally handled in a sampled version. One of the most common sampling schemes is breadth-first where, after starting from a given node, its neighbors are taken, and then the neighbors of neighbors, and so on. Therefore, it becomes an important issue, given a specific network sampled by the breadth-first method, to try to identify the original node. In addition to providing a clue about how the sampling was performed, the identification of the original node also paves the way for the reconstruction of the sampling dynamics provided the original networks is available. In the current article, we propose and validate a new and effective methodology for the identification of the original nodes. The method is based on the calculation of the accessibility of the nodes in the sampled network. We show that the original node tends to have the highest values of accessibility. The potential of the methodology is illustrated with respect to three theoretical complex networks model as well as a real-world network, namely the United States patent network.
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I. INTRODUCTION

In complex networks research, sometimes we face the problem of having to analyze a very large system that can not be entirely known or stored and therefore requires sampling. Depending on the kind of information required, this sampling can proceed in many ways, although the most usual ones are depth first and breadth first (also known as dilation). The main difference between them is that in the former method the sampling proceeds through trails, i.e. departing from the initial (seed) node we visit one of its neighbors, then a neighbor of that neighbor, and so on. In the case of the breadth sampling scheme, we proceed from the seed node to all of its neighbors, then to their neighbors, and so on. In this paper we will only work with the breadth first sampling scheme because, besides corresponding to a frequent sampling approach, it is also directly related to several important processes taking place in complex systems, such as the dissemination of a biological or virtual virus, the spreading of a disease in an organism, the spread of the news about an event, as well as any other process underlain by diffusion dynamics.

Supposing that we have in hands a subnetwork that was breadth-first sampled from a bigger known or unknown network, a particularly important information that we can try to get about it is what was the respective starting node. Indeed, by knowing the seed node, it becomes possible to reproduce the process that created this subnetwork. Going back to the examples above, the seed node could give us the location of the first person or computer infected with a virus, the region of an organism where the disease started spreading, or the source of a notice or fad. Unfortunately, we usually do not have any information about the seed.

Little has been investigated in the literature about this subject, Costa et al. proposed a method of finding the origin of trails left by agents walking through a network, although the dilation process was done in a different manner. Kim and Jeong provide a wide view about sampling in scale-free networks, while Clauset and Moore analyse the bias created when sampling random graphs.

In this paper we propose and validate a method that allows to find the critically important seed node of a network that was extracted from a bigger one through a breadth sampling scheme. In order to do so, we will apply a powerful measurement called accessibility which has the characteristic of informing how effectively a node can reach other nodes. The
method will be applied to three network models, namely Erdös-Rényi [14], Barabási-Albert [15] and geographic [16], as well as a big real network that contains information about all the references between United States patents from 1975 to 1999 [3]. In the case of Erdös-Rényi model, we compare our model with two well known centrality measurements, namely closeness and betweenness.

Subsections II A and II B provide a brief review about the most important concepts and models of complex networks that will be used in our paper, while subsection II C 1 and II D present the accessibility measurement and shows how it can be applied to identify the seed node. Subsection III A and III B reports the results obtained for theoretical and real networks, respectively. Subsection III C and III D contains some insights about the method. Finally subsection III E compares the results obtained between accessibility and other two measurements.

II. MATERIALS AND METHODS

A. Representing complex networks

A Complex network is defined by a set of nodes, also known as vertices, with connections between them, called edges. A network can be of two types: directed or undirected. In this paper we will only work with undirected networks, but some results may apply to directed ones too. In order to represent a network of \( N \) nodes, we usually consider the adjacency matrix \( K \), that has \( N \) rows and columns. If node \( i \) exhibits a connection with node \( j \) then \( K(i,j) = K(j,i) = 1 \) (\( K(i,j) = K(j,i) = 0 \), otherwise). In many cases, like in this work, the adjacency matrix will have a lot of zeroes (sparse networks) or be prohibitively big (for too large \( N \)). In such cases, we can change the representation to an adjacency list, which is a vector of size \( N \), where each position \( i \) is the head of a dynamic list that stores the neighbors of node \( i \). In the case of undirected networks, the number of neighbors \( k \) of a node, i.e. \( k(i) = \sum_{j=1}^{N} K(i,j) \), is called the degree of that node. One of the most frequently adopted ways to characterize a network is in terms of its mean degree, which is defined as \( < k > = \frac{1}{N} \sum_{i=1}^{N} k(i) \). We observe that in this paper we will only consider the largest connected components, which is characterized by the property that it is possible to reach all the others nodes after departing from any node.
B. Description of the networks used

We will validate our proposed method through three theoretical network models and one real complex network. The network models are (a) Erdös-Rényi (ER) [14], (b) Barabási-Albert (BA) [15] and (c) geographic [16]. In the first model, we have \( N \) initial nodes and \( N(N-1)/2 \) possible connections. For each possible connection, we take it with probability \( p \) so that, in the end, we will have a network with \( < k > \approx p(N-1) \). In the second model we begin with a small initial number of nodes \( N_0 \) and sequentially add new nodes with \( m_0 \) edges, where each edge will connect to an existing node with probability proportional to the degree of that node. In the third model, we begin with a node in the \((0,0)\) position of a grid and randomly choose the position of new nodes that will join the network. These nodes will connect to the existing ones with a probability \( \beta e^{-\alpha d(i,j)} \), where \( d(i,j) \) is the euclidean distance between node \( i \) and \( j \) while \( \alpha \) (growth) and \( \beta \) (density) are adjustable parameters. The real network used in this work is the US patent database [3], which is an extensive compilation of connections (citations) between patents granted in the United States until 1999. The main characteristics of the largest undirected component of the patent database are shown in Table I.

C. Measuring centrality

1. Accessibility

The accessibility measurement [18] quantifies the potential of each node to access other nodes. Referring to Figure I if we were in the black node and wanted to visit every dark gray node using some random process, it is clear that in case Ia we would arrive at the top dark gray node half of the time, which is not an effective access means, while in case Ib all dark gray nodes are visited with equal probability, so the black node in Ib has higher accessibility than the one in Ia.

| Number of Nodes | Mean Degree | Degree Distribution                  | Clustering Coefficient |
|-----------------|-------------|--------------------------------------|------------------------|
| 3,764,117       | 8.8         | Linear, with angular coefficient −3.9| 0.076                  |

Table I: Measurements of the largest connected component of the US patent database
Figure 1: Accessibility example. The black node in 1b has higher accessibility than the one in 1a if we consider $h=2$ (see text for explanation).

In order to formally present this property, we need to define some concepts first. A walk of length $h$ over a network corresponds to the set of adjacent edges that an agent cross while passing by $h+1$ nodes. This walk can be random, that is, at each time step the agent goes, with equal probability, to one of the neighbors of the actual node, repeating the process again, until $h$ edges are crossed. In this paper we will utilize self-avoiding random walks, in which the agent never goes to an already visited node, this way we can reach more nodes in fewer steps.

Calling $P_h(i,j)$ the probability that an agent departing from node $i$ will end in node $j$ after $h$ steps of a self-avoiding random walk, we can define the diversity entropy of a node $i$ when going through $h$ steps as

$$E_h(i) = -rac{1}{\log(N-1)} \sum_{j=1,j\neq i}^N \begin{cases} P_h(i,j) \log(P_h(i,j)) & P_h(j,i) \neq 0 \\ 0 & P_h(j,i) = 0 \end{cases}$$

(1)

where $N$ is the number of nodes. The diversity entropy represents the accessibility of the node. It is important to say that an algorithm to find $E_h(i)$ can be deterministic, by taking every possible walk, or probabilistic, by letting $M$ agents walk over the network and counting how many arrived at each node. In this paper we only used deterministic algorithms.
2. Closeness and betweenness

Let $d_{ij}$ be the length of the shortest (geodesic) path between nodes $i$ and $j$, then the mean geodesic distance \cite{20} with respect to node $i$ is

$$l_i = \frac{1}{n-1} \sum_{j,j\neq i}^{} d_{ij}$$

(2)

where $n$ is the number of vertices on the network. Taking the inverse of $l_i$ we define the closeness centrality \cite{20} of the node $i$, that is

$$C_i = \frac{1}{l_i}.$$  

(3)

To define betweenness, let $n^i_{st}$ be the number of geodesic paths between nodes $s$ and $t$ that pass through $i$, and $g_{st}$ the total number of geodesic paths between $s$ and $t$, we define betweenness centrality \cite{20} as

$$\sum_{s,t,s\neq t}^{n^i_{st}} \frac{n^i_{st}}{g_{st}}.$$ 

(4)

D. Source identification

As suggested in \cite{18,19}, we can apply the accessibility measurement in order to try to identify the central nodes of the network. In the case of geographic networks the concept of centrality is intimately related to the geographic position of the nodes, while in other networks we can interpret it as providing information about the relative importance that a node has in the system, as far as the ability of reaching other nodes in a balanced way is concerned.

As noted above, when working with networks that are too large, it is usual to extract subnetworks and analyze only the properties of a subset of nodes \cite{12}. In this paper, we will use dilation in order to derive such networks. This procedure consists in beginning with an initial node (seed) $i$, and then visiting every neighbor of it. For each neighbor $j$ of $i$, visit every neighbor of $j$ (except $i$), and so on until a predetermined number of nodes have been visited, which will form the subnetwork (see Figure\cite{2}). After the extraction has been completed, it is expected that the node used for seed will be the most central to the subgraph.
Figure 2: Illustration of the dilation procedure, showing the network formed by one dilation (horizontal stripes) and two dilations (vertical stripes) of the seed node, represented by the black color.

generated, so we can think of the following idea for identification of the starting node: given a graph that was extracted by dilation we can try to find the central (seed) node that generated the subnetwork as that with the highest value of some centrality measurement. To verify this idea we will extract, by dilation, subnetworks of the four original networks described above and analyze the accessibility of the extracted nodes in order to try to recover the respective seed. As noted before, in subsection III E we will repeat the same process but use closeness and betweenness to find the seed.

It is important to emphasize that the accessibility has a dependence on the number of steps adopted, but it is expected that the correct number of steps used to identify the source will be the one that best covers all the nodes of the extracted network, i.e., if a subnetwork with 40 nodes was extracted from an original network with \( \langle k \rangle = 6 \), then we can say that almost two complete dilations were done to create it. Mathematically this can be expressed as

\[
    h \approx \text{int} \left( \frac{\log(N)}{\log(\langle k \rangle)} \right)
\]

where \( h \) is approximately the right step to choose, \( N \) and \( \langle k \rangle \) are, respectively, the size of the subnetwork and the mean degree of the original network and \( \text{int}(x) \) means the integer part of \( x \). The downside of this approach is that to estimate \( h \) we need some information from the original network, which is sometimes not available, so we will also try to use the
mean degree of the extracted network in equation 5. As a side note, $h$ could clearly be defined for each node as the largest geodesic path departing from it, but this approach would be much more susceptible to error.

Figure 3: Diversity entropy as a function of the distance from the seed, and the number of steps used for accessibility calculation, obtained for three networks models: (a) ER with $<k>=6$, (b) geographic with $<k>=6.7$ and (c) BA with $<k>=6$. All original networks had 10000 nodes. The error bars were rescaled by a factor of 10 for clearer visualization.
Figure 4: Seed finding rate as a function of the extracted network size and number of steps used for accessibility calculation for the same networks of Figure 3.

III. RESULTS AND DISCUSSION

A. Source identification of sampled theoretical networks

In order to investigate the viability of the idea proposed in Section II D, we considered the three theoretical models described before with $p = 0.0006$ for ER, $N_0 = 3$ and $m_0 = 3$ for BA and $\alpha = 1$ and $\beta = 0.001$ for the geographic model, all the original networks had $N = 10000$. We obtained the mean diversity entropy of the nodes of extracted subnetworks with 200 nodes as a function of the distance from the seed and the number of steps used for the accessibility calculation. So as to enhance statistical significance, the mean was estimated over 100 different subnetworks (100 distinct seeds), where each seed was chosen randomly. The results are shown in Figure 3.
We can see that, for some of the adopted steps, the seed node have higher mean accessibility than the others, so the idea was correct and we can now proceed to find the origin of extracted subnetworks. To do so we first considered the same networks as above and extracted subnetworks with sizes ranging from 10 to 5000 nodes using 400 different seeds for each size. After finding the nodes with the highest accessibility in each extracted network, we calculated the ratio between the number of seeds correctly found and the number of total seeds used (calling it success rate) as a function of the extracted size and the number of steps used for the accessibility calculation. The results are shown in Figure 4. It is important to note that in order to prevent border effects in the geographic model, we only picked seed nodes that were more than 0.1 distant from border, where 1 was the total spatial height and width of the network (in arbitrary units).

The method yielded very similar results between ER and geographic models, which can be explained by the fact that the latter model is very close to the ER network with the parameters chosen. The BA model did not perform so well because its original network tends to have very different accessibility for each node, e.g., in case there is a node near the seed with much higher degree (a cluster), the method will probably not work.

By analyzing Figure 4 it is clear that the method strongly depends on the number of steps used during accessibility calculation, each one having a maximum success rate for certain extracted sizes. Also, it appears to give bad results for certain extracted sizes. However, this is not entirely true, as we can see from Figures 5 and 6 where we plotted the rate of nodes with higher accessibility found as a function of the distance from the seed, taking into account extracted sizes that had the lowest success rates in Figure 4. It is clear that for the ER and geographic models, if the seed node was not found at least its neighbor was, which gives a good approximation about where the source is located. As for the BA model, it is evident that the method gives worse results.

B. Source identification in sampled real networks

The same calculations in III A were performed for the largest component of the US patent database with properties shown in table I with the only difference that the maximum extracted size was 1000 instead of 10000. The success rate of finding the seed and the histogram of highest accessibility versus distance from the seed (for 240 extracted nodes)
Figure 5: Finding rate of the node with the highest accessibility as a function of distance from the seed node. The sizes of the extracted networks, indicated below the figures, are the ones that obtained the lowest success rates of figure 4a and 4b.

We see that the success rate resembles the result obtained for the BA model, which was expected, and for some cases we could find the seed with certainty of almost 30 percent.

C. Choosing the right step

We saw that the success rate of the method strongly depends on the number of steps adopted. As we discussed in section III.A, equation 5 can give an estimate of the right value to choose, but it is somewhat unclear about using the mean degree of the original or the extracted network for the estimation. To compare the two methods, we extracted networks...
Figure 6: Finding rate of the node on the BA model with the highest accessibility as a function of distance from the seed node. The size of the extracted network is $N = 200$, the one with the lowest success rate between step two and three in Figure 4c.

Figure 7: (a) Success rate of the method and (b) finding rate of the node with the highest accessibility for the US patent database.

with varying number of dilations and tried to find this number using equation 5, the results are shown in Figure 8. It is clear that using the mean degree of the original network we found exactly every number of dilations used. It is also straightforward to note that extracting a network tends to lower its mean degree, which explains the higher estimations found for the other case. The difference in estimation is too large for the proper working of our method, and so we will only use the mean degree of the original network to obtain the following results.

Using the mechanism of finding the best step, the same calculations to find the success
Figure 8: Estimated number of dilations by equation 5 as a function of the real number of dilations done, using the mean degree of the original (red) and extracted (green) networks.

The used network was an ER with $N = 10000$ and $< k > = 6$.

rates shown in Figure 4 where performed, the results obtained are shown in Figure 9. We see that the concordance with the previous results are very good, especially for the ER and geographic models.

D. Dependence with network parameters

The results obtained so far used the same networks for each of the models. Now we aim at understanding how the success of the method varies with the network parameters. In order to do so, we considered the ER model and fixed the extracted size to that found to allow good success rates for 2 (40 nodes) and 3 (250 nodes) steps, and then calculated the same success rate as a function of the original network size and mean degree. The results are shown in Figure 10.

We clearly see that the success rate has no dependence on the size of the original network if $N$ is big compared to the size of the extracted one (for small $N$ the extracted network is approximately the original network) and that the method tends to give better results for larger $< k >$, which is somewhat expected, since networks with small $< k >$ tends to have low accessibility, and so extracting a subnetwork does not change it very much.
Figure 9: Seed finding rate as a function of the extracted network size for the same networks of Figure 4 but now trying to find the correct step for the calculation.

E. Comparison with other methods

To compare the accessibility with the other two widely used measurements described before, closeness and betweenness, we did the same process of section III A, but now for every extraction we try to guess the seed using, separately, the three measurements, obtaining the success rate of each method. The network used is the same as before, as indicated in the caption of figure 11.

We can see that for small extracted networks the closeness and betweenness measurements tend to give better results between steps of accessibility, but when the extracted network tends to the size of the original, the success rate of accessibility has a performance as far as three times better than the other two, which illustrates the power of measuring the balance of access in networks.
Figure 10: Success rate as a function of original network size and mean degree, for extracted sizes assuming (a) 40 and (b) 250 nodes. The small dots represent the simulation results. For better visualization the axes are rotated between (a) and (b).

Figure 11: Comparison of the success rate between accessibility (ACC), closeness (CLO) and betweenness (BET) as a function of extracted network size for an ER network with $N = 10000$ and $< k >= 6$

IV. CONCLUDING REMARKS

It is clear that the seed node has a great importance for the characterization of a network, we saw that by knowing it we can reproduce almost exactly the process of creation of the system, if it was done by dilation. Our purpose was to devise a method that could find this seed node with the highest success rate possible. We presented the accessibility measurement, which provides information about the ease of access to nodes, and applied it in diverse networks extracted from three known models (ER, geographic and BA) and the
US patent database. We found that the seed node has, in general, higher accessibility than the other nodes, so that finding the node with the highest potential of access allows the identification of the source of the network. The results obtained had success rates higher than 0.9 for ER and geographic models, which was a remarkable result, especially for the networks sampled with 3000 nodes. The problem of automatically choosing the right number of steps to evaluate the accessibility was easily solved by using the idea related to Equation 5, which again brought good results compared to the manual method. We then proceeded to evaluate the relation of the success rate with the ER network parameters, and found that the method works for networks of any size, as far as the extracted ones have smaller size than the original. Finally, we compared the success rate of the proposed method with two other measurements, finding that for extracted sizes approaching the original network size, the accessibility gives better results.

As said before, it is possible to obtain some different results using other dynamics to evaluate the accessibility. Also, we could devise a method of comparing the accessibility of the original network with that of the extracted one, which is an interesting idea, but would require us to know the original network, which is not always possible. Finally, the method could be applied to a network containing information about a real spreading process.
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