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ABSTRACT

Ultra-hot Jupiters are tidally locked gas giants with dayside temperatures high enough to dissociate hydrogen and other molecules. Their atmospheres are vastly non-uniform in terms of chemistry, temperature and dynamics, and this makes their high-resolution transmission spectra and cross-correlation signal difficult to interpret. In this work, we use the SPARC/MITgcm global circulation model to simulate the atmosphere of the ultra-hot Jupiter WASP-76b under different conditions, such as atmospheric drag and transmissionspectraandcross-correlationsignaldifficulttointerpret.Inthiswork,weusetheSPARC/MITgcmglobalcirculationmodel to simulate the atmosphere of the ultra-hot Jupiter WASP-76b under different conditions, such as atmospheric drag and the absence of TiO and VO. We then employ a 3D Monte-Carlo radiative transfer code, hi-res-mcrt, to self-consistently model high-resolution transmission spectra with iron (Fe\(_i\)) lines at different phases during the transit. To untangle the structure of the resulting cross-correlation map, we decompose the limb of the planet into four sectors, and we analyse each of their contributions separately. Our experiments demonstrate that the cross-correlation signal of an ultra-hot Jupiter is primarily driven by its temperature structure, rotation and dynamics, while being less sensitive to the precise distribution of iron across the atmosphere. We also show that the previously published iron signal of WASP-76b can be reproduced by a model featuring iron condensation on the leading limb. Alternatively, the signal may be explained by a substantial temperature asymmetry between the trailing and leading limb, where iron condensation is not strictly required to match the data. Finally, we compute the resulting cross-correlation map, we decompose the limb of the planet into four sectors, and we analyse each of their contributions separately. Our experiments demonstrate that the cross-correlation signal of an ultra-hot Jupiter is primarily driven by its temperature structure, rotation and dynamics, while being less sensitive to the precise distribution of iron across the atmosphere. We also show that the previously published iron signal of WASP-76b can be reproduced by a model featuring iron condensation on the leading limb. Alternatively, the signal may be explained by a substantial temperature asymmetry between the trailing and leading limb, where iron condensation is not strictly required to match the data. Finally, we compute the Kp–Vsys maps of the simulated WASP-76b atmospheres, and we show that rotation and dynamics can lead to multiple peaks that are displaced from zero in the planetary rest frame.
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1 INTRODUCTION

One of the main goals associated with the characterization of exoplanets is to quantify the abundances of chemical species in their atmospheres. Nonetheless, the inherent 3D structure of exoplanets complicates this endeavour. A suite of studies in low spectral resolution have demonstrated how interpreting observations with 1D models leads to biased inferences, both in the case of transmission spectra (Line & Parmentier 2016; MacDonald & Madhusudhan 2017; Caldas et al. 2019; Pluriel et al. 2020; MacDonald et al. 2020; Lacy & Burrows 2020) and emission spectra (Feng et al. 2016; Blecic et al. 2017; Taylor et al. 2020). In high resolution, where individual spectral lines are resolved, the problem becomes even more intricate. This is because line shapes, depths and positions depend profoundly on the 3D thermal structure and chemical composition of the planet, as well as its wind profile and rotation (Miller-Ricci Kempton & Rauscher 2012; Showman et al. 2013; Kempton et al. 2014; Rauscher & Kempton 2014; Zhang et al. 2017; Flowers et al. 2019; Harada et al. 2021; Seidel et al. 2020; Beltz et al. 2021). Hence, comparing observational data to the wrong models may lead to wrong conclusions about the nature of the atmosphere. In fact, to extract the correct physical information, it is crucial to understand how spatial inhomogeneities across the atmosphere show up in transmission and emission spectra, and how these can be accounted for in models.

Situated in the closest vicinity of their host stars (<0.05 AU) and having no counterparts in our Solar system, ultra-hot Jupiters (Bell & Cowan 2018; Parmentier et al. 2018; Arcangeli et al. 2018) are ideal testbeds for studying the impact of 3D effects on high-resolution spectra. There are two important reasons for this. Firstly, ultra-hot Jupiters are accessible objects to observe. Their short orbital periods (1–2 days) and hot, extended atmospheres make them perfect targets for transmission spectroscopy (Hoeijmakers et al. 2019; Von Essen et al. 2019; Ehrenreich et al. 2020; Borsa et al. 2021), emission spectroscopy (Evans et al. 2017; Arcangeli et al. 2018; Mikal-Evans et al. 2020) and phase-curve studies (Zhang et al. 2018; Mansfield et al. 2020; Bourrier et al. 2020b). Secondly, ultra-hot Jupiters display extreme variations across their atmospheres, because they are expected to become tidally locked soon after their formation (Rasio et al. 1996; Showman & Guillot 2002). As a result, their atmospheres virtually consist two different worlds: a permanently irradiated dayside and a permanently dark nightside. The scorching, cloud-free dayside (T\(\geq\)2500 K) nearly resembles a stellar photosphere, where
most molecules are dissociated and metals become ionised (Parmentier et al. 2018; Hoeijmakers et al. 2019). On the other hand, the nightside is substantially cooler (T < 1000 K) and may even serve as a stage for cloud formation (Helling et al. 2019; Ehrenreich et al. 2020). Ultra-hot Jupiters also exhibit large differences in their thermal structures: the dayside is expected to show strong thermal inversions (Haynes et al. 2015; Evans et al. 2017; Kreidberg et al. 2018; Yan et al. 2020; Pino et al. 2020), whereas nightside temperatures are expected to monotonically decrease with altitude. Furthermore, ultra-hot Jupiters feature strong winds in the order of 1–10 km/s (Tan & Komacek 2019), which arise as a result of the continuous day-night forcing. Many observational studies have measured Doppler shifts due to winds on ultra-hot Jupiters (Casasayas-Barris et al. 2019; Ehrenreich et al. 2020; Hoeijmakers et al. 2020; Bourrier et al. 2020a; Cabot et al. 2020; Gibson et al. 2020; Nugroho et al. 2020; Stangret et al. 2020; Tabernero et al. 2021; Borsa et al. 2021; Kesseli & Snellen 2021; Rainer et al. 2021), yet inferring the underlying 3D circulation pattern is a formidable challenge.

Many of the observational insights regarding the structure, composition and dynamics of ultra-hot Jupiters have been gained from ground-based high-resolution spectroscopy (HRS, Snellen et al. 2010; Brogi et al. 2012; Birkby 2018). In high resolution, individual spectral lines are resolved, and this has unique advantages over low-resolution observations (for methods to combine high- and low-resolution data, see Brogi et al. 2017; Pino et al. 2018; Gandhi et al. 2019; Brogi & Line 2019). Firstly, the planet signal can be separated from stellar and telluric contributions thanks to the orbital motion of the planet, which (periodically) Doppler shifts its spectrum. Secondly, HRS is sensitive to the unique spectral fingerprint of atoms and molecules. This allows for the unambiguous detection of chemical species in the atmosphere of a planet, generally in combination with the cross-correlation technique (Snellen et al. 2010; Brogi et al. 2012, 2014, 2016; Rodler et al. 2013; de Kok et al. 2013; Birkby et al. 2013, 2017; Wyttenbach et al. 2015; Schwarz et al. 2016; Nugroho et al. 2017, 2020; Hawker et al. 2018; Hoeijmakers et al. 2018, 2019; Cauley et al. 2019; Alonso-Floriano et al. 2019; Yan et al. 2019; Gibson et al. 2020; Giacobbe et al. 2021).

The benefit of this approach is that the information from many lines can be combined simultaneously, which boosts the signal-to-noise ratio of the detection (Snellen et al. 2015). Thirdly, HRS is sensitive to Doppler shifts and Doppler broadening caused by atmospheric dynamics and planetary rotation. Hence, the observed line shapes, depths and positions can be used to constrain wind patterns (Snellen et al. 2010; Louden & Wheatley 2015; Salz et al. 2018; Flowers et al. 2019; Seidel et al. 2020; Bourrier et al. 2020a) and, in some cases, rotation rates (Snellen et al. 2014; Brogi et al. 2016; Schwarz et al. 2016). Finally, HRS is capable of probing the outer helium envelopes that some planets exhibit, offering a window into physical processes such as atmospheric escape (Nortmann et al. 2018; Allart et al. 2018; Yan & Henning 2018).

The aim of this work is to better understand how the 3D structure and dynamics of ultra-hot Jupiters impact their high-resolution transmission spectra, as well as the resulting cross-correlation signal. To this end, we feed the outputs of a 3D, non-grey global circulation model (GCM) into a Monte-Carlo radiative transfer code that is able to compute Doppler-shifted spectra at different stages during the transit. We apply our framework to the transiting ultra-hot Jupiter WASP-76b, for which Ehrenreich et al. (2020) and Kesseli & Snellen (2021) independently reported an asymmetric iron absorption signal (see Figure 1) – an observation that could testify to 3D effects in the planet’s atmosphere. In Section 2, we briefly revisit the observation and discuss its current interpretation. In Section 3, we outline how we generate our atmospheric structures with the GCM and how we use the Monte-Carlo code to compute transmission spectra. Additionally, we elaborate on the methods used to compute cross-correlation maps. The atmospheric structures and a number of spectra are presented in Section 4. Subsequently, in Sections 5 and 6, we present the cross-correlation maps and we attempt to link their behaviour to the physics of the atmospheres. The corresponding $K_p - V_{sys}$ maps are discussed in Section 7. Finally, Section 8 provides a summary and conclusion.

2 THE IRON SIGNAL OF WASP-76B IN HIGH SPECTRAL RESOLUTION

WASP-76b (West et al. 2016) is an archetypal ultra-hot Jupiter. With a semi-major axis of 0.033 AU, the planet orbits an F7-type main sequence star in 1.81 days. Recently, Ehrenreich et al. (2020) observed WASP-76b’s transit with VLT/ESPResso ($R = 138,000$) in both high spectral and temporal resolution, and claimed evidence...
for neutral iron (Fe i) condensation on its nightside. Transit observations provide valuable insights into the non-uniformity of ultra-hot Jupiters, because they probe the terminator region of the atmosphere. The terminator region constitutes the interface between the dayside and the nightside of the planet, and can thus be expected to feature extreme thermal and chemical gradients. Because WASP-76b resides so close to its host star, the planet rotates by no less than 30 degrees during its transit. In combination with the gradients throughout the atmosphere, this large angle must inevitably lead to changes in the transmission spectrum with time. Such changes can only be interpreted with 3D models.

Ehrenreich et al. (2020) indeed reported a time-dependence in the transmission spectrum of WASP-76b. Across the wavelength range covered by VLT/ESPRESSO (0.38–0.79 micron), gaseous iron is responsible for most of the absorption lines contained in the spectrum. In high spectral resolution, these lines are swamped by noise, so the spectrum must be multiplied with a template (e.g. a stellar mask or a modelled transmission spectrum) for the planet signal to be recovered. By shifting the template along the wavelength axis, and performing the multiplication many times, one obtains a cross-correlation function (CCF, see Section 3.6). The peak position of the CCF reveals the average radial velocity (RV) by which the iron in the observable atmosphere is moving with respect to the observer. Figure 1 shows the iron absorption signal that Ehrenreich et al. (2020) measured, along with the signal reported by Kesseli & Snellen (2021), who applied the same technique to HARPS data (R = 115,000; 0.38–0.69 micron) to independently confirm the time-dependence of the observation. It should be noted that the signals in Figure 1 pertain to the planetary rest frame, which moves with the planet as it orbits the star. In this frame, the CCF of a static atmosphere without winds and rotation will always have a peak at 0 km/s, because there is no moving material to Doppler shift the absorption lines. Although the measurements from Ehrenreich et al. (2020) and Kesseli & Snellen (2021) may differ slightly in terms of RV values, their qualitative behaviour is very similar. As illustrated in Figure 1, the iron signal of WASP-76b lies close to 0 km/s at ingress, but the spectrum becomes progressively more blueshifted in the first half of the transit. Around mid-transit, the signal features a “kink”, after which the RV remains more or less constant. At egress, the Ehrenreich et al. (2020) signal is located at –11 km/s, while that of Kesseli & Snellen (2021) ends up near –8 km/s.

To explain the behaviour of the iron signal, Ehrenreich et al. (2020) proposed an asymmetry between the trailing and leading limb2 of the planet, where the leading limb is largely depleted of gaseous iron, possibly due to cloud formation. Figure 2 summarises what happens in this scenario. At ingress, the stellar light only penetrates the leading limb. Gaseous iron is carried by blueshifting day-to-night winds that counteract the redshifting planetary rotation. These contributions add up to a net Doppler shift of roughly zero. As the trailing limb moves in front of the star, the signal becomes more blueshifted. This is because the day-to-night flow and planetary rotation both move iron towards the observer on this side of the planet. In the meanwhile, the signal from the leading limb becomes weaker as the amount of iron along the line of sight decreases. After mid-transit, the iron on the leading limb has rotated out of view completely and the signal dominated by the trailing limb.

WASP-76b is not the only ultra-hot Jupiter for which time-varying iron absorption has been observed in transmission. Borsa et al. (2021) observed WASP-121b with VLT/ESPRESSO and found a signal very similar to that of Ehrenreich et al. (2020) and Kesseli & Snellen (2021), with the iron lines shifting to bluer wavelengths during the transit. Earlier on, WASP-121b observations by Bourrier et al. (2020a) had already demonstrated that the average blueshift of iron is larger in the second half of the transit than in the first half (≈6.6 vs. –3.8 km/s). Hoeijmakers et al. (2020) studied iron absorption in the atmosphere of MASCARA-2b/KELT-20b and measured a time variability in the signal strength of singly-ionised iron (Fe ii). Furthermore, they found that the Fe i and Fe ii signals were blueshifted by different amounts, in agreement with earlier observations by Stangret et al. (2020). This result could indicate that the absorption lines of both species probe different layers of the atmosphere, each with its own wind speed. In the meanwhile, Nugroho et al. (2020) reported possible signatures of atmospheric dynamics and 3D effects based on the $K_p-V_{\text{sys}}$ map (see Section 3.7) of MASCARA-2b/KELT-20b. Rainer et al. (2021) also constructed $K_p-V_{\text{sys}}$ maps and even found evidence for changes between different transits of the planet. As for KELT-9b, the hottest ultra-hot Jupiter known to date, Hoeijmakers et al. (2019) did not find a significant Doppler shift in the absorp-

---

2 In this work, the trailing limb will be synonymous for the evening terminator (or east limb). It is the part of the atmosphere that rotates away from the star and towards the observer. Likewise, we use the term leading limb to refer to the morning terminator (or west limb), which rotates towards the star and away from the observer (See Figure 2). We are aware that some studies use more stringent definitions for the limb and the terminator (e.g., footnote 1 in Caldas et al. 2019).
tion signal of iron. Cauley et al. (2019), however, did report time variability in the width of the absorption lines.

Although these observations pertain to just a small set of ultra-hot Jupiters, they already highlight the plethora of ways in which 3D effects can manifest themselves in the data.

3 METHODS

3.1 Global Circulation Model

We use the SPARC/MITgcm global circulation model (Showman et al. 2009) to simulate the atmosphere of WASP-76b under the assumption of tidal locking. The model solves the primitive equations on a cubed-sphere grid and combines 3D atmospheric dynamics with non-grey radiative transfer. The SPARC/MITgcm has been applied to a variety of hot Jupiters (Showman et al. 2009, 2015; Fortney et al. 2010; Parmentier et al. 2013, 2016, 2021; Kataria et al. 2015, 2016; Lewis et al. 2017; Steinrueck et al. 2019, 2021), as well as a number of ultra-hot Jupiters (Parmentier et al. 2018; Arcangeli et al. 2019; Pluriel et al. 2020). To date, however, the only high-resolution study that made use of the SPARC/MITgcm was performed by Showman et al. (2013). We note that Fortney et al. (2010) also calculated transmission spectra from 3D atmospheric models, but their work exclusively focused on low resolution.

3.1.1 Model Setup

The setup of our simulations is fully identical to that of Parmentier et al. (2018) – see their Section 2 for more details. The atmosphere has 53 vertical layers, over which the pressure decreases from 200 bar to 2 μbar. We use a grid resolution of C32, roughly equivalent to 128 cells in longitude and 64 cells in latitude. The models are evolved for 300 days, with time steps of 25 seconds. The final temperature profiles and wind maps are obtained by averaging over the last 100 days of the simulation. Also, we note that the SPARC/MITgcm does not have a self-consistent cloud formation scheme. Instead, it uses equilibrium condensation and gas-phase chemistry to compute the abundances of gaseous species. The effects of iron-cloud formation are mimicked through “rainout”, where we consider all the iron-bearing gases and condensates from Visscher et al. (2010). Rainout means that a particular fraction of the gaseous iron is simply removed from cells where the temperature lies below the (pressure-dependent) condensation temperature of a particular iron-bearing condensate.

We model the atmosphere of WASP-76b under four different conditions, summarised in Table 1. All models have the same (solar) abundances, but the atmosphere tends to produce isothermal temperature profiles above the photosphere (Parmentier & Guillot 2014), where the atmosphere is hardly sensitive to the precise vertical shape (e.g. inversions) of the temperature structure, which suggests that isothermal profiles

| Model                  | Drag timescale | TiO and VO opacities |
|------------------------|----------------|----------------------|
| No drag                | ∞              | ✓                    |
| Weak drag              | $10^3$ s       | ✓                    |
| Strong drag            | $10^4$ s       | ✓                    |
| No drag w/o TiO+VO    | ∞              | ×                    |

where the opacities of TiO and VO are assumed to be zero, both in the GCM and in the post-processing (no drag w/o TiO+VO). Such a model mimics the effects of a “cold trap” (Spiegel et al. 2009; Parmentier et al.; Beatty et al. 2017), where the nightside condensation of TiO and VO leads to cloud particles that settle gravitationally. If the vertical mixing in the atmosphere is not strong enough to carry these particles aloft again, the upper atmosphere will become depleted of TiO and VO, both on the dayside and the nightside of the planet. Normally, TiO and VO are important optical absorbers and act as thermal-inversion agents in the atmospheres of ultra-hot Jupiters (Hubeny et al. 2003, Fortney et al. 2008, Gandhi & Madhusudhan 2019). Hence, the presence of a cold trap should change the radiative feedbacks in the atmosphere, resulting in a different temperature structure and wind profile.

In this work, we do not examine the effects of departures from solar-composition abundances. As will be shown later in this manuscript, our results are mainly driven by asymmetries between the trailing and the leading limb of the planet, and we do not expect these to change substantially as a function of metallicity or C/O ratio. A higher metallicity would shift the whole temperature structure of the atmosphere to lower pressures, while increasing the day-night contrast (Kataria et al. 2015). As for C/O, only Mendonça et al. (2018) studied the effect of the C/O ratio on the atmospheric circulation. We expect that small C/O variations will have a similar impact as changes in the metallicity, because for C/O<1 the only optically important species to become more or less abundant is water (the amount of CO will also change, but is less important to the radiative transfer). To our knowledge, highly non-solar metallicities or C/O ratios larger than unity have not been unambiguously detected in exoplanet atmospheres, so we propose to leave the exploration of this part of parameter space for later work.

3.1.2 A Note on Previous Studies

With regards to previous 3D modelling studies, it should be noted that the majority of recent works (Miller-Ricci Kempton & Rauscher 2012; Zhang et al. 2017; Flowers et al. 2019; Harada et al. 2021; Belz et al. 2021) made use of the GCM from Rauscher & Menou (2012), which employs double-grey radiative transfer. This means that the GCM uses one opacity value $\kappa_{\text{short}}$ for shortwave (optical) radiation and another value $\kappa_{\text{long}}$ for longwave (infrared) radiation – thereby ignoring the more intricate wavelength-dependence of the atmospheric opacities. One of the downsides of this approach is that the model tends to produce isothermal temperature profiles above the photosphere (Parmentier & Guillot 2014), where the atmosphere neither absorbs nor emits a significant amount of radiation. That said, it is hard to judge to what extent high-resolution transmission spectra “suffer” from the double-grey approximation. Kempton et al. (2014) demonstrated for a suite of hot Jupiters that absorption features are hardly sensitive to the precise vertical shape (e.g. inversions) of the temperature structure, which suggests that isothermal profiles...
may not be problematic in transmission\(^3\), as long as longitudinal variations are properly captured.

The SPARC/MITgcm, employed in this work, uses non-grey radiative transfer to evaluate its heating and cooling rates, resulting in quantitatively different temperature structures and perhaps different 3D wind profiles (Showman et al. 2013). However, no detailed comparison between the SPARC/MITgcm and the GCM from Rauscher & Menou (2012) has ever been carried out. Also, there will be more differences between both models besides their radiative-transfer treatment, and this makes it hard to interpret any disagreement between their outputs. For example, Miller-Ricci Kempton & Rauscher (2012) and Showman et al. (2013) both performed simulations of HD 209458b and found different wind speeds in cases where they did not include drag forces. To our knowledge, the precise origin of the discrepancies has never been investigated.

3.2 Mapping GCM Outputs onto a Spherical Grid

The GCM uses pressure as a vertical coordinate. However, in the context of optical depths and transit spectra, we are actually interested in physical distances along the line of sight. Therefore, the GCM atmospheres need to be mapped onto a spherical grid with altitude as a vertical coordinate. Because the atmospheres have a different temperature profile in each atmospheric column (with latitude \(\alpha\) and longitude \(\varphi\)), grid points at the same pressure level \(P\) do not correspond to the same altitude \(z\).

For each latitude and longitude, we calculate the heights associated with the cell centres \(z_i\) and the cell boundaries \(\bar{z}_i\):

\[
\begin{align*}
  z_i & = \bar{z}_i + H \ln \left( \frac{P_i}{\bar{P}_i} \right) \\
  \bar{z}_{i+1} & = \bar{z}_i + H \ln \left( \frac{\bar{P}_i}{\bar{P}_{i+1}} \right)
\end{align*}
\]

In these equations, symbols with bars are defined on the cell boundaries and those without bars in the cell centres, where it holds that \(P_i < \bar{P}_i\). The lower boundary of the bottom cells coincides with the bottom of the atmosphere, such that \(\bar{z}_1 = 0\) and \(\bar{P}_1 = 200\) bar. The scale height follows from \(H = P_i/\rho_i g\), with \(\rho_i\) the local density. The gravity\(^4\) is given by \(g = GM/(R_0 + \bar{z}_i)^2\), with \(M\) the mass of the planet and \(R_0\) its radius at the bottom of the atmosphere. Once the heights of the cell centres are known, we interpolate the GCM output onto a spherical grid with coordinates \((\alpha, \varphi, z)\) and longitude \(\varphi\), where \(\alpha \in [-90^\circ, 90^\circ]\) is the latitude, \(\varphi \in [-180^\circ, 180^\circ]\) is the longitude, and \(z\) is the altitude.

As depicted schematically in Figure 2, the daysides of our models have a substantially larger scale height than the nightsides, owing to the vast temperature difference between both hemispheres. In the strong-drag model, for instance, the atmospheric column that runs from 200 bar to 2 \(\mu\)bar at the substellar point is a factor ~2.3 taller than at the anti-stellar point. Because the spherical grid goes up to the same altitude everywhere, we are forced to extrapolate the nightsides down to lower pressures, such that the atmosphere is specified at each grid point. To this end, we assume that all cells above the GCM boundary (at 2 \(\mu\)bar) have pressures, chemical abundances and wind speeds equal to those in the highest cell below the GCM boundary. Densities follow from \(\rho_1 = P_1/RT_1\), with \(R\) the specific gas constant of the atmosphere. We verified that the precise extrapolation assumptions have little effect on the final cross-correlation signals, since the bulk of the absorption occurs at the higher pressures within the GCM boundary (that is, within our selected wavelength windows — see Section 3.5).

Another point should be made regarding the wind vectors. In the GCM, the components of the wind vectors are defined as being tangent and orthogonal to isobaric surfaces. However, this is no longer the case once the GCM output has been mapped onto \((\alpha, \varphi, z)\) coordinates. Especially in regions where a large temperature gradient occurs (around the terminator), there will be an angle \(\gamma\) between the local isobaric surface and the surface of equal altitude. On numerical grounds, however, we expect the impact of this anomaly to be small in relation to the final cross-correlation signals. That is, for all atmospheres, we find that \(\gamma \leq 20^\circ\) in the cells adjacent to the terminator plane\(^5\). The projection factor associated with this angle is \(\cos(\gamma) \approx 0.94\), which means that the line-of-sight wind speeds may be off by at most \(~6\%\) in those cells. In practice, the absorption always takes place in multiple cells along a transit chord (some further away from the terminator plane), so the overall error in the Doppler shifts due to winds will be smaller than this value.

3.3 Monte-Carlo Radiative Transfer with HIRES-MCRT

In this section, we introduce \textsc{hires-mcrt}, a high-resolution version of the cloudy Monte-Carlo radiative transfer code (\textsc{cmcrt}, Lee et al. 2017, 2019) that uses high-resolution opacity data instead of binned correlated-\(k\) tables. Recently, Lee et al. (2019) performed a series of benchmarking tests, in which the spectra of \textsc{cmcrt} were compared to those of other radiative transfer codes. In Appendix A, we benchmark \textsc{hires-mcrt} against \textsc{chimera} (Line et al. 2013, 2014) in the limit of a 1D, uniform atmosphere.

In general, Monte-Carlo radiative transfer (Hood et al. 2008; Whitney 2011; Steinacker et al. 2013; Stolker et al. 2017; Lee et al. 2017, 2019; Noebauer & Sim 2019) relies on photon packets, which perform a random walk throughout a 3D medium of interest. Every time the packet undergoes an interaction, its attributes (e.g. luminosity, direction, polarisation) are updated, until it escapes from the medium. To avoid over-complicating our model and build physical understanding, we do not consider the effects of multiple-scattering in this study, but we leave them for future work. Effectively, we use \textsc{hires-mcrt} as a randomised transit chord algorithm (Lee et al. 2019), in which the propagation direction of the photon packets does not change after their initialisation. It should be noted that this method is probabilistic and that the spectrum converges to the true solution with an increasing number of photon packets.

As a planet passes in front of its host star, a fraction of the stellar light interacts with the planetary atmosphere, where it falls prey to absorption and scattering. Because the opacity \(\kappa\) of the atmospheric constituents is wavelength-dependent, the apparent radius \(R_p(A)\) of the planet also varies with wavelength. Measuring \(R_p(A)\) at different wavelengths gives rise to the planet’s transmission spectrum, which is commonly expressed as a depth \(\delta(A) = R_p^2(A)/R_0^2\), with \(R_0\) the radius of the host star. To compute \(R_p(A)\), \textsc{hires-mcrt} initialises \(n\) photon packets for every wavelength in the spectral window of interest (\(n = 10^5\) in this work). In case the atmosphere extends from \(R_0\) to \(R_0 + z_{\text{max}}\) (with \(z_{\text{max}}\) the maximum altitude), each photon packet is assigned a random impact parameter \(b \in (R_0, R_0 + z_{\text{max}})\).

\(^3\) The vertical shape of the temperature structure does have a big impact on high-resolution emission spectra. For instance, when the atmosphere is isothermal, the emission spectrum will have no features because the core-to-continuum contrast is zero.

\(^4\) In the GCM, a constant gravity \(g = GM/R_0^2\) is assumed at all pressures.

\(^5\) For the drag-free model without TiO and VO opacities, we find \(\gamma \leq 10^\circ\).
and impact angle $\Theta \in [0, 2\pi)$, in such a way that the atmospheric annulus is uniformly illuminated.

For each photon packet, \texttt{hires-mcrt} evaluates the optical depth $\tau(\lambda, b, \Theta)$ along the corresponding transit chord in a 3D spherical geometry. The optical depth is given by

$$\tau(\lambda, b, \Theta) = \sum_{i=1}^{N_{\text{cells}}} \tilde{k}_i(\lambda, v_{\text{LOS}}) \Delta x_i,$$

where $\tilde{k}_i$ is the opacity (with units cm$^{-1}$) of the $i$-th atmospheric cell and $\Delta x_i$ is the distance the photon packet travels through this cell. Note that in high spectral resolution, the effective opacity depends on both the wavelength of the photon packet and the velocity $v_{\text{LOS}}$ of the medium along the line of sight. $v_{\text{LOS}}$ is nonzero due to (i) atmospheric dynamics (i.e. winds), (ii) the rotation of the planet, (iii) its orbital motion and (iv) the system velocity. In this work, however, we assume that all spectra are shifted to the planetary rest frame, where the contributions from (iii) and (iv) are zero. Given a particular atmospheric cell, the line-of-sight velocity can thus be written as (e.g., Harada et al. 2021)

$$v_{\text{LOS}} = -u \sin(\varphi + \phi) - v \cos(\varphi + \phi) \sin(\alpha) + w \cos(\varphi + \phi) \cos(\alpha) - \Omega(R_0 + z) \sin(\varphi + \phi) \cos(\alpha),$$

where the first three terms represent the contribution from winds and the last term is due to the rotation of the planet. In Equation 3, $(u, v, w)$ is the cell’s wind vector, with $u$ the component in the local west-to-east (zonal) direction, $v$ the component in the local south-to-north (meridional) direction and $w$ the component in the local nadir-to-zenith (vertical) direction. $\alpha \in [-90^\circ, 90^\circ)$, $\varphi \in [-180^\circ, 180^\circ)$ and $z \in [0, z_{\text{max}}]$ denote the latitude, longitude and altitude of the cell, respectively. Furthermore, $\phi \in [-180^\circ, 180^\circ)$ is the orbital phase angle, which is zero at the primary transit and $\pm 180^\circ$ at the secondary eclipse. $\Omega$ denotes the planet’s angular frequency (with units rad/s).

In order for Equation 3 to hold, the planet must be tidally locked, such that the sub-stellar point is always given by $\alpha = \varphi = 0$. Also, we assume that the orbit is viewed exactly edge-on (in reality, WASP-76b has an inclination $i = 88.0 \pm 1.6^\circ$). Because Equation 3 is key to our modelling efforts, a brief derivation is provided in Appendix B, which applies to orbits with arbitrary orientations.

Once the line-of-sight velocity of a cell is known, $\tilde{k}_i$ can be computed by evaluating the opacity function $k_i$ at an effective wavelength $\lambda_{\text{eff}}$ to account for the associated Doppler shift:

$$\tilde{k}_i(\lambda, v_{\text{LOS}}) = k_i(\lambda_{\text{eff}}), \; \text{with} \; \lambda_{\text{eff}} = \lambda \left[ 1 - \frac{v_{\text{LOS}}}{c} \right].$$

From this equation, it follows that $\lambda_{\text{eff}} > \lambda$ when the medium moves towards the observer, which seems counter-intuitive. However, from the perspective of the atmospheric cell, $v_{\text{LOS}} < 0$ means that the star is moving away, so the effective wavelength seen by the medium should be redshifted relative to the wavelength seen by the observer.

Once the optical depth is computed along all $n$ transit chords, the transit radius $R_p(\lambda)$ can be found from

$$R_p^2(\lambda) = R_0^2 + \left( (R_0 + z_{\text{max}})^2 - R_0^2 \right) \left( 1 - e^{-\tau} \right)|_\lambda,$$

where the angle brackets denote an average over all photon packets with wavelength $\lambda$. Alternatively, we can write the above equation in terms of areas:

$$A_p(\lambda) = A_0 + A_{\text{annu}} (1 - e^{-\tau})|_\lambda,$$

with $A_p(\lambda)$ the effective area of the planet, $A_0$ the projected area of the planetary interior and $A_{\text{annu}}$ the area of the atmospheric annulus. From Equation 6, it can be readily seen that $A_p = A_0$ when the atmosphere is transparent ($\tau \to 0$), while $A_p = A_0 + A_{\text{annu}}$ when the atmosphere is completely opaque ($\tau \to \infty$).

### 3.4 Decomposing the Atmosphere into Limb Sectors

Since the final spectrum $A_p(\lambda)$ represents an average over the entire – spatially varying – limb of the planet, it is hard to identify how and to what extent different parts of the atmosphere actually contribute to the overall observable. A way to alleviate this problem is to divide the atmospheric annulus into limb sectors $S_i$ (see Figure 3) and to consider the contributions from each of these sectors separately.

One of the advantages of \texttt{hires-mcrt} is that the code can compute transit spectra for any arbitrary subregion of the atmospheric annulus. These spectra can also be found through Equation 6, with the only addition that the average is taken over the transit chords (or, equivalently, photon packets) that cross the sector:

$$A_{p,i}(\lambda) = A_0 + A_{\text{annu}} (1 - e^{-\tau})|_{\lambda, S_i}$$

Since we multiply the average extinction with the total area $A_{\text{annu}}$ of the atmospheric annulus, $A_{p,i}(\lambda)$ represents the effective planet area that would be observed if the full limb had the same structure, composition and dynamics as sector $S_i$. 

---

**Figure 3.** Schematic view of a planet at three stages during its transit, with the host star shown in the background. The planet’s atmospheric annulus is divided into four limb sectors with equal area: the trailing equator ($S_1$), the trailing pole ($S_2$), the leading pole ($S_3$) and the leading equator ($S_4$). Because of planetary rotation, opacities along the line of sight are Doppler shifted, resulting in a blueshift on the trailing limb ($S_1 + S_2$) and a redshift on the leading limb ($S_3 + S_4$). Effects of winds are not visualised here.
Suppose we now divide the limb into \( N_s \) arbitrary, non-overlapping sectors. In this case, Equation 6 can be written as

\[
A_p(\lambda) = \sum_{i=1}^{N_s} \beta_i \cdot \left( A_0 + A_{\text{annu}} \left( 1 - e^{-\tau} \right) \right) \left( S_i \right) = \sum_{i=1}^{N_s} \beta_i \cdot A_p(i) \tag{8}
\]

with \( \beta_i \) the fractional area of sector \( S_i \), such that \( \sum \beta_i = 1 \). This result demonstrates that the spectrum of the full limb is a weighted sum of the spectra of the individual sectors. Furthermore, when all limb sectors have the same area (as in Figure 3), we find that

\[
A_p(\lambda) = \left( A_p(i) \right), \tag{9}
\]

where the angle brackets denote an average over all limb sectors.

3.5 Modelling the Transit of WASP-76b

We use HIRES-MCRT to compute self-consistent transmission spectra of the four WASP-76b models (see Section 3.1) at 37 orbital phases during the transit. Once mapped onto the spherical grid, the atmospheres have a radius \( R = R_0 + z_{\max} \approx 2.2R_{\text{Jup}} \), with the 1-bar surface situated between 1.8 and 1.9 \( R_{\text{Jup}} \). Additionally, the semi-major axis of the planet’s orbit is 0.033 AU. Combined with the radius of the host star, \( R_\star = 1.73R_\odot \), this means that the ingress starts at \( \phi \approx -15.6^\circ \) (first contact) and ends at \( \phi \approx -12.1^\circ \) (second contact). Hence, assuming that the system is viewed exactly edge-on, the full transit subtends \( \sim 31^\circ \). Since WASP-76b is tidally locked, this is also the angle by which the atmosphere rotates during the observation. In the ingress and the egress phase, we only illuminate those regions of the atmospheric annulus that are blocking the star.

Transmission spectra are computed in two narrow windows (364.5–367.6 nm and 378.5–381.7 nm) at \( R = 500,000 \), which contain 3617 and 4210 wavelength points, respectively. The cross sections of Fe i in these two windows are plotted in Figure 4. In the first wavelength window, the opacity is mainly comprised of weak lines that show a considerable temperature-dependence. On the other hand, the second window includes a number of strong lines with broad wings and a fairly constant strength. Because we do not suffer from physical noise in our model, we can afford to limit our study to only a couple of thousand wavelength points for the sake of computational feasibility. In reality, observations require a much larger set of absorption lines to achieve a sufficiently strong signal. This is because the planetary spectrum is typically buried in (stellar) noise.

In HIRES-MCRT, we account for the cross-sections of Fe i (Kurucz & Bell 1995), Na (Allard et al. 2003), K (Allard et al. 2016), VO, TiO, and opacities due to bound-free and free-free transitions associated with H+ (John 1988). The absorption cross-sections of the metal oxides, TiO and VO, are from the EXOPLINES database (Gharib-Nezhad et al. 2021a) and were generated by Gharib-Nezhad et al. (2021b), using line lists including ExoMol (Tennyson et al. 2020) and MoLLIST (Bernath 2020).

The rationale behind modelling spectra in two wavelength windows is the fact that lines of different strength probe the atmosphere at different depths. Hence, spectra in different wavelength windows may be sensitive wind speeds in different regions of the atmosphere. To verify that our simulations are more or less representative of the entire wavelength range spanned by the observations (Ehrenreich et al. 2020; Kesseli & Snellen 2021), we computed the CCFs for both windows separately and compared the resulting signals. In spite of some numerical discrepancies, the same trends could be recovered, suggesting that our analysis is at least qualitatively robust. Furthermore, all CCF maps shown in this work (see Sections 5 and 6) are obtained by adding the maps of both wavelength windows together – analogous to combining the signals from different spectral orders in real observations (e.g., Nugroho et al. 2021).

We note that the opacities of TiO and VO become stronger with increasing wavelength throughout the ESPRESSO and HARPS orders. Hence, if TiO and VO are present in the (observable) atmosphere, the weak iron lines towards the redder end of the spectrum may have reduced amplitudes, which causes the observed CCF signal to be more sensitive to the iron lines in the blue part of the spectrum (simulated in this work). Spectra of an atmosphere without TiO and VO do not suffer from this muting effect and may thus contain more weak iron lines at longer wavelengths. We recognise that the models presented in this work do not account for differences in muting or aliasing between models with and without TiO/VO, and this requires more attention in future studies.

\[\text{Link to EXOPLINES opacity data}\]
3.6 Computing Cross-Correlation Maps

Once all transmission spectra have been obtained, a 2D cross-correlation map CCF(φ, v) can be computed for each atmospheric model. The cross-correlation of a spectrum $\tilde{x}(\phi)$ with a template $T(v)$ is defined as the inner product of the two:

$$\text{CCF}(\phi, v) = \sum_{j=1}^{N_D} x_j(\phi) T_j(v),$$

(10)

where the sum is performed over all $N_D$ wavelength points. $\phi$ denotes the orbital phase associated with the spectrum, while $v$ is the velocity (RV) by which the template is shifted. In what follows, we will drop the dependencies on $\phi$ and $v$ for notational convenience. To compute cross-correlation maps of the simulated observations, we use the spectrum of the static7 atmosphere at mid-transit as our template $\tilde{T}$. Prior to multiplying the template with the spectra at each of the 37 orbital phases, we subtract its mean such that

$$\sum_{j=1}^{N_D} T_j = 0.$$  

(11)

As a result, the template is not sensitive to (constant) offsets in the spectrum, but only to the strength of the spectral features relative to a horizontal baseline. That is,

$$\text{CCF} = \sum_{j=1}^{N_D} (x_j + c) T_j = \sum_{j=1}^{N_D} x_j T_j + c \sum_{j=1}^{N_D} T_j = \sum_{j=1}^{N_D} x_j T_j,$$

(12)

with $c$ a constant.

Furthermore, because cross-correlation is a linear operation, we can express the CCF map of the full atmospheric limb as the average of the CCF maps associated with the individual limb sectors $S_l$. Since the transit depth is proportional to the effective area of the planet, we can substitute Equation 8 into Equation 10 to obtain

$$\text{CCF} = \sum_{j=1}^{N_D} \left( \sum_{i=1}^{N_s} \beta_i x_{i,j} \right) T_j,$$

(13)

with $x_{i,j}$ the spectral value of sector $S_l$ at wavelength $j$. Rearranging gives

$$\text{CCF} = \sum_{i=1}^{N_s} \left( \sum_{j=1}^{N_D} \beta_i \cdot x_{i,j} T_j \right) = \sum_{i=1}^{N_s} \beta_i \cdot \text{CCF}_i,$$

(14)

with $\text{CCF}_i$ the cross-correlation that is obtained when multiplying the spectrum of sector $S_l$ with the template. By analogy with Equation 9, it holds that

$$\text{CCF} = \left( \text{CCF}_i \right),$$

(15)

when all sectors have the same area, as is the case in this work. Equation 15 is an important result, because it allows us to decompose the CCF map of the atmosphere into multiple contributions that are easier to interpret than the signal of the full limb. The total CCF is simply proportional to the sum of these contributions.

We remind the reader that Equation 10 is not a unique definition of the CCF. Another frequently used expression is the Pearson correlation coefficient, where the inner product from Equation 10 is normalised by the square root of the product of the spectrum and template variances (see Appendix B in Hoeijmakers et al. 2019 for further details). In this work, we do not use the Pearson correlation coefficient because it does not satisfy Equation 14. This is because different sectors may have spectra with a different mean value, such that the associated normalisation factor changes for every sector, and may not be equal to that of the total CCF. Also, we want to keep track of variations in the signal strength across the transit, and this information would be lost if we used the Pearson correlation coefficient.

3.7 Computing $K_p$–$V_{sys}$ Maps

To produce the CCF maps discussed in the previous paragraph, we multiply the planet spectra $\tilde{x}(\phi)$ at different orbital phases with a template $\tilde{T}(v)$ shifted by many different velocities. For a planet with a circular orbit, there exists a simple relationship between its radial velocity $v$ and its orbital phase angle $\phi \in [-180\degree, 180\degree])$:

$$v = V_{sys} + K_p \sin(\phi),$$

(16)

with $V_{sys}$ the system velocity and $K_p$ the velocity semi-amplitude. Through this equation, it is also possible to express the cross-correlation as a function of $K_p$ and $V_{sys}$. That is, CCF = CCF($K_p$, $V_{sys}$, $\phi$). In practice, the cross-correlation is always a discrete function, so it can be represented by a cube of numbers CCF$_{j,k,l}$, where $j$, $k$ and $l$ denote the $K_p$, $V_{sys}$ and $\phi$ axes, respectively.

In order to combine the spectra from all orbital phases, and obtain a single signal-to-noise ratio (SNR) for the entire observation, one typically co-adds the CCF values along the phase axis:

$$\text{SNR}(K_p, V_{sys}) \equiv \sum_{i=1}^{N_t} a \left( \text{CCF}_{i,k,l} - b \right),$$

(17)

with $a$ a scaling factor and $b$ a baseline (Hoeijmakers et al. 2015; Cabot et al. 2020). In the absence of atmospheric dynamics and planetary rotation, the SNR must acquire a maximum at the true $(K_p, V_{sys})$ values of the planet, when all CCF peaks in the data cube align. The value of this maximum is the SNR associated with the detection of the species whose absorption lines were included in the template. It should be stressed that the SNR is a time-averaged quantity, because we co-add the CCF values from different orbital phases.

As with the CCF, we can also express the SNR in terms of limb sectors. Plugging Equation 14 into Equation 17 yields

$$\text{SNR} = \sum_{i=1}^{N_t} a \left( \sum_{j=1}^{N_D} \beta_i \cdot \text{CCF}_{i,k,l} - b \right),$$

(18)

$$= \sum_{i=1}^{N_t} a \sum_{j=1}^{N_D} \beta_i \left( \text{CCF}_{i,k,l} - b \right),$$

$$= \sum_{i=1}^{N_t} \beta_i \sum_{j=1}^{N_D} a \left( \text{CCF}_{i,k,l} - b \right) = \sum_{i=1}^{N_t} \beta_i \cdot \text{SNR}_i,$$

where we dropped the dependencies on $K_p$ and $V_{sys}$. Furthermore, $\text{SNR}_i$ is the signal-to-noise ratio associated with sector $S_l$. Note that

In static models, we set $v_{los} = 0$ km/s in all cells.
equation 18 only holds when the same values of $a$ and $b$ are used for every sector. Furthermore, when all limb sectors have the same area, we find that

$$\text{SNR} = \left\{ \text{SNR} \right\}. \quad (19)$$

In this work, we calculate the $K_p-V_{\text{sys}}$ maps based on the 29 in-transit spectra, so we ignore the ingress and egress phase. This prevents us from having to deal with limb sectors that are only partially illuminated by the star, which complicates the treatment.

4 GCM STRUCTURES AND TRANSMISSION SPECTRA

4.1 Four Atmospheric Models of WASP-76b

Figure 5 shows the temperatures and iron abundances in the equatorial plane of the WASP-76b models obtained from the GCM. As mentioned previously, the dayside is substantially more extended than the nightside, due to the large temperature contrast between both hemispheres. It can be seen that the nightside of the drag-free atmospheres is slightly warmer (especially between 10 and 0.1 bar) compared to the models with drag, owing to more efficient heat redistribution. Furthermore, the dayside of the first three models features a strong thermal inversion between 0.1 and $10^{-3}$ bar, where the temperature increases with altitude. The plots also reveal a hotspot shift, a displacement of the hottest region away from the sub-stellar point. In the drag-free scenarios, the atmospheric layers between 0.1 and $10^{-3}$ bar are hotter to the east of the sub-stellar point than to the west. However, as the drag timescale becomes shorter, the hotspot shift diminishes – a result that is in agreement with the literature (Showman & Polvani 2011, Parmentier & Crossfield 2018, Tan & Komacek 2019).

Because the drag-free model without TiO and VO opacities lacks important optical absorbers, its temperature structure is qualitatively different from that of the other models. In particular, its hotspot offset extends to much lower pressures ~$10^{-4}$ bar, resulting in a larger asymmetry between the trailing and leading limb of the planet. As shown in the right panels of Figure 5, the day-night transition to smaller scale heights appears to be more gradual on the leading limb than on the trailing limb. The atmosphere also has a steep thermal inversion on its dayside, but it occurs higher up in the atmosphere compared to the other models, at pressures below $10^{-3}$ bar. This inversion is likely due to sodium absorption in the upper atmosphere.

As far as chemistry is concerned, the bottom panels in Figure 5 illustrate that iron is more or less uniformly distributed over the dayside of the WASP-76b models. On the cooler nightside, however, the upper regions of the atmosphere are (almost) fully depleted of iron as a result of condensation. As discussed in Section 3.1, the GCM accounts for condensation through rainout.

Figures 6 and 7 show the line-of-sight velocities of the atmospheres in the equatorial plane and the terminator plane, respectively. We distinguish between the line-of-sight velocities due to winds only (top rows) and those due to the combined effect of winds and rotation (bottom rows). A number of things can be pointed out. Firstly, the models without drag develop an eastward equatorial jet. As a consequence, the associated line-of-sight velocities are negative on the trailing limb and positive on the leading limb (Figure 6). Away from the equatorial plane, however, the terminator is predominantly blueshifted due to the prevalence of day-to-night winds (Figure 7). When drag forces are introduced, the full terminator appears blueshifted, because jet formation around the equator is inhibited. Also, the shorter the drag timescale becomes, the lower resulting the wind speeds.

When planetary rotation enters the equation, the atmosphere’s trailing limb (which rotates towards the observer) picks up an additional blueshift, while the leading limb (which rotates away from the observer) acquires a redshift. It should be noted that the contribution from rotation to the line-of-sight velocities is greatest in the equatorial regions, which lie furthest away from the rotation axis. Around
Figure 6. **Top row:** Line-of-sight velocities due to winds in the equatorial plane of the four GCM atmospheres listed in Table 1. A redshift (blueshift) indicates that the winds are blowing away from (towards) the observer. The maps are plotted as a function of spatial coordinate, with the dashed lines denoting isobars of $10^1$, $10^{-1}$, $10^{-3}$ and $10^{-5}$ bar, respectively. The solid black contour marks the GCM boundary at 2 $\mu$bar. **Bottom row:** The same plots, but with the contribution from planetary rotation added.

Figure 7. **Top row:** Line-of-sight velocities due to winds in the terminator plane of the of the four GCM atmospheres listed in Table 1. A redshift (blueshift) indicates that the winds are blowing away from (towards) the observer. Dashed lines denote isobars, similar to Figures 5 and 6. **Bottom row:** The same plots, but with the contribution from planetary rotation added. Again, note that the overall extent of the atmospheres has been exaggerated for visualisation purposes.

the equator, the rotational velocity of WASP-76b is $\pm 5.3$ km/s. At the poles, the contribution is zero.

To provide further insight into the structure of the atmospheres, we present four more figures like Figure 7 in Appendix C, where we show the interplay between chemistry, temperature and wind speed in the limb plane of the planet (perpendicular to the line of sight). Additionally, we show how the limb plane changes between ingress, mid-transit and egress, to illustrate the effects of planetary rotation.

4.2 Transmission Spectra

Figure 8 shows a number spectra computed with HIRES-MCRT (for the drag-free and weak-drag atmospheres), in a small section of the first wavelength window. We distinguish between spectra that only include Doppler shifts due to winds (first three terms in Equation 3), and spectra including the effects of both winds and planetary rotation (all terms in Equation 3). A number of things can be pointed out. Firstly, all spectra are blueshifted by several km/s compared to the spectrum...
of the static atmosphere (with $v_{\text{los}} = 0$ km/s everywhere). Also, the absorption lines in the wind-only spectra are slightly broadened due to a dispersion in the (line-of-sight) wind speeds across the atmospheric limb. Planetary rotation further broadens the absorption features, as opposite redshift and blueshift contributions tend to pull the lines apart. Finally, Figure 8 demonstrates that the spectra at $\phi = -10.5^\circ$ are different from those at $\phi = +10.5^\circ$. The shapes, positions and depths of the lines change during the transit, and this is a direct effect of the 3D geometry of the observation – different parts of the atmosphere are probed at different orbital phases, resulting in a time-dependent signal.

5 CCF MAPS OF THE WEAK-DRAG MODEL

Since Ehrenreich et al. (2020) suggested that the atmosphere of WASP-76b only features day-to-night winds (and no equatorial jet), we start by examining the CCF maps of our weak-drag model, with $\tau_{\text{drag}} = 10^5$ s. In this section, we aim to interpret the structure of the maps and characterise the behaviour of the signals arising from different limb sectors.

5.1 Weak Drag: the Nominal Model

The top row of Figure 9 displays the CCF maps obtained for the weak-drag model of WASP-76b, where we account for Doppler shifts due to winds and planetary rotation. The top-right panel shows the signal corresponding to the full limb (observable in reality). Its maximum shifts from $-1$ km/s at the end of ingress to $-5.5$ km/s at the start of egress. In addition to the location of the CCF peak, the full width at half maximum (FWHM) and the normalised peak height (signal strength) also change over time, as illustrated in the bottom panels of Figure 9. It should be noted that these quantities were computed after the subtraction of single baseline value from the entire CCF map.

It is no surprise that the planet’s cross-correlation map is time-dependent. Because the planet rotates by $\sim 30$ degrees during its transit, the observation really probes different parts of the atmosphere at different orbital phases – especially around the equator. Furthermore, the polar regions, which are situated close to the rotation axis, are probed under different angles over time. This means we can expect the observation to be sensitive to spatial variations in the planet’s temperature and abundance maps, as well as to the magnitude and orientation of the wind profile.

To better understand the structure of the CCF map associated with the full limb, we consider the CCF maps arising from each of the four limb sectors depicted in Figure 3 – the trailing equator, the trailing pole, the leading pole and the leading equator. As demonstrated in Section 3.6, the CCF map of the full limb is simply the average of the (less complicated) CCF maps of the individual sectors. Hence, Figure 9 allows us to interpret the different contributions to the overall signal separately, and link them to specific regions in the atmosphere.

The first thing to note is that each of the limb sectors has a different RV offset from the planetary rest frame. Moving from the left to the right panel in the first row of Figure 9, one can see that the RV of the sectors becomes less negative. This trend is a direct effect of planetary rotation, which induces a blueshift on the trailing limb and a redshift on the leading limb. Also, the further away a sector from the rotation axis, the larger the magnitude of the Doppler shift associated with rotation. Besides rotation, day-to-night winds also contribute to the RV offset, which is why all sectors are blueshifted.

The slopes in the RV signals of the sectors are due to the planet’s wind profile. On the trailing limb, the signal becomes marginally more redshifted with time, while the other sectors show an increasing blueshift with time. Around the poles, where roughly the same regions are probed during the transit, we are likely witnessing a projection effect. This is illustrated in Figure 10. As the planet rotates between ingress and egress, the angle between the polar wind vectors and the line of sight becomes smaller, resulting in a more negative line-of-sight velocity with orbital phase. Near the equator,
Maps of the Weak-Drag Models (Sections 5.1 and 5.2)

Figure 9. Top four rows: CCF maps of four atmospheres, all based on the weak-drag model from the GCM. The “nominal” model (top row) is the weak-drag model with Doppler shifts due to winds and rotation. The other atmospheres were obtained by making simple, ad hoc changes to the structure of the weak-drag model (see text). The first four columns pertain to the different limb sectors of the atmospheric annulus (see Figure 3), while the right column shows the CCF maps of the full limb, normalised such that their maximum value is unity. Red and dark blue curves indicate the maxima of each map as a function of orbital phase. The horizontal dotted lines mark the end of the ingress and the start of the egress, respectively. Bottom-left panel: FWHM of the CCF maps of the full limb as a function of orbital phase. Bottom-right panel: Maxima of the CCF maps of the full limb as a function of orbital phase.

Figure 10. Wind profiles (at $P = 0.15$ mbar) of the four GCM models from Table 1, projected onto their northern hemisphere. We are looking down onto the planet from a point above its north pole. Each of the profiles is normalised to its own maximum. The darker the colour of the vectors, the higher the associated windspeed. The green circles denote 0 and 45 degrees latitude. The solid lines represent the planet’s limb plane at ingress (red), mid-transit (yellow) and egress (blue), respectively. The plots demonstrate that the angle between the polar wind vectors and the line of sight (coloured arrow perpendicular to the limb plane) becomes smaller as the planet rotates from ingress to egress.
atmospheric regions move into and out of view more quickly, so the observation could actually probe different wind speeds there.

Besides the slopes and offsets of the RV shifts, the signal strengths also change in every sector – most noticeably around the equator. On the trailing equator, for instance, the CCF peak height increases during the transit. Figure 2 illustrates why such behaviour is inherent to the atmospheres of ultra-hot Jupiters. Just after the ingress, when stellar light first crosses the trailing equator of the planet, the observation probes a relatively large part of the nightside (top left panel in Figure 2). Yet, as the transit progresses, a larger part of the day-side rotates into view and the absorption takes place in progressively hotter regions. This has two consequences for the spectrum of the trailing equator, as demonstrated in Figure 11: (i) the baseline moves up as the dayside is more puffy, and (ii) the absorption lines become stronger relative to the baseline. The reason for these stronger absorption lines is again twofold. Firstly, the weak iron lines become stronger with increasing temperature (see Figure 4). Secondly, the scale height is larger in the hotter parts of the atmosphere, which results in bigger transit-depth variations with wavelength. In addition, the strong iron lines (one of which is shown in Figure 11) acquire broader wings. Because the CCF is sensitive to line strength, its value must increase during the transit. The exact opposite occurs on the leading equator, which initially comprises a substantial part of the hot dayside. However, over the course of time, the nightside rotates into view and the absorption takes place in cooler regions with a smaller scale height. Similar effects occur around the poles, but the variations are less extreme, as the sectors are closer to the planet’s rotation axis.

5.2 Weak Drag: Variations on the Nominal Model

To further assess the impact of different atmospheric components, we apply simple modifications to the weak-drag model (i.e. the “nominal” model in Figure 9) to see how the CCF maps of the planet change as a result of these modifications.

In the second row of Figure 9, we set all winds to zero, such that the only contribution to the Doppler shift comes from planetary rotation. The RV shifts of the individual sectors are constant during the transit (excluding ingress and egress), but the heights of the CCF peaks still change over time. This proves that the varying signal strength is not an effect of atmospheric dynamics. As a result of the constant RV shifts in every sector, the CCF map of the full limb clearly features two modes. Both modes compete for the global maximum, which initially lies at positive RV. Halfway through the transit, however, it jumps to negative RV, owing to the fact that the signal strengths of the sectors change over time.

In the fourth row of Figure 9, we set $T = 2300$ K in all cells and we use constant abundances throughout the entire atmosphere, again with $\log(\text{VMR}) = -4.3$ for iron. As in the third row, we only consider Doppler shifts due to rotation when simulating the transit spectra. The uniform-temperature model does not exhibit any longitudinal variations and so the CCF peak heights of the individual sectors remain constant during the transit. In conjunction with the other plots in Figure 9, this result proves that the observed changes in the signal strengths of the sectors are due to the 3D temperature structure of the atmosphere. Because the signal strengths of the uniform-temperature model remain constant, the global maximum in the CCF map of the full limb does not make a jump around mid-transit.

5.3 Nightside Condensation of Iron in the Atmosphere of WASP-76b?

The match between our nominal model from Figure 9 and the observations by Ehrenreich et al. (2020) and Kesseli & Snellen (2021) is not perfect yet. In the first half of the transit, the observed iron signals (see Figure 1) blueshift a lot faster than the signal that results from our weak-drag atmosphere. As suggested by Ehrenreich et al. (2020), this discrepancy could be due to the fact that iron is in reality absent on the leading limb of WASP-76b. In what follows, our goal is (i) to check whether removing iron from the leading limb indeed results in a better match between the model and the data, and (ii) to explore whether the signal can be reproduced in any alternative way.

To this end, we again apply a number of ad hoc modifications to the weak-drag model, which are summarised in Figure 12.

To test the hypothesis from Ehrenreich et al. (2020), we take the nominal model from Figure 9 and we remove gaseous iron from all atmospheric cells with longitudes $8^\circ - 180^\circ < \varphi < -58^\circ$ and pressures $P < 0.01$ bar. The resulting CCF maps are shown in the second row of Figure 13 (modification 1). Modulo a small offset, the CCF map of the full limb provides a very good qualitative fit to the observed iron signal. Both RV curves exhibit a steep slope in the first half of the transit.

An upper limit $\varphi = -58^\circ$ was found to give the best match to the data after some trial and error.
In the fifth row of Figure 13 (modification 4), we take our ap-
proach one step further. Instead of setting the temperatures on the
leading limb equal to those on the nightside, we assume a constant
atmosphere temperature of 1800 K, such that gaseous iron could in reality persist
in this region. As shown in the right panel in Figure 12, this also
means that the leading limb is getting a larger scale height compared to the previous two models, such that its contribution to the total
CCF will increase. As a result of these changes, the RV signal of the full limb loses its kink and the fit to the Ehrenreich et al. (2020)
data becomes qualitatively worse. That said, the model still provides
an insightful demonstration of the effect of temperature on the signal strength. Even though the trailing and leading equator have the
same iron abundances, the signal of the latter remains much weaker
because of its lower temperature.

The bottom-left panel in Figure 13 shows the FWHM of the CCF
maps of the full limb for the different modifications, as well as the nominal weak-drag model. The measurements from Ehrenreich et al. (2020) are plotted in the background. The data points come in two shades of grey, corresponding to different transit observations. Whereas the nominal model fails to match the data, the FWHM of the modified CCF maps seems to agree much better with the observations. In particular, the modified models correctly capture the decrease in the FWHM over time, from ~15 km/s at ingress to
~10 km/s at egress. In terms of signal strength (bottom-right panel in Figure 13), the modified models also outperform the nominal weak-drag model. Their signal strength after ingress is ~75% of their signal strength before egress. This trend roughly matches the data, although the observations seem to suggest an even bigger change over time.

6 CCF MAPS OF ALL GCM ATMOSPHERES

6.1 Nominal Models

Figure 14 displays the CCF maps associated with all GCM models introduced in Section 3.1. The maps of the weak-drag model, which
were discussed in Section 5.1, can be found in the second row. Figure 14 illustrates that the drag timescale $\tau_{\text{drag}}$ of the atmosphere can have
a large effect on cross-correlation signal of the full limb – even though the changes to signals of the individual sectors may appear subtle.

The first row of Figure 14 shows the CCF maps of the GCM model without drag ($\tau_{\text{drag}} \rightarrow \infty$). When drag forces are absent, the
atmosphere develops a super-rotating jet around the equator. The jet points towards the observer on the trailing limb and away from
the observer on the leading limb of the planet. Compared to the weak-drag model, the RV signal of the trailing equator is further blueshifted by ~1.5 km/s in the drag-free case. The RV signal of the leading equator has a steeper slope and is more redshifted. Also, its lower peak values are likely due to Doppler broadening, caused by a larger variance of the line-of-sight velocities within the sector.
Mimicking the WASP-76b Iron Signal (Section 5.3)

![Figure 13](image)

**Figure 13.** Same as Figure 9, but now the nominal model was changed in such a way that the CCF map of the full limb resembles the WASP-76b signal as observed by Ehrenreich et al. (2020). In the panels in the right column, the white curve shows the peak position of the CCF that was obtained from VLT/ESPRESSO data, while the grey dashed lines indicate the corresponding FWHM. In the bottom panels, the FWHM and the signal strength of the models are plotted, along with data points from Ehrenreich et al. (2020).

As a result of these changes, the RV signal of the full limb has a somewhat steeper slope compared to the weak-drag model. Nonetheless, it is questionable to what degree observations can really differentiate between both atmospheres – that is, between a jet and a no-jet scenario.

The third row of Figure 14 shows the CCF maps of the GCM model with strong drag ($\tau_{\text{drag}} = 10^4$ s). The shorter the drag timescale of the atmosphere, the further winds are slowed down. This effect is clearly visible on the trailing and leading equator, where the RV signals appear more redshifted compared to the weak-drag model. Reminiscent of the atmosphere in which the winds were set to zero (third row in Figure 9), the CCF map of the full limb again features two modes. In the second half of the transit, the global maximum jumps from the marginally redshifted to the blueshifted mode.

The fourth row of Figure 14 shows what happens to the CCF maps of the drag-free atmosphere when the opacities of TiO and VO are set to zero, both in the GCM and in *hires-mcrt*. As discussed in Section 3.1, this alters the radiation feedbacks in the GCM, and thereby the atmosphere’s temperature structure and wind profile (see Figures 5–7). The CCF maps illustrate that the day-to-night winds in the drag-free atmosphere become stronger upon the removal of TiO and VO, because the RV signals shift to the left in every sec-
tor. Also, it is striking to see that the signals of the polar sectors and the leading equator become a lot weaker compared to the other models. Consequently, the strongly blueshifted signal of the trailing equator dominates in the second half of the observation, such that the global maximum in the CCF map of the full limb jumps to \(-12\) km/s around mid-transit. Considering all four GCM atmospheres, the model without TiO and VO provides the best fit to the iron signal of WASP-76b (ignoring the modified atmospheres presented in Section 5.3). Although it does not manage to reproduce the kink in the RV signal, it does seem to give rise to the correct amount of blueshift. In the other GCM models, the blueshift is clearly too small, because the signal from the leading sectors does not fade quickly enough. Nonetheless, it remains an open question to what extent the absence of TiO and VO is a “competitive” explanation for the iron signal of WASP-76b. Recently, Edwards et al. (2020) claimed evidence for significant abundances of TiO and VO in the planet’s atmosphere, based on low-resolution emission spectra obtained with Hubble/WFC3. On the other hand, transmission spectra taken with the same instrument did not show a clear sign of either species.

With regards to Figure 14 as a whole, it is important to note that the RV signals of the individual limb sectors show a number of general trends across the four atmospheric models – even though the CCF maps of the full limb may exhibit big differences. Firstly, all signals can be described by a straight line with a particular slope and offset. Also, the slopes have the same sign in each of the atmospheric scenarios. Furthermore, the signal strength of the trailing sectors always increases during the transit, while the strength of the leading sectors decreases over time. The rate of change is biggest in the equatorial regions, where cells move into (and out of) view the quickest. In other words, there is a correlation between a sector’s rotational velocity and the change observed in the local temperature structure.

In the light of these general trends, it may be possible to parametrise the sector signals, and to retrieve them from the CCF map of the full limb using an inverse-modelling technique. Although the feasibility of this method needs to be investigated, it could offer a unique way to extract spatial information from a planet’s CCF map. Of course, success will also depend on the quality of the data (compare both panels in Figure 1), but with a new generation telescopes...
Removing Iron from all GCM Models (Section 6.2)

| Trailing equator | Trailing pole | Leading pole | Leading equator | Full limb (observable) |
|------------------|--------------|--------------|-----------------|------------------------|
|                  |              |              |                 |                        |
|                  |              |              |                 |                        |
|                  |              |              |                 |                        |
|                  |              |              |                 |                        |

**Figure 15.** Same as Figures 9, 13 and 14, but now for the four different GCM models with iron removed from the leading limb. All maps account for Doppler shifts due to atmospheric dynamics and planetary rotation.

and high-resolution instruments coming up (e.g. VLT/CRIRES+ and E-ELT/HIRES), future observations have the power to reveal unprecedented amounts of information.

### 6.2 Removing Iron from the Leading Limb

By analogy with the approach in Section 5.3, we now remove iron from the leading limb of the GCM atmospheres from Figure 14 (again up to $\varphi = -58^\circ$) to investigate how the structure of their RV signal changes. The results are presented in Figure 15, where the second row pertains to the weak-drag model discussed previously.

The first row of Figure 15 shows the CCF maps of the drag-free model with iron removed from the leading limb. As far as the cross-correlations of the individual sectors are concerned, they appear very similar to those of the weak-drag model. However, the RV signals associated with the full limb show a clear discrepancy. Whereas the signal of the weak-drag model features a kink that is characteristic for the Ehrenreich et al. (2020) data, the RV slope of the drag-free model is more or less constant. A likely explanation for this is that the trailing equator of the drag-free model has a weaker signal compared to the weak-drag model, such that the impact of the trailing limb on the total average is smaller.

The third row of Figure 15 shows the CCF maps associated with the strong-drag atmosphere. In comparison to the weak-drag model, the CCF map of the full limb provides a worse qualitative fit to the observed WASP-76b iron signal. The RV signal acquires an L-shape, because the signals of the trailing sectors lie relatively close together. As a result, they start to dominate the full-limb average early on, especially while the signals from the leading sectors are fading away.

The fourth row of Figure 15 shows the CCF maps of the drag-free model without TiO and VO opacities. The signal of the trailing limb is stronger than that of the other sectors and because the leading limb is depleted of iron, the RV signal of the full limb jumps to $-12$ km/s after a third of the transit. In terms of overall blueshift, the CCF map provides a good fit to the observed WASP-76b iron signal. However, in terms of the shape of the RV signal, the fit is worse, because it features a jump rather than a kink.
7 KP–V_SYS MAPS OF ALL GCM ATMOSPHERES

7.1 Nominal Models

Figure 16 shows the $K_p$–$V_{sys}$ maps obtained for the four GCM models, whose CCF maps are displayed in Figure 14. In this case, we only used the spectra from wavelength window 1 in Figure 4, but we verified that the $K_p$–$V_{sys}$ maps associated with window 2 are similar. Because we performed all simulations in the planetary rest frame, one would naively expect the SNR to peak at $(\Delta V_{sys}, \Delta K_p) = (0,0)$ km/s. However, as the planet spectra are Doppler-shifted by winds and rotation, they may actually emulate the signal from a planet with a static atmosphere, but a nonzero system velocity and velocity semi-amplitude. As a consequence, the corresponding SNR maximum is displaced from $(0, 0)$ km/s. In general, the value of $\Delta V_{sys}$ is set by the offset of the RV signal in the cross-correlation map, while its slope determines the value of $\Delta K_p$.

The first four columns of Figure 16 show the $K_p$–$V_{sys}$ maps associated with the individual limb sectors. The SNR was computed from Equation 17, with $a = 1$ and $b = 0$, to allow for a comparison between the contributions from each of the sectors. The panels in the right column display the $K_p$–$V_{sys}$ maps of the full limb, with $a$ and $b$ chosen such that the SNR ranges from zero to unity in each map.

Figure 16 illustrates that all limb sectors have a single SNR maximum, regardless of the atmospheric scenario. This is because one can fit a straight line with a well-defined slope and offset to the RV signals of the limb sectors in Figure 14. In accordance with the CCF maps, the SNR maxima of the trailing equator are most blueshifted (most negative $\Delta V_{sys}$), while the SNR maxima of the leading sectors are situated near $\Delta V_{sys} = 0$ km/s. Because the RV signals of the limb sectors only shift a couple of km/s during the transit, all SNR maxima lie close to $\Delta K_p = 0$ km/s.

The $K_p$–$V_{sys}$ maps of the full limb are not necessarily single-peaked. Whereas the RV signals of the drag-free and the weak-drag model can be matched by a straight line (Figure 14), the strong-drag model and the drag-free model without TiO and VO yield CCF maps with a more complicated structure. Their RV signals do not have a unique slope and offset, which leads to multiple maxima in $K_p$–$V_{sys}$ space. Remarkably, this kind of behaviour was recently reported by Nugroho et al. (2020), who found a “double-peak” feature in the Fe i signal of MASCARA-2b/KELT-20b. After a thorough investigation into its origin, they suggested it may be a product of atmospheric dynamics. Also, Nugroho et al. (2020) were able to generate a $K_p$–$V_{sys}$ map with multiple peaks from a fabricated CCF.
map that contained two separate trails – potentially analogous to separate contributions from a trailing and a leading limb.

Figure 16 demonstrates that the locations of the SNR maxima of the full limb do not necessarily coincide with those of the individual limb sectors, as the sectors contribute only partially to the total signal. The map of the weak-drag model, for instance, looks diamond-shaped and features a local maximum at \((-2, -28)\) km/s. The \(K_p-V_{sys}\) map of the drag-free model without TiO and VO opacities acquires its highest value at \((-7, -30)\) km/s. These results show how relatively small RV shifts in a CCF map can lead to \(\Delta K_p\) offsets of tens of km/s. When the RV signal features a jump, the best-fitting straight line automatically gets a steeper slope, associated with a large \(\Delta K_p\) value.

7.2 Removing Iron from the Leading Limb

Figure 17 shows what happens to the \(K_p-V_{sys}\) maps when iron is removed from the leading limb of the GCM atmospheres, just like in Sections 5.3 (modification 1) and 6.2. Because the contributions from the leading pole and leading equator fade, the SNR landscape is dominated by the trailing sectors. For the drag-free and the weak-drag model, this means that the SNR maxima of the full limb show further blueshift, away from \((0,0)\) km/s. Moreover, the signal of the strong-drag model loses its diamond shape, because the redshift contribution from the leading equator is now zero. In this respect, a diamond-shaped \(K_p-V_{sys}\) map could indicate a lack of asymmetry between the trailing and the leading limb of a planet, although this needs to be verified more thoroughly. The maxima of the drag-free model without TiO and VO opacities appear less affected by the removal of iron from the atmosphere. This is because even without iron depletion, the signal from the trailing equator is already a lot stronger than that of the leading equator.

8 SUMMARY & CONCLUSION

Interpreting spectra that originate from inherently 3D exoplanet atmospheres is a challenge. This is especially true for ultra-hot Jupiters, which are characterised by an extreme day-night temperature contrast that drives a complex atmospheric circulation pattern. Because transmission spectroscopy probes the terminator of the atmosphere, it is sensitive to the regions where the largest thermal and chemical gradients occur. Since the transit of an ultra-hot Jupiter typically subtends a large angle (~30° in the case of WASP-76b), the high-resolution spectrum of the planet can undergo significant changes with time (see Figure 8), and this complicates the cross-correlation signal in the planetary rest frame. Many observational studies have reported Doppler shifts in the absorption signals of ultra-hot Jupiters,
Figure 18. The CCF maps from Ehrenreich et al. (2020) (top row) and Kesseli & Snellen (2021) (bottom row), with some of the models presented in this work plotted on top. The left column shows the nominal weak-drag model from the GCM (discussed in Section 5.1), while the four central columns show the modified weak-drag models covered in Section 5.3. As shown in Figure 12, Modification 1 has an iron-depleted leading limb, modification 2 has nightside temperatures on the leading limb and uniform iron abundances, while modification 4 has a leading limb of 1800 K and uniform iron abundances. The right column depicts the signal obtained from the drag-free atmosphere without TiO and VO opacities (see Section 6.1). This is the GCM model that comes closest to the data without making any changes to the atmospheric structure.

but a clear picture of the dependencies is still lacking. This is why we require 3D frameworks to draw concrete links between (i) an atmosphere’s structure, composition and dynamics, and (ii) the observed spectra.

In this work, we used the SPARC/MITgcm to simulate different atmospheric scenarios of the ultra-hot Jupiter WASP-76b (see Section 3.1). We considered models with three different drag timescales. Also, we investigated the effect of setting TiO and VO opacities to zero in the drag-free model. We then employed a Monte-Carlo radiative transfer code, hi-res-mcrt, to compute high-resolution transmission spectra with iron (Fe I) lines at 37 orbital phases during the transit (see Section 3.3). hi-res-mcrt randomly draws transit chords along the line of sight, for which the optical depth is computed in a 3D spherical geometry. The transmission spectrum is then found by averaging over a sufficiently large sample of photon packets (see Equation 6).

The (time-dependent) signal from the full limb of the planet can be hard to interpret due to the interplay between temperature, chemistry, dynamics and rotation. Hence, we decomposed the atmospheric annulus into four limb sectors (see Figure 3) and analysed the cross-correlation signals from each of the sectors separately. In the end, the cross-correlation map of the full limb is equal to the average of the maps of the individual sectors (see Equation 14).

By applying simple modifications to the weak-drag model (see Figure 9), we were able to identify the impact of the iron distribution and the temperature structure on the cross-correlation signal. We showed that the introduction of uniform iron abundances hardly alters the final observable. On the other hand, the vast temperature difference between the dayside and nightside causes the signal strengths of the sectors to change over time, and this affects the structure of the cross-correlation map. In addition, we investigated the nature of the WASP-76b iron signal observed by Ehrenreich et al. (2020) and Kesseli & Snellen (2021). We demonstrated that the signal can be qualitatively reproduced by (i) removing gaseous iron from the leading limb of the weak-drag model and not changing the temperature structure, or (ii) applying a large temperature difference between the trailing and the leading limb of the planet. In case (ii), one might argue that a model without iron condensation provides a sufficiently good match to the data (see Figures 12 and 13), although iron condensation becomes inevitable when the temperature (and thereby the scale height) on the leading limb is further reduced. That said, the kink in the signal is most pronounced when iron is completely gone. Since our work was mainly exploratory, follow-up studies will have to shed light on the physical mechanisms that can give rise to (apparently large) asymmetries between the trailing and the leading limb of ultra-hot Jupiters.

In Section 6.1, we computed the cross-correlation maps of all four GCM atmospheres (see Figures 14 and 15), and we showed that the drag timescale can have a substantial impact on the structure of the cross-correlation map. This is because the planet’s wind profile governs the slopes and offsets of the RV signals originating from the limb sectors. We also showed that the cross-correlation map of the drag-free atmosphere changes drastically upon the removal of TiO and VO opacities, mainly because the new temperature structure affects the relative strength of the signals associated with individual sectors. Finally, the $K_p-V_{sys}$ maps of the GCM atmospheres were presented in Section 7, and we showed that atmospheric dynamics can give rise to multiple SNR maxima that are displaced from (0,0) km/s in the planetary rest frame.

Our most important conclusions are summarised below:

- The cross-correlation map of an ultra-hot Jupiter primarily encodes information about its temperature structure, dynamics and rotation. Based on the cross-correlation map, it is not possible to differentiate between (i) an atmosphere with uniform iron abundances and (ii) an atmosphere with equilibrium chemistry, where iron condenses at low (nightside) temperatures (see Figures 9 and 13). Of course,
this holds as long as the abundances on the trailing and the leading limb are high enough to be detected.

- The temperature contrast between the dayside and the nightside causes the signal strengths associated with limb sectors to change during the transit (see Figure 9). The hotter a region probed by the observation, the stronger the iron signal becomes (see Figure 11). Changes are biggest around the equator, where atmospheric regions move into (or out of) view the quickest. Due to these variations, the RV signal of an ultra-hot Jupiter may feature jumps or kinks (see e.g., Figures 14 and 15).

- Atmospheric drag can have a considerable impact on the cross-correlation signal of ultra-hot Jupiters, because it slows down winds and suppresses jet formation. In the regime of strong drag ($\tau_{\text{drag}} \sim 10^3$ s), the cross-correlation signal features two modes (see Figure 14) that cause the global maximum to jump from 0 to $-6 \text{ km/s}$ after mid-transit.

- Removing TiO and VO opacities from the drag-free model drastically alters the temperature structure of the atmosphere. The hotspot shift on the dayside extends to higher altitudes, such that the temperature (and scale-height) asymmetry between the trailing and leading limb is larger than in the other models (see Figure 5). This causes the signal of the hotter, blueshifted trailing equator to be much stronger than the signals of the other limb sectors.

- The iron signal of WASP-76b reported by Ehrenreich et al. (2020) and Kesseli & Snellen (2021) can be reproduced by removing iron from the leading limb of the weak-drag model, up to a longitude of $\phi \approx -58^\circ$. Additionally, the signal can be reasonably well matched by models with uniform iron abundances and a large temperature difference between the trailing and the leading limb (see Figures 12 and 13). In these scenarios, iron condensation (although likely to happen) is not strictly required.

- When iron is removed from the leading limb, the weak-drag model ($\tau_{\text{drag}} \sim 10^5$ s) provides a better fit to the WASP-76b observations than the other GCM atmospheres (see Figure 15). In fact, it is the only model that can reproduce the kink in the RV signal.

- Atmospheric dynamics and rotation can cause the peak in the $K_p$-$V_{\text{sys}}$ map to be substantially displaced from (0, 0) km/s in the planetary rest frame, especially along the $K_p$ axis (see Figures 16 and 17). Additionally, there can be multiple (local) SNR maxima when the RV signal of the planet deviates too much from a single straight line. The $K_p$-$V_{\text{sys}}$ map of the strong-drag model, for instance, exhibits a diamond shape.
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APPENDIX A: BENCHMARKING HIRES-MCRT AGAINST CHIMERA

In this appendix, we aim to demonstrate that hires-mcrt works correctly in the limit of a uniform, 1D atmosphere. Since Lee et al. (2019) already subjected the Monte-Carlo code to extensive benchmark tests in low resolution, our only task here is to show that the high-resolution opacity tables are properly evaluated and that the
Doppler shifts resulting from Equation 3 are correctly implemented. To this end, we generate a simple model atmosphere with 16 latitudes, 32 longitudes and 100 vertical levels, containing H$_2$, He, H$_2$O and CO. We adopt uniform number fractions $n_{H_2} = 0.86$, $n_{He} = 0.14$, $n_{H_2O} = 0.001$ and $n_{CO} = 0.01$, and we use a mean-molecular weight of 2.3 $m_H$. The atmosphere extends from $P = 200$ bar (bottom) to $P = 10^{-8}$ bar (top) and has a uniform temperature of 2000 K. Furthermore, $R_0 = 1.76R_{Jup}$ and $R_0 + z_{max} = 2.05R_{Jup}$. Also, we assume that the planet has the same orbital period as WASP-76b (1.81 days), such that the rotational velocity at the equator is ±5.3 km/s.

As shown in Figure A1, we compute a number of spectra with HRES–MCRT in a very narrow region near 2.3 micron. Additionally, we employ the 1D, plane-parallel radiative transfer code CHIMERA (Line et al. 2013, 2014) to compute the spectrum of the associated 1D atmosphere. In the radiative transfer, we account for the opacities of H$_2$O (Polyansky et al. 2018) and CO (Li et al. 2015), taken from the ExoMol database (Tennyson et al. 2020), as well the continuum due H$_2$–H$_2$ and H$_2$–He collision-induced absorption (Borysow et al. 2001; Borysow 2002; Gordon et al. 2017). Figure A1 demonstrates that there is a good agreement between the static Monte-Carlo spectrum, with $v_{\text{Los}} = 0$ km/s in every cell, and the spectrum obtained from CHIMERA. Small differences are likely due to the way in which (the altitudes of) atmospheric levels are defined in the respective codes.

The transmission spectrum dramatically changes once HRES–MCRT accounts for the Doppler shifts due to planetary rotation. In this case, the spectrum can be interpreted as an average over the four limb sectors (Figure 3), each with their own effective velocity shift and line widths. The contributions from the trailing and leading equator are shown in Figure A1 as well. The trailing equator is blueshifted, because it rotates towards the observer. On the other hand, the leading equator is redshifted because it rotates away. The lines in both spectra are slightly less sharp compared to those of the static atmosphere, for there exists a slight dispersion in the line-of-sight velocities across the sectors.

Cross-correlating the equatorial spectra with the spectrum of the static atmosphere produces velocity shifts of ±5.1 km/s, which is in agreement with the orbital period of the planet. Note that one would expect these values to be slightly smaller than ±5.3 km/s, because the equatorial sectors defined in this work encompass all latitudes between −45 and +45 degrees.

APPENDIX B: THE LINE-OF-SIGHT VELOCITY

In this appendix, we will provide a derivation of Equation 3, which we use to calculate the line-of-sight velocity by which the opacities are shifted in the Monte-Carlo code. We start by defining a local Cartesian coordinate system $\{\hat{x}, \hat{y}, \hat{z}\}$ in each atmospheric cell. As shown in Figure B1, $\hat{u}$ points into the local west-to-east direction, $\hat{v}$ points into the local south-to-north direction and $\hat{w}$ points upwards, perpendicular to the local surface.

In the atmospheric structure read by the Monte-Carlo code, the wind vectors are defined in the local frames of the atmospheric cells. Hence, to obtain the effective line-of-sight velocities, we must project the wind vectors onto a viewing vector $\hat{k}$, a unit vector that points towards the observer. It is most convenient to perform this projection in a coordinate system $\{\hat{x}, \hat{y}, \hat{z}\}$ that co-rotates with the planet (see Figure B1). Here, $\hat{x}$ and $\hat{y}$ span the orbital plane, such $\hat{x}$ always points towards the host star. In this setup, observing the planet at different phase angles or orbital inclinations is simply a matter of changing the viewing vector $\hat{k}$.

Our first step is to express the unit vectors $\{\hat{u}, \hat{v}, \hat{w}\}$ in the $\{\hat{x}, \hat{y}, \hat{z}\}$ frame:

$$\hat{u} = \begin{pmatrix} -\sin(\theta) \\ \cos(\theta) \end{pmatrix}, \quad \hat{v} = \begin{pmatrix} -\cos(\theta) \cos(\varphi) \\ \sin(\theta) \sin(\varphi) \end{pmatrix}, \quad \hat{w} = \begin{pmatrix} \sin(\theta) \cos(\varphi) \\ \sin(\theta) \sin(\varphi) \end{pmatrix},$$

where $\theta$ and $\varphi$ are the spherical coordinates of the cell, as denoted in Figure B1. The expression for $\hat{w}$ is trivial, as it points into the radial direction. Additionally, $\hat{u}$ is always tangent to the equator, so it must be confined to the x-y plane. The expression for $\hat{v}$ is less intuitive, but can be obtained from the cross product $\hat{w} \times \hat{u}$. Additionally, we can write the viewing vector $\hat{k}$ as

$$\hat{k} = \begin{pmatrix} \sin(\theta_v) \cos(\varphi_v) \\ \sin(\theta_v) \sin(\varphi_v) \\ \cos(\theta_v) \end{pmatrix},$$
with $\theta_v$ and $\varphi_v$ the viewing angles of the observer that define the line of sight. For an edge-on orbit, $\theta_v = 90^\circ$ and the third component of $\hat{k}$ becomes zero.

### Contribution from Winds

Given the wind vector $(u, v, w)$ in a particular atmospheric cell, the effective wind speed $v_{\text{LOS}}$ along the line of sight is given by

$$v_{\text{LOS}} = -\hat{k} \cdot (u\hat{u} + v\hat{v} + w\hat{w}),$$

(B3)

where the minus sign accounts for the fact that velocities are negative when they point towards the observer. Plugging in Equations B1 and B2, and working out the inner products yields:

$$-u \hat{k} \cdot \hat{u} = u \sin(\theta_v) \sin(\varphi - \varphi_v)$$
$$-v \hat{k} \cdot \hat{v} = v \cos(\theta) \sin(\theta_v) \cos(\varphi - \varphi_v) - v \sin(\theta) \cos(\theta_v)$$
$$-w \hat{k} \cdot \hat{w} = -w \sin(\theta) \sin(\theta_v) \cos(\varphi - \varphi_v) - w \cos(\theta) \cos(\theta_v)$$

(B4)

In its full glory, Equation B3 now reads:

$$v_{\text{LOS}} = u \sin(\theta_v) \sin(\varphi - \varphi_v)$$
$$+ \left( v \cos(\theta) - w \sin(\theta) \right) \sin(\theta_v) \cos(\varphi - \varphi_v)$$
$$- \left( v \sin(\theta) + w \cos(\theta) \right) \cos(\theta_v).$$

(B5)

To obtain the first three terms of Equation 3, we need to make a number of substitutions. Firstly, $\theta_v = 90^\circ$ under the assumption of an edge-on orbit, such that the final term in Equation B5 drops out. Furthermore, $\varphi_v = (180^\circ - \phi)$ and $\theta = (90^\circ - \alpha)$ allow for the line-of-sight velocity to be expressed in terms of the orbital phase angle $\phi$ and the cell’s latitude $\alpha$. Note that these relationships change when the orientation of the orbit is different.

### Contribution from Planetary Rotation

The rotation of the planet also gives rise to a line-of-sight velocity term. This is because the $\{x, y, z\}$ frame is rotating with respect to the observer. For a planet that is tidally locked, the rotation period is equal to the orbital period, with an associated angular frequency $\Omega$ (with units rad/s).

For each atmospheric cell, the velocity vector $\vec{v}$ due to rotation only points into the local $\hat{u}$ direction, perpendicular to the planetary axis. Its magnitude depends on the latitude and altitude $z$ of the atmospheric cell:

$$\vec{v} = \Omega (R_0 + z) \sin(\theta) \hat{u}.$$ 

(B6)

Here, $R_0$ is the planetary radius at the bottom of the atmosphere, such that $R_0 + z$ is the distance from the cell to the centre of the planet. $\Omega$ is positive when the $\{x, y, z\}$ frame rotates counter-clockwise as seen from the positive $z$ axis. The resulting line-of-sight velocity is

$$v_{\text{LOS}} = -\hat{k} \cdot \vec{v} = \Omega \left( R_0 + z \right) \sin(\theta) \sin(\varphi_v) \cos(\varphi - \varphi_v) - \Omega \left( R_0 + z \right) \sin(\theta_v) \sin(\varphi_v)$$

(B7)

By substituting $\theta_v = 90^\circ$, $\varphi_v = (180^\circ - \phi)$ and $\theta = (90^\circ - \alpha)$, we recover the final term in Equation 3.

### APPENDIX C: SUPPLEMENTARY FIGURES

The supplementary figures in this appendix show the temperature, iron abundances and line-of-sight velocities in the limb plane of the four GCM models – at ingress ($\phi = -14^\circ$), mid-transit ($\phi = 0^\circ$) and egress ($\phi = +14^\circ$). The limb plane crosses the centre of the planet and is orthogonal to the line of sight. It coincides with the terminator plane at mid-transit.

This paper has been typeset from a TEX file prepared by the author.
Figure C1. Temperatures in the limb plane of the four GCM models (columns), at different phases during the transit (rows). The maps are plotted as a function of spatial coordinate, with the dashed lines denoting isobars of $10^1$, $10^{-1}$, $10^{-3}$ and $10^{-5}$ bar, respectively. The solid black contour marks the GCM boundary at 2 $\mu$bar.

Figure C2. Same as Figure C1, but now for the iron (Fe i) abundances.
Figure C3. Same as Figure C1, but now for the line-of-sight velocity due to winds only.

Figure C4. Same as Figure C1, but now for the line-of-sight velocity due to winds and planetary rotation.