LEGO®-based communication assessment in virtual general surgery residency interviews
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Abstract
Purpose Effective communication skills are a critical quality and skill that is highly sought after for surgeons which largely impacts patient outcomes. Residency programs design their interview processes to select the best candidates. LEGO®-based activities have been frequently used to enhance communication skills and team building. This study investigates the effectiveness and reliability of a novel LEGO®-based communication assessment in interviews for surgical residencies and the feasibility of implementing it in a virtual setting.

Methods This study conducted a retrospective analysis of a LEGO®-based communication assessment at the program’s 2020/2021 residency interviews. Each applicant was assessed on a different model. The total scores were analyzed for consistency among raters and correlated to faculty interviews. Furthermore, the impact of the assessment structure, scoring criteria, and range of models’ difficulties on the total scores were explored.

Results A total of 54 categorical and 55 preliminary applicants interviewed on 2 days. The assessment on different models and had no impact on applicants’ total scores for either categorical and preliminary groups (p = 0.791 and 0.709, respectively). The communication components of the assessment showed high consistency between the raters. The two applicant groups displayed a statistically significant difference (p = 0.004) in the communication evaluation and model accuracy components. Total scores did not correlate with the faculty interviews of standardized questions in either group.

Conclusion This novel LEGO®-based communication assessment showed high reliability and promising results as a tool to assess communication and problem solving for residency interviews that can be readily implemented in a virtual setting.
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Background

Interviews play a crucial role in selecting candidates for surgical residencies [1]. This one-on-one time with a candidate can allow program directors (PD) and faculty an opportunity to assess a candidate’s residency compatibility, personal characteristics, interest in the program and communication skills [2–4]. This last skill is a particularly important assessment for PDs [5], as strong communication skills are a nearly universally accepted quality of a safe and efficient surgeon [2, 6–10]. Effective physician–patient communication has been repeatedly shown to positively correlate with health outcomes and patients’ adherence to treatments [11, 12]. Additionally, communication skills are assessed as one of the Accreditation Council for Graduate Medical Education’s (ACGME) milestone evaluations [13]. Furthermore, the 2021 National Resident Matching Program (NRMP) PD Survey listed interpersonal skills as the highest rated personal characteristic in all specialties when ranking the applicants [5]. Applicants’ personal characteristics such as attitude, interpersonal relationships, motivation and problem solving have shown to be helpful in predicting residents’ clinical performances [14].

For over a decade, LEGO®-based activities have been used for team building and communication assessments. Its most popular activities rely on communication between a team to replicate a model such as LEGO® construction [15] and LEGO® Serious Play [16]. These activities inspire creativity, effective communication, problem solving and decision making. A study by Bethel et al. suggests that the use of LEGO®-based activities in urology interviews allows for a more standardized assessment of ACGME competencies of interpersonal skills and communication where it can identify poor performers [17]. Utilizing LEGO® in a communication activity may not only provide a more structured evaluation tool for candidates but may also give deeper and generalizable insights [17, 18].

While many programs were forced into virtual interviews due to the COVID-19 pandemic, many programs are leaning toward keeping the virtual interview format into the future where it is deemed to be a viable and effective alternative to in-person interviews [19–23]. Moreover, virtual communication has long been demonstrated to allow individuals to communicate more selectively, resulting in more positive interactions [24]. The inclusion of a communication assessment in a virtual interview may be uniquely insightful as a tool that can assess candidates’ skills in a standardized manner free of some of the bias and resources that virtual interviews allow [19–21]. However, literature remains scarce on the practicality and effectiveness of LEGO®-based communication assessments for residencies, especially in virtual settings.

In this pilot study, we sought to investigate the feasibility, effectiveness, and reliability of a novel LEGO®-based assessment to evaluate applicants’ communication skills in general surgery (GS) residency interviews and the viability to be implemented in a virtual setting.

Methodology

This study was conducted retrospectively on de-identified data of a novel LEGO®-based communication assessment that was part of the GS residency program’s 2020/2021 virtual interviews [25]. The Institutional Review Board deemed the study exempt. This communication assessment was developed to evaluate 4 aspects of communication: (1) Clarity of communication, (2) Mutual understanding, (3) Adaptability and flexibility, and (4) Professional attitude. Concurrently, we aimed to briefly assess the problem solving and critical thinking of the applicants.

Interviews were split into two days, one day each for each group of preliminary (PREL, n = 55) and categorical (CAT, n = 54) positions. Groups were further split into smaller subgroups of up to 16 applicants each that rotated between the different segments of the interview day (e.g., faculty interviews and standardized questions, skills assessments, virtual tours, etc.). All interviews were conducted virtually through a live-video platform.

To ensure effectiveness and test for validity, validation concepts and theories were taken into consideration when designing the assessment [26]. For content validity, the assessment design was carefully planned and developed, testing and trialed several times. For internal structure, construct and consequences validity [27], inter-rater reliability was taken into consideration. Detailed descriptions are further elaborated below.

Applicant preparation

Instructions for the assessment were mailed out as part of the information packet about the interview day. Online access to the instructions was also available. The instructions for this communication assessment included a reference card with official LEGO® terminologies [Appendix A—LEGO® index card]. This provision of standardized terminology to applicants was an attempt to reduce the cognitive burden of word selection, especially for applicants whose first language is not English. Applicants were allowed to use the card during the assessment. Applicants were given further instructions and details on timeline and process of the assessment, setup and expectations of the assessment at the commencement of the interview day. No preparation was mandated.
Assessment setup and design

A moderator, one builder and two assessors were all seated in the same room at our Simulation Center. The two assessors were placed on a table next to each other with one laptop each. One assessor greeted and introduced the assessment to all applicants, while the other assessor managed sharing the screen and moving through the assessment. The builder was placed opposite to the assessors and computers on the same table. That layout prevented the builder from seeing the correct form of the structure to be built, and provided the assessors with visibility to the model while it is being built. A speaker microphone was placed between the assessors and builder and was used for communicating with the applicant (Appendix B—Room Layout & Design).

Cost-wise, the setup did not require any special tools or equipment. Since only 15 Lego pieces were used, they were obtained from members of the team. A second replica set of the pieces was kept as backup. The moderator was seated on a separate table to the side of the assessors. The moderator was trained to resolve common technical issues related to video calls and screen sharing. The moderator was on all video calls but entirely off-camera, tasked with strictly keeping track of time, resolving issues that may affect an applicant’s assessment, and staying in communication with the interview day tech support team. The room setup allowed for easy communication between the team and facilitated the moderator’s task if any issues were to rise. No issues were noted.

During the assessment on the interview day, the applicants were tasked to instruct a builder to create a replica of a LEGO® model in 3 min. At the assessment, the instructions were read to the applicants by one of the assessors, they were then screenshared four pictures of the model—seeing it for the first time and allowed to see it for 20 s right before the start of the 3-min assessment time. The first picture was of the individual pieces comprising the model. The other three pictures were of the completed model, a top-down view and two side views (Fig. 1). Applicants were not able to see the builder assembling the model, but they could request to see the builder’s attempt once sometime during the 3-min assessment. A camera of a view of the current build was turned on briefly (10 s) for when the applicant requested to see the built model. This allowed applicants to check their progress and demonstrate problem-solving abilities, as seeing the build often gave the applicants insight into problems with their communication.

The builder was blinded to the correct final forms of the models. The builder was not allowed to proactively ask the applicant any questions. However, if the builder did not
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**Fig. 1** A depiction of the shared view with the applicant during the assessment. Each applicant was shown the individual pieces used for that model, and three views of the constructed model
understand a certain point, they were encouraged to ask: “Can you clarify?” The builder was instructed to answer all of the applicant’s questions. The builder never appeared on screen.

**Scoring**

The scoring items were selected and constructed based on several factors: (1) Communication skills our institution’s program leadership desired in residents, (2) ACGME milestones (Interpersonal and Communication Skills 2: Interprofessional and Team Communication), [13], and, (3) Results from previous studies related to communication Multiple Mini Interviews (MMI) [28]. Two assessors scored applicants’ performance using a 5-point agreement scale. Two assessors had visibility to the correct form of the model and were asked to rate the applicants on the four aforementioned aspects of communication and strategy [Appendix C—Scoring rubrics].

The builder was tasked to assess 2 components: (1) Communication effectiveness, and (2) Problem evaluation [Appendix—the scoresheet]. The total score and distribution are shown in Fig. 2. Problem Evaluation was present on the builder’s scoring sheet for both interview days and not on the assessors scoring sheet. On the second day (PREL group), Problem Evaluation was added to the assessors’ scoring sheet, based on feedback from the moderator and assessors. That change was made to introduce more objectivity by including the observing assessors in assessing that component since the builder had no visibility to the correct form of the model. Problem Evaluation was then calculated as an average of the builder and assessors’ problem evaluation scores for PREL, while it was part of the builder’s overall assessment for the CAT group.

At the end of each assessment, the assessors would objectively assess the accuracy of the applicant’s final build (by counting the number of incorrect pieces used and the number of incorrect placements), i.e., the Model Accuracy Score. The conversion scale for the incorrect pieces was: 0 incorrect = 5 points; 1–2 incorrect = 4 points; 3–4 incorrect = 3 points; 5–6 incorrect = 2 points; 7 incorrect = 1 point.

The builder and the assessors were all first year GS residents who underwent this LEGO® communication assessment in the weeks prior to the interview day as part of their residency simulated skills curriculum. Multiple mock-up runs were conducted in the weeks leading to the interview days to familiarize the moderator, assessors, and builder with the how to conduct and score the assessment. During the trial runs, the assessors were trained on the scoring rubric by skilled raters, who explained the subcomponents of the rubric. Assessors participated in practice scoring sessions during the trial runs for the interview day, at which point any questions or concerns from the assessors were answered and clarified. All builders participated in practice runs prior to the interview day. The builders were trained on the official terminologies as well as different descriptors that may be used by the applicants [Appendix A—LEGO® index card].

**Pieces selection and model generation**

To meet the assessment objectives within the 3 min allocated to this test, and after multiple trials by the study team, it was established that the most feasible construction would be to limit the model to 8 pieces composed of 3 vertical layers (base, middle, and top). Unusual pieces, defined as pieces with an irregular shape that may require significant time to describe, were excluded. To aid in color identification, contrasting colors were chosen, and any pieces in similar colors but varying shades were excluded. To accommodate for applicants with color-deficiency, all green pieces were excluded (the inability to differentiate between green and red is the most common color blindness—Protanopia and Deuteranopia) [29]. Based on the above criteria, a total of 15 pieces were selected—from which 8 would only be used at a time. The 7 extra pieces were to require the applicant to select the correct pieces and to allow a larger set of combinations.

A total of 40 LEGO® models were generated through custom-made software. The software was set to randomly select 8 out of the 15 pre-selected pieces for each model. The piece selection for each layer involved 3–4 pieces for the base, 3–4 for the middle layer, and a maximum of 2 on the top layer. Larger pieces always appeared on the lower layers.

**Model difficulty selection**

Out of the 40 generated LEGO® models, we selected a pool of 20 models, meaning that on a given assessment day, every model was used twice but no model was used more than 3 times. This was to balance several considerations: (1) Builder’s memory: to reduce recall bias—the chance of the builder recognizing repeated models; (2) Similar difficulty level: the

---

**Fig. 2** Score distribution and weights for each of the components. To the left is for Day 1—categorical (CAT). Day 2—preliminary (PREL) on the right.

---

![Diagram](https://via.placeholder.com/150)
lower the number of different models, the lower the variability in difficulties, hence, higher consistency. This ensures fairness among applicants; (3) Model-reliability testing: To test the reliability of models by introducing them more than once, we would be able to better understand if lower/higher score is likely due to applicant’s actual performance or due to the model itself (e.g., if the majority of applicants on that model perform well, low performers are likely true low performers; but if all applicants perform differently from each other on a particular model, that may indicate a higher difficulty of the model or individual variability).

In a modified Delphi process, an initial set of 40 models was sent to a team of 8, comprised of surgical educators and GS first year residents who had previously participated in the LEGO® communication assessment. For the first round, the team was asked to independently rank the models based on difficulty on a 5-point scale (1 = easy, 3 = medium, 5 = hard). For each model, the mean of the ratings was set to be the difficulty level. The closest 20 ratings to the midpoint (equi-distant lower and upper range) were selected (total of 22 models). The second round consisted of the tied models at the lower (easier) and upper (harder) ends to eliminate the easiest and the hardest ones, respectively. In the end, 20 models (difficulty ranged from 2.8 to 3.2) were selected for the interviews.

Each applicant received a model randomly selected from the final pool of 20. For the assessment, the sequence at which the models appeared for the applicants was randomized. Additionally, it was ensured that no models would repeat until all 20 were exhausted. Models that appear at the ends of the sequences were set to be spaced at least 8 positions from their last appearance.

**Statistical analysis**

Descriptive and statistical analyses were done using Microsoft Excel 365 (Microsoft Corporation—Redmond, Washington). Interclass Correlation Coefficient (ICC) estimates to test rater agreement (mean-rating: \( k = 2 \) per assessment day, absolute agreement, 2-way random-effects model), and Spearman’s Rank-Order Correlations were calculated using BlueSky Statistics v7.2 (BlueSky Statistics LLC—Chicago, Illinois). Analysis of Variance (ANOVA) was conducted to test the relationship between the model difficulty (independent variable) and total score (dependent variable) for each applicant group. A two-sample \( t \) test was used to test the differences in “Communication” component scores between the CAT and PREL groups. A Wilcoxon–Mann–Whitney test was used to test differences between male and female applicants.

**Results**

The GS interviews consisted of 54 categorical and 55 preliminary applicants. The range of the total LEGO® communication assessment scores for the CAT group was 19.5–34.5 (total score = 35), and 18.5–40 (total score = 40) in the PREL group. Figure 3 shows the distributions of the total scores for each group. Although the PREL group resulted in a normal distribution, the CAT group was negatively skewed. The skewness (Pearson’s moment coefficient) for the CAT and PREL groups were −0.48 and 0.15, respectively. While the p-values for the Shapiro–Wilk Normality test were 0.003 and 0.356, respectively.

A \( t \) test of the communication evaluation scores for the CAT and PREL groups displayed a statistically significant difference between the groups (\( p \) value: 0.004). A breakdown of the averages in performances in each component of the score sheet is summarized in Table 1.

![Fig. 3](image-url) Distribution of the total scores of the CAT and PREL applicants. Note that the max scores are different for each group. (CAT categorical, PREL preliminary)
Gender performance differences (Wilcoxon–Mann–Whitney test)

In the CAT group, 32 were females, and 22 males. For the PREL applicants 35 were males, and 20 females. No statistically significant difference was found between males and females in both the CAT and PREL groups (p values: 0.60 and 0.34, respectively).

Raters’ interclass correlation of communication components

The results for the communication aspect of the assessment are summarized in Table 2. The majority of the communication components show a high ICC. Professional attitude ICC was low in both the CAT and PREL groups (0.33 and 0.53, respectively).

ANOVA analysis of model difficulty and the total score

When plotting applicants’ total scores against the difficulties of the models they encountered, no statistical significance was found (p values: 0.791 and 0.709; R²—Coefficient of determination: 0.001 and 0.003) for the CAT or PREL groups, respectively.

Correlations with faculty interviews and standardized questions

We calculated Spearman’s rank-order correlation between the totals scores of the communication assessment to two interview metrics, namely, the faculty interviews and the standardized questions. The analysis demonstrated weak to no correlation of faculty interviews and standardized questions to the communication assessment scores for the CAT (−0.09 and 0.07) and PREL groups (0.01 and 0.15), respectively.

The assessment did not display any statistically significant correlation with demographic information, nor with any other metrics such as Step 1 or 2 CK scores, number of publications, or honors.

Discussion

The aim of this study was to analyze the feasibility, effectiveness, and reliability of a newly designed LEGO®-based assessment of communication that can be conducted virtually. Overall, this communication assessment showed reliable results in the design of the assessment (model difficulties and selections), applicants’ performance distributions, and a high consistency between the raters. Our findings shed light on the feasibility and viability of using this LEGO®-based method in assessing communication for interviews. Our tool may help residency programs further consider interpersonal communication skills in an efficient and standardized manner.

The assessment exhibited strong inter-rater reliability for the different communication components. The weakest ICC estimate was the “Professional Attitude” component, which assesses the applicants use of respectful and/or professional tone of voice, attitude, or body language. The aggregation of multiple elements into a single item may have caused a range restriction affecting the reliability [30, 31]. Requiring raters to assess multiple constructs with a single rating might have led to various foci for judgment and a more subjective rating [32]. Comparable conclusions were stated by Mazor.

Table 1 The distribution of applicants’ scores on the communication assessment per component and per group

| Component                          | CAT Mean ± SD | PREL Mean ± SD | p value |
|------------------------------------|---------------|----------------|---------|
| Communication evaluation (20)      | 17.3 ± 2.9    | 15.8 ± 2.56    | 0.004   |
| Builder’s evaluation (5)           | 3.7 ± 0.6     | 3.6 ± 0.83     | †       |
| Model accuracy score (10)          | 7.6 ± 1.4     | 6.9 ± 1.58     | 0.016   |
| Problem evaluation (5)             | –             | 3.5 ± 0.85     | †       |

CAT categorical, PREL preliminary
†Not calculated due to scoring differences between CAT and PREL

Table 2 The interclass correlation estimates of the two assessors on the communication component of the assessment (mean ratings, absolute agreement, 2-way random-effects model)

| Component                          | CAT (n = 54) |          |          |          | PREL (n = 55) |          |          |
|------------------------------------|---------------|----------|----------|----------|---------------|----------|----------|
|                                    | ICC           | CI       | p value  | ICC       | CI           | p value  |
| Clear communication                | 0.94          | (0.89–0.96) | <0.00    | 0.82      | (0.70–0.90)  | <0.00    |
| Mutual understanding              | 0.91          | (0.84–0.95) | <0.00    | 0.76      | (0.57–0.86)  | <0.00    |
| Adaptability and flexibility       | 0.81          | (0.67–0.89) | <0.00    | 0.68      | (0.21–0.85)  | <0.00    |
| Professional attitude              | 0.33          | (−0.12–0.60) | 0.064   | 0.53      | (0.20–0.72)  | 0.001    |
| Overall                            | 0.92          | (0.87–0.96) | <0.00    | 0.82      | (0.61–0.90)  | <0.00    |

CAT categorical, PREL preliminary, ICC interclass correlation, CI confidence interval (Lower bound–Upper bound)
et al. on their in-depth analysis of professionalism in objective structured clinical examinations (OSCE) [33]. Consequently, due to the complexity of rating this component, splitting “Professional Attitude” into separate components may yield improved reliability results. A systemic review by Knorr et al. raised the question if it is needed and “possible to measure several distinct constructs at one station”—when an overall assessment score could be sufficient [34].

To gauge the effectiveness of using this LEGO® communication assessment in evaluating the communications skills of residency applicants, we analyzed the scores distributions [35]. The PREL group displayed a normal distribution while the CAT group was negatively skewed, with more applicants scoring higher. This could be due to the CAT group being predominately composed of American Medical Graduates (AMG) [36, 37]. While reference cards for standard LEGO® descriptions and names were sent ahead of time to all applicants, AMGs might have had the advantage of being more familiar with LEGO®s and the descriptions than International Medical Graduates. Hence, AMGs may have found it easier to describe the pieces. Nonetheless, applicants were free to use any terms and were not bound by the index card. Furthermore, another important factor to consider was the use of different raters for scoring that may have influenced the scores.

Interestingly, the communication assessment did not correlate with faculty interviews and standardized questions. This may suggest that this assessment accesses a different domain of communication from those assessed in traditional in-person interviews. Such differences and poor correlations are discussed extensively in the literature being attributed to context specificity [38–40]. Expressly, expected similar individual traits are not static and are heavily dependent on the context within which the performance was tested [18]. Selection methods remain essential to predict the best candidates for medical training and future doctors [4]. Literature reveals that the adoption of multi-sample approaches like multi-station OSCEs or MMIs along with academic records and aptitude tests provide a more generalizable portrayal of applicants’ abilities [18, 28, 41, 42]. Hay et al. goes further to emphasize that academic potential alone does always imply a higher achieving applicant more than the ability to succeed academically [42, 43]. This LEGO assessment was one of several that aimed to assess non-cognitive traits. Ultimately, aiming to increase the validity and fairness of the selection process [44]. Applicant scores on this assessment were ranked to quartiles, which accounted for one metric among others for ranking [42]. The program uses discretion on ranking low performers on any of the interview assessments.

Limitations of this study include that this assessment was developed and conducted at one residency program for a limited number of applicants (n = 109). The modification of the test between the two days (CAT and PREL) as well as the replacement of the assessors have hindered the ability to compare the two groups’ total performances. However, this change was made knowing that it would not affect the fairness of the assessment as the applicants in each group were competing for a residency position only with applicants from their own group. Furthermore, while we controlled the frequency and number of times a model appeared on a given assessment day, it is not entirely known if the builder’s memory recollection on probable combinations of the models affected the results. Nevertheless, it was not revealed to the builder that models could appear more than once nor exposed to how accurate any applicant’s attempt was. Lastly, given the short assessment time of the task, other factors like unfamiliarity with LEGO blocks or restrictions to the questions the builder could ask may have affected the end results positively or negatively.

In conclusion, communication is paramount in the medical field, and more so in surgical specialties [45]. Poor communication in the OR may jeopardize patient safety and affect cognitive loads [46, 47]. Fostering mutual understandings through communication and open dialog can promote a culture of safety and camaraderie [48]. This LEGO®-based communication assessment showed high reliability and promising results in differentiating between applicants as a tool to assess communication and problem solving that can be easily replicated in virtual settings. Future studies should be done to investigate the impact of the inclusion of communication tests in the residency selection process and their effects on clinical practice and performance.
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