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Achieving high fidelity control of spin qubits with conventional electron dipole spin resonance (EDSR) requires large magnetic field gradients of about 1 mT nm−1, which also couple the qubit to charge noise, and large drive amplitudes of order 1 mV. The flopping-mode is an alternative method to drive EDSR of an electron in a double quantum dot, where the large displacement between both dots increases the driving efficiency. We propose to operate the flopping-mode in the strong-driving regime to use the full magnetic field difference between the two dots. In simulations, the reduced required magnetic field gradients suppress the infidelity contribution of charge noise by more than two orders of magnitude, while providing Rabi frequencies of up to 60 MHz. However, the near degeneracy of the conduction band in silicon introduces a valley degree of freedom that can degrade the performance of the strong-driving mode. This necessitates a valley-dependent pulse optimization and makes operation to the strong-driving regime questionable.

I. INTRODUCTION

In recent years, semiconductor qubits have developed tremendously with key results being fidelities above the error correction threshold [1, 2] and small-scale quantum processors [3, 4], see [5] for a recent review. New proposals to construct a universal quantum computer based on this qubit type have been formulated [6, 7]. Supporting the long term perspective, semiconductor qubits were shown to be compatible with classical CMOS-technology [8, 9] and can be operated at temperatures above 1 K [10, 11]. Furthermore, there has been progress in the transport of single charges [12] and of spin qubits through semiconductor quantum dot arrays, with the objective of establishing medium-range coupling interaction [13, 14], offering much higher connectivity than next-nearest-neighbor coupling.

A well established technique for the manipulation of a single spin in a quantum dot (QD) is the electron dipole spin resonance (EDSR), where a spin orbit coupling can be naturally present in the material [15] or artificially induced by an inhomogeneous magnetic field [16]. This spin-orbit coupling is used to drive spin transitions by resonantly shifting the position of the QD with an electric signal. Another method is the driving of electron spin resonance (ESR) with microwaves emitted by a nanoscale transmission line in proximity of the QDs. However, EDSR is often considered as the method of choice because it allows driving with purely electric fields, which are easier to localize and dissipate less energy than the AC-currents needed for ESR. The energy dissipation is especially important when cryogenic electronics are involved in the pulse generation.

To identify possibilities to improve EDSR, a detailed assessment of its requirements and limitations is required.

While fidelities of 99.95%, sufficient for quantum error correction, have been reached, the required strong magnetic field gradients couple the electron spin to electric noise, which was identified as the main limitation of the achievable fidelity [17, 18]. In conclusion, a method requiring smaller field gradients would let the qubit tolerate larger electric noise, for example due to a higher operating temperature or noisy, power limited cryoelectronics.

Furthermore, the strong confinement on an electron in a QD necessitates relatively strong driving signals with a substantial power dissipation to reach typical Rabi frequencies in the MHz range [17]. Working at lower magnetic fields would be advantageous because the resulting lower drive frequencies can be expected to reduce crosstalk and simplify the realization of ultra-low-power cryoelectronic control solutions. However, the total magnetic field $\mathbf{B}_0$ must be compatible with the required magnetic field gradient, as the local inhomogeneous magnetic fields $\mathbf{B}_{\text{loc}}(\mathbf{x})$ are usually provided by micro-magnets, which are magnetized by $\mathbf{B}_0$ [19]. Large field gradients require optimized magnet designs with special shapes, which increase the complexity of designing scalable layouts. Moreover, it is difficult to achieve a total magnetic field $\mathbf{B}(\mathbf{x}) = \mathbf{B}_{\text{loc}}(\mathbf{x}) + \mathbf{B}_0$ much smaller than the micromagnet field, as the externally applied field $\mathbf{B}_0$ would then have to largely cancel out the micromagnet field. Foreseeable variation of the latter between qubits will hamper a strong cancelation for many qubits at a time.

One approach to working with lower magnetic field gradients is the flopping-mode driving scheme, which applies the EDSR principle to an electron confined in a double quantum dot (DQD). Instead of shifting the position of a single QD, the driving electric signal changes the potential difference of the two dots in the DQD, displacing the electron within the DQD. This displacement provides a large electric dipole moment, while being more efficient in terms of driving power than shifting a QD [20, 21]. The distance of the two dots is usually on the order of 3 nm, which tends to increase with the temperature.
100 nm, whereas the displacement of the QD in conventional EDSR is typically only 1 nm. This increases the dipole moment and allows the use of much smaller magnetic field gradients and smaller total magnetic fields. Smaller Zeeman splittings are also beneficial for spin relaxation time, especially in the case of silicon, if the Zeeman splitting is smaller than the valley splitting [22].

The flopping-mode qubit first attracted attention, because its strong electric dipole moment enables strong spin-photon coupling in cavities [23–27]. This spin-photon coupling can also be used to mediate two-qubit gates [28]. Alternatively, two-qubit gates for the flopping-mode can be implemented by capacitive coupling [29] and the flopping-mode can even be applied to heavy-hole-qubits in Germanium [30].

While the weak driving regime considered in previous studies is most efficient when aiming for the lowest possible drive amplitude [20], improving the fidelity favors large drive amplitudes, thus eventually leaving the weak driving regime. We thus propose and analyse a strong-driving regime for the flopping-mode qubit with a pulse amplitude much larger than the tunnel coupling of the DQD such that the electron is entirely shifted from one dot to the other, exploiting the full magnetic field gradient across the DQD. The central idea of our proposal is to let the electron oscillate resonantly between the stable and noise insensitive positions of strong confinement in the left and right QD while spending as little time in the transition between the dots.

The concept of moving the electron between the discrete positions in the left and right QD can also be supported by the driving pulse. We study a smoothed rectangular driving pulse that provides the maximal time of strong confinement between adiabatic transitions. As the electron is strongly confined in one QD most of the time, small perturbation to the pulse have only a weak effect on the electrons position.

Parallel to our studies, the strongly confined configuration was considered for the robust storage for quantum information and the transition into the weak-driving flopping mode regime for manipulation was investigated [31]. This idea switches the strong dipole moment on and off between storage and manipulation to improve the noise robustness during idle time, while our proposal intends to use the robustness of strong confinement to improve the robustness of the manipulation.

The strong-driving flopping-mode qubit suits proposals for sparse architectures for a semiconductor spin quantum processor [7], where DQDs are readily available without requiring additional sites and cross-talk is suppressed by the large distances between qubits. The low magnetic field is also beneficial in shuttling-based quantum processors [6]. Furthermore, the proposed pulse scheme poses only minimal requirements concerning the pulse generation electronics.

We simulate the flopping mode to calculate the achievable fidelity in presence of noise. We show the reduced noise sensitivity by the transition from the weak- to the strong-driving regime. In the strong-driving regime we discuss two different pulse shapes to fully leverage the potential of flopping mode. We identify optimal parameter regions where a good noise resilience is achieved while the probability for orbital excitation is minimized. Leakage by orbital excitation poses the limiting factor for the performance in the general model (without valley states). We calculate excellent fidelities with an improvement of more than two orders of magnitude in fidelity compared to conventional EDSR.

To discuss the realization of the strong-driving regime of the flopping mode in Si-based devices, we include different valley states in our model. The valley splitting has been argued to be a local stochastic material parameter [32] that is difficult to control. Valley excitations can degrade the performance of the flopping mode so that pulses have to be optimized specifically for a given valley splitting. In the strong-driving regime, high-fidelity manipulation can only be realized with a favorable valley splitting configuration so that high-fidelity operation may in general be constrained to the weak-driving regime.

The remainder of this article is structured as follows. In Sec. II, we present our qubit model and two pulse schemes to drive the flopping-mode qubit. In Sec. III, we present the results of our simulation. In Sec. IV, we extend the simulation to discuss implications of the valley degree of freedom (DOF) for flopping-mode qubits in silicon and in Sec. V, we give an outlook and summarize our results.
field gradient is aligned with the x-axis. We publish an implementation of the qubit model and the pulse shapes in the qopt-applications repository [33].

A. Hamiltonian

The Hamiltonian of an electron in a DQD with the convention \( \hbar = 1 \) is given by [21]

\[
H(\epsilon(t)) = \frac{\epsilon(t)}{2} \sigma_z + t_c \tau_x + \frac{E_z}{2} \sigma_z + \frac{g \mu_B}{2} \left( \Delta B_x \sigma_x + \Delta B_z \sigma_z \right) \tau_z,
\]

where the detuning \( \epsilon(t) \) is the difference in the electric potentials of the two dots as function of time \( t \) and the tunnel coupling \( t_c \) of the two dots is assumed constant. The Zeeman energy is denoted \( E_z = g \mu_B B_z \) with the effective g-factor \( g \), Bohr magneton \( \mu_B \), and the magnetic field gradient in x-direction (z-direction) \( \Delta B_x \) (\( \Delta B_z \)). The Pauli matrices on the spin and orbital DOF are denoted \( \sigma \) and \( \tau \), and operate on the basis \( |↑\rangle, |↓\rangle \) and \( |L\rangle, |R\rangle \) respectively. The orbital degree of freedom \( |L\rangle, |R\rangle \) is not to be confused with different orbital states of an electron in a single dot. Shifts of the QDs (used for traditional EDSR) are not included. These shifts contribute to variations of the magnetic fields, but can be neglected, because the magnetic field gradients are about 100 times smaller than those used for standard EDSR [17] in the regime of interest.

The energy spectrum of the Hamiltonian defined in Eq. (1) is plotted in Fig. 2. The assumption of a small Zeeman splitting compared to the tunnel coupling \( E_z \ll t_c \) leads to a dominant orbital splitting and a large avoided crossing between eigenstates with different orbital states. Thus, with our manipulation method we want to drive spin excitations between the ground state and the first excited state while being adiabatic with respect to the orbital DOF. This driving is mediated by \( \Delta B_z \) while we assume a finite \( \Delta B_x \) to account for a placement tolerance of the micro-magnet. For concreteness, we assume a conservative ratio of \( \Delta B_x/\Delta B_z = 5 \), whereas even higher ratios have already been realized [20].

We include three noise contributions in our model and we use the term quasistatic for noise contributions at frequencies much slower than the qubit dynamics. First, we consider noise on the detuning \( \epsilon \rightarrow \epsilon(t) + \delta \epsilon(t) \), where quasistatic noise \( \delta \epsilon \) is sampled from a Gaussian distribution. The second contribution is described as fast white noise \( \delta \epsilon(t) \) with a constant spectral noise density \( S \) up to a finite cutoff frequency. Third, we describe the hyperfine interaction as quasistatic magnetic noise on the Zeeman splitting \( E_z \rightarrow E_z + g \mu_B \delta B_z \) with a standard deviation \( \sigma_B \). The contribution of charge noise to the quasistatic magnetic noise is suppressed by the low magnetic field gradients.

II. MODEL

We model the flopping-mode qubit as single electron in a DQD placed in an inhomogeneous magnetic field as sketched in Fig. 1. We label the QDs left (L) and right (R) and assume different magnetic field values in the QDs \( \vec{B}_L \) and \( \vec{B}_R \). The coordinate system is chosen such that the total magnetic field \( \vec{B}_L + \vec{B}_R \) is aligned with the z-axis and the perpendicular component \( \Delta \vec{B}_z \) of magnetic
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We investigate two pulse shapes. The first one is a cosine pulse with an envelope and the second pulse is a smoothed rectangular function (Fig. 4(a)). The cosine pulse is given by

$$\epsilon(t) = \epsilon_0 + 2\sin^2\left(\frac{\pi t}{T}\right) A \cos(\omega t + \phi),$$

with the offset $\epsilon_0$, amplitude $A$, total pulse time $T$, carrier frequency $\omega$ and phase offset $\phi$. The $\sin^2$ term acts as an envelope and is scaled by the factor of two to have unity average amplitude.

The cosine pulse is not ideal concerning the three key properties heat dissipation, achievable Rabi frequency and noise susceptibility. In terms of heat dissipation, in the strong driving regime $A \gg 2\epsilon_c$, the occupation probability in one dot saturates such that the highest detuning peaks of the sine function do not contribute to the displacement of the electron, while they still contribute to the heat emission of the high frequency signal. The achievable Rabi frequency is limited because the electron is not fully displaced during the initial and final oscillations of the pulse due to the envelope. And finally the noise susceptibility is not ideal yet, because the electron’s wave function is stretched over the DQD for a large portion of the pulse yielding a high spin-orbit mixing on average.

We envision the ideal pulse to meet the following three requirements to improve with respect to the three key properties. First, the pulse starts and terminates localized in one QD. Second, the electron is strongly localized in one QD during as much of the pulse duration as possible without the amplitude reaching unnecessarily high values. Third, the electron is shifted between the two dots as fast as possible to reduce noise susceptibility, while still being transferred adiabatically with regard to both charge and spin excitations.

We implement such a pulse with a smoothed rectangular pulse shape (Fig. 4(b)). The rectangular pulse is modelled in the simulation by transitions shaped as hyperbolic tangent functions.

$$\epsilon(t) = A \tanh\left(\frac{2R_{\text{tanh}}}{T_{\text{res}}} \left(t - \frac{T_{\text{res}}(1 + c_{dc})}{4}\right)\right),$$

$$\forall t : t = nT_{\text{res}} + s, s < T_{\text{res}}/2, n \in \mathbb{N},$$

$$\epsilon(t) = -A \tanh\left(\frac{2R_{\text{tanh}}}{T_{\text{res}}} \left(t - \frac{T_{\text{res}}(3 - c_{dc})}{4}\right)\right),$$

$$\forall t : t = nT_{\text{res}} + s, s > T_{\text{res}}/2, n \in \mathbb{N},$$

where $T_{\text{res}} = \frac{2\pi}{\omega}$ is the resonance oscillation period, $R_{\text{tanh}}$ the pulse steepness and the duty cycle parameter $c_{dc} \in [0, 1]$ effectively controls the Rabi frequency. This control is required, because the amplitude cannot be used for the control of the Rabi frequency in the strong-driving regime due to saturation effects. The duty cycle parameter introduces an asymmetry such that the electron remains longer in one QD than in the other as can be seen in Fig. 3(b). Intuitively, $c_{dc}$ determines the time the spin is exposed to the driving field. For $c_{dc} = 0$ the driving is symmetric between both QDs providing the largest Rabi frequency possible and for $c_{dc} = 1$ the electron remains stationary in one QD. Negative values for $c_{dc}$ are possible but have the same effect with exchanged QDs and are not used in our formulation. The pulse steepness $R_{\text{tanh}}$ is introduced to control the velocity of the charge transfer within the DQD, where a large $R_{\text{tanh}}$ corresponds to a sharper rectangle and therefore a faster charge transfer.

We require the total pulse time to be an integer multiple of the resonance period time, such that the electron is always driven in full cycles and terminates in the same QD as it started. This complicates the pulse tuning as it makes the time a discrete optimization parameter. We
use the duty cycle parameter to adjust the effective driving strength to the pulse time. Note that two single-qubit gates about orthogonal axes can be acquired by a phase shift of the pulse by $\pm \pi/4$.

C. Methods

We performed quantum dynamics simulations of the proposed pulses using the simulation and optimal control package qopt [34]. Before the optimal performance of the flopping-mode qubit can be evaluated, the pulses must be optimized for a given magnetic field and DQD parameters, because the inaccuracy of analytic estimates of the optimal pulse parameters would deteriorate the qubit performance. The numeric optimization allows us to estimate the optimal pulse length and frequency $(T, \omega)$ for the cosine pulse or the optimal pulse length and duty cycle parameter $(T, c_{dc})$ for the rectangular pulse with great accuracy.

A suitable figure of merit for the quantification of the qubit performance needs to account for the spin dynamics and excitations in the orbital DOF, which we consider to be leakage. Therefore, we define an infidelity $\mathcal{I}_L$ in the presence of leakage between the calculated propagator $U$ and a target unitary $U_{\text{target}}$ as

$$\mathcal{I}_L(U_{\text{target}}, U) = 1 - \frac{1}{4} |\text{tr}(U_{\text{target}}^\dagger U_{V_C})|^2,$$

where $U_{V_C}$ denotes the truncation of the propagator to the computational subspace. The measure $\mathcal{I}_L$ always considers leakage as erroneous and thus $\mathcal{I}_L > 0$ for a finite probability of orbital excitation during the pulse. For example, if we take the target to be identity $U_{\text{target}} = I$ and the propagator to include orbital excitation $U(x) = \exp(i x \pi T_2/2)$, then we calculate $\mathcal{I}_L(I, U(x)) = 1 - (\cos(x \pi T_2) + 1)/2$. The definition is inspired by common fidelity measures [35]. Our optimization target $U_{\text{target}}$ is an X$_\pi$-gate in the computational space, but the pulse-optimization algorithm can be adapted to any rotation around the x-axis. Other fidelity measures can also be used to assess the performance in specific situations. For example, if the fidelity of an experiment shall be predicted, then the simulation can be extended by an orbit-independent spin measurement, implemented as partial trace over the orbital DOF. The average gate fidelity for such a quantum channel can be calculated following [35, 36]. Although the exact fidelities are deviating, we found the systematic relations and the interpretation to be independent of the fidelity measure.

We define the computational space in terms of the eigenvectors $v_i, 1 \leq i \leq 4$ of the Hamiltonian at $t = 0$. We want to drive excitations in the spin DOF, so we define the computational space $V_C$ to be the vector space that is spanned by the ground and the first excited state with a different spin. With the assumption that $E_z < 2 \hbar \epsilon_z$, we have:

$$V_C = \text{span}(v_1, v_2).$$

If the orbital splitting $\Omega = \sqrt{\epsilon_z^2 + 4 \epsilon_z^2}$ set by the tunnel coupling and offset in detuning becomes smaller than the Zeeman splitting, we need to replace $v_2$ with $v_3$. The leakage space is then defined to be spanned by the remaining eigenvectors. These definitions are justified by the assumption that the flopping-mode qubit is initialized and read out adiabatically. For the initialization, this means that the qubit is initialized as a Loss-DiVincenzo qubit and then adiabatically transferred into the DQD with detuning $\epsilon(t = 0)$. To perform the read out, the electron is first adiabatically confined in one QD and then read out as Loss-DiVincenzo qubit.

To study the noise resilience of the proposed driving mode, we perform Monte Carlo noise simulations of quasistatic and white noise. For the simulation of quasistatic noise, we average over 8 noise values $\delta \epsilon$ to approximate an integral over a Gaussian distribution. For white noise we generate 1000 time-dependent noise traces $\delta \epsilon(t)$ from the spectral noise density with pseudo random numbers. The effect of quasistatic noise is calculated in a basis adiabatically following the noise, meaning that the eigenvectors defining the computational space are calculated for the Hamiltonian $H(\epsilon(t = 0) + \delta \epsilon)$.

The tuning procedure is described in more detail in the supplementary material in Sec. A. We verified the simulation by reproducing previous experimental and theoretical results as discussed in Appendices D and E.

III. RESULTS

In this section, we consider sources of strong quasistatic electric noise with a standard deviation of $\sigma_\epsilon = 15 \mu$eV and white noise with a spectral noise density of $S = 0.07 \mu$eV/$\sqrt{\text{Hz}}$ and a cutoff at 10GHz. We chose noise values larger than those typically measured in experiments [17, 37] to demonstrate the noise resilience of the proposed driving mode. We choose to evaluate the flopping-mode qubit in a small magnetic field $E_z/(g \mu_B) = 20 \text{mT}$ with a transversal magnetic field gradient $B_x = 2 \text{mT}$ and a longitudinal gradient $B_z = 0.4 \text{mT}$, unless stated otherwise.

We also consider quasistatic fluctuations of the Zeeman splitting $\epsilon_z$ with a standard deviation of $\sigma_{\epsilon_z} = 3 \mu$T. Such a magnetic noise can for example originate from fluctuations of nuclear spins that couple to the electron spin in the DQD. Our value for $\sigma_{\epsilon_z}$ is chosen lower than measured values in natural silicon [38] but higher than measurements in isotopically purified silicon suggest [18]. The value we chose corresponds to a residual $^{28}$Si concentration of 0.5% or a dephasing time of $T_2^* = \hbar/\sigma_{\epsilon_z} \approx 1.9 \mu$s [39]. Even for the relatively high $\sigma_{\epsilon_z}$, perturbations from hyperfine noise can be neglected as they are dominated by the electrical noise and leads to an additional infidelity of about $10^{-5}$, depending mainly on the pulse time $T$. We verified the consistency of our simulations with previous theoretical (see Appendix E) and experimental results (see Appendix D).
can achieve a higher fidelity and larger Rabi frequency with less power dissipation. Simulations are performed with magnetic fields of $\Delta B_x = 2 \text{ mT}$, $\Delta B_z = 0.4 \text{ mT}$. The simulation of the rectangular pulse features a large tunnel coupling of $t_c = 100 \text{ µeV}$. The green dotted lines in (a, c) mark the contour lines of the Rabi frequency with values in MHz. (a) Contour lines of the fidelity are plotted in blue. The infidelity introduced by quasistatic noise is reduced for higher amplitudes unless LZ excitations increase the leakage for large amplitudes and small tunnel couplings. (b) The infidelity contribution by white noise is largely independent of the amplitude and tunnel coupling, unless LZ excitations are dominant. (c) We can identify an optimal region around $A = 400 \text{ µeV}$ and $R_{\text{tanh}} = 12$. For small amplitudes the pulse becomes slower and more susceptible to quasistatic noise while LZ excitations are dominant for steep pulses with a large amplitude. The Rabi frequency changes substantially at the discontinuities of the fidelity and is otherwise almost constant. The green Rabi frequency values correspond to the plateaus. (d) The rectangular pulse is robust towards white noise in a wide range of parameters. The plots in (e) and (f) show cuts along (a, c) and (b, d) respectively. The data is cut along $t_c = 100 \text{ µeV}$ and $R_{\text{tanh}} = 9.97$ to consider data of the same tunnel coupling and the optimal steepness $R_{\text{tanh}}$. Instead of the amplitude $A$, we plot the infidelity against the corresponding power dissipation $E_P(A)$. The rectangular pulse can achieve a higher fidelity and larger Rabi frequency with less power dissipation.
A. Pulse Shape Comparison

A direct comparison of the cosine and the rectangular pulse is made in Fig. 4. The graphs (a) and (b) show the performance of the cosine pulse in the presence of electric noise. In (a), a clear improvement in the fidelity with larger amplitude can be observed except for very large amplitude values paired with a small tunnel coupling. In this case the infidelity is dominated by leakage into the additional period of the resonance frequency. In the left part of the plot, the susceptibility to quasi static noise is increased for a spectral noise density of \( \sqrt{S} = 0.07 \text{meV/Hz} \) in (b, d). Both simulations were performed with magnetic fields of \( \Delta E_x/(g\mu_B) = 20 \text{mT} \) and \( \Delta B_z = 0.4 \text{mT} \). The simulation in (a, b) features a transversal magnetic gradient of \( \Delta B_z = 2 \text{mT} \) and a constant relation of amplitude to the tunnel coupling \( A = 4t_c \). All gate infidelities were averaged over the simulated noise traces as Monte Carlo simulation. The green dotted lines in (a, c) mark the contour lines of the Rabi frequency. (a) The plot is split by the contour line at about \( R_{\text{tanb}} = 7.5 \) in two parts, because at this value, the pulse is extended by an additional period of the resonance frequency. In the left part of the plot, the susceptibility to quasi static noise is increased by the larger asymmetry of the pulse. (b) The white noise couples to LZ excitations and is otherwise suppressed. The white noise is independent of the discreteness of the pulse. (c) There is a large range of parameters, where the pulse is protected from quasi static noise. We can clearly see the discreteness effects of the pulse. The driving scheme breaks down at extremely high transversal magnetic gradients around \( \Delta B_z = 6 \text{mT} \), as the Rabi frequency approaches the resonance frequency. (d) The rectangular pulse is robust towards white noise in a wide range of amplitudes and magnetic gradients.
excited orbital state caused by diabatic Landau-Zener (LZ) excitation. The green dotted lines are contour lines of the Rabi frequency showing the acceleration of the pulse with rising amplitude. The blue lines are contour lines of the infidelity. Note that the contour lines for the infidelity and the Rabi frequency are not parallel. This indicates that the increase in fidelity is not determined by the relation of the dephasing time to the pulse time $T$ alone. Instead, it originates partially from the stronger confinement in one of the dots by larger absolute pulse values, since the system is less susceptible to noise when the detuning $\epsilon$ is large and the spin-orbit mixing low.

Panels (c) and (d) in Fig. 4 show corresponding plots for the rectangular pulse, where $t_c$ is kept constant, because $t_c = 100 \mu$eV is the global optimum (compare Fig. 5) and $R_{\text{tanh}}$ is varied to map out the strong-driving regime. The step-like features in the plot (c) are caused by the discreteness in the tuning of the rectangular pulse. The rectangular pulse time $T$ must always be a multiple of the resonance time $T = n \frac{2\pi}{E_z}$, $n \in \mathbb{N}$. At every change of $T$, the Rabi frequency is increased and also the duty cycle parameter $c_{\text{dc}}$ has a discontinuity. On each step, the fidelity drops and then continuously increases with the amplitude. This behavior is linked to $c_{\text{dc}}$, because large duty cycle values correspond to asymmetric pulses, which are more susceptible to electric noise. The largest infidelity values in (c) and (d) arise for very steep pulses at large amplitudes and this infidelity contribution is caused by LZ excitation. The peaks in plot (d) (more clearly visible in Fig. 5 (d)) near the green lines reflect coherent errors that are caused by pulse tuning. At these values, the total pulse time is shorter than ideal and the duty cycle can only decrease the Rabi frequency. The optimum for the fidelity is reached at a discontinuity, which is a pathological case, because the exact position of the discontinuity and the values in its proximity depend on the choice of the pulse length. Changes to the optimization algorithm can vary the results at these points (compare Appendix A). However, this is not a serious limitation to the driving mode, because the fidelity only degrades of about a factor of two when choosing pulse parameters away from the discontinuity.

Even though both pulses can reach robust noise insensitivity, the rectangular pulse has an advantage in terms of power dissipation. To quantify the pulse energy we define

$$E_P \propto \int (\epsilon(t) - \epsilon_0)^2 dt,$$

and plot in panes (e) and (f) the infidelity $I_L$ against $E_P$ for horizontal cuts through the plots (a)-(d). (e) shows that a smaller infidelity can be reached with the rectangular pulse with a given $E_P$, if an optimal duty cycle can be chosen. From a comparison of the contour lines in (a) and (c) we can also extract that the rectangular pulse provides higher Rabi frequencies. The comparison of (b) and (d) also demonstrates that the rectangular pulse is less sensitive towards white noise in a wide region.

B. Landau-Zener Excitation

Having identified leakage as one of the major sources of infidelity, we investigate the influence of leakage more closely. The shift of the electron from one dot to another can be theoretically described as a LZ transition. LZ theory predicts an excitation probability of

$$P_{\text{LZ}} = \exp(-2\pi \delta)$$

with $\delta = t_c^2/4v$ with the level velocity $v = \frac{\hbar}{\mu}$ [40]. A tight upper bound for the velocity of the rectangular pulse described in (3) can be calculated with a first order Taylor expansion of the hyperbolic tangent to

$$v \leq \frac{2AR_{\text{tanh}}}{T_{\text{res}}} = \frac{AE_zR_{\text{tanh}}}{\pi}.$$  \hspace{1cm} (7)

Thus, operation with low $E_z$ is beneficial for the suppression of LZ excitation in addition to the advantages discussed above. In case of the amplitude $A$, a trade-off must be made be since lower amplitudes further suppress LZ excitation and reduce the dissipated energy but also increase the noise sensitivity. The plot in Fig. 5 (a, b) explores the range of possible values for $t_c$ and $R_{\text{tanh}}$, while keeping the relation $A = 4t_c$ to remain in the strong driving regime. We observe that a higher tunnel-coupling is generally favorable, while there is a sweet spot for $R_{\text{tanh}}$ between an increase in LZ excitation and an increased noise sensitivity. In the absence of noise, we can clearly observe Landau-Zener-Stückelberg oscillations as discussed in the Appendix B.

The discreteness of the rectangular pulse can also be observed in Fig. 5. Like in Fig. 4 (c, d), discontinuities in the sensitivity to quasistatic noise appear when the pulse time $T$ changes. We do not observe an asymmetry around the steps for the infidelity caused by white noise. In Fig. 5 (b, d) there are only tuning artifacts along the changes in the Rabi frequency, where the total pulse time is not optimal.

C. High Rabi Frequencies

The achievable Rabi frequency is mainly determined by the transversal magnetic field gradient $\Delta B_z$, while the influence of $A$ saturates for large $A$ values. The infidelity as function of $\Delta B_z$ and $A$ is plotted in Fig. 5 (c, d). The Rabi frequency $\omega_R$ can be brought up to values of more than 60 MHz, indicating that the rotating wave approximation $\frac{E_z}{\omega_R} \gg 1$ does not need to be fulfilled. The increased Rabi frequency reduces the influence of magnetic noise and for the assumed standard deviation of $\sigma_B = 3 \mu$T the infidelity contribution drops to $10^{-6}$.

D. Comparison to conventional EDSR

The noise robustness of the flopping-mode qubit becomes evident in the direct comparison with EDSR in a single QD. In this section, we estimate the infidelity that
arises, when a single QD is driven by EDSR and exposed to a charge noise source of the strength considered as the quasistatic electric noise above. We start with the rotating frame Hamiltonian for an electron in a QD under resonant drive, given by

\[ H = \frac{\delta \omega}{2} \sigma_z + \frac{\omega_R}{2} \sigma_x, \]  

where \( \delta \omega \) denotes the frequency detuning of the driving signal from the resonance frequency and \( \omega_R \) denotes the Rabi frequency. High fidelities were achieved by driving the electron with an electric control signal in a local magnetic field gradient with a transversal \( b_{\text{trans}} \) and a longitudinal \( b_{\text{long}} \) gradient. The transversal gradient determines the Rabi frequency \( \omega_R = A_e g \mu_B b_{\text{trans}} / 2 \) with the amplitude of the displacement \( A_e \).

The predominant contribution to the frequency detuning \( \delta \omega \) originates from charge noise, which displaces the QD by a distance of \( \delta r \).

\[ \delta \omega = \delta g \mu_B b_{\text{long}} \]  

Both the driving pulse and the noise fluctuations shift the position of the QD over a distance of \( \delta r \) by creating a local electric field of strength \( \delta E \). When approximating a QD as an harmonic confining potential with an orbital energy of \( \Delta_{\text{orb}} \), then the relation between positional shifts and applied electric fields is given by:

\[ \delta r = \frac{\hbar^2 e}{m_{\text{Si}} \Delta_{\text{orb}}} \delta E, \]  

where \( m_{\text{Si}} \) denotes the effective electron mass in silicon and \( e \) the elementary charge (see supplementary material of [17]). Further, the electric field can be described by a shift in the electric potential \( \delta V \):

\[ \delta E = \frac{\delta V}{c d}, \]  

where the distance \( d \) is measured from the QD to the charge defect creating \( \delta E \). Let’s assume that any defects causing charge noise and the driving metallic gates have the same distance to the QD of approximately \( d = 100 \text{ nm} \).

The infidelity caused as pure dephasing by quasistatic noise for an \( X_\pi \)-gate up to leading order is given by

\[ I \approx \left( \frac{\delta \omega}{\omega_R} \right)^2 = \left( \frac{2 \delta V}{A} \frac{b_{\text{long}}}{b_{\text{trans}}} \right)^2. \]  

A previous experiment achieved an optimal fidelity at a Rabi frequency of \( \omega_R = 3.9 \text{ MHz} \), corresponding to a driving amplitude of \( A = 70 \text{ µeV} \) for the magnetic field gradients \( b_{\text{trans}} = 1 \text{ mT nm}^{-1} \) and \( b_{\text{long}} = 0.2 \text{ mT nm}^{-1} \) [17]. We can now extrapolate the performance of this experiment for our assumption of quasi-static electric noise with a standard deviation of \( \delta V = 15 \text{ µeV} \) to an infidelity of \( I = 0.7\% \), which is more than two orders of magnitude larger compared to the optimal values in the flopping mode, where an infidelity of about \( I_L \approx 10^{-5} \) is predicted. In conclusion, the direct comparison to EDSR in a single QD for our assumed noise values demonstrates the much lower noise sensitivity of the flopping-mode.

### IV. FLOPPING-MODE EDSR IN SILICON

In this section, we discuss the prospects of realizing flopping-mode qubits in silicon, as it is the currently predominant material for the construction of spin qubit quantum processors [3, 4]. The most relevant peculiarity of silicon is the conduction band degeneracy leading to the presence of a valley DOF. Silicon hetero-structures posses two low lying valley states that can influence the spin dynamics. Usually, the influence is modeled by a valley-dependent g-factor or a valley-orbit coupling mechanism.

The electron band structure of a two-dimensional electron gas in silicon has a two-fold degenerate minimum [41]. In the heterostructures used for the fabrication of semiconductor spin qubits, this degeneracy is lifted by the sharp potential step at a silicon-insulator interface [42, 43]. The energy difference between these two valley states is called the valley splitting. We extend the Hamiltonian of (1) by the valley DOF

\[ H_V = H + \sum_{i=L,R} P_i \begin{pmatrix} 0 & \Delta_i \\ \Delta_i^* & 0 \end{pmatrix} \]  

where \( P_L \) (\( P_R \)) denotes the projector on the left (right) QD, the valley splittings \( \Delta_L \) and \( \Delta_R \) are complex numbers and the matrix is written in the valley basis \([ |z \rangle , |\bar{z} \rangle ] \) consisting of two orthogonal valley states. Without loss of generality, we choose the quantization axis in the valley space such that the valley splitting in the left dot is purely real, i.e. \( \Im(\Delta_L) = 0 \). The valley state influences the g-factor in silicon so that stochastic excitations lead to an increase in decoherence. We do not include a valley-dependence of the g-factor, but we do consider valley-excitation as leakage. The resulting energy spectrum is plotted in Fig. 6 (a, b). One can see that the valley-orbit interaction can create new (avoided) crossings depending strongly on the valley phase difference \( \Delta\phi = \arg(\Delta_L^* \Delta_R) \) (here \( \Delta\phi = \arg(\Delta_L) \)) between the two QDs. These new crossings pose additional adiabaticity restrictions on the pulse to avoid valley excitations.

For the simulation of the valley splitting model, we perform a pulse optimization and noise simulations similar to the preceding section. In the gradient based optimization, the optimized pulses from the model without valley states serve as initial values in the optimization of the valley model. We use the fidelity measure from Eq. (4), because it only relies on the truncated propagator on the computational space. In Fig. 6 (c, d), we investigate the performance of a parameter combination that yielded excellent fidelities in the absence of valley splittings. The dependence on the valley splitting magnitude \( |\Delta_R| \) and phase \( \phi_R \) in the right QD shows that the fidelity drops to unacceptable values for most of the valley splitting configurations. Our strong-driving method only works for a very small phase difference, when the pulse is also adiabatic with respect to the valley DOF. This requirement is unlikely to be fulfilled reliably in practice. A simulation
(c, d). The simulation was performed with magnetic fields of $\Delta E_z/(g\mu_B) = 20 \text{ mT}$, $\Delta B_z = 20 \text{ mT}$, $|\Delta R| = 40 \text{ mT}$. (a) is calculated for a valley phase of $\phi_R = 0.5\pi$ and (b) for a valley phase of $\phi_R = 0.9\pi$, where additional avoided crossings appear. (c, d) show Monte Carlo simulations of a flopping-mode qubit driven by a smoothed rectangular pulse including the valley DOF. The simulation was performed with magnetic fields of $\Delta E_z/(g\mu_B) = 20 \text{ mT}$, $\Delta B_z = 20 \text{ mT}$, $\Delta B_x = 0.4 \text{ mT}$ and the parameters $t_c = 100 \text{ µeV}$, $A \approx 422 \text{ µeV}$, $R_{\text{anh}} \approx 8.1$, and $\Delta L = 60 \text{ µeV}$. (c) shows a Monte Carlo simulation of quasistatic noise with a standard deviation of $\sigma = 15 \text{ µeV}$. The infidelity shows strong oscillations in the valley phase. If the pulse can be tuned away from a maximum of the oscillation, then the valley splitting should allow high-fidelity gates. (d) shows a Monte Carlo simulation of white noise with a spectral noise density of $\sqrt{\mathcal{S}} = 0.67 \text{ neV}/\sqrt{\text{Hz}}$. The infidelity shows the same oscillations in the valley phase as in (c).

In the strong-driving mode, we are certain to pass all (avoided) crossings in the energy spectrum, but we want to discuss the prospect of avoiding crossings in the weak driving mode by appropriate choice of the working point. A simulation of the valley model in the weak driving regime with the cosine pulse shape as shown in Fig. 3(a) is plotted in Fig. 7. The simulated parameter set was extracted from an experimental realization of the flopping-mode qubit [20]. The result shows a strong dependence on the valley splitting configuration with local extrema. The simulation results agree with the experimental results in [20] if we assume a favorable valley splitting configuration.

The features in the infidelity in Fig. 7 can be explained with the corresponding energy spectrum of the valley model. The infidelity contributions at zero valley phase difference $\phi_R = 0$ and $|\Delta R| \approx 18 \text{ µeV}$ or $|\Delta R| \approx 80 \text{ µeV}$ are linked to harmonic excitations, where the excitation energy of the driven transition equals the splitting of other transitions (see Appendix C for details). The blue dash-dotted line marks valley configurations where the first two excited states are degenerate in energy, and we need to redefine the computational space above this line to drive spin-like transitions. Each feature that increases the infidelity does not only depend on the sample-depending valley splitting but also on variable parameters like the pulse parameters or magnetic field values.

FIG. 6. Simulation of the valley model. (a, b) show the energy spectra of a DQD with the additional valley DOF. The spectra are plotted for $t_c = 40 \text{ µeV}$, $\Delta E_z/(g\mu_B) = 100 \text{ mT}$ (chosen for clarity), $\Delta B_z = 20 \text{ mT}$, $\Delta B_x = 10 \text{ mT}$, $|\Delta R| = 40 \text{ mT}$. (a) is without noise can be found in Fig. 10 (c, d).
that driving theflopping-mode qubit with a large pulse amplitude decreases the noise susceptibility and achieves high Rabi frequencies at low magnetic field gradients with the strong displacement of an electron in a DQD. The simulations indicate excellent fidelities even in presence of strong noise sources. In direct comparison to conventional EDSR, the fidelity can be improved by more than two orders of magnitude.

The noise robustness can be attributed to the lower magnetic field gradients and the discreteness of the possible dot positions in between inter-dot transitions in the DQD and this discreteness can be fully leveraged by an appropriate choice of the pulse. We developed a smoothed rectangular pulse form to optimize the manipulation in the strong driving regime. To evaluate the suitability of this pulse form and guide the choice of parameters, we discussed the features of the pulse discreteness and the duty cycle tuning on the qubit performance. Our simulations indicate that the rectangular pulse can further increase the noise insensitivity and the Rabi frequency. In addition, the rectangular pulse can reduce the power dissipation and requirements on the pulse generation.

Leakage caused by orbital excitation due to LZ transitions proved to be one limitation of the rectangular pulse scheme in the strong-driving regime. To avoid diabatic transitions, a small Zeemann splitting $E_Z$ and a strong tunnel coupling $t_c$ are required, while the pulse steepness $R_{\text{rank}}$ shows a tradeoff between more adiabatic transitions and an increased noise sensitivity. The flopping-mode qubit makes effective use of the small magnetic field gradient and reaches Rabi frequencies of more than $\omega_R/2\pi = 60$ MHz for realistic magnetic field gradients. Extending the model by a valley DOF, which is present in silicon based devices, can seriously deteriorate the qubit performance in case of an unfavorable valley splitting configuration. This valley splitting is a material parameter and difficult to predict or manipulate after the fabrication. A pulse optimization including amplitude and offset depending on a given valley splitting is required. Furthermore, the possible drive amplitude is strongly limited.

A further improvement of the simulation could be the inclusion of orbital and valley relaxation as $T_1$-process, by solving a Lindblad master equation of the form

$$\dot{\rho} = -\frac{i}{\hbar}[H_V, \rho] + \sum_{i \in \{O,V\}} \gamma_i \left( L_i \rho L_i^\dagger - \frac{1}{2} \left[ L_i^\dagger L_i, \rho \right] \right),$$

(13)

where $\rho$ is the systems density matrix, $H_V$ the valley Hamiltonian defined in Eq. (12), $\gamma_i$ are the relaxation rates and $L_i$ the relaxation operators on the orbital or valley space. The orbital relaxation rate depends mainly on the detuning $\gamma_O(\epsilon(t))$ and the valley relaxation rate additionally on the valley splittings $\gamma_V(\epsilon, \Delta_L, \Delta_R)$. The correct treatment of the relaxation processes could reduce the population of leakage states and thus increase the fidelity and make the simulation more accurate in settings.
where leakage cannot be avoided. Another noise source to be included is the stability of the micro-magnets at the low total magnetic fields \[19\].

As the research on the valley splitting progresses and new insights on the distribution of valley splittings are obtained, it would become interesting to simulate the expected infidelity distribution for a given valley splitting distribution. This distribution can then be optimized with an included valley-dependent optimization of the pulse amplitude, offset and envelope or the application of an included valley-dependent optimization of the distribution. This distribution can then be optimized for the expected infidelity distribution for a given valley splitting.
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Appendix A: Pulse optimization

In this section, we present the construction details of the rectangular pulse scheme using analytic and numeric pulse optimization. We start with a discussion of the degrees of freedom of the control pulses and the target operation. Then we describe the time domain optimization with the qopt package and how the time discretization is chosen. Finally we explain the actual optimization algorithm for the cosine pulse and the more complicated case of the rectangular pulse, which requires an accurate estimation of the achievable Rabi frequency and the effective resonance frequency for the optimization of the discrete pulse time. There are two relevant degrees of freedom for a quantum gate created by Rabi driving. Using the isometry of SU(2) and SO(3), any target evolution of our qubit can be described as rotation on the Bloch sphere with a rotation angle \( \phi \) and a rotation axis. We require the rotation axis to lay in the xy-plane so that the axis can be described by its azimuth angle \( \theta \) in polar coordinates.

The azimuth angle \( \theta \) can be tuned using a phase shift of the control pulses. This tuning step is the simplest, because any phase shift in the control pulse directly corresponds to a shift in \( \theta \). To reduce the number of optimization parameters and the cost functions of the optimization, we start with an optimization of the rotation angle \( \phi \). This is effectively achieved by choosing a state infidelity as the cost function. Thereby, we assume our qubit to be initially in the ground state and drive a full \( \pi \)-rotation to the first excited state. Since we assume the orbital splitting to be larger than the Zeeman splitting, this is a spin-like transition.

We perform the simulation and optimization with the optimal control package qopt making use of the support of analytic gradients. For this purpose we only need to implement our pulse parameterization and derivatives of this parameterization.

Our pulses possess four degrees of freedom being the amplitude, frequency, length and phase shift, but in the strong driving regime not all parameters can be used effectively, because the dynamics are insensitive to changes of the amplitude. Further, the pulse frequency must be chosen resonant to the spin precession frequency and this choice must be consistent with the pulse, because the effective average Zeeman splitting depends on the electron position \( \Delta B_z \neq 0 \). The phase shift is used to control the azimuth angle \( \theta \) of the quantum gate. The pulse length as remaining DOF can be optimized to control the rotation angle \( \phi \).

The optimal control package qopt operates with fixed time steps but we can use a scalar time stretching parameter \( s_t \) to introduce an effective optimization of the pulse length. This time stretching parameter is absorbed into the Hamiltonian using the identity

\[
U = e^{-iH(s_t)\delta t} = e^{-iH(s_t)\delta t}. \tag{A1}
\]

a. Time Discretization

A crucial step in the optimization is the choice of the time discretization into time steps of length \( \delta t \), because a too long \( \delta t \) can limit the accuracy, while a too short \( \delta t \) decreases the numerical efficiency. We thus need to identify the longest \( \delta t \) that solves all relevant dynamics of our system. Only the orbital dynamics are relevant for the choice of \( \delta t \), because they are much faster than the spin dynamics. Let’s consider the orbital Hamiltonian

\[
H_O(\epsilon(t)) = \frac{\epsilon(t)}{2} \sigma_z + t_c \sigma_x \tag{A2}
\]

and two unitary propagators \( U_1, U_2 \) with different time discretizations

\[
U_1 = \prod_{k=1}^{2} e^{H(\epsilon(k\delta t))\delta t}
\]

\[
U_2 = e^{H(\epsilon(0))2\delta t},
\]
such that $U_1$ is sampled in two time steps of $\delta t$ and $U_2$ is sampled with one time step $2\delta t$. Next, we estimate how small $\delta t$ needs to be chosen that the discretization in steps of $\delta t$ and $2\delta t$ yield approximately the same result. Therefore, we calculate the deviation $\Delta U$ of these two propagators with the Baker-Campbell-Hausdorff formula to be

$$
\Delta U = U_1 U_2^\dagger \approx \exp \left( (H(\epsilon(0)) - H(\epsilon(\delta t)))\delta t \right)
- 2\delta t^2 \left[ H(\epsilon(0)), H(\epsilon(\delta t)) \right].
$$

(A3)

We can now identify criteria that ensure $\Delta U$ to be close to unity. From (A3) we identify the first condition to be

$$
\delta \epsilon \delta t \ll 1
$$

(A5)

with $\delta \epsilon = (\epsilon(0) - \epsilon(\delta t))/2$, and calculating the commutator in (A4) gives the second condition:

$$
4t_c \delta t^2 \delta \epsilon \ll 1.
$$

(A6)

Using the maximum values of the pulse derivatives by time as bound for $\delta \epsilon \approx \delta t \frac{d}{dT}$, we can reformulate the conditions for both pulses in terms of the number of time steps $n_t$ and the total pulse time $T$:

| Cosine | Rectangular |
|-------|-------------|
| $n_t \gg \sqrt{T^2 E_z A}$ | $n_t \gg \sqrt{T^2 A R_{\tanh} \frac{E_z}{\sqrt{2}}}$ |
| $n_t \gg (T^4 t_c E_z A)^{1/4}$ | $n_t \gg (T^4 t_c A R_{\tanh} \frac{E_z}{\sqrt{2}})^{1/4}$ |

1. Cosine Pulse Optimization

For the cosine pulse, we optimize the time stretching parameter $s_t$ and the pulse frequency $\omega$. Using $s_t$ to optimize the length of the cosine pulse, we need to compensate changes in $\omega$ to stay in resonance with the Zeeman splitting. The amplitude and phase remain constant during the optimization.

We calculate initial values for the optimization from the Rabi driving theory [48]. First, we transform the time-dependent Hamiltonian $H(\epsilon(t))$ into the eigenbasis of the Hamiltonian at the central position $H(\epsilon_0)$ with the basis transformation $V(\epsilon_0)$. The eigenvalues of

$$
V(\epsilon_0)H(\epsilon_0)V(\epsilon_0)^\dagger = \text{diag}(E_1, E_2, E_3, E_4)
$$

(A7)

are sorted in ascending order $E_1 \leq E_2 \leq E_3 \leq E_4$. We want to drive the spin-like transition of resonance frequency $\omega_{\text{res}} = E_2 - E_1$, while the electron remains in the orbital ground state. The Rabi frequency $\omega_R$ can be approximated by the off-diagonal element corresponding to the transition [49]:

$$
\omega_R \approx A \left( \frac{\partial H(\epsilon)}{\partial \epsilon} \right)_{[0,1]} \approx (H(A) - H(-A))_{[0,1]}.
$$

(A8)

2. Rectangular Pulse Optimization

Tuning the smoothed rectangular pulse is more complicated, since we require the pulse to consist of a number $N_R$ of full driving periods. In addition, we want to avoid a mixed discrete and continuous optimization for the sake of simplicity, so we require $N_R$ to be constant during the continuous optimization. In consequence, the pulse length and frequency cannot be varied independently. We calculate the optimal number of driving periods before the optimization and optimize only the time stretching parameter $s_t$ and the duty cycle parameter $c_{dc}$.

The duty cycle tuning can be used to effectively decrease the driving strength and thereby change the Rabi frequency $\omega_R$. $\omega_R$ is maximal when $c_{dc} = 0$ and drops to zero for $c_{dc} = 1$. We want to choose $c_{dc}$ as small as possible, because large $c_{dc}$ values lead to longer pulses and an increased noise susceptibility. Therefore the optimal $N_R$ is the smallest number of driving periods that are sufficient to realize the target gate.

a. Rabi frequency Estimation

We can formulate an estimation of the maximal $\omega_R$ at $c_{dc} = 0$ by solving the effective spin Hamiltonian

$$
H_S = E_z \frac{\sigma_z}{2} + \Delta B_x \langle \tau_z \rangle \frac{\sigma_x}{2}
$$

(A9)

where $\langle \tau_z \rangle = \langle 0 | \tau_z | 0 \rangle$ is the expectation value of the $\tau_z$ operator in the instantaneous ground state. This expectation value can be calculated from the orbital Hamiltonian:

$$
H_O = \epsilon \frac{\tau_z}{2} + 2t_c \frac{\tau_x}{2}
$$

(A10)

and has the analytical solution

$$
\langle \tau_z \rangle = \frac{\epsilon (\sqrt{\epsilon^2 + 4t_c^2})}{\epsilon^2 - \epsilon \sqrt{\epsilon^2 + 4t_c^2} + 4t_c^2}.
$$

(A11)

Finally, we calculate the Rabi frequency $\omega_R$ in the rotating reference frame as the average over one period of the driving pulse:

$$
\omega_R = \Delta B_x \frac{\sigma_x}{\tau_{\res}} \int_0^{\tau_{\res}} \langle \tau_z(\epsilon(t)) \rangle dt.
$$

(A12)

The discreteness of the pulse leads to systematic errors even after the optimization. These errors lead only to small infidelities but are visible for example as a vertical line in Fig. 5 (a, b) around $R_{\tanh} = 8$. At this line, $N_R$ changed by one.

Furthermore, precise initial values are required for the optimization, because the LZS-oscillations (see appendix B) create such a rough optimization landscape that a pure gradient based optimization quickly converges to the nearest local optimum. We therefore start by simulating
a grid of parameter combinations around the presumed location of the global optimum. The parameter combination with the lowest infidelity is then chosen as the initial set of values.

b. Effective Zeeman Splitting

We further improve the convergence of the optimization by introduction of orthogonal control parameters. $c_{dc}$ and $s_1$ are not orthogonal, in the sense that any change in $c_{dc}$ alters the average occupation of the QDs and changes the effective resonance frequency $\omega_{res}$ because of the longitudinal magnetic field gradient $\Delta B_z$, in the Hamiltonian in (1). We now calculate the shift in $\omega_{res}$ and the corresponding compensation in $s_1$ analytically and include it in the pulse parameterization.

For any duty cycle parameter $c_{dc}$, we spend $c_{dc}/2\cdot T_{res}$ longer in the right QD. For this time, the resonance frequency is shifted by $\Delta B_z$. Thus the new effective resonance frequency is $\omega_{res}' = E_z(1 + c_{dc}\Delta B_z)$. and we need to multiply $s_1$ by an additional correction of $s_c = 1/(1 + c_{dc}\Delta B_z) \approx 1 - c_{dc}\Delta B_z$.

Appendix B: Landau-Zener-Stückelberg Interference

In Fig. 5 (a, b) in the main text, we can weakly see an oscillation pattern in the infidelity. This pattern can be explained by Landau-Zener-Stückelberg (LZS) interferometry [40]. The LZS theory describes coherent excitations that occur as result of periodic passages of an avoided crossing. Driving the detuning induces such passages in the orbital DOF in the flopping-mode qubit, where the avoided crossing is at the minimum of the orbital splitting at $\epsilon = 0$ and excitations correspond to leakage into the excited orbital state. The resonance condition for LZS interferometry is linked to the phases $\zeta_1$ and $\zeta_2$ accumulated between the passages of the avoided crossing. In the slow-passage limit, the resonance condition can be reduced to

$$\zeta_1 + \zeta_2 + 2\phi_S = k\pi, k \in \mathbb{N},$$

where $\phi_S$ is the Stückelberg phase. The correspondence between the resonance pattern in the infidelity in Fig. 5 (a) or Fig. 8 (b) and the sum of the accumulated phases in Fig. 8 (a) indicates that LZS-oscillations pose the main contribution of infidelity in the absence of noise in this simulation.

Appendix C: Harmonic Excitation

This section discusses the energy spectrum of valley splitting model to explain features in Fig. 7. For the plots in Fig. 9, we select two points of interest from the simulation with a purely real valley parameter $\Delta_R = 18 \mu eV$ in (a) and $\Delta_R = 80 \mu eV$ in (b). At these points we observe a local increase in the infidelity in Fig. 7 that cannot be explained with diabatic valley excitation, because the valley phase difference is zero.

We explain these features in the infidelity by harmonic excitation, in the sense that multiple transitions have an energy splitting identical to the driven transition. The Hamiltonian $H_V(\epsilon_0)$ from Eq. (12) has the eigenvalues $e_1, \ldots, e_8$ in ascending order and eigenvectors $v_1, \ldots, v_8$, where $v_1$ and $v_2$ span the computational space. Thus our pulse is driven with the frequency $\epsilon_2 - \epsilon_1 = \omega \approx E_z$.

Now we observe an increase in the Leakage into state $v_4$ for $\Delta_R = 18 \mu eV$ in our simulation. The reason for this increase in leakage is that $\epsilon_2 - \epsilon_1 = \omega \approx e_4 - e_2$ as can be seen in Fig. 9 (a). Similarly, we observe leakage into $v_3$ around $\Delta_R = 18 \mu eV$ and Fig. 9 (b) shows that here $\omega \approx e_3 - e_2$ holds. We conclude that the observed leakage increases at these points, because our pulse drives multiple transitions resonantly with the same energy difference.
Appendix D: Reproduction Croot et al.

Croot et al. demonstrated the feasibility of flopping-mode driving experimentally [20]. They leveraged the large electric dipole moment to increase the driving efficiency by nearly three orders of magnitude in the zero detuning configuration. This enabled them to reach Rabi-frequencies of up to 8 MHz with about 250 times less microwave power compared to standard EDSR.

We qualitatively reproduce Fig. 4 (b) from [20] by sweeping the static offset $\epsilon_0$ and the driving amplitude $A$. Our results are plotted in Fig. 10 (a) and the simulation reproduces the fidelity maximum near zero detuning offset $\epsilon_0 = 0$ with a slight shift to positive detuning offsets. Croot et al. do not find the local infidelity maximum at the spin-orbit degeneracy point, possibly because they sample the offset $\epsilon_0$ too coarsely or because other dephasing channels dominate. We cannot reproduce their high Rabi-frequencies for large detuning offsets $|\epsilon| > 30 \mu$eV, likely because the electron is strongly confined for these values such that the driving relies on shifts of the QD, which are not included in our model.

Appendix E: Reproduction Benito et al.

Benito et al. investigated the susceptibility of the flopping-mode qubit to electric noise with analytical calculations. They predicted a second order sweet spot for the qubit, where it would be insensitive to quasi static detuning shifts up to second order. We can reproduce a local minimum in the infidelity but it is shifted more towards the symmetric position $\epsilon = 0$. The differences between Fig. 10 (b) and Fig. 4 (b) in [21] can be explained by the fact that the numerical simulations capture the influence of leakage explicitly than the analytical calculations employed in [21].

The main difference between the driving mode investigated in [20, 21] and the driving mode presented in this manuscript are the relations of magnetic field strengths, tunnel coupling and driving amplitude. They operate at a much larger spin-orbit mixing and achieve a better relation of Rabi frequency to driving power at the cost of an increased noise susceptibility.
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