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Abstract

One of the primary goals in spectrum occupancy mapping is to create a system that is robust to assumptions about the number of sensors, occupancy threshold (in dBm), sensor noise, number of emitters and the propagation environment. We show that such a system may be designed with neural networks using a process of aggregation to allow a variable number of sensors during training and testing. This process transforms the variable number of measurements into approximate log-likelihood ratios (LLRs), which are fed as a fixed-resolution image into a neural network. The use of LLR’s provides robustness to the effects of noise and occupancy threshold. In other words, a system may be trained for a nominal number of sensors, threshold and noise levels, and still operate well at various other levels without retraining. Our system operates without knowledge of the number of emitters and does not explicitly attempt to estimate their number or power. Receiver operating curves with realistic propagation environments using topographic maps with commercial network design tools show how performance of the neural network varies with the environment. The use of very low-resolution sensors in this system can still yield good performance.
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I. INTRODUCTION

Spectrum occupancy mapping is the process of identifying occupied frequency bands using power measurements from distributed sensors, where the occupancy maps are decisions of whether power (in dBm) exceeds a threshold in various locations over an extended region, not just where the sensors are. In this work, we form these maps without estimating signal power or emitter locations directly, with the goal of creating a system that is robust to assumptions about the propagation environment, number of sensors and emitters, occupancy threshold, and sensor noise.

A. Background

Classical methods for estimating power maps from which occupancy can be derived often postulate models that describe the sensor measurements from a set of emitters. These methods are largely parametric, and attempt to solve the inverse problem of finding the emitters from the measurements. The solutions are developed under simplified path loss relationships between sensors and a single emitter, such as free-space [1], or log-normal shadowing [2, 3]. Multiple emitters in free-space are handled using a maximum-likelihood-based approach [4] provided that the number of emitters is known. When the number of emitters is not known, compressive sensing approaches are used [5, 6], where the emitter locations and powers are found simultaneously. However, these methods are not robust to emitter numbers, or locations, which are assumed to be sparse, and perform poorly in complex propagation environment due to violations of their recoverability conditions.

On the other hand, non-parametric methods use interpolation techniques in which the power level at any location is represented as a linear combination of the measurements. Examples of such methods include inverse-distance weighting [7, 8], K-nearest neighbors (K-NN) [9], radial basis function interpolation [10] and Kriging [11]. For a detailed discussion of classical methods, see [10]. Such methods are generally sensitive to emitter powers, locations, number, and the propagation environment, as they rely on statistical, not physical, relationships. The appeal of such classical methods is that they do not need to be trained and work well when the model matches the real environment.

When an accurate model cannot be prescribed, neural networks can address the problem of determining power maps from sensor measurements. Deep neural networks have been demonstrated to learn power maps constrained to a single unknown emitter when sensor data is acquired.
using a parametric forward model \cite{12}, ray-tracing \cite{13}, or measurement campaigns \cite{14}. Many of these early efforts look at only a small number of emitters in the same band. Training and testing are then often done with a single emitter \cite{15}, or less than three emitters \cite{16,17}. A larger number of emitters is tackled in \cite{18,19} by assuming that the power spectra of the emitters do not completely overlap in frequency. The neural network task is then reduced to computing power maps for a small number of emitters per frequency band, and requires estimation of the number of emitters. We compare our approach with both neural network and non-neural network alternatives in Section \text{IV}.

B. Contributions

The system shown in Fig. 1 is used to determine spectrum occupancy maps and has the following features:

1) **Ability to handle arbitrary propagation environment and number and locations of emitters:** We present the problem of occupancy mapping as a binary decision problem for the neural network: given a location and occupancy threshold, we determine if power at a given frequency exceeds the threshold, without knowledge of the number of emitters or an explicit step to estimate their number. Thus sensitivity to “model order” is eliminated. Variable and unlimited numbers of emitters are allowed during training and testing, all occupying the same frequency band.
2) **Robustness:** We present a simple and novel log-likelihood (LLR) approach to calculate the inputs to the neural network from sensors measurements. We show that this naturally addresses what to do with locations that have no sensors, and provides robustness to the occupancy threshold, number of sensors and noise. A variable number of sensors is allowed, eliminating the constraint that the number of inputs to the neural network must be prescribed.

Using a figure of merit, we demonstrate how the performance of the neural network varies with the environment by computing receiver operating curves with realistic propagation environments using topographic maps with commercial network design tools. We introduce the usage of a “threshold-to-noise ratio” to replace signal-to-noise ratio as a figure of merit. We also show that, perhaps surprisingly, very low-resolution sensors can still be used to get good performance.

The paper is organized as follows. Section II introduces the setup, and problem formulation. Section III describes the details of the LLR-based input aggregation process, the network architecture, the dataset and establishes a baseline performance for robustness studies. Section IV demonstrates the robustness of the decision system to the occupancy threshold, varying the number of sensors, and additive noise. Section V presents some practical sensor considerations with regard to threshold-to-noise ratio and one-bit measurements.

II. PROBLEM FORMULATION

A. System setup

Consider a region $\mathcal{R} \subset \mathbb{R}^2$. Denote the set of emitter (coordinate) locations by $\mathcal{E} = \{e_l\}^n_{l=1}$, where $n_\mathcal{E}$ is the number of emitters, and $e_l \in \mathcal{R} \forall l$. Denote the set of emitter powers by $\mathcal{P} = \{p_l\}^{n_\mathcal{E}}_{l=1}$, where $p_l \in \mathbb{R}$ and $p_l > 0 \forall l$, expressed in units of Watts; these quantities are generally unknown and random. A sensor at a location $r \in \mathcal{R}$ then measures the power

$$f(r) \equiv f(r, n_\mathcal{E}, e_1, e_2, \cdots, e_{n_\mathcal{E}}, p_1, p_2, \cdots, p_{n_\mathcal{E}}), \quad (1)$$

where the right-hand side of (1) shows the explicit dependence of the measurements on the emitters. We refer to $f(r)$ as the power field, or simply, field.

Denote the set of sensor locations by $\mathcal{S} = \{s_j\}^{n_\mathcal{S}}_{j=1}$, where $n_\mathcal{S}$ is the number of sensors and $s_j \in \mathcal{R} \forall j$; these quantities are generally known, but not under our control. It is assumed that the sensors are all tuned to the same center frequency and bandwidth of interest. It is also assumed that the emitters are all active in this band. While this frequency is an important parameter in determining the nature of propagation of energy throughout the region, our methodology is not
constrained to any given band or propagation model. Hence, we omit mention of frequency until Section III-A where simulations are shown for a given frequency.

We define the partition $\mathcal{G} = \{\mathcal{G}_k\}_{k=1}^{n_G}$, with sub-regions $\mathcal{G}_k \subset \mathcal{R}$, as a collection of non-overlapping sets that cover $\mathcal{R}$, where $n_G$ is the number of sub-regions. We define the occupancy in a sub-region $t(\mathcal{G}_k)$ as the indicator function for whether the field, averaged over $\mathcal{G}_k$, exceeds a predetermined occupancy threshold $\tau$, or

$$t(\mathcal{G}_k) = \mathbb{1}\{\langle f(r) \rangle_{\mathcal{G}_k} \geq \tau\},$$

where $\langle f(r) \rangle_{\mathcal{G}_k}$ is the mean field over $\mathcal{G}_k$, computed over all $r \in \mathcal{G}_k$, and $\mathbb{1}\{\cdot\}$ is an indicator function that is one if its argument is true and zero otherwise. Thus, if the average $f(r)$ exceeds $\tau$ in $\mathcal{G}_k$, then $t(\mathcal{G}_k) = 1$. Otherwise, it is zero. Typically, $\mathcal{G}$ rasterizes $\mathcal{R}$ along a regular grid and the occupancy maps are images of fixed resolution. The occupancy map is then defined as $t(\mathcal{G}) = \{t(\mathcal{G}_k)\}_{k=1}^{n_G}$. This definition of occupancy naturally induces two hypotheses for every sub-region $\mathcal{G}_k$, namely, $\mathcal{H}_{0,k} : \langle f(r) \rangle_{\mathcal{G}_k} < \tau$ where $t(\mathcal{G}_k) = 0$, and $\mathcal{H}_{1,k} : \langle f(r) \rangle_{\mathcal{G}_k} \geq \tau$ where $t(\mathcal{G}_k) = 1$.

The choice of $n_G$ determines the resolution of the occupancy map, and hence will generally be a function of the intended use of the map – small $n_G$ gives coarse occupancy resolution, while large $n_G$ gives refined occupancy measurements. In our results, $n_G$ is chosen such that the variation of the field within a sub-region $\mathcal{G}_k$ is less than 2 dB on average.

Although the sensor locations are known, their position and number are random and not under our control. The sub-regions form a grid that covers the region, and the number of sub-regions that include at least one sensor is smaller (by orders of magnitude) than the total number of sub-regions for which occupancy decisions are desired.

The number, location, and power of the emitters at the frequency or band of interest are entirely unknown. Hence, the ground truth of which sub-regions are occupied varies over the region with the number and location of the emitters, and the neural network has the task of mapping the random sensor measurements to a decision map, denoted by $\hat{t}(\mathcal{G})$, throughout the region.

Realistic forward modeling software and topographical maps are used to generate $f(r)$ and ensure that the generated occupancy maps are accurate. No forward model is assumed by the network, except what was indirectly learned during training. No explicit steps of estimating the
number of emitters or their locations are performed. A sequence of measurements produces a sequence of decision maps, but temporal prediction and modeling are not considered.

B. Problem statement

Given a set of sensor locations $S \subset R$, and measurements $m(s), s \in S$, we wish to use the neural network system shown in Fig. 1 to determine occupancy decisions $\hat{t}(G_k)$ over all $G_k \in G$ covering $R$. The sensors measure power, and we consider an aggressively small number of sensors, i.e. $n_S \ll n_G$. The neural network-based decision system produces a decision map in two steps:

1) The sensor measurements $m(s)$ are aggregated into an image whose resolution is determined by $G$.

2) A neural network forms a binary decision map over all of $G$ from this image.

The neural network-based decision system produces a decision map over $G$, whether or not a sensor occupies every $G_k$. 

Fig. 2: Fields (1), occupancy maps (2) and decision maps (8) in a variety of region topographies. (a)–(c): contours of the altitude profiles (in meters) for (a) Chicago, (b) Denver and (c) San Jose. (g)–(i): fields (in dBm) with $n_{E} = 18$ corresponding to the regions in (a)–(c). (d)–(f): occupancy maps with $\tau = -90$ dBm. Yellow (blue) indicates that $\langle f(r) \rangle_G$ is larger (smaller) than $\tau$. (j)–(l): decision maps, where comparing (d) to (j) and (f) to (l) shows that the occupancy maps are accurately estimated in Chicago and San Jose, resulting in a low error rate (about 8%). Comparing (e) to (k) shows that the occupancy patterns in Denver are harder to estimate resulting in higher error rate (about 15%). In these figures, the regions are 655.36, km$^2$ and $n_G = 128 \times 128$. The details of the training process and performance are described in Section III-A and the error rate is tabulated in Table I.
III. NEURAL NETWORK ARCHITECTURE AND DATASET

In this section, we present a convolutional neural network (CNN) with an encoder-decoder structure, and show how it is used to produce decision maps. In particular, we describe the measurement model, and the aggregation of sensor measurements as log-likelihood ratios (LLRs) into images of fixed size suitable as inputs to a neural network. Moreover, we describe the generation of the dataset from occupancy maps and how it is used to train and test the neural network.

A. Regions and occupancy maps

Occupancy maps used in training are taken as ground truth, and thus the degree to which the decision maps represent reality is determined by the choice of the forward model. The methods we present are not constrained to any particular model, and can work with free-space, dominant path loss [20], ray-tracing simulators and learned radio maps such as [21–25]. Software packages that provide accurate forward models are used extensively by wireless operators when designing their commercial wireless deployments. We utilize Forsk’s Atoll [26], which is especially useful for outdoor environments. Atoll provides control over the region topography, antenna patterns, heights, and tilts, emitter powers and locations, and allows field simulations over many emitter configurations.

We select regions $R$ with distinct topographies in the vicinity of three cities: Chicago, Denver and San Jose as shown in the contour maps Fig. 2a–2c. Chicago mostly comprises flat (80m variation) low-altitude areas, which allow the emitter power to propagate without significant shadowing. In a flat environment, occupancy is predictably highly correlated with proximity to an emitter. In contrast, Denver has an altitude profile with a variation of over 500 m, and occupancy maps have complex patterns due to shadowing by the landscape. San Jose’s altitude profile is characterized by a mixture: flatness in the valley, with high altitudes in the surrounding hills and mountains. Fig. 2d–2f show corresponding examples of $f(r)$, and Fig. 2g–2i show their corresponding occupancy maps $t(G)$ for $n_E = 18$. To obtain the topography of the region $R$, we use Esri’s ArcGIS to project the digital elevation models, publicly available at the United States Geological Survey (USGS) website [27], into a raster format usable by Atoll. All of the square regions are $655.36 \text{ km}^2$. The topography in each region is fed to Atoll as a raster image of size $512 \times 512$, or a resolution of $50 \times 50 \text{ m}^2$. The partition $G$ contains $n_G = 128 \times 128$ sub-regions,
Fig. 3: Encoder-Decoder architecture where the (square) feature map dimensions are indicated. The output of a dense block is the concatenation of the output of a convolution (orange) and the copied input (blue). Convolution blocks associated with transition layers shrink the input size during encoding, and expand during decoding. The output $O(G)$ passes through a Sigmoid layer and a threshold detector to produce the decisions $\hat{t}(G)$.

each having an area $200 \times 200 \text{m}^2$. All emitters use 11dBi omni-directional 0-degree tilt antennas at 2100 MHz mounted 20m above ground level. The bandwidth considered is 10 MHz.

B. Inputs and aggregation

The sensors measure power $m(s)$ at a given frequency and bandwidth at locations $s \in \mathcal{S}$. A measurement made in a sub-region $s \in \mathcal{G}_k$ can be modeled locally as

$$m(s) = \langle f(r) \rangle_{\mathcal{G}_k} + z(s),$$

where $z(s) \sim \mathcal{N}(0, \zeta^2)$ is the error of representing the mean field $\langle f(r) \rangle_{\mathcal{G}_k}$ by a single measurement $m(s)$. The error in (3) is generally a function of size; the smaller the sub-region, the smaller the error. In a single-sensor system, an optimal decision of occupancy is obtained by computing the likelihood function $q(m(s) | \langle f(r) \rangle_{\mathcal{G}_k})$ using (3) to decide between the hypotheses $\mathcal{H}_{0,k} : t(\mathcal{G}_k) = 0$ versus $\mathcal{H}_{1,k} : t(\mathcal{G}_k) = 1$. Since $\langle f(r) \rangle_{\mathcal{G}_k}$ is unknown, a generalized likelihood-ratio test is used:

$$LLR(s) = \log \frac{\max_{H_1: \langle f(r) \rangle_{\mathcal{G}_k} \geq \tau} q(m(s) | \langle f(r) \rangle_{\mathcal{G}_k})}{\max_{H_0: \langle f(r) \rangle_{\mathcal{G}_k} < \tau} q(m(s) | \langle f(r) \rangle_{\mathcal{G}_k})}$$

$$= \frac{(m(s) - \tau)|m(s) - \tau|}{2\zeta^2}.$$  

Because we have a multi-sensor system, we do not make local decisions but instead feed these LLRs as inputs to the neural network. We can assume $\zeta^2 = 1/2$ because constant factors do not affect the training of the network. Moreover, since the measurements generally have many
orders of magnitude dynamic range, we have found that dropping the absolute value term in (5) aids in numerical stability. Thus, the sensors report the approximate LLRs

\[ i(s) = m(s) - \tau. \]  

This approximation is an intuitively pleasing metric representing the difference between the measured sensor value and the threshold. The larger the metric, the more sure we are that the measurement exceeds the threshold, and conversely. Where there are no sensors, we set \( i(r) = 0 \) for \( r \in \mathcal{R}\setminus\mathcal{S} \), representing no information of whether the field is above or below the threshold.

We show in Section IV-C that this method of LLRs lends itself well to noisy measurements, and results in an expression for \( i(s) \) that is a generalization of (6).

We then form the input (image) to the neural network as

\[ I(G_k) = \frac{1}{Z} \frac{1}{|G_k \cap \mathcal{S}|} \sum_{r \in G_k} i(r), \]  

which pools the measurement of all the sensors in \( G_k \), where \( |G_k \cap \mathcal{S}| \) is the number of sensors contained in \( G_k \). Thus, the neural network input is the aggregated LLRs in every sub-region that has at least one sensor. For sub-regions containing no sensors, the LLRs are naturally zero. We introduce a normalization constant \( Z \) that scales the values encountered to be in a range typical for the input to a neural network. For example, choosing \( Z \) such that the image \( \{ I(G_k) \}_{k=1}^{n_G} \) has unit variance works well in practice.

Because we typically consider a square region, the aggregation process forms an image of size \( \sqrt{n_G} \times \sqrt{n_G} \). We are interested in constructing a binary decision map over all the sub-regions, including those for which \( I(G_k) = 0 \). This resembles the problem of image inpainting, where incomplete images with regular [28] or irregular [29] holes are recovered from available pixels. CNNs commonly used in these problems employ an encoder-decoder structure, which allows the translation of one type of (input) image, to another type of (output) image. In the problem we consider, the hole-to-image ratio is \( 1 - n_S/n_G \approx 0.99 \).

C. Neural network

The encoder-decoder structure that computes \( \hat{t}(G) \) comprises 22 convolutional layers. Each convolutional layer results in a number of output “images” called feature maps. To avoid accuracy saturation caused by training deep CNNs, we incorporate dense blocks which concatenate output feature maps with input feature maps. Dense blocks are the building blocks of DenseNets [30],
which demonstrate excellent performance for classification on the ImageNet dataset \cite{31}. A dense block is defined in terms of the number of convolutional layers $\ell$ and growth rate $\gamma$. The growth rate $\gamma$ specifies the number of feature maps produced by each layer within a dense block. Since a dense block operates by concatenation, the input and output feature sizes must match. If there are $\gamma_0$ feature maps at the input of a dense block with $\ell$ layers, then the number of feature maps at the output of the dense block is $\gamma_0 + \gamma \times \ell$. To allow the CNN to process feature maps at different resolutions, dense blocks are followed by transition blocks that either downsample or upsample feature maps depending on the encoding or decoding operation.

The network structure is shown in Fig. \ref{fig:3}. The input to the network $I(\mathcal{G})$ consists of the aggregated LLRs using \cite{7}. The first yellow block is the output feature maps of a 2D $k_21s2p10$ (kernel size = 21, stride = 2, padding = 10) convolution layer with six output channels. These initial features are the input to the encoder. We refer to a convolution block as a combination of three layers: batch normalization (BatchNorm), Rectified-linear unit (ReLU) and convolution layers. The encoder is a dense CNN with three dense blocks having $\ell = 1$ and $\gamma = 16$, and three down-sampling transition blocks. Within a dense block, the convolution layers are $k_3s1p1$. A Transition block consist of two convolution blocks. The first uses a $k_1s1p0$ convolution layer which learns pooling across feature maps, and halves the number input channels. The second uses a $k_3s2p1$ convolution layer, which halves the size of the input feature maps. Therefore the transition blocks at the encoder have outputs whose dimensions are half those of their inputs. The decoder is also a dense CNN with four dense blocks, and three up-sampling transition blocks. The decoder dense blocks are identical to the encoder dense blocks. Transition blocks at the decoder differ from those at the encoder in the second convolution blocks which use convolution transpose layers of $k_3s2p1$ to upsample the feature maps by a factor of two. The final layer of the decoder is a convolution transpose block which produces an output image $O(\mathcal{G})$ whose dimensions are equal to the input image $I(\mathcal{G})$. The decision map $\hat{t}(\mathcal{G})$ is obtained as follows

$$\hat{t}(\mathcal{G}) = \mathbb{1}\left\{\sigma(O(\mathcal{G})) > \theta\right\}, \quad (8)$$

where $\sigma(\cdot)$ is the sigmoid activation function, and $\theta$ is a detection threshold resulting in a binary decision. The detection threshold $0 \leq \theta \leq 1$ is generally chosen to be $\theta = 0.5$. The number of parameters of the $i$th convolutional layer is $k_i^2 \cdot n_{in,i} \cdot n_{out,i}$, where a $k_i \times k_i$ kernel is used, $n_{in}$ is the number of input feature maps, and $n_{out,i}$ is the number of output feature maps. In addition
TABLE I

LOSSES AND ERROR RATES IN CHICAGO, DENVER, AND SAN JOSE: \( n_S = 100, \tau = -90 \text{ dBm} \)

| Region       | Train \( \kappa(0.5) \) | Test \( \kappa(0.5) \) | Train loss | Test loss |
|--------------|--------------------------|------------------------|------------|-----------|
| Chicago      | 0.058                    | 0.062                  | 0.138      | 0.147     |
| Denver       | 0.139                    | 0.148                  | 0.315      | 0.336     |
| San Jose     | 0.075                    | 0.079                  | 0.189      | 0.205     |

Training and testing losses (9) and error rates (10) after 500 epochs. Observe that Chicago provide the best error rate performance. Note that the emitter locations are not shared between training and testing datasets.

to the convolutional layers, the batchNorm layers contribute \( 2n_{in,i} \) parameters at the \( i \)th layer. The total number of parameters over all layers \( L \) is thus \( \sum_{i=1}^{L} k_i^2 \cdot n_{in,i} \cdot n_{out,i} + 2n_{in,i} = 29908 \).

D. Dataset

The training dataset comprises \( M = 20480 \) pairs \( (I(\mathcal{G}), t(\mathcal{G})) \) divided evenly according to the number of emitters \( n_E \in [1, 40] \), resulting in 512 pairs per \( n_E \) per region (for example, San Jose). The test dataset contains 1024 maps generated in the same way as the training set. The test and training datasets are generated independently. The emitters are placed randomly (uniformly) over \( \mathcal{R} \). The emitter powers are chosen uniformly over the interval \( [0, 2] \) Watts. The field \( f(\mathbf{r}) \) is then obtained using Atoll, using its internal model (1), and the occupancy map with respect to the threshold \( \tau \) is generated according to (2).

Little is gained by making \( n_E \) larger than when full occupancy is achieved. Hence there is a natural “upper bound” on \( n_E \) that depends on the environment where increasing \( n_E \) does not add richness to the occupancy maps. We find that 40 emitters are enough to cover more than more than 92\% of the region in Chicago at \( \tau = -90 \text{ dBm} \). Hence, we generally train with no more than 40 emitters. The datasets are generated with fixed occupancy threshold \( \tau \) and \( n_S \).

E. Training and performance

To supervise the training process, training pairs \( (I(\mathcal{G}), t(\mathcal{G})) \) are sampled randomly from the dataset and grouped into mini-batches of size 32. The corresponding outputs \( O(\mathcal{G}) \) are obtained from the inputs \( I(\mathcal{G}) \) as described in Section III-C. During testing, the decision maps \( \hat{t}(\mathcal{G}) \) are obtained by thresholding as shown in (8). The learning rate is \( 5 \times 10^{-5} \); reduced by a factor of 10 if the loss plateaus over a period of 10 epochs (one complete run through the training set).
Fig. 4: ROC as $\theta$ is varied; in Chicago (solid), Denver (dashed) and San Jose (dotted) with $\tau = -90$ dBm. Observe that because its curve is above and to the left of the others, Chicago provides the best ROC performance.

We use the weighted cross entropy loss function defined as,

$$L(\alpha) = \frac{1}{M n_G} \sum_{j=1}^{M} \sum_{k=1}^{n_G} \left( -\alpha t_j(G_k) \log[\sigma(O_j(G_k))] - (1 - t_j(G_k)) \log[1 - \sigma(O_j(G_k))] \right),$$  

(9)

where $\alpha$ is a factor that weights the sub-regions $G_k$ for which $t(G_k) = 1$. The weights of the network are tuned by an ADAM optimizer to minimize (9). We train the neural network for 500 epochs after which the neural network weights are saved.

The performance of the decision system during testing is determined by the error rate of classifying the sub-regions $G_k \in G$, or

$$\kappa(\theta) = \frac{1}{M n_G} \sum_{j=1}^{M} \sum_{k=1}^{n_G} |t_j(G_k) - \hat{t}_j(G_k)|.$$  

(10)

The expression in (10) depends on $\theta$ through the decision maps $\hat{t}(G)$, and we set $\theta = 0.5$. The error rate is averaged over emitter locations, powers, and numbers, and sensor locations drawn randomly. The distributions of $E$ and $S$ are uniform over $\mathcal{R}$.

The training and test error rates $\kappa(0.5)$ are shown in Table. Chicago occupancy maps have lower error rates and loss values than Denver, for example, probably because of the dramatic differences in terrain. San Jose falls in between with the presence of both flat (valley) and irregular topographies. Training and testing are performed on a single NVIDIA GeForce GTX Titan X GPU. During testing, the time to produce a decision map $\hat{t}(G)$ from an input $I(G)$ is
Fig. 5: Robustness to $\tau$. Solid curves represent matched training and testing: $\tau_{\text{train}} = \tau_{\text{test}} \in [-105, -75]$ dBm; Dash-dotted curves represent mismatched training and testing: fixed $\tau_{\text{train}}$, but $\tau_{\text{test}} \in [-105, -75]$ dBm. Robustness is evidenced by observing that the dash-dotted curves are close to the solid ones of the same color over a wide range of $\tau_{\text{test}}$. The fixed $\tau_{\text{train}}$ is chosen to have approximately 50% of the region occupied.

approximately 8 ms. This value is smaller than typical delays of wireless sensor networks, and thus decisions can be generated in real-time as soon as the measurements are available.

Receiver operating characteristic (ROC) curves, which are plots of detection rates versus false alarm rates, can be generated by varying $\alpha$ in (9) or $\theta$ in (8). We choose $\theta \in (0, 1)$, and set $\alpha = 1$, allowing us to avoid retraining the network for every $\alpha$. The false alarm rate, denoted by $P_F(\theta)$, is the rate of incorrectly deciding $\hat{t}(G_k) = 1$, averaged over all $G$, and the detection rate $P_D(\theta)$ is the rate of correctly deciding $\hat{t}(G_k) = 1$, defined as

$$P_F(\theta) = \frac{\sum_{k=1}^{n_g} \sum_{j=1}^{M} (1 - t_j(G_k))\hat{t}_j(G_k)}{\sum_{k=1}^{n_g} \sum_{j=1}^{M} (1 - t_j(G_k))}, \quad P_D(\theta) = \frac{\sum_{k=1}^{n_g} \sum_{j=1}^{M} t_j(G_k)\hat{t}_j(G_k)}{\sum_{k=1}^{n_g} \sum_{j=1}^{M} t_j(G_k)}. \quad (11)$$

Fig. 4 shows the ROC curves with $n_S = 100$ and $\tau = -90$ dBm and their dependence on the region; more favorable ROC is achieved in Chicago, than in San Jose or Denver. Even when there is no sensor noise, a nontrivial ROC curve is obtained since our system estimates the occupancy everywhere, including sub-regions in which there are no sensors.

IV. ROBUSTNESS AND COMPARISON WITH OTHER METHODS

The usefulness of any neural network-based decision system is determined in part by its robustness to parameter values for which it has not been trained. Until now, we have matched the training and test parameters as we averaged over emitter and sensor realizations. In this
section, we examine the test error rate of the decision system when: (1) the occupancy threshold τ, (2) the number of sensors \( n_S \), and (3) the measurement noise have values that differ during testing and training. We show that the decision system is robust to a wide range of τ and \( n_S \); we can train with a single \( \tau_{\text{train}} \) (or \( n_{S_{\text{train}}} \)), and test with \( \tau_{\text{test}} \neq \tau_{\text{train}} \) (or \( n_{S_{\text{test}}} \neq n_{S_{\text{train}}} \)), and get an error rate similar to when \( \tau_{\text{train}} = \tau_{\text{test}} \) (or \( n_{S_{\text{train}}} = n_{S_{\text{test}}} \)). Moreover, we model noisy power measurements, and show that forming the neural network inputs from LLRs makes the decision system robust to noise, even when trained with noise-free measurements.

A. Occupancy threshold τ

The decision maps \( \hat{t}(G) \) are always referenced to an occupancy threshold \( \tau \). We show that a system trained for a threshold \( \tau_{\text{train}} \) can be used effectively for testing with \( \tau_{\text{test}} \neq \tau_{\text{train}} \). In this case, \( i(s) = m(s) - \tau_{\text{train}} \) during training, and \( i(s) = m(s) - \tau_{\text{test}} \) during testing.

The test error rate \( \kappa \) of the decision system versus \( \tau_{\text{test}} \) are shown in Fig. 5. For mismatched training and testing, \( \tau_{\text{train}} = -88 \text{ dBm} \) in Chicago, \( \tau_{\text{train}} = -95 \text{ dBm} \) in Denver, and San Jose. Robustness is seen by observing that the dash-dotted curves are close to the solid ones of the same color over a wide range of \( \tau_{\text{test}} \).

This robustness is attributed to the LLR inputs to the neural network (6). Since \( m(s) - \tau_{\text{test}} = m(s) - \tau_{\text{train}} + (\tau_{\text{train}} - \tau_{\text{test}}) \), the difference \( \tau_{\text{train}} - \tau_{\text{test}} \) represents the mismatch in measured occupancy between training and testing. When \( \tau_{\text{test}} < \tau_{\text{train}} \), this difference represents a simple positive offset to the measurement, which leads to overstating the occupancy. In a similar fashion, \( \tau_{\text{test}} > \tau_{\text{train}} \) leads to understating the actual occupancy.

B. Number of sensors \( n_S \)

The decision system has no control over the number of sensors \( n_S \) and their locations, and the number of measurements aggregated into \( I(G) \) during training and testing could be different. As described in Section III-A, the sensor locations are varied during the training so that there are no location biases. However, we postulate that, the test error rate of a system trained for \( n_{S_{\text{train}}} \) will decrease with \( n_{S_{\text{test}}} > n_{S_{\text{train}}} \) because more \( i(s) \) are aggregated per sub-region. Note that in our settings, \( n_S \) is sampled from \( \mathcal{R} \) which is discretized into \( 512 \times 512 \) points.

We follow the same process described in Section III-D for each region, and generate training and test sets for values of \( n_{S_{\text{train}}} \) and \( n_{S_{\text{test}}} \in [50, 800] \). We use \( n_{S_{\text{train}}} = n_{S_{\text{test}}} \) sensors for
training to establish the baseline performance. Due to the aggregation step (7), the size of the input $I(G)$ remains fixed at $128 \times 128$, even as $n_{\text{Stest}}$ is changed.

To demonstrate the robustness to the number of sensors, we fix $n_{\text{Strain}} = 100$ during training, and show that increasing the number of sensors during testing is advantageous to the performance, even though there is a mismatch between training and testing. Fig. 6a, 6b, and 6c plot the error rate $\kappa$ in (10) as $n_{\text{Stest}}$ varies with for each region (black curves). The solid curves are for matched training and testing, while the dash-dotted curves are for $n_{\text{Strain}} = 100$. Encouragingly, the error rate $\kappa$ falls as $n_{\text{Stest}}$ increases in both cases, and therefore the system is robust. This behavior is not seen with PowerNN, as also shown (blue curves). This comparison, among others, is discussed in more detail in Section IV-D.

C. Noise modeling and robustness

Sensor measurements are generally subject to measurement non-linearity and noise. In this section, we analyze the effect of noise on the performance of the decision system. In particular, we demonstrate that, by modeling measurement noise, the approximate LLRs (6) can be augmented to improve the performance and make the system robust to mismatched training and testing noise levels.

So far, we have relied on Atoll to simulate the field $f(r)$. However, Atoll only produces power values, and a model for the received time-varying amplitude is required to model noise.
By assuming that the emitters are uncorrelated, the field $f(r)$ in (1), at any location $r \in \mathcal{R}$, can be written in the form

$$f(r) = \sum_{l=1}^{n_{\mathcal{E}}} f_{e_l}(r)p_l,$$

where $f_{e_l}(r) > 0$ is the power measured by a sensor from a unit-power emitter located at $e_l \in \mathcal{E}$, and $p_l$ is the (unknown) power of the $l$-th emitter (in Watts). We then model the noisy received discrete-time signal at location $s$ as

$$y(s,n) = \sum_{l=1}^{n_{\mathcal{E}}} \sqrt{f_{e_l}(s)}u_l(n) + w(s,n),$$

where $n = 1, 2, ..., N$, and $N$ is the number of samples, $u_l(n)$ are samples of the signal transmitted by the $l$-th emitter modeled as independent complex normal random variables $\mathcal{CN}(0,p_l)$ for $l = 1, 2, ..., n_{\mathcal{E}}$. The sensor thermal noise $w(s,n) \sim \mathcal{CN}(0,\nu^2)$ are independent and identically distributed random variables for all $s$ and $n$, independent of $u_l(n)$ for all $n$, and we refer to $\nu^2$ as the noise power.

To estimate the power, the sensors compute the mean-square value of the noisy samples (13), which, assuming the emitters are uncorrelated, and using (3), can be modeled as

$$m(s) = \frac{1}{N} \sum_{n=1}^{N} |y(s,n)|^2 \approx \langle f(r) \rangle_{G_k} + z(s) + \nu^2 w_{sq}(s),$$

where $2Nw_{sq}(s) \sim \chi^2(2N)$, and $\chi^2(N)$ denotes a chi-square distribution with $N$ degrees of freedom. The approximation in (14) assumes that the cross term $\frac{1}{N} \sum_{n=1}^{N} \sum_{l=1}^{n_{\mathcal{E}}} f_{e_l}(s)u_l(n)w(n)^*$ is zero by the weak law of large numbers, where $(\cdot)^*$ denotes complex conjugation. Note that as $N \to \infty$, $m(s) \to \langle f(r) \rangle_{G_k} + z(s) + \nu^2$, for $s \in G_k$, and the error in approximating $\langle f(r) \rangle_{G_k}$ by $m(s)$ still exists even when the noise is completely averaged out. By the central limit theorem, $\nu^2 w_{sq} \sim \mathcal{N}(\nu^2, \nu^4/N)$, and the sensor measurement $m(s) \sim \mathcal{N}(\langle f(r) \rangle_{G_k} + \nu^2, \zeta^2 + \nu^4/N)$. We assume that the noise power $\nu^2$ is known to the sensor.

We take the same approach as in Section III-B and derive the LLRs according to the model (14). Since $\nu^4/N$, and $\zeta^2$ are not a function of $\langle f(r) \rangle_{G_k}$, the resulting LLRs of the noisy measurements can be expressed as,

$$LLR(s) = \begin{cases} |m(s) - \nu^2 - \tau|(m(s) - \nu^2 - \tau) & m(s) \geq \nu^2, \\ \frac{2(\nu^4/N + \zeta^2)}{\tau(2m(s) - 2\nu^2 - \tau)} & \text{otherwise}. \end{cases}$$

Similar to (5), the denominators in (15) are constant and can be dropped. Moreover, dropping the absolute value term $|m(s) - \nu^2 - \tau|$ and the constant factor $\tau$ from the numerators aids in
Fig. 7: Robustness to $\nu^2$. Solid curves represent matched training and testing: $\nu^2_{\text{train}} = \nu^2_{\text{test}}$; Dash-dotted curves represent mismatched training and testing: $\nu^2_{\text{train}} = 0$. Robustness to noise, when (16) is used for $i(s)$, is seen by observing that the dash-dotted black curves are close to the solid ones for a wide range of $\nu^2_{\text{test}}$. In contrast, when using (6) for $i(s)$, or with PowerNN, robustness is reduced. The dashed horizontal line is the baseline with noise-free sensors during training and testing, or $\nu^2_{\text{train}} = \nu^2_{\text{test}} = 0$ W.

Numerical stability, as measurements generally have many orders of magnitude dynamic range. Thus, the sensors report the approximate LLRs

$$i(s) = \begin{cases} m(s) - \nu^2 - \tau & \text{for } m(s) \geq \nu^2, \\ 2m(s) - 2\nu^2 - \tau & \text{otherwise.} \end{cases}$$  \hfill (16)$$

The approximate LLRs in (16) are a generalization of those in (6), with equality when $\nu^2 = 0$.

We demonstrate the performance when using (16) in Chicago where $n_S = 100$, $\tau = -90$ dBm, and $N = 1024$ for a variety of noise powers $\nu^2$. We denote by $\nu^2_{\text{train}}$ and $\nu^2_{\text{test}}$ the noise power in the measurements (14) during training and testing respectively. We train the decision system by forming the inputs $I(G)$ in (7) from $i(s)$ in (16) with $\nu^2_{\text{train}}$ using measurements in (14), to produce a decision map $\hat{t}(G)$. Testing is done in the same manner, but $\nu^2_{\text{test}}$ is used instead.

Similar to the preceding subsections, we consider two cases. In the first case, training and testing are matched, or $\nu^2_{\text{train}} = \nu^2_{\text{test}} \in [-105, -75]$ dBm, and $\kappa$ as a function of $\nu^2_{\text{test}}$ is shown in solid black in Fig. 7. In the second case, training and testing are mismatched, or $\nu^2_{\text{train}} = 0$ and $\nu^2_{\text{test}} \in [-105, -75]$ dBm, and the corresponding $\kappa$ is shown in dash-dotted black. Comparing the two curves, we observe that the performance in both cases is similar, and, therefore, the decision system is robust to the mismatch between training and testing noise variance. In fact, the training measurements can be noise-free and the test measurements can be noisy.
Fig. 8: Test error rate versus TNR ($\eta = \tau / \nu^2$ in dB) for various $\tau$. Dashed lines indicate error rate with noise-free sensors ($\eta = \infty$). We can see that low TNR corresponds to high error rate, and the error rate decreases as TNR increases. When $\eta = 0$ dB, the error rates are close to their noise-free limits (dashed lines).

The robustness to noise does not hold when noise is not part of the LLR model. Fig. 7 shows the performance (in red) when (6) is used for $i(s)$. We observe a divergence starting at $\nu_{test}^2 = −95$ dBm between the red dash-dotted, where training and testing are mismatched, versus the red solid, where training and testing are matched.

D. Comparison with other methods

We compare the error rate of several alternatives for occupancy mapping. We consider [17] as a neural network alternative and we refer to it as PowerNN. PowerNN takes two images, one containing the measurements, which we construct using (7), replacing $i(r)$ with $m(r)$ in dBm. Note that for locations with no sensors, $r \in R \setminus S$, $m(r) = 0$ as per [17], and we set the “code length” to 256. The second image contains zeros for sub-regions $\mathcal{G}_k$ with no sensors, and ones everywhere else.

We also consider classical alternatives such as inverse distance weighting (IDW) with an exponent of two [8], and K-nearest neighbors (K-NN) with $K = 1$ [9]. We also consider Ordinary Kriging [11], and radial basis function (RBF) interpolation with a bias term and $\ell_2$-regularization parameter of 0.01 [10].

We compare the performance of our proposed method to the alternatives as the number of sensors used in testing is varied $n_{S_{test}} \in [50, 800]$. We use $n_{S_{train}} = n_{S_{test}}$ sensors for training. The test error rate as $n_{S_{test}}$ varies is shown in Fig. 6 for the various methods in all of the
considered regions. Our proposed methods outperforms the alternatives for all $n_{S_{test}}$ (solid curves). Note that in Denver, a three-fold increase in the number of sensors is required for the alternatives to perform as well as our proposed method. In Chicago and San Jose, about four-fold increase is required for PowerNN, and at least an eight-fold increase is required for the classical methods.

Moreover, PowerNN is not very robust to the number of sensors or sensor noise. We set $n_{S_{train}} = 100$ during training, and vary the number of sensors during testing $n_{S_{test}} \in [50, 800]$. Fig. 6 plots the error rates of PowerNN for the cases where the number of sensors is matched and mismatched during training and testing. Comparing the solid blue curve to the dash-dotted blue curve, the performance of PowerNN degrades rapidly as $n_{S_{test}}$ increases beyond $n_{S_{train}} = 100$. Furthermore, Fig. 7 plots the error rates of PowerNN for the cases where the noise is matched and mismatched during training and testing. Comparing the solid blue curve to the dash-dotted blue curve, we observe that under mismatch, with $\nu^2_{test} = -95\text{dBm}$, the error rate increases dramatically compared to the case where noise is matched.

The next section contains some observations on a figure of merit, and comments on practical sensor considerations.

V. Threshold-to-noise ratio (TNR) and practical considerations

A. Threshold-to-noise ratio (TNR) $\eta = \tau/\nu^2$

Classically, the error rate of a noisy detector [10] is characterized by the signal-to-noise ratio (SNR), where good performance is generally obtained at high SNR. However, in a spectrum occupancy system, even a low-SNR situation at a sensor (where $f(s)/\nu^2$ is small) can yield a useful conclusion. For example, if $f(s) \ll \nu^2 < \tau$ we can readily conclude from a small sensor measurement that there is no emitter near the sensor, and hence the sub-region is not occupied. In this case, a low SNR measurement provides useful information. On the other hand, if $\nu^2 > \tau$, then sensor measurements are dominated by noise relative to the threshold, and this noise obscures the presence or absence of an emitter meeting the threshold condition. In this case, a low SNR measurement does not provide useful information. Hence the SNR of a measurement by itself does not capture the significance of a measurement.

We have found that the threshold-to-noise ratio (TNR), denoted by $\eta = \tau/\nu^2$ is a more meaningful figure of merit to characterize the system performance. The TNR captures the statistical significance of all the measurements since low TNR values (below 0 dB) indicate that
Fig. 9: Low-resolution (one-bit) sensors work well. Black (◦): full-resolution sensors with $n_{\text{Strain}} = n_{\text{Stest}}$. Red (◦): one-bit sensors with $n_{\text{Strain}} = n_{\text{Stest}}$. Red (⋄): one-bit sensors with $n_{\text{Strain}} = 100$. Comparing the black (◦) with the red (◦) curves shows that only approximately a two-fold increase in the number of one-bit sensors (17) versus full-resolution sensors gives the same $\kappa$. Moreover, the red (◦) curves are close to the red (⋄) ones demonstrating robustness to $n_{\text{Stest}}$. In all cases, $\tau = -90$ dBm and $\nu^2 = 0$.

the noise power of the measurements is greater than the threshold, thus giving the measurement reduced significance, irrespective of the signal strength. Fig. 8 shows the error rate of a system trained and tested with noisy measurements as a function of TNR. The thresholds are chosen as $\tau \in \{-100, -95, -90, -85\}$ dBm, and the noise powers, for every threshold, are chosen such that $\eta \in [-20, 15]$ dB. The probabilities of error approaches their limiting value (dashed lines) as $\eta \to \infty$, and even with $\eta = 0$ dB the error rates are close to their limiting values. Thus, $\eta$ indicates how close to noise-free performance we are.

B. Practical sensor considerations and one-bit sensors

The results of Section IV show that an accurate spectrum occupancy system requires the distribution of tens or hundreds of sensors in a region, which, in turn, requires the sensors to be low-cost and low-power. The results also show that low error rate can be maintained for a wide range of noise power $\nu^2$. In fact, Fig. 8 shows that for any given $\tau$, the error rate with noisy sensors is very close to that of noise-free sensors even at TNR as low as $\eta = -5$ dB. This favorable performance in the presence of noise can be translated into savings on power and cost of the sensors which can be designed with less stringent constraints on gain and noise figure. The RadioHound sensor [35, 36] developed at the University of Notre Dame is a low-
cost spectrum sensor which enables dense deployments. The sensor is in its third generation and features an on-board 8-bit 48 MSps analog-to-digital converter (ADC), with a tunable range of 6 GHz. The sensor has already been used as part of a feasibility study conducted by the Federal Communications Commission (FCC) on the collection of the United States Parcel Service (USPS) broadband data [37]. The sensor currently consumes about 3.9W of power, and costs $50. We plan to reduce the cost and power consumption further by replacing the ADC with a one-bit threshold detector. In this section, we show that the effect of this modification on performance can be quantified in terms of an increase in number of one-bit versus full-resolution sensors.

Sensors with one-bit threshold detectors report binary (hard) decisions as

\[ i(s) = \text{sgn}(m(s) - \tau), \]

instead of real-valued soft decisions (6), where the \( \text{sgn}(\cdot) \) function returns the sign of its argument and \( \text{sgn}(0) = 0 \). The hard decisions in (17) do not change the process of aggregation (7). One intuitively expects the performance of the system to degrade significantly for any \( n_S \) due to the severe loss of resolution in \( I(G) \). Fig. 9 compares the performance of full-resolution sensors (black ◦) versus one-bit sensors (red ◦) for Chicago and Denver. It is remarkable that only approximately a two-fold increase in the number of one-bit versus full-resolution sensors gives the same \( \kappa \). Moreover, the robustness to \( n_{Stest} \) with one-bit sensors is observed when comparing the red (◦) curves with the red (⋄) curves.

VI. CONCLUSION

We presented a framework for computing occupancy maps for an arbitrary and unlimited number of emitters. We presented a novel log-likelihood ratio approach to input aggregation, which forms fixed resolution images regardless of the number of sensors. We demonstrated that the framework results in accurate maps, and is robust to mismatch between training and testing with respect to the emitter locations, the number of sensors, the occupancy threshold, and noise power. We also defined the threshold-to-noise ratio (TNR) as a figure of merit to capture the performance of a system relative to noise-free sensors. Finally we showed that one-bit sensors, which can provide savings on cost and power, can be used effectively in spectrum mapping.

ACKNOWLEDGEMENTS

The authors thank Vesh Raj Sharma Banjade, Richard Dorrance, and Sriakathyayani Srikan-teswara of Intel Corporation for helpful discussions leading to this work.
REFERENCES

[1] D. Li and Y. H. Hu, “Energy-based collaborative source localization using acoustic microsensor array,” EURASIP Journal on Advances in Signal Processing, no. 4, pp. 321–337, 2003.

[2] B. C. Liu, K. H. Lin, and J. C. Wu, “Analysis of hyperbolic and circular positioning algorithms using stationary signal-strength-difference measurements in wireless communications,” IEEE Transactions on Vehicular Technology, vol. 55, no. 2, pp. 499–509, 2006.

[3] L. Lin, H. C. So, and Y. T. Chan, “Accurate and simple source localization using differential received signal strength,” Digital Signal Processing, vol. 23, no. 3, pp. 736–743, 2013.

[4] X. Sheng and Y. Hu, “Maximum likelihood multiple-source localization using acoustic energy measurements with wireless sensor networks,” IEEE Transactions on Signal Processing, vol. 53, no. 1, pp. 44–53, 2005.

[5] C. Feng, S. Valaee, and Z. Tan, “Multiple target localization using compressive sensing,” in Proc. IEEE Global Telecommunications Conference (GLOBECOM), 30 Nov.–4 Dec. 2009, pp. 1–6.

[6] J. A. Bazerque and G. B. Giannakis, “Distributed spectrum sensing for cognitive radio networks by exploiting sparsity,” IEEE Transactions on Signal Processing, vol. 58, no. 3, pp. 1847–1862, 2010.

[7] D. Shepard, “A two-dimensional interpolation function for irregularly-spaced data,” in Proc. 23rd ACM national conference, 27–29 Aug. 1968, pp. 517–524.

[8] B. S. Shawel, D. H. Woledegebre, and S. Pollin, “Deep-learning based cooperative spectrum prediction for cognitive networks,” in Proc. International Conference on Information and Communication Technology Convergence (ICTC), 17–19 Oct. 2018, pp. 133–137.

[9] T. Cover and P. Hart, “Nearest neighbor pattern classification,” IEEE Transactions on Information Theory, vol. 13, no. 1, pp. 21–27, 1967.

[10] C. M. Bishop and N. M. Nasrabadi, Pattern Recognition and Machine Learning. Springer, 2006, vol. 4, no. 4.

[11] A. Chakraborty, M. S. Rahman, H. Gupta, and S. R. Das, “SpecSense: Crowdsensing for efficient querying of spectrum occupancy,” in Proc. IEEE International Conference on Computer Communications (INFOCOM), 1–4 May 2017.

[12] R. Hashimoto and K. Suto, “SICNN: Spatial interpolation with convolutional neural networks for radio environment mapping,” in Proc. IEEE International Conference on Artificial Intelligence in Information and Communication (ICAIIIC), 19–21 Feb. 2020, pp. 167–170.

[13] E. Krijestorac, S. Hanna, and D. Cabric, “Spatial signal strength prediction using 3d maps and deep learning,” in Proc. IEEE International Conference on Communications (ICC), 14–23 Jun. 2021, pp. 1–6.

[14] A. Zhang, K. Zhu, R. Wang, and C. Yi, “Missing data inference for crowdsourced radio map construction: An adversarial auto-encoder method,” in Proc. IEEE Wireless Communications and Networking Conference (WCNC), 29 Mar.–1 Apr. 2021, pp. 1–6.

[15] X. Han, L. Xue, F. Shao, and Y. Xu, “A power spectrum maps estimation algorithm based on generative adversarial networks for underlay cognitive radio networks,” Sensors, vol. 20, no. 1, p. 311, 2020.

[16] Y. Teganya and D. Romero, “Data-driven spectrum cartography via deep completion autoencoders,” in Proc. IEEE International Conference on Communications (ICC), 2020, pp. 1–7.

[17] ——, “Deep completion autoencoders for radio map estimation,” IEEE Transactions on Wireless Communications, vol. 21, no. 3, pp. 1710–1724, 2021.

[18] S. Shrestha, X. Fu, and M. Hong, “Deep generative model learning for blind spectrum cartography with NMF-based radio map disaggregation,” in Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2021, pp. 4920–4924.
[19] ——, “Deep spectrum cartography: Completing radio map tensors using learned neural models,” *IEEE Transactions on Signal Processing*, vol. 70, pp. 1170–1184, 2022.
[20] R. Wahl, G. Wölfl¢, P. Wertz, P. Wildbolz, and F. Landstorfer, “Dominant path prediction model for urban scenarios,” in *Proc. 14th IST Mobile and Wireless Communications Summit, Dresden (Germany)*, 19–23 Jun. 2005.
[21] K. Saito, Y. Jin, C. Kang, J.-i. Takada, and J.-S. Leu, “Two-step path loss prediction by artificial neural network for wireless service area planning.” *IEICE Communications Express*, vol. 8, no. 12, pp. 611–616, 2019.
[22] T. Imai, K. Kitao, and M. Inomata, “Radio propagation prediction model using convolutional neural networks by deep learning,” in *Proc. 13th IEEE European Conference on Antennas and Propagation (EuCAP)*, 31 Mar.–5 Apr. 2019, pp. 1–5.
[23] S. P. Sotiroudis, S. K. Goudos, and K. Siakavara, “Deep learning for radio propagation: Using image-driven regression to estimate path loss in urban areas,” *ICT Express*, vol. 6, no. 3, pp. 160–165, 2020.
[24] S. Ito and T. Hayashi, “Radio propagation estimation in a long-range environment using a deep neural network,” in *Proc. 15th IEEE European Conference on Antennas and Propagation (EuCAP)*, 22–36 Mar. 2021, pp. 1–5.
[25] R. Levie, Ç. Yapar, G. Kutyniok, and G. Caire, “RadioUNet: Fast radio map estimation with convolutional neural networks,” *IEEE Transactions on Wireless Communications*, vol. 20, no. 6, pp. 4001–4015, 2021.
[26] Atoll Radio Planning Software. [Online]. Available: http://www.forsk.com/atoll/
[27] United States Geological Survey (USGS). [Online]. Available: http://www.usgs.gov/
[28] Z. Yan, X. Li, M. Li, W. Zuo, and S. Shan, “Shift-net: Image inpainting via deep feature rearrangement,” in *Proc. European Conference on Computer Vision (ECCV)*, 2018, pp. 1–17.
[29] G. Liu, F. A. Reda, K. J. Shih, T.-C. Wang, A. Tao, and B. Catanzaro, “Image inpainting for irregular holes using partial convolutions,” in *Proc. European Conference on Computer Vision (ECCV)*, 8–14 Sep. 2018, pp. 85–100.
[30] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely connected convolutional networks,” in *Proc. IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, 22–25 Jul. 2017, pp. 4700–4708.
[31] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A large-scale hierarchical image database,” in *Proc. IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, 20–25 Jun. 2009, pp. 248–255.
[32] Y. S. Aurelio, G. M. de Almeida, C. L. de Castro, and A. P. Braga, “Learning from imbalanced data sets with weighted cross-entropy function,” *Neural Processing Letters*, vol. 50, no. 2, pp. 1937–1949, 2019.
[33] S. Jadon, “A survey of loss functions for semantic segmentation,” in *Proc. IEEE Conference on Computational Intelligence in Bioinformatics and Computational Biology (CIBCB)*, 27–29 Oct. 2020, pp. 1–7.
[34] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” *arXiv preprint arXiv:1412.6980*, 2014.
[35] N. Kleber, A. Termos, G. Martinez, J. Merritt, B. Hochwald, J. Chisum, A. Striegel, and J. N. Laneman, “RadioHound: A pervasive sensing platform for sub-6 GHz dynamic spectrum monitoring,” in *Proc. IEEE International Symposium on Dynamic Spectrum Access Networks (DySPAN)*, 6–9 Mar. 2017, pp. 1–2.
[36] RadioHound. [Online]. Available: https://wireless.nd.edu/research/radiohound-distributed-spectrum-sensing
[37] Federal Communications Commission (FCC), “Report to congress on usps broadband data collection feasibility study,” Washington, DC, USA, Tech. Rep., 2021. [Online]. Available: https://www.fcc.gov/sites/default/files/report-congress-usps-broadband-data-collection-feasibility-05242021.pdf