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ABSTRACT

Semantic segmentation networks adopt transfer learning from image classification networks causing a shortage of spatial context information. For this reason, we propose Spatial Context Memoization (SpaM), a bypassing branch for spatial context by retaining the input dimension and constantly communicating its spatial context and rich semantic information mutually with the backbone network. Multi-scale context information for semantic segmentation is crucial for dealing with diverse sizes and shapes of target objects in the given scene. Conventional multi-scale context scheme adopts multiple effective receptive fields by multiple dilation rates or pooling operations, but often suffer from misalignment problem with respect to the target pixel. To this end, we propose Meshgrid Atrous Convolution Consensus (MetroCon²) which brings multi-scale scheme into fine-grained multi-scale object context using convolutions with meshgrid-like scattered dilation rates. SpaceMeshLab (ResNet-101 + SpaM + MetroCon²) achieves 82.0% mIoU in Cityscapes test and 53.5% mIoU on Pascal-Context val set.

Index Terms— Semantic segmentation, Multi-scale context, Self attention

1. INTRODUCTION

Modern computer vision tasks utilize powerful semantic features from image classification networks with pre-trained parameters on ImageNet [1]. Such networks reduce a spatial dimension and increase the depth of feature maps by applying striding in convolution layers or pooling operation. One of the main reasons for dimensional reduction is to ensure position and rotation invariance and reduce the number of parameters while increasing depth to balance out the parameter-depth trade-off. However, semantic segmentation requires an output with fully retained spatial dimension of an input image. To this end, we propose a detour of backbone feature maps with maintaining the original spatial dimension of the input image called Spatial context Memoization (SpaM). We branch out feature maps from the backbone and use pixel shuffle [2] and its inverse operation, pixel un-shuffle to aggregate both original feature maps from the backbone and branched out feature maps from SpaM mutually across each blocks in the backbone network.

Another problem in semantic segmentation is a misalignment of multi-scale context modules from target objects. Atrous spatial pyramid pooling (ASPP) from DeepLabV3+ [3] uses multiple atrous convolution layers [4] with different dilation rates and pyramid pooling module (PPM) from PSPNet [5] uses multiple grid poolings with different grid sizes in a parallel manner in order to extract multi-scale context effectively. While large dilation rate in ASPP can consider larger region than regular convolution, it causes a huge gap between each target pixel and its neighboring pixels. Therefore, we propose Meshgrid Atrous Convolution Consensus (MetroCon²) module to consider a fine-grained multi-scale object context using meshgrid scheme for setting dilation rates of convolution and train the contribution score for each convolution filter with different dilation rates to effectively extract multi-scale features and their consensus information.

SpaceMeshLab (ResNet-101 + SpaM + MetroCon²) achieves 82.0% mean Intersection over Union (mIoU) on Cityscapes [6] test and achieve 53.5% mIoU on Pascal-Context [7] val set.

2. METHOD

2.1. Spatial Context Memoization

SpaM consists of SpaM blocks, pixel shuffle/un-shuffle operations and self-attention modules. To preserve the spatial context information dramatically while minimizing the increase of the number of operation and memory consumption, SpaM branches out a same number of SpaM blocks, which consists of consecutive 3 × 3 convolution, batch normalization and activation layer, as a backbone network blocks to share the dense semantic context information from the backbone network and spatial contextual information from itself mutually (see Figure 1). To share features from backbone to SpaM blocks, we adopt pixel shuffle followed by Spatial Context Attention (SCA) to rearrange backbone features to the spatial size of SpaM feature. Likewise, we adopt pixel un-shuffle followed by Channel Context Attention (CCA) to rearrange SpaM features to the spatial size of backbone features. We compose two consecutive pixel shuffle (un-shuffle) and SCA
(CCA) modules for gradual increment (decrement) and computational efficiency.

2.2. Meshgrid Atrous Convolution Consensus

MetroCon² extends multi-scale scheme with meshgrid-like dilation strategy. Atrous convolution can change the effective receptive field without increasing computations and memory consumption. However, large dilation rate can introduce irrelevant pixels with respect to the center pixel especially for narrow objects like pole. To fully cover the field of view while correctly assigning each scale context more effectively, we divide dilation rate into every possible combinations in a range of desired receptive field. We denote the dilation rates as \( \mathbf{d} = \{(i, j) | i \in \{i_1, ..., i_M\}, j \in \{j_1, ..., j_N\}\} \) where \( i \) and \( j \) are dilation rate for vertical and horizontal axis respectively. We empirically set dilation rates as \( \mathbf{d} = \{(i, j) | i, j \in \{1, 2, ..., 18\}\} \) by conducting ablation study on different settings of MetroCon² in section 3.2.

Moreover, if we set a lot of different dilation rates, we cannot distinguish between the most useful dilation rate and the least because each convolution operation with different dilation rates is in charge of the same amount of data in the representation. To determine which feature map computed from certain dilation rate is more important, we add a trainable parameter for each convolution within MetroCon² as a confidence score. Also, we adjust the number of output channels for each convolution by \( \left\lfloor \frac{2802}{M \times N} \right\rfloor \), where \( M \) and \( N \) are the number of horizontal and vertical dilation rates and \( \lfloor \cdot \rfloor \) denotes a round operator, to make the number of parameters and computation almost same as ASPP. Finally, the output of each convolution in MetroCon² is concatenated and forwarded to the decoder.

2.3. Spatial and Channel Context Attention

We design SCA and CCA inspired by CBAM [8] (see Figure 2). While CBAM performed spatial and channel attention consecutively, we separate two different modules and apply SCA (CCA) after the pixel shuffle (un-shuffle) since explicit pixel mapping to the spatial dimension and channel dimension like pixel shuffle and un-shuffle can cause checkerboard artifact and feature disarrangement respectively. Since we do not require self-attention for every layer of the network, we modify SCA and CCA by using groups in convolutions as a multi-head manner to attend to different aspects from multiple feature groups. We conduct experiments on SpaM with and without attention modules in section 3.1.

2.4. SpaceMeshLab Decoder

While we try to extract spatial context and multi-scale context from SpaM and MetroCon², we need a suitable decoder design to fully utilize their representations. The shape of output feature map from MetroCon² is fairly conventional since the spatial dimension is same as the backbone feature, but the shape of output feature map from SpaM has the same spatial dimension of the input image. To incorporate two features, we bring pixel shuffle (un-shuffle) and SCA (CCA) modules from SpaM to rearrange two features. We then forward concatenated two rearranged features to the consecutive two \( 3 \times 3 \) convolution layer and bilinear upsampling.

3. EXPERIMENT

We evaluate our proposed methods on Cityscapes [6] and Pascal-Context [7]. Cityscapes is an urban street scene dataset collected from 50 different cities. There are 2,375 images for training, 500 images for validation and 1,525 images for test,
which are annotated for 19 classes including car, building and pole. There are also coarse annotation for extra 20,000 images but we do not use for training our models. Pascal-Context is finely annotated for the whole scene on VOC2010 dataset images. There are 4,998 images for training and 5,105 images for test. They annotated for more than 400 classes, but we follow [9] by using frequent 59 classes and ignoring other classes.

We implement our methods with Pytorch [10]. As shown in Figure 1, we design SpaM on top of ResNet-50 and ResNet-101 with atrous convolution strategy [4, 5]. We set a scaling factor of pixel shuffle (un-shuffle) in SpaceMeshLab as 4 and we omit “Block 3” corresponding stage in SpaM for consistent pixel shuffle (un-shuffle) operation. We follow the basic training strategy from [11]. We set dilation rates in Figure 1, we design SpaM on top of ResNet-50 and ResNet-101 with atrous convolution strategy [4, 5]. We set a scaling factor of pixel shuffle (un-shuffle) in SpaceMeshLab as 4 and we omit “Block 3” corresponding stage in SpaM for consistent pixel shuffle (un-shuffle) operation. We follow the basic training strategy from [11]. We set dilation rates in

| Backbone | SpaM | SCA | CCA | MS + Flip | mIoU(%) |
|----------|------|-----|-----|-----------|--------|
| ResNet-50 |       |     |     |           | 77.4   |
| ResNet-50 | ✓    |     |     | ✓         | 78.2   |
| ResNet-50 | ✓    | ✓   |     | ✓         | 78.7   |
| ResNet-101 | ✓    |     |     |           | 78.1   |
| ResNet-101 | ✓    |     | ✓   |           | 79.5   |
| ResNet-101 | ✓    | ✓   |     |           | 78.9   |
| ResNet-101 | ✓    | ✓   | ✓   |           | 79.4   |
| ResNet-101 | ✓    | ✓   | ✓   | ✓         | 80.5   |

Table 1. Ablation study of SpaM on Cityscapes val set. Note that we denote SpaM without SCA and CCA if both modules are not selected as ✓ and “MS + Flip” denote testing time augmentation.

For deeper backbone model ResNet-101, SpaM show better performance by 0.8% mIoU, and adding SCA and CCA improve 0.8% mIoU which is almost same performance as the baseline with testing time augmentation. With testing time augmentation, SpaM with SCA and CCA show 80.5% mIoU.

3.1. Ablation Study for Spatial Context Memoization

We conduct experiments on SpaM with different settings as shown in Table 1 to verify the effect of SpaM, SCA and CCA on Cityscapes val set. We first add SpaM on top of the baseline (DeepLabV3+) without using attention modules, SCA and CCA. We then add attention modules after pixel shuffle and un-shuffle. For ResNet-50 backbone, SpaM without SCA and CCA show 0.8% mIoU improvement and adding SCA and CCA modules improve extra 0.5% mIoU. For deeper backbone model ResNet-101, SpaM show better performance by 0.8% mIoU, and adding SCA and CCA show 79.4% mIoU which is almost same performance as the baseline with testing time augmentation.

3.2. Ablation Study for Meshgrid Atrous Convolution Consensus

We analyze different settings of MetroCon as shown in Table 2 to verify the effect of SpaM and SCA on Cityscapes val set. We bring same numbers of dilation rates from [3] which are 6, 12 and 18. With 3 different numbers for both horizontal and vertical dilation, we have 9 different combinations for MetroCon, so we change the number of output channels for each convolution in MetroCon as shown in Table 2 to match the total output channels as close as the number of output channels from ASPP. We denote the number of output channels for each convolution in MetroCon as “Depth” in Table 2. We achieve 79.8% mIoU which is 0.4% improvement compared to the
| Method               | MS + Flip | mIoU (%) |
|---------------------|-----------|----------|
| FCN-8s [12]         | ✓         | 65.3     |
| DeepLabv2 [4]       | ✓         | 70.4     |
| RefineNet [13]      | ✓         | 73.6     |
| DUC [14]            | ✓         | 77.6     |
| PSPNet [5]          | ✓         | 78.4     |
| DenseASPP [15]      | ✓         | 80.6     |
| DANet [16]          | ✓         | 81.5     |
| SpyGR [17]          | ✓         | 81.6     |
| SpaceMeshLab (Ours) |           | 80.9     |
| SpaceMeshLab (Ours) | ✓         | **82.0** |

Table 3. Comparison of SpaceMeshLab with state-of-the-art methods on Cityscapes test set.

| Method               | MS + Flip | mIoU (%) |
|---------------------|-----------|----------|
| FCN [12]            | ✓         | 37.8     |
| DeepLabv2          | ✓         | 45.7     |
| PSPNet [5]         | ✓         | 47.8     |
| DeepLabV3+†        | ✓         | 51.7     |
| DANet [16]         | ✓         | 52.6     |
| SpyGR [17]         | ✓         | 52.8     |
| SpaceMeshLab† (Ours)|           | 52.8     |
| SpaceMeshLab† (Ours)| ✓         | **53.5** |

Table 4. Comparison of SpaceMeshLab with state-of-the-art methods on on Pascal-Context val set. † denotes our implementation.

ASPP module. We further explore to find better dilation rates combinations by changing the numbers for MetroCon\(^2\). Using \(\{1, 2, ..., 9\}\) and \(\{1, 2, ..., 18\}\) for both horizontal and vertical dilation rates, We can obtain 81 and 324 different combinations respectively and we set the number of output channels for each convolution in MetroCon\(^2\) as 16 and 4 respectively which makes the final number of output channels equals to the previous setting. We achieve 80.4% mIoU and 80.8% mIoU for each setting and with testing time augmentation for \(\{1, 2, ..., 18\}\) setting, we achieve 81.8% mIoU which improve 2.3% mIoU compared to the DeepLabV3+. Since \(\{1, 2, ..., 18\}\) shows best performance, we use this setting for our default setting of SpaceMeshLab.

3.3. Qualitative Results and Evaluation with State-of-the-art Methods

In the first and second column in Figure 3, the baseline shows some disconnected parts on sidewalk poles and traffic light pole while SpaceMeshLab successfully segments proper regions without any disconnection. This example shows that SpaceMeshLab is more effective for capturing multi-scale context by considering variety of regions compared to ASPP. Also, in the third and fourth columns in Figure 3, our model shows better quality of discriminating wall (grey) and fence (apricot) than baseline network. This example shows that SpaceMeshLab is better for preserving the spatial context.

![Fig. 3. Qualitative results of baseline (DeepLabV3+) and SpaceMeshLab on Cityscapes dataset.](image)

As shown in Table 3, SpaceMeshLab achieves 82.0% mIoU on Cityscapes test set which show better performance over previous state-of-the-art models especially for considering classes which occupy only a small portion in the dataset such as “fence” or “pole”. We also conduct another experiment on Pascal-Context val set to compare with our baseline network (Table 4). While Cityscapes dataset has an identical input size, Pascal-Context varies in size, so resize an input size to \((\lfloor H/16 \rfloor \times 16, \lfloor W/16 \rfloor \times 16)\) where \((H, W)\) is an original size. We achieve 53.5% mIoU which is 1.6% improvement compared to the baseline applying testing time augmentation.

4. CONCLUSION

In this paper, we solve spatial dimension reduction problem and pixel misalignment problem from the multi-scale context scheme methods. SpaM receives rich semantic information from the backbone network and deliver spatial context to the backbone network by retaining the spatial dimension. MetroCon\(^2\) deploys every possible combination of dilation rates to each convolution to cover the entire neighboring pixels within the receptive field and assign confidence score for each convolution to gather the consensus information among them. We demonstrate the effectiveness of SpaceMeshLab both quantitatively and qualitatively on Cityscapes and Pascal-Context dataset.
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