TIME ANALYTICITY OF THE BIHARMONIC HEAT EQUATION, THE HEAT EQUATION WITH POTENTIALS AND SOME NONLINEAR HEAT EQUATIONS
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Abstract. In this paper, we investigate the pointwise time analyticity of three differential equations. They are the biharmonic heat equation, the heat equation with potentials and some nonlinear heat equations with power nonlinearity of order $p$. The potentials include all the nonnegative ones. For the first two equations, we prove if $u$ satisfies some growth conditions in $(x,t) \in M \times [0, 1]$, then $u$ is analytic in time $(0, 1]$. Here $M$ is $\mathbb{R}^d$ or a complete noncompact manifold with Ricci curvature bounded from below by a constant. Then we obtain a necessary and sufficient condition such that $u(x,t)$ is analytic in time at $t = 0$. Applying this method, we also obtain a necessary and sufficient condition for the solvability of the backward equations, which is ill-posed in general.

For the nonlinear heat equation with power nonlinearity of order $p$, we prove that a solution is analytic in time $t \in (0, 1]$ if it is bounded in $M \times [0, 1]$ and $p$ is a positive integer. In addition, we investigate the case when $p$ is a rational number with a stronger assumption $0 < C_3 \leq |u(x,t)| \leq C_4$. It is also shown that a solution may not be analytic in time if it is allowed to be $0$. As a lemma, we obtain an estimate of $\partial^k t \Gamma(x,t;y)$ where $\Gamma(x,t;y)$ is the heat kernel on a manifold, with an explicit estimation of the coefficients.

An interesting point is that a solution may be analytic in time even if it is not smooth in the space variable $x$, implying that the analyticity of space and time can be independent. Besides, for general manifolds, space analyticity may not hold since it requires certain bounds on curvature and its derivatives.
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1. Introduction

In this paper, we investigate the pointwise time analyticity of three differential equations. The first one is the biharmonic heat equation

$$\partial_t u + \Delta^2 u = 0, \quad \forall (x, t) \in M \times [0, 1]. \quad (1.1)$$

Here and below, $M$ is $\mathbb{R}^d$ or a $d$ dimensional complete noncompact manifold with Ricci curvature bounded from below by a constant. The second one is the heat equation with potentials

$$\partial_t u(x, t) - \Delta u(x, t) + V(x)u(x, t) = 0, \quad \forall (x, t) \in M \times [0, 1], \quad d \geq 3. \quad (1.2)$$

In one case, $V = V(x)$ is a potential function in $L^q(M)$ for some $q \geq 1$, with some growth conditions. In another case, we treat $V(x) \geq 0$. The last equation is some nonlinear heat equations with power nonlinearity of order $p$ where $p$ is some positive rational number,

$$u_t(x, t) - \Delta u(x, t) = u^p(x, t), \quad \forall (x, t) \in M \times [0, 1]. \quad (1.3)$$

The goal of this paper is to extend the results in H.Dong&Q.Zhang\[5\] to these three differential equations above.

While the spatial analyticity is usually true for generic solutions, the time analyticity is harder to prove and is false in general. For example, it is not difficult to construct a solution of the heat equation in a space-time cylinder in the Euclidean setting, which is not time analytic in a sequence of moments. Besides, the time analyticity is not a local property, so we need to impose certain growth conditions on solutions and data at infinity. Under various assumptions, there are numerous time-analyticity results for the heat equation and other parabolic type equations. See, for example, D.Widder\[25\] and H.Dong&Q.Zhang\[5\]. Moreover, if one imposes zero boundary conditions on the lateral boundary of a smooth cylindrical domain, then certain solutions of the heat, biharmonic heat, and many other parabolic equations are analytic in time. See, for example, K. Masuda\[19\], G. Komatsu\[11\], Y.Giga\[8\], and L.Escauriaza, S.Montaner&C.Zhang\[6\]. One can also consider solutions in certain $L_p$ spaces with $p \in (1, \infty)$, see K.Promislow\[21\] for large class of dissipative equations in the periodic setting.

In a related development, there have been increasing interest in the study of time analyticity of solutions of parabolic type equations on the Euclidean and manifold setting. For example, in the papers H.Dong&Q.Zhang\[5\], it is proven that if a smooth solution of the heat equation in $M \times (-2, 0]$ is of exponential growth of order 2, then it is analytic in time in $t \in [-1, 0]$. In Q.Zhang\[27\], it is pointed out that the time analyticity is equivalent to time invariosity. Besides, it is proven in L.Escauriaza, S.Montaner and C.Zhang\[6\] that for any bounded domain $\Omega \subset \mathbb{R}^d$ with analytic boundary, any solution of the high order harmonic heat equation

$$\left\{ \begin{array}{l} u_t + (-\Delta)^m u = 0, \quad \forall (x, t) \in \Omega \times (0, 1], \\
 u = D^i u = \cdots = D^{m-1} u = 0 \text{ on } \partial \Omega \times (0, 1], \quad u(x, 0) \in L^2(\Omega) \end{array} \right. \quad (1.4)$$

is analytic in time $t \in (0, 1]$. There are also some other results about time analyticity of parabolic type differential equations with noncompact boundary conditions in H.Dong&X.Pan\[4\].

Here are the main results of this paper. The first one is about the biharmonic heat equation (1.1).

**Theorem 1.1.** Let $M$ be a $d$ dimensional, complete, noncompact Riemannian manifold such that the Ricci curvature satisfies $\text{Ric} \geq -(d-1)K_0$ for a nonnegative constant $K_0$. 


Let $u = u(x, t)$ be a smooth solution of the biharmonic heat equation (1.1) on $M \times [0, 1]$ of exponential growth of order $\frac{d}{2}$, namely

$$|u(x, t)| \leq A_1 e^{A_2 d^\frac{d}{2}(x, 0)}, \quad \forall (x, t) \in M \times [0, 1],$$

where $A_1$ and $A_2$ are positive constants. Then $u$ is analytic in time $t \in (0, 1]$ with radius of convergence depending only on $t$, $d$, $K_0$ and $A_2$. Moreover, if $t \in (1 - \delta, 1]$ for some small $\delta > 0$, we have

$$u(x, t) = \sum_{j=0}^{\infty} a_j(x) \frac{(t-1)^j}{j!}$$

with $-\Delta^2 a_j(x) = a_{j+1}(x)$, and

$$|a_j(x)| = |(-\Delta^2)^j a_0(x)| \leq A^* A_3 e^{A_4 d^\frac{d}{2}(x, 0)}, \quad j = 0, 1, 2, \ldots$$

where $A_3 = A_3(d, K_0, A_2)$ and $A^* = A^*(A_1, d, x_0, M)$.

Then we have two main theorems about the heat equation with potentials (1.2). We define the weak solution in the beginning of Section 3.

**Theorem 1.2.** Let $M$ be a $d$ dimensional, complete, noncompact, smooth Riemannian manifold such that the Ricci curvature satisfies $\text{Ric} \geq -(d-1)K_0$ for some nonnegative constant $K_0$ and

$$\inf_{x \in M} |B(x, 1)| > 0.$$

Assume $V = V(x)$ satisfies the following conditions:

1. There exists some $R^* > 0$ such that $V(\cdot) \in L^q(B(0, R^*))$ for some $q > \frac{d}{d-1}$.
2. For some constant $C_{**} > 0$, if $d(x, 0) > R^*$, then $|V(x)| \leq C_{**} d(x, 0)^{\alpha}$ where $\alpha = \frac{2p-d}{q-1}$ and $d > 2$.
3. $V(\cdot) \in L^1(M \setminus B(0, R^*))$ and assume $\|V\|_{L^1(M \setminus B(0, R^*))} = D^*$.

Let

$$\|V\|_{L^q(B(0, R^*))} = C^*$$

where $C^*$ is a positive constant and let $u = u(x, t)$ be a weak solution of equation (1.2) on $M \times [0, 1]$ of exponential growth of order 2, namely

$$|u(x, t)| \leq A_1 e^{A_2 d^\frac{d}{2}(x, 0)}, \quad \forall (x, t) \in M \times [0, 1],$$

where $A_1$ and $A_2$ are some positive constants. Then $u$ is analytic in $t \in (0, 1/2]$ with radius of convergence depending only on $t$, $d$, $q$, $K_0$, $A_2$, $\alpha$ and $C^*$.

Moreover, if $t \in (1/2 - \delta, 1/2]$ for some small $\delta > 0$, we have

$$u(x, t) = \sum_{j=0}^{\infty} a_j(x) \frac{(t-1/2)^j}{j!}$$

with $(\Delta - V)a_j(x) = a_{j+1}(x)$, and

$$|a_j(x)| = |(\Delta - V)^j a_0(x)| \leq A_3 A_4 e^{A_4 d^\frac{d}{2}(x, 0)}, \quad j = 0, 1, 2, \ldots$$

where constants $A_3 = A_3(d, q, K_0, A_2, \alpha, C^*)$ and $A_4 = A_4(A_2, \alpha, C_{**}, D^*)$.

Here the extra condition $d \geq 3$ can be removed in the case of $R^d$. We will explain in more detail during the proof.
Theorem 1.3. Let \( M \) be a \( d \)-dimensional, complete, noncompact Riemannian manifold such that the Ricci curvature satisfies \( \text{Ric} \geq -(d - 1)K_0 \) for some nonnegative constant \( K_0 \).

Let \( u = u(x, t) \) be a weak solution of the heat equation with nonnegative potentials \( \mathbf{1.2} \) where \( V = V(x) \geq 0 \) on \( M \times [0, 1] \). If \( u \) is of exponential growth of order 2, namely

\[
|u(x, t)| \leq A_1 e^{A_2 d^2(x,0)}, \quad \forall (x, t) \in M \times [0, 1],
\]

where \( A_1 \) and \( A_2 \) are positive constants, then \( u \) is analytic in \( t \in (0, 1] \) with radius depending only on \( t, d, K_0 \) and \( A_2 \).

Moreover, if \( t \in (1 - \delta, 1] \) for some small \( \delta > 0 \), we have

\[
u(x, t) = \sum_{j=0}^{\infty} a_j(x) \frac{(t - 1)^j}{j!}
\]

with \( (\Delta - V) a_j(x) = a_{j+1}(x) \), and

\[
|a_j(x)| = \left| (\Delta - V)^j a_0(x) \right| \leq A_1 A_5^{j+1} j! e^{2A_2 \delta^2(x,0)}, \quad j = 0, 1, 2, \ldots \quad \text{(1.5)}
\]

where \( A_5 = A_5(d, K_0, A_2) \).

We also have two theorems about some nonlinear heat equations with power nonlinearity of order \( p \).

Theorem 1.4. Let \( M \) be a \( d \)-dimensional, complete, noncompact Riemannian manifold such that the Ricci curvature satisfies \( \text{Ric} \geq -(d - 1)K_0 \) for some nonnegative constant \( K_0 \).

Let \( u = u(x, t) \) be a solution to equation \( \mathbf{1.3} \) where \( p \) is a positive integer. Suppose \( u \) satisfies

\[
|u(x, t)| \leq C_2 \quad \text{in} \quad M \times [0, 1],
\]

for some constant \( C_2 \). Then \( u \) is analytic in time for any \( t \in (0, 1] \) with radius of convergence independent of \( x \).

Theorem 1.5. Let \( M \) be the same manifold as Theorem \( \mathbf{1.4} \) above and \( p = q_1/q_2 \) for some positive integers \( q_1 \) and \( q_2 \). Assume that a solution \( u = u(x, t) \) to the equation \( \mathbf{1.3} \) satisfies

\[
0 < C_3 \leq |u(x, t)| \leq C_4 \quad \text{in} \quad M \times [0, 1],
\]

where \( C_3, C_4 \) are some constants. Then \( u \) is analytic in time for any \( t \in (0, 1] \) with radius of convergence independent of \( x \).

Now we give a brief outline of this paper. In Section \( \mathbf{2} \) we investigate the time analyticity of the biharmonic heat equation \( \mathbf{1.1} \). As a corollary, we obtain a necessary and sufficient condition for the solvability of the backward biharmonic heat equation \( \partial_t u - \Delta^2 u = 0 \). As another corollary, we also obtain a necessary and sufficient condition under which the solution of \( \mathbf{1.1} \) is analytic in time at initial time \( t = 0 \). Section \( \mathbf{3} \) pertains the time analyticity of the heat equation with potentials \( \mathbf{1.2} \). We use similar methods and obtain similar results as in Section \( \mathbf{2} \). We demonstrate some solutions which may not be smooth in space but analytic in time. Finally, Section \( \mathbf{4} \) is about the time analyticity of some nonlinear heat equations with power nonlinearity of order \( p \). We prove that a solution \( u = u(x, t) \) of \( \mathbf{1.3} \) is analytic in time \( t \in (0, 1] \) if it is bounded in \( M \times [0, 1] \) and \( p \) is a positive integer. In addition, we investigate the case when \( p \) is a rational number with a stronger assumption \( 0 < C_3 \leq |u(x, t)| \leq C_4 \). As necessary lemmas, for any nonnegative integer \( k \), we establish an explicit estimate of \( |\partial_t^k \Gamma(x, t; y)| \) where \( \Gamma(x, t; y) \) is the heat kernel on a manifold, and a connection between \( \partial_t^k (t^p u^p) \) and \( \partial_t^k (t^p u) \).
An interesting point is that the distribution of zeros of analytic solutions of the heat equation is connected to the Riemann Hypothesis as we can see from T. Tao & B. Rodgers \[24\] and V.G. Papanicoloua, E. Kallitsis & G. Smyrlis \[22\].

For the notation of this paper, we use \(B(x, r)\) to denote the geodesic ball of radius \(r\) centered at \(x\) and \(|B(x, r)|\) to denote the volume. \(d(x, y)\) means the geodesic distance of \(x, y \in M\) and 0 denotes a reference point in \(M\). Besides, \(Q_j(x, t) = B(x, r) \times (t - r^2, t)\) and \(Q'_j(x, t) = B(x, r) \times (t - r^4, t)\). Please note throughout this paper, constant \(C\) may be different from case to case.

2. Biharmonic heat equation

We now begin investigating the time analyticity of the biharmonic heat equation \((1.1)\). The main result in this section is Theorem 1.1. First, we have several remarks about Theorem 1.1.

**Remark 2.1.** Just note we use the condition that \(u\) is of exponential growth of order \(\frac{4}{k}\) in the computation of \(\iint_{t_1} (u(x, t))^2 \, dx \, dt\) in (2.15).

**Remark 2.2.** For any smooth solution \(u = u(x, t)\) of the biharmonic heat equation \((1.1)\) and any \((x_0, t_0) \in M \times (0, 1]\), actually we can get

\[
|\partial^2_t u(x_0, t_0)| \leq A^* A_3^{k+1} \frac{k^k}{t_0^{k+q/4-d/8}} e^{2A_3^j d^2 u(x_0, t_0)},
\]

where \(q = \left\lfloor \frac{4}{k} \right\rfloor + 1\) and \(\lfloor \cdot \rfloor\) means the floor function. Thus, we can see at \(t = 0\), this method fails to prove the time analyticity.

**Remark 2.3.** Just note the radius of convergence does not depends on \(x\) because \(A_3\) is independent of \(x\).

**Remark 2.4.** The exponential growth of order \(\frac{4}{k}\) corresponds to the heat kernel estimate of the biharmonic heat equation \((1.1)\) which can be found in G. Barbatis & E. Davies \[1\]. Actually, we can expect that the solutions of high order Laplacean heat equation \(u_i + (-\Delta)^m u = 0\) are also analytic in time with exponential growth of order \(\frac{2m}{dm} - \frac{1}{2}\) for any integer \(m \geq 1\).

**Remark 2.5.** Now we briefly go over the main idea of the proof of Theorem 1.1. For any \((x_0, t_0) \in M \times (0, 1]\) and positive integer \(k, \Gamma_j^1 = \{(x, t)|d(x, x_0) < \frac{\mu_j^{(1)}}{(2j)^{1/4}}, t \in [t_0 - \frac{\mu_j^{(1)}}{2j}, t_0]\}, \Gamma_j^2 = \{(x, t)|d(x, x_0) < \frac{\mu_j^{(2)}}{(2j)^{1/4}}, t \in [t_0 - \frac{\mu_j^{(2)}}{2j}, t_0]\} \). Immediately \(\Gamma_j^1 \subset \Gamma_j^2 \subset \Gamma_j^{j+1}\).

There are three main steps. We have a lemma for each step in the following. The first step is to prove that for some constant \(C = C(d, K_0)\) and any \(j = 1, 2, \ldots, k\),

\[
\int_{\Gamma_j^1} |u_i(x, t)|^2 \, dx \, dt \leq \frac{C k}{t_0} \int_{\Gamma_j^1} |\Delta u(x, t)|^2 \, dx \, dt.
\]

The second step is to prove

\[
\int_{\Gamma_j^2} |\Delta u(x, t)|^2 \, dx \, dt \leq \frac{C k}{t_0} \int_{\Gamma_j^{j+1}} |u(x, t)|^2 \, dx \, dt.
\]
Then we can combine the above two inequalities and iterate to deduce

\[ \int \int_{\Gamma_j^1} \left| \partial_t^j u(x, t) \right|^2 dxdt \leq \left( \frac{Ck}{t_0} \right)^{2k} \int \int_{\Gamma_j^1} \left| u(x, t) \right|^2 dxdt. \]

The last step is to use the mean value inequality to get, for some constant \( C = C(d, x_0, M), \)

\[ \left| \partial_t^k u(x_0, t_0) \right|^2 \leq C \left( \frac{k}{t_0} \right)^{1+q/2} \int \int_{\Gamma_j^1} \left| \partial_t^j u(x, t) \right|^2 dxdt \leq C \left( \frac{k}{t_0} \right)^{1+q/2} \left( \frac{Ck}{t_0} \right)^{2k} \int \int_{\Gamma_j^1} \left| u(x, t) \right|^2 dxdt, \]

which is exactly what we want.

### 2.1. Iterated energy estimates

Now we begin to estimate the \( L^2_{loc} \) norm of \( \left| \partial_t u(x, t) \right|^2 \).

**Lemma 2.6.** For any smooth solution \( u = u(x, t) \) of the biharmonic heat equation (1.1) and any \( l = 1, 2, \cdots, k \), there exist some constant \( C \) such that

\[ \int \int_{\Gamma_j^1} \left| \partial_t^l u(x, t) \right|^2 dxdt \leq \frac{Ck}{t_0} \int \int_{\Gamma_j^2} \left| \Delta u(x, t) \right|^2 dxdt. \]

**Proof.** By Theorem 6.33 of the paper J.Cheeger&T. H.Colding[2], there exists some smooth cut-off function \( \psi^{(1)}(x, t) \) such that for some constant \( C \),

\[ \frac{\left| \nabla \psi^{(1)}(x, t) \right|^2}{\psi^{(1)}(x, t)} \leq \frac{C \sqrt{k}}{\sqrt{t_0}}, \quad \left| \partial_t \psi^{(1)}(x, t) \right| + \left| \nabla \psi^{(1)}(x, t) \right|^4 + \left| \Delta \psi^{(1)}(x, t) \right|^2 \leq \frac{Ck}{t_0}, \quad (2.1) \]

and

\[ 0 \leq \psi^{(1)}(x, t) \leq 1, \ \psi^{(1)}(x, t) = 1 \text{ in } \Gamma_j^1, \ \psi^{(1)}(x, t) \text{ is supported in } \Gamma_j^2. \]

As we are doing the biharmonic heat equation instead of the heat equation, we need to have the estimate for \( \left| \Delta \psi^{(1)}(x, t) \right|^2 \) which is why we need to cite the paper J.Cheeger&T. H.Colding[2].

We use \( \psi \) instead of \( \psi^{(1)}(x, t) \) in this proof for simplicity of notation. By Green’s formula, integration by parts and equation (1.1), we find
\[
\int_{T_j} [\partial_t u(x,t)]^2 \psi^2 \, dx \, dt = - \int_{T_j} \partial_t u(x,t) \Delta^2 u(x,t) \psi^2 \, dx \, dt
\]

\[
= - \int_{T_j} \Delta u(x,t) \Delta (\partial_t u(x,t) \psi^2) \, dx \, dt
\]

\[
= - \int_{T_j} \Delta u(x,t) \left( \Delta \partial_t u(x,t) \psi^2 + 2 \nabla \partial_t u(x,t) \nabla \psi^2 + \partial_t u(x,t) \Delta \psi^2 \right) \, dx \, dt
\]

\[
= - \frac{1}{2} \int_{T_j} \partial_t (\Delta u(x,t))^2 \psi^2 \, dx \, dt - 2 \int_{T_j} \Delta u(x,t) \nabla \partial_t u(x,t) \nabla \psi^2 \, dx \, dt
\]

\[
- \int_{T_j} \Delta u(x,t) \partial_t u(x,t) \Delta \psi^2 \, dx \, dt
\]

\[
= \frac{1}{2} \int_{T_j} (\Delta u(x,t))^2 \partial_t \psi^2 \, dx \, dt - \frac{1}{2} \int_{\tilde{B}_{2t_0}} (\Delta u(x,t))^2 \, dx \bigg|_{t=0}
\]

\[
- \int_{T_j} \Delta u(x,t) \nabla \partial_t u(x,t) \nabla \psi^2 \, dx \, dt
\]

\[
- \int_{T_j} \Delta u(x,t) \partial_t u(x,t) \nabla \psi^2 \, dx \, dt - 2 \int_{T_j} \Delta u(x,t) \partial_t u(x,t) \nabla \psi^2 \, dx \, dt
\]

\[
\leq \frac{1}{2} \int_{T_j} (\Delta u(x,t))^2 \partial_t \psi^2 \, dx \, dt + 2 \int_{T_j} \partial_t u(x,t) \nabla \Delta u(x,t) \nabla \psi^2 \, dx \, dt
\]

\[
+ 2 \int_{T_j} \Delta u(x,t) \partial_t u(x,t) \Delta \psi^2 \, dx \, dt + 2 \int_{T_j} \Delta u(x,t) \partial_t u(x,t) \nabla \psi^2 \, dx \, dt.
\]

Next we can use the bounds for the cutoff function \( \psi \) and the Cauchy-Schwarz inequality to get:

\[
\int_{T_j} [\partial_t u(x,t)]^2 \psi^2 \, dx \, dt
\]

\[
\leq \frac{C k}{t_0} \int_{T_j} |\Delta u(x,t)|^2 \, dx \, dt + \epsilon \int_{T_j} |\partial_t u(x,t)|^2 \psi^2 \, dx \, dt + \frac{4}{\epsilon} \int_{T_j} |\nabla \Delta u(x,t)|^2 |\psi|^2 \, dx \, dt
\]

\[
+ \epsilon \int_{T_j} |\partial_t u(x,t)|^2 \psi^2 \, dx \, dt + \frac{C k}{\epsilon t_0} \int_{T_j} |\Delta u(x,t)|^2 \, dx \, dt
\]

\[
+ \epsilon \int_{T_j} |\partial_t u(x,t)|^2 \psi^2 \, dx \, dt + \frac{C k}{\epsilon t_0} \int_{T_j} |\Delta u(x,t)|^2 \, dx \, dt
\]

\[
= \frac{C k}{t_0} (1 + \frac{2}{\epsilon}) \int_{T_j} |\Delta u(x,t)|^2 \, dx \, dt + 3 \epsilon \int_{T_j} |\partial_t u(x,t)|^2 \psi^2 \, dx \, dt
\]

\[
+ \frac{4}{\epsilon} \int_{T_j} |\nabla \Delta u(x,t)|^2 |\psi|^2 \, dx \, dt.
\]
Now we need to get the estimate for the term $\frac{1}{\epsilon} \iint_{\Gamma_j^1} |\nabla \Delta u(x,t)|^2 |\nabla \psi|^2 \, dx \, dt$ as above. For some small positive constants $\epsilon_2$ and $\epsilon_3$,

$$
\frac{4}{\epsilon} \iint_{\Gamma_j^1} |\nabla \Delta u(x,t)|^2 |\nabla \psi|^2 \, dx \, dt \leq \frac{4C \sqrt{K}}{\epsilon \sqrt{t_0}} \iint_{\Gamma_j^1} |\nabla \Delta u(x,t)|^2 \psi \, dx \, dt
$$

$$
= \frac{4C \sqrt{K}}{\epsilon \sqrt{t_0}} \iint_{\Gamma_j^1} \Delta^2 u(x,t) \, dx \, dt
$$

$$
- \frac{4C \sqrt{K}}{\epsilon \sqrt{t_0}} \iint_{\Gamma_j^1} \nabla \Delta u(x,t) \nabla u(x,t) \psi \, dx \, dt
$$

$$
\leq \frac{2C \sqrt{K} \epsilon_1}{\epsilon \sqrt{t_0}} \iint_{\Gamma_j^1} |\partial_{ij} u(x,t)|^2 \psi^2 \, dx \, dt + \frac{2C \sqrt{K}}{\epsilon \epsilon_3} \int_{\Gamma_j^1} |\Delta u(x,t)|^2 \, dx \, dt
$$

$$
+ \frac{2C \sqrt{K} \epsilon_1}{\epsilon \sqrt{t_0}} \iint_{\Gamma_j^1} |\nabla u(x,t)|^2 |\nabla \psi|^2 \, dx \, dt + \frac{2C \sqrt{K}}{\epsilon \epsilon_2} \int_{\Gamma_j^1} |\Delta u(x,t)|^2 \, dx \, dt.
$$

Take $\epsilon = 1/8$, $\epsilon_2 = \frac{\sqrt{K}}{C \sqrt{t_0}}$ and $\epsilon_3 = \frac{\sqrt{K}}{C \sqrt{t_0}}$, we have

$$
\frac{4}{\epsilon} \iint_{\Gamma_j^1} |\nabla \Delta u(x,t)|^2 |\nabla \psi|^2 \, dx \, dt
$$

$$
\leq \frac{1}{2} \iint_{\Gamma_j^1} |\partial_{ij} u(x,t)|^2 \psi^2 \, dx \, dt + \frac{2080C^2}{t_0} \int_{\Gamma_j^1} |\Delta u(x,t)|^2 \, dx \, dt.
$$

(2.4)

By $\to 2.3$ and $\to 2.4$, we can get

$$
\iint_{\Gamma_j^1} |\partial_{ij} u(x,t)|^2 \psi^2 \, dx \, dt \leq \frac{Ck}{t_0} \iint_{\Gamma_j^1} |\Delta u(x,t)|^2 \, dx \, dt,
$$

which finishes the proof of Lemma $\to 2.6$. \hfill \square

Now we begin to estimate the $L^2_{\text{loc}}$ norm of $|\Delta u(x,t)|^2$. We can get a Caccioppoli type inequality (energy estimate) as follows.

**Lemma 2.7.** For any smooth solution $u = u(x,t)$ of the biharmonic heat equation (1.1) and any $l = 1, 2, \cdots, k$, there exist some constant $C$ such that

$$
\sup_{t \in (t_0 - \frac{1}{10}, t_0)} \int_{B(x_0, \frac{r_0}{10})} u^2(x,t) \psi^2 \, dx + \int_{\Gamma_j^1} |\Delta u(x,t)|^2 \, dx \, dt \leq \frac{Ck}{t_0} \int_{\bigcup_{j=1}^l \Gamma_j^1} |u(x,t)|^2 \, dx \, dt.
$$

(2.5)

**Proof.** By Theorem 6.33 of the paper J.Cheeger& T.H.Colding again, there exists some smooth cut-off function $\psi^{(2)}(x,t)$ satisfying the condition $\to 2.1$ and

$$
0 \leq \psi^{(2)}(x,t) \leq 1, \psi^{(2)}(x,t) = 1 \text{ in } \Gamma_j^1, \psi^{(2)}(x,t) \text{ is supported in } \Gamma_j^{l+1}.
$$

We denote the cut-off function $\psi^{(2)}(x,t)$ by $\psi$ again in this proof for the simplicity of notation. Similar to $\to 2.2$ and $\to 2.3$, using Green’s formula, Cauchy-Schwarz inequality,
integration by parts and assumption for the cut-off function $\psi$, we yield

$$\iint_{T_{j+1}^1} (\Delta u(x, t))^2 \psi^2 \, dx \, dt$$

$$\leq \left(1 + \frac{2}{\epsilon}\right) \frac{Ck}{t_0} \iint_{T_{j+1}^1} u^2(x, t) \, dx \, dt + 3\epsilon \iint_{T_{j+1}^1} |\Delta u(x, t)|^2 \psi^2 \, dx \, dt$$

$$+ \frac{4}{\epsilon} \iint_{T_{j+1}^1} |\nabla u(x, t)|^2 |\nabla \psi|^2 \, dx \, dt,$$

for any small positive constant $\epsilon$.

Next we need to obtain the estimate for the term $\frac{4}{\epsilon} \iint_{T_{j+1}^1} |\nabla u(x, t)|^2 |\nabla \psi|^2 \, dx \, dt$.

By integration by parts and Cauchy-Schwarz inequality, for some small positive constants $\epsilon_2$ and $\epsilon_3$,

$$\frac{4}{\epsilon} \iint_{T_{j+1}^1} |\nabla u(x, t)|^2 |\nabla \psi|^2 \, dx \, dt \leq \frac{4C \sqrt{k}}{\epsilon \sqrt{t_0}} \iint_{T_{j+1}^1} |\nabla u(x, t)|^2 \psi^2 \, dx \, dt$$

$$\leq \frac{2C \sqrt{k} \epsilon_2}{\epsilon \sqrt{t_0}} \iint_{T_{j+1}^1} |\Delta u(x, t)|^2 \psi^2 \, dx \, dt + \frac{2C \sqrt{k} \epsilon_3}{\epsilon \sqrt{t_0}} \iint_{T_{j+1}^1} u^2(x, t) \, dx \, dt$$

$$+ \frac{2C \sqrt{k} \epsilon_3}{\epsilon \sqrt{t_0}} \iint_{T_{j+1}^1} |\nabla u(x, t)|^2 |\nabla \psi|^2 \, dx \, dt + \frac{2C \sqrt{k}}{\epsilon \sqrt{t_0}} \iint_{T_{j+1}^1} u^2(x, t) \, dx \, dt.$$ 

Take $\epsilon = \frac{1}{8}$, $\epsilon_2 = \frac{128C}{\sqrt{k}}$ and $\epsilon_3 = \frac{92}{C \sqrt{k}}$, then

$$\frac{4}{\epsilon} \iint_{T_{j+1}^1} |\nabla u(x, t)|^2 |\nabla \psi|^2 \, dx \, dt \leq \frac{1}{4} \iint_{T_{j+1}^1} |\Delta u(x, t)|^2 \psi^2 + \frac{4128C^2 k}{t_0} \iint_{T_{j+1}^1} u^2(x, t) \, dx \, dt.$$

Plugging (2.7) into (2.6), we can get inequality

$$\iint_{T_{j+1}^1} |\Delta u(x, t)|^2 \, dx \, dt \leq \frac{Ck}{t_0} \iint_{T_{j+1}^1} |u(x, t)|^2 \, dx \, dt.$$

Besides, we can also see

$$\partial_t \left\{ \frac{1}{2} \int_{B(x_0, \sqrt{t_0} / (2D)^4)} u^2(x, t) \psi^2 \, dx \right\}$$

$$= \int_{B(x_0, \sqrt{t_0} / (2D)^4)} \Delta^2 u(x, t) u(x, t) \psi^2 \, dx + \int_{B(x_0, \sqrt{t_0} / (2D)^4)} u^2(x, t) \psi \partial_t \psi \, dx.$$

(2.9)
Proof.

Following proof, we need to use the Sobolev inequality, make sure all the gradients of all of these properties satisfied, the constant $C$.

Remark 2.8.

Just note because the manifold is smooth in $\mathbb{R}^4$ for some constant $C$.

We can also define a smooth cut-off function $\psi$.

Lemma 2.8.

Let $(x_0, t_0)$ be any point in $M \times (0, 1]$ and $u = u(x, t)$ be any solution to the biharmonic heat equation (1.1). Then for some constant $C_1 = C_1(d, x_0, M),$

$$\sup_{Q^4(x_0,t_0)} |u(x, t)|^2 \leq \frac{C_1}{(R - r)^{2q + 4}} \int_{Q^4(x_0,t_0)} u^2(x, t) dxdt, \quad (2.10)$$

where $q = \left\lfloor \frac{d}{2} \right\rfloor + 1$ and $0 < r < R < 1.$

Remark 2.9. Just note here the constant is dependent on $x_0$ and $M$. This is because in the following proof, we need to use the Sobolev inequality, make sure all the gradients of cut-off function $\psi$ below is bounded, and make sure $\nabla$ can commute with $\Delta$. In $\mathbb{R}^4$, due to all of these properties satisfied, the constant $C$ should be independent of $x_0$ and $M$.

Proof.

Let $r < R_0 < R_1 < R_2 < R$ where $R - R_2 = R_2 - R_1 = R_1 - R_0 = R_0 - r$ and define a smooth cut-off function $\phi = \phi(x, t)$ which is supported in $Q^4_{R_0}(x_0, t_0)$ and $\phi = 1$ in $Q^4_{R_0}(x_0, t_0)$. Just note because the manifold is smooth in $B(x_0, 1)$, for any nonnegative integer $k$, it holds for some constant $C = C(x_0, k, M),$

$$|\nabla^k R_m| \leq C(x_0, k, M),$$

where $R_m$ means the curvature tensor.

Since $\phi$ is smooth in $B(x_0, 1)$, for any positive integer $i$, there exist some constant $C(x_0, i, M)$ depending on $x_0$, $i$ and $M$ such that,

$$|\nabla^i \phi^2| \leq \frac{C(x_0, i, M)}{|R_0 - r|}, \quad |\Delta^i \phi| \leq \frac{C(x_0, 2i, M)}{|R_0 - r|^{2i}},$$

$$|\nabla^i \partial_t \phi| \leq \frac{C(x_0, 4 + i, M)}{|R_0 - r|^{4+i}}, \quad |\Delta^i \partial_t \phi| \leq \frac{C(x_0, 2i + 4, M)}{|R_0 - r|^{2i+4}},$$

where $\nabla$ is the covariant derivative and $\nabla^i$ means the $i$-th order covariant derivative.

We can also define a smooth cut-off function $\psi = \psi(x, t)$ which is supported in $Q^4_{R_1}(x_0, t_0)$ and $\psi = 1$ in $Q^4_{R_2}(x_0, t_0)$ satisfying similar condition as above.

Following the method in H.Dong&D.Kim[3], we can use the Morrey type Sobolev inequality which can be find in Theorem 2.7 of E.Hebey[9], which means there exist some constant $C = C(d, x_0, M)$ that

$$\sup_{B(x_0, R_1)} |u(\cdot, t)\psi| \leq C ||u(\cdot, t)\psi||_{W^{2,4}(B(x_0, R_1))},$$

By integration about time in (2.9), using the assumption about $\psi$ and (2.7), (2.8), we can get the (2.5) immediately. \qed

2.2. Mean value inequality for the biharmonic heat equation (1.1).

We also need the following lemma about the mean value inequality.

For the term $\int_{B(x_0, \frac{1}{2}R_0)} -\Delta^2 u(x, t)u(x, t) \psi^2 dx$, we have, by integration by parts and assumption for $\psi$,

$$\int_{B(x_0, \frac{1}{2}R_0)} -\Delta^2 u(x, t)u(x, t) \psi^2 dx$$

$$\leq \frac{1}{8} \int_{B(x_0, \frac{1}{2}R_0)} (\Delta u(x, t))^2 dx + \int_{B(x_0, \frac{1}{2}R_0)} |\nabla u(x, t)\nabla \psi|^2 dx + \frac{Ck}{t_0} \int_{B(x_0, R)} |u(x, t)|^2 dx$$

$$+ \frac{1}{4} \int_{B(x_0, \frac{1}{2}R_0)} (u(x, t)\Delta \psi)^2 dx + 5 \int_{B(x_0, \frac{1}{2}R_0)} (\Delta u(x, t)\psi)^2 dx.$$

By integration about time in (2.9), using the assumption about $\psi$ and (2.7), (2.8), we can get the (2.5) immediately. \qed
Also, for some constant \( C = C(d) \), by the fundamental theorem of calculus, we yield
\[
\sup_{t \in (b_0 - R_1^2, b_0)]} |u(x, \cdot)\phi|^2 \leq \sup_{t \in (b_0 - R_1^2, b_0)]} \int_{b_0 - R_1^1}^{b_0} |\partial_t u(x, \cdot)\phi|^2 dt
\]
\[
\leq \int_{b_0 - R_1^1}^{b_0} |\partial_t u(x, t)|^2 \phi^2 dt + \frac{C}{(R - r)^2} \int_{b_0 - R_1^1}^{b_0} |u(x, t)|^2 dt
\]
Therefore for some \( C = C(d, x_0, M) \),
\[
\sup_{Q(t(x_0, t_0), \Delta)} |u(x, t)|^2 \leq C \sum_{i=0}^{q} \|\nabla^i (\partial_t u(\cdot, \cdot)\psi + \frac{C}{(R - r)^2} |u(\cdot, \cdot)\psi)|\psi^2 (Q(x_0, t_0))_.
\]
(2.11)
Then we need to apply the well-known Bochner’s formula and the related commutation formula to commute \( \nabla \) with \( \Delta \) and its high order version, see Proposition 3.2.1 of Q.Zhang[28] e.g., Using the above commutation formula,
\[
\Delta \nabla_i f = \nabla \Delta f + R_{ij} \nabla_j f.
\]
(2.12)
By this formula, for any smooth function \( f \) and any cut-off function \( \psi \) which is supported in \( B(x_0, R_2) \), there exist some constant \( C = C(d, K_0) \) such that
\[
\int_{B(x_0, R_2)} (\Delta f)^2 \psi^2 dx = \sum_{i,j=1}^{n} \int_{B(x_0, R_2)} \nabla_i \nabla_j f \nabla f \phi^2 dx
\]
\[
= - \sum_{i,j=1}^{n} \int_{B(x_0, R_2)} \nabla_j \nabla_i f \nabla f \phi^2 dx - \sum_{i,j=1}^{n} \int_{B(x_0, R_2)} \nabla_i \nabla_j f \nabla_j \phi^2 dx
\]
\[
= \sum_{i,j=1}^{n} \int_{B(x_0, R_2)} \nabla_i \nabla_j f \nabla f \phi^2 dx + \int_{B(x_0, R_2)} Ric (\nabla f, \nabla f) \phi^2 dx
\]
(2.13)
\[
\geq 1/2 \sum_{i,j=1}^{n} \int_{B(x_0, R_2)} |\nabla f|^2 \phi^2 dx - C \int_{B(x_0, R_2)} |\nabla f| \phi^2 dx.
\]
By using formula (2.12) and its high order version repeatedly and (2.13) where we separate \( (R_1, R_2) \) into \( q \) equal parts, we can get for some \( C = C(d, x_0, M) \),
\[
\sum_{i,j=1}^{n} \int_{Q^j_{B_i}(x_0, t_0)} |\nabla^i (\partial_t u(x, t)\phi)|^2 + \frac{C}{(R - r)^2} |\nabla^i (u(x, t)\phi)|^2 dx dt \]
\[
\leq \sum_{i,j=1}^{n} \frac{C}{(R - r)^{2q - 4i}} \int_{Q^j_{B_i}(x_0, t_0)} |\partial_t u(x, t)|^2 dx dt
\]
(2.14)
By Lemma 2.6 and Lemma 2.7, we have for some constant $C$
\[
\int\int_{Q_{r_1}(x_0,t_0)} |u_t(x,t)|^2 \,dx\,dt \leq \frac{C}{|r-r^1|} \int\int_{Q_{r_1}(x_0,t_0)} |u(x,t)|^2 \,dx\,dt.
\]
Plugging (2.8) and (2.7) into (2.13), it holds for some constant $C = C(x_0, M)$,
\[
\sum_{i=0}^{2} \int\int_{Q'_{r_1}(x_0,t_0)} |\nabla(\partial_t u(x,t)\psi) + u(x,t)\psi|^2 \,dx\,dt \leq \frac{C}{|r-r^1|^{4+2q}} \int\int_{Q'_{r_1}(x_0,t_0)} |u(x,t)|^2 \,dx\,dt.
\]
Plugging into (2.11), we can get (2.10) immediately.

2.3. Proof of Theorem 1.1. Now we are ready to prove Theorem 1.1. Combining Lemma 2.6 and Lemma 2.7 for any $l = 1, 2, \cdots, k$, we yield
\[
\int\int_{Q'_{r_1}(x_0,t_0)} |\partial_t^l u(x,t)|^2 \,dx\,dt \leq \frac{C^2 k^2}{t_0^2} \int\int_{Q'_{r_1}(x_0,t_0)} |u(x,t)|^2 \,dx\,dt.
\]
Since $\partial_t^l u$ is also a solution of (1.1), by iteration, we have
\[
\int\int_{Q'_{r_1}(x_0,t_0)} (\partial_t^l u(x,t))^2 \,dx\,dt \leq \frac{C^2 k^2}{t_0^2} \int\int_{Q'_{r_1}(x_0,t_0)} (\partial_t^{l-1} u(x,t))^2 \,dx\,dt \leq \cdots \leq \left(\frac{C^2 k^2}{t_0^2}\right)^k \int\int_{Q'_{r_1}(x_0,t_0)} u(x,t)^2 \,dx\,dt.
\]

Using the mean value inequality (2.10), for some constant $A_3 = A_3(d, K_0, A_2)$ and $A^* = A^*(A_1, d, x_0, M)$,
\[
|\partial_t^l u(x_0,t_0)|^2 \leq C_1 \left(\frac{2k}{t_0}\right)^{4l+2} \int\int_{Q'_{r_1}(x_0,t_0)} |\partial_t^l u(x,t)|^2 \,dx\,dt \leq C_1 \left(\frac{2k}{t_0}\right)^{4l+2} \left(\frac{C^2 k^2}{t_0^2}\right)^k \int\int_{Q'_{r_1}(x_0,t_0)} (u(x,t))^2 \,dx\,dt.
\]

Thus,
\[
|\partial_t^l u(x_0,t_0)|^2 \leq A^* A_3^{l+1} k^l t_0^{4k+2d-4} e^{4A_2 d^2 A_3(x_0,t_0)}.
\]

Then we fix a number $R \geq 1$ and let $t \in [1 - \delta, 1]$ for some small $\delta > 0$. For any positive integer $j$, Taylor’s theorem implies that
\[
u(x,t) - \sum_{i=0}^{j-1} \partial_t^i u(x,1) \frac{(t-1)^i}{i!} = \frac{(t-1)^j}{j!} \partial_t^j u(x, s),
\]
where $s = s(x,t,j) \in [t, 1]$. By (2.16), for sufficiently small $\delta > 0$, the right-hand side of (2.17) converges to 0 uniformly for $x \in B(0, R)$ as $j \to \infty$. Hence
\[
\nu(x,t) = \sum_{j=0}^{\infty} \partial_t^j u(x,1) \frac{(t-1)^j}{j!}
\]
i.e., $\nu$ is analytic in time with radius $\delta$. Denote $a_j = a_j(x) = \partial_t^j u(x,1)$. By (2.16) again, we have
\[
\partial_t^j u(x,t) = \sum_{j=0}^{\infty} a_{j+1}(x) \frac{(t-1)^j}{j!}
\]
and
\[
\Delta^2 u(x,t) = \sum_{j=0}^{\infty} \Delta^2 a_j(x) \frac{(t-1)^j}{j!}.
\]
where both series converge uniformly for \((x, t) \in B(0, R) \times [1 - \delta, 1]\). Since \(u\) is a solution of the biharmonic heat equation (1.1), it implies 
\[-\Delta^2 u(x) = a_j(x)\]
with
\[
|a_j(x)| \leq A_1 A^{k+1} k^e A^e(x, 0).
\]
This completes the proof of Theorem 1.1. □

We can then reach two corollaries similar to Corollary 2.2 and Corollary 2.6 in the paper H.Dong&Q.Zhang [5].

**Corollary 2.10.** The Cauchy problem for the backward biharmonic heat equation

\[
\begin{align*}
\partial_t u - \Delta^2 u &= 0 \\
u(x, 0) &= a(x)
\end{align*}
\] (2.18)

has a smooth solution of exponential growth of order \(3/4\) in \(M \times (0, \delta)\) for some \(\delta > 0\) if and only if for any integer \(k \geq 0\),

\[
|\left(\Delta^2\right)^k a(x)| \leq A^{k+1} k^e A^e(x, 0), \quad j = 0, 1, 2, \ldots
\] (2.19)

where \(A_2, A_3\) are some positive constants.

**Proof.** Suppose (2.18) has a smooth solution of exponential growth of order \(3/4\), say \(u = u(x, t)\). Then \(u(x, -t)\) is a solution of the biharmonic heat equation (1.1) with polynomial growth of order \(3/4\). By Theorem 1.1, (2.19) follows as \((-1)^j(\Delta^2)^j a(x) = a_j(x)\) in the theorem.

On the other hand, suppose (2.19) holds. Then it is easy to check that

\[
u(x, t) = \sum_{j=0}^{\infty} \left((-1)^j(\Delta^2)^j a(x)\right) \frac{t^j}{j!}
\]

is a smooth solution of the biharmonic heat equation for \(t \in [-\delta, 0]\) with \(\delta\) sufficiently small. Indeed, the bounds (2.16) guarantee that the above series and the series

\[
\sum_{j=0}^{\infty} \left((-1)^j(\Delta^2)^j a(x)\right) \frac{t^j}{j!}
\]

all converge absolutely and uniformly in \(B(0, R) \times [-\delta, 0]\) for any fixed \(R > 0\). Hence \(\partial_t u + \Delta^2 u = 0\). Moreover \(u\) has exponential growth of order \(3/4\) since

\[
|u(x, t)| \leq \sum_{j=0}^{\infty} \left(\Delta^2\right)^j a(x) \frac{t^j}{j!} \leq \sum_{j=0}^{\infty} A_3 a_j e^{A^e(x, 0)} \frac{t^j}{j!} \leq A_3 e^{A^e(x, 0)}
\]

for some \(A_3\) provided that \(t \in [-\delta, 0]\) with \(\delta\) sufficiently small. Thus, \(u(x, -t)\) is a solution to the Cauchy problem of the backward biharmonic heat equation (2.18) of exponential growth of order \(3/4\). □

**Remark 2.11.** It is known that generally the Cauchy problem for the backward biharmonic heat equation is not solvable. We can expect this corollary can be used in control theory, Ricci flow, stochastic analysis and some other areas.

We have another corollary about time analyticity at initial time \(t = 0\).

**Corollary 2.12.** For the Cauchy problem for the biharmonic heat equation

\[
\begin{align*}
\partial_t u + \Delta^2 u &= 0 \\
u(x, 0) &= a(x)
\end{align*}
\] (2.20)
It has a smooth solution $u = u(x, t)$ of exponential growth of order $\frac{4}{3}$, which is analytic in time in $M \times [0, \delta)$ for some $\delta > 0$ with a radius of convergence independent of $x$ if and only if

$$\left| \left( \Delta^2 \right)^k a(x) \right| \leq A_3^{k+1} k^j e^{A_2 a(x)(\delta, 0)}, \quad k = 0, 1, 2, \ldots, \quad j = 0, 1, 2, \ldots \tag{2.21}$$

where $A_2, A_3$ are some positive constants.

**Proof.** Assuming (2.21), it is well-known that the problem (2.20) has a solution

$$u = u(x, t) = \int_M p(x, t; y) a(y) dy,$$

for some $\delta > 0$ and $t \in [0, \delta]$ where $p(x, t; y)$ is the heat kernel for the biharmonic heat equation on $M$.

By Corollary 2.10, the following backward problem also has a solution

$$\begin{cases} \partial_t v - \Delta^2 v = 0 \\ v(x, 0) = a(x) \end{cases}$$

in $M \times [0, \delta)$ for some sufficiently small $\delta > 0$. Define the function $U = U(x, t)$ by

$$U(x, t) = \begin{cases} u(x, t), & t \in [0, \delta) \\ v(x, -t), & t \in (-\delta, 0] \end{cases}$$

It is straightforward to check that $U(x, t)$ is a solution of the biharmonic heat equation in $M \times (-\delta, \delta)$.

By Theorem 1.1, $U(x, t)$ and hence $u(x, t)$ is analytic in time at $t = 0$.

On the other hand, suppose $u(x, t)$ is a solution of the equation (2.20), which is analytic in time at $t = 0$ with a radius of convergence independent of $x$. Then, by definition, $u$ has a power series expansion in a time interval $(-\delta, \delta)$, for some $\delta > 0$. Hence, (2.21) holds following the proof of Corollary 2.10. \(\square\)

**Remark 2.13.** Recall the well-known Kovalevskaya counter-example

$$\begin{cases} \partial_t u - \Delta u = 0, & \forall (x, t) \in \mathbb{R} \times [0, 1] \\ u(x, 0) = \frac{1}{1 + x^2} \end{cases},$$

which says there are no analytic solutions in a neighborhood of the origin. We can extend it to the case of the biharmonic heat equation.

**Lemma 2.14.** Any smooth solution to the biharmonic heat equation (1.7)

$$\begin{cases} \partial_t u + \Delta^2 u = 0, & \forall (x, t) \in \mathbb{R} \times [0, 1] \\ u(x, 0) = \frac{1}{1 + x^2} \end{cases},$$

is not analytic near origin.

Actually, if we have an analytic solution $u$ near original, we can define

$$u(x, t) = \sum_{k,l \geq 0} a_{k,l} \frac{t^k}{k!} \frac{x^l}{l!}.$$ 

By induction, we can prove

$$a(m, 2n) = (-1)^{m+n}(4m + 2n)!, \quad \text{for any nonnegative integers } m, n.$$ 

Therefore

$$\frac{|a(n, 4n)|}{n!(4n)!} \leq \frac{(8n)!}{n!(4n)!} \to \infty,$$
Definition 3.1. We say \( u = u(x, t) \in L^2_{\text{loc}}((t_1, t_2), W^{1,2}_{\text{loc}}(M)) \) is a weak subsolution (weak supersolution) to (1.2) if it satisfies,

\[
- \int_{t_1}^{t_2} \int_M u(x, t) \partial_t \phi(x, t) dx dt + \int_{t_1}^{t_2} \int_M \nabla u(x, t) \nabla \phi(x, t) dx dt + \int_{t_1}^{t_2} \int_M V(x) u(x, t) dx dt \leq 0 \tag{1.2}
\]

for any nonnegative \( \phi \in C^\infty_c(M \times (t_1, t_2)) \).

Especially, if \( \phi \in C^\infty_c(M \times (t_1, t_2)) \) and \( \phi(\cdot, \frac{t_1 + t_2}{2}) = 1 \), then we can prove

\[
- \int_{t_1}^{t_2} \int_M u(x, t) \partial_t \phi(x, t) dx dt + \int_{t_1}^{t_2} \int_M u(x, t) \nabla \phi(x, t) dx dt + \int_{t_1}^{t_2} \int_M \nabla u(x, t) \nabla \phi(x, t) dx dt + \int_{t_1}^{t_2} \int_M V(x) u(x, t) dx dt \leq 0 \tag{1.3}
\]

by testing with \( \phi \eta_j \) and taking the limit \( j \to \infty \), where \( \eta_j = \eta_j(t) \in C^\infty_c(t_1, t_2) \) is a sequence of nonnegative functions satisfying

\[
\lim_{j \to \infty} \eta_j(t) = \chi(t; t_1, t_2), \ a.e.
\]
We say $u$ is a weak solution if it is both a weak subsolution and a weak supersolution.

Now for Theorem 1.2 we have some remarks first.

**Remark 3.2.** To be more precise, for any $(x_0, t_0) \in M \times (0, 1/2]$, then in Theorem 1.2 it holds

$$|\partial_t^k u(x_0, t_0)| \leq \frac{B_1 B_2^k + 1}{t_0^k} e^{B_3 d(x_0, 0)}.$$  

for some constants $B_1, B_2$ and $B_3$. Besides, in Theorem 1.3 it holds

$$|\partial_t^k u(x_0, t_0)| \leq \frac{B_1 B_2^k + 1}{t_0^k} e^{B_3 d(x_0, 0)}.$$  

for some constants $B_1, B_2$ and $B_3$.

**Remark 3.3.** By the method of Steklov average, or to be more precise, by Theorem 4.1 of Q.Hou&L.Saloff-Coste [10] which states if the heat kernel $\Gamma$ of (1.2) satisfies the $L^2$ Gaussian type upper bound and, for any weak solution $u$ of (1.2), $\partial_t u$ is also a weak solution of (1.2) for any $l = 1, 2, \ldots$. on the one hand, if $V \geq 0$ and if $\Gamma$ is the heat kernel of heat equation on the same manifold $M$, then by maximal principle, $0 \leq \Gamma \leq \Gamma$, which means $\Gamma$ satisfies this Gaussian type upper bound condition considering (4.2) and the mean value inequality. On the other hand, if $V(\cdot) \in L^q(B(0, R'))$ for some $q > \frac{d}{2}$, it is well known that $\Gamma$ also satisfies this Gaussian type upper bound condition. Besides, we can prove $\partial_t u \in L^\infty(\Omega \times (0, 1))$ by combining (3.4) and (3.9) next. Therefore, $\partial_t^l u$ is locally Hölder continuous, which means $u$ is smooth in time.

Now we begin to investigate Theorem 1.2.

**Remark 3.4.** In Theorem 1.2 we have an extra condition $\inf_{x \in M} |B(x, 1)| > 0$ to use the Sobolev inequality. To be precise, by Theorem 3.6 of E.Hebey [9], we can see for any $\lambda \in (0, 1)$, $q \geq 1$ and $\frac{1}{q} \leq \frac{d - \lambda}{d}$, there exists some constant $C = C(d, M)$ such that

$$||u||_{C^\lambda(M)} \leq C||u||_{W^\lambda_q(M)}.$$  

Also by Proposition 3.7 of E.Hebey [9], if $d > q \geq 1$, then for $q^* = \frac{qd}{d-q}$, we have

$$||u||_{L^{q^*}(M)} \leq C||u||_{W^\lambda_q(M)}.$$  

Before embarking on the proof of theorem (1.2), we need to have some lemmas first. The first one is about the Poincaré inequality which is a result of [20] and we can find it in Theorem 5.6.5 of L.Saloff-Coste [12], e.g.

**Lemma 3.5.** Let $M$ be a manifold satisfying same conditions as above Theorem 1.2.

Then for any $1 \leq p < \infty$, there exists some constant $C = C(d, p, K_0)$ such that for any ball $B(x_0, r) \subset M$ where $0 < r < 4$,

$$\int_{B(x_0, r)} |f(x) - f_{B(x_0, r)}|^p dx \leq Cr^p \int_{B(x_0, r)} |\nabla f(x)|^p dx,$$  

(3.1)

where $f_{B(x_0, r)} = \frac{\int_{B(x_0, r)} f(x) dx}{|B(x_0, r)|}$ is the mean value of $f$ in $B(x_0, r)$.

Using this result, we have the following lemma about the Sobolev inequality:
Lemma 3.6. Let $M$ be a manifold satisfying the conditions as above Theorem 1.1.
Then for any $1 \leq p < \infty$, $f \in C^\infty_c(B(x_0, r))$ where $B(x_0, r) \subset M$ with $r \leq 1$, there exist some constants $\nu_p > p$ and $C = C(d, p, K_0)$ such that

$$
\left( \int_{B(x_0, r)} |f|^{\frac{p+\nu}{p}} \, dx \right)^{\frac{p}{p+\nu}} \leq \frac{Cr^p}{|B(x_0, r)|^{\frac{p}{p+\nu}}} \int_{B(x_0, r)} |\nabla f|^p \, dx.
$$

(3.2)

Proof. By Bishop-Gromov volume comparison theorem,

$$
|B(x, r)| \leq |B(x, s)| \left( \frac{r}{s} \right)^d \exp \left( (d-1) \sqrt{K_0} r \right) \leq C|B(x, s)| \left( \frac{r}{s} \right)^d,
$$

(3.3)

when $0 < s < r < 4$.

Combine (3.1) and (3.3), we get (3.2) by Theorem 5.2.6 of L. Saloff-Coste [12] immediately.

Remark 3.7. Here $\nu_2 = d$ when $d > 2$ and $\nu_2$ can be some number which is close to 2 when $d = 1$ or $d = 2$. We use this Sobolev inequality for the mean value inequality in Lemma 3.10. Unlike Remark 3.4, this is true for all dimensions but with extra condition $r \leq 1$.

Now for any $(x_0, t_0) \in M \times (0, 1/2]$, we introduce some regions similar to F. Lin & Q. Zhang [15] first. For any positive integer $k$ and any $j = 1, 2, \ldots, k$,

$$
H^1_j = \left\{ (x, t) |d(x, x_0) < \frac{(j+0.5)\sqrt{K_0}}{\sqrt{t}}, t \in [t_0 - \frac{k}{2}, t_0 + \frac{k}{2}] \right\},
$$

$$
H^2_j = \left\{ (x, t) |d(x, x_0) < \frac{(j+0.5)\sqrt{K_0}}{\sqrt{2}}, t \in [t_0 - \frac{k}{2}, t_0 + \frac{k}{2}] \right\}.
$$

So immediately $H^1_j \subset H^2_j \subset H^1_{j+1}$.

Then we have the following lemma to estimate $\int_{H^2_j} |\partial_t u(x, t)|^2 \, dx dt$.

Lemma 3.8. For any $j = 1, 2, \ldots, k$, there exists some positive constant $C$ such that

$$
\int_{H^2_j} |\partial_t u(x, t)|^2 \, dx dt \leq \frac{Ck}{t_0} \int_{H^2_j} |\nabla u(x, t)|^2 \, dx dt + \frac{Ck}{t_0} \int_{H^2_j} |V(x)||u(x, t)|^2 \, dx dt.
$$

(3.4)

Proof. Let us define a smooth cut-off function $\phi^{(1)}(x, t)$ such that $\phi^{(1)}(x, t) = 1$ in $H^1_j$ and is supported in $H^2_j$. We can also suppose there is some constant $C$ such that

$$
|\nabla \phi^{(1)}(x, t)|^2 + |\partial_t \phi^{(1)}(x, t)| \leq \frac{Ck}{t_0}.
$$
We use $\phi = \phi^{(1)}(x, t)$ below for the simplicity of notation. By assumption of cut-off function $\phi$ and Cauchy-Schwarz inequality, integration by parts in time,

$$\int_{t_j}^{t_{j+1}} |\partial_t u(x, t)|^2 \phi^2 dx + \int_{t_j}^{t_{j+1}} |u(x, t)|^2 \phi^2 dx + \frac{Ck}{t_0} \int_{t_j}^{t_{j+1}} |u(x, t)|^2 dx \leq \frac{3}{4} \int_{t_j}^{t_{j+1}} |\partial_t u(x, t)|^2 \phi^2 dx + \frac{Ck}{t_0} \int_{t_j}^{t_{j+1}} |\nabla u(x, t)|^2 |u(x, t)|^2 \phi dx + \frac{Ck}{t_0} \int_{t_j}^{t_{j+1}} |V(x)||u(x, t)|^2 \phi dx.$$

Then we can get a Caccioppoli type inequality (energy estimate) as below.

**Lemma 3.9.** For any $j = 1, 2, \cdots, k$, there exists some positive constant $C$ such that

$$\sup_{t \in (t_j, t_{j+1})} \int_{B(x_j, \sqrt{t_{j+1}-t_j})} u^2(x, t) \phi^2 dx + \frac{Ck}{t_0} \int_{t_j}^{t_{j+1}} |u(x, t)|^2 dx \leq \frac{3}{4} \int_{t_j}^{t_{j+1}} |\partial_t u(x, t)|^2 \phi^2 dx + \frac{Ck}{t_0} \int_{t_j}^{t_{j+1}} |\nabla u(x, t)|^2 |u(x, t)|^2 \phi dx + \frac{Ck}{t_0} \int_{t_j}^{t_{j+1}} |V(x)||u(x, t)|^2 \phi dx. \quad (3.5)$$

**Proof.** Let us define another smooth cut-off function $\phi^{(2)}(x, t)$ such that $\phi^{(2)}(x, t) = 1$ in $H_j^2$ and is supported in $H_{j+1}^1$. We can also suppose there is some constant $C$ such that

$$|\nabla \phi^{(2)}(x, t)|^2 + |\partial_t \phi^{(2)}(x, t)|^2 \leq \frac{Ck}{t_0}.$$

We use $\phi = \phi^{(2)}(x, t)$ for the simplicity of notation in this proof. By integration by parts, assumption about $\phi$ and (1.2),

$$\int_{H_{j+1}} |\nabla u(x, t)|^2 \phi^2 dx \leq \frac{1}{4} \int_{H_{j+1}} |\nabla u(x, t)|^2 \phi^2 dx + \frac{Ck}{t_0} \int_{H_{j+1}} |u(x, t)|^2 dx + \int_{H_{j+1}} |V(x)||u(x, t)|^2 \phi dx. \quad (3.6)$$

Now we need to estimate the last term above. By Hölder inequality, interpolation inequality and Sobolev inequality, we know:
\[
\int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} V(x)|u(x, t)|^2 \phi^2 \, dx \\
\leq \left( \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} |V(x)|^q \, dx \right)^{\frac{1}{q}} \left( \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} \left( |u(x, t)|^2 \phi^2 \right)^{\frac{2}{q'}} \, dx \right)^{\frac{q'}{2}} \\
\leq C \left( \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} |V(x)|^q \, dx \right)^{\frac{1}{q}} \left( 2^2 \left( \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} \left( \nabla (\phi u(x, t)) \right)^2 \, dx \right)^{\frac{1}{2}} \right) \\
+ C \left( \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} |V(x)|^q \, dx \right)^{\frac{1}{q}} \left( e^{\frac{2C^2}{t_{0}} \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} |\phi u(x, t)|^2 \, dx} \right)
\]

(3.7)

By taking \( \varepsilon = \frac{1}{2 \sqrt{t_{N, \text{ini}}}} \left( \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} |V(x)|^q \, dx \right)^{\frac{1}{q}} \) and integrating with respect to time,

\[
\int_{H_j} V(x)|u(x, t)|^2 \phi^2 \, dx \, dt \leq \frac{1}{2} \int_{H_j} |\nabla u(x, t)|^2 \phi^2 \, dx \, dt + \frac{Ck}{t_{0}} \int_{H_j} |u(x, t)|^2 \, dx \, dt \\
+ C \left( \int_{B(0, \sqrt{\frac{t_{N, \text{ini}}}{\varepsilon}})} |V(x)|^q \, dx \right)^{\frac{1}{q}} \int_{H_j} |\phi u(x, t)|^2 \, dx \, dt
\]

(3.8)

\[
\int_{H_j} |\nabla u(x, t)|^2 \, dx \, dt \leq \frac{Ck}{t_{0}} \int_{H_j} |u(x, t)|^2 \, dx \, dt \\
+ C \left( C^{\frac{j}{2} \frac{1}{s-1}} + CD^{\frac{j}{2} \frac{1}{s-1}} C^{\frac{j}{2} \frac{2j}{3(s-1)}} \left( d(x_0, 0) + \frac{(j + 0.5) \sqrt{t_{0}}}{\sqrt{k}} \right) \right) \int_{H_j} |\phi u(x, t)|^2 \, dx \, dt.
\]

(3.9)
Besides, we can also see

\[
\partial_t \left( \frac{1}{2} \int_{B(x_0, t)} u^2(x, t) \phi^2 dx \right) = \int_{B(x_0, t)} u(x, t) (\Delta u(x, t) - V(x) u(x, t)) \phi^2 dx + \int_{B(x_0, t)} u^2(x, t) \phi \partial_t \phi \ dx \tag{3.10}
\]

\[
\leq \frac{1}{2} \int_{B(x_0, t)} |\nabla u(x, t)|^2 \phi^2 dx + \frac{C}{t_0} \int_{B(x_0, t)} |u(x, t)|^2 dx.
\]

By integration by time and (3.9), we can get (3.5) immediately. \(\square\)

Then we need the mean value inequality as follows.

**Lemma 3.10.** Assume M is a manifold satisfying same conditions as Theorem 1.2. Let \(u = u(x, t)\) be a nonnegative weak subsolution to (3.9). Then for any \(0 < p < \infty, 0 < r < R < 1\) and \((x_0, t_0) \in \mathbb{M} \times (0, 1/2)\),

\[
\sup_{Q_{r}(x_0,t_0)} |u(x, t)|^p \leq C \left( \frac{R^2}{|B(x_0, R)|^{1/2}} \right)^{1/p} \times \left( \frac{1}{|R - r|^2} + C^* \frac{2^*}{p^*} + D^* \frac{2^*}{p^*} C^* \frac{2^*}{p^*} \left( d(x_0, 0) + \frac{(f + 0.5) \sqrt{t_0}}{\sqrt{k}} \right)^2 \right)^{1/p^*} \times \int_{Q_{r}(x_0,t_0)} |u(x, t)|^p dx dt,
\]

where \(\theta^* = 1 + \frac{1}{\nu_2}\). Here \(\nu_2\) is defined in Lemma 3.6.

**Proof.** We can prove this one by Moser iteration. By Hölder inequality and Lemma 3.6, we have for any \(w(x) \in C^\infty_c(B(x_0, R)),\)

\[
\int_{B(x_0, R)} |w(x)|^{2(1+\frac{1}{2})} dx \leq \left( \int_{B(x_0, R)} |w(x)|^{\frac{2^*}{p^*}} dx \right)^{\frac{2^*}{p^*}} \left( \int_{B(x_0, R)} |w(x)|^{2} dx \right)^{\frac{1}{2}} \int_{B(x_0, R)} |\nabla w(x)|^2 dx \left( \int_{B(x_0, R)} |w(x)|^2 dx \right)^{\frac{1}{2}} \tag{3.11}
\]

Let \(\psi = \psi(x, t)\) be a standard smooth cut-off function such that \(\psi = 1\) in \(Q_{r}(x_0, t_0)\) and is supported in \(Q_{2r}(x_0, t_0)\). We can assume \(|\nabla \psi| \leq \frac{C}{|R - r|} \). Then by integration by parts and assumption about \(\psi\) and (1.2),

\[
\partial_t \left( \frac{1}{2} \int_{B(x_0, R)} |u(x, t)|^2 \psi^2 dx \right) + \int_{B(x_0, R)} |\nabla (u(x, t) \psi)|^2 dx \leq \frac{C}{|R - r|^2} \int_{B(x_0, R)} |u(x, t)|^2 dx + 4 \int_{B(x_0, R)} |\nabla u(x, t)|^2 \psi^2 dx + \int_{B(x_0, R)} |V(x)||u(x, t)|^2 \psi^2 dx.
\]
Hence, by iteration, we obtain
\[ \sigma \]

Then when simplicity of notation. From inequality (3.11), we can see

For this case, we can use the method of M.Giaquinta[7] or more precisely, Theorem 2.2.3 in the book L.Saloff-Coste[12].

Combining (3.7) and (3.9), by integrating with respect to time, we yield

\[
\sup_{t \in (-R^2, 0)} \int_{B(x_0, R)} |u(x, t)|^2 \psi^2 \, dx + \iint_{Q_e(x_0, R)} |\nabla (u(x, t) \psi)|^2 \, dx \, dt \\
\leq C \left( \frac{1}{|R - r|^2} + C^* \frac{2\delta}{\sqrt{k}} + D^* \frac{2\delta}{\sqrt{k}} C^{*+} \frac{2\delta}{\sqrt{k}} \left( d(x_0, 0) + \left( \frac{(j + 0.5) \sqrt{\theta}}{\sqrt{k}} \right)^2 \right) \right) \\
\times \iint_{Q_e(x_0, d_0)} |u(x, t)|^2 \, dx \, dt.
\]

Let \( E(R) = \left( \frac{R^2}{|B(x_0, R)|^2} \right) \) and \( F^* = \frac{1}{|R - r|^2} + C^* \frac{2\delta}{\sqrt{k}} + D^* \frac{2\delta}{\sqrt{k}} C^{*+} \frac{2\delta}{\sqrt{k}} \left( d(x_0, 0) + \left( \frac{(j + 0.5) \sqrt{\theta}}{\sqrt{k}} \right)^2 \right) \) for simplicity of notation. From inequality (3.11), we can see

\[
\iint_{Q_e(x_0, d_0)} |u(x, t) \psi|^{2^*} \, dx \, dt \leq CE(R) \left( F^* \iint_{Q_e(x_0, d_0)} |u(x, t)|^2 \, dx \, dt \right)^{\theta^*}. \tag{3.12}
\]

Now we have two cases.

**Case (1): \( p \geq 2 \).** In this case, we can see \( u^{\theta/2} \) is also a nonnegative subsolution. Therefore, (3.12) yields that:

\[
\iint_{Q_{r_1}(x_0, d_0)} (u(x, t))^\theta \, dx \, dt \leq CE(R) \left( F^* \iint_{Q_e(x_0, d_0)} (u(x, t))^\theta \, dx \, dt \right)^{\theta/2}. \tag{3.13}
\]

Set for some positive constant \( \delta = \frac{\delta}{R} < 1 \), \( \omega_i = \frac{(1-\delta)R}{2} \) so that \( \sum \omega_i \omega_j = (1-\delta)R \). Set also \( \sigma_0 = R, \sigma_{i+1} = \sigma_i - \omega_i = R - \sum \omega_i \). Applying (3.13) with \( p = p_i = \theta \), \( r = \sigma_i, R = \sigma_{i+1} \) we obtain

\[
\iint_{Q_{r_i}(x_0, d_0)} (u(x, t))^\theta \, dx \, dt \leq CE(R) 16^\theta F^* \left( \iint_{Q_{r_i}(x_0, d_0)} (u(x, t))^\theta \, dx \, dt \right)^{\theta/2}.
\]

Hence, by iteration,

\[
\left( \iint_{Q_{r_1+1}(x_0, d_0)} (u(x, t))^\theta \, dx \, dt \right)^{\theta/2} \\
\leq (CE(R))^{2^{\theta-1} - 1} 16^{\theta p^{\theta-1} - 1} F^{\theta p^{\theta-1}} \iint_{Q_e(x_0, d_0)} (u(x, t))^2 \, dx \, dt,
\]

where all the summations are taken from 0 to \( i \) and we can easily see \( \Sigma j \theta r^{\theta-1} \) converges. Letting \( i \) tend to infinity, we obtain

\[
\sup_{Q_e(x_0, d_0)} u^2 \leq C \left( E(R) \right)^{\frac{1}{\theta - 1}} \left( F \right)^{\frac{1}{\theta - 1}} \|u\|^2_{L^2(Q_e(x_0, d_0))}. \tag{3.14}
\]

Then when \( p > 2 \), we can see \( u^{\theta/2} \) is also a nonnegative subsolution, so

\[
\sup_{Q_{r_0}(x_0, d_0)} u^p \leq C \left( E(R) \right)^{\frac{1}{\theta - 1}} \left( F \right)^{\frac{1}{\theta - 1}} \|u\|^p_{L^p(Q_{r_0}(x_0, d_0))},
\]

which proves (2.10) for the case \( p \geq 2 \).

**Case (2): \( 0 < p < 2 \).**

For this case, we can use the method of M.Giaquinta[7] or more precisely, Theorem 2.2.3 in the book L.Saloff-Coste[12].
Fix \( \sigma \in (0, 1) \) and set \( \rho = \sigma + (1 - \sigma)/4 \). Then (3.14) applies
\[
\sup_{Q_{a_0}^\rho(x_0,t_0)} u \leq C \left( \frac{R}{E(R)} \right)^{\frac{1}{p-2}} \left( 1 + \frac{1}{(\rho R - \sigma R)^2} \right)^{\frac{1}{2}} \|u\|_{L^2,Q_{a_0}^\rho(x_0,t_0)}.
\]
Now, as \( \|u\|_{L^2,Q} \leq \|u\|_{L^2,Q}^{1-p/2} \|u\|_{L^2,Q}^{p/2} \) for any parabolic cylinder \( Q \), we get
\[
\|u\|_{L^\infty,Q_{a_0}^\rho(x_0,t_0)} \leq J \left( 1 + \frac{1}{(\rho R - \sigma R)^2} \right)^{\frac{1}{2}} \|u\|_{L^\infty,Q_{a_0}^\rho(x_0,t_0)}^{1-p/2}
\]
where \( J = C \|u\|_{L^p,Q_{a_0}^\rho(x_0,t_0)}^{1-p/2} (E(R))^{1/2} \).

Fix \( \delta = \frac{R}{4}, \sigma_0 = \delta R = r \) and \( \sigma_{i+1} = \sigma_i + (R - \sigma_i)/4 \). Then \( R - \sigma_i = (3/4)^i (1 - \delta) R \).

Applying the above inequality (3.15) for each \( i \) yields
\[
\|u\|_{L^\infty,Q_{a_i}^\rho(x_0,t_0)} \leq (4/3)^{\theta(i/(2n-2))} \left[ J F^* \right]^{\frac{2}{p-2}} \|u\|_{L^\infty,Q_{a_{i+1}}^\rho(x_0,t_0)}^{1-p/2}
\]
Hence by iteration, for \( i = 1, 2, \ldots \)
\[
\|u\|_{L^\infty,Q(x_0,t_0)} \leq (4/3)^{\theta(i/(2n-2))} \left[ J F^* \right]^{\frac{2}{p-2}} \|u\|_{L^\infty,Q(x_0,t_0)}^{1-p/2}
\]
Letting \( i \) tend to infinity, we yield,
\[
\|u\|_{L^\infty,Q(x_0,t_0)} \leq C \left( \frac{R}{E(R)} \right)^{\frac{1}{p-2}} F^* \|u\|_{L^p,Q_{a_0}^\rho(x_0,t_0)}
\]
which proves inequality (2.10) for the case \( 0 < p < 2 \).

3.1. **Proof of Theorem 1.2** Now we are in a position to prove Theorem 1.2. Because \( \partial_t^i u(x,t) \) is also a weak solution of (1.2) for any \( l = 1, 2, \cdots, k \), we can put inequality (3.4) and (3.9) together to obtain,
\[
\int_{H^i} |\partial_t^i u(x,t)|^2 dx dt \leq \frac{C_k}{l_0^2} \int_{H^i_{j+1}} |\partial_t^{j-i} u(x,t)|^2 dx dt
\]
\[
+ \frac{C_k}{l_0} \left( C^* \frac{m}{n} + CD^* \frac{m}{n} C^{*} \frac{m}{n} \frac{1}{n} \right) \left( d(x_0,0) + \frac{(j + 0.5) \sqrt{n_0}}{\sqrt{k}} \right) \int_{H^i_{j+1}} |\partial_t^{j-i} u(x,t)|^2 dx dt
\]
\[
\leq \left( \frac{C_k^2}{l_0^2} \right)^{\frac{1}{2}} \int_{H^i_{j+1}} |\partial_t^{j-i} u(x,t)|^2 dx dt
\]
\[
+ \left( C^* \frac{m}{n} + D^* \frac{m}{n} C^{*} \frac{m}{n} \frac{1}{n} \right) \left( d(x_0,0) + \frac{(j + 0.5) \sqrt{n_0}}{\sqrt{k}} \right)^4 \int_{H^i_{j+1}} |\partial_t^{j-i} u(x,t)|^2 dx dt.
\]
By iteration,
\[
\int_{H^i} |\partial_t^i u(x,t)|^2 dx dt
\]
\[
\leq \prod_{j=1}^{k} \left( \frac{C_k^2}{l_0^2} + C^* \frac{m}{n} + D^* \frac{m}{n} C^{*} \frac{m}{n} \frac{1}{n} \right) \left( d(x_0,0) + \frac{(j + 0.5) \sqrt{n_0}}{\sqrt{k}} \right)^4 \int_{H^i_{j+1}} |\partial_t^{j-i} u(x,t)|^2 dx dt.
\]
By Lemma 5.2.7 of L. Saloff-Coste or the book M. Richard & S. T. Yau, we see for some constant $D > 0$ and any $0 < r < 1$,
\[
|B(x, r)| \leq e^{Dd(x_0)} |B(y, r)|.
\]
(3.17)
As $|\partial_t^k u|^2$ is a weak subsolution to (1.2), by mean value inequality in Lemma 3.10, it holds
\[
|\partial_t^k u(x_0, t_0)|^2 
\leq C e^{Df(x_0, 0)} \left( \frac{k}{t_0} \right)^{d-\nu} \left( \frac{k}{t_0} + C' \frac{2q}{\nu + q} + D' \frac{2q}{\nu + q} C'' \frac{2q}{\nu + q} \left( d(x_0, 0) + \frac{(j + 0.5) \sqrt{t_0}}{\sqrt{k}} \right)^{2q} \right)^{\frac{1}{2}} \times \int_{H^1}^{|\partial_t^k u(x, t)|^2 dx dt}.
\]
(3.18)
Combining these two inequalities (3.16) and (3.18), and applying the assumption that $u$ is of exponential growth of order 2, we yield,
\[
|\partial_t^k u(x_0, t_0)|^2 \leq \frac{A_1 A_2^{2q+2} k^{2q} e^{2A_0 d^2(x_0, 0)}}{t_0^{2q}}.
\]

Just note we put some terms involving $d(x_0, 0)$ into $e^{2A_0 d^2(x_0, 0)}$.

The proof for the conclusions about $a_j = \partial_t^j u(x, 1/2)$ is the same as Theorem 1.1. In this way, we have completed the proof of Theorem 1.2. \qed

Remark 3.11. To see the set of functions satisfying the condition (1.4) is nontrivial when $V(x) = x^2$ in $R^d$, we give some examples here. For Hermite polynomials
\[
H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2},
\]
and
\[
\psi_n(x) = (2^n n! \sqrt{\pi})^{-1/2} e^{-x^2/2} H_n(x),
\]
it is well-known that $(D^2 - x^2) \psi_n(x) = -(2n + 1) \psi_n(x)$ and thus
\[
(D^2 - x^2)^j \psi_n(x) = (-1)^j (2n + 1)^j \psi_n(x).
\]
Therefore, $\psi_n(x)$ satisfies the condition (1.4) as $|D^j - x^2)^j \psi_n(x)| \leq C^k \pi!$.

Remark 3.12. Theorem 1.2 is about the time analyticity when $t \in (0, 1/2]$. Because (1.2) is a linear equation, it is a natural assumption that $u$ is of exponential growth of order 2 in $t \in [0, 2]$, a longer time interval, then the solution should be time analytic in $[0, 1]$. Especially, when $M = R^d$, there is no necessity to assume $V \in L^1(R^d \cup B(0, R^*))$ and $d \geq 3$, instead we have the following corollary:

Corollary 3.13. Let $M = R^d$. Assume $V = V(x)$ satisfies the following conditions:
(1) There exists some $R^* > 0$ such that $V(\cdot) \in L^q(B(0, R^*))$ for some $q > \frac{d}{2}$.
(2) For some constant $C^{**} > 0$, if $d(x, 0) > R^*$, then $|V(x)| \leq C^{**} d(x, 0)^\alpha$ where $\alpha = 2 - \frac{2d}{q}$.

Let
\[
||V||_{L^q(B(0, R^*))} = C^*
\]
where $C^*$ is a positive constant and let $u = u(x, t)$ be a weak solution of equation (1.2) for any dimension $d \geq 1$ on $M \times [0, 1]$ of exponential growth of order 2, namely
\[
|u(x, t)| \leq A_1 e^{A_2 d^2(x, 0)}, \quad V(x, t) \in M \times [0, 1],
\]
where $A_1$ and $A_2$ are some positive constants. Then $u$ is analytic in $t \in (0, 1/2]$ with radius of convergence depending only on $t, d, q, K_0, A_2, \alpha$ and $C^*$. 

Moreover, if \( t \in (1/2 - \delta, 1/2] \) for some small \( \delta > 0 \), we have

\[
u(x, t) = \sum_{j=0}^{\infty} a_j(x) \frac{(t - 1/2)^j}{j!}
\]

with \((\Delta - V)a_j(x) = a_{j+1}(x)\), and

\[
|a_j(x)| = |(\Delta - V)a_0(x)| \leq A_1 A_3^{j+1} e^{A_4 d^2(x, 0)}, \quad j = 0, 1, 2, \ldots
\]

where constants \( A_3 = A_3(d, q, K_0, A_2, \alpha, C^*) \) and \( A_4 = A_4(A_2, \alpha, C^*) \).

**Proof.**

The proof is almost the same as Theorem 1.2. There are just two differences. The first one is to make a little change in (3.8), instead, we yield,

\[
\text{Lemma 3.15.}
\]

**Remark 3.14.** In Theorem 1.2, an interesting property is that the solution \( u = u(x, t) \) can be not smooth in \( x \) at all. Actually, if \( M = \mathbb{R}^d \) and \( V(x) = \frac{1}{|A|} \) where \( A \geq 0 \), we have one solution \( u(x, t) = |x|^{\alpha(A)} \) where \( \alpha(A) := \frac{(d-2)r - \sqrt{(d-2)r^2 + 4A}}{2} \). We can see this solution is not smooth if \( \alpha(A) \) is not an integer.

Similarly, we have a lemma about the mean value inequality using the same proof as in Lemma 3.10

**Lemma 3.15.** Assume \( M \) is a manifold satisfying same conditions as Theorem 1.3. Then for any nonnegative weak subsolution \( u = u(x, t) \) to (1.2), where \( V \geq 0 \), for any \( 0 < p < \infty \), \( 0 < r < R < 1 \) and \((x_0, t_0) \in M \times [-1, 0)\), there exist some constant \( C \) such that:

\[
\sup_{Q_{\alpha}} |u(x, t)|^p \leq C \left( \frac{R^2}{|B(x_0, R)|} \right)^{\frac{1}{p'}} \left( \frac{1}{|R - r|^2} \right)^{\frac{p'}{p}} \int_{Q_{R^2} \setminus B(x_0, R)} |u(x, t)|^p dxdt,
\]

where \( \theta' = 1 + \frac{2}{p} \) and \( \nu_2 \) is defined in Lemma 3.6

**Remark 3.16.** As a very special example, we get the heat equation with inverse-square potential when \( V(x) = \frac{A}{d(x, 0)^2} \).

\[
\begin{align*}
\partial_t u(x, t) - \Delta u(x, t) + \frac{A u(x, t)}{d(x, 0)^2} &= 0, \quad \forall (x, t) \in M \times [0, 1].
\end{align*}
\]
It is well-known that this potential is a borderline one where the regularity theory differs from the standard one. For the regularity and mean value inequality of this equation in $\mathbb{R}^d$, we can refer to Z. Li & Q. Zhang [16], B. Wong & Q. Zhang [26] and Z. Li & X. Pan [14]. Actually, the inverse-square potential term $\frac{1}{|x|^2}$ helps with it.

3.2. **Proof of Theorem 1.3**

Now for any $(x_0, t_0) \in \mathbb{M} \times (0, 1)$, we introduce some regions first. For any positive integer $k$ and any $j = 1, 2, \cdots, k$,

$$
H_j^1 = \left\{ (x, t) \mid d(x, x_0) < \frac{3}{\sqrt{2j}} \sqrt{t}, t \in [t_0 - \frac{2}{3t_0}, t_0] \right\},
$$

$$
H_j^2 = \left\{ (x, t) \mid d(x, x_0) < \frac{(j+0.5)\sqrt{t}}{\sqrt{2j}} \sqrt{t}, t \in [t_0 - \frac{(j+0.5)\sqrt{t}}{2}, t_0] \right\}.
$$

So immediately $H_j^1 \subset H_j^2 \subset H_{j+1}^1$.

Denote by $\psi_j^{(1)}(x, t)$ a standard smooth cut-off function supported in $H_j^2$ such that $\psi_j^{(1)}(x, t) = 1$ in $H_j^1$ and $|\partial_t \psi_j^{(1)}(x, t)| + |\nabla \psi_j^{(1)}(x, t)|^2 \leq \frac{C}{t_0}$ for some constant $C$.

We denote $\psi = \psi_j^{(1)}(x, t)$ for simplicity of notation below. Then by equation (1.2) and integration by parts,

$$
\iint_{H_j^2} (\partial_t u(x, t))^2 \psi^2 \, dx \, dt \leq \frac{1}{2} \iint_{H_j^2} |\nabla u(x, t)|^2 \psi^2 \, dx \, dt
$$

$$
+ \epsilon_1 \iint_{H_j^2} (\partial_t u(x, t))^2 \psi^2 \, dx \, dt + \frac{4}{\epsilon_1} \iint_{H_j^2} |\nabla u(x, t)|^2 |\nabla \psi|^2 \, dx \, dt + \frac{1}{2} \iint_{H_j^2} V(x) u^2(x, t) \partial_t \psi^2 \, dx \, dt.
$$

Using the assumption of $\psi$ and taking $\epsilon_1 = \frac{1}{2}$, we yield

$$
\iint_{H_j^1} |\partial_t u(x, t)|^2 \psi^2 \, dx \, dt \leq \frac{Ck}{t_0} \left( \iint_{H_j^1} |\nabla u(x, t)|^2 \psi^2 \, dx \, dt + \iint_{H_j^1} V(x) u^2(x, t) \psi^2 \, dx \, dt \right). \quad (3.19)
$$

Define another smooth cut-off function $\psi_j^{(2)}(x, t)$ supported in $H_{j+1}^1$ such that $\psi_j^{(2)}(x, t) = 1$ in $H_j^2$. We assume for some constant $C$, $|\partial_t \psi_j^{(2)}(x, t)| + |\nabla \psi_j^{(2)}(x, t)|^2 \leq \frac{C}{t_0}$. We denote $\psi = \psi_j^{(2)}(x, t)$ for simplicity of notation below. Then by equation (1.2),

$$
\iint_{H_{j+1}^1} |\nabla u(x, t)|^2 \psi^2 \, dx \, dt + \iint_{H_{j+1}^1} V(x) u^2(x, t) \psi^2 \, dx \, dt
$$

$$
\leq \epsilon_2 \iint_{H_{j+1}^1} |\nabla u(x, t)|^2 \psi^2 \, dx \, dt + \frac{1}{\epsilon_2} \iint_{H_{j+1}^1} |u(x, t)|^2 |\nabla \psi|^2 \, dx \, dt + \frac{1}{2} \iint_{H_{j+1}^1} u^2(x, t) \partial_t \psi^2 \, dx \, dt.
$$

By the assumption on $\psi$ and taking $\epsilon_2 = \frac{1}{2}$, we can see,

$$
\iint_{H_j^1} |\nabla u(x, t)|^2 \psi^2 \, dx \, dt + \iint_{H_j^1} V(x) u^2(x, t) \psi^2 \, dx \, dt \leq \frac{Ck}{t_0} \iint_{H_j^1} |u(x, t)|^2 \psi^2 \, dx \, dt. \quad (3.20)
$$

Combine the inequalities (3.19) and (3.20), we have

$$
\iint_{H_j^1} |\partial_t u(x, t)|^2 \psi^2 \, dx \, dt \leq \frac{C^2 k^2}{t_0^2} \iint_{H_j^1} |u(x, t)|^2 \psi^2 \, dx \, dt.
$$

By Remark 3.3, $\partial_t u$ is also a weak solution of (1.1) for any nonnegative integer $l$. Thence

$$
\iint_{H_j^1} (\partial_t^l u(x, t))^2 \, dx \, dt \leq \frac{C^2 k^2}{t_0^2} \iint_{H_j^1} (\partial_t^{l-1} u(x, t))^2 \, dx \, dt \leq \frac{C^2 k^2}{t_0^2} \iint_{H_{j+1}^1} u(x, t)^2 \, dx \, dt.
$$
Therefore, by Lemma 3.15 (3.17)
\[ |\partial_t^j u(x_0, t_0)|^2 \leq C \left( \frac{k}{t_0} \right)^{d/2+1} \int_{t_0}^{\infty} \int_{M} |\partial_t^j u(x, t)|^2 \, dx \, dt \]
\[ \leq C \left( \frac{k}{t_0} \right)^{d/2+1} \left( \frac{Ck}{t_0} \right)^{2k} \int_{t_0}^{\infty} u(x, t)^2 \, dx \, dt \leq \frac{A_2^2 A_5^{2k+2} k^{2k}}{t_0^2} e^{A_2 d^2(x_0, 0)}. \]

The rest of the proof is the same as Theorem 1.1. \(\square\)

Remark 3.17. To make sure the set of functions satisfying condition 1.5 is nontrivial when \(V(x) = \frac{A}{d(x, 0)^s}\), we give some examples here. The first one is
\[ a_0(x) = \sum_{j=1}^{\infty} \frac{|x|^{2j}}{(2j)!} x^j, \]
where \(s \geq 0\). Now we give a lemma explaining \(a_0(x)\) satisfies condition 1.5 in \(R^d\). We can prove the following lemma by induction.

Lemma 3.18. Let the space \(M = R^d\), then there are two sequences of positive number \(a_{j,k}\) and \(b_{j,k}\) where \(j, k\) are nonnegative integers satisfying
\[ \left( \Delta - \frac{2d}{|x|^2} \right)^k a_0(x) = \sum_{j=k+1}^{\infty} b_{j,k} |x|^{2j-2k} \]
and
\[ \Delta^k a_0(x) = \sum_{j=k}^{\infty} a_{j,k} |x|^{2j-2k}. \]
Besides, we have \(0 \leq b_{j,k} \leq a_{j,k}\), and
\[ \left| \left( \Delta - \frac{2d}{|x|^2} \right)^k a_0(x) \right| \leq \Delta^k a_0(x) \leq C^k k! e^{A_2 d^2(x, 0)}. \]

Then we can have another example \(a^*(x) = \sum_{j=1}^{\infty} \frac{(-1)^{j+1} |x|^{2j}}{(2j)!} e^{A_2 d^2(x, 0)}\), \(s > 0\) which also satisfies the condition 1.5. This is because if we let
\[ \left( \Delta - \frac{2}{|x|^2} \right)^k a^*(x) = \sum_{j=k+1}^{\infty} d_{j,k} |x|^{2j-2k}, \]
then \(d_{j,m+1} = (-1)^{j+1} b_{j,m+1}\) for any nonnegative integers \(j, m\).
Especially, we can also prove the functions \(|x|^2 \cos(|x|)\) and \(|x| \sin(|x|)\) also satisfies the condition 1.5 by the same method.

We have similar corollaries as Corollary 2.10 and Corollary 2.12 using the same proof.

Corollary 3.19. Let \(V = V(x)\) be a potential function satisfying either the conditions in Theorem 1.3 or \(V(x) \geq 0\). Then the Cauchy problem for the backward heat equation with potentials
\[
\begin{align*}
\partial_t u(x, t) + (\Delta - V(x)) u(x, t) &= 0 \\
u(x, 0) &= a(x),
\end{align*}
\]
has a weak solution of exponential growth of order 2 in \(M \times (0, \delta)\) for some \(\delta > 0\) if and only if there exist some constants \(A_2, A_3\) satisfying:
\[ |(\Delta - V(x))^j a(x)| \leq A_2^{j+1} j! e^{A_3 d^2(x, 0)}, \quad j = 0, 1, 2, \ldots \]
Corollary 3.20. Let $V = V(x)$ satisfies the same conditions as Corollary 3.19 above. Then the Cauchy problem
\[
\begin{cases}
\partial_t u(x,t) - (\Delta - V(x))u(x,t) = 0 \\
u(x,0) = a(x)
\end{cases}
\]
has a weak solution of exponential growth of order 2, which is also analytic in time in $M \times [0,\delta]$ for some $\delta > 0$ with a radius of convergence independent of $x$ if and only if there exist some constants $A_2, A_3$ satisfying:
\[ |(\Delta - V(x))^j a(x)| \leq A_2^{j+1} j! e^{A_3 d(x,0)}, \quad j = 0, 1, 2, \ldots \]

4. Nonlinear heat equations with power nonlinearity

This section is about some nonlinear heat equations with power nonlinearity of order $p$, where $p \in (0, \infty)$. There are two main theorems [1,3] and [1,4] in this section and the main tools to prove them are Lemmas 4.4 and 4.5. We first prove the case when the solution $u$ is bounded and $p$ is an integer. Then we turn to the case when $0 < C_1 \leq |a| \leq C_4$ and $p$ is any rational number.

For (1.3), since we assume the solution $u$ is bounded, by standard theory, $u$ is actually smooth. We need a lemma about the time derivative of the heat kernel on $M$ first.

Lemma 4.1. Let $M$ be the same manifold as Theorem 1.4 above. Then for any $x, y \in M$, $0 < t \leq 1$ and any nonnegative integer $k$, there exist some constants $C_1$ and $C_2$ depending only on $M$ and $d$ such that the heat kernel $\Gamma(x,t;y)$ of the heat equation
\[ \partial_t u - \Delta u = 0, \]
satisfies the following condition:
\[ |\partial^j_t \Gamma(x,t;y)| \leq \frac{C(k+1)k^{-2/3}}{t^k |B(x, \sqrt{t})|} e^{-\frac{C_d d(x,0)^2}{t}}. \quad (4.1) \]

Remark 4.2. To our best knowledge, up to now, in the literature, one just have
\[ |\partial^j_t \Gamma(x,t;y)| \leq \frac{C(k)}{t^k |B(x, \sqrt{t})|} e^{-\frac{C_d d(x,0)^2}{t}} \]
in the manifold case, where $C(k)$ is not calculated explicitly. So here we obtain a more accurate result.

Proof of Lemma 4.1

Fix any $t_0 \in (0, 1]$ and $x_0, y_0 \in M$, we would like to get the estimates of $\partial^j_t \Gamma(x_0, t_0; y_0)$. For any nonnegative integer $k$ and $j = 1, 2, \ldots, k$, we define some space-time domains:
\[ M^j_i = \{(x,t) : d(x,x_0) < \frac{j \sqrt{t_0}}{\sqrt{2k}}, t \in \left(t_0 - \frac{j t_0}{2k}, t_0\right)\}, \]
\[ M^j_0 = \{(x,t) : d(x,x_0) < \frac{(j + 0.5) \sqrt{t_0}}{\sqrt{2k}}, t \in \left(t_0 - \frac{(j + 0.5) t_0}{2k}, t_0\right)\}. \]
Then $M^j_i \subset M^j_{i+1} \subset M^j_{i-1}$.

Following the method used in the proof of Theorem 1.3 for some constant $C$, it holds
\[ \iint_{M^j_i} |\partial^j_t \Gamma(x,t;y_0)|^2 dx dt \leq \frac{C 2^k k^2}{t^2} \iint_{M^j_{i+1}} |\Gamma(x,t;y_0)|^2 dx dt. \quad (4.2) \]
Then we need to use the well-known result for the upper bound of the heat kernel which can be found in P.Li & S.T. Yau\cite{17} or L. Saloff-Coste\cite{12}, which is

$$\Gamma(x, t; y) \leq C_3 e^{-c_1 d(x, y)^2} \frac{1}{|B(x, \sqrt{t})|}, \quad \forall x, y \in M \text{ and } t \in (0, 1],$$

for some constants $C_3$ and $C'$.

Now we have two cases.

**Case (1):** $d(y_0, x_0) \leq \sqrt{4kt_0}$.

In this case, using (3.17)

$$\frac{C^{2k}k^{2k}}{t_0^{2k}} \int_{B(x_0, \sqrt{t_0})} |\Gamma(x, t; y_0)|^2 dx dt \leq \frac{C^{2k+1/2}k^{2k}e^{2k+1/2}d(x_0, y_0)^2}{t_0^{2k-1}|B(x_0, \sqrt{t_0})|} \leq \frac{C^{2k+1}k^{2k+1}}{t_0^{2k-1}|B(x_0, \sqrt{t_0})|} e^{-c_1 d(x_0, y_0)^2},$$

for some constant $C$.

**Case (2):** $d(y_0, x_0) > \sqrt{4kt_0}$.

In this case, because $d(x, x_0) < \frac{(k+1) \sqrt{t_0}}{\sqrt{2}}$, $\sqrt{2} \leq \frac{d(x, y_0)}{d(x_0, y_0)} < 2$. Therefore,

$$\frac{C^{2k}k^{2k}}{t_0^{2k}} \int_{B(x_0, \sqrt{t_0})} |\Gamma(x, t; y_0)|^2 dx dt \leq \frac{C^{2k+1}k^{2k+1}}{t_0^{2k-1}|B(x_0, \sqrt{t_0})|} e^{-c_1 d(x_0, y_0)^2}.$$

Combine the above two cases,

$$\int_{B(x_0, \sqrt{t_0})} |\partial_t^1 \Gamma(x, t; y_0)|^2 dx dt \leq \frac{C^{2k+1}k^{2k+1}}{t_0^{2k-1}|B(x_0, \sqrt{t_0})|} e^{-c_1 d(x_0, y_0)^2}. \quad (4.3)$$

Then we recall a well-known parabolic mean value inequality which can be found, for instance, in Theorem 14.7 of P.Li\cite{13}. To be more precise, by the method of Lemma 3.10 for any $0 < p < \infty$ and $0 < r < R < 1$, any nonnegative subsolution $u = u(x, t)$ of the heat equation satisfies

$$\sup_{Q(x_0, \sqrt{t_0})} u(x, t)^p \leq C \left( \frac{R}{|B(x_0, \sqrt{t_0})|} \right)^{\frac{1}{2p}} \left( \frac{1}{|R - r|^2} \right)^{\frac{1}{2}} \int_{Q(x_0, \sqrt{t_0})} u(x, t) dx dt,$$

where $\theta^* = 1 + \frac{1}{\sqrt{2}}$ and $\nu_2$ is defined in \eqref{3.2}. Let $u(x, t) = |\partial_t^1 \Gamma(x, t; y_0)|^2$, $p = 1$, $r = 0$ and $R = \sqrt{t_0}/\sqrt{2}$, we can see

$$|\partial_t^1 \Gamma(x_0, t; y_0)|^2 \leq \frac{Ck}{B(x_0, \sqrt{t_0}/\sqrt{2})} \int_{Q_0} (\partial_t^1 \Gamma(x, t; y_0))^2 dx dt \leq \frac{Ck^{d/2+1}}{B(x_0, \sqrt{t_0}/\sqrt{2})} \int_{Q_0} (\partial_t^1 \Gamma(x, t; y_0))^2 dx dt, \quad (4.4)$$

where we have used the Bishop-Gromov volume comparison theorem in the last inequality.

By \eqref{3.2}, \eqref{3.3}, and \eqref{3.4}, we see

$$|\partial_t^1 \Gamma(x_0, t_0; y_0)|^2 \leq \frac{C^{2k+2}k^{2k+d/2+2}}{t_0^{2k}|B(x_0, \sqrt{t_0})|} e^{-c_1 d(x_0, y_0)^2}.$$
Thus,
\[ |\partial_t^l \Gamma(x_0, t_0; y_0)| \leq C_1 \frac{k^{l-2/3} e^{-C_2 d(x_0, y_0)^2}}{t_0^{l/2} B(x_0, \sqrt{t_0})}, \]
for some \( C_1 \) large enough, which finishes the proof of Lemma 4.1. \( \square \)

Remark 4.3. By the estimate of the time derivative of heat kernel \( \Gamma(x, t; y) \), we can see the solution \( u = u(x, t) \) of heat equation \( u_t - \Delta u = 0 \) is analytic in time if \( u \) is of exponential growth of order 2 directly.

Let \( \left( \frac{n}{i_1, i_2, \ldots, i_k} \right) := \frac{n!}{i_1! i_2! \cdots i_k!} \). Then we have a lemma which will be used frequently.

Lemma 4.4. For any integers \( n > 1 \) and \( k > 1 \), there exists some constant \( C = C(k) \) such that,
\[
\sum_{\sum_{m=1}^k n = \sum_{i=1}^k i > 0} \left( \frac{n}{i_1, i_2, \ldots, i_k} \right) i_1^{i_2 - 2/3} i_2^{i_3 - 2/3} \cdots (n - i_1 - i_2 - \cdots - i_k)n^{i_k - i_1 - i_2 - \cdots - i_k - 2/3} \]
\[
\leq C n^{n - 2/3}.
\]

This lemma is just an extension of the Lemma 3.2 of H.Dong & Q.Zhang [5] and we can prove it by the induction method and the Stirling formula.

Proof. 
\[
\sum_{\sum_{m=1}^k n = \sum_{i=1}^k i > 0} \left( \frac{n}{i_1, i_2, \ldots, i_k} \right) i_1^{i_2 - 2/3} i_2^{i_3 - 2/3} \cdots (n - i_1 - i_2 - \cdots - i_k)n^{i_k - i_1 - i_2 - \cdots - i_k - 2/3} \]
\[
= \sum_{i_1=1}^n \left( \frac{n}{i_1} \right) i_1^{i_2 - 2/3} \sum_{\sum_{m=1}^k n = \sum_{i=1}^k i > 0} \left( \frac{n - i_1}{i_2, \ldots, i_k} \right) i_2^{i_3 - 2/3} \cdots (n - i_1 - i_2 - \cdots - i_k)n^{i_k - i_1 - i_2 - \cdots - i_k - 2/3} \]
\[
\leq C \sum_{i_1=1}^n \left( \frac{n}{i_1} \right) i_1^{i_2 - 2/3} (n - i_1)^{n - i_1 - 2/3} \leq C n^{n - 2/3} \sum_{i_1=1}^n \frac{n^{7/6}}{i_1^{7/6} (n - i_1)^{7/6}} \]
\[
\leq C n^{n - 2/3} \sum_{i_1=1}^{n-1} \left( \frac{1}{i_1} + \frac{1}{n - i_1} \right)^{7/6} \leq C n^{n - 2/3}. \]
\( \square \)

Then we have the following lemma to connect \( \partial_t^l ((t^n)^p) \) and \( \partial_t^l ((t^n)^' \nabla) \) for any positive integer \( n \).

Lemma 4.5. Let \( f_1(t), f_2(t), \ldots, f_k(t) \) be smooth functions. For any nonnegative integer \( n \), we have
\[
\partial_t^3 ((t^n) f_1(t) f_2(t) \cdots f_k(t)) \]
\[
= \sum_{m=0}^{k-1} (-1)^m \frac{n!}{(n-m)!} \frac{(k-1)!}{m!} \sum_{i_1, i_2, \cdots, i_{k-1}} \partial_{i_1} \partial_{i_2} \cdots \partial_{i_{k-1}} ((t^n) f_1(t) \cdots f_{k-1}(t)) \partial_{i_{k-1}}^{n-m-\sum_{i=1}^{k-1} i} (t^{n-m-\sum_{i=1}^{k-1} i} f_k(t)).
\]

Here for \( \left( \frac{n}{i_1, i_2, \ldots, i_k} \right) \) we always assume \( \sum_{i=1}^k i \leq n \).

Proof. We can prove it by induction using Lemma 3.3 of H.Dong & Q.Zhang [5].
Remark 4.6. Especially, when \( f_1 = f_2 = \cdots = f_k = f \), it holds

\[
\partial^i (t^mf(t)) = \sum_{m=0}^{k-1} (-1)^m \frac{n!}{(n-m)!} \sum_{0 \geq \ell \geq m} \left( \begin{array}{c} k-1 \\ m \end{array} \right) \left( \begin{array}{c} n-m \\ \ell \end{array} \right) \partial^{i_1} (t^{\ell_1} f(t)) \cdots \partial^{i_{k-1}} (t^{\ell_{k-1}} f(t)) \partial^{n-m-\sum_{j=1}^{k-1} \ell_j} (t^{\sum_{j=1}^{k-1} \ell_j} f(t)).
\]

(4.5)

Moreover, when \( f(t) = f(t)^{\frac{1}{2}} \) for any \( i = 1, \cdots, k \), we have

\[
k f(t) \frac{1}{2}i - \partial^i (t^n f(t) \frac{1}{2}) = \partial^i (t^{m} f(t)) - \sum_{m=1}^{k-1} (-1)^m \frac{n!}{(n-m)!} \sum_{0 \geq \ell \geq m} \left( \begin{array}{c} k-1 \\ m \end{array} \right) \left( \begin{array}{c} n-m \\ \ell \end{array} \right) \partial^{i_1} (t^{\ell_1} f(t)) \cdots \partial^{i_{k-1}} (t^{\ell_{k-1}} f(t)) \partial^{n-m-\sum_{j=1}^{k-1} \ell_j} (t^{\sum_{j=1}^{k-1} \ell_j} f(t)) \frac{1}{2}.
\]

(4.6)

We first establish the following proposition before embarking on the proof of Theorem 1.4.

Proposition 4.7. Under the conditions of Theorem 1.4 above, for any integer \( n \geq 1 \), it holds

\[
\left\| \partial^i (t^{n} u(\cdot, t)) \right\|_{L^n(M)} \leq N^{m-1/2} n^{n-2/3}
\]

(4.7)

for some sufficiently large constant \( N \geq 1 \).

Proof. By induction and by lemma 4.1 there exist some constant \( C_1 \) such that for any integer \( k > 1 \),

\[
\left\| \partial^i (t^{k} \Gamma(\cdot, t)) \right\|_{L^{k}(M)} \leq C_1^{k+1} k^{k-2/3}.
\]

We shall prove the proposition inductively. As \( u \) is a solution, we have

\[
\Gamma(x, t) = \int_{M} \Gamma(x, t; y)u(0, y)dy + \int_{0}^{t} \int_{M} \Gamma(x, t-s; y)u(t, y)dyds,
\]

as a consequence,

\[
\partial^i (t^{n} u(x, t)) = \int_{M} \partial^i (t^{n} \Gamma(x, t; y))u(0, y)dy + \partial^i (\int_{0}^{t} \Gamma(x, t-s; y)u(t, y)dyds) = I_1 + I_2.
\]

(4.8)

It holds

\[
|I_1| \leq C_2 C_1^{n+1} n^{n-2/3} \leq N^{m-2/3} n^{n-2/3}
\]

(4.9)

for sufficiently large \( N \).
To estimate $I_2$, similar to the inequality (3.7) from the paper H.Dong & Q.Zhang [5], we yield

$$I_2 = \sum_{k=0}^{n} C_i \int_{0}^{t} \int_{M} \left( (t-s)^{k} \Gamma(x, t-s) \right) \left( s^{n-k} u^n(y,s) \right) dy ds$$

Using Lemma 4.4 and equality 4.5, it holds by induction

$$\bigg| \partial_t^n \left( \hat{t}^n u^n(x, t) \right) \bigg| \leq pC_2^{p-1} \left| \partial_t^n \left( \hat{t}^n u^n(x, t) \right) \right| + N^{n-3/4} n^{n-2/3},$$

and for $k = 1, \ldots, n - 1$

$$\left| \partial_t^k \left( \hat{t}^n u^n(x, t) \right) \right| \leq N^{k-1/3} k^{k-2/3}.$$

Following the similar procedure as in the paper H.Dong & Q.Zhang [5], we have

$$\left| I_2 \right| \leq \sum_{k=0}^{n-1} C_1^{n-1} C_2^{p-1} n^{k-2/3} + C \left( pC_2^{p-1} \left| \partial_t^n \left( (t-s)^{k} u^n(x, t-s) \right) \right| \right)_{L^\infty} + N^{n-3/4} n^{n-2/3}$$

$$\leq N^{n-2/3} n^{n-2/3} I + C pC_2^{p-1} \int_{0}^{t} \left| \partial_t^n \left( s^n u^n(x, s) \right) \right|_{L^\infty} ds$$

for sufficiently large $N$ depending on $C_1, C_2, p, d$ and $K_0$.

Combining the estimates of $I_1$ (4.9) and $I_2$ (4.11), we can get (4.7) by applying Gronwall’s inequality and finish the proof of the proposition. □

Now we begin the proof of the theorem [1.4]

4.1. Proof of Theorem [1.4] This part is the same as H.Dong & Q.Zhang [5]. We just copy it down here for the convenience of reading.

Note that

$$\partial_t^n \left( \hat{t}^n u \right) = n \partial_t^{n-1} \left( \hat{t}^{n-1} u \right) + t \partial_t^{n} \left( \hat{t}^{n-1} u \right).$$

Taking $k = n$, we obtain

$$\sup_{t \in [0,1]} \left| \partial_t^n \left( \hat{t}^{n-1} u(x, t) \right) \right|_{L^\infty(M)} \leq N^n (1 + 1/N) n^n.$$  

By induction,

$$\sup_{t \in [0,1]} \left| \partial_t^n u(x, t) \right|_{L^\infty(M)} \leq N^n (1 + 1/N)^n n^n = (N + 1)^n n^n.$$

The theorem is proved. □

To prove Theorem [1.5] we also have a proposition first using Lemmas 4.4 and 4.5.
Proposition 4.8. Under the conditions of Theorem 4.3 above, for any integer \( n \geq 1 \), we have

\[
|\partial_i^k (r^i u(x, t))| \leq N^{n-1/2}n^{n-2/3},
\]

for some sufficiently large constant \( N \).

Proof. We shall prove the proposition inductively. First, we can get equality \( 4.8 \) in the same way. Then similar to inequality \( 4.9 \), we see

\[
|l_1| \leq N^{n-2/3}n^{n-2/3},
\]

for sufficiently large \( N \).

By equality \( 4.6 \) and Lemma 4.4 we can prove by induction, for any \( k = 1, 2, \ldots, n-1 \)

\[
|\partial_i^k (r^i u(x, t))| \leq N^{k-5/12}k^{k-2/3},
\]

and

\[
\left| \frac{\partial_i^k (r^i u(x, t))}{u(x, t)^{1/q_i}} \right| \leq \frac{1}{q_2} \left| \frac{\partial_i^k (r^i u(x, t))}{u(x, t)} \right| + N^{n-19/24}n^{n-2/3}.
\]

To be more precise, if we assume for any \( l = 1, 2, \ldots, k-1 \)

\[
|\partial_i^l (r^i u(x, t))| \leq N^{l-5/12}l^{l-2/3},
\]

then

\[
kC_3 \frac{q_{i-1}}{q_i} |\partial_i^k (r^i u(x, t))|
\]

\[
\leq |\partial_i^k (r^i u(x, t))| + \sum_{m=1}^{q_i-1} \frac{k!}{(k - m)!} \sum_{l=0}^{m} \left( \frac{k - m}{l_1, l_2, \ldots, l_{q_i-1}} \right) |\partial_i^m (r^i u(x, t))| + N^{n-15/12}\sum_{i=1}^{q_i-1} \left( n^{(k-5/12)\sum_{i=1}^{q_i-1} i_{q_i-1} - 2/3} \right)
\]

\[
N^{k-5/12}\sum_{i=1}^{q_i-1} \left( n^{(k-5/12)\sum_{i=1}^{q_i-1} i_{q_i-1} - 2/3} \right)
\]

\[
\leq |\partial_i^m (r^i u(x, t))| + N^{k-1/2}.
\]

Therefore by equality \( 4.5 \) and Lemma 4.4 we can prove by induction that for any \( k = 1, 2, \ldots, n-1 \)

\[
|\partial_i^k (r^i u(x, t))| \leq N^{k-1/3}k^{k-2/3},
\]

and

\[
\left| \frac{\partial_i^k (r^i u(x, t))}{u(x, t)^{1/q_i}} \right| \leq \frac{1}{q_2} \left| \frac{\partial_i^k (r^i u(x, t))}{u(x, t)} \right| + N^{n-3/4}n^{n-2/3} \leq \frac{q_1}{q_2} \left| \frac{\partial_i^k (r^i u(x, t))}{u(x, t)} \right| + N^{n-3/4}n^{n-2/3},
\]

for some constant \( N \) large enough.
Therefore by (4.10),

\[ |I_2| \leq \int_0^\infty C_4 C_1^{q_1+1} n^{n-2/3} t^{n-2/3} + C \left( \frac{q_1}{q_2} \left\| \partial_t^{q_1} \partial_s^{q_2} u(\cdot, t-t_s) \right\|_{L^\infty(M)} + C_4^{q_1+q_2} N^{n-3/4} n^{n-2/3} t^{n-2/3} \right) \]

\[ + \sum_{k=1}^{n-1} \left( \frac{n}{k} C_4^{k+1} k^{k-2/3} N^{n-k-1/3} (n-k)^{n-k-2/3} \right) ds \]

\[ \leq N^{n-2/3} n^{n-2/3} t + C \int_0^\infty \left\| \partial_t^{q_1} (s^\theta u(\cdot, s)) \right\|_{L^\infty} ds, \]

for sufficiently large \( N \) depending on \( C_1, C_3, C_4, p, d \) and \( K_0 \). Using the estimates of \( I_1, I_2 \) above and Gronwall’s inequality, we can finish the proof of Proposition 4.8. \( \square \)

With this proposition at hand, we can prove the Theorem immediately.

4.2. Proof of Theorem 1.5

The proof is exactly the same as the last part of the proof of Theorem 1.4.

\( \square \)

Remark 4.9. For the case when \( 0 < p < 1 \), we can have a particular solution

\[ u(x, t) = \begin{cases} \left( 1 - \frac{d}{p} \right) (t - \frac{1}{2}) \frac{1}{t^{1/2}} & \text{when } \frac{1}{2} < t < 1 \\ 0 & \text{when } 0 \leq t \leq \frac{1}{2} \end{cases} \]

which is not analytic at \( t = \frac{1}{2} \). We can use this example to say that \( u \) may not be allowed to be 0 to get the time analyticity conclusion.

Remark 4.10. For the time analyticity at \( t = 0 \), according to the paper G.Lysik&S.Michalik [13], even for some polynomial functions \( f(u) \), the formal solutions for \( \partial_t u(x, t) - \Delta u(x, t) = f(u) \) are not in general analytic at \( t = 0 \) even if the initial condition is analytic.

Remark 4.11. It is maybe true that the conclusion in Theorem 1.5 can be extended to all the real number \( p \).
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