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We consider the problem of training a deep orthogonal linear network, which consists of a product of orthogonal matrices, with no non-linearity in-between. We show that training the weights with Riemannian gradient descent is equivalent to training the whole factorization by gradient descent. This means that there is no effect of overparametrization and implicit bias at all in this setting: training such a deep, overparametrized, network is perfectly equivalent to training a one-layer shallow network.

1 Introduction

How can deep neural networks generalize, when they often have many more parameters than training samples? The culprit might be the training method, gradient descent, which should be implicitly biased towards good local minima that generalize well.

In order to gain better understanding of the dynamics of neural networks trained by gradient descent, one can consider deep linear networks, which are a concatenation of linear transforms, without any non-linearity in between [8, 6, 5, 2, 7, 3]. This gives an interesting theoretical framework where there is hope to analyse precisely the behavior of gradient descent.

In this work, we consider deep orthogonal linear networks, which are deep linear networks where each linear transform is constrained to be orthogonal. The set of orthogonal matrices is a Riemannian manifold, hence the training is performed with Riemannian gradient descent.

We show that training any such network with Riemannian gradient descent is exactly equivalent to training a shallow one-layer neural network, hence fully explaining the role (or lack thereof) of depth in such models.
2 Background on the orthogonal manifold

In the following, we let $p$ an integer, and consider square $p \times p$ matrices. A matrix $W \in \mathbb{R}^{p \times p}$ is orthogonal when $WW^\top = I_p$. The set of such matrices is called the orthogonal manifold and is denoted $O_p$ [4]. This set is a Riemannian manifold: around each point $W$, it locally resembles a flat Euclidean space called the tangent space at $W$, denoted $T_W$. The tangent space has a simple structure: it is the set of matrices that write $AW$ for $A \in \text{Skew}_p$, a skew-symmetric matrix. We can then compute the Euclidean projection of a matrix $B$ to the tangent space by $\mathcal{P}_{T_W}(B) = \text{Skew}(BW^\top)W$, where the Skew of a matrix $M$ is $\text{Skew}(M) = \frac{1}{2}(M - M^\top)$, its skew-symmetric part.

Next, we consider the task of minimizing a differentiable function $\ell : \mathbb{R}^{p \times p} \to \mathbb{R}$ on the manifold $O_p$. The Riemannian gradient of $\ell$ at $W \in O_p$ is the projection of the Euclidean gradient of $f$ on $T_W$, and is therefore:

$$\text{Grad } \ell(W) = \text{Skew}(\nabla \ell(W)W^\top)W.$$ 

In order to obtain a working optimization algorithm, and move in the opposite direction of the gradient while staying on the manifold, one should use a retraction $R$ which takes as input an orthogonal matrix $W$ and a vector $X \in T_B$, such that $R(W, X) \in O_p$ and, as $X \to 0$:

$$R(W, X) = W + X + O(\|X\|^2).$$

The Riemannian gradient descent with step size $\eta > 0$ then iterates [1]

$$W \leftarrow R(W, -\eta \text{Grad } \ell(W)) .$$

For concreteness, in the remainder of this note, we consider that the retraction is the exponential, namely:

$$R(W, X) = \exp(XW^\top)W.$$ 

As a consequence, Riemannian gradient descent iterates:

$$W \leftarrow \exp \left( -\eta \text{Skew}(\nabla \ell(W)W^\top) \right) W. \quad (1)$$

One could also consider different retractions, like the Cayley transform or the projection, which would not change the results below. We are now ready to turn our attention to deep orthogonal matrix factorization.

3 Deep orthogonal matrix factorization

In the following, we consider a deep linear orthogonal network of depth $L$, parametrized by the $L$ orthogonal matrices $W_1, \ldots, W_L \in O_p$. This network maps inputs $x_1 \in \mathbb{R}^p$ to outputs $x_{L+1} \in \mathbb{R}^p$ with the recursion

$$\text{For } i = 1 \ldots L, \quad x_{i+1} = W_ix_i .$$
Since this network is linear, we have the trivial relationship \( x_{L+1} = \Pi x_1 \), where \( \Pi = W_L \times \cdots \times W_1 \). We therefore identify the network and the linear orthogonal transform \( \Pi \).

The network is then trained by minimizing a cost function. We let a differentiable function \( \ell : \mathbb{R}^{p \times p} \to \mathbb{R} \), and denote by \( G(X) \in \mathbb{R}^{p \times p} \) its gradient. The network is trained by finding weights \( W_1, \ldots, W_L \) that satisfy the optimization problem:

\[
\min_{W_1, \ldots, W_L \in O_p} \mathcal{L}(W_1, \ldots, W_L) \triangleq \frac{1}{L} \ell(W_L \times \cdots \times W_1) \quad (2)
\]

The rest of this note is devoted to the study of the trajectory of Riemannian gradient descent for this problem. We start by computing the derivatives of \( \mathcal{L} \).

**Derivatives**  The Euclidean gradient of \( \mathcal{L} \) with respect to one of the \( W_i \) is

\[
\nabla_i \mathcal{L} = \frac{1}{L} W_{i+1}^T \times \cdots \times W_L^T \times G(W_L \times \cdots \times W_1) \times W_1^T \times \cdots \times W_{i-1}^T
\]

\[
= \frac{1}{L} \Pi_i^T G(\Pi) \Pi^\top \Pi_i W_i ,
\]

where \( \Pi_i = W_L \times \cdots \times W_{i+1} \) and \( \Pi = W_L \times \cdots \times W_1 \). These product matrices are orthogonal, since all the \( W_i \) are assumed orthogonal. The Riemannian gradient of \( \mathcal{L} \) with respect to \( W_i \) is the projection of \( \nabla_i \mathcal{L} \) on the tangent space of \( O_p \) at \( W_i \), and simple computations give

\[
\text{Grad}_i \mathcal{L} = \psi_i W_i ,
\]

where \( \psi_i = \frac{1}{L} \text{Skew}((\nabla_i \mathcal{L}) W_i^\top) \) is a skew-symmetric matrix. Following the formula (4), we find

\[
\psi_i = \frac{1}{L} \text{Skew}(\Pi_i^\top G(\Pi) \Pi^\top \Pi_i)
\]

\[
= \frac{1}{L} \Pi_i^\top \text{Skew}(G(\Pi) \Pi^\top) \Pi_i ,
\]

where for (6) we used the equivariance of \( \text{Skew} \) with respect to an orthogonal change of basis.

**Optimization**  We consider a simultaneous update on the \( W_i \), using the Riemannian gradient descent on \( \mathcal{L} \). One step of gradient descent with the exponential retraction transforms the \( W_i \) into \( W'_i \) with the formula:

\[
W'_i = \exp(-\eta \psi_i) W_i ,
\]

with \( \eta > 0 \) a step size. Using \( \text{Equation 6} \) and the equivariance of \( \exp \), we find \( W'_i = \Pi_i^\top \exp \left( -\frac{\eta}{n} \text{Skew}(G(\Pi) \Pi^\top) \right) \Pi_{i-1} \).
It is then easily seen that the product $\Pi' = W_L' \times \cdots \times W_1'$ simplifies to give:

$$\Pi' = \exp\left(-\eta \text{Skew}(G(\Pi)\Pi^\top)\right) \Pi$$  \hspace{1cm} (8)

The similarity with [Equation 1] is striking: this is exactly the update equation of Riemannian gradient descent on $\Pi$ when one directly minimizes $\ell(\Pi)$. This shows that the network architecture has absolutely no impact on the trajectory of the overall learned transform, apart through initialization: training any deep orthogonal matrix factorization network with gradient descent is equivalent to training a shallow one-layer network.

**Continuous setting** Letting the step $\eta$ be infinitesimal in [Equation 8] gives the flow equation

$$\frac{d\Pi}{dt} = -\text{Skew}(G(\Pi)\Pi^\top)\Pi$$

which unsurprisingly corresponds to the Riemannian gradient flow equation for the minimization of $\ell(\Pi)$: the same conclusion holds in the continuous training setting.

**Dependence on initialization only** The trajectory of the product $\Pi$ across iterations verifies the recursion of usual gradient descent, hence it only depends on its initial values. As a consequence, two networks of different depths initialized with weights $(W_1, \ldots, W_L)$ and $(U_1, \ldots, U_L')$ such that $W_L \times \cdots \times W_1 = U_L' \times \cdots \times U_1$ will always represent the same mapping if they are trained with gradient descent with same steps.

**Conclusion**

We have shown that training a deep linear orthogonal network is equivalent to training a one layer neural network. As a consequence, depth or overparametrization play no role in this setting: adding more layers to the network cannot change the trajectory of the mapping during gradient descent.
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