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Abstract

The United Nations Framework Convention on Climate Change agreed to “strengthen the global response to the threat of climate change, in the context of sustainable development and efforts to eradicate poverty” (UNFCCC 2015). Designing a global mitigation strategy to support this goal poses formidable challenges. For one, there are trade-offs between the economic costs and the environmental benefits of averting climate impacts. Furthermore, the coupled human-Earth systems are subject to deep and dynamic uncertainties. Previous economic analyses typically addressed either the former, introducing multiple objectives, or the latter, making mitigation actions responsive to new information. This paper aims at bridging these two separate strands of literature. We demonstrate how information feedback from observed global temperature changes can jointly improve the economic and environmental performance of mitigation strategies. We focus on strategies that maximize discounted expected utility while also minimizing warming above 2 °C, damage costs, and mitigation costs. Expanding on the Dynamic Integrated Climate-Economy (DICE) model and previous multi-objective efforts, we implement closed-loop control strategies, map the emerging trade-offs and quantify the value of the temperature information feedback under both well-characterized and deep climate uncertainties. Adaptive strategies strongly reduce high regrets, guarding against mitigation overspending for less sensitive climate futures, and excessive warming for more sensitive ones.
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1 Introduction

What is an optimal course of climate mitigation action? Two critical aspects hinder the ability of climate-economy models to provide definitive quantitative answers. First,
deep uncertainties surround key system properties such as climate sensitivity and climate damages (Wagner and Zeckhauser 2018; Knutti et al. 2017; Weitzman 2012; Hwang et al. 2013). Uncertainties are deep in the sense that experts do not agree on a single probability distribution to characterize them (Kwakkel et al. 2016). Assessments neglecting the deeply uncertain nature of these uncertainties and their tails may provide overconfident and misleading results (Pindyck 2013). Second, even when agreeing on the distribution of alternative futures, decision-makers might rank mitigation strategies differently depending on their preferences (Garner et al. 2016). Specific choices of utility, including discounting and risk aversion assumptions, can highly influence the value of costs and benefits of mitigation (Heal 2017; Pindyck 2013; Cai et al. 2016).

Shifting climate-economy models to a broader risk-management approach is a key avenue towards providing a more robust support to climate policy-makers (Heal 2017; Kunreuther et al. 2013; Kwakkel et al. 2016). For one, this approach can help stakeholders to manage the trade-offs of conflicting objectives (UNFCCC 2015; Garner et al. 2016). A multi-objective decision framework offers numerous advantages over single-objective ones: it helps stakeholders better navigate trade-offs (Hobbs et al. 1992), it supports a-posteriori weighing of objectives to explore a wider range of decision makers’ preferences, it can account for non-convexities (Goes et al. 2011) and it can lead to the discovery of solutions more robust under deeply uncertain future conditions (Herman et al. 2015).

Previous studies have been limited in their exploration of the synergies and trade-offs between multiple objectives, the future opportunities to revise action, and the strategies to hedge against deep uncertainties. The most commonly discussed mitigation strategies consist of predetermined century-long CO₂ reduction schedules that maximize a single objective (Nordhaus 2017). This single objective is typically maximizing expected global utility, derived from a weighted sum of per-capita consumption discounted over time and averaged across climate futures. Recent analyses have started to examine trade-offs between other objectives (Stechow et al. 2016; Garner et al. 2016). Still, they miss the value of adapting mitigation actions as the climate evolves to improve performance across multiple objectives.

Designing adaptive climate mitigation strategies is an area of active research. One strand of literature analyzes how a risk-averse policy maker copes with the increasing probabilities of extreme climate events as temperature increases (Cai et al. 2016; Cai and Lontzek 2018). Optimal mitigation trajectories stem from recursively evaluating climate action against these changing probabilities. This approach can quickly become computationally intractable (Giuliani et al. 2015). Either uncertainties are resolved at an overly reduced number of predetermined points in time (Urban and Keller 2010), or some approximations are introduced (Shayegh and Thomas 2015; Cai et al. 2016).

An alternative approach adopts policy rules. Policy rules link the control to the state of the system and provide a convenient formulation for suggesting actions that are conditional on observations (Haustein et al. 2017). Previous studies have introduced closed-loop control for climate mitigation within stylized climate models, using single-objective optimization and assuming well-characterized uncertainty (Jarvis et al. 2009; Jarvis et al. 2012; MacMartin et al. 2014).

This paper contributes to the analysis and potential improvement of strategies for controlling global anthropogenic CO₂ emissions. Starting with the multi-objective approach of (Garner et al. 2016), we introduce three main advances to the literature discussed above: (i) we implement closed-loop control, conditioning action to observed warming, in a full-fledged coupled climate-economy model; (ii) we map out the trade-offs between multiple
performance metrics when relying on adaptive strategies; (iii) we quantify the additional robustness of adaptive strategies over non-adaptive ones under consideration of key deep uncertainties.

We follow the Many Objective Robust Decision Making (MORDM) framework (Kasprzyk et al. 2013). First, we identify an approximate set of Pareto-optimal adaptive abatement strategies, optimizing the multi-objective outcome of the Dynamic Integrated model of Climate and the Economy (DICE) coupled with a climate system emulator (Nordhaus 2017; Kriegler 2005). Objectives are evaluated in expected value against a reference ensemble of States-of-the-World (SOWs). These correspond to plausible future climate responses obtained through Bayesian calibration and sampling of key parameters in a climate system emulator (Wong et al. 2017). Next, the resulting Pareto solutions are re-evaluated for two alternative priors for the climate calibration as well as several alternative assumptions for the damage function. Corresponding changes in the objective space are quantified and compared with non-adaptive counterparts.

2 Methods

2.1 The DICE simulator

We model the relationship between economic growth, greenhouse gas (GHG) emissions and temperature impacts with the Dynamic Integrated model of Climate and the Economy, or DICE, for its transparency, computational efficiency and reputation (see Supplementary Information for learning more about DICE and the reasons behind this choice). We depart from the standard welfare-maximizing DICE setup by reformulating the model as a simulator. The simulator evaluates equations iteratively over time, starting in 2015 and stopping in 2250, with 5-year time steps. At each time step DICE receives directions on how many tons of CO$_2$ to abate from 2020 onward, assuming fixed baseline rates on how much final good to invest for future economic growth.

A previous multi-objective optimization analysis already implemented DICE as a simulator (Garner et al. 2016). Our implementation differs in two ways. First, we consider the parametric assumptions of the last available iteration of the model, DICE-2016R (Nordhaus 2017), instead of the previous DICE-2013R. This explains most of the differences in the two resulting Pareto fronts derived in this and the previous multi-objective study (the remaining changes are due to a different climate model calibration), and results in higher climate risks, as also shown in a more recent sensitivity analysis (Lamontagne et al. 2019). Second we implement the DICE code in the Python programming language, with potential advantages for rapid prototyping.

We focused on the first two centuries as done in recent papers involving a similar simulation approach (Lamontagne et al. 2019; Garner et al. 2016), with the aim of informing global mitigation pathways especially before 2100. While a longer time horizon might change objective values (and discounted ones to a lesser extent), we would still expect our conclusions about the effectiveness of our adaptive approach to hold. In particular, adaptive strategies can be simulated past the horizon they are optimized to without exhibiting end-of-time behavior, since the decision does not depend on time. An open loop strategy would require a longer optimization horizon to know what to do further into the future, with possible undesired end-of-time effects.
2.2 The climate emulator

We replace DICE default climate module with the Diffusion Ocean Energy balance CLIMate model (DOECLIM) (Kriegler 2005) to better capture the non-linearities and uncertainties of the climate system. This choice is particularly relevant for this work, as we aim to improve the assessment of costs and benefits of mitigation, and we focus on a feedback loop involving the climate response itself. DOECLIM is an atmosphere-ocean-land energy balance model. Its core equations derive from a linear approximation of the climate response to perturbations in the Earth’s energy budget. The model groups relevant components of the climate into four boxes: land, troposphere over land, troposphere over the sea and ocean mixed layer. Their dynamics are coupled with a one-dimensional upwelling-diffusion ocean model, which represents the heat uptake of the ocean and drives a major part of the transient response.

Uncertainty in the climate response is accounted for by means of three DOECLIM parameters: equilibrium climate sensitivity, vertical ocean diffusivity, and aerosol scaling. Equilibrium climate sensitivity quantifies the increase in atmospheric temperature due to a doubling of CO₂ concentrations. The increase is relative to pre-industrial conditions, and refers to the period after which the climate reaches its new equilibrium. Vertical ocean diffusivity controls the global mean rate of ocean heat uptake. Smaller (larger) diffusivities result in a slower (faster) mixing of heat into the deep ocean. The aerosol scaling factor multiplies the aerosol forcing, reflecting the large uncertainty in the magnitude of this component. We perform a joint Bayesian calibration of the distributions of these parameters within the Building blocks for Relevant Ice and Climate Knowledge (BRICK) framework (Wong et al. 2017), as documented in the Supplementary Information.

2.3 Mitigation strategies

We define mitigation strategies as rules prescribing reductions in global CO₂ emissions from fossil fuels and industry. We focus on abated emissions rather than policies, acknowledging that the same strategy can be implemented with different policy instruments (e.g., carbon tax, or carbon trade) and burden sharing schemes across regions. We distinguish between adaptive and non-adaptive mitigation strategies. In non-adaptive strategies, abatement at each time step is decided a priori, and remains unchanged regardless of the observed conditions. Decision variables are as many as the time steps considered. In adaptive strategies, abatement at each time step and SOW depends on the recently observed atmospheric temperatures. Decision variables are as many as the parameters shaping the function that relates temperatures to abatement.

Three constraints apply to the deployment of abatement. First, we limit the increase in emission reductions to four percentage absolute points per year (Grübler et al. 1999; Keller et al. 2008). Thus, the energy system can become carbon neutral approximately in the year 2040, but not earlier. Second, we assume that abatement expenditures represent long-term decisions in the decarbonization of the energy system. Hence we require abatement to not decrease over time, until the system is carbon neutral. Third, we exclude availability of negative emissions before 2150. This choice is the DICE default assumption (Nordhaus and Sztorc 2013) and also reflects the discussions about excessive reliance on negative emissions (Fuss et al. 2014; Vuuren et al. 2017). After 2150, the maximum amount of negative emissions is 20% of the baseline emissions, and is represented by levels of abatement above 100%. For these levels of abatement we drop the requirement of being monotonic as in
the case of abatement below 100%, allowing for the possibility of using negative emissions temporarily.

For adaptive strategies, we parameterize the feedback between state and control with a convenient functional form (see Supplementary Information for details). The choice of temperature to inform abatement follows the focus on uncertainty in the climate response. While the parameters of the climate are not directly observable, they are partially revealed through the higher or lower temperatures realized over time from a given emissions pathway (Urban et al. 2014). We consider two input variables to determine abatement adaptively in a given time step: temperature level in the previous period, and its change from one period before.

Although we assume the uncertain climate parameters to be fixed, and the system to lack any random shocks or other time-varying stochastic processes, adaptivity of solutions remains valuable. By excluding the possibility of inverting the climate model to pin down its true values, our setup reflects the challenges of learning currently unknown parameters like the climate sensitivity. The latter is still described by the IPCC with the same uncertainty range that was given 40 years ago (Knutti et al. 2017), and will still take time to be learned accurately (Urban et al. 2014). Furthermore, by deterministically optimizing to the fixed parameters we believe to be true, we show that high regrets could follow. Our adaptive approach responds to observations, resulting in different decisions being taken in different possible worlds, without assuming what that world will be.

In general, adaptive strategies should be responsive to the whole system state, which includes capital in the case of DICE. For computational tractability, and as a first proof of concept, we focused on strategies responsive only to temperature and temperature change, in line with the literature that envisions mitigation action as informed by observed/anticipated intensity of anthropogenic climate interference (Haustein et al. 2017; Jarvis et al. 2012). Under the default DICE damage and abatement cost curves, capital is mostly driven by the savings rate, which here is exogenously assigned, and it is not subject to any direct random shock or uncertainty. It might be the case that facing different capital levels with the same climate signal could justify higher or lower abatement efforts, e.g., under large damage functions, or alternative socio-economic assumptions, aspects which deserve further exploration in future research.

2.4 Multiple objectives

We seek Pareto-optimal strategies that (i) maximize utility, (ii) minimize two-degree-years, (iii) minimize damage cost and (iv) minimize mitigation cost. The choice of objectives reflects relevant priorities of characteristic climate stakeholders. We start with considering the standard framework of economic actors that aim to maximize utility. We augment this objective to approximate potential preferences of climate change deniers and myopic political actors that strive to minimize costs related to a cause they do not deem important, namely mitigation. We then add objectives to approximate the concerns of those affected by climate impacts, e.g., inhabitants of low-lying land facing future sea-level rise, who are most responsive to the sheer amount of damages ahead, expressed either in geophysical terms (i.e., overshoot above 2 °C), or in economic terms (i.e., discounting the future and accounting for population growth as with CBGE). Choosing any set of three out of four objectives and assuming their levels are fixed, multiple strategies can exhibit different performance in the fourth dimension, which justifies keeping all objectives in the optimization. Including utility also serves the purpose of contrasting the traditional utility-maximization
with a multi-objective approach, which has been shown to help stakeholders better navigate cost-benefit trade-offs (Hobbs et al. 1992).

Warming above 2 °C quantifies how far off a strategy is from achieving a 2 °C temperature target as discussed in the Paris Agreement (UNFCCC 2015). It is measured in two-degree years, using the integral of the time series of future temperatures (with respect to pre-industrial levels) that lie above 2 °C. We stop the integral in the year 2200, focusing on overshoots occurring within the next two centuries. The integral is then averaged across the sampled SOWs. The other objectives represent equivalent expected losses in today’s consumption due to either damage costs (iii), abatement costs (iv), or both (i), expressing them in terms of Certainty and Balanced Growth Equivalent (CBGE) (Garner et al. 2016; Anthoff and Tol 2009) (see the Supplementary for the corresponding equations). For utility, we normalize the corresponding CBGE loss so that zero and one represent, respectively, the minimum and maximum expected utility values attainable within the space explored. Higher values of utility are preferred, in alignment with utility-maximizing models.

2.5 Multi-objective evolutionary optimization

We perform the multi-objective optimization by exploring the feasible space of strategies and excluding those which can be improved in one objective without sacrificing the others. As the search evolves, the front of surviving solutions, i.e., the Pareto front, moves closer to the true set of Pareto-optimal solutions.

A common assumption is to fix a computational budget and seek the best Pareto that can be found within this budget, in our case five million model evaluations for each type of strategy. We track convergence throughout the search using hypervolume, a measure of the objective space dominated by the current best estimate of the Pareto front. We compute this metric across several initialization seeds of the optimization algorithm, to ensure that repeated runs converge to similar hypervolumes and the algorithm is not finding local optima. The leveling off of this metric across seeds and iterations, as shown in Figure S2 in the Supplementary, supports the claim for convergence of the algorithm.

We perform the search with Borg, a state-of-the-art auto-adaptive evolutionary algorithm for multi-objective optimization (Hadka and Reed 2012). This algorithm improves on past designs with measures that avoid stagnation in the search for solutions or degeneration in the diversity of solutions. We also rely on its ability to parallelize model evaluations, speeding up convergence almost linearly with the number of processors used, by relying on its master-worker configuration. Further details on its parameterization and use can be found in Hadka and Reed (2012).

2.6 Robustness to deep uncertainty

Although the optimization is carried out assuming a well-characterized uncertainty for climate sensitivity and a deterministic assumption for the damage function, these are two major sources of deep uncertainty (Knutti et al. 2017; Weitzman 2011).

We consider three alternative non-linear damage functions. One is that used in DICE (referred to as “Low”). The second one is similar to the DICE nominal response for temperatures below 2 °C, but increases more steeply at higher temperatures (Weitzman 2012) and is referred to as “Medium”. A sudden increase in the steepness of the damage response mimics the feature of a possible tipping point (Lenton and Ciscar 2013). Finally, we include a more pessimistic assessment at all temperatures [35°], referred to as “High”. In this case, a temperature increase of 4 °C can cause more than 30% losses in GDP (Goes et al. 2011).
This is comparable to a central case of more recent econometric assessments where 4 °C warming is associated with damages somewhere between 10 and 70% of GDP, depending on the empirical specification (Burke et al. 2015). Although we did not include higher damage functions or more severe tipping points, in our multi-objective setting an aversion to such levels of damages is well captured via the two-degree-year metric.

For the climate response, we synthesize two alternative distributions for the three calibrated climate parameters (i.e., equilibrium climate sensitivity, vertical ocean diffusivity and aerosol scaling). These calibration scenarios are representative of a lower and higher assessment of climate sensitivity with respect to the nominal case. The lower assessment, referred to as “Low”, results from a more narrow and optimistic climate sensitivity prior (Chylek and Lohmann 2008). The higher assessment, referred to as “High”, results from a wider prior in climate sensitivity (Urban and Keller 2010). Like before, we subsample the posterior distributions of the three parameters of interest to obtain the final SOW ensembles.

We test the robustness of Pareto-optimal adaptive strategies by studying how these solutions can guard against less likely but potentially disruptive climate impacts. We focus on ten different levels of abatement costs, representing higher or lower budgets allocated to climate mitigation, and pick just as many corresponding abatement strategies, both adaptive and non-adaptive. We re-evaluate these strategies against the alternative deeply uncertain scenarios, given by a calibration ensemble and a damage function. We extract one performance metric of interest: the 95th percentile of damage costs. This choice serves our purpose of testing strategies against extreme climate scenarios. We then focus on the regret of not adapting to observed climate change by taking the difference between the two types of solutions. We then present and discuss the resulting robustness values (McPhail et al. 2018).

Solutions are evaluated against a reference ensemble of climate SOWs, the one most in line with the latest IPCC assessment (Knutti et al. 2017), and a vanilla parameterization of the model. The choice of this reference might bias the attainable robustness after re-evaluation (Bartholomew and Kwakkel 2020; Watson and Kasprzyk 2017). On one hand, exposing the solver to these scenarios during the optimization might lead to better adaptive and non-adaptive strategies. On the other, we avoid the risk of over-tuning our solutions to our imagined futures, and offer a quantification of performance under unexpected conditions, which often occur in reality (Fukuyama 2007). We leave the exploration of how multi-scenario optimization could improve robustness for further research.

3 Results and discussion

The results of our multi-objective optimization reveal strong trade-offs between mitigation and damage costs (two right axes of Fig. 1). A solution that maximizes utility (B in Fig. 1) compromises between these two objectives. However, this solution represents one of many possible weightings of mitigation and damage costs. Decision-makers often have trouble interpreting utility functions and may choose a different option than their supposed utility-maximizing policy when presented with other alternatives (Hobbs et al. 1992). While this utility function finds a solution closer to the minimum mitigation cost solution than the minimum damage cost solution, a decision-maker may prefer to further reduce damages upon seeing these trade-offs.

Minimizing damages coincides with minimizing 2 degree-years. A solution that minimizes two-degree years implements as much abatement as possible in both the near- and long-term (solution A in Fig. 1). The energy system becomes carbon neutral by mid-century, mostly bounded by the inertia in the turnover of human and physical capital that limits the
pace of decarbonization. Aggressive early abatement efforts also drastically reduce climate change damages. Utility is lowest and mitigation costs are highest for this strategy: mitigation costs peak by 2050 and then decrease as technical progress drives down the costs of carbon-free energy (Figure S3). Even at maximum abatement, within inertia constraints, the system would experience an expected residual warming of 55 two-degree years with median temperatures peaking at 2.4 °C. This is far below the roughly 400 two-degree years that would be otherwise expected with business-as-usual emissions. Lower temperature outcomes require earlier availability of negative emissions, here assumed to be viable only after 2150 and limited to 20% of baseline emissions (see Supplementary Information for a discussion and sensitivity analysis on this assumption).
A solution that minimizes mitigation costs leaves emissions unabated (solution C in Fig. 1). This strategy represents a no-policy counterfactual scenario, commonly included for IAM scenario assessments (Riahi et al. 2017; Krey 2014) and often used in the expression of many Nationally Determined Contributions within the Paris Agreement (Vaidyula and Hood 2018). Such a baseline still accounts for an exogenous reduction in emission intensity of the economy, but has no explicit abatement. Our baseline emissions are within the uncertainty range assessed by the Shared Socio-Economic Pathways (Riahi et al. 2017) (Figure S13). Median temperatures are highest with this strategy, rising above 6 °C, causing the largest economic damages in the considered cases (Fig. 1d). Utility is partially penalized, mostly for future generations who will bear the consequences of this climate inaction. Abatement rises above zero by the end of this century, as fossil fuels become more scarce, damages increase, and discounted mitigation costs become negligible (Figure S3).

The full range of Pareto-optimal solutions reveals strong trade-offs between the considered objectives (Fig. 1d). Reducing climate damages increases mitigation costs and tightly follows a reduction in two-degree years. Utility decreases either when abatement costs or climate damages are high. Achieving maximum utility involves moderate mitigation, with an expected overshoot in temperature of around 200 two-degree years and a median temperature rise peaking at 3.8 °C (Figure S3).

The choice of preferred objective strongly influences the policy rule (Fig. 1a–c). Minimizing two-degree years requires the highest abatement, with no influence of observed temperatures (Fig. 1a–c). Abatement requirements are less stringent when maximizing utility: optimal behavior veers towards full abatement or inaction depending on revealed temperatures.

Adaptive strategies can provide considerable economic and environmental benefits (Fig. 2). We compare Pareto-optimal adaptive strategies with non-adaptive strategies (optimizing CO₂ reductions inter-temporally without feedbacks from the observed temperatures within each of the sampled SOWs). We obtain the inter-temporal strategies with the same evolutionary multi-objective optimization setup, where decisions correspond to the levels of abatement at each time step. Such non-adaptive strategies represent the framework most commonly used to analyze mitigation strategies (Clarke et al. 2014). We find that responding to observed warming improves the average performance compared to non-adaptive solutions. The greatest gains are attained relative to the trade-off between mitigation cost and two-degree years, representative of the tension between tolerable warming and abatement costs (Fig. 2a). For strategies at the extremes of the cost spectrum, action is largely independent of observations. In other words, full abatement and complete inaction are strategies that are virtually indistinguishable from their non-adaptive counterparts. Advantages of adaptive strategies increase when moving away from these extremes.

Adaptive strategies exploit temperature information feedbacks to reduce abatement costs and warming. This is possible because abatement increases and decreases in concert with the resulting temperature changes driven by increasing and decreasing climate sensitivities (Fig. 2b). For SOWs with low climate sensitivities, the benefits provided by the adaptive strategy are mostly economic. For cases with high climate sensitivities, the benefits due to the adaptive strategy are mostly in terms of avoided warming.

We illustrate how one adaptive solution (X in Fig. 2) improves on the performance of two non-adaptive solutions that share either the same two-degree years (Y in Fig. 2) or the same mitigation costs (Z in Fig. 2). For the same warming, the adaptive solution results in lower mitigation efforts (Fig. 2a and b). Exploiting the temperature information feedback, the peak in mitigation costs decreases by 0.1% of GDP loss with a probability of 50%, and by 0.7% of GDP loss with a probability of 25% (Figure S5b). For the same mitigation cost, the adaptive
solution reduces the risk of high-temperature outcomes (Fig. 2a and c). Adaptively allocating the mitigation budget of X reduces the probability of exceeding 3 °C (4 °C) by 25% (50%) (Figure S5c). These figures are illustrative and depend on the assumed distribution, as is often the case in probabilistic modelling. We guard against potential misrepresentations of reality by also considering alternative climate ensembles (Figure S12).

Considering deep uncertainty drastically increases the advantages of adaptive strategies. Two key factors affecting climate damages are subject to particularly divergent perspectives and assessments. One is climate sensitivity, along with the correlated quantities of ocean diffusivity and aerosol scaling (Knutti et al. 2017). The other is the shape and magnitude of the function relating economic losses to a given rise in temperatures (Weitzman 2012; Hwang et al. 2013; Goes et al. 2011).
We explore two additional ensembles of SOWs, representing a more sensitive and a less sensitive climate (Fig. 3b). These are consistent with historical data, and result from different choices of priors in the climate calibration. We also consider two additional shapes for the relationship between temperature increase and economic losses (Fig. 3a). These two representations of the damage relationship explore cases when warming is more damaging compared to the standard assumption in DICE (Nordhaus and Sztorc 2013). Expanding the scope of SOWs that capture the deeply uncertain nature of climate sensitivity and damages clarifies how the information feedback aids the ability of mitigation strategies to confront cases beyond those used in the initial optimization. To this end, we quantify the changes in the trade-off between mitigation costs and the 95th percentile of the damage costs, measured in Balanced-Growth Equivalent terms.

Re-evaluating strategies under these deeply uncertain damage and climate responses expands the range of economic losses. Damages now span two orders of magnitude of equivalent loss in today’s consumption (Fig. 3c), ranging from 0.6% for high mitigation, low climate sensitivity and low damage response, to 40% for low mitigation, high climate sensitivity and high damage response. The trade-off curves between mitigation costs and worst-case damages exhibit similar features to those observed for the standard assumptions (corresponding to a relatively low damage function and a medium climate sensitivity).

Once committed to an expected mitigation cost budget, replacing a non-adaptive strategy with an adaptive one can yield large performance gains. For higher climate sensitivities and damages, the adaptive strategies can avoid losses as high as 10% of today’s consumption compared to the non-adaptive counterparts (Fig. 3d). Information feedback is particularly beneficial when the mitigation cost budget is limited, as the strategy detects worst-case warming scenarios and allocates the scarce resources more efficiently. For lower climate sensitivities and damages, benefits are mostly in avoided mitigation efforts (green markers shifting to the left in Fig. 3c). Exposed to milder temperatures, adaptive strategies result in fewer expenditures than originally planned, with minor repercussions on extreme damage costs. For higher mitigation cost budgets, appreciable savings emerge both in damage and mitigation costs (oblique segments in Fig. 3c). Within each climate ensemble, adaptive strategies require fewer resources to respond with maximum abatement to high-impact scenarios. Overall, adaptive strategies ensure lower economic costs in a larger number of SOWs (Figure S11), while cutting the upper tail of future temperature increase (Figure S10).

How much adaptive strategies reduce extreme damage costs depends on both dimensions of deep uncertainty considered. A low climate sensitivity yields minimal increases in temperature, as well as damages for all considered damage functions. Hence, the benefits from adaptive abatement are relatively low. For higher temperature projections, the shape of the damage function matters considerably. The benefits of adaptive strategies are especially clear when damages quickly reach sizeable magnitudes as temperature rises, and when mitigation resources are scarce.

4 Conclusions

A predetermined mitigation strategy maximizing utility can offer a false sense of confidence in committing the world to a certain level of climate ambition. Here we showed how utility maximization, while compromising abatement and damage costs, and even if adapting to observed circumstances, skews preferences towards lower abatement costs and hide important trade-offs (Fig. 1). When giving more weight to a 2 °C target, adaptivity can reduce mitigation expenditures by 0.1–0.7% of GDP without worsening expected
Fig. 3 Performance of adaptive vs non-adaptive strategies re-evaluated under alternative damage functions and climate responses. a Global GDP loss as a function of atmospheric temperature increase above pre-industrial levels for a low, medium and high impact case. b Posterior distributions of climate sensitivity for a low, medium and high sensitivity case. c 95th percentile damage cost and mitigation costs of 20 non-adaptive (empty squares) and adaptive (filled circles) Pareto-optimal solutions. The 40 solutions are re-evaluated under alternative climate response and damage function assumptions, denoted by a different color. Shaded areas quantify the regret of not adapting. Segments connect solutions having the same mitigation costs under nominal conditions. The regret, in terms of reduced 95th percentile of damage costs, is shown explicitly in panel d. For visual clarity, only a subset of damage and climate combinations is shown.

temperature overshoot, and halve the probability of exceeding a high temperature like 4 °C under high sensitivities for the same expected cost (Fig. 2). Beyond ensuring environmental and economic efficiency, adaptive strategies can avoid losses as high as 10% of today’s consumption compared to the non-adaptive counterparts when confronted with deeply uncertain climate responses (Fig. 3).

Adaptive strategies can reduce high regrets by timely adjusting action to extreme circumstances. They can also help to reduce policy deadlocks by transitioning the discussion to evidence-based indices of warming. While the global level of abatement is arguably hard to enforce in a top-down fashion and will likely remain an emergent property of individual state efforts, our adaptive planning framework can still be implemented by signalling...
the need for a higher or lower mitigation response intensity at the global level. The recommended adaptive planning response could be negotiated through recurring international meetings (like the Conference of Parties) following the most recent scientific information. The corresponding signal needed for societal change could then be communicated through authoritative assessments (like the IPCC Assessment Reports), multi-party agreements (like the Paris Agreement), large-scale carbon pricing systems (like the EU Emissions Trading System), and shared financial instruments (like the Green Climate Fund). The benefit of our approach is that it illustrates the multi-faceted consequences of the available mitigation choices. This facilitates an iterative and collaborative process of convergence towards a shared level of climate action among stakeholders (Kwakkel and Haasnoot 2019).

The proposed approach lends itself to multiple extensions. For example, we adopted a simple and transparent model for conceptual clarity. Future research could use more complex IAMs to provide more detailed insights. Also, the framework is scalable to region-specific trajectories and objectives, to the extent it remains computationally feasible. Further analysis could include the exploration of other objectives (like health and energy security implications), and types of robust strategies (no-regret, risk-averse). Further research could look into the benefits of re-optimizing decisions at each time step based on an updated estimate of unknown parameters (model-predictive control), as well as incorporating additional estimators and signals to compensate for potential sources of stochasticity like natural temperature variability, measurement errors and shocks, which are not modeled here.

In our analysis, we explore the implication of global abatement aspiration levels, while leaving aside what deployment of policies is needed to achieve this aspiration level. Coupling this framework with more detailed models, and with the literature on climate policy instruments, could provide opportunities to better operationalize such aspirations. We also assume perfect observability of abatement levels and temperature changes, which might not be the case in reality, and further efforts should be allocated to ensure better monitoring for this approach to work. Another important channel for informing feedback policies could be the estimated entity of damage functions (Anthoff and Tol 2021): as more or less severe damage functions are ruled out or become less likely, damage-minimizing policies could follow as well.

The multi-objective framework adopted here opens new opportunities for including performance metrics otherwise hard to account for in traditional single-objective optimization modelling. Intergenerational and intragenerational justice, quantifiable with Gini or other inequality indices, could be directly included in the set of objectives, once the modelling is extended to a regional setup. This would help climate policy makers to immediately appreciate and compare equity implications of alternative strategies, alongside with the more traditionally discussed environmental and economic aspects.

Our approach provides a first set of benchmark strategies that policy-makers can already use to inform the design and implementation of climate mitigation solutions. These, at present, revolve mostly around prescribed CO₂ reduction schedules that maximize discounted expected utility, which are silent on the trade-offs between important objectives and the effects of deep and dynamic uncertainties. We demonstrate how moving to an adaptive strategy can drastically improve the ability to avoid high-regret futures as we navigate key abatement trade-offs in the face of these deep uncertainties.
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