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Abstract
The focusing nonlinear Schrödinger (NLS) equation is the simplest universal model describing the modulation instability (MI) of quasi monochromatic waves in weakly nonlinear media; MI is considered the main physical mechanism for the appearance of rogue (anomalous) waves (RWs) in nature. In this paper we study, using the finite gap method, the NLS Cauchy problem for periodic initial perturbations of the unstable background solution of NLS exciting just one of the unstable modes. We distinguish two cases. In the case in which only the corresponding unstable gap is theoretically open, the solution describes an exact deterministic alternate recurrence of linear and nonlinear stages of MI, and the nonlinear RW stages are described by the 1-breather Akhmediev solution, whose parameters, different at each RW appearance, are always given in terms of the initial data through elementary functions. If the number of unstable modes is >1, this uniform in \( t \) dynamics is sensibly affected by perturbations due to numerics and/or real experiments, provoking \( O(1) \) corrections to the result. In the second case in which more than one unstable gap is open, a detailed investigation of all these gaps is necessary to get a uniform in \( t \) dynamics, and this study is postponed to a...
subsequent paper. It is however possible to obtain the elementary description of the first nonlinear stage of MI, given again by the Akhmediev 1-breather solution, and how perturbations due to numerics and/or real experiments can affect this result. Since the solution of the Cauchy problem is given in terms of different elementary functions in different time intervals, obviously matching in the corresponding overlapping regions, an alternative approach, based on matched asymptotic expansions, is suggested and presented in a separate paper.
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1. Introduction

The self-focusing nonlinear Schrödinger (NLS) equation

\[ iu_t + u_{xx} + 2|u|^2u = 0, \quad u = u(x,t) \in \mathbb{C} \]  

is a universal model in the description of the propagation of a quasi monochromatic wave in a weakly nonlinear medium; in particular, it is relevant in deep water [68], in nonlinear optics [18, 51, 54], in Langmuir waves in a plasma [56], and in the theory of attracting Bose–Einstein condensates [17]. It is well-known that its elementary solution

\[ a \exp(2i|a|^2t), \quad a \in \mathbb{C} \text{ and constant,} \]  

describing Stokes waves [56] in a water wave context, a state of constant light intensity in nonlinear optics, and a state of constant boson density in a Bose–Einstein condensate, is unstable under the perturbation of waves with sufficiently large wave length [12, 52, 64, 58, 68, 74], and this modulation instability (MI) is considered as the main cause for the formation of rogue (anomalous, extreme, freak) waves (RWs) in nature [25, 31, 35, 36, 48, 49]. In this paper the term RW is deliberately used in a vague sense, and by it we just mean order one (or higher order) coherent structures over the unstable background, generated by MI; this paper and the papers [29, 30] are dedicated to a complete analytic understanding of the deterministic aspects of the dynamics of these coherent structures, in the case of a finite number of unstable modes. Let us point out that, in oceanography, RWs are defined as waves with a sufficiently high amplitude with respect to the average one. In this respect, it is known that NLS soliton solutions over the unstable background can reach unusually large amplitudes if their parameters are specially correlated (see, for instance, [21]). The application of an amplitude criterion to select such anomalously large amplitude waves, among finite-gap solutions of NLS over the background, was recently done in [13]. Our long-term research plan, actually one of the main motivations of the studies made in this paper and in [29, 30], is to understand the deterministic aspects of the theory, valid for a finite number of unstable modes, as the starting point for the study of the statistical aspects of the theory, when a large number of unstable modes are excited, in order to be able, in particular, to describe analytically the probability of the generation in space-time, due to MI, of anomalously large amplitude waves.
The integrable nature [69] of the NLS equation allows one to construct solutions corresponding to perturbations of the background by degenerating finite-gap solutions [11, 33, 39, 40], when the spectral curve becomes rational, or, more directly, using classical Darboux [27, 45], Dressing [70, 71] techniques. Among these basic solutions, we mention the Peregrine soliton [50], rationally localized in x and t over the background (2), the so-called Kuznetsov [41]—Ma [44] soliton, exponentially localized in space over the background and periodic in time; the so-called Akhmediev breather [6, 7], periodic in x and exponentially localized in time over the background (2). A more general one soliton solution over the background (2) can be found, f.i., in [33, 72], corresponding to a spectral parameter in general position. These solutions have also been generalized to the case of multi-soliton solutions, describing their nonlinear interaction, see, f.i., [9, 24, 32, 33, 73]. We remark that the Peregrine solitons are homoclinic, describing RWs appearing apparently from nowhere and desappearing in the future, while the multisoliton solution of Akhmediev type is almost homoclinic, returning to the original background up to a multiplicative phase factor. Generalizations of these solutions to the case of integrable multicomponent NLS equations have also been found [10, 23].

Concerning the NLS Cauchy problems in which the initial condition consists of a perturbation of the exact background (2), if such a perturbation is localized, then slowly modulated periodic oscillations described by the elliptic solution of (1) play a relevant role in the longtime regime [15, 16]. If the initial perturbation is x-periodic, numerical experiments and qualitative considerations indicate that the solutions of (1) exhibit instead time recurrence [8, 42, 43, 63, 66, 67], as well as numerically induced chaos [1, 2, 5], in which the almost homoclinic solutions of Akhmediev type seem to play a relevant role [19–21]. There are reports of experiments in which the Peregrine and the Akhmediev solitons were observed [22, 37, 60, 67]. Their relevance within some classes of localized initial data for NLS, in the small dispersion regime, was established in [14, 26]; see also [28, 62] for the investigation of their relevance in ocean waves and fiber optics.

In this paper we apply the finite gap method [34, 38, 47] to the solution of the NLS Cauchy problem on the segment [0, L], with periodic boundary conditions, and we consider, as initial condition, a generic, smooth, periodic, zero average, small perturbation of the background solution (2) (or, better, of its simplified form

\[ u_0(x, t) = e^{2\nu}, \] (3)

obtained setting, without loss of generality, \( a = 1 \), having used the scaling symmetry of NLS):

\[ u(x, 0) = 1 + \epsilon v(x), \]

\[ v(x + L) = v(x), \quad 0 < \epsilon \ll 1, \quad \int_0^L v(x)dx = 0, \] (4)

where

\[ v(x) = \sum_{j \geq 1} (c_j e^{i k_j x} + c_{-j} e^{-i k_j x}), \quad k_j = \frac{2\pi}{L} j. \] (5)

Defining \( N \in \mathbb{N}_+ \) through the inequalities

\[ \frac{L}{\pi} - 1 < N < \frac{L}{\pi}, \quad \pi < L, \] (6)

the first \( N \) modes \( k_j, k_{-j} = -k_j, 1 \leq j \leq N \), are unstable, since they give rise to exponentially growing and decaying waves of amplitudes \( O(\epsilon e^{\pm \sigma_j t}) \), where the growing rates \( \sigma_j \) are defined by
\[ \sigma_j = k_j \sqrt{4 - k_j^2}, \quad 1 \leq j \leq N, \] (7)

while the remaining modes give rise to oscillations of amplitude \( O(\epsilon e^{\pm i \omega_j t}) \), where

\[ \omega_j = k_j \sqrt{k_j^2 - 4}, \quad j > N, \] (8)

and therefore are stable. In our calculations we assume that the period is generic, namely \( L \neq \pi n \), where \( n \in \mathbb{N}_+ \).

We have in mind the following qualitative recurrence scenario, associated with the Cauchy problem (4).

The exponentially growing waves become \( O(1) \) at times

\[ T_j = O(\sigma_j^{-1} |\log \epsilon|), \quad 1 \leq j \leq N, \] (9)

when one enters the second asymptotic stage: the nonlinear stage of MI. In this second time interval one expects the generation of a transient, \( O(1) \), coherent structure, described by a soliton—like solution of NLS over the unstable background (3), the so-called RW. Such a RW will have an internal structure, due to the nonlinear interaction between the \( N \) unstable modes, fully described by the integrable NLS theory. Due again to MI, this RW is expected to be destroyed in a finite time interval, and one enters the third asymptotic stage, characterized, like the first one, by the background plus an \( O(\epsilon) \) perturbation, and described again by the NLS theory linearized around the background. This second linear stage is expected, due again to MI, to give rise to the formation of a second RW (the second nonlinear stage of MI). This procedure should iterate forever, in the integrable NLS model, giving rise to the generation of an infinite sequence of RWs.

Therefore one is expected to be dealing with the following basic, deterministic open problems.

For a given generic initial condition of the type (4), how to predict:

1. the ‘generation time’ of the first RW;
2. the ‘recurrence times’ measuring the time intervals between two consecutive RWs;
3. the analytic form of this deterministic sequence of RWs.

In this paper we concentrate on the situation in which the initial condition excites just one of the \( N \) unstable modes, say the \( n \)th mode, \( 1 \leq n \leq N \), and we discuss two cases:

1. the case in which only the gap associated with the excited unstable mode is open;
2. the case in which a finite number \( > 1 \) of gaps associated with unstable modes are open.

In the first case, we show that the finite gap method ‘theoretically’ provides a uniform in time, approximate solution of the above Cauchy problem in terms of Riemann \( \theta \)-functions, defined as an infinite sum of exponentials over a \( g \)-dimensional cartesian lattice, where the genus \( g \) of the hyperelliptic Riemann surface is two. Since the two handles of this surface, generated by the \( O(\epsilon) \) perturbation, are \( O(\epsilon) \) thin, the constants appearing in the \( \theta \)—function formula are all expressed in terms of the initial data via elementary functions, appearing as the coefficients of expansions involving \( |\log \epsilon| \) and powers of \( \epsilon \). As a consequence, depending on the different time intervals we consider, corresponding to the linearized and the nonlinear stages of MI, the infinite sum takes its main contribution on different \( \theta \)-finite sets of lattice points; therefore the solution of the Cauchy problem is ultimately described by different elementary functions in different asymptotic regions of the \( t \geq 0 \) semi-axis. More precisely, we shall show that the time evolution is described by an exact recurrence of linear and nonlinear stages of modulation instability; the nonlinear RW stages are characterized, at the leading \( O(1) \), by a
time sequence of RWs described by the 1-mode Akhmediev solution, whose four free parameters change at each appearance, and are always expressed in terms of the initial data via elementary functions. It turns out that, in this case, the dynamics is essentially periodic also in time (up to an overall x-translation of the profile and a multiplicative phase shift). It is important to remark, however, that, if only one gap is theoretically open, the uniform in time theoretical result is very much affected by the above instabilities. Indeed, as we shall see in more detail in section 2.2, perturbations associated with numerical experiments (due to non integrability properties of the numerical scheme and round-off error) and with real experiments (due to the fact that NLS is only a first approximation of reality and that a monochromatic initial profile is quasi monochromatic, in practice) open up all gaps, implying $O(1)$ corrections to the above evolution due to the unstable modes. Therefore the analytic and uniform in $t$ results of section 2.1 are presumably physically relevant only when $N = 1$ ($\pi < L < 2\pi$). Analogously, if we have $N > 1$ unstable modes, a uniform in $t$ description of the RW recurrence in terms of elementary functions, not affected by the above instability problems, can be obtained when the initial perturbation excites ‘democratically’ all the unstable modes.

In the second case in which a finite (>1) number of unstable gaps is theoretically open, the application of the finite gap approach requires a detailed description of how all these unstable gaps open up, and this is presently under investigation. As we shall see in this paper, it is however possible, even without these informations, to have a theoretical prediction and analytic control on the first nonlinear stage of MI, the ‘first appearance of the RW’, again described, at the leading order, by the 1-breather Akhmediev solution. Such a control can also be extended to the case in which perturbations like the round-off error play a relevant role (see section 2.2).

We remark that the first attempt to apply the finite gap method to solve the NLS Cauchy problem on the segment, for periodic perturbations of the background, was made in [59]; the fact that, in the $\theta$-function representation of the solution, different finite sets of lattice point are relevant in different time intervals was first observed there, but no connection was established between the initial data and the parameters of the $\theta$-function, and no description of the nonlinear stages of MI in terms of elementary functions was given.

We also remark that, since, through our results, the solution of the Cauchy problem is described by different elementary functions in different time intervals of the positive time axis, and since these different representations obviously match in their overlapping time regions, these finite gap results naturally motivate the introduction of a matched asymptotic expansions (MAE) approach, presented in the paper [29] and involving more elementary mathematical tools. The advantages of the finite gap approach are due to the fact that the $\theta$-function representation of the solution is uniform in time, and the analytic description of the nonlinear stages of MI (of the sequence of RWs) does not require any guess work. Such a guess work is instead needed in the MAE approach, when one has to select the proper nonlinear mode of NLS describing a certain nonlinear stage of MI and matching with the preceeding linear stage. In all the situations in which such a guess work is no problem, the MAE approach becomes very competitive, since it involves more elementary mathematics, like in the case of one unstable mode only. If we have more unstable modes, the MAE approach works only for special initial conditions [29].

We are also presently exploring the interesting case in which $N \gg 1$, and the situation in which the parameters appearing in the initial condition are random. This Cauchy problem has been investigated numerically in [4]. At last, we mention that a nonlinear optics group of the Department of Physics of the University of Rome ‘La Sapienza’ is presently testing, using the exact analytic results contained in this paper and in the paper [29], how well NLS describes RW recurrences in real nonlinear optics experiments.
The paper is organized as follows. In section 2 we summarize the main results of the paper. In sections 3–7 we show how to derive these results using the finite gap method.

2. Results

In this section we summarize the main results obtained in this paper, introducing first the following convenient parameters associated with the \( N \) unstable modes \( 1 \leq j \leq N \):

\[
\alpha_j = \epsilon (\tau_j - e^{2i\phi_j} \tau_{-j}), \quad \beta_j = \epsilon (\tau_{-j} - e^{-2i\phi_j} \tau_j),
\]

\[
\phi_j = \arccos \left( \frac{\pi j}{L} \right) = \arccos \left( \frac{k_j}{2} \right),
\]

(10)

where \( \tau_j, \tau_{-j} \) are the Fourier coefficients of the (unstable part of the) initial perturbation (see (5)–(7)), implying that the wave numbers \( k_j \) and the amplification factors \( \sigma_j \) in (5) and (7) take the form

\[
k_j = 2 \cos(\phi_j), \quad \sigma_j = 2 \sin(2\phi_j)
\]

(11)

in terms of the angles \( \phi_j \).

We investigate the Cauchy problem on the segment \([0, L]\), with periodic boundary conditions, for the NLS equation (1), under the hypothesis that the \( O(\epsilon) \), \( \epsilon \ll 1 \) initial perturbation of the background (3) excites just one of the \( N \) unstable Fourier modes:

\[
v(x) = c_n e^{i k_n x} + c_{-n} e^{-i k_n x}, \quad 1 \leq n \leq N,
\]

(12)

where \( k_n \) is defined in (5), and where \( N \in \mathbb{N}^+ \), defined by the inequalities (6), is taken to be finite \( (1/N \gg \epsilon) \). Then only the double points \( \lambda_j^\pm = \pm \sqrt{(\pi j/L)^2 - 1}, \ j = ns, \ s \in \mathbb{N}^+ \) of the spectrum of the associated Zakharov–Shabat spectral problem (43), corresponding to the background \( u_0(x, 0) = 1 \), theoretically split into a pair of square root branch points, whose difference \( \delta_j^\pm \) is \( O(\epsilon) \) for the excited unstable mode \( n \):

\[
\delta_j^+ = \frac{\sqrt{\Omega_n j \delta_n^+}}{\lambda_n^+} + O(\epsilon^2), \quad \lambda_n^+ = i \sqrt{1 - (\pi n/L)^2}, \quad \delta_n^- = \delta_n^+,
\]

(13)

and is \( O(\epsilon^s) \) for the remaining infinitely many modes: \( |\delta_n^+| = O(\epsilon^s) \) (the simple but technical proof of this order estimate is postponed to a subsequent paper). Only the first \( \tilde{s} \) of these modes are unstable, with \( \tilde{s} \) defined by the inequalities

\[
\frac{L}{\pi n} - 1 < \tilde{s} < \frac{L}{\pi n}.
\]

(14)

Then, if we delete from the spectrum the infinitely many gaps associated with the stable modes, reducing the problem to a finite gap theory, we make an \( O(\epsilon^2) \) error or smaller, and therefore we do it. The corresponding Riemann surface is a genus \( 2\tilde{s} \) hyperelliptic curve, whose 2 handles corresponding to \( \lambda_n^\pm \) are \( O(\epsilon) \) thin, while the remaining \( 2(\tilde{s} - 1) \) handles are thinner and thinner.

In this paper we consider two subcases: the case in which \( \tilde{s} = 1 \), in which only the two gaps associated with the excited harmonic are ‘theoretically’ open, and the case in which a finite number (>1) of unstable gaps are ‘theoretically’ opened.
2.1. The genus 2 approximation and the uniform in $t$ description of the exact RW recurrence

If the initial condition excites the $n$th unstable mode as in (12), and if $L/2\pi < n < L/\pi$, then the number of ‘theoretically’ open gaps associated with unstable modes is $\tilde{s} = 1$, and the dynamics is ‘theoretically’ well described by the genus two approximation, in which only the two gaps associated with the excited harmonic are open. We say ‘theoretically’, because of the intrinsic instabilities of the problem. Indeed: (a) in any numerical experiment one uses numerical schemes approximating NLS; in addition, round off errors are not avoidable. All these facts cause the opening of basically all gaps and, due to the instability, no matter how small are the gaps associated with the unstable modes, they will cause $O(1)$ effects during the evolution (see also [1, 2, 19]). (b) In physical phenomena involving weakly nonlinear quasi-monochromatic waves, NLS is a first approximation of the reality, and higher order corrections have the effect of opening again all gaps, with $O(1)$ effects during the evolution caused by the unstable ones. At last, in a real experiment, the monochromatic initial perturbation (12) is replaced by a quasi-monochromatic approximation of it, often with random coefficients, opening again all the gaps associated with the unstable modes, with $O(1)$ effects during the evolution.

All these considerations imply that the uniformly valid in time formulas of this section are expected to be in good agreement with numerical simulations and/or with real experiments only when we have just one unstable mode: $N = 1 \Leftrightarrow \pi < L < 2\pi$. However, as we shall see in section 2.2, the formulas of this section should give an accurate description of the first appearance of the RW also in the case of a finite number of unstable modes.

The above considerations generalize to the case in which the initial perturbation excites more than one unstable mode. If such a perturbation is generic, exciting democratically all the $N$ unstable modes, the genus $2N$ approximation allows one to obtain a uniform in time description of the evolution, relevant also in numerical and real experiments, and the $N$-breather solution of Akhmediev type will play a basic role in such a description [30]. If only a subset of the unstable modes are excited, then instabilities would limit the relevance of the theoretical results in the description of numerical and real experiments; however they should still provide a good analytic description of the first appearance of the RW. These generalizations will be discussed in detail in a forthcoming paper.

With the precautions indicated above, we consider the initial perturbation (12), with $L/2\pi < n < L/\pi$. In this case the approximate finite gap Riemann surface is a genus 2 hyper-elliptic curve whose 2 handles, corresponding to the excited mode, are $O(\epsilon)$ thin. We recall that, in this case, the $\theta$-function is an infinite sum of exponentials over a 2-dimensional cartesian lattice [34] (see formula (107)). This representation is uniform in time but, since the parameters involved are expanded in $|\log \epsilon|$ and in powers of $\epsilon$, in different time intervals, only different finite sets of lattice points give a non negligible contribution. Therefore the solution of the Cauchy problem is given in terms of different elementary functions in different time intervals in the following way.

If $0 \leq t \leq O(1)$, the $\theta$-functions appearing in the finite gap representation of the solution acquire an $O(1)$ contribution from the lattice point $(0, 0)$ and $O(\epsilon)$ contributions from the lattice points $(-1, 0), (1, 0), (0, 1), (0, -1)$, while the contributions of the other lattice points are smaller and can be neglected. Correspondingly:

$$u(x, t) = e^{2it}\left\{1 + \frac{2}{\sigma_n} \left[|\alpha_n| \cos \left(k_n(x - X^+_n)\right)e^{\sigma_nt + i\phi_n} + |\beta_n| \cos \left(k_n(x - X^-_n)\right)e^{-\sigma_nt - i\phi_n}\right]\right\} + O(\epsilon^2 |\log \epsilon|), \quad (15)$$
where $\alpha_n, \beta_n, \phi_n, k_n, \sigma_n$ are defined in (10) and (11), ($\sigma_n > 0$ according to our assumptions), and $X_n^\pm$, defined as

$$X_n^+ = \frac{\arg(\alpha_n) - \phi_n + \pi/2}{k_n}, \quad X_n^- = \frac{-\arg(\beta_n) - \phi_n + \pi/2}{k_n},$$

(16)

are the positions of the maxima of the sinusoidal wave decomposition of the growing and decaying unstable modes.

This explicit expression of the solution coincides, as it has to be, with the solution of the NLS equation linearized about the background, and satisfying the initial condition. This is the first linear stage of MI, in which:

*the unstable part of the initial datum splits into exponentially growing and decaying waves, respectively the $\alpha$- and $\beta$-waves, each one carrying half of the information encoded into the unstable part of the initial datum.*

If $t = O(\sigma_n^{-1} \log \epsilon)$, the balance changes and the $\theta$ function is $O(1)$ at the four lattice points $(0,0)$, $(0,1)$, $(-1,0)$, $(-1,1)$, while the contributions of the other lattice points are smaller and can be neglected; we are in the first nonlinear stage of MI (corresponding to the first appearance of the RW). More precisely, if $|t - T_n(|\alpha_n|)| \leq O(1)$, where

$$T_n(\zeta) = \frac{1}{\sigma_n} \log \left( \frac{\sigma_n^2}{2\zeta} \right),$$

(17)

then

$$u(x,t) = A(x,t; \phi_n, X_n^+, T_n(|\alpha_n|), 2\phi_n) + O(\epsilon),$$

(18)

where

$$A(x,t; \phi, X, T, \rho) = e^{2i\tau + i\rho} \frac{\cosh[\Sigma(\phi)(t - T) + 2i\phi] + \sin(\phi) \cos[K(\phi)(x - X)]}{\cosh[\Sigma(\phi)(t - T)] - \sin(\phi) \cos[K(\phi)(x - X)]},$$

$$K(\phi) = 2 \cos \phi, \quad \Sigma(\phi) = 2 \sin(2\phi)$$

(19)

is the well-known Akhmediev 1-breather [6, 7], an exact solution of NLS for all values of the four real parameters $\phi, X, T, \rho$.

It follows that *the first RW appears in the time interval $|t - T_n(|\alpha_n|)| \leq O(1)$ and is described by the Akhmediev 1-breather, whose parameters are expressed in terms of the initial data through elementary functions.* Such a RW, appearing about the logarithmically large time $T_n(|\alpha_n|) = O(\sigma_n^{-1} \log \epsilon)$, is exponentially localized in an $O(1)$ time interval over the background $u_0$, changing it by the multiplicative phase factor $e^{ib_n t}$, since

$$A(x,t; \phi_n, X_n^+, T_n(|\alpha_n|), 2\phi_n) \rightarrow e^{2i\tau + (2\theta_n \pm 2b_n)}, \quad \text{as} \quad t \rightarrow \pm \infty.$$  

(20)

We remark that the modulus of the first RW (18) has its maxima at $t = T_n(|\alpha_n|)$ in the $n$ positions

$$X_n^+ + \frac{L}{n}j, \quad 0 \leq j \leq n - 1, \mod L,$$

(21)

and the value of such maxima is

$$M(n,L) = 1 + 2 \sin \phi_n < 1 + \sqrt{3} \sim 2.732.$$  

(22)

This upper bound, 2.732 times the background amplitude, is consequence of the formula
\[
\sin \phi_n = \sqrt{1 - \left(\frac{n\pi}{L}\right)^2}, \quad \frac{L}{2\pi} < n < \frac{L}{\pi},
\]

and is obtained when \( n \) is close to its lower bound \( L/2\pi \). We also notice that the position \( x = X^+_n \) of the maximum of the RW coincides with the position of the maximum of the growing sinusoidal wave of the linearized theory; this is due to the absence of nonlinear interactions with other unstable modes. We finally remark that the first appearance of the RW contains, at leading order, information only on half of the initial data associated with the \( \alpha_n \)-wave.

It is easy to verify that the two representations (15) and (18) of the solution, valid respectively in the time intervals \( 0 \leq t \leq O(1) \) and \( |t - T_n(\alpha_n)| \leq O(1) \), have the same behavior

\[
u(x, t) \sim e^{2it} \left( 1 + \left| \alpha_n \right| e^{\sigma_n t + i\phi_n} \cos[k_n(x - X^+_n)] \right),
\]

in the intermediate region \( O(1) < t \ll T_n(|\alpha_n|) \); therefore they match successfully (see figure 1).

The next balance takes place when \( t = O(2(\sigma_n)^{-1}|\log \epsilon|) \), the second stage of linear MI, and the leading terms are obtained from the five points \((-1, 1), (0, 1), (-1, 0), (-1, 2), (-2, 1)\). To be more precise, let \( |t - T_p| \leq O(1) \), where

\[
T_p = T_n(|\alpha_n|) + T_n(|\beta_n|) = 2 \log \left( \frac{\sigma_n^2}{2|\alpha_n|} \right) = O(2\sigma_n^{-1}|\log \epsilon|);
\]

then

\[
u(x, t) = e^{2it+4i\phi_n} \left\{ 1 + \frac{2}{\sigma_n} \left[ \left| \alpha_n \right| \cos(k_n(x - X^+_n - \Delta_x)) e^{\sigma_n(t - T_p) + i\phi_n} + \left| \beta_n \right| \cos(k_n(x - X^-_n - \Delta_x)) e^{-\sigma_n(t - T_p) - i\phi_n} \right] \right\} + O(\epsilon^2|\log \epsilon|),
\]

where

\[
\Delta_x = X^+_n - X^-_n = \frac{\arg(\alpha_n\beta_n)}{k_n}.
\]

We observe that, evaluating (26) at \( t = T_p \), one obtains
Figure 2. The 3D plotting of \(|u(x, t)|\) describing the RW sequence, obtained through the numerical integration of NLS via the split step Fourier method (SSFM) \([61, 65]\). Here \(L = 6 \quad (N = n = 1)\), with \(c_1 = 1/2\), \(c_{-1} = (0.3 - 0.4i)/2\), \(\epsilon = 10^{-4}\), and the short axis is the \(x\)-axis, with \(x \in [-L/2, L/2]\). The numerical output is in perfect quantitative agreement with the theoretical predictions: \(T_1(\alpha_1) = 5.8707\) (numerical), 5.8708 (analytic); \(T_p = 11.4562\) (numerical), 11.4562 (analytic); \(X_1^+ = 0.027353\) (numerical), 0.027354 (analytic); \(\Delta x = 0.497995\) (numerical), 0.497994 (analytic).

Figure 3. The intensity level plotting for the numerical experiment of figure 2, in which the periodicity properties of the dynamics are evident.

\begin{align*}
  u(x, t) &= e^{2iT_p + 4i\phi_n} u(x - \Delta x, t) + O(\epsilon^2 |\log \epsilon|), \\
  u(x, t + T_p) &= e^{2iT_p + 4i\phi_n} u(x - \Delta x, t) + O(\epsilon^2 |\log \epsilon|).
\end{align*}

This periodicity property is a direct consequence of the periodicity property of the \(\theta\)-function (see section 7). Therefore we conclude that, within \(\mathcal{O}(\epsilon^2 |\log \epsilon|)\) corrections, the solution of this Cauchy problem is also periodic in \(t\), with period \(T_p\) up to the multiplicative phase factor \(\exp(2iT_p + 4i\phi_n)\) and up to the global \(x\)-translation of the quantity \(\Delta x\).

Also in this case, it is easy to verify that the two representations (18) and (26) of the solution, defined respectively in the \(t\) intervals \(|t - T_n(\alpha_n)| \leq O(1)\) and \(|t - T_p| \leq O(1)\), match successfully in the intermediate region \(T_n(\alpha_n) \ll t \ll T_p\), as it has to be.

The time periodicity allows one to infer that the above Cauchy problem leads to an exact recurrence of RWs (of the nonlinear stages of MI), alternating with an exact recurrence of linear stages of MI. To be precise, we have the following result.
The Cauchy problem (12) gives rise to an infinite sequence of RWs, and the $m$th RW of the sequence ($m \geq 1$) is described, in the time interval $|t - T_{\alpha_n}(|\alpha_n|) - (m - 1)T_\rho| \leq O(1)$, by the analytic deterministic formula:

$$u(x, t) = A\left(x, t; \phi_n, x_n^{(m)}, \rho_n^{(m)}\right) + O(\epsilon), \ m \geq 1,$$

where

$$\begin{align*}
x_n^{(m)} &= X_n^+ + (m - 1)\Delta_x, \quad x_n^{(m)} = T_1(|\alpha_n|) + (m - 1)T_\rho, \\
\rho_n^{(m)} &= 2\phi_n + (m - 1)4\phi_n,
\end{align*}$$

in terms of the initial data (see figures 2 and 3). Apart from the first RW appearance, in which the RW contains information only on half of the initial data (the one encoded in the parameter $\alpha_n$), in all the subsequent appearances the RW contains, at the leading order, informations on the full unstable part of the initial datum, encoded in both parameters $\alpha_n$ and $\beta_n$.

Two remarks are important at this point, in addition to the considerations on the instabilities we made at the beginning of this section.

(a) If the initial condition (4) and (12) is replaced by a more general initial condition in which we excite also all the stable modes, then (15) is replaced by a formula containing also the infinitely many $O(\epsilon)$ oscillations corresponding to the stable modes. But the behavior of the solution in the overlapping region $1 \ll |t| \ll O(\sigma_n^{-1}|\log \epsilon|)$ is still given by equation (24) and the matching at $O(1)$ is not affected. Therefore the sequence of RWs is still described by equations (30) and (31), and the differences between the two Cauchy problems are hidden in the $O(\epsilon)$ corrections. As far as the $O(1)$ RW recurrence is concerned, only the part of the initial perturbation $\epsilon v(x)$ exciting the unstable mode is relevant.

(b) The above results are valid up to $O(\epsilon^2|\log \epsilon|)$. It means that, in principle, the above RW recurrence formulae may not give a correct description for large times of $O(\epsilon|\log \epsilon|^{-1})$; but since $O(|\log \epsilon|^{-1})$ is much larger than the recurrence time $O(|\log \epsilon|)$, it follows that the above formulæ should give an accurate description of the RW recurrence for many consecutive appearances of the RWs.

### 2.2. The case of a finite number of open unstable gaps and the first appearance of the RW

If the initial perturbation (12) excites just the $n^\text{th}$ unstable mode and the number $\tilde{s}$ of open unstable gaps is greater than 1, then a uniform in time description of the RW recurrence requires a detailed study of how the unstable gaps open up due to this initial perturbation, and this study is postponed to a subsequent paper. However it is well-known that only the gaps corresponding to the resonant points $\pm \lambda_m, s \in \mathbb{Z}^+$ are opened. Moreover it is possible to prove that the length of the corresponding gap is of order $\epsilon^s$. From the explicit formula

$$\sigma_n = 4n^2 \lambda_T \sqrt{1 - \left(\frac{2n}{\pi}\right)^2} \text{ it follows that } \sigma_n \ll \sigma_n.$$ 

Consequently, the generation time $T_{n^s}$ for the mode $n^s$, of order $\sigma_n^{-1}|\log(\epsilon^s)|$, is greater than the generation time $T_n$ for the leading excited mode:

$$T_{n^s} - T_n \sim \left[\frac{s}{\sigma_n} - \frac{1}{\sigma_n}\right]|\log(\epsilon)| \gg 1.$$ 

Since the RW is exponentially localized in an $O(1)$ time interval, the other unstable modes $n^s$ do not sensibly affect the first nonlinear stage of MI, described by the excited mode:
the first nonlinear stage of MI (the first appearance of the RW), takes place in the time interval $|t - T_n(\alpha_n)| \leq O(1)$, and is described again by the Akhmediev 1-breather solution

$$u(x, t) \sim A(x, t; \phi_n, X_n^+, T_n(\alpha_n)), 2\phi_n, (33)$$

where $T_n(\alpha_n)$ is defined in (25) (see figures 7 and 8). According to (32), it is a good approximation of the first appearance only if $\epsilon$ is sufficiently small. We remark that the modulus of the first RW (33) has its maxima at $t = T_n(\alpha_n)$ in the $n$ positions

$$X_n^+ + \frac{L}{n} j, \ 0 \leq j \leq n - 1, \ \text{mod} \ L, (34)$$

and the value of such maxima is

$$M(n, L) = 1 + 2 \sin \phi_n. (35)$$

At this point it is important to observe that, when we make a numerical experiment, we have corrections to the gap size due to the numerical noise. For standard double-precision calculations, the level of numerical noise can be estimated by the round-off error, of order $10^{-18} = 10^{-17}$. Therefore, the theoretical estimate (32), implying the approximation (33), works well only if the theoretical generation time $T_n$ is essentially smaller than the generation time $T_{\text{num}}$ due to numerical noise, of the order $T_{\text{num}} \sim \frac{18 \log(10)}{\sigma_j}$, where $j$ is the most unstable mode corresponding to the highest $\sigma_j$.

For example, if we excite the first harmonic ($n = 1$) for $L = 36$ (corresponding to $N = 11$ unstable modes, and corresponding to the case in which the most unstable mode is the 8th, with $\sigma_8 \sim 1.999$), then the choice $\epsilon = 10^{-3}$ first implies that the generation time due to numerical noise is essentially smaller than the theoretical generation time $T_8$: $T_{\text{num}}/T_8 \sim 18/24$; in addition:

$$\frac{T_1}{T_{\text{num}}} \sim \frac{3}{\sigma_1} \left( \frac{18}{\sigma_8} \right)^{-1} \sim \frac{8.62}{9}. (36)$$

Consequently one expects that, in a numerical experiment, the first and the 8th mode appear almost simultaneously due to numerical noise, and this prediction is confirmed by the

Figure 4. The 3D plotting and the level plotting of $|u(x, t)|$ obtained through the numerical integration of NLS via the SSFM, for $L = 36$ ($N = 11$ unstable modes), in the case in which only the first mode $k_1$ is excited ($n = 1$), with $c_1 = 1/2$, $c_{-1} = (0.3 - 0.4i)/2$, $\epsilon = 10^{-3}$. The first and the 8th mode appear almost at the same time due to round off error, as predicted through simple qualitative arguments.
experiment (see figure 4). Therefore we see an essential correction to the first appearance time, and formula (33) does not describe the first appearance well.

If, instead, we perform the numerics using quadruple precision, the round-off error is of order $10^{-34}$, then

$$T_{num} \sim 34 \left( \frac{\sigma_1}{\sigma_8} \right)^{-1} \sim 8.62 \frac{1}{17} \sim \frac{1}{2}. \quad (37)$$

Therefore the round-off error does not affect the first appearance, and we observe the formation of a triangular-like pattern to be described in future works. As expected, the first mode is the first to appear, but the first appearance time $T_1(|\alpha_1|) = 16.52$ (numerical) does not match well the analytic prediction $T_1(|\alpha_1|) = 13.03$ because of the non-trivial nonlinear interaction with the other unstable modes (see figure 5).

If we repeat the same experiment with $\epsilon = 10^{-4}$ and with double precision, the 8th harmonics is the first to appear in the numerical experiment (see figure 6), as predicted by the qualitative formula

$$T_{num} \sim 4 \left( \frac{18}{\sigma_8} \right)^{-1} \sim \frac{11.5}{9} > 1. \quad (38)$$

Since $T_{num} < T_1, T_8$, the round-off error affects the results, in the numerical experiment the 8th mode appears first, and the approximation for the first appearance (33) is completely wrong.

Consider now the case $L = 20$ ($N = 6$ unstable modes, with the 4th mode as the most unstable), in the case in which only the first mode $k_1$ is excited ($n = 1$), with $c_1 = 1/2$, $c_{-1} = (0.3 - 0.4i)/2$, $\epsilon = 10^{-4}$. In this case we have the following qualitative estimates for the first appearance times:

$$T_1 \sim 13 < T_2 \sim 16 < T_3 \sim 19 < T_4 \sim 22 \sim T_{num} \sim 21 \quad (39)$$

and therefore we infer that the double precision numerical noise does not affect essentially the first appearance of the first three harmonics. On the other hand, the higher harmonics affect the first appearance of the excited harmonic due to nonlinear interaction. Indeed, the numerical output confirms this theoretical prediction (see figure 7). We have, for instance, $T_1(|\alpha_1|) = 13.5$ (numeric) and $T_1(|\alpha_1|) = 12.9$ (analytic).

In the double precision experiment with $L = 12$ ($N = 3$) in which we excite the third unstable mode only, with $c_3 = 1/2$, $c_{-3} = (0.3 - 0.4i)/2$, $\epsilon = 10^{-4}$, the first and the second gaps
are theoretically close, but they are open due to numerical noise. The most unstable gap is the second one, and we have the following qualitative estimate:

\[
\frac{T_3}{T_{num}} \sim \frac{4}{\sigma_3} \left( \frac{18}{\sigma_2} \right)^{-1} \sim \frac{2.06}{10.1} \sim \frac{1}{5} \ll 1.
\]  

(40)

This means that the generation time of the RW associated with the numerical noise is approximately five times larger than the first appearance time \(T_3\). The numerical output confirms this prediction, but the second harmonics appears a bit earlier \(T_{num} \sim 4T_3\) (see figure 8). The first appearance is well described by (33): in the numerical output, the maximum of the modulus is 2.237 982 in the point \((x, t) = (0.351 494, 5.7038)\), while formula (33) predicts the maximum of the modulus to be \(1 + 2\sin\phi_3 = 2.237 982\) in the point \((X_3, T_3(|\alpha_3|)) = (0.351 494, 5.7038)\). Therefore the first appearance approximation (33) works very well.

Reasoning as before, the upper bound for the maximum

\[
M(n, L) < 1 + 2\sqrt{1 - \left( \frac{n}{N+1} \right)^2}
\]

(41)
follows from the formulas
\[
\sin \phi_n = \sqrt{1 - \left(\frac{n}{L}\right)^2}, \quad \pi N < L < \pi(N + 1),
\]
and is obtained when \( L \) is close to \( \pi(N + 1) \). It follows that, if we have \( N \) unstable modes, the first RW has its maximum if the initial condition excites the first unstable mode \((n = 1)\). If, for instance, we have \( N = 3 \) unstable modes, if the initial perturbation excites the first \((n = 1)\), and if \( L \) is close to the upper bound \( \pi(N + 1) \), then the maximum value of the amplitude of the RW \((33)\) is close to 2.936 times the background.

In the next sections we derive the results summarized in this section.

3. The Cauchy problem via the finite gap method

Let us recall the main definitions from the periodic spectral theory of the self-focusing NLS equation \((1)\).

We use the following zero-curvature representation \([69]\): the function \( u(x,t) \) satisfies the NLS equation \((1)\) if and only if the following pair of linear problems is compatible:

\[
\begin{align*}
\hat{\Psi}_x(\lambda, x, t) &= U(\lambda, x, t)\hat{\Psi}(\lambda, x, t), \\
\hat{\Psi}_t(\lambda, x, t) &= V(\lambda, x, t)\hat{\Psi}(\lambda, x, t),
\end{align*}
\]

\[
U = \begin{bmatrix}
-i\lambda & iu(x,t) \\
\overline{iu(x,t)} & i\lambda
\end{bmatrix},
\]

\[
V(\lambda, x, t) = \begin{bmatrix}
-2i\lambda^2 + iu(x,t)\overline{u(x,t)} & 2i\lambda u(x,t) - u_x(x,t) \\
2i\lambda\overline{u(x,t) + \overline{u}_x(x,t)} & 2i\lambda^2 - iu(x,t)\overline{u(x,t)}
\end{bmatrix},
\]

where

\[
\hat{\Psi}(\lambda, x, t) = \begin{bmatrix}
\Psi_1(\lambda, x, t) \\
\Psi_2(\lambda, x, t)
\end{bmatrix}.
\]
The linear problem (43) can be rewritten as a spectral problem

$$\mathcal{L} \Psi(\lambda, x, t) = \lambda \Psi(\lambda, x, t),$$

(45)

where

$$\mathcal{L} = \begin{bmatrix} i\partial_x & u(x, t) \\ -u(x, t) & -i\partial_x \end{bmatrix}.$$ 

It is essential that $\mathcal{L}$ is not self-adjoint, and the spectrum of this problem typically contains complex points.

In the present text we consider the $x$-periodic problem:

$$u(x + L, t) = u(x, t).$$

(46)

In the periodic theory of the NLS equation the following two spectral problems are used to define the spectral data:

1. The spectral problem on the line, i.e. the spectral problem in $L^2(\mathbb{R})$. It is also called the main spectrum.
2. The spectral problem on the interval $[x_0, x_0 + L]$ with the following Dirichlet-type boundary conditions:

$$\Psi_1(\lambda, x_0, t) = \Psi_1(\lambda, x_0 + L, t) = 0.$$ 

(47)

This spectrum is called the auxiliary spectrum or divisor.

**Remark 1.** Let us point out that, in many papers dedicated to the finite-gap NLS solutions, a different auxiliary problem is used. Namely, one imposes the following symmetric boundary condition:

$$\Psi_1(\lambda, x_0, t) + \Psi_2(\lambda, x_0, t) = \Psi_1(\lambda, x_0 + L, t) + \Psi_2(\lambda, x_0 + L, t) = 0.$$ 

This approach has the following advantage: all divisor points are located in a compact area of the spectral curve, but it requires one extra divisor point and increases the complexity of the formulas.

1. The main spectrum. Consider a fixed time point $t = t_0$. To define the spectrum of the problem on the line, it is convenient to introduce the monodromy matrix. Consider the matrix equation

$$\mathcal{L} \hat{\Psi}(\lambda, x, t_0) = \lambda \hat{\Psi}(\lambda, x, t_0),$$

where $\hat{\Psi}$ is a $2 \times 2$ matrix with the initial condition

$$\hat{\Psi}(\lambda, x_0, t_0) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$ 

Then the monodromy matrix $\hat{T}(\lambda, x_0, t_0)$ is defined by:

$$\hat{T}(\lambda, x_0, t_0) = \hat{\Psi}(\lambda, x_0 + L, t_0).$$

The eigenvalues and eigenvectors of $\hat{T}(\lambda, x_0, t_0)$ are defined on a two-sheeted covering of the $\lambda$-plane. This Riemann surface $\Gamma$ is called the spectral curve. The monodromy
matrices corresponding to different $x_0$ and $t_0$ coincide up to conjugation, therefore $\Gamma$ is well-defined and does not depend on time. The eigenvectors of $\hat{T}(\lambda, x_0, t_0)$ are the Bloch eigenfunctions of $L$:

\[
\begin{align*}
\mathcal{L}\Psi(\gamma, x, t) &= \lambda(\gamma)\Psi(\gamma, x, t), \\
\Psi(\gamma, x + L, t) &= \kappa(\gamma)\Psi(\gamma, x, t), \quad \gamma \in \Gamma,
\end{align*}
\]

(48)

$\lambda(\gamma)$ denotes the projection of the point $\gamma$ to the $\lambda$-plane. If $\lambda(\gamma_1) = \lambda(\gamma_2)$, then $\kappa(\gamma_1)\kappa(\gamma_2) = 1$.

It is convenient to write:

\[
\kappa(\gamma) = e^{ip(\gamma)}.
\]

(49)

The multivalued function $p(\gamma)$ is called quasimomentum. Its differential $dp(\gamma)$ is well-defined and meromorphic on $\Gamma$, and all periods of $dp$ are real.

The spectrum of $\mathcal{L}$ is exactly the projection of the set $\{\gamma \in \Gamma, |\kappa(\gamma)| = 1\}$ to the $\lambda$-plane. Equivalently, the spectrum is defined by the condition:

\[
\text{Im}p(\gamma) = 0.
\]

For $\lambda \in \mathbb{R}$ the matrix $U$ is skew-hermitian, and the monodromy matrix is unitary, therefore the whole real line lies in the spectrum of $\mathcal{L}$ in $L^2(\mathbb{R})$. The end points of the spectrum are the branch points of $\Gamma$. At these points we have:

\[
\kappa(\gamma) = \pm 1.
\]

(50)

Equation (50) is also satisfied at the double points, which can be obtained by merging an even number of branch points. All real double points in the focusing NLS theory are removable, i.e. they do not arise in the inverse spectral transform. But a finite number of non-removable complex double points may be present, and they arise in the formulas for the finite-gap solutions.

Equivalently, the branch and double points of $\Gamma$ are exactly the eigenvalues of $\mathcal{L}$ on the spaces of periodic and antiperiodic functions:

\[
\begin{align*}
\mathcal{L}\Psi(\gamma, x, t) &= \lambda(\gamma)\Psi(\gamma, x, t), \\
\Psi(\gamma, x + L, t) &= \pm \Psi(\gamma, x, t), \quad \gamma \in \Gamma.
\end{align*}
\]

(51)

In our text we calculate the branch points of $\Gamma$ using formula (51).

If

\[
\Psi(\lambda, x, t) = \begin{bmatrix} \Psi_1(\lambda, x, t) \\ \Psi_2(\lambda, x, t) \end{bmatrix}
\]

satisfies (45), then the function

\[
\Psi^\dagger(\lambda, x, t) = \begin{bmatrix} \Psi_2(\lambda, x, t) \\ -\Psi_1(\lambda, x, t) \end{bmatrix}
\]

also satisfies the same equation with complex conjugate eigenvalue.
This immediately implies that $\Gamma$ is real, i.e. the set of branch points of $\Gamma$ is invariant with respect to the complex conjugation.

A potential $u(x,t)$ is called finite-gap if the spectral curve $\Gamma$ is algebraic, i.e. if it can be written in the form

$$\nu^2 = \prod_{j=1}^{2g+2} (\lambda - E_j).$$

(53)

It means that $\Gamma$ has only a finite number of branch points and non-removable double points. Such solutions can be written in terms of the Riemann theta-functions. Any smooth, periodic in $x$ solution admits an arbitrarily good finite gap approximation, for any fixed time interval.

2. The auxiliary spectrum. The auxiliary spectrum is defined as the set of points $\gamma \in \Gamma$ such that the first component of the Bloch eigenfunction is equal to zero at the point $x_0$.

$$\begin{align*}
\mathcal{L} \tilde{\Psi}(\gamma, x, t) &= \lambda(\gamma) \tilde{\Psi}(\gamma, x, t), \\
\tilde{\Psi}(\gamma, x + L, t) &= \kappa(\gamma) \tilde{\Psi}(\gamma, x, t), \\
\Psi_1(\gamma, x_0, t_0) &= 0.
\end{align*}$$

(54)

Equivalently, the auxiliary spectrum coincides with the set of zeroes of the first component of the Bloch eigenfunction:

$$\Psi_1(\gamma, x, t) = 0;$$

(55)

therefore it is called the divisor of zeroes. The zeroes of $\Psi_1(\gamma, x, t)$ depend on $x$ and $t$. The $x$, $t$ dynamics becomes linear after the Abel transform.

4. Spectral data for a small perturbation of the constant solution

In our paper we study small periodic perturbations of the spatially constant solution $u_0(x,t) = e^{2it}$.

Let us calculate the spectral data associated with such Cauchy data. We assume that $x_0 = t_0 = 0$, and in this section we write $u(x)$ instead of $u(x,0)$.

Let $u(x) = 1 + \epsilon v(x)$, where $0 < \epsilon \ll 1$, $v(x + L) = v(x)$. Then

$$U = \begin{bmatrix}
-i\lambda & i(1 + \epsilon v(x)) \\
\bar{i}(1 + \epsilon \bar{v}(x)) & i\lambda
\end{bmatrix},$$

where

$$v(x) = \sum_{k \neq 0} c_k e^{i \frac{2\pi k L}{L^2}}$$

(56)

is a smooth function.

Let us point out that a coefficient $c_0 \neq 0$ in (56) can always be eliminated using the scaling symmetry of NLS; therefore the constraint $c_0 = 0$, or, equivalently,
\[
\int_0^L v(x)dx = 0, \quad (57)
\]
is not a restriction. It is convenient to write:
\[
\mathcal{L} = \mathcal{L}_0 + \epsilon \mathcal{L}_1, \quad \mathcal{L}_0 = \begin{bmatrix}
i \partial_x & 1 \\
-1 & -i \partial_x
\end{bmatrix}, \quad \mathcal{L}_1 = \begin{bmatrix}0 & v(x) \\
-v(x) & 0
\end{bmatrix},
\]
and the spectral data for \(\mathcal{L}\) will be calculated using the perturbation theory near the spectral
data for \(\mathcal{L}_0\).

4.1. The spectral data for the unperturbed operator

The unperturbed spectral curve \(\Gamma_0\) is rational, and a point \(\gamma \in \Gamma_0\) is a pair of complex numbers
\(\gamma = (\lambda, \mu)\) satisfying the following quadratic equation:
\[
\mu^2 = \lambda^2 + 1.
\]
The Bloch eigenfunctions for the operator \(\mathcal{L}_0\) can be easily calculated explicitly:
\[
\psi_{\pm}(\gamma, x) = \begin{bmatrix}1 \\
\lambda(\gamma) \pm \mu(\gamma)
\end{bmatrix} e^{\pm \mu(\gamma)x},
\]
\(\mathcal{L}_0 \psi_{\pm}(\gamma, x) = \lambda(\gamma) \psi_{\pm}(\gamma, x).
\]
These eigenfunctions are periodic (antiperiodic) if and only if \(\mu_n \in \mathbb{Z}\) is an even (an odd) integer. Let us introduce the following notation:
\[
\mu_n = \frac{\pi n}{L}, \quad \lambda_n = \sqrt{\mu_n^2 - 1}, \quad \text{Re} \lambda_n + \text{Im} \lambda_n > 0, \quad n = 0, 1, 2, \ldots, \infty.
\]
Then the periodic and antiperiodic spectral points of \(\mathcal{L}_0\) are:
\[
\{\pm \lambda_n\}, \quad n = 0, 1, 2, \ldots, \infty.
\]
We also use the following notation:
\[
\lambda_{-n} = \lambda_n, \quad \mu_{-n} = -\mu_n, \quad n \geq 0.
\]
Let us recall that we assume \(L \neq \pi n\), where \(n \in \mathbb{N}_+\); therefore the point \(\lambda = 0\) is not resonant.
The case of resonant \(\lambda = 0\) requires a special treatment.

Taking into account that the squared eigenfunctions provide the proper basis for the linearized theory, we notice that the Fourier modes correspond to the points \(\mu_n\). These modes are unstable if the corresponding \(\lambda_n\) are imaginary (\(|\mu_n| < 1\)) and stable if the \(\lambda_n\) are real (\(|\mu_n| \geq 1\)), see the Introduction. Therefore the spectral points with \(|n| < \frac{L}{2}\) are unstable, and spectral points with \(|n| \geq \frac{L}{2}\) are stable.

We have the following basis of eigenfunctions for the periodic and antiperiodic problems:
\[
\psi_{n}^{\pm} = \begin{bmatrix}1 \\
\mu_n \pm \lambda_n
\end{bmatrix} e^{i\mu_n x}, \quad n \in \mathbb{Z},
\]
\(\mathcal{L}_0 \psi_{n}^{\pm} = \pm \lambda_n \psi_{n}^{\pm}.
\)
The curve \(\Gamma_0\) has two branch points \(E_0 = i, \quad E_0 = -i\) corresponding to \(n = 0\). If \(n > 0\), there is no branching at the points \(\pm \lambda_n\), but the monodromy matrix becomes diagonal with coinciding eigenvalues:
\[ T(\pm \lambda_n, 0, 0) = \begin{bmatrix} (-1)^n & 0 \\ 0 & (-1)^n \end{bmatrix}. \]

Such points are called resonant points. They are also the eigenvalues of the Dirichlet problem (54), and the Dirichlet eigenfunctions are given by
\[ \psi_n^{\text{Dir}}(x) = \psi^+_n(x) - \psi^-_n(x), \quad \psi_n^{\text{Dir}}(x) = \psi^+_n(x) - \psi^-_n(x), \quad n > 0. \]

Therefore the divisor of the unperturbed problem is located at the resonant points.

After a generic small perturbation such double points split into pairs of branch points, and no other branch points are generated. The divisor of the perturbed problem has exactly one point near each resonant point of the unperturbed problem.

### 4.2. The spectral data for the perturbed operator

To calculate the perturbed spectral curve, we develop the perturbation theory for the periodic and antiperiodic problems using the basis (59).

It is also convenient to introduce the following notation:
\[ \alpha_n = \epsilon \left( \tau_n - (\mu_n + \lambda_n)^2 \right) e_{-n}, \quad \beta_n = \epsilon \left( \tau_n - (\mu_n - \lambda_n)^2 \right) e_{n}, \quad n \geq 1, \quad (60) \]
\[ \alpha_n = \epsilon \left( \tau_n - (\mu_n - \lambda_n)^2 \right) e_{-n}, \quad \beta_n = \epsilon \left( \tau_n - (\mu_n + \lambda_n)^2 \right) e_{n}, \quad n \geq 1, \quad (61) \]

which is consistent with (10) since, for the unstable modes, \( e^{\pm i\phi_0} = \mu_n \pm \lambda_n \).

If \( v(x) \) has only one harmonic:
\[ v(x) = c_n e^{i\gamma_n x}, \]
then the matrix elements for \( \Sigma_1 \) can be easily calculated:
\[ \Sigma_1 \psi^+_m = \begin{bmatrix} c_n(\mu_m \pm \lambda_m) \\ 0 \end{bmatrix} e^{i\gamma_m x} + \begin{bmatrix} 0 \\ -\tau_n \end{bmatrix} e^{i\gamma_{-m} x} \]
\[ = \frac{c_n(\lambda_{m+2n} - \mu_{m+2n})(\mu_n \pm \lambda_n)}{2\lambda_{m+2n}} \psi^+_m + \frac{c_n(\lambda_{m+2n} + \mu_{m+2n})(\mu_n \pm \lambda_n)}{2\lambda_{m+2n}} \psi^-_{m+2n} \]
\[ - \frac{\tau_n}{2\lambda_{m-2n}} \psi^+_{m-2n} + \frac{\tau_n}{2\lambda_{m-2n}} \psi^-_{m-2n}. \]

Let us introduce the following notation: \( |\pm\rangle \) denotes the basic vector \( \psi^\pm_i \), \( |\pm\rangle \) denote the adjoint basis:
\[ \langle l_+ | m_+ \rangle = \delta_{lm}, \quad \langle l_- | m_- \rangle = \delta_{lm}, \quad \langle l_+ | m_- \rangle = \langle l_- | m_+ \rangle = 0. \]

For an arbitrary periodic perturbation, the matrix elements can be written in the following form:
\[ \langle m_+ | \Sigma_1 | l_+ \rangle = \frac{c_{(m-1)/2}(\lambda_m - \mu_m)(\lambda_l + \mu_l) - \tau_{-(m-1)/2}}{2\lambda_m} \]
\[ \langle m_- | \Sigma_1 | l_+ \rangle = \frac{c_{(m-1)/2}(\lambda_m + \mu_m)(\lambda_l + \mu_l) + \tau_{-(m-1)/2}}{2\lambda_m} \]
\[ \langle m_+ | \Sigma_1 | l_- \rangle = \frac{c_{(m-1)/2}(\lambda_m - \mu_m)(-\lambda_l + \mu_l) - \tau_{-(m-1)/2}}{2\lambda_m} \]
\[ \langle m | \xi | l \rangle = \frac{c_{(m-l)/2}(\lambda_m + \mu_m)(-\lambda_l + \mu_l) + c_{-(m-l)/2}}{2\lambda_m}. \]

Here we use a slightly non-standard notation: \( \langle f | \xi | g \rangle \) denotes the matrix element for both orthogonal and non-orthogonal bases. We also assume that \( c_{-(m-l)/2} = 0 \) if \( m - l \) is odd.

Let us recall some basic facts from the perturbation theory. Consider a small perturbation of a diagonal operator \( \mathcal{L} = \mathcal{L}_0 + \varepsilon \mathcal{L}_1 \). Let \( \lambda_1 \) be an eigenvalue of \( \mathcal{L}_0 \) of multiplicity \( k \). We can write:

\[ \mathcal{L}_0 = \begin{bmatrix} A_0 & 0 \\ 0 & D_0 \end{bmatrix}, \]

where \( A_0 \) denotes the \( k \times k \) diagonal matrix with diagonal elements equal to \( \lambda_1 \):

\[ A_0 = \begin{bmatrix} \lambda_1 & 0 & 0 & \ldots & 0 \\ 0 & \lambda_1 & 0 & \ldots & 0 \\ 0 & 0 & \lambda_1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & \lambda_1 \end{bmatrix} \]

and the block \( D_0 \) is diagonal and all diagonal elements are different from \( \lambda_1 \):

\[ D_0 = \begin{bmatrix} \lambda_2 & 0 & 0 & \ldots & 0 \\ 0 & \lambda_3 & 0 & \ldots & 0 \\ 0 & 0 & \lambda_4 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & \lambda_N \end{bmatrix}. \]

Denote the corresponding blocks of \( \mathcal{L}_1 \) by \( A_1, B_1, C_1, D_1 \) respectively:

\[ \mathcal{L}_1 = \begin{bmatrix} A_1 & B_1 \\ C_1 & D_1 \end{bmatrix}, \]

and consider the characteristic equation for \( \mathcal{L} \)

\[ \det(\mathcal{L} - \lambda \mathcal{E}) = 0, \]

where \( \mathcal{E} \) is the identity matrix.

Using the formula for the block matrix determinant

\[ \det \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \det D \det(A - BD^{-1}C), \]

and assuming that \( \lambda = \lambda_1 + \delta \lambda, |\delta \lambda| \ll 1 \), (63) implies that

\[ \det(\varepsilon A_1 - \delta \lambda E - \varepsilon^2 B_1 (D_0 - \lambda_1 E + \varepsilon D_1 - \delta \lambda E)^{-1} C_1) = 0, \]

where

\[ (D_0 - \lambda_1 E + \varepsilon D_1 - \delta \lambda E)^{-1} = \sum_{n=0}^{\infty} (D_0 - \lambda_1 E)^{-1}[(\delta \lambda E - \varepsilon D_1)(D_0 - \lambda_1 E)^{-1}]^n. \]

Let us point out that this procedure works for both hermitian and non-hermitian perturbations.
If the eigenvalues $\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n$ of $A_1$ are pairwise distinct, then, after a generic perturbation, the eigenvalue $\lambda_1$ of multiplicity $k$ splits into $k$ simple eigenvalues $\tilde{\lambda}_j(\varepsilon)$ such that $\tilde{\lambda}_j(\varepsilon) = \lambda_1 + \varepsilon \tilde{\lambda}_j + O(\varepsilon^2)$, $j = 1, \ldots, k$. Therefore, to calculate the perturbations of the eigenvalue $\lambda_1$ up to $O(\varepsilon^2)$ correction, it is sufficient to calculate the eigenvalues of the block $[A_0 + \varepsilon A_1]$ in the matrix $L$. Equivalently, we have the following rule:

**Lemma 1.** Let $L_0$ be a diagonal operator, and one of the eigenvalues of $L_0$ is equal to $\lambda_1$ and has multiplicity $k$. Denote the positions of $\lambda_1$ in $L_0$ by $j_1, \ldots, j_n$. Consider a small perturbation of $L_0$: $L = L_0 + \varepsilon L_1$.

Denote by $A_1$ the $k \times k$ matrix obtained from $L$ removing all rows and all columns except $j_1, \ldots, j_n$.

Assume that all eigenvalues $\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n$ of $A_1$ are pairwise distinct. Then, for sufficiently small $\varepsilon$, the operator $L$ has $k$ simple eigenvalues coinciding with the eigenvalues of $A_0 + \varepsilon A_1$, up to $O(\varepsilon^2)$ corrections.

**Remark 2.** The operator $A_0 + \varepsilon A_1$ in lemma 1 can be obtained by removing from $L$ all columns and all rows except $j_1, \ldots, j_n$.

Now we are ready to calculate the eigenvalues of $L$ to the leading order of perturbation theory using lemma 1.

Let us define

$$P_{ml} = \begin{bmatrix} \langle m_+ | \mathcal{L}_1 | l_+ \rangle & \langle m_+ | \mathcal{L}_1 | l_- \rangle \\ \langle m_- | \mathcal{L}_1 | l_+ \rangle & \langle m_- | \mathcal{L}_1 | l_- \rangle \end{bmatrix} = \begin{bmatrix} \frac{\varepsilon_{(m,n)/2} (\lambda_n - \mu) (\lambda_1 + \mu) - \varepsilon_{(m,n)/2} (\lambda_n - \mu) (\lambda_1 + \mu)}{2 \lambda_n} & \frac{\varepsilon_{(m,n)/2} (\lambda_n - \mu) (\lambda_1 + \mu) + \varepsilon_{(m,n)/2} (\lambda_n - \mu) (\lambda_1 + \mu)}{2 \lambda_n} \\ \frac{\varepsilon_{(m,n)/2} (\lambda_n + \mu) (\lambda_1 + \mu) - \varepsilon_{(m,n)/2} (\lambda_n + \mu) (\lambda_1 + \mu)}{2 \lambda_n} & \frac{\varepsilon_{(m,n)/2} (\lambda_n + \mu) (\lambda_1 + \mu) + \varepsilon_{(m,n)/2} (\lambda_n + \mu) (\lambda_1 + \mu)}{2 \lambda_n} \end{bmatrix}.$$ 

In the basis (59), operator $\mathcal{L}$ has the following form:

$$\mathcal{L} = \begin{bmatrix} \lambda_3 & 0 & 0 & \varepsilon P_{-1,3} & 0 & \varepsilon P_{-2,3} & 0 & \varepsilon P_{-3,3} \\ 0 & \lambda_2 & 0 & 0 & \varepsilon P_{-1,2} & 0 & \varepsilon P_{-2,2} & 0 \\ \varepsilon P_{-1,3} & 0 & \lambda_1 & 0 & 0 & \varepsilon P_{-1,1} & 0 & \varepsilon P_{-2,1} \\ 0 & \varepsilon P_{-1,2} & 0 & \lambda_0 & 0 & 0 & \varepsilon P_{-1,0} & 0 \\ \varepsilon P_{-1,3} & 0 & \varepsilon P_{-1,2} & 0 & \lambda_1 & 0 & 0 & \varepsilon P_{-1,1} \\ 0 & \varepsilon P_{-2,2} & 0 & \varepsilon P_{-2,1} & 0 & \lambda_2 & 0 & 0 \\ \varepsilon P_{-3,3} & 0 & \varepsilon P_{-3,2} & 0 & \varepsilon P_{-3,1} & 0 & \lambda_3 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \end{bmatrix}.$$

It is convenient to separate the periodic and antiperiodic subspaces.
\[
\hat{L}_{\text{even}} = \begin{pmatrix}
\lambda_4 & 0 & \epsilon P_{-4-2}\epsilon P_{-40} & \epsilon P_{-42} & \epsilon P_{-44} \\
0 & -\lambda_4 & \epsilon P_{-2-4} & \epsilon P_{-20} & \epsilon P_{-22} \\
\epsilon P_{0-4} & \lambda_0 & 0 & 0 & -\lambda_0 \\
\epsilon P_{0-2} & 0 & -\lambda_2 & \epsilon P_{2-2} & \epsilon P_{20} \\
\epsilon P_{4-4} & \epsilon P_{4-2} & \epsilon P_{40} & \epsilon P_{42} & \lambda_4 & 0 \\
\end{pmatrix}
\]

\[
\hat{L}_{\text{odd}} = \begin{pmatrix}
\lambda_3 & 0 & \epsilon P_{-3-1}\epsilon P_{-31} & \epsilon P_{-33} \\
0 & -\lambda_3 & \epsilon P_{-1-3} & \epsilon P_{-11} & \epsilon P_{-13} \\
\epsilon P_{1-3} & \lambda_1 & 0 & 0 & -\lambda_1 \\
\epsilon P_{1-1} & 0 & -\lambda_1 & \epsilon P_{13} \\
\epsilon P_{3-3} & \epsilon P_{3-1} & \epsilon P_{31} & \lambda_3 & 0 \\
\end{pmatrix}
\]

After this small perturbation, each resonant point of \(L_0\) either splits into two branch points, or remains a double point. By Lemma 1, to calculate the splitting of the resonant points \(\lambda_n, -\lambda_n\) to the leading order, it is sufficient to consider the following submatrices, corresponding to the linear spans of \(\{\psi^+_n, \psi^+_{-n}\}\) and \(\{\psi^-_n, \psi^-_{-n}\}\):

\[
Q^+_n = \begin{bmatrix}
\langle (-n)_+|\Sigma|(-n)_+ \rangle & \langle (-n)_+|\Sigma|n_+ \rangle \\
\langle (n)_+|\Sigma|(-n)_+ \rangle & \langle (n)_+|\Sigma|n_+ \rangle \\
\end{bmatrix}
= \begin{bmatrix}
\lambda_n & \epsilon e^{\pm i(\lambda_n+\mu_n)^2} \\
\epsilon e^{\pm i(\lambda_n+\mu_n)^2} & 2\lambda_n \\
\end{bmatrix}
\]

and

\[
Q^-_n = \begin{bmatrix}
\langle (-n)_-|\Sigma|(-n)_- \rangle & \langle (-n)_-|\Sigma|n_- \rangle \\
\langle (n)_-|\Sigma|(-n)_- \rangle & \langle (n)_-|\Sigma|n_- \rangle \\
\end{bmatrix}
= \begin{bmatrix}
-\lambda_n & \epsilon e^{-\pm i(\lambda_n+\mu_n)^2} \\
\epsilon e^{-\pm i(\lambda_n+\mu_n)^2} & -2\lambda_n \\
\end{bmatrix}
\]
and we obtain the following approximate formulas for the branch points:

\[
E_l = \lambda_n \mp \frac{\epsilon}{2\lambda_n} \sqrt{(\tau_n - c_n(\lambda_n + \mu_n)) (\tau_n - c_n(\lambda_n - \mu_n))} + O(\epsilon^2), \quad l = 2n - 1, 2n, \tag{65}
\]

\[
\tilde{E}_l = -\lambda_n \mp \frac{\epsilon}{2\lambda_n} \sqrt{(\tau_n - c_n(\lambda_n + \mu_n)) (\tau_n - c_n(\lambda_n - \mu_n))} + O(\epsilon^2), \tag{66}
\]

and, finally:

\[
E_l = \lambda_n \mp \frac{1}{2\lambda_n} \sqrt{\alpha_n \bar{\beta}_n} + O(\epsilon^2), \quad l = 2n - 1, 2n, \tag{67}
\]

\[
\tilde{E}_l = -\lambda_n \mp \frac{1}{2\lambda_n} \sqrt{\alpha_n \bar{\beta}_n} + O(\epsilon^2), \tag{68}
\]

where the order \( \epsilon \) parameters \( \alpha_n, \beta_n, \bar{\alpha}_n, \bar{\beta}_n \), are defined in (60), see figure 9. Here we assume that \( \text{Re} \sqrt{\alpha_n \bar{\beta}_n} \geq 0 \), \( \text{Re} \sqrt{\bar{\alpha}_n \beta_n} \geq 0 \) for unstable points, and \( \text{Im} \sqrt{\alpha_n \bar{\beta}_n} < 0 \), \( \text{Im} \sqrt{\bar{\alpha}_n \beta_n} < 0 \) for stable points. For perturbations of the unstable points we have:

\[
\tilde{E}_l = E_l. \tag{69}
\]

The eigenvalues \( \lambda_0 = i \) and \( -\lambda_0 = -i \) of \( \Sigma_0 \) are simple, and, due to the condition \( c_0 = 0 \) (see (58)), they are not perturbed at order \( \epsilon \); therefore \( E_0 = i + O(\epsilon^2), \tilde{E}_0 = -i + O(\epsilon^2) \).

Let us define the following enumeration for the unperturbed divisor points \( \gamma_n = (\lambda_n^{\text{div}}, \mu_n^{\text{div}}), n \neq 0 \):

\[
\lambda_n^{\text{div}} = \begin{cases} 
\lambda_n, & n > 0, \\
-\lambda_n, & n < 0,
\end{cases}
\]

\[
\mu_n^{\text{div}} = \mu_n.
\]

Let us calculate now the divisor positions up to \( O(\epsilon^2) \) corrections. In contrast with the branch points, the Bloch multipliers for the Dirichlet spectrum are generically different from \( \pm 1 \); moreover their absolute values do not have to be equal to one. Nevertheless they are sufficiently close to \( \pm 1 \) if the perturbation is small enough.

Consider the restrictions of the operators \( \Sigma_0, \Sigma_1 \) to the space with the Bloch boundary conditions:

\[
\Psi(x + L) = e^{i \mu \delta \mu} \Psi(x), \quad |\delta \mu| \ll 1. \tag{70}
\]

The eigenfunctions of \( \Sigma_0 \) in the space (70) are the functions \( \psi^{\pm}(\gamma, x) \), where \( \gamma \in \Gamma_0 \) are the following points:

\[
\mu_n(\delta \mu) = \frac{\pi n}{L} + \delta \mu, \quad \lambda_n(\delta \mu) = \sqrt{[\mu_n(\delta \mu)]^2 - 1},
\]

\[
\text{Re} \lambda_n(\delta \mu) + \text{Im} \lambda_n(\delta \mu) > 0.
\]

In contrast with the previous calculation, now

\[
\lambda_{-n}(\delta \mu) \neq \lambda_n(\delta \mu).
\]

Moreover

\[
\lambda_n(\delta \mu) = \lambda_n + \frac{\mu_n}{\lambda_n} \delta \mu + O((\delta \mu)^2).
\]
Let us denote the eigenfunctions of $\Sigma_0$ in (70) by:
\[
\psi_n^\pm(\delta \mu) = \left[ \begin{array}{c} 1 \\ \mu_n(\delta \mu) \pm \lambda_n(\delta \mu) \end{array} \right] e^{i[\vec{x}+\delta \mu]x},
\]
(71)

\[
\Sigma_0 \psi_n^\pm(\delta \mu, x) = \pm \lambda_n(\delta \mu) \psi_n^\pm(\delta \mu, x).
\]

Denote the matrix of $\Sigma$ in this basis by $\hat{L}(\delta \mu_n)$. Again, let $\{\hat{l}_\pm\}$ denote the basic vector $\hat{\psi}_1^\pm(\delta \mu)$, $\{\hat{l}_\pm\}$ denote the adjoint basis:
\[
\langle \hat{l}_+ | \hat{m}_+ \rangle = \delta_{lm}, \quad \langle \hat{l}_- | \hat{m}_- \rangle = \delta_{lm}.
\]
\[
\langle \hat{l}_+ | \hat{m}_- \rangle = \langle \hat{l}_- | \hat{m}_+ \rangle = 0.
\]

To calculate the divisor point $\gamma_n$ after perturbation we have to find a pair of numbers $\delta \lambda_n, \delta \mu_n$ such that the Dirichlet boundary condition (54) is fulfilled. In the basis (71) this condition can be reformulated as:

Matrix $\hat{L}(\delta \mu_n)$ has eigenvalue $\pm \lambda_n + \delta \lambda_n$ with the following property: the sum of all components of the eigenvector is equal to zero.

We have the following formula for $\hat{L}(\delta \mu)$:
\[
\hat{L}(\delta \mu) = \left[ \begin{array}{c c c c c}
\lambda_p(\delta \mu) & 0 & \cdots & \cdots & 0 \\
0 & -\lambda_p(\delta \mu) & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \lambda_p(\delta \mu) & 0 & \cdots & 0 \\
0 & 0 & \lambda_p(\delta \mu) & 0 & \cdots
\end{array} \right]
\]

where
\[
P_{ml}(\delta \mu) = \left[ \begin{array}{c}
\langle \hat{m}_+ | \Sigma_1 \hat{l}_+ \rangle \\
\langle \hat{m}_- | \Sigma_1 \hat{l}_+ \rangle \\
\langle \hat{m}_+ | \Sigma_1 \hat{l}_- \rangle \\
\langle \hat{m}_- | \Sigma_1 \hat{l}_- \rangle
\end{array} \right]
\]
\[
= \left[ \begin{array}{c c c c}
c_{l-0,2}(\lambda_n(\delta \mu) - \mu_n(\delta \mu)) (\lambda_p(\delta \mu) + \lambda_n(\delta \mu)) & c_{l-0,2}(\lambda_n(\delta \mu) - \mu_n(\delta \mu)) (\lambda_p(\delta \mu) + \lambda_n(\delta \mu)) & \cdots & \cdots \\
c_{l-0,2}(\lambda_n(\delta \mu) - \mu_n(\delta \mu)) (\lambda_p(\delta \mu) + \lambda_n(\delta \mu)) & c_{l-0,2}(\lambda_n(\delta \mu) - \mu_n(\delta \mu)) (\lambda_p(\delta \mu) + \lambda_n(\delta \mu)) & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\end{array} \right]
\]

Assuming $\delta \mu = O(\epsilon)$, we obtain
\[
P_{ml}(\delta \mu) = P_{ml} + O(\epsilon).
\]

Now we are ready to calculate the divisor positions to the leading order.

If $n > 0$ we consider the following block:
Let \( n_0 \) we consider the following block:

\[
Q_n^{\pm} = \begin{pmatrix}
\langle\{\{n-\|\delta n\}+\rangle | \Sigma | \{\{n-\|\delta n\}+\rangle \rangle & \langle\{\{-n\}+\rangle | \Sigma | \{\{-n\}+\rangle \rangle \\
\langle\{\{n-\|\delta n\}+\rangle | \Sigma | \{\{n-\|\delta n\}+\rangle \rangle & \langle\{\{-n\}+\rangle | \Sigma | \{\{-n\}+\rangle \rangle \\
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{\lambda_n - \frac{\mu_n}{\lambda_n} \delta \mu}{2\lambda_n} & \frac{\mu_n (\lambda_n - \mu_n)^2 - \epsilon_n}{2\lambda_n} \\
\frac{\mu_n (\lambda_n - \mu_n)^2 - \epsilon_n}{2\lambda_n} & \frac{\lambda_n + \frac{\mu_n}{\lambda_n} \delta \mu}{2\lambda_n}
\end{pmatrix},
\]

and for \( n < 0 \) we consider the following block:

\[
Q_n^{\pm} = \begin{pmatrix}
\langle\{\{-n\}+\rangle | \Sigma | \{\{-n\}+\rangle \rangle & \langle\{-n\}+\rangle | \Sigma | \{-n\}+\rangle \rangle \\
\langle\{-n\}+\rangle | \Sigma | \{-n\}+\rangle \rangle & \langle\{-n\}+\rangle | \Sigma | \{-n\}+\rangle \rangle \\
\end{pmatrix}
\]

\[
= \begin{pmatrix}
-\lambda_{-n} + \frac{\mu_n}{\lambda_{-n}} \delta \mu & -\frac{\mu_n (\lambda_n - \mu_n)^2 + \epsilon_n}{2\lambda_{-n}} \\
-\frac{\mu_n (\lambda_n - \mu_n)^2 + \epsilon_n}{2\lambda_{-n}} & -\lambda_{-n} - \frac{\mu_n}{\lambda_{-n}} \delta \mu
\end{pmatrix}.
\]

Let \( n > 0 \). The vector

\[
\begin{pmatrix}
1 \\
-1
\end{pmatrix}
\]

is an eigenvector for \( Q_n^+ \) iff

\[
-\frac{\mu_n}{\lambda_n} \delta \mu - \epsilon \frac{\mu_n (\lambda_n + \mu_n)^2 - \epsilon_n}{2\lambda_n} = \mu_n \delta \mu - \epsilon \frac{\mu_n (\lambda_n - \mu_n)^2 - \epsilon_n}{2\lambda_n};
\]

therefore, up to \( O(\epsilon^2) \) corrections, we have:

\[
\delta \mu_n = \frac{\epsilon}{4\mu_n} \left[ (\mu_n (\lambda_n - \mu_n)^2 - \epsilon_n) - (\mu_n (\lambda_n + \mu_n)^2 - \epsilon_n) \right],
\]

and

\[
\delta \lambda_n = -\frac{\mu_n}{\lambda_n} \delta \mu - \epsilon \frac{\mu_n (\lambda_n + \mu_n)^2 - \epsilon_n}{2\lambda_n}
\]

\[
= \frac{\epsilon}{4\lambda_n} \left[ -(\mu_n (\lambda_n - \mu_n)^2 - \epsilon_n) - (\mu_n (\lambda_n + \mu_n)^2 - \epsilon_n) \right]
\]

\[
= \frac{\epsilon}{4\lambda_n} \left[ (\epsilon_n + \epsilon_n) - \mu_n (\lambda_n - \mu_n)^2 - \epsilon_n (\lambda_n + \mu_n)^2 \right].
\]

From the definition of the quasimomentum we immediately obtain:

\[
p(\gamma_n) = \frac{\epsilon}{4\mu_n} \left[ (\mu_n (\lambda_n - \mu_n)^2 - \epsilon_n) - (\mu_n (\lambda_n + \mu_n)^2 - \epsilon_n) \right] + O(\epsilon^2) \quad (\text{mod } \pi/L).
\]

Finally we obtain:

\[
\lambda(\gamma_n) = \lambda_n + \frac{1}{4\lambda_n} [\alpha_n + \beta_n] + O(\epsilon^2), \quad p(\gamma_n) = \frac{1}{4\mu_n} [\alpha_n - \beta_n] + O(\epsilon^2).
\]

Analogously, this vector is an eigenvector for \( Q_n^- \) iff

\[
\frac{\mu_n}{\lambda_n} \delta \mu - \epsilon \frac{\mu_n (\lambda_n - \mu_n)^2 + \epsilon_n}{2\lambda_n} = \frac{\mu_n}{\lambda_n} \delta \mu - \epsilon \frac{\mu_n (\lambda_n + \mu_n)^2 + \epsilon_n}{2\lambda_n},
\]
and, up to $O(\epsilon^2)$ correction:

$$\delta \mu = \frac{\epsilon}{4 \mu_n} \left[ (c_n(\lambda_n + \mu_n)^2 - c_{-n}) - (c_{-n}(\lambda_n - \mu_n)^2 - c_n) \right],$$

$$\delta \lambda_{-n} = \frac{\mu_n}{\lambda_n} \delta \mu + \epsilon \frac{c_{-n}(\lambda_n - \mu_n)^2 - c_n}{2 \lambda_n}$$

$$= \frac{\epsilon}{4 \lambda_n} \left[ (c_n(\lambda_n + \mu_n)^2 - c_{-n}) + (c_{-n}(\lambda_n - \mu_n)^2 - c_n) \right]$$

$$= \frac{\epsilon}{4 \lambda_n} \left[ - (c_{-n} + c_n) + c_n(\lambda_n + \mu_n)^2 + c_{-n}(\lambda_n - \mu_n)^2 \right].$$

$$p(\gamma_{-n}) = \frac{\epsilon}{4 \mu_n} \left[ (c_n(\lambda_n + \mu_n)^2 - c_{-n}) - (c_{-n}(\lambda_n - \mu_n)^2 - c_n) \right] + O(\epsilon^2) \mod \pi/L,$$

and

$$\lambda(\gamma_{-n}) = -\lambda_n - \frac{1}{4 \lambda_n} \left[ \tilde{\alpha}_n + \tilde{\beta}_n \right] + O(\epsilon^2), \quad p(\gamma_{-n}) = \frac{1}{4 \mu_n} \left[ \tilde{\alpha}_n - \tilde{\beta}_n \right] + O(\epsilon^2).$$

A generic small perturbation of the constant solution generates an infinite genus spectral curve. Of course, it is natural to approximate it by a finite-genus curve. The perturbations corresponding to stable resonant points remain of order $\epsilon$ for all $t$ and can be well-described by the linear perturbation theory. Therefore we can close all gaps associated with stable points, obtaining a finite-gap approximation of the spectral curve.

5. The spectral curve for a single harmonic perturbation

Assume now that we perturb the constant solution by a one-frequency perturbation:

$$v(x) = c_{-n} e^{-i\frac{2\pi}{L} x} + c_n e^{i\frac{2\pi}{L} x}.$$  

(78)

Starting from this point, we assume that the perturbation (78) corresponds to an unstable resonant point; then $\lambda_n^\pm$ are purely imaginary.

As we discussed in section 2.2, the behavior of solutions, at least up to the first appearance, can be described using the genus two approximation, in which only the two gaps associated with the excited harmonic are open. Moreover, if all other non-zero gaps are stable, this approximation provides a good model for the long-time behavior. This is true, in particular, if $L/\pi > n > L/2\pi$.

To the leading order of perturbation theory, the curve $\Gamma$ has genus two and six branch points $E_0$, $E_0^\ast$, $E_{2n-1}$, $E_{2n-1}^\ast$, $E_{2n}$, $E_{2n}^\ast$. We use the following enumeration: $E_0 = i + O(\epsilon^2)$, $E_{2n-1} = \lambda_n + O(\epsilon)$, $E_{2n} = \lambda_n + O(\epsilon)$, and $\Gamma$ is defined by:

$$\mu^2 = (\lambda - E_0)(\lambda - E_{2n-1})(\lambda - E_{2n})(\lambda - E_0^\ast)(\lambda - E_{2n-1}^\ast)(\lambda - E_{2n}^\ast).$$

(79)

Here and below we assume that $\alpha_n \neq 0$, $\beta_n \neq 0$, and the approximating curve $\Gamma$ is non-degenerate for sufficiently small $\epsilon > 0$.

Let us denote:

$$\mu^{(0)}(\lambda) = \sqrt{\lambda^2 + 1},$$
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The natural compactification of \( \Gamma \) has two infinite points:

\[ \infty^+ : \mu \sim -\lambda^3, \quad \infty^- : \mu \sim \lambda^3. \]

We have the following system of cuts (see figure 10): the infinite cut from \( E_0 \) to \( \overline{E_0} \) passing through infinity along the imaginary axis and two finite cuts \([E_{2n-1}, E_{2n}]\), \([E_{2n-1}, E_{2n}]\). If \( \lambda \) is real then \( \mu > 0 \) on sheet one, and \( \mu < 0 \) on sheet two. We use a slightly non-standard agreement: we reach the point \( \infty^- \) if \( \lambda \to \infty \) in the right half-plane on the first sheet, and we reach the point \( \infty^+ \) if \( \lambda \to \infty \) in the left half-plane on the first sheet. We use solid lines to draw contours on sheet one and dashed lines on sheet two.

To calculate finite-gap solutions we need the periods of basic holomorphic differentials and some meromorphic differentials, the vector of Riemann constants and the Abel transform of the Dirichlet spectrum. Let us calculate them to the leading order.

5.1. The Riemann matrix

To start with, let us fix the following system of cycles:

The cycles \( a_1 \) and \( a_2 \) are on the sheet one.

On the sheet one:

1. If \( \text{Im} \lambda > \text{Im} \overline{E_0} \), then \( 0 \leq \arg \sqrt{\lambda - \overline{E_0}} \leq \pi / 2 \).
2. If \( \text{Im} \lambda < \text{Im} E_0 \), then \( -\pi / 2 \leq \arg \sqrt{\lambda - E_0} \leq 0 \).
3. If \( |\lambda - z_n| \gg |E_{2n} - E_{2n-1}| \), then \( \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})} = \lambda - z_n + O(\frac{\epsilon}{\lambda - z_n}) \).
4. If \( |\lambda - \overline{z_n}| \gg |E_{2n} - E_{2n-1}| \), then \( \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})} \sim \lambda - \overline{z_n} + O(\frac{\epsilon}{\lambda - \overline{z_n}}) \).

Therefore on the cycle \( a_1 \):

\[ \mu \sim \mu_n^{(0)}(z_n - \overline{z_n})(\lambda - z_n). \]
The basic holomorphic differentials are defined by the conditions:

$$\oint_{a_n} \omega_l = \delta_{ml}. \tag{80}$$

Let us check that

$$\omega_1 = M \frac{\lambda - r_1}{\mu} d\lambda, \quad \omega_2 = \frac{M}{2\pi i} \frac{\lambda - r_1}{\mu} d\lambda,$$

where

$$M = \mu_n^{(0)} + O(\epsilon^2), \quad r_1 = z_n - \delta_1, \quad \delta_1 = O(\epsilon^2),$$

and let us compute $\delta_1$. Let the cycle $a_1$ be the circle $|\lambda - z_n| = |E_{2n-1} - E_{2n-1}|$.

Then, on the cycle $a_1$, one has:

$$\omega_2 = \frac{M}{2\pi i} \frac{\lambda - r_1}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}} \frac{\lambda - r_1}{\sqrt{(\lambda - E_0)(\lambda - E_0)(\lambda - E_{2n-1})(\lambda - E_{2n})}} d\lambda.$$

We use the following standard formulas (for $R_0 > |E|$):

$$\oint_{|\nu| = R_0} \frac{d\nu}{\sqrt{\nu^2 - E^2}} = 2\pi i,$$

$$\oint_{|\nu| = R_0} \frac{\nu d\nu}{\sqrt{\nu^2 - E^2}} = 0,$$

$$\oint_{|\nu| = R_0} \frac{\nu^2 d\nu}{\sqrt{\nu^2 - E^2}} = \pi i E^2.$$
Let us denote:
\[ \lambda = \nu + z_n. \]

We have
\[ \mu = \sqrt{\nu^2 - \frac{1}{4} (E_{2n} - E_{2n-1})^2} \cdot \bar{\mu}, \]
where
\[ \bar{\mu} = \sqrt{\lambda - E_0)(\lambda - E_0)(\lambda - E_{2n-1})(\lambda - E_{2n})}. \]

Near the point \( \lambda = z_n \), or, equivalently, \( \nu = 0 \), we have the following expansion for \( \bar{\mu} \) in the first sheet:
\[ \bar{\mu} = \tilde{\mathcal{M}}(z_n - \bar{\nu}) \left[ 1 + \tilde{\sigma}_1 \nu + \tilde{\sigma}_2 \nu^2 + O(\nu^3) \right], \]
where
\[ \tilde{\sigma}_1 = \frac{1}{z_n - E_0} + \frac{1}{z_n - E_0} + \frac{1}{z_n - E_{2n-1}} + \frac{1}{z_n - E_{2n}}, \]
\[ \tilde{\sigma}_2 = \frac{1}{(z_n - E_0)(z_n - E_0)} + \frac{1}{(z_n - E_0)(z_n - E_{2n-1})} + \frac{1}{(z_n - E_{2n})}, \]
\[ + \frac{1}{(z_n - E_0)(z_n - E_{2n-1})} + \frac{1}{(z_n - E_0)(z_n - E_{2n})} + \frac{1}{(z_n - E_{2n-1})(z_n - E_{2n})}, \]
are the basic symmetric functions of roots,
\[ \tilde{\mathcal{M}} = \sqrt{(z_n - E_0)(z_n - E_0)} = \mu_0^{(0)} + O(\epsilon^2), \]
and
\[ \frac{1}{\bar{\mu}} = \frac{1}{\tilde{\mathcal{M}}(z_n - \bar{\nu})} \left[ 1 - \frac{1}{2} \tilde{\sigma}_1 \nu + \left[ \frac{3}{8} \tilde{\sigma}_1^2 \nu^2 + \frac{1}{2} \tilde{\sigma}_2 \nu^2 + O(\nu^3) \right] \right]. \]

On the cycle \( a_1 \):
\[ \omega_2 = \int_{a_1} \frac{\tilde{\mathcal{M}}}{2 \pi i \mathcal{M}(z_n - \bar{\nu})} \left[ 1 - \frac{1}{2} \tilde{\sigma}_1 \nu + O(\nu^2) \right] \left[ \nu + \delta_1 \right] \frac{d\nu}{\sqrt{(\nu - (E_{2n-1} - z_n))(\nu - (E_{2n} - z_n))}}, \]
\[ \frac{[\delta_1 + \nu - \frac{1}{2} \tilde{\sigma}_1 \nu - \frac{1}{2} \tilde{\sigma}_1 \nu^2 + O(\nu^3)]}{(z_n - \bar{\nu})} \frac{\tilde{\mathcal{M}} d\nu}{2 \pi i \mathcal{M}(\nu - (E_{2n-1} - z_n))(\nu - (E_{2n} - z_n))}, \]
and
\[ 0 = \frac{(z_n - \bar{\nu}) \tilde{\mathcal{M}}}{\mathcal{M}} \int_{a_1} \omega_2 = \delta_1 - \frac{1}{16} \tilde{\sigma}_1 (E_{2n} - E_{2n-1})^2 + O(\epsilon^3). \]

Therefore
\[ \delta_1 = \frac{1}{16} \tilde{\sigma}_1 (E_{2n} - E_{2n-1})^2 + O(\epsilon^3). \]
Analogously, on the cycle \( a_1 \) one has:

\[
\omega_1 = \frac{M}{2\pi i} \frac{(z_1 - \overline{z}_1 + O(\epsilon^2))d\lambda}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}\sqrt{(\lambda - E_0)(\lambda - E_{2n-1})(\lambda - E_{2n})}}
\]

\[
= \frac{M}{2\pi i} \frac{(z_1 - \overline{z}_1 + O(\epsilon^2))d\lambda}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}(\mu_n^{(0)}(z_1 - \overline{z}_1) + O(\epsilon^2))}
\]

\[
= \frac{M}{2\pi i} \frac{(1 + O(\epsilon^2))d\lambda}{\mu_n^{(0)}\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}}.
\]

Using

\[
\oint_{a_1} \omega_1 = 1,
\]

we obtain

\[
M = \mu_n^{(0)} + O(\epsilon^2).
\]

On the cycles \( a_1, b_1 \) we have:

\[
\frac{\lambda - \tau_1}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}} = 1 + \frac{\overline{\tau}_1}{\lambda - \overline{z}_n} + \frac{1}{8} \frac{(E_{2n} - E_{2n-1})^2}{(\lambda - \overline{z}_n)^2} + O((E_{2n} - E_{2n-1})^4); 
\]

therefore

\[
\oint_{a_1} \omega_1 = \left[1 + O(E_{2n} - E_{2n-1})^2\right] \cdot \frac{\mu_n^{(0)}}{2\pi i} \oint_{a_1} \frac{d\lambda}{\sqrt{(\lambda - E_0)(\lambda - E_{2n-1})(\lambda - E_{2n})(\lambda - E_{2n})}}.
\]

\[
\oint_{b_1} \omega_1 = \left[1 + O(E_{2n} - E_{2n-1})^2\right] \cdot \frac{\mu_n^{(0)}}{2\pi i} \oint_{b_1} \frac{d\lambda}{\sqrt{(\lambda - E_0)(\lambda - E_{2n-1})(\lambda - E_{2n})(\lambda - E_{2n})}},
\]

and

\[
b_{11} = \left[1 + O(\epsilon^2)\right] \hat{b},
\]

where \( \hat{b} \) is the \( b \)-period of the elliptic curve:

\[
\hat{\mu}^2 = (\lambda - E_0)(\lambda - E_{2n-1})(\lambda - E_{2n}).
\]

From [3] the answer is known and it is expressed in terms of the projective cross-ratio \( d \):

\[
d = \frac{(E_{2n-1} - E_0)(E_{2n} - E_0)}{(E_{2n-1} - E_0)(E_{2n} - E_0)}.
\]

\[
m = \left(\frac{\sqrt{d} - 1}{\sqrt{d} + 1}\right)^2.
\]

We can also write:
\[ \sqrt{m} = \frac{(E_{2n-1} - E_{2n})}{2i \left( \mu_n^{(0)} \right)} + O(\varepsilon^2). \]

The sign of the square root was chosen to comply with the following rule: if \( E_{2n-1}, E_{2n} \) are purely imaginary and \( \text{Im} E_{2n-1} > \text{Im} E_{2n} \), then \( b_{11} \) is purely imaginary. Therefore

\[ \sqrt{m} = \frac{i \sqrt{\alpha_n z_n}}{2 \lambda_n \left( \mu_n^{(0)} \right)^2} + O(\varepsilon^2). \]

\[ b_{11} \sim \tilde{b} = \frac{1}{2\pi i} \log \left( \frac{m}{16} + 8 \left( \frac{m}{16} \right)^2 + \ldots \right). \]  

We have the following approximation:

\[ \exp(\pi i b_{11}) = \frac{\sqrt{m}}{4} + O(\varepsilon^2) = \frac{i \sqrt{\alpha_n z_n}}{8 \lambda_n \left( \mu_n^{(0)} \right)^2} + O(\varepsilon^2). \]

To calculate \( b_{12} \) we use the following formula: for a regular function \( f(\lambda) \)

\[ \int_{E}^{1} \frac{\lambda f(\lambda) d\lambda}{\sqrt{\lambda^2 - E^2}} = \int_{0}^{1} f(\lambda) d\lambda + O \left( |\log(E)| \cdot E^2 \right), \quad 0 < E \ll 1; \]

therefore

\[ b_{12} = \frac{2 \mu_n^{(0)}}{2 \pi i} \int_{\text{Im} z_n}^{i} \frac{d\lambda}{\sqrt{(\lambda^2 + 1) (\lambda + i \text{Im} z_n)}} + O \left( |\log(\varepsilon)| \cdot \varepsilon^2 \right), \]

where \( \sqrt{\lambda^2 + 1} < 0 \) (dashed line on the contour). Equivalently,

\[ b_{12} = -\frac{i}{\pi} \log(\text{Im} \lambda_n) + O \left( |\log(\varepsilon)| \cdot \varepsilon^2 \right). \]

The Riemann matrix is symmetric, therefore

\[ b_{21} = b_{12}. \]

It is easy to check that

\[ b_{22} = -b_{11}. \]

### 5.2. The vector of Riemann constants

In the calculation of the Riemann constants we use the following basis of cycles (here the orientations of \( a_2, b_2 \) are the opposite with respect to the previous pictures. But this does not affect the answer, modulo periods).

Here we assume that \( E_0 \) is the starting point. Consider the standard octagon:

let us denote

\[ \vec{a}_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \vec{a}_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad \vec{b}_1 = \begin{bmatrix} b_{11} \\ b_{12} \end{bmatrix}, \quad \vec{b}_2 = \begin{bmatrix} b_{21} \\ b_{22} \end{bmatrix}. \]

The vector of Riemann constants is defined by (see [46]):
$$\vec{K} = \begin{bmatrix} K_1 \\ K_2 \end{bmatrix}$$

$$K_1 = \frac{b_{11}}{2} + \oint_{a_1} \omega_1(\gamma) A_1(\gamma) + \oint_{a_2} \omega_1(\gamma) A_2(\gamma).$$

$$K_2 = \frac{b_{22}}{2} + \oint_{a_1} \omega_2(\gamma) A_1(\gamma) + \oint_{a_2} \omega_2(\gamma) A_2(\gamma).$$

Here $\vec{A}(\gamma)$ denotes the Abel transform:

$$\vec{A}(\gamma) = \begin{bmatrix} A_1(\gamma) \\ A_2(\gamma) \end{bmatrix}, \quad A_j(\gamma) = \int_{E_0}^{\gamma} \omega_j.$$

In this section we use $E_0$ as the starting point of the Abel transform to be in agreement with the basis of cycles in figure 11, see figure 12.

Therefore

$$\oint_{a_1} \omega_1(\gamma) A_2(\gamma) + \oint_{a_2} \omega_2(\gamma) A_1(\gamma) = \oint_{a_2} d(A_1(\gamma) A_2(\gamma)) = A_1(\gamma) A_2(\gamma) \bigg|_{\gamma=E_0+a_2}^{\gamma=E_0+a_1}$$

$$= A_1(E_0 + a_2) A_2(E_0 + a_2) - A_1(E_0) A_2(E_0) = 0 \cdot 1 - 0 \cdot 0 = 0,$$

having used (80), and

$$A_1(E_0) = 0, \quad A_1(E_0 + a_1) = 1, \quad A_1(E_0 + a_2) = 0,$$

$$A_2(E_0) = 0, \quad A_2(E_0 + a_1) = 0, \quad A_2(E_0 + a_2) = 1.$$  \hspace{1cm} (85)
Therefore:

\[ \oint_{a_2} \omega_1(\gamma) A_2(\gamma) = -\oint_{a_2} \omega_2(\gamma) A_1(\gamma), \]

\[ \oint_{a_1} \omega_2(\gamma) A_1(\gamma) = -\oint_{a_1} \omega_1(\gamma) A_2(\gamma), \]

and

\[ K_1 = \frac{b_{11}}{2} + \oint_{a_1} \omega_1(\gamma) A_1(\gamma) - \oint_{a_2} \omega_2(\gamma) A_1(\gamma), \]

\[ K_2 = \frac{b_{22}}{2} - \oint_{a_1} \omega_2(\gamma) A_1(\gamma) + \oint_{a_2} \omega_2(\gamma) A_2(\gamma). \]

The last formulas are more convenient. In addition:

\[ \oint_{a_1} \omega_1(\gamma) A_1(\gamma) = \frac{1}{2} \oint_{a_1} d(A_1(\gamma)) = \frac{1}{2} [A_1^2(E_0 + a_1) - A_1^2(E_0)] = \frac{1}{2} [1^2 - 0^2] = \frac{1}{2}, \]

\[ \oint_{a_2} \omega_2(\gamma) A_2(\gamma) = \frac{1}{2} \oint_{a_2} d(A_2(\gamma)) = \frac{1}{2} [A_2^2(E_0 + a_2) - A_2^2(E_0)] = \frac{1}{2} [1^2 - 0^2] = \frac{1}{2}. \]

Therefore we obtain

\[ K_1 = \frac{b_{11}}{2} + \frac{1}{2} - \oint_{a_2} \omega_2(\gamma) A_1(\gamma), \]

\[ K_2 = \frac{b_{22}}{2} - \oint_{a_1} \omega_1(\gamma) A_2(\gamma) + \frac{1}{2}. \]

To complete the calculation we use the following fact: on both sides of the path connecting \( E_0 \) with \( E_{2n-1} \) the function \( \omega_1(\gamma) A_2(\gamma) \) has the same values; therefore the answer
does not depend on the initial point of $a_1$, and $a_1$ can be replaced by any homotopic contour. Analogously, on both sides of the path connecting $E_0$ with $E_{2n}$, the function $\omega_2(\gamma)A_1(\gamma)$ has the same values; therefore the answer does not depend on the initial point of $a_2$, and $a_2$ can be replaced by any homotopic contour. Let us remark that

$$A_2(E_{2n-1}) = A_2(E_{2n}), \quad A_1(E_{2n-1}) = A_1(E_{2n}),$$

and, on the cycles around the intervals $[E_{2n-1}, E_{2n}]$ and $[E_{2n-1}, E_{2n}]$, one can write respectively:

$$A_2(\gamma) = A_2(E_{2n-1}) + \tilde{A}_2(\gamma), \quad A_1(\gamma) = A_1(E_{2n}) + \tilde{A}_1(\gamma),$$

where $\tilde{A}_2(\gamma)$, $\tilde{A}_1(\gamma)$ have opposite values on opposite sides of the cuts. Therefore

$$\oint_{a_2} \omega_2(\gamma)\tilde{A}_1(\gamma) = \oint_{a_1} \omega_1(\gamma)\tilde{A}_2(\gamma) = 0,$$

and

$$K_1 = \frac{b_{11} \omega_1}{2} - \frac{1}{2} - \oint_{a_2} \omega_2(\gamma)A_1(E_{2n}),$$

$$K_2 = \frac{b_{22} \omega_1}{2} - \int_{a_1} \omega_1(\gamma)A_2(E_{2n-1}) + \frac{1}{2};$$

therefore

$$K_1 = \frac{b_{11}}{2} + \frac{1}{2} - A_1(E_{2n}),$$

$$K_2 = \frac{b_{22}}{2} + \frac{1}{2} - A_2(E_{2n-1}).$$

It is easy to check that:

$$A_1(E_{2n}) = -\frac{b_{12}}{2} + \frac{1}{2}, \quad A_2(E_{2n-1}) = -\frac{b_{21}}{2}.$$

Finally we obtain:

$$K_1 = \frac{b_{11}}{2} + \frac{b_{12}}{2}, \quad (86)$$

$$K_2 = \frac{b_{22}}{2} + \frac{b_{21}}{2} + \frac{1}{2}. \quad (87)$$

5.3. Periods of some meromorphic differentials

The formulas for finite-gap solutions include the following meromorphic differentials:

1. A 3rd kind meromorphic differential $\Omega$ with zero $a$-periods and first order poles at $\infty_+, \infty_-:

$$\Omega = -\frac{d\lambda}{\lambda} + O(1) \quad \text{at } \infty_+$$

$$\Omega = \frac{d\lambda}{\lambda} + O(1) \quad \text{at } \infty_-$$

$$\oint_{a_1} \Omega = \oint_{a_2} \Omega = 0.$$
Finally we obtain:

\[ A_j(\infty_-) - A_j(\infty_+) = Z_j = \frac{1}{2\pi i} \oint_{\Omega} \frac{d\lambda}{\mu^{(0)}(\lambda)} \cdot (\lambda - \lambda_n) + O(\varepsilon^2), \]

Again we assume \( E_0 \) to be the starting point of the Abel transform. Then:

\[ \tilde{A}(\infty_+) = -\tilde{A}(\infty_-). \]

Let us calculate \( \tilde{A}(\infty_-) \) up to \( O(\varepsilon^2) \) corrections. On the contour connecting \( E_0 \) with the infinite points we have

\[ \omega_1 = \frac{M}{2\pi i} \frac{\lambda - r}{\mu} d\lambda = \frac{\mu_n^{(0)}}{2\pi i} \frac{d\lambda}{\mu^{(0)}(\lambda) \cdot (\lambda - \lambda_n)} + O(\varepsilon^2), \]

\[ \omega_2 = \frac{M}{2\pi i} \frac{\lambda - r}{\mu} d\lambda = \frac{\mu_n^{(0)}}{2\pi i} \frac{d\lambda}{\mu^{(0)}(\lambda) \cdot (\lambda + \lambda_n)} + O(\varepsilon^2). \]

We know that

\[ \int \frac{d\lambda}{\mu^{(0)}(\lambda) \cdot (\lambda - \lambda_n)} = \frac{1}{\mu_n^{(0)}} \log \left[ \frac{\mu^{(0)}(\lambda)\mu_n^{(0)} - \lambda\lambda_n - 1}{\lambda - \lambda_n} \right], \]

\[ \int \frac{d\lambda}{\mu^{(0)}(\lambda) \cdot (\lambda + \lambda_n)} = \frac{1}{\mu_n^{(0)}} \log \left[ \frac{\mu^{(0)}(\lambda)\mu_n^{(0)} + \lambda\lambda_n - 1}{\lambda + \lambda_n} \right]. \]

At \( \infty_- \) we have \( \mu^{(0)}(\lambda) = \lambda + O(1/\lambda) \); therefore, up to \( O(\varepsilon^2) \) correction, we have:

\[ A_1(\infty_-) = \frac{1}{2\pi} \left\{ \log \left[ \frac{\mu^{(0)} - \lambda_n}{\mu_n^{(0)} - \lambda_n} \right] - \log \left[ \frac{-i\lambda_n - 1}{i - \lambda_n} \right] \right\} = -\frac{1}{4} + \frac{\arg(\mu_n^{(0)} - \lambda_n)}{2\pi}, \]

\[ A_2(\infty_-) = -\frac{1}{4} + \frac{\arg(\mu_n^{(0)} + \lambda_n)}{2\pi}. \]

Analogously, up to \( O(\varepsilon^2) \) correction:

\[ A_1(\infty_+) = \frac{1}{4} - \frac{\arg(\mu_n^{(0)} + \lambda_n)}{2\pi}, \]

\[ A_2(\infty_+) = -\frac{\arg(\mu_n^{(0)} + \lambda_n)}{2\pi}. \]

Finally we obtain:

\[ \tilde{A}(\infty_-) = \left[ \frac{1}{4} - \frac{\arg(\mu_n^{(0)} + \lambda_n)}{2\pi} \right] + O(\varepsilon^2), \]

\[ \tilde{A}(\infty_+) = \left[ \frac{1}{4} + \frac{\arg(\mu_n^{(0)} + \lambda_n)}{2\pi} \right] + O(\varepsilon^2), \]

\[ \dot{Z} = \left[ \frac{1}{4} - \frac{\arg(\mu_n^{(0)} + \lambda_n)}{2\pi} \right] + O(\varepsilon^2), \]

\[ \tilde{A}(\infty_+) = -\tilde{A}(\infty_-), \]

\[ \dot{Z} = \tilde{A}(\infty_-) - \tilde{A}(\infty_+). \] (88)
2. The 2nd kind meromorphic quasimomentum differential $dp$ such that

\[
\begin{align*}
dp &= -d\lambda + O(1) \quad \text{at } \infty_+ \\
dp &= d\lambda + O(1) \quad \text{at } \infty_- \\
\oint_{a_1} dp &= \oint_{a_2} dp = 0.
\end{align*}
\]

It is convenient to use the Riemann bilinear relations:

\[
\oint_{a_j} dp = -2\pi i \left[ \operatorname{res}_{\infty_+} [p\omega_j] + \operatorname{res}_{\infty_-} [p\omega_j] \right].
\]

\[
\oint_{a_1} dp = -2\pi i \frac{M}{2\pi i} \left[ \operatorname{res}_{\infty_+} \left[ -\frac{\lambda(\lambda - r_1)}{\mu} d\lambda \right] + \operatorname{res}_{\infty_-} \left[ \frac{\lambda(\lambda - r_1)}{\mu} d\lambda \right] \right] = 2\mu_n(0) + O(\epsilon^2). \quad (89)
\]

\[
\oint_{a_2} dp = -2\pi i \frac{M}{2\pi i} \left[ \operatorname{res}_{\infty_+} \left[ -\frac{\lambda(\lambda - r_1)}{\mu} d\lambda \right] + \operatorname{res}_{\infty_-} \left[ \frac{\lambda(\lambda - r_1)}{\mu} d\lambda \right] \right] = 2\mu_n(0) + O(\epsilon^2). \quad (90)
\]

3. A 2nd kind meromorphic differential $dq$ such that

\[
\begin{align*}
dq &= -d(\lambda)^2 + O(1) \quad \text{at } \infty_+ \\
dq &= d(\lambda)^2 + O(1) \quad \text{at } \infty_- \\
\oint_{a_1} dq &= \oint_{a_2} dq = 0.
\end{align*}
\]

Again it is convenient to use the Riemann bilinear relations:

\[
\oint_{a_j} dq = -2\pi i \left[ \operatorname{res}_{\infty_+} [q\omega_j] + \operatorname{res}_{\infty_-} [q\omega_j] \right].
\]

\[
\oint_{a_1} dq = -2\pi i \frac{M}{2\pi i} \left[ \operatorname{res}_{\infty_+} \left[ -\frac{\lambda^2(\lambda - r_1)}{\mu} d\lambda \right] + \operatorname{res}_{\infty_-} \left[ \frac{\lambda^2(\lambda - r_1)}{\mu} d\lambda \right] \right].
\]

\[
\oint_{a_2} dq = -2\pi i \frac{M}{2\pi i} \left[ \operatorname{res}_{\infty_+} \left[ -\frac{\lambda^2(\lambda - r_1)}{\mu} d\lambda \right] + \operatorname{res}_{\infty_-} \left[ \frac{\lambda^2(\lambda - r_1)}{\mu} d\lambda \right] \right].
\]

Taking into account that, for $\lambda \to \infty_{\pm}$,

\[
\mu = \mp \lambda^3 + O(\epsilon^2)\lambda^2 + O(\lambda),
\]

we obtain

\[
\oint_{a_1} dq = 2\lambda_n\mu_n(0) + O(\epsilon^2), \quad (91)
\]

\[
\oint_{a_2} dq = -2\lambda_n\mu_n(0) + O(\epsilon^2). \quad (92)
\]

Let us also provide formulas for the differentials: $\Omega$, $dp$, $dq$. Let us define the following differentials on $\Gamma$:
\[ \Omega_j = \frac{\lambda^j(\lambda - R_j)(\lambda - \bar{R}_j)}{\mu} \]

where the zeroes \( R_j, \bar{R}_j \) are determined by the normalization condition:

\[ \int_{a_1} \Omega_j = \int_{a_2} \Omega_j = 0. \]

We see that

\[ R_j = z_n + O(\varepsilon^2). \]

It is easy to check that

\[ \Omega = \Omega_0, \quad dp = \Omega_1 + O(\varepsilon^2)\Omega_0, \quad dq = 2\Omega_2 + O(\varepsilon^2)\Omega_1 + (1 + O(\varepsilon^2))\Omega_0. \]

Let us write the corresponding formulas for the unperturbed curve \( \Gamma_0 : \mu^{(0)}(\lambda) = \sqrt{\lambda^2 + 1} \).

The corresponding set of basic differentials has the following form:

\[ \Omega^{(0)}_j = \frac{\lambda^j d\lambda}{\mu^{(0)}}. \]

We have:

\[ \int_i \Omega^{(0)}_0 = \log \left[ \frac{\lambda(\gamma) + \mu^{(0)}(\gamma)}{i} \right], \quad (93) \]

\[ \int_i d\Omega^{(0)}_1 = \mu^{(0)}(\gamma), \quad (94) \]

\[ \int_i \Omega^{(0)}_2 = \frac{\lambda(\gamma)\mu^{(0)}(\gamma)}{2} - \frac{1}{2} \int_i d\Omega^{(0)}_0 = \frac{\lambda(\gamma)\mu^{(0)}(\gamma)}{2} - \log \left[ \frac{\lambda(\gamma) + \mu^{(0)}(\gamma)}{i} \right], \quad (95) \]

\[ p^{(0)}(\gamma) = \mu^{(0)}(\gamma), \quad q^{(0)}(\gamma) = \lambda(\gamma)\mu^{(0)}(\gamma), \quad dp^{(0)} = \Omega^{(0)}_1, \quad dq^{(0)} = 2\Omega^{(0)}_2 + \Omega^{(0)}_0. \]

5.4. Abel transform of the divisor

To calculate the Abel transform of the divisor point we use the following representation:

\[ dp = \frac{(\lambda - \mathcal{P}_0)(\lambda - \mathcal{P}_1)(\lambda - \bar{\mathcal{P}}_1)d\lambda}{\mu} \]

\[ \mathcal{P}_0 = O(\varepsilon^2), \quad \mathcal{P}_1 = \lambda_0 + O(\varepsilon^2). \]

Near the point \( \lambda_{n_0} \):

\[ dp = \frac{\lambda_{n_0} + O(\varepsilon^2)}{\mu^{(0)}_j} \frac{(\lambda - \mathcal{P}_1)d\lambda}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}} = \frac{\lambda_{n_0} + O(\varepsilon^2)}{\mu^{(0)}_j} d\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}, \]

and
\[ p = \left[ \frac{\lambda_n}{\mu_n^{(0)}} + O(\epsilon^2) \right] \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}, \mod \pi/L. \]

Therefore, if \( \gamma_n \) denotes the divisor point near \( \lambda_n \), then, from (72) and (73), we obtain:

\[ \lambda(\gamma_n) - \lambda_n = \frac{1}{4\lambda_n} [\alpha_n + \beta_n] + O(\epsilon^2), \]

\[ \sqrt{(\lambda(\gamma_n) - E_{2n-1})(\lambda(\gamma_n) - E_{2n})} = \frac{1}{4\lambda_n} [\alpha_n - \beta_n] + O(\epsilon^2). \]

Let us expand the holomorphic differentials \( \omega_1, \omega_2 \) near this point.

\[ \omega_1 = \frac{\mu_n^{(0)}}{2\pi i} + O(\epsilon^2) \frac{\lambda - \pi}{\mu} d\lambda = \frac{\mu_n^{(0)}}{2\pi i} \sqrt{\lambda^2 + 1} \frac{\lambda - \pi}{(\lambda - E_{2n-1})(\lambda - E_{2n})} \frac{d\lambda}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}} + O(\epsilon^2) \]

\[ = \frac{\mu_n^{(0)}}{2\pi i} \frac{1}{\sqrt{(\mu_n^{(0)})^2 + 2(\lambda - \lambda_n)(\lambda - \lambda_n)^2} \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}} + O(\epsilon^2) \]

\[ = \frac{\mu_0^{(0)}}{2\pi i} \frac{1}{\mu_n^{(0)}} \left[ 1 - \frac{\lambda_n}{(\mu_n^{(0)})^2} (\lambda - \lambda_n) \right] \frac{d\lambda}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}} + O(\epsilon^2) + O((\lambda - \lambda_n)^2) \]

\[ = \frac{1}{2\pi i} \frac{d\lambda}{(\lambda - E_{2n-1})(\lambda - E_{2n})} - \frac{1}{2\pi i} \frac{\lambda_n}{(\mu_n^{(0)})^2} d\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})} + O(\epsilon^2) + O((\lambda - \lambda_n)^2), \]

\[ \omega_2 = \frac{\mu_0^{(0)}}{4\pi i \lambda_n} d\rho(1 + O(\epsilon)) \sim \frac{1}{4\pi i \lambda_n} d\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}. \]

Therefore:

\[ \int \omega_1 = \frac{1}{2\pi i} \log \left[ (\lambda - \lambda_n) + \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})} \right] - \frac{1}{2\pi i} \frac{\lambda_n}{(\mu_n^{(0)})^2} \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})} + O(\epsilon^2) \]

\[ \int \omega_2 = \frac{1}{4\pi i \lambda_n} \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})} + O(\epsilon^2), \]

and we obtain:

\[ A_{1(\gamma_n)} = \frac{1}{2\pi i} \log \left[ \frac{(\lambda(\gamma_n) - \lambda_n) + \sqrt{(\lambda(\gamma_n) - E_{2n-1})(\lambda(\gamma_n) - E_{2n})}}{E_{2n-1} - \lambda_n} \right] + O(\epsilon), \]

\[ A_{2(\gamma_n)} = \frac{1}{4\pi i \lambda_n} \sqrt{(\lambda(\gamma_n) - E_{2n-1})(\lambda(\gamma_n) - E_{2n})} + O(\epsilon^2). \]

Finally we obtain:
\[ A_1(E_{2n-1})(\gamma_n) = \frac{1}{2\pi i} \log \left[ \frac{\alpha_n}{2\lambda_n(E_{2n-1} - \lambda_n)} \right] + O(\epsilon) \]  
\[ = \frac{1}{2\pi i} \log \left[ -\sqrt{\frac{\alpha_n}{\beta_n}} \right] + O(\epsilon), \tag{96} \]

\[ A_2(E_{2n-1})(\gamma_n) = \frac{1}{16\pi i \lambda_n^2} [\alpha_n - \beta_n] + O(\epsilon^2). \tag{97} \]

Analogously, near the point \(-\lambda_n\) we have:

\[ \omega_1 = \frac{\mu_n^{(0)}}{4\pi i \lambda_n^2} \phi(1 + O(\epsilon)) \sim -\frac{1}{4\pi i \lambda_n} d\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}, \]

\[ \omega_2 = \frac{\mu_n^{(0)}}{2\pi i} \frac{\lambda - \mu_i}{\mu} d\lambda \]
\[ = \frac{1}{2\pi i} \frac{\lambda - \mu_i}{\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})}} + \frac{\lambda_n}{2\pi i (\mu_n^{(0)})^2} d\sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n}) + O(\epsilon^2) + O((\lambda + \lambda_n)^2)}. \]

Therefore:

\[ \int \omega_1 = -\frac{1}{4\pi i \lambda_n} \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n}) + O(\epsilon^2)}, \]

\[ \int \omega_2 = \frac{1}{2\pi i} \log \left[ (\lambda + \lambda_n) + \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n})} \right] + \frac{\lambda_n}{2\pi i (\mu_n^{(0)})^2} \sqrt{(\lambda - E_{2n-1})(\lambda - E_{2n}) + O(\epsilon^2)} + \ldots \]

\[ A_1(E_{2n-1})(\gamma_{-n}) = -\frac{1}{4\pi i \lambda_n} \sqrt{(\lambda(\gamma_{-n}) - E_{2n-1})(\lambda(\gamma_{-n}) - E_{2n})} + O(\epsilon^2), \]

\[ A_2(E_{2n-1})(\gamma_{-n}) = \frac{1}{2\pi i} \log \left[ \frac{(\lambda(\gamma_{-n}) + \lambda_n) + \sqrt{(\lambda(\gamma_{-n}) - E_{2n-1})(\lambda(\gamma_{-n}) - E_{2n})}}{E_{2n-1} + \lambda_n} \right] + O(\epsilon). \]

But

\[ \lambda(\gamma_{-n}) + \lambda_n = -\frac{1}{4\lambda_n} \left[ \tilde{\alpha}_n + \tilde{\beta}_n \right] + \ldots \]

\[ \sqrt{(\lambda(\gamma_{-n}) - E_{2n-1})(\lambda(\gamma_{-n}) - E_{2n})} = -\frac{1}{4\lambda_n} \left[ \tilde{\alpha}_n - \tilde{\beta}_n \right] + O(\epsilon^2); \]

therefore

\[ A_1(E_{2n-1})(\gamma_{-n}) = \frac{1}{16\pi i \lambda_n^2} \left[ \tilde{\alpha}_n - \tilde{\beta}_n \right] + O(\epsilon^2), \tag{98} \]

\[ A_2(E_{2n-1})(\gamma_{-n}) = \frac{1}{2\pi i} \log \left[ -\frac{\tilde{\alpha}_n}{2\lambda_n(E_{2n-1} + \lambda_n)} \right] - \frac{1}{8\pi i (\mu_n^{(0)})^2} \left[ \tilde{\alpha}_n - \tilde{\beta}_n \right] + \ldots \]
\[ = \frac{1}{2\pi i} \log \left[ -\sqrt{\frac{\tilde{\alpha}_n}{\tilde{\beta}_n}} \right] + O(\epsilon). \tag{99} \]
6. Theta-functional formulas for wave function and potential

Let us recall the basic formulas from the finite-gap NLS theory.

We use the following normalization for the Riemann theta-functions:

$$\theta(z|B) = \sum_{n_1, n_2 \in \mathbb{Z}} \exp \left[ 2\pi i (n_1z_1 + n_2z_2) + \pi i (b_{11}n_1^2 + 2b_{12}n_1n_2 + b_{22}n_2^2) \right].$$

Normalization (100) implies the following periodicity properties:

$$\theta(z + a_1) = \theta(z)$$
$$\theta(z + a_2) = \theta(z)$$
$$\theta(z + \bar{b}_1) = \theta(z) \exp(-\pi ib_{11} - 2\pi iz_1)$$
$$\theta(z + \bar{b}_2) = \theta(z) \exp(-\pi ib_{22} - 2\pi iz_2).$$

The wave functions are defined by the Its formula [34]:

$$\Psi_1(\gamma, x, t) = \kappa_1(x, t) \exp \left( i x \int_{E_0}^\gamma dp + 2it \int_{E_0}^\gamma dq \right)$$
$$\times \theta(\bar{A}(\gamma) - \bar{U}_1x - \bar{U}_2t - \bar{A}(\gamma_n) - \bar{A}(\gamma_{-n}) - \bar{K}|B),$$
$$\Psi_2(\gamma, x, t) = \kappa_2(x, t) \exp \left( \int_{E_0}^\gamma \Omega + i x \int_{E_0}^\gamma dp + 2it \int_{E_0}^\gamma dq \right)$$
$$\times \theta(\bar{A}(\gamma) + \bar{Z} - \bar{U}_1x - \bar{U}_2t - \bar{A}(\gamma_n) - \bar{A}(\gamma_{-n}) - \bar{K}|B).$$

Here:

$$\bar{U}_1 = -\frac{1}{2\pi} \begin{bmatrix} f_{b_1} dp \\ f_{b_2} dp \end{bmatrix} \left[ \begin{array}{c} \mu_1^{(0)} \\ -\mu_2^{(0)} \end{array} \right] + O(e^2),$$

(101)

$$\bar{U}_2 = -\frac{2}{2\pi} \begin{bmatrix} f_{b_1} dq \\ f_{b_2} dq \end{bmatrix} \left[ \begin{array}{c} -2\lambda_1 \mu_1^{(0)} \\ 2\lambda_2 \mu_2^{(0)} \end{array} \right] + O(e^2).$$

(102)

To calculate the normalization functions \(\kappa_1(x, t), \kappa_2(x, t)\) we require the large \(\gamma\) expansions for \(\Psi_1(\gamma, x, t), \Psi_2(\gamma, x, t)\). To estimate integrals of meromorphic differentials, we use the following lemma:

**Lemma 2.** Let \(C\) be a positive constant. Denote by \(U_C\) the complement of the \(C\)-neighbourhood of the interval \([-i, i]\) in the \(\lambda\)-plane, and denote its preimages in \(\Gamma, \Gamma_0\) by \(U_C(\Gamma), U_C(\Gamma_0)\) respectively. We have a one-to-one correspondence between \(U_C(\Gamma)\) and \(U_C(\Gamma_0)\): the points with the same projections to the \(\lambda\)-plane lying on the same sheets are equivalent. Let \(\Omega\) denote one of the differentials \(\Omega, dp, dq\), and let \(\Omega^{(0)}\) denote the corresponding differential on \(\Gamma_0\), \(\Omega_0^{(0)}, dp^{(0)}, dq^{(0)}\). Then:
1. On the preimages of $\mathcal{U}_C$ we have, uniformly:

$$\hat{\Omega} - \hat{\Omega}^{(0)} = O\left(\frac{\epsilon^2 \lambda}{\lambda^2}\right).$$

(103)

2. Let $\gamma$ be a point of $\mathcal{U}_C(\Gamma)$, and $\gamma_0$ be the corresponding point of $\mathcal{U}_C(\Gamma_0)$. Then

$$\int_{E_0}^{\gamma} \hat{\Omega} - \int_{E_0}^{\gamma} \hat{\Omega}^{(0)} = O\left(\epsilon^2\right),$$

uniformly in $\mathcal{U}_C$. Here we assume that the projections of the integration paths do not intersect the dark areas in figure 13.

To prove the first statement, it is enough to note that the singular terms near infinity of $\hat{\Omega}$ and $\hat{\Omega}^{(0)}$ coincide by construction, and the regular terms can be easily estimated.

To prove the second statement, it is convenient to deform the integration path, connecting $E_0$ (respectively $i$) to $\gamma (\gamma_0)$ through a fixed point of $\mathcal{U}_C(\Gamma)$, say $i + 2Ci$, on the corresponding sheet. The estimates for the first part of the deformed contour are direct, and for the second part follow from (103).

Applying (93)–(95) for large $\gamma$, we obtain:

$$\Psi_1(\gamma, x, t) = (1 + O(\epsilon^2)) \cdot \kappa_1(x, t) \cdot \exp\left(i \mu^{(0)}_t x + 2i \lambda \mu^{(0)}_t\right)$$

$$\times \frac{\theta(\bar{A}(\gamma) - \bar{U}_1x - \bar{U}_2t - \bar{A}(\gamma_n) - \bar{A}(\gamma_{-n}) - \bar{K}|B)}{\theta(\bar{A}(\gamma) - \bar{A}(\gamma_n) - \bar{A}(\gamma_{-n}) - \bar{K}|B)},$$

$$\Psi_2(\gamma, x, t) = (1 + O(\epsilon^2)) \cdot \kappa_2(x, t) \cdot \frac{\lambda + \mu^{(0)}}{i} \cdot \exp\left(i \mu^{(0)}_t x + 2i \lambda \mu^{(0)}_t\right)$$

$$\times \frac{\theta(\bar{A}(\gamma) + \bar{Z} - \bar{U}_1x - \bar{U}_2t - \bar{A}(\gamma_n) - \bar{A}(\gamma_{-n}) - \bar{K}|B)}{\theta(\bar{A}(\gamma) - \bar{A}(\gamma_n) - \bar{A}(\gamma_{-n}) - \bar{K}|B)}.$$

Let us recall how the expansions of the wave functions near the infinite points are connected with the potential.

The properly normalized wave function satisfies the following linear spectral problem

$$\Psi_x = U \Psi, \quad U = \left[ \begin{array}{cc} -\frac{i}{\lambda} & i u^t(x, t) \\ \frac{1}{\lambda} & i u(x, t) \end{array} \right].$$

(104)

Near the point $\infty_+$, $\mu \sim -\lambda^3$ we have:

$$\Psi = \left[ 1 + \frac{\alpha^+}{\lambda} + \frac{\beta^+}{\lambda^2} + O\left(\frac{1}{\lambda^3}\right) \right] e^{-i\lambda x}.$$

Substituting this expansion into (104) we immediately obtain:

$$\beta^+_1 = -\frac{1}{2} u,$$

$$\alpha^+_1 = -\frac{i}{2} u^t,$$

$$\beta^+_2 = \frac{i}{4} u^t - \frac{1}{2} \bar{u} \alpha^+_1.$$

(105)
Analogously, near the point $\infty_-$, $\mu \sim \lambda^3$ we have
\[
\Psi = \left[ \alpha^{-} + \frac{\alpha^{-}}{\lambda} + \frac{\alpha^{-}}{\lambda^2} + O\left(\frac{1}{\lambda^3}\right) \right] \exp(i\lambda x),
\]
and
\[
\begin{align*}
\partial_{\gamma}\beta^{-1} &= 0, \\
\alpha^{-} &= \frac{\beta^{-}}{2} u, \\
\beta^{-} &= \frac{i\beta^{-}}{2} u, \\
\alpha^{-} &= \frac{i\beta^{-}}{4} u' + \frac{1}{2} u \beta^{-}.
\end{align*}
\] (106)

Moreover, using (44), one can easily check that
\[
\partial_{\gamma}\beta^{-1} = 0.
\]

1. To calculate $\kappa_1(x,t)$, assume that $\gamma \to \infty_+$:
\[
\mu^{(0)} = -\lambda - \frac{1}{2\lambda} + O\left(\frac{1}{\lambda^2}\right),
\]
\[
\exp\left(i\mu^{(0)} x + 2i\lambda\mu^{(0)} t\right) = \exp(-i\lambda x - 2i\lambda^2 t) \cdot \exp(-it) \cdot \left(1 + O\left(\frac{1}{\lambda}\right)\right) \cdot (1 + O(\epsilon^2)),
\]
and
\[
\kappa_1(x,t) = \frac{\theta(\mathcal{A}(\infty_+) - \mathcal{A}(\gamma_n) - \mathcal{A}(\gamma_{-n}) - \mathcal{B})}{\theta(\mathcal{A}(\infty_+) - U_1 x - U_2 t - \mathcal{A}(\gamma_n) - \mathcal{A}(\gamma_{-n}) - \mathcal{B})} \cdot \exp(it) \cdot (1 + O(\epsilon^2)).
\]
2. Assume now that $\gamma \to \infty$:

$$\mu^{(0)} = \lambda + \frac{1}{2\lambda} + O\left(\frac{1}{\lambda^2}\right),$$

$$\exp\left(i\mu^{(0)} x + 2i\lambda \mu^{(0)} t\right) = \exp(i\lambda x + 2i\lambda^2 t) \exp(it) \left(1 + O\left(\frac{1}{\lambda}\right)\right) \left(1 + O(\epsilon^2)\right)$$

and

$$\Psi_1(\gamma, x, t) = (1 + O(\epsilon^2)) \frac{\theta(\tilde{A}(\infty_+) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)} \exp(2it)$$

$$\times \frac{\theta(\hat{A}(\infty_-) - \hat{U}_1 x - \hat{U}_2 t - \hat{A}(\gamma_0) - \hat{A}(\gamma_n) - \hat{K}|B)}{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)} \exp(2it) \left(1 + O\left(\frac{1}{\lambda}\right)\right) \left(1 + O(\epsilon^2)\right).$$

3. Expanding $\Psi_2(x, t)$ near $\infty$ we obtain:

$$\beta^- (x, t) = (1 + O(\epsilon^2)) \kappa_2(x, t) 2 \epsilon^2 \frac{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}.$$

But

$$\beta^- (x, t) = \beta^- (0, 0) = \frac{2}{u(0, 0)};$$

therefore

$$\kappa_2(x, t) = (1 + O(\epsilon^2)) \frac{\epsilon^2}{u(0, 0)} \frac{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}.$$

4. Expanding $\Psi_2(x, t)$ near $\infty_+$, we obtain:

$$\beta_1^+ (x, t) = -(1 + O(\epsilon^2)) \frac{\epsilon^2}{u(0, 0)} \frac{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}.$$

Finally, using (105) and (106), we obtain:

$$u(x, t) = (1 + O(\epsilon^2)) \exp(2it) \frac{\theta(\tilde{A}(\infty_-) - \tilde{U}_1 x - \tilde{U}_2 t - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}{\theta(\tilde{A}(\infty_-) - \tilde{U}_1 x - \tilde{U}_2 t - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)} \left(1 + O(\epsilon^2)\right)$$

$$\times \frac{\theta(\tilde{A}(\infty_+) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)}{\theta(\tilde{A}(\infty_-) - \tilde{A}(\gamma_0) - \tilde{A}(\gamma_n) - \tilde{K}|B)} u(0, 0)$$
where

\[ \frac{\partial (A \infty) - \bar{Z} - A(\gamma_{n}) - \bar{K}|B)}{\theta(A \infty) - A(\gamma_{n}) - \bar{K}|B) = (1 + O^{2})} \]

\[ \frac{\partial (A \infty) - \bar{A}(\gamma_{n}) - \bar{A}(\gamma_{n}) - \bar{K}|B)}{\theta(A \infty) - A(\gamma_{n}) - \bar{K}|B) = (1 + O^{2})} \]

(108)

These solutions are expressed in terms of the genus 2 \( \theta \)-functions. If the gaps are horizontal or vertical \( (E_{2n} - E_{2n-1} \text{ is real or purely imaginary}) \), then these solutions can be expressed in terms of elliptic functions [53].

7. The solution of the Cauchy problem in terms of elementary functions

We want to evaluate the \( \theta \)-function representation (107) of the solution of our Cauchy problem

\[ u(x, t) = e^{2it} u(0, 0) \frac{\theta(Z^{+}(0, 0)|B)}{\theta(Z^{+}(0, 0)|B)} \frac{\theta(Z^{+}(x, t)|B)}{\theta(Z^{+}(x, t)|B)} (1 + O^{2}), \]

(109)

\[ u(0, 0) = 1 + \epsilon c_{n} + \epsilon c_{-n}, \]

where

\[ Z^{\pm}(x, t) = A(\infty) - \bar{U}x - \bar{U}t - \bar{A}(\gamma_{1}) - \bar{A}(\gamma_{2}), Z^{\pm} = \left( \begin{array}{c} z_{1}^{\pm} \\ z_{2}^{\pm} \end{array} \right). \]

(110)

We recall that the components \( b_{ij} \) of the B matrix are expanded as follows

\[ \pi ib_{11} \sim \log \left( \frac{\sqrt{\alpha_{n} \beta_{n}}}{k_{0} s_{n}} \right), \quad \pi ib_{22} \sim \log \left( \frac{\sqrt{\alpha_{n} \beta_{n}}}{k_{0} s_{n}} \right), \]

\[ 2\pi ib_{12} \sim \log \left( \frac{\sin \phi_{n}}{k_{0} s_{n}} \right)^{2}, \]

(111)

where

\[ \alpha_{n} = e^{2i\phi_{n} c_{-n}} = O(\epsilon), \]

\[ \beta_{n} = e^{-2i\phi_{n} c_{n}} = O(\epsilon), \]

\[ \bar{\alpha}_{n} = e^{-2i\phi_{n} c_{-n}} = -e^{-2i\phi_{n} c_{n}} = O(\epsilon), \]

\[ \bar{\beta}_{n} = e^{2i\phi_{n} c_{n}} = -e^{2i\phi_{n} c_{n}} = O(\epsilon), \]

(112)
so that
\[
e^{\pi i b_{11}} \sim \frac{\sqrt{\alpha_n \beta_n}}{\alpha_n e_n} = O(e), \quad e^{\pi i b_{22}} \sim \frac{\sqrt{\alpha_n \beta_n}}{\alpha_n e_n} = O(e),
\]
and
\[
e^{2\pi i c_{\pm}^2(x,t)} \sim \mp i\sqrt{\frac{\beta_n}{\alpha_n}} e^{\mp \phi(x,t) - i\alpha \beta_n}, \quad e^{2\pi i c_{\pm}^2(x,t)} \sim \pm i\sqrt{\frac{\beta_n}{\alpha_n}} e^{\mp \phi(x,t) + i\alpha \beta_n},
\]
where
\[
\phi_{\pm}(x,t) = ik_n x \pm \sigma_n t,
\]
and \(k_n = 2 \cos \phi_n, \sigma_n = 2 \sin(2\phi_n).\)

If \(0 \leq t \leq O(1),\) we have that \(\exp(2\pi i c_{\pm}^2(x,t)), \exp(2\pi i c_{\pm}^2(x,t)) = O(1)\); therefore
\[
e^{\pm 2\pi i c_{\pm}^2(x,t) + \sigma_n b_{\pm}} = O(e), \quad j = 1, 2, k = 1, 2.
\]

It follows that the \(\theta\) functions appearing in (109) acquire the contribution 1 from the lattice point \((0,0)\) and \(O(\epsilon)\) contributions from the lattice points \((-1,0), (1,0), (0,1), (0,-1)\); while the contributions of the other lattice points are \(O(\epsilon^2)\) and can be neglected:
\[
\frac{\theta(Z^+(x,t)|B)}{\theta(Z^-(x,t)|B)} = 1 + \Delta^+(x,t) + O(e^2 |\log \epsilon|)
\]
\[
\Delta^\pm(x,t) = (e^{2\pi i c_{\pm}^2} + e^{-2\pi i c_{\pm}^2}) e^{\sigma_n b_{\pm}} + (e^{2\pi i c_{\pm}^2} + e^{-2\pi i c_{\pm}^2}) e^{\sigma_n b_{\pm}}
\]
\[
\sim \pm \frac{i}{k_1 \sigma_1} \left[ \beta e^{-\phi_{\pm}(x,t)} + \alpha e^{-\phi_{\pm}(x,t) - \tilde{\beta} \epsilon + \tilde{\alpha} \epsilon} \right].
\]

Therefore
\[
\frac{\theta(Z^-(x,t)|B)}{\theta(Z^+(x,t)|B)} \sim \frac{1 + \Delta^-(x,t)}{1 + \Delta^+(x,t)} \sim 1 + \Delta^-(x,t) - \Delta^+(x,t)
\]
\[
= 1 + \frac{i}{\sigma_1} \left[ e^{\sigma_{-1}} (\beta e^{ik_1 x} + \alpha e^{-ik_1 x}) - e^{-\sigma_{-1}} (\beta e^{ik_1 x} + \alpha e^{-ik_1 x}) \right] + O(\epsilon^2 |\log \epsilon|).
\]

Consequently:
\[
\frac{\theta(Z^+(0,0)|B)}{\theta(Z^-(0,0)|B)} = 1 - \frac{i}{\sigma_1} \left[ \tilde{\beta} + \tilde{\alpha} + \alpha + \beta \right] + O(\epsilon^2 |\log \epsilon|)
\]
\[
= 1 - \epsilon(c_1 + c_{-1}) + O(\epsilon^2 |\log \epsilon|),
\]
and
\[
u(0,0) \frac{\theta(Z^+(0,0)|B)}{\theta(Z^-(0,0)|B)} = 1 + O(\epsilon^2 |\log \epsilon|).
\]

Using (118) and (120), we conclude that
\[
u(x,t) = e^{2\nu} \left\{ 1 + \frac{1}{\sigma_n} \left[ e^{\sigma_{-1} (\beta e^{ik_1 x} + \alpha e^{-ik_1 x}) - e^{-\sigma_{-1} (\beta e^{ik_1 x} + \alpha e^{-ik_1 x})}} \right] \right\}
\]
\[
+ O(\epsilon^2 |\log \epsilon|) = e^{2\nu} \left\{ 1 + \frac{2}{\sigma_n} \left[ \alpha_n \cos \left( k_n (x - X_n^+) \right) e^{\sigma_{-1} + i\phi_n} \right. \right.
\]
\[
+ \left. |\beta_n| \cos \left( k_n (x - X_n^-) \right) e^{-\sigma_{-1} - i\phi_n} \right\} + O(\epsilon^2 |\log \epsilon|).
\]
where
\[
X_n^+ = \frac{\arg(\alpha_n) - \phi_n + \pi/2}{k_n}, \quad X_n^- = -\frac{\arg(\beta_n) - \phi_n + \pi/2}{k_n}. \tag{122}
\]

If \( t = (\sigma_n)^{-1}O(1) \), the balance changes and the \( \theta \)-function is \( O(1) \) at the four points \((0, 0), (0, 1), (-1, 0), (-1, 1)\), and smaller in the remaining points; we are in the first non-linear stage of modulation instability (the first appearance of the RW). More precisely, if \( |t - T_n(|\alpha_n|)| \leq O(1) \), where
\[
T_n(\zeta) = \frac{1}{\sigma_n} \log \left( \frac{\sigma_n^2}{2\zeta} \right), \tag{123}
\]
then
\[
\theta(Z^\pm(x, t)|B) \sim 1 + e^{-2niz_1^2 + \pi ib_1} + e^{2niz_2^2 + \pi ib_2} + e^{2\pi i(z_2^2 - z_1^2) + \pi (b_1 + b_2 - 2b_{12})} - 2e^{\sigma_n^2(t - T_n(|\alpha_n|)) + \pi i\phi_0} \cos[k_n(x - X_n^+)], \tag{124}
\]

implying that the solution is described, to the leading \( O(1) \), by the Akhmediev 1-breather solution:
\[
u(x, t) = e^{2iu + 2i\phi_0} \frac{\cos[\sigma_n(t - T_n(|\alpha_n|)) + 2i\phi_0] + \sin(\phi_n) \cos[k_n(x - X_n^+) - \sin(\phi_n) \cos[k_n(x - X_n^+)]]}{\cos[\sigma_n(t - T_n(|\alpha_n|))] - \sin(\phi_n) \cos[k_n(x - X_n^+)]]} \tag{125}.
\]

The above two balances are obtained starting from the five-point scheme centered at the origin and moving upward on the secondary diagonal of the 2D parameter lattice. Therefore the next balance involves the five-point scheme centered at \((-1, 1)\), corresponding to the shift of the original summation area along the vector \((-1, 1)\). It means that we come back to the same point of the Liouville torus and, since \( g = 2 \), the potential \( u(x, t) \) is periodic up to a phase multiplier:
\[
u(x + \Delta x, t + T_p) = \exp(i\rho)u(x, t).
\]

In order to compute the period \( T_p \), the \( x \)-phase shift \( \Delta x \) and the phase increment \( \rho \) of the solution, we use the finite-gap formula (109).

We return to the starting point of the phase shift if the argument shift in the theta-functions coincide with a period:
\[
-\tilde{U}_1 \Delta x - \tilde{U}_2 T_p = \begin{pmatrix} b_{11} \\ b_{12} \end{pmatrix} n_1 + \begin{pmatrix} b_{21} \\ b_{22} \end{pmatrix} n_2 + \begin{pmatrix} 1 \\ 0 \end{pmatrix} m_1 + \begin{pmatrix} 0 \\ 1 \end{pmatrix} m_2. \tag{126}
\]

Taking into account that
\[
\tilde{U}_1 = \begin{pmatrix} -\frac{b_1}{2\pi} \\ -\frac{b_2}{2\pi} \end{pmatrix}, \quad \tilde{U}_2 = \begin{pmatrix} -\frac{i\sigma_2}{2\pi} \\ -\frac{i\sigma_1}{2\pi} \end{pmatrix} + O(\epsilon^2)
\]

we see that the first repetition corresponds to \( n_1 = 1, n_2 = -1 \) as expected. Separating the real and the imaginary parts of (126), we obtain, modulo \( \epsilon^2 \) corrections:
\[
\begin{bmatrix}
\frac{\sigma_n}{2\pi} \\
\frac{\pi}{2\pi}
\end{bmatrix}
T_p = 
\begin{bmatrix}
\text{Im}(b_{11} - b_{21}) \\
- \text{Im}(b_{22} - b_{12})
\end{bmatrix},
\]
(127)

\[
\begin{bmatrix}
\frac{\sigma_n}{2\pi} \\
\frac{\pi}{2\pi}
\end{bmatrix}
\Delta_x = 
\begin{bmatrix}
\text{Re}(b_{11} - b_{21}) \\
- \text{Re}(b_{22} - b_{12})
\end{bmatrix} = 
\begin{bmatrix}
\text{Re}(b_{11}) \\
- \text{Re}(b_{22})
\end{bmatrix}
\]
(128)

(we used here the fact that, in the leading approximation, \(b_{21} = b_{12}\) are purely imaginary).

From formulas (81) and (82) we obtain, to the leading order:

\[
b_{11} - b_{12} = \frac{1}{2\pi} \log |4\alpha_n\beta_n| = \frac{i}{2\pi} \log \left| \frac{\sigma_n^4}{4|\alpha_n\beta_n|} \right| + \frac{\arg (\alpha_n\beta_n)}{2\pi}.
\]

Therefore

\[
T_p = \frac{1}{\sigma_n} \log \left| \frac{\sigma_n^4}{4|\alpha_n\beta_n|} \right|,
\]

\[
\Delta_x = \frac{\arg (\alpha_n\beta_n)}{\kappa_n}.
\]

The theta-functions have the following periodicity property:

\[
\theta(z + \vec{b}_1 - \vec{b}_2) = \exp(-\pi i (b_{11} + b_{22} - 2b_{12})) \exp(-2\pi i (z_1 - z_2)) \theta(z);
\]

thus

\[
\frac{\theta(Z^- - \Delta_x, T_p)|B)}{\theta(Z^+ - \Delta_x, T_p)|B)} = \exp \left(2\pi i \left[(Z^+(0, 0) - Z^-(0, 0))_1 - (Z^+(0, 0) - Z^-(0, 0))_2\right] \right) \frac{\theta(Z^+(0, 0)|B)}{\theta(Z^+(0, 0)|B)}
\]

\[
= \exp \left(2\pi i \left[(\vec{A}(\infty_+) - \vec{A}(\infty_-))_1 - (\vec{A}(\infty_+) - \vec{A}(\infty_-))_2\right] \right) \frac{\theta(Z^- - (0, 0)|B)}{\theta(Z^+(0, 0)|B)}
\]

\[
= \exp \left(2\pi i \left[\left(\phi_n + \frac{1}{2}\right) - \left(-\phi_n + \frac{1}{2}\right)\right] \right) \frac{\theta(Z^- - (0, 0)|B)}{\theta(Z^+(0, 0)|B)}
\]

\[
= \exp \left(4i\phi_n\right) \frac{\theta(Z^- - (0, 0)|B)}{\theta(Z^+(0, 0)|B)}.
\]

We conclude that \(\rho = 2T_p + 4\phi_n\).
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