Computational Modeling of Biosynthesized Gold Nanoparticles in Black Camellia sinensis Leaf Extract
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In this research, gold nanoparticles (Au-NPs) are biosynthesized from tetrachloroaurate (AuCl₄⁻) aqueous solution through a simple and ecofriendly route using water extract of black Camellia sinensis leaf (C. sinensis L.) which acted as a reductant and stabilizer simultaneously. The prepared gold nanoparticles are characterized using UV-visible spectroscopy, X-ray diffraction (XRD), and transmission electron microscopy (TEM). Also, determination of the accurate predictor model for chemical reactions is particularly important because of high cost of the chemical materials and measurement devices. While the artificial neural networks (ANNs) are one of the appropriate tools to forecast any phenomena, due to the low number of data set related to chemical experimental was caused to provide appropriate model is a time-consuming iterative process. With the aim to improve the accuracy of the ANN model and overcome the local convergence of this problem, a global search technique, biogeography-based optimization (BBO) method which integrated by chaotic map is employed. The improved model showed minimum mean squared error (MSE) of 0.0134 and maximum coefficient of determination ($R^2$) equal to 0.9822 compared with several other famous ANN training algorithm, utilizing output experimental data obtained from biosynthesis proceeding.

1. Introduction

Nanotechnology is an expanding and emerging field of research that has been developing interest which focuses on the advancement of biosynthetic and synthetic techniques for preparation of nanoparticles over the globe with giant force in forming nanosolstice because of their wide applications. Due to the totally new or improved properties of nanoparticles, their applications are becoming quickly on different fronts like biomedical, pharmaceutical, catalysis, medicate conveyance, and antimicrobial [1].

Gold, platinum, silver, titanium, palladium, aluminum, iron, and copper including the different nanoparticles gained enormous consideration late because of their imperative significance [2]. Among the aforesaid metal nanoparticles, gold nanoparticle (Au-NP) is the most important due to its long history of medicinal use like treatment of cancer and arthritis [3] and due to their biocompatibility.

The biosynthesis of nanoparticles, which shows a relation between nanotechnology and biotechnology, has received enhance attention due to growing need to develop ecofriendly technologies for nanomaterial green synthesis. The gold nanoparticle biosynthesis has been reported using plant tissues, such as leaf, root, stem bark, and flower and also bacteria, fungi, and actinomycetes. Among other methods for biosynthesis of gold nanoparticles, extracellular synthesis has received much attention as it eliminates various steps [4]. The chemical, physical, and even the use of microbes have less attention than biosynthetic method using plant extracts for synthesis of nanomaterials. Due to absence of
any detrimental for the environment and the cost of production, biosynthesis method is more suitable for nanoscale metals [5].

Tea has been used socially and habitually and a medical drink of people since 3000 B.C. The scientific name of tea is Camellia sinensis, the species of a plant that is used as green and black leaves for the production of tea [6]. Tea leaves contain many compounds such as polyphenols of the flavonoid type (e.g., theaflavins, catechins), polysaccharides, vitamins, volatile oils, minerals, and purines and xanthine alkaloids type such as theobromine, caffeine, and theophylline [7]. Theaflavins in black tea and/or catechin in green tea are known as a stronger antioxidant compound [8].

The precise prediction model of chemical reaction based on experimental data is a significant subject because this concern could save the cost of numerous experiments. Artificial neural networks (ANNs) are one of the powerful predictor tools that have been widely used in the various science and medical and engineering and control in an effective manner [9–12]. ANN is composed from several elements known as neurons and is an idea of data processing inspired from human neural network [13]. The main feature of ANN is the capability of finding the correlation between the input and output data without any previous knowledge and ability of dealing with manifold variables as well as linear and nonlinear relationships [14]. In recent years, with the aim to overcome the drawbacks of backpropagation-based training of ANNs, such as slow convergence rate, large computational time, and getting stuck at local minima, some of evolutionary optimization algorithms, such as the genetic algorithm [11], the particle swarm optimization method [15, 16], and artificial bee colony [17], have been applied for training ANN and others [18, 19]. Also, the chaos theory [20] has been used to many aspects of the optimization science [21–25]. The chaotic maps can improve optimization algorithms by the ability of escaping to fall in local solutions and increasing the speed of convergence to reach global solution [26].

The objective of this paper is to reach an intelligent ANN model involving a combination of improved biogeography-based optimization (BBO) method [27] by chaos-based, with acceptable performance and simple topology, for forecasting the size of Au-NPs which obtained in biosynthesis process. The effect of reaction variables, volume of C. sinensis L. extract, reaction temperature, stirring time, and volume of AuCl₄⁻ was investigated on the size of Au-NPs. Also, the interrelations between each variable and the objective parameter were presented.

2. Materials and Methods

2.1. Materials. The black tea leaves (C. sinensis L.) was collected from the plantation in Cameron Highlands, Malaysia. Analytical grade tetrachloroaurate salt (H₂AuCl₄, 99.98%) was purchased from Sigma-Aldrich, USA, and was used as a gold precursor. All solutions were kept in the dark place to eschew any photochemical reactions and also were freshly prepared using double distilled water (DD water).

2.2. Extract Preparation. After drying, the black C. sinensis L. was milled into a powder form, stored in a black container, and kept at 25°C until further analyses. The finely ground C. sinensis L. (3.0 g) was heated in 100 mL of deionized water at 60°C for 20 min. Using a vacuum pump and Whatman filter paper no. 1 sample was isolated and residue reextracted again. The volatile solvent was removed using a rotary vacuum evaporator at 45°C. The concentrated aqueous extracts were kept in dark container at 5°C until used.

2.3. Synthesis of Au-NPs in C. sinensis L. Extract. In this procedure, 0.6 g of C. sinensis L. crude extract was added to 100 mL double distilled water with normal stirring for 1 h. Then, certain volume of C. sinensis L. (1, 2, 5, 10, and 20 mL) mixed with different volumes of AuCl₄⁻ (1 × 10⁻³ M) (1, 2, 5, 10, 20, and 30 mL) and mixed at different temperature (27, 35, 40, 50, 60, and 70°C) for variable stirring time (0.5, 1.5, 3, 6, and 9 h). The Au-NPs were gradually begun to produce during these periods. The Au-NPs in C. sinensis L. emulsion obtained were kept at 4°C. The obtained Au-NP suspensions were centrifuged at 30,000 rpm for 15 minutes and washed to remove gold ion residue. The precipitated Au-NPs were then dried at 35°C under vacuum condition.

2.4. Characterization Methods and Instruments. The Au-NPs/C. sinensis L. were characterized using physical and chemical instruments such as X-ray diffraction (XRD), transmission electron microscopy (TEM), and UV-vis spectroscopy. The structures of the Au-NPs were studied using the XRD (Phillips, X’Pert, Cu Ka). TEM images were obtained with a Hitachi H-7100® electron microscope (Hitachi High-Technologies Corporation, Tokyo, Japan). Mean particle size distributions of Au-NPs were determined using the UTHSCSA Image Tool® Version 3.0 program. The UV–vis spectra were recorded over the range of 300–800 nm with an H.UV 1650 PC-SHIMADZU B.

2.5. Artificial Neural Network Methodology. The methods of artificial intelligence have greatly been utilized in the different fields of the chemical application [28–30]. In neural network, each input is multiplied by the synaptic weight, added together, and applied with an activation function and then ANNs are trained repeatedly till the best relationship between the input and output values is obtained and reached a model after a sufficient number of learning repetitions or training known as epochs [31].

After the training step, the ANN presentation has generalization capacity with new input values to predict, simulate, and find the condition identified as testing procedure. The performance and accuracy of neural network is evaluated by two factors utilized to focus on configuration errors, coefficient of determination (R²), and mean square error (MSE):

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (p_{oi} - do_{i})^2,
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (p_{oi} - do_{i})^2}{\sum_{i=1}^{n} (p_{oi} - do_{i})^2}.
\]
where \( d_0 \) and \( p_0 \) are desired output and predicted output results from ANN, respectively. The \( a_m \) is the average amount of output over the entire number sample \( n \). The coefficient of determination \( \left(R^2\right) \) can be considered as performance criterion of the network by the linear regression of predicted values of ANN from the exact measured data. The accuracy of network based on test partition is index threshold of trained network. Therefore, the closer value to zero was the criteria to decide which model was better.

The following equation shows that the ranges of input variables are various, when each of the variables was normalized in the range of \(-1\) to \(1\).

\[
XN_i = \frac{(X_i - \text{Min} X)}{(\text{Max} X - \text{Min} X)} * 2 - 1 \quad i = 1, \ldots, \text{dim} (X),
\]

where \( XN_i \) denotes \( i \)th normalized input of \( X \), \( X_i \) is \( i \)th input variable of \( X \), and \( \text{Min} X \) and \( \text{Max} X \) show minimum and maximum input variable of \( X \), respectively.

### 2.6. Biogeography-Based Optimization (BBO) Method

Biogeography-based optimization method was suggested by Simon [27], which is a population and stochastic optimization technique for solving multimodal optimization. The BBO method is inspired from the concept of biogeography, which deals with the distribution of species that depend on different factors, such as rainfall, diversity of vegetation, diversity of topographic features, land area, and temperature [32]. A larger number of species are found in suitable areas compared with that of a less suitable area. The regions that are well suited as residents for species are evaluated by a habitat suitability index (HSI) (cost function), and the variables that characterize habitability are called suitability index variable (SIV) (variables). The large numbers of species on high HSI islands have many opportunities to emigrate into neighboring habitats with less number of species and share their good characteristics with those habitats, thus archiving a high species immigration rate. In BBO method, a poor solution is introduced to an island with low HSI and conversely a good solution is introduced to an island with high HSI. The poor solutions accept many new features from good solutions and improve their quality. Then, the shared features of the good solution still remain in the high HSI solutions. BBO consists of two main steps: migration and mutation. Migration step is a probabilistic operator that is intended to improve a candidate solution [33, 34]. The migration step is consisting of two different types: emigration and immigration, and that for each solution in each iteration, the rates of these types are adaptively indicated based on the fitness of the solution. In BBO, each candidate solution \( ha_i \) has its own emigration rate \( \mu_i \), and immigration rate \( \lambda_i \) is as follows:

\[
\mu_i = A \left( \frac{\gamma(i)}{ns} \right),
\]

\[
\lambda_i = B \left( 1 - \frac{\gamma(i)}{ns} \right),
\]

where \( ns \) is the population size and \( \gamma(i) \) presents the rank of \( i \)th individual in a ranked list which has been sorted based on the fitness of the population from the worst fitness to the best one (1 is worst and \( ns \) is best). Also, \( A \) and \( B \) are the maximum possible emigration and immigration rates, which are typically set to one. For sharing information between candidate solutions (habitats), different methods have been recommended in [35, 36], where migration is proposed by

\[
ha_i(SIV) = \delta * ha_i(SIV) + (1 - \delta) * ha_i(SIV),
\]

where \( \delta \) could be a random, deterministic number, or proportional to the relative fitness of the solutions \( ha_i \) and \( ha_j \), but it should be between 0 and 1. This means that in equation (5) (feature solution), SIV of \( ha_i \) comes from a combination of its own SIV and the emigrating solution is SIV.

Also, the mutation step is important; its purpose is to increase diversity among the population. The mutation rate is calculated in [27]:

\[
M_i = M_{\text{max}} \left( 1 - \frac{\partial_i}{\partial_{\text{max}}} \right),
\]

\[
ha_i(SIV) = ha_i(SIV) + 0.02 * (\text{VarMax} - \text{VarMin}),
\]

where \( \partial_i \) is the solution probability, \( \partial_{\text{max}} = \max \partial_i, i = 1, \ldots, \) \( ns \), and that \( ns \) is the population size and \( M_{\text{max}} \) is a user-defined parameter.

Based on the above description, the main steps of the BBO algorithm can be described as follows:

**Step 1. Initialization.** Set initial parameters: the number of iterations (necessary for the termination criterion) and population size, which indicates the number of habitats and create a random set of habitats (population), number of design variables, maximum immigration and emigration rates, and mutation coefficient.

**Step 2. Evaluation.** Compute corresponding HSI values and rank them on the basis of fitness.

**Step 3. Update Parameters.** Update the immigration rate \( \lambda_i \) and emigration rate \( \mu_i \) for each island/solution. Bad solutions have low emigration rates and high immigration rates, whereas good solutions have high emigration rates and low immigration rates.

**Step 4. Select Islands.** Probabilistically select the immigration islands based on the immigration rates and select the emigrating islands based on the emigration rates via roulette wheel selection.

**Step 5. Migration Phase.** Migrate randomly selected features (SIVs) based on the selected islands in the previous step, based on equations (3–5).
Step 6. Mutation Phase. Probabilistically carry out mutation based on the mutation probability for each solution, i.e., based on equations (6 and 7)

Step 7. Termination Criteria. Check if the termination criterion step is met and then stop; otherwise, go to Step 2

2.7. Chaotic Local Search. Initially, chaos theory was introduced by Hénon [20] and Lorenz [37]. Chaos is a common nonlinear occurrence in nature, where it is completely reflects the complexity of the system. Chaos maps can be applied in optimization methods to avoid entrapment in local optimal [25, 38]. Logistic map was introduced by May [39] that appears in nonlinear dynamics of biological population evidencing chaotic behavior. Also, this map demonstrates how complex behavior arises from simple deterministic system without the need of any random sequence and whose equation is as follows:

$$x_{n+1} = \delta x_n (1 - x_n),$$  \hspace{1cm} (8)

where $x_n$ is $n$th chaotic number and where $n$ presents the iteration number. If $x_0 \in (0, 1)$, then $x_n \in (0, 1)$ so that $x_0 \in [0.0, 0.25, 0.5, 0.75, 1.0]$. $\delta = 4$ was considered in this research. It has presented in [25] that the logistic map perfectly has improved quality of solution, which obtained from global optimization method. Therefore, the logistic map was used in this research as local search algorithm to improve optimization solution $x^\text{op} = (x_1^\text{op}, x_2^\text{op}, \ldots, x_T^\text{op})$ which has been obtained from BBO method. Then, the chaotic local search algorithm is as follows:

Step 1. Set variance range $[\alpha_t, \beta_t], t = 1, \ldots, T$ for each optimal variable $x_i^\text{opt}, t = 1, \ldots, T$ so that $x_i^\text{opt} - \epsilon < x_t^\text{opt}$ and $x_i^\text{opt} + \epsilon > \beta_t$, where $\epsilon$ is specified radius of chaos search. Also, set $k = 1$, where $k$ is the iteration index and specify the maximum number of iteration $K_1$.

Step 2. Generate chaotic variable $y_t$ by using equation (8).

Step 3. Map chaotic variable $y_t$ into variance range of each optimal variable is shown as follows:

$$x_t^k = x_t^\text{opt} - \epsilon + 2\epsilon y_t^k \hspace{1cm} \forall t = 1, \ldots, T. \hspace{1cm} (9)$$

Step 4. Update the best solution. If $f(x^k) < f(x^\text{opt})$, then $x^\text{opt} = x^k$.

Step 5. Termination criteria. If the termination criterion is met, then stop and output $x^\text{opt}$ is the best solution as the final result. Otherwise $k = k + 1$ and go to Step 3.

3. Results and Discussion

3.1. UV-vis Spectroscopy Analysis. Reduction of gold salt to Au-NPs during exposure to aqueous extract of C. sinensis L. could be followed by the change of color (Figures 1(a) and 1(b)). The fresh suspension of C. sinensis L. was light brownish in color (Figure 1(a)). After adding the gold ions into the aqueous extract of C. sinensis L., emulsion color turned to ruby red with the change in condition of reaction (Figure 1(b)). UV-vis spectroscopy has proven to be a useful spectroscopic method for the detection of synthesized metallic nanoparticles; for this reason, biosynthesized Au-NPs were studied by this method. The formation of Au-NPs was followed by measuring the surface plasmon resonance of the C. sinensis L. and Au-NPs/C. sinensis L. emulsions over the wavelength range from 250 to 800 nm. Figure 1 shows that Au-NPs started forming when AuCl$_4^-$ reacted directly with C. sinensis L. at a room temperature. The surface plasmon resonance band for Au-NPs absorbed at around 515–572 nm which indicates the spherical structure for these nanoparticles [40].

3.2. X-ray Diffraction. X-ray diffraction (XRD) pattern showed that the synthesized Au-NPs are formed in C. sinensis L. extract (Figure 2). A broad diffraction peak was observed at 22.77$, which is attributed to C. sinensis L. The XRD patterns of Au-NPs indicated that the structure of Au-NPs is a face-centered cubic. The peaks of XRD at 2$\theta$ of 38.28$, 44.58$, 64.82$, 77.66$, and 81.87$ could be attributed to the 111, 200, 220, 311, and 222 crystallographic planes of gold crystals, respectively [41, 42]. Based on XRD reference code no. 01-089-3697, the main crystalline phase was gold and there were no obvious any extra peaks in the XRD patterns.

3.3. Morphology Study. TEM image and particle distributions of Au-NPs on C. sinensis L. extract are shown in Figure 3. The TEM image and their size distribution have shown that mean diameter and standard deviation of Au-NPs were around 23.33 ± 6.69 nm. In the high magnification of TEM, it can be observed clearly that Au-NPs are surrounded by the C. sinensis L. extract. Based on the obtained results, the shape and size of the Au-NPs can also be controlled by C.
are the matrixes of biases for output and hidden layers, respectively, that can be useful for the prediction of the synthesized Au-NPs and volume of \( \text{AuCl}_4^- \).

3.4. Computational Models. In continuation, all computational programs are written in the MATLAB software, to make a representation for predicting the size of Au-NPs. A multilayer feedforward ANN with backpropagation (BP) algorithm was applied for modeling of experimental results so that the values of \( C. \text{sinensis} \) L. extract, reaction temperature, stirring time, and volume of \( \text{AuCl}_4^- \) as input variables and size of Au-NPs as output variables were used. Figure 4 shows the graphical proposed ANN model.

Therefore, the data set was split and shuffled into 80%, 20% shares for training and testing of the ANN model. A neural network with one hidden layer could reach suitable performance, while more increasing the number of hidden layers causes overfitting and more computational complexity. \( \text{MSE, } R^2 \) as indexes of network performance were used to evaluate the best fitting representation. The optimum network structure was chosen with a minimum value of MSE and maximum coefficient of determination \( R^2 \). Therefore, MLP neural network with 4-3-1 architecture and hyperbolic tangent sigmoid transfer function was chosen as neural network model. The hyperbolic tangent sigmoid function is as follows:

\[
    f(x) = \frac{2}{1 + e^{-2x}} - 1, \quad -1 \leq f(x) \leq 1. \quad (10)
\]

With the aim of obtaining the optimal neural network representation, the method for training should be decided, which means that finding the best training method to adjust weights and biases should be determined. Then in Figure 5(a), a general configuration of the developed ANN model is explained.

Therefore, five prominent training BP methods, Levenberg-Marquardt (LM) BP, gradient descent BP, BFGS quasi-Newton BP, BFGS quasi-Newton Fletcher-Reeves conjugate gradient (FCG) algorithm, and Bayesian regulation BP (BR) and BBO method and improved BBO (IBBO) algorithm by chaos local search method, were used with the intention of achieving the lowest possible MSE and greater coefficient of determination \( R^2 \). Table 1 shows mean and standard deviation of MSE and \( R^2 \) for 50 runs of each training algorithm. Then, the ANN models which trained with BBO and especially IBBO reached the best results with the lowest MSE and higher coefficient of determination compared with the other methods which were used in this research.

In the lowest amount for MSE related to training data, test and all data were reached by the ANN model that was trained by IBBO method with the following values: 0.00755, 0.01343, and 0.00873. Figure 6 shows the accuracy of the best ANN model, and \( R^2 \) for the test and train, and all data set have values of 0.98229, 0.98117, and 0.98028, respectively, which trained with IBBO method which error trend promises no overfitting happened and that has an acceptable performance and great agreement between predicted and actual values. Therefore, it is notable that from the outstanding performance of learning, the proposed model has an acceptable error (MSE of 0.06842) and high accuracy (\( R^2 \) of 0.82075) in the case of prediction data set that signifies the generalization of the proposed model.

Equation (11) represents the fitness function for the ANN model that correlates the input variables with output:

\[
    \text{ANN} = \tanh(W_1 \tanh(W_2 [x_1; x_2; x_3; x_4] + B_1) + B_0)),
\]

\[
    \text{WI} = \begin{bmatrix}
        -5.3192 \\
        -2.3258 \\
        9.0262
    \end{bmatrix},
\]

\[
    \text{WH} = \begin{bmatrix}
        1.4597 \\
        0.60898 \\
        6.646
    \end{bmatrix},
\]

\[
    \text{BH} = \begin{bmatrix}
        -1.0479 \\
        -3.5605 \\
        -0.22429
    \end{bmatrix},
\]

\[
    \text{BO} = 0.24604,
\]

where \( x_1, x_2, x_3, \) and \( x_4 \) show the input variables (WI, WH), which are matrices of weights for input and hidden layers and (BO, BH) are the matrixes of biases for output and hidden layers, respectively, that can be useful for the prediction of the size of Au-NPs in other situations without a need to do any real experiment by other researchers.

The relation between input and output variables was investigated separately which results confirm that condition for other input variables was constant. The results of Figure 7 present that the measurement of the size of Au-NPs decreases rapidly with the increasing the amount of volume of \( C. \text{sinensis} \) L. extract. Inversely increasing the values of the stirring time, temperature of reaction, and volume of \( \text{AuCl}_4^- \) will increase the size of Au-NPs.

Also, the effects of each two combinations of input variables and on the size of nanoparticles were investigated and presented in Figures 8(a)–8(f). The effects of stirring time and temperature of reaction on output are displayed in Figure 8(a). The points of light and dark blue, yellow, and red area show more effectiveness of increasing property of
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value of reaction temperature compared with the stirring time. Therefore, the minimum size of Au-NPs happened during less than 1 hour of stirring time at 27°C and also maximum size of Au-NPs has arisen in 9 hours at 70°C. The impacts of estimations of the volume of *C. sinensis* L. extract and reaction temperature are displayed in Figure 8(b). The points were indicated in red, yellow, and light and dark blue areas; it can be concluded that “increasing the volume of *C. sinensis* L. extract has a direct effect on the reduction property and more effectiveness than the value of reaction temperature which has the increasing size of Au-NPs.”

The minimum size of Au-NPs is accrued in the experimental condition at 27°C and 20 mL of *C. sinensis* L. extract. Also, the Au-NPs’ maximum size was outcropped at 70°C and 1 mL of *C. sinensis* L. extract.

A change in the volume of AuCl$_4^-$ and the reaction temperature and its effect on the size of the Au-NPs is shown in Figure 8(c). The points in red area show the increasing property of both variables on the size of Au-NPs. The minimum size of Au-NPs was synthesized in less than 5 mL of AuCl$_4^-$ at 27°C, and also the maximum size of Au-NP was prepared at 70°C and 30 mL of AuCl$_4^-$. The effects of the volume of AuCl$_4^-$ and stirring time of reaction on the size of nanoparticles are shown in Figure 8(d). The points of light and dark blue, yellow, and red areas show more increasing property of stirring time than the volume of AuCl$_4^-$. Then, maximum size of Au-NPs is synthesized after 9 hours of stirring time and 30 mL of AuCl$_4^-$ and minimum size of Au-NPs is prepared after 0.5 hour of stirring time and less than 5 mL of AuCl$_4^-$. The size of Au-NPs based on the values of *C. sinensis* L. extract volume and stirring time is presented in Figure 8(e). The results showed that the volume of *C. sinensis* L. extract is more effective compared to the reaction stirring time in the control size of Au-NPs.

In Figure 8(f), the size of Au-NPs based on the volume of *C. sinensis* L. extract and volume of AuCl$_4^-$ is represented. The figure shows “the volume of *C. sinensis* L. extract has
decreasing property and more effectiveness than volume of \( \text{AuCl}_4^- \) which has the increasing property on size of Au-NPs.

Then, the points of Figure 8(f) show that the maximum size of Au-NPs has occurred 30 mL of \( \text{AuCl}_4^- \) and 1 mL of \( C. \text{sinensis} \) L. extract, while the minimum size of Au-NPs has occurred 20 mL of \( C. \text{sinensis} \) L and less than 5 mL of \( \text{AuCl}_4^- \).

### 4. Conclusion

In this research, an optimized ANN model was proposed in order to estimate accurate size of Au-NPs synthesized by green method. A number of various input parameters such as the volume of \( C. \text{sinensis} \) L. extract, temperature of reaction, stirring time, and volume of \( \text{AuCl}_4^- \) were introduced.
that measure the size of Au-NPs by using the ANN model and compare with actual results that obtained from TEM. Subsequently, a combination of chaos and BBO methods was applied to weight training of the ANN model. It was also disclosed that IBBO training algorithm with 4-3-1 architecture and using the sigmoid transfer function for hidden and output layers yields the better results than other well-known training algorithms. So, IBBO algorithm can be a useful candidate for training ANNs. Also, the close fitting of simulated values to experimental data as satisfactory confirmed the performance of the trained ANN model. It was divulged that increasing the reaction of temperature, volume of AuCl$_4^-$, and stirring reaction time leads to increased size of nanoparticles. The results indicated this fact that with
the increasing volume of *C. sinensis* L. extract, the size of Au-NPs decreases. The minimum and maximum sizes of Au-NPs are shown in experimental condition as follows: 25 to 70 °C, 0.5 to 9 hours for stirring time, 20 to 2 mL of *C. sinensis* L. extract, and 5 to 30 mL of AuCl$_4^-$, respectively (around 7 to 36 nm). As a result, the proposed model can be used as a valuable and alternative tool for the prediction of the size of the synthesized Au-NPs.
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