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ABSTRACT. Different versions of percolation games on $\mathbb{Z}^2$, with parameters $p$ and $q$ that indicate, respectively, the probability with which a site in $\mathbb{Z}^2$ is labeled a trap and the probability with which it is labeled a target, are shown to have probability 0 of culminating in draws when $p + q > 0$. We show that, for fixed $p$ and $q$, the probability of draw in each of these games is 0 if and only if a certain 1-dimensional probabilistic cellular automaton (PCA) $F_{p,q}$ with a size-3 neighbourhood is ergodic. This allows us to conclude that $F_{p,q}$ is ergodic whenever $p + q > 0$, thereby rigorously establishing ergodicity for a considerable class of PCAs.

1. INTRODUCTION

1.1. Overview of the paper. There are two aspects to this paper that share a deep connection with each other: a class of 1-dimensional probabilistic cellular automata (henceforth abbreviated as PCA), and a collection of percolation games that are studied on the 2-dimensional lattice $\mathbb{Z}^2$. At the very outset, we give a brief sketch of the specific PCAs and the versions of percolation games that we focus on, while their detailed descriptions are provided in §2.2 and §2.1 respectively.

The key components constituting our PCA (that we henceforth refer to as $F_{p,q}$) are the alphabet $\{0, 1\}$, the universe $\mathbb{Z}$, the neighbourhood $\mathcal{N} = \{0, 1, 2\}$, and the parameters $p$ and $q$ with $(p, q) \in \mathcal{S}$, where

$$\mathcal{S} = \{(p', q') \in [0, 1]^2 : 0 < p' + q' \leq 1\}.$$  \hspace{1cm} (1.1)

A configuration for this PCA at a given time $t$ is an element $\eta_t$ of $\{0, 1\}^\mathbb{Z}$, and its evolution can be described as follows: the state $\eta_{t+1}(n)$ of a site $n \in \mathbb{Z}$ at time $t+1$ is updated, independent of the updates happening at all other sites, according to a probability distribution that is supported on $\{0, 1\}$ and that depends on $(\eta_i(n+i) : i \in \mathcal{N})$, i.e. on the states $\eta_i(n)$, $\eta_i(n+1)$ and $\eta_i(n+2)$ of the sites $n$, $n+1$ and $n+2$ at time $t$. The precise description of these probability distributions can be found in §2.2. We remark here that in the sequel, much of our mathematical analysis is carried out on a different but related PCA, $\hat{F}_{p,q}$, with alphabet $\{0, \cdot, 1\}$, that is referred to as the envelope to $F_{p,q}$, since it serves to provide a more direct connection with the percolation games we study in this paper (see §2.3).

We now come to an overview of the various percolation games we are concerned with, in each of which the parameters $p$ and $q$, with $(p, q) \in \mathcal{S}$, are fixed a priori, and we begin by assigning, independently to
every vertex of \( \mathbb{Z}^2 \), a (random) label that reads *trap* with probability \( p \), *target* with probability \( q \), and *open* with the remaining probability \( r = 1 - p - q \). A token is placed at a vertex of \( \mathbb{Z}^2 \), termed the *initial vertex*, at the start of each game, and two players take turns to make moves. A *move* involves relocating the token from its current position \((x, y)\) (say) to any vertex in the set \( \text{Out}(x, y) \), where

(i) \( \text{Out}(x, y) = \{(x, y + 2), (x + 1, y + 1), (x + 2, y)\} \) in the first version (henceforth denoted V1),
(ii) \( \text{Out}(x, y) = \{(x, y + 1), (x + 1, y + 1), (x + 2, y + 1)\} \) in the second version (henceforth denoted V2),
(iii) and \( \text{Out}(x, y) = \{(x + 1, y), (x, y + 1), (x - 1, y + 2)\} \) in the third version (henceforth denoted V3) of percolation games that we study in this paper.

In each version, a player loses if she relocates the token to a vertex labeled as a trap, and she wins if she relocates the token to a vertex labeled as a target. The game may also continue forever, with neither player being able to reach a target nor being able to force her opponent to fall into a trap, and in this case, we say that the game results in a draw.

The two primary goals of this paper are to establish Theorem 1.1 and Theorem 1.2 stated below, the first of which concerns itself with the outcome of draw in each of the versions V1, V2 and V3 of percolation games mentioned above, and the second establishes ergodicity (see Definition 2.1) for the PCA \( F_{p,q} \).

**Theorem 1.1.** The probability of draw in each version of percolation games described above is 0 for every \((p, q) \in \mathcal{I}\), where \( \mathcal{I} \) is as defined in (1.1).

**Theorem 1.2.** For all \((p, q) \in \mathcal{I}\), the PCA \( F_{p,q} \) is ergodic.

We give a brief outline of the essential constituents of the proofs of these theorems. For each \((p, q) \in \mathcal{I}\) and for each of the versions V1, V2 and V3, it is shown, via connections explained in (2.3) that the probability of the event that a game starting from the origin in \( \mathbb{Z}^2 \) culminates in a draw is equal to the probability that the symbol \( ? \) occupies the origin in \( \mathbb{Z} \) under a certain stationary distribution (see Definition 2.1) for \( \hat{F}_{p,q} \). Theorem 2.4 is then used to establish that the probability of appearance of \( ? \) at any given site in \( \mathbb{Z} \) is 0 under every stationary distribution for \( \hat{F}_{p,q} \), thus yielding the conclusion stated in Theorem 1.1. Proposition 2.2 guarantees that the probability of draw in any of V1, V2 and V3 is 0 if and only if the PCA \( F_{p,q} \) is ergodic. Theorem 1.2 is thus established by combining the implications of Theorem 1.1 and Proposition 2.2.

### 1.2. Brief discussion of the literature.

A *cellular automaton*, also referred to as a *deterministic cellular automaton* (and henceforth abbreviated as CA) is a discrete dynamical system that consists of (i) a regular network of automata (or *cells*) indexed by \( \mathbb{Z}^d \) for some \( d \in \mathbb{N} \), (ii) a finite set of states \( \mathcal{A} \) termed the *alphabet*, (iii) a finite set of indices \( \mathcal{N} \subset \mathbb{Z}^d \) termed the *neighbourhood*, (iv) and a *local update rule* \( f : \mathcal{A}^{\mathcal{N}} \rightarrow \mathcal{A} \). The state (in \( \mathcal{A} \)) of each cell \( x \in \mathbb{Z}^d \) is updated by applying \( f \) to the current states of all the cells \( x + y \) where \( y \in \mathcal{N} \), and this process is repeated at discrete time steps (see [22] for a detailed survey on CAs).

It is not surprising, therefore, that many naturally occurring processes (such as collisions between moving point particles in a regular lattice that serves as a model for fluid dynamics) that are governed by local and homogeneous underlying rules can be efficiently modeled and simulated using CAs. CAs correspond to all translations (see Corollary 76, Proposition 77 and other relevant discussions in Section 5 of [23], and [20]). Moreover, CAs serve as mathematical models for massive parallel computations, their relatively simple update rules allow them to be computationally universal, and they are capable of simulating any Turing machine ([16] [37] [12] [38] [32]). It is no wonder, consequently, that CAs have emerged as a useful tool for studying computations in natural processes as well as physical aspects and physical limits of computation.

A *probabilistic cellular automaton* (PCA) is obtained when the corresponding update rule is random. PCAs may be interpreted as discrete-time Markov chains on the state space \( \mathcal{A}^{\mathbb{Z}^d} \) as well as generalizations of CAs. In a \( d \)-dimensional PCA, the state \( \eta_{t+1}(x) \), at time \( t+1 \), of a cell \( x \in \mathbb{Z}^d \) is a random variable whose probability distribution (supported on \( \mathcal{A} \)) is governed by the states \( \eta_t(x + y) \), at time \( t \), of the cells \( x + y \), for
all $y \in \mathcal{N}$. PCAs are obtained in computer science via random perturbations of CAs, and the motivation behind studying them includes (i) investigating the fault-tolerant computational capability of CAs ([30, 31]), (ii) classifying elementary CAs by using their robustness to errors and perturbations as a discriminating criterion ([26, 5]), (iii) the intimate connection PCAs have with Gibbs potentials and Gibbs measures in statistical mechanics ([28, 25, 17]) as well as with combinatorial models such as directed animals ([28, 4, 6, 11, 10]), queues ([28, §4.3]) and percolation ([19, 18, 24, 34, 36]), (iv) and the crucial role PCAs play in modeling several complex systems appearing in physics, chemistry and biology. We refer the reader to [15], and the more recent [28], for a detailed survey on how the theory of PCAs has developed over the years.

In addition, to give the reader a glimpse into the vast and variegated applications of PCAs in various disciplines, we refer to [27] that offers an insight into how PCAs are implemented in probability, statistical mechanics, computer sciences, natural sciences, dynamical systems and computational cell biology (for instance, the cellular Potts model, stability of emerging patterns, time to attain stationarity in simulation algorithms, transient regimes etc.). We allude to [25] that explores the correspondence between stationary measures for PCAs on $\mathbb{Z}^d$ and translation-invariant Gibbs measures for related Hamiltonians on $\mathbb{Z}^{d+1}$, leading to a proof that in high-temperature regimes, stationary measures for PCAs are Gibbsian and thereby establishing uniqueness of these stationary measures and exponential decay of correlations in high-noise regimes and phase transition results in low-noise regimes. We refer to [15] in which the equivalence between $d$-dimensional PCAs and $(d + 1)$-dimensional equilibrium spin models satisfying certain disorder conditions is used to analyze phase diagrams, critical behaviour and universality classes of certain automata, to [39] that utilizes PCAs (such as Direct Simulation Monte Carlo and Lattice Gas Cellular Automata) as a universal tool to model the highly complex behaviour of non-linear spatially extended dynamical systems, with emphasis on the effect of fluctuations on the dynamics of such systems, Turing structure formation, effects of hydrodynamic modes on the behaviour of non-linear chemical systems (i.e. stirring effects), bifurcation changes in the dynamical regimes of complex systems with restricted geometry or low spatial dimensions, descriptions of chemical systems in microemulsions etc., to [17] which establishes necessary and sufficient conditions under which PCA rules possess underlying Hamiltonians and are thus reversible, and that even for irreversible rules, continuous ferromagnetic transitions in PCAs with up-down symmetry belong to the universality class of kinetic Ising models. In [2], PCAs are compared with mean field models; [40] argues that PCAs serve as the best quantitative framework for modeling astrobiological history of the Milky Way and its Galactic Habitable Zone; [13] uses PCA to model DNA sequence evolutions (such as that of functional genes during phylogenesis) and foretell the likelihood of specific mutations while taking into account mutation rates that depend on the identity of the neighbouring bases, the combined effects of both left and right neighbours on a cell in paired neighbouring mutations, and the processes of natural selection; [33] formulates a framework to simulate dynamic recrystallization in hexagonal close-packed metals and alloys using crystal plasticity based finite element model coupled with a PCA approach. We reiterate to the reader that the references mentioned above form just a minuscule fraction of the diverse ways PCAs have found applications in several branches of mathematics, physics, chemistry and biological sciences.

We now come to a more nuanced discussion, focusing on a few of those articles (keeping in mind that this list too is, by no means, exhaustive) that study PCAs from perspectives closely related to how we approach $F_{p,q}$ and $\hat{F}_{p,q}$. We begin our discussion with [21], not only because this serves as the primary inspiration for our work in this paper, but also because percolation games were introduced and studied for the first time in [21]. The percolation game considered in [21] admits $\text{Out}(x,y) = \{(x+1,y), (x,y+1)\}$ for every $(x,y) \in \mathbb{Z}^2$, and whether the probability of a draw is strictly positive or not is shown to be intimately connected with the ergodicity of a family of elementary 1-dimensional PCAs (see §2.2 for details). On the other hand, certain analogous games played on various directed graphs in higher dimensions (such as on an oriented version of the even sub-lattice of $\mathbb{Z}^d$ for all $d \geq 3$) are shown to exhibit positive probabilities of draw for suitable values of the parameters involved – a fact that is established via dimension reduction to a hard-core lattice.
gas model in dimension $d - 1$, and by showing that draws occur whenever the corresponding hard-core model fails to have a unique Gibbs measure.

In [29], it is shown that various families of CAs, such as nilpotent CAs, permutive CAs, gliders, CAs with spreading symbols, surjective CAs and algebraic CAs, are highly unstable against various types of noises, such as zero-range noise, memoryless noise, additive noise, permutive noise and birth-death noise, in the sense that they forget their initial conditions under the slightest positive noise – a fact that is reflected in the ergodicity of the PCAs that result from these CAs under the application of said noise. [29] also discusses results on the stronger notion of uniform ergodicity of PCAs as well as spatial mixing, computability and admissibility of perfect sampling algorithms for their unique stationary or invariant measures, and the techniques used include couplings, entropy and Fourier analysis. In [9], a family of 1-dimensional PCAs with memory of perfect sampling algorithms for their unique stationary or invariant measures, and the techniques

1.3. Organization of the paper. The percolation games we investigate in this paper are discussed and illustrated in §2.1, the PCA $F_{p,q}$ is formally introduced in §2.2 and its envelope $\overline{F}_{p,q}$, along with the deep ties it exhibits with the games, is elaborated on in §2.3. The results forming the crux of this paper (apart from Theorem 1.1) are stated in Proposition 2.2, Proposition 2.3, Theorem 2.4 and Theorem 2.6, while lemmas required to prove Propositions 2.2 and 2.3 are discussed in §3. Mathematically, the most significant section of this paper is §4, in which the method of weight functions is employed to prove Theorem 2.4 and the pivotal steps via which this is accomplished are outlined in §4.1 through §4.7.

2. The principal objects studied in this paper

2.1. Our percolation games. We begin by describing, in detail, the versions V1, V2 and V3 of percolation games that we briefly dwelt on in §1.1. The permitted moves in each version are illustrated via the directed (as indicated by the arrowheads), dashed, black lines in Figures 1, 2, and 3.

We recall from §1.1 that each vertex (or site) of $\mathbb{Z}^2$ is assigned, independent of all else, a label that is a trap with probability $p$, a target with probability $q$, and open with probability $r = 1 - p - q$, where $(p,q) \in \mathcal{S}$. Starting from an initial vertex, the two players take turns to move the token from its current position, say $(x,y)$, to any vertex in Out$(x,y)$. A player wins if she is able to move the token to a target or if her opponent is forced to move it to a trap. We clarify here that, once $\mathbb{Z}^2$ has been endowed with a trap / target / open labeling, to say that the corresponding game is won by a player is to assert that she has a strategy which, when employed, allows her to win no matter what strategy her opponent adopts. The game continues for
as long as the token does not land on a site that is marked either a target or a trap, and this could happen indefinitely, leading to a draw. We assume that both players play optimally. The primary question of interest to us is the same as that in [21], i.e. for what values of the parameters $p$ and $q$ the game exhibits a positive probability of draw. As previously mentioned, the proof pivots upon the connection each of these games has with the envelope PCA $\hat{F}_{p,q}$.

In this context, we mention [3] that studies the following two-player combinatorial game on any graph: starting from an initial vertex, the players take turns to move a token, where a move involves relocating the token from the vertex where it is currently situated to a neighbour of that vertex that has not yet been visited. A player who is unable to move loses the game. On $\mathbb{Z}^2$, in which odd and even sites, independently, are marked closed (i.e. forbidden from being visited by the token) with probabilities $p$ and $q$ respectively, it is shown that the game has probability 0 of ending in a draw provided closed sites of one parity are sufficiently rare compared to closed sites of the other parity. This question, however, remains open when the percolation parameters $p$ and $q$ are equal. Motivations for studying the games addressed in [3] include their deep connections with maximum-cardinality matchings in graphs, and in particular, the ways in which draws in these games relate to sensitivity of such matchings to boundary conditions.

2.2. Our PCA. Recall that we have alluded to the specific PCA $F_{p,q}$ that is of interest to us in §1.1 and included a brief description of PCAs in general in §1.2. A PCA $F$ defined on the lattice $\mathbb{Z}^d$ (and hence referred to as a $d$-dimensional PCA), for some $d \in \mathbb{N}$, comprises a finite set of states $\mathcal{A}$ that is called its
alphabet, a finite set of indices $\mathcal{N} = \{y_1, y_2, \ldots, y_m\} \subset \mathbb{Z}^d$ that is called its \textit{neighbourhood}, and a stochastic matrix $\varphi : \mathcal{A}^m \times \mathcal{A} \to [0, 1]$ that is called its (random) \textit{local update rule}. Given a configuration $\eta$ in the set $\Omega = \mathcal{A}^{\mathbb{Z}^d}$, we apply $F$ to $\eta$, obtaining a (random) configuration $F\eta$, in which the state $F\eta(x)$ of the site $x \in \mathbb{Z}^d$ is a random variable whose probability distribution is given by

$$P[F\eta(x) = b|\eta(x+y_i) = a_i \text{ for all } 1 \leq i \leq m] = \varphi(a_1, a_2, \ldots, a_m, b) \text{ for all } b \in \mathcal{A},$$

(2.1) for any $a_1, a_2, \ldots, a_m \in \mathcal{A}$. Here, by definition of stochastic matrices, for all $a_1, a_2, \ldots, a_m, b \in \mathcal{A}$, we have $\varphi(a_1, a_2, \ldots, a_m, b) \geq 0$ and $\sum_{b \in \mathcal{A}} \varphi(a_1, a_2, \ldots, a_m, b) = 1$. The updation from $\eta$ to $F\eta$ happens independently over all sites $x \in \mathbb{Z}^d$. Since we consider discrete-time PCAs, it makes sense to indicate by $\eta_t$ the configuration at time $t \in \mathbb{N}_0$, so that $\eta_{t+1} = F\eta_t$ for all $t \in \mathbb{N}_0$. We call a PCA \textit{elementary} when it is defined on $\mathbb{Z}$ (i.e. $d = 1$) and $|\mathcal{N}| = |\mathcal{A}| = 2$. We refer the reader to \cite[§2]{29} and \cite{28} for excellent expositions on PCAs in general.

Next, we come to a brief discussion regarding the notion of ergodicity of a $d$-dimensional PCA. To begin with, we let $\mathcal{F}$ denote the $\sigma$-field that is generated by the cylinder sets of $\Omega = \mathcal{A}^{\mathbb{Z}^d}$, and let $\mathbb{D}$ denote the set of all probability measures supported on $\Omega$ and defined with respect to $\mathcal{F}$. We emphasize here that every probability measure on $\Omega$ that is henceforth mentioned belongs to the set $\mathbb{D}$. We define $F^t\eta = F(F^{t-1}\eta)$ for $\eta \in \Omega$ and $t \in \mathbb{N}$ (in particular, $F^1\eta = F\eta$). In other words, $F^t\eta$ is the (random) configuration that is obtained by applying $F$ sequentially $t$ times to the initial configuration $\eta$. These definitions extend naturally to random $\eta$, and if $\eta$ follows the probability distribution $\mu$ (that belongs to $\mathbb{D}$), we let $F^t\mu$ (simply written $F\mu$ when $t = 1$) denote the probability distribution of the (also random) configuration $F^t\eta$.

**Definition 2.1.** We say that $\mu$ is a \textit{stationary} or \textit{invariant} measure for a PCA $F$ if $F\mu = \mu$ (in other words, the pushforward measure induced by $F$ is the same as the original measure). We call the PCA $F$ \textit{ergodic} if it has a unique stationary measure, say $\mu$, which is \textit{attractive}, i.e. for every probability measure $\nu$ on $\Omega$, the sequence $F^t\nu$ converges weakly to $\mu$ as $t \to \infty$.

Consider $d = 1$. Given $y \in \mathbb{Z}$ and a configuration $\eta$, we define the configuration $T^y\eta$, with $T^y\eta(x) = \eta(x+y)$ for all $x \in \mathbb{Z}$, as the \textit{translation} or \textit{shift} of $\eta$ by $y$. We say that a probability measure $\mu$ belonging to $\mathbb{D}$ is \textit{translation-invariant} or \textit{shift-invariant} if for every subset $B$ measurable with respect to the $\sigma$-field $\mathcal{F}$ introduced earlier, and every $y \in \mathbb{Z}$, we have $\mu(B) = \mu(T^yB)$, where $T^yB = \{T^y\eta : \eta \in B\}$. Given a configuration $\eta$, we denote by $\eta^R$, with $\eta^R(x) = \eta(-x)$ for all $x \in \mathbb{Z}$, the \textit{reflection} of $\eta$. We say that a probability measure $\mu$ belonging to $\mathbb{D}$ is \textit{reflection-invariant} if for every subset $B$ measurable with respect to $\mathcal{F}$, we have $\mu(B) = \mu(B^R)$, where $B^R = \{\eta^R : \eta \in B\}$. These notions will be of use to us in the sequel (see §4).

We now come to a detailed description of the PCA $F_{p,q}$, with parameters $(p, q) \in \mathcal{S}$. This is a 1-dimensional PCA, with alphabet $\mathcal{A} = \{0, 1\}$ and neighbourhood $\mathcal{N} = \{0, 1, 2\}$, so that $F_{p,q}\eta(n)$ is a random variable whose probability distribution is a function of $\eta(n)$, $\eta(n+1)$ and $\eta(n+2)$ for all $n \in \mathbb{Z}$. More precisely, slightly tweaking the notation introduced in (2.1), the stochastic matrix $\varphi_{p,q} : \mathcal{A}^3 \times \mathcal{A} \to [0, 1]$ for this PCA is defined via the equations:

$$\varphi_{p,q}(0,0,0,b) = \begin{cases} p & \text{if } b = 0, \\ 1-p & \text{if } b = 1, \end{cases}$$

(2.2) and

$$\varphi_{p,q}(a_0,a_1,a_2,b) = \begin{cases} 1-q & \text{if } b = 0, \\ q & \text{if } b = 1, \end{cases} \quad \text{for all } (a_0,a_1,a_2) \in \mathcal{A}^3 \setminus \{(0,0,0)\}.$$  

(2.3)

The (stochastic) update rule for the automaton $F_{p,q}$ can be illustrated pictorially via Figure 4.

This PCA can be derived from two deterministic CAs, $F_1$ and $F_2$, whose respective local update rules, $f_1$ and $f_2$, are given by $f_1(a_0,a_1,a_2) = 1 - \max\{a_0,a_1,a_2\}$ and $f_2(a_0,a_1,a_2) = \max\{a_0,a_1,a_2\}$, for all
If we define the stochastic matrix \( \theta_1 : A \times A \rightarrow [0, 1] \) with \( \theta_1(1, 0) = p, \theta_1(1, 1) = 1-p, \theta_1(0, 0) = 1-q \) and \( \theta_1(0, 1) = q \), it is easily verified that \( \varphi_{p,q}(a_0, a_1, a_2, b) = \theta_1(f_1(a_0, a_1, a_2), b) \) for all \( a_0, a_1, a_2, b \in A \). Writing \( \theta_2(a, b) = (1-\epsilon)\delta_a(b) + \epsilon g(b) \) for \( a, b \in A \), where \( \epsilon = p+q \), \( \delta_a(b) = 1 \) when \( b = a \) and \( \delta_a(b) = 0 \) when \( b \neq a \), and \( g(0) = 1-g(1) = \frac{p}{p+q} \), we find, referring to [29], that our PCA \( F_{p,q} \) is obtained from the CA \( F_1 \) via a memoryless zero-range noise. On the other hand, to obtain \( F_{p,q} \) from \( F_2 \), we define the stochastic matrix \( \theta_2 : A \times A \rightarrow [0, 1] \) with \( \theta_2(0, 0) = p, \theta_2(0, 1) = 1-p, \theta_2(1, 0) = 1-q \) and \( \theta_2(1, 1) = q \), so that \( \varphi_{p,q}(a_0, a_1, a_2, b) = \theta_2(f_2(a_0, a_1, a_2), b) \) for all \( a_0, a_1, a_2, b \in A \).

The PCA \( A_{p,q} \) that is studied in [21] is an elementary one that bears some resemblance with \( F_{p,q} \) in that, following the notation in (2.1), its stochastic matrix \( \varphi : A^2 \times A \) is defined by the equations:

\[
\varphi(0,0,b) = \begin{cases} 
 p & \text{if } b = 0, \\
 1-p & \text{if } b = 1,
\end{cases}
\quad \text{and} \quad
\varphi(a_0,a_1,b) = \begin{cases} 
 1-q & \text{if } b = 0, \\
 q & \text{if } b = 1,
\end{cases}
\]

for all \( (a_0,a_1) \in A^2 \setminus \{(0,0)\} \).

We draw the reader’s attention to the primary contrast between \( F_{p,q} \) and \( A_{p,q} \): whereas in \( A_{p,q} \), we draw upon information regarding the states of 2 consecutive sites \( n \) and \( n+1 \) in order to decide the (random) updated state of the site \( n \), in \( F_{p,q} \), we draw upon information regarding the states of 3 consecutive sites \( n, n+1 \) and \( n+2 \) to decide the (random) updated state of the site \( n \). It is, therefore, expected that the latter will have a somewhat-more-involved underlying dependence structure, and establishing ergodicity results for \( F_{p,q} \) indeed proves to be a considerably more challenging feat compared to that for \( A_{p,q} \), at least as far as using the method of weight functions proposed and implemented in [21] is concerned.

Some discussion on how important the question of ergodicity (or the lack thereof) of PCAs is, and how difficult this question is to resolve under various circumstances, is now in order. It has been found to be notoriously difficult to construct a CA whose trajectories, starting from different initial conditions and evolving under repeated applications of the local update rule, remain distinguishable from each other if even the slightest positive noise is incorporated into the CA (for instance, see [29]). In other words, most CAs tend to forget their initial conditions under the influence of even the smallest amount of noise, and this is reflected in the ergodicity of the resulting PCA. The renowned positive rates conjecture states that all PCAs defined on \( \mathbb{Z} \) and satisfying \( \varphi(a_1,a_2,\ldots, a_{|F|},b) > 0 \) for all \( a_1,a_2,\ldots, a_{|F|},b \in A \) (referred to as the positive rates condition) are ergodic. An extremely complicated example proposed by [14] refutes this conjecture, but the fascinating question still remains as to whether all sufficiently simple, naturally occurring 1-dimensional PCAs with positive rates are ergodic. There are, however, examples of \( d \)-dimensional PCAs for \( d \geq 2 \), such as Glauber dynamics for the Ising model at low temperatures, that are known to be non-ergodic. We note here that both \( F_{p,q} \) and \( A_{p,q} \) have positive rates as long as both \( p \) and \( q \) are strictly positive.
Multiple sources (see discussions in [9], [21] and [7]) reiterate that in general, even if the answer can be guessed from heuristics or simulations, rigorously proving whether a given PCA is ergodic or not is a notoriously difficult problem, and is shown to be algorithmically undecidable in [8] and [11]. Under the assumption of left-right symmetry (which guarantees $\varphi(1,0,0) = \varphi(0,1,0)$), an elementary PCA is determined by the parameters $\varphi(0,0,0), \varphi(1,1,0)$ and $\varphi(1,0,0)$ (recall these notations from (2.1)). The many existing techniques that have been developed to study ergodicity can take care of ergodicity questions for such PCAs over more than 90% of the volume of the cube $[0,1]^3$ defined by these 3 parameters ([11]). However, when $p$ and $q$ are small, $A_{p,q}$ belongs to a domain of this cube where none of these techniques works, and this is where [21] comes in with their brilliant idea of employing weight functions. To the best of our knowledge, the problem of establishing ergodicity results for $F_{p,q}$, for all $(p,q) \in \mathcal{P}$, is an even more challenging one that has, so far, remained open, and we, in this paper, utilize the method of weight functions to provide a concrete proof of Theorem 1.2.

2.3. Our envelope PCA and its relation to our percolation games. We begin by deducing certain recurrence relations that arise naturally in each version of percolation games described in [2,1]. Once $\mathbb{Z}^2$ has been endowed with the trap / target / open labeling, we define a site $(x,y)$ to be in the class $W$ if the game that begins with $(x,y)$ as the initial vertex is won by the player who plays the first round. We define $(x,y)$ to be in the class $L$ if the game that begins with $(x,y)$ as the initial vertex is lost by the player who plays the first round, and we define $(x,y)$ to be in the class $D$ if the game that begins with $(x,y)$ as the initial vertex results in a draw. In particular, if $(x,y)$ is a trap, then we place it in $W$, and if it is a target, we place it in $L$. The intuition behind these conventions is as follows: one may imagine an “unseen” round that takes place before the actual game begins, in which the player who is supposed to play the second round of the actual game moves the token from somewhere else to $(x,y)$. Thus, if $(x,y)$ is a trap (respectively a target), she loses (respectively wins) even before the game begins, implying that the player who plays the first round of the actual game wins (respectively loses).

For every $k \in \mathbb{Z}$, we denote by $D_k = \{(x,y) \in \mathbb{Z}^2 : x + y = k\}$ the (top-left to bottom-right) diagonal line containing all sites whose coordinates sum to $k$, and by $H_k = \{(x,k) : x \in \mathbb{Z}\}$ the horizontal line containing all sites whose $y$-coordinate equals $k$. These lines have been illustrated in red, according to their relevance in V1, V2 and V3, in Figure 5. We observe here that in version V1, if a game starts at an initial vertex $(x_0, y_0)$, the token at all times stays on diagonals $D_k$ where $k$ has the same parity as $(x_0 + y_0)$.

![Figure 5](image)

**Figure 5. Illustrating deduction of the recurrence relations**

From the moves permitted in each of V1, V2 and V3, it follows that for any $k \in \mathbb{Z}$, the following are true:
(i) in V1, if all sites \((x, y)\) that lie on the diagonal \(D_{k+2}\) have already been categorized into the classes \(W, L\) and \(D\), then this information, along with the pre-assigned labels of trap / target / open, is enough to determine the classes to which the sites lying on \(D_k\) belong.

(ii) in V2, if all sites \((x, y)\) that lie on the horizontal line \(H_{k+1}\) have already been categorized into the classes \(W, L\) and \(D\), then this information, along with the pre-assigned labels of trap / target / open, is enough to determine the classes to which the sites lying on \(H_k\) belong.

(iii) in V3, if all sites \((x, y)\) that lie on the diagonal \(D_{k+1}\) have already been categorized into the classes \(W, L\) and \(D\), then this information, along with the pre-assigned labels of trap / target / open, is enough to determine the classes to which the sites lying on \(D_k\) belong.

Using Figure 5 as a reference, we draw the following conclusions, assuming that \((x, y)\) is our initial vertex:

(i) If each vertex of \(\text{Out}(x, y)\) belongs to \(W\), then no matter which of these vertices the first player moves the token to from \((x, y)\), the second player wins. We thus have the following two possibilities: (a) either the vertex \((x, y)\) has been marked a trap and hence belongs to \(W\), which happens with probability \(p\), or (b) or else the game that begins from \((x, y)\) results in a loss for the first player, so that \((x, y)\) is classified into \(L\) with the remaining probability \(1 - p\).

(ii) If at least one of the vertices of \(\text{Out}(x, y)\) belongs to \(L\), the first player moves the token from \((x, y)\) to this vertex, making the second player lose. We thus have the following two possibilities: (a) either \((x, y)\) has been marked a target and hence belongs to \(L\), which happens with probability \(q\), (b) or else the game that begins from \((x, y)\) results in a loss for the first player, so that \((x, y)\) is classified into \(W\) with the remaining probability \(1 - q\).

(iii) The final scenario is where none of the vertices of \(\text{Out}(x, y)\) belongs to \(L\) but at least one of them belongs to \(D\). In this case, we have the following three possibilities: (a) either \((x, y)\) has been marked a target and hence belongs to \(W\), which happens with probability \(p\), (b) or \((x, y)\) has been marked a target and hence belongs to \(L\), which happens with probability \(q\), (c) or else the game that begins from \((x, y)\) results in a draw, thus placing \((x, y)\) in the class \(D\) with the remaining probability \(r = 1 - p - q\).

We further note that in version V1, given the classification of the vertices on \(D_{k+2}\) into the classes \(W, L\) and \(D\), the (random) class which a vertex lying on \(D_k\) gets sorted into via the above-mentioned rules is independent of all other vertices on \(D_k\). Likewise, in version V2 (respectively V3), conditioned on the classification of the vertices on \(H_{k+1}\) (respectively \(D_{k+1}\)) into the classes \(W, L\) and \(D\), the class which a vertex on \(H_k\) (respectively \(D_k\)) gets sorted into is independent of all other vertices on \(H_k\) (respectively \(D_k\)).

The above recurrence relations are the key to establishing a connection between the games in §2.1 and the envelope PCA \(\hat{\varphi}_{p,q}\) that we are now ready to define. Let us identify \(W\) with the symbol 0, \(L\) with the symbol 1 and \(D\) with the symbol \(?\) (in other words, we label a vertex 0 if it has been classified into \(W\), 1 if it has been classified into \(L\), and \(?\) if it has been classified into \(D\)). For any \(k \in \mathbb{Z}\),

(i) in V1, we identify the diagonal \(D_k\) with the integer line \(\mathbb{Z}\) by identifying \((x, k-x)\) on \(D_k\) with \(x\) on \(\mathbb{Z}\) (alternatively, \((k-y,y)\) on \(D_k\) may also be mapped to \(y\) on \(\mathbb{Z}\), yielding the same PCA),

(ii) in V2, we identify \(H_k\) with \(\mathbb{Z}\) by identifying \((x, k)\) on \(H_k\) with \(x\) on \(\mathbb{Z}\),

(iii) in V3, we identify \(D_k\) with \(\mathbb{Z}\) by identifying \((k-y, y)\) on \(D_k\) with \(y\) on \(\mathbb{Z}\) (see also Remark 2.5).

This allows us to represent the recurrence relations listed above via a PCA \(\hat{\varphi}_{p,q}\) that is endowed with the alphabet \(\mathcal{A} = \{0, 1, \?\}\), the neighbourhood \(\mathcal{N} = \{0, 1, 2\}\), and the stochastic matrix \(\hat{\varphi}_{p,q} : \mathcal{A}^3 \times \mathcal{A} \rightarrow [0, 1]\) defined via the equations:

\[
\hat{\varphi}_{p,q}(0, 0, 0, b) = \begin{cases} p & \text{if } b = 0, \\ 1 - p & \text{if } b = 1, \end{cases}
\]

(2.4)
When at least one of $\eta(n) = \eta(n + 1) = \eta(n + 2) = 0$ and define $1 - ? = ?$ w.p. $q$
and
$\phi_{p,q}(a_0, a_1, a_2, b) = \begin{cases} 
1 - q & \text{if } b = 0, \\
q & \text{if } b = 1,
\end{cases} \quad \text{for all } (a_0, a_1, a_2) \in \mathcal{A}^3 \setminus \{(0,0,0)\}^3$ (2.5)

and
$\phi_{p,q}(a_0, a_1, a_2, b) = \begin{cases} 
p & \text{if } b = 0, \\
q & \text{if } b = 1, \\
r = 1 - p - q & \text{if } b = ?,
\end{cases} \quad \text{for all } (a_0, a_1, a_2) \in \{0, ?\}^3 \setminus (0, 0, 0).$ (2.6)

We illustrate $\phi_{p,q}$ in Figure [6]. To clarify further, in version V1, the classification of the vertices on $D_{k+2}$ into $W$, $L$, and $D$ yields a configuration $\eta \in \mathcal{S}^2$ via the identifications described above, and the classification of the vertices on $D_k$ into $W$, $L$, and $D$ via the game’s recurrence relations can then be represented by $\hat{F}_{p,q} \eta$. Likewise, in version V2 (respectively V3), the classification of the vertices on $H_{k+1}$ (respectively $D_{k+1}$) into $W$, $L$, and $D$ yields a configuration $\eta$, and the classification of the vertices on $H_k$ (respectively $D_k$) into $W$, $L$, and $D$ is then represented by $\hat{F}_{p,q} \eta$.

If we endow $\mathcal{S}^2$ with the total order $0 \prec ? \prec 1$ and define $1 - ? = ?$, then (similar to the way we interpret $F_{p,q}$ in §2.2) the envelope PCA $\hat{F}_{p,q}$ can be derived, via random perturbations, from two CAs, $\hat{F}_1$ and $\hat{F}_2$, with respective local update rules $\tilde{f}_1$ and $\tilde{f}_2$ defined as $\tilde{f}_1(a_0, a_1, a_2) = 1 - \max\{a_0, a_1, a_2\}$ and $\tilde{f}_2(a_0, a_1, a_2) = \max\{a_0, a_1, a_2\}$. The stochastic matrix $\hat{\theta}_1 : \mathcal{S} \times \mathcal{S} \rightarrow [0, 1]$ corresponding to $\hat{F}_1$ (again, see [29] for notations) is defined as $\hat{\theta}_1(0,0) = 1 - q$, $\hat{\theta}_1(0,1) = \hat{\theta}_1(1,0) = \hat{\theta}_1(? ,?) = q$, $\hat{\theta}_1(1,1) = 1 - p$, $\hat{\theta}_1(?,?) = r$, $\hat{\theta}_1(1,?) = \hat{\theta}_1(?,1) = 0$, and it is straightforward to check that $\hat{F}_{p,q}$ is obtained from $\hat{F}_1$ by injecting into it a suitable memoryless zero-range noise. The stochastic matrix $\hat{\theta}_2 : \mathcal{S} \times \mathcal{S} \rightarrow [0, 1]$ corresponding to $\hat{F}_2$ is defined as $\hat{\theta}_2(0,0) = \hat{\theta}_2(?,?) = p$, $\hat{\theta}_2(1,1) = \hat{\theta}_2(?,?) = q$, $\hat{\theta}_2(0,1) = 1 - p$, $\hat{\theta}_2(1,0) = 1 - q$, $\hat{\theta}_2(?,?) = r$, and $\hat{\theta}_2(1,?) = \hat{\theta}_2(?,1) = 0$.

Although we have argued in §2.3 how the recurrence relations deduced from our percolation games give rise to $\hat{F}_{p,q}$, there is, in fact, another angle from which one may motivate the emergence of $\hat{F}_{p,q}$ (we mention here that the term “envelope” was introduced in [8]) – namely, the use of $\hat{F}_{p,q}$ in coupling two (random)
configurations obtained via (possibly repeated) applications of the PCA $F_{p,q}$, starting from two different initial configurations. The symbol $?$ is utilized to populate sites whose actual values may differ between these two coupled configurations.

It is now time to connect the principal components of this paper, namely the games, the PCA $F_{p,q}$, and its envelope $\widehat{F}_{p,q}$, with one another. This connection is established via the following three results.

**Proposition 2.2.** For every $(p, q) \in \mathcal{S}$, each of $V1$, $V2$ and $V3$, with parameters $p$ and $q$, has probability 0 of culminating in a draw if and only if the PCA $F_{p,q}$ is ergodic.

**Proposition 2.3.** The PCA $F_{p,q}$ is ergodic if and only if the corresponding envelope PCA $\widehat{F}_{p,q}$ is ergodic.

**Theorem 2.4.** For each $(p, q) \in \mathcal{S}$, the envelope PCA $\widehat{F}_{p,q}$ admits no stationary distribution $\mu$ that assigns positive probability to the symbol $\Box$. To put it formally, the probability of the event $\eta(x) = \Box$, where $\eta$ is a random configuration with law $\mu$, is 0 for every $x \in \mathbb{Z}$.

**Remark 2.5.** Referring to Figure 5, we find that in $V3$, for each $k \in \mathbb{Z}$, the diagonal $D_k$ may also be identified with $\mathbb{Z}$ by mapping $(x, k-x)$ on $D_k$ to $x$ on $\mathbb{Z}$. This, then, yields a PCA $G_{p,q}$ with alphabet $\mathcal{A}$, neighbourhood $\mathcal{N} = \{1, 0, 1\}$, and the same (stochastic) local update rule $\varphi_{p,q}$ as defined in (2.4), (2.5) and (2.6). In other words, given a configuration $\eta$, the probability distribution of $\widehat{G}_{p,q} \eta(n)$, for any $n \in \mathbb{Z}$, is obtained by letting $\varphi_{p,q}$ take $\eta(n-1)$, $\eta(n)$ and $\eta(n+1)$ as its arguments, as opposed to $\eta(n)$, $\eta(n+1)$ and $\eta(n+2)$. Likewise, the PCA $G_{p,q}$ with alphabet $\mathcal{A} = \{0, 1\}$, whose envelope is $\widehat{G}_{p,q}$, is obtained by letting $\varphi_{p,q}$ take $\eta(n-1)$, $\eta(n)$ and $\eta(n+1)$ as its arguments (recall (2.2) and (2.3)). It is straightforward to see that $\widehat{G}_{p,q}$ may also be derived from recurrence relations arising from a fourth version of percolation games, $V4$, in which $\text{Out}(x, y) = \{(x-1, y+1), (x, y+1), (x+1, y+1)\}$ for each $(x, y) \in \mathbb{Z}^2$.

Remark 2.5 and results analogous to Proposition 2.2 together let us conclude that the probability of draw in each of $V3$ and $V4$ is 0 if and only if $G_{p,q}$ is ergodic. This, in conjunction with Theorem 1.1, yields

**Theorem 2.6.** Each of $G_{p,q}$ and $\widehat{G}_{p,q}$ is ergodic, and the probability of draw in $V4$ is 0, for all $(p, q) \in \mathcal{S}$.

Although we do not elaborate on the proof, it is actually fairly straightforward to verify, implementing the methods and arguments adopted in this paper, that the following is true. For $(p, q) \in \mathcal{S}$ and any $i \in \mathbb{Z}$, let $G_{p,q}^{(i)}$ be the PCA with alphabet $\mathcal{A} = \{0, 1\}$, neighbourhood $\mathcal{N}^{(i)} = \{i, i+1, i+2\}$ and stochastic local update rule $\varphi_{p,q}$ as defined in (2.2) and (2.3). The corresponding envelope PCA $\widehat{G}_{p,q}^{(i)}$ has alphabet $\mathcal{A} = \{0, 1\}$, neighbourhood $\mathcal{N}^{(i)}$ and stochastic local update rule $\varphi_{p,q}$ as defined in (2.4), (2.5) and (2.6). Let $U$ and $V$ be percolation games on $\mathbb{Z}^2$, similar to the versions described in [2.1], with parameters $p$ and $q$ and with $\text{Out}_U(x, y) = \{(x+i, y+1), (x+i+1, y+1), (x+i+2, y+1)\}$ and $\text{Out}_V(x, y) = \{(x+i, y-i+1), (x+i+1, y-i), (x+i+2, y-i-1)\}$ respectively. Then both $G_{p,q}^{(i)}$ and $\widehat{G}_{p,q}^{(i)}$ are ergodic, and the probability of draw in each of $U$ and $V$ is 0, for all $(p, q) \in \mathcal{S}$.

### 3. A couple of lemmas before we embark on a proof of Theorem 2.4

Recall from [2.3] that $\mathcal{A} = \{0, 1\}$, and borrowing from the definitions in [2.2] we let $\mathbb{D}$ denote the set of all probability measures on $\Omega = \mathcal{A}^\mathbb{Z}$ that are defined with respect to the $\sigma$-field $\mathcal{F}$ generated by the cylinder sets of $\Omega$.

**Lemma 3.1.** Let $\mu$ and $\tilde{\mu}$ be two probability distributions in $\mathbb{D}$. Let $\preceq$ denote the stochastic domination (on $\mathbb{D}$) with respect to the coordinate-wise total order induced by the ordering $0 < \Box < 1$, and let $\mu \preceq \tilde{\mu}$. Then $\widehat{F}_{p,q} \mu \preceq \widehat{F}_{p,q} \tilde{\mu}$.
Proof. Instead of starting with two random configurations, let us fix configurations \( \eta \) and \( \tilde{\eta} \) in \( \mathcal{A}^{\mathbb{Z}} \) such that 
\[ \eta(x) \leq \tilde{\eta}(x) \text{ for all } x \in \mathbb{Z}. \]
Using (2.4), (2.5) and (2.6), we now compare \( \tilde{F}_{p,q} \eta(n) \) and \( \tilde{F}_{p,q} \tilde{\eta}(n) \) for each \( x \in \mathbb{Z} \):

(i) Suppose \( \tilde{\eta}(n) = \tilde{\eta}(n + 1) = \tilde{\eta}(n + 2) = 0 \), which forces \( \eta(n) = \eta(n + 1) = \eta(n + 2) = 0 \). Then both \( \tilde{F}_{p,q} \eta(n) \) and \( \tilde{F}_{p,q} \tilde{\eta}(n) \) have the same distribution.

(ii) Suppose \( (\tilde{\eta}(n), \tilde{\eta}(n + 1), \tilde{\eta}(n + 2)) \in \{0, 1\}^3 \setminus \{(0,0,0)\} \). In this case, we either have \( (\eta(n), \eta(n + 1), \eta(n + 2)) \in \{0,1\}^3 \setminus \{(0,0,0)\} \) or we have \( (\eta(n), \eta(n + 1), \eta(n + 2)) = (0,0,0) \) (for instance, if \( (\tilde{\eta}(n), \tilde{\eta}(n + 1), \tilde{\eta}(n + 2)) = (?,?,?) \), we then have \( (\eta(n), \eta(n + 1), \eta(n + 2)) \in \{(0,0,0),(?,0,0),(0,?,0),(?,?,0)\} \)). We need only consider the latter case, where

\[
\mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) \geq?] = \mathbb{P}[\tilde{F}_{p,q} \eta(n) =?] + \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) = 1] = r + q
\]
and

\[
\mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) \geq 1] = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) = 1] = q \leq 1 - p = \mathbb{P}[\tilde{F}_{p,q} \eta(n) = 1] = \mathbb{P}[\tilde{F}_{p,q} \eta(n) \geq 1].
\]

(iii) Finally, suppose \( (\tilde{\eta}(n), \tilde{\eta}(n + 1), \tilde{\eta}(n + 2)) \in \{0, 1\}^3 \setminus \{(0,0,0)\} \). The first possibility here is that \( (\eta(n), \eta(n + 1), \eta(n + 2)) \in \{0,1\}^3 \setminus \{(0,0,0)\} \), where both \( \tilde{F}_{p,q} \eta(n) \) and \( \tilde{F}_{p,q} \tilde{\eta}(n) \) have the same distribution. The second possibility is where \( (\eta(n), \eta(n + 1), \eta(n + 2)) \in \{0,1\}^3 \setminus \{(0,0,0)\} \) (for instance, \( (\tilde{\eta}(n), \tilde{\eta}(n + 1), \tilde{\eta}(n + 2)) = (1,?,0) \), in which case we could have \( (\eta(n), \eta(n + 1), \eta(n + 2)) \in \{?,0,0),(?,0,?), (?,?,0)\} \), so that we have

\[
\mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) \geq?] = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) = 1] = q \leq r + q = \mathbb{P}[\tilde{F}_{p,q} \eta(n) =?] + \mathbb{P}[\tilde{F}_{p,q} \eta(n) = 1] = \mathbb{P}[\tilde{F}_{p,q} \eta(n) \geq?]
\]

and

\[
\mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) \geq 1] = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) = 1] = q = \mathbb{P}[\tilde{F}_{p,q} \eta(n) = 1] = \mathbb{P}[\tilde{F}_{p,q} \eta(n) \geq 1].
\]

The third and final possibility is where \( (\eta(n), \eta(n + 1), \eta(n + 2)) = (0,0,0) \), in which case we have

\[
\mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) \geq 1] = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) = 1] = q \leq 1 - p = \mathbb{P}[\tilde{F}_{p,q} \eta(n) = 1] = \mathbb{P}[\tilde{F}_{p,q} \eta(n) \geq 1].
\]

These observations let us conclude that \( \tilde{F}_{p,q} \eta \geq \tilde{F}_{p,q} \tilde{\eta} \). Given \( \mu \leq \tilde{\mu} \), we let \( \eta \) and \( \tilde{\eta} \) denote coupled random configurations (defined on the same sample space) such that \( \eta \) follows \( \mu \), \( \tilde{\eta} \) follows \( \tilde{\mu} \) and \( \eta \leq \tilde{\eta} \) almost surely. The above deduction applied to \( \eta \) and \( \tilde{\eta} \) completes the proof. \( \square \)

Lemma 3.2. Let \( \mu \) and \( \tilde{\mu} \) be two probability distributions in \( \mathcal{D} \). Let \( \preceq \) denote the stochastic domination (on \( \mathcal{D} \)) with respect to the coordinate-wise partial order induced by \( 0 \preceq ? \preceq 1 \), and let \( \mu \preceq \tilde{\mu} \). Then \( \tilde{F}_{p,q} \mu \preceq \tilde{F}_{p,q} \tilde{\mu} \).

Proof. As in the proof of Lemma 3.1, we begin with two configurations \( \eta \) and \( \tilde{\eta} \) in \( \mathcal{A}^{\mathbb{Z}} \) with \( \eta(x) \leq \tilde{\eta}(x) \) for all \( x \in \mathbb{Z} \). The following two situations are to be considered:

(i) Suppose \( \eta(n) = \eta(n + 1) = \eta(n + 2) = 0 \) and \( (\tilde{\eta}(n), \tilde{\eta}(n + 1), \tilde{\eta}(n + 2)) \in \{0,1\}^3 \setminus \{(0,0,0)\} \).

\[
\mathbb{P}[\tilde{F}_{p,q} \eta(n) \geq 1] = \mathbb{P}[\tilde{F}_{p,q} \eta(n) = 1] = 1 - p = r + q = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) =?] + \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) = 1] = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) \geq 1],
\]
and

\[
\mathbb{P}[\tilde{F}_{p,q} \eta(n) \geq 0] = \mathbb{P}[\tilde{F}_{p,q} \eta(n) = 0] = p \leq r + p = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) =?] + \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) = 0] = \mathbb{P}[\tilde{F}_{p,q} \tilde{\eta}(n) \geq 0].
\]

To begin with, for the sake of brevity, we let confine ourselves to translation-invariant and reflection-invariant probability measures from now on.

(ii) When \((\eta(n),\eta(n+1),\eta(n+2)) \in \{0,?,1\}^3 \setminus \{0,0,0\}\), we either have \((\hat{\eta}(n),\hat{\eta}(n+1),\hat{\eta}(n+2)) \in \{0,?,2\}\) or \((\hat{\eta}(n),\hat{\eta}(n+1),\hat{\eta}(n+2)) \in \{0,?,1\}^3 \setminus \{0,?,0\}\) (for instance, if \((\eta(n),\eta(n+1),\eta(n+2)) = (0,1,1)\), we would consider \((\hat{\eta}(n),\hat{\eta}(n+1),\hat{\eta}(n+2)) \in \{(?,1,1),(0,?,1),(0,1,?), (?,?,1),(?,1,?), (0,?,?), (?,?,?)\}\)), but we need only consider the former scenario, since in the latter, \(\tilde{F}_{p,q}\) and \(\hat{F}_{p,q}\) have the same distribution. Then

\[
P[\hat{F}_{p,q}\eta(n) \geq 1] = P[\hat{F}_{p,q}\eta(n) = 1] = q \leq r+q
\]

and

\[
P[\hat{F}_{p,q}\eta(n) = 0] = P[\hat{F}_{p,q}\eta(n) = 1] = 1 - q = r + p
\]

These observations together let us conclude that \(\tilde{F}_{p,q}\eta \leq \hat{F}_{p,q}\eta\), which in turn, arguing the same way as in Lemma 3.1 yields the conclusion stated in Lemma 3.2.

We implement Lemma 3.1 and the argument used in proving Proposition 2.1 of [21] to establish Proposition 2.3. Next, an argument identical to that used in proving Proposition 2.2 of [21] yields a proof of Proposition 2.2. We are now left with the task of proving Theorem 2.4.

4. THE METHOD OF WEIGHT FUNCTIONS AND THE PROOF OF THEOREM 2.4

As discussed in Section 2.2, it is a non-trivial task to establish, rigorously, the ergodicity of PCAs in general. It has also been explicitly stated in [21] that coming up with a suitable weight function or potential function that serves our purpose of proving ergodicity is not an easy feat either.

Before we proceed further, we recall here the definitions of translation-invariant and reflection-invariant probability measures as discussed right after Definition 2.1. Given any 1-dimensional PCA with alphabet \(\mathcal{A}\), a finite index set \(S = \{y_1,y_2,\ldots,y_n\} \subset \mathbb{Z}\), and symbols \(a_1, a_2, \ldots, a_n\) that belong to \(\mathcal{A}\), we call \((a_1a_2\ldots a_n)_{S} = \{\eta \in \mathcal{A}^{\mathbb{Z}} : \eta(y_i) = a_i \text{ for all } 1 \leq i \leq n\}\) a cylinder set indexed by \(S\). When a probability measure \(\mu\) is translation-invariant, and \(y_i = k+i\) for all \(1 \leq i \leq n\) and for some \(k \in \mathbb{Z}\), we denote the measure \(\mu((a_1a_2\ldots a_n)_{S})\) of the cylinder set \((a_1a_2\ldots a_n)_{S}\) by simply \(\mu(a_1a_2\ldots a_n)\), since the ‘location’ of \(S\) (i.e. the value of \(k\)) ceases to be relevant. For instance, if \(\eta\) is a random configuration following the law \(\mu\), then for any \(x \in \mathbb{Z}\), we can let \(\mu(\bar{;}x)\) indicate the probability of the event \(\eta(x) = \bar{;}\). Likewise, for any \(x \in \mathbb{Z}\), we can let \(\mu(0?)\) indicate the probability of the event that \(\eta(x) = 0\) and \(\eta(x+1) = ?\), and so on. When \(\mu\) is both translation-invariant and reflection-invariant, \(\mu(a_1a_2\ldots a_n) = \mu(a_{n-1}\ldots a_1)\) for all \(a_1,\ldots,a_n \in \mathcal{A}\). For instance, \(\mu(10?) = \mu(?01)\), since the former is the probability of the event \(\eta(-1) = 1, \eta(0) = 0, \eta(1) = ?\) whereas the latter is the probability of the event \(\eta(-1) = ?, \eta(0) = 0, \eta(1) = 1\).

Remark 4.1. Via an argument identical to that outlined at the very beginning of the proof of Proposition 2.3 of [21], and using Lemma 3.2, we conclude that to prove Theorem 2.4, it suffices to show that under no translation-invariant and reflection-invariant stationary distribution for \(\tilde{F}_{p,q}\) can the symbol \(\bar{;}\) appear anywhere with positive probability, for each \((p,q) \in \mathcal{S}\) (where \(\mathcal{S}\) is as defined in [11]). Consequently, we confine ourselves to translation-invariant and reflection-invariant probability measures from now on.

We now come to the actual construction of the weight function, which is accomplished via several steps. To begin with, for the sake of brevity, we let \(\hat{**}\) denote the set \(\{0,?,2\} \setminus \{(0,0,0)\}\) and \(***\) the set \(\{0,?,3\} \setminus \{(0,0,0)\}\). We may think of \(\hat{**}\) as representing the cylinder set in which \(\eta(0), \eta(1) \in \hat{;}\), and \(***\) as representing the cylinder set in which \(\eta(0), \eta(1), \eta(2) \in \hat{;}\). We write \((S_0S_1\ldots S_k\ldots)\) (likewise, \((S_1S_2\ldots S_k\ldots S_i'\ldots S_k')\)) to indicate the cylinder set in which \(\eta(i) \in S_i\) for all \(0 \leq i \leq k\).
1), \( \eta (k + 2), \eta (k + 3) \) \( \in \mathbb{R}^{**} \), and \( \eta (k + 4 + i) \in S_i' \) for all \( 0 \leq i \leq k' \), for any subsets \( S_0, \ldots, S_k, S_0', \ldots, S_{k'}' \) of \( \{0, ?, 1\} \). When \( S_i' = \{a_i\} \) is a singleton for some \( 0 \leq i \leq k \), we replace \( S_i \) in the above notation by simply \( a_i \) (and likewise when \( S_i' \) is a singleton for some \( 0 \leq i \leq k' \)).

Keeping the reader’s convenience in mind and before we plunge into the intricate technicalities of the weight function derivation, we briefly dwell here on how we plan to accomplish the task at hand, i.e. proving Theorem 2.4 using the method of weight functions. Following the notations introduced above, we call a cylinder set \( (a_1, a_2, \ldots, a_n) \) \( ? \)-inclusive if \( a_i = ? \) for at least one \( i \in \{1, \ldots, n\} \). We envisage our weight function \( w(\mu) \) to be a linear combination

\[
w(\mu) = \sum_{i=1}^{n} c_i \mu(\mathcal{E}_i)
\]

(4.1)

of cylinder sets \( \mathcal{E}_1, \ldots, \mathcal{E}_3 \), each of which is \( ? \)-inclusive, with \( c_1, \ldots, c_3 \) being real constants (that are functions of the parameters \( p \) and \( q \)), and we want it to satisfy an inequality of the form

\[
w(\hat{F}_{p,q} \mu) \leq w(\mu) - \sum_{i=1}^{n} c_i' \mu(\mathcal{E}_i')
\]

(4.2)

where \( c_1', \ldots, c_3' \) are non-negative real constants (and are, once again, functions of \( p \) and \( q \)) and \( \mathcal{E}_1', \ldots, \mathcal{E}_3' \) are, once again, \( ? \)-inclusive cylinder sets. When \( \mu \) is stationary for \( \hat{F}_{p,q} \), we have \( w(\hat{F}_{p,q} \mu) = w(\mu) \), which then yields \( \sum_{i=1}^{3} c_i' \mu(\mathcal{E}_i') = 0 \). The constants \( c_1', \ldots, c_3' \) are such that, when \( p + q > 0 \), we can find a non-empty \( P \subseteq \{1, \ldots, s'\} \) such that \( c_i' > 0 \) whenever \( i \in P \). This, in turn, yields \( \mu(\mathcal{E}_i') = 0 \) for every \( i \in P \) whenever \( \mu \) is stationary and \( p + q > 0 \), and from these, we infer (as detailed in §4.7), that \( \mu(?) = 0 \).

### 4.1. Computation of the probabilities of various cylinder sets under the pushforward measure induced by the action of \( \hat{F}_{p,q} \).

Recall from §2.2 the definition of the pushforward measure \( \hat{F}_{p,q} \mu \). For any translation-invariant and reflection-invariant probability measure \( \mu \) belonging to \( \mathbb{D} \) (recall from §3), using (2.6), we have \( \hat{F}_{p,q} \mu(?) = r \mu(*\cdots\cdots) \). In what follows, we use (2.4), (2.5) and (2.6) to compute the relevant probabilities. Since these computations involve rather similar arguments, we explain in detail only the somewhat-less-straightforward ones.

To compute \( \hat{F}_{p,q} \mu(100?) \), we note that for \( (\hat{F}_{p,q} \eta(0), \hat{F}_{p,q} \eta(1), \hat{F}_{p,q} \eta(2), \hat{F}_{p,q} \eta(3)) \) to equal \( (100?) \) for some \( \eta \in \mathbb{R}^{**} \), we require \( (\eta(3), \eta(4), \eta(5)) \in *\cdots\cdots \). If \( \eta(0) = \eta(1) = 2 = 0 \), the event \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( 1 - p \), whereas if \( \eta(0), \eta(1), \eta(2) \) \( \in *\cdots\cdots \) or \( \eta(0) = 1 \) and \( \eta(1), \eta(2) \in \{0, ?, 1\} \), the event \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( q \), and in each of these situations, each of the events \( \hat{F}_{p,q} \eta(1) = 0 \) and \( \hat{F}_{p,q} \eta(2) = 0 \) happens with probability \( p \). If \( \eta(1) = 1 \) and \( \eta(2) \in \{0, ?, 1\} \), then \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( q \), \( \hat{F}_{p,q} \eta(1) = 0 \) happens with probability \( 1 - q \) and \( \hat{F}_{p,q} \eta(2) = 0 \) happens with probability \( p \). If \( \eta(2) = 1 \), then \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( q \) and each of \( \hat{F}_{p,q} \eta(1) = 0 \) and \( \hat{F}_{p,q} \eta(2) = 0 \) happens with probability \( 1 - q \). Combining all, we have

\[
\mu(100?) = (1 - p)p^2r\mu(000*\cdots\cdots) + qp^2r[\mu(*\cdots\cdots) + \mu(100*\cdots\cdots)] + q(1 - q)pr\mu(100*\cdots\cdots)
\]

\[
+ q(1 - q)^2r\mu(1*\cdots\cdots) = (1 - p)p^2r\mu(000*\cdots\cdots) + D_{1007} = pr^2r\mu(000*\cdots\cdots) + C_{1007},
\]

(4.3)

where \( C_{1002} = qp^2r\mu(*\cdots\cdots) + qp^2r\mu(100*\cdots\cdots) + q(1 - q + p)\mu(1*\cdots\cdots) \) and \( D_{1002} = qp^2r\mu(*\cdots\cdots) + qp^2r\mu(100*\cdots\cdots) + q(1 - q)pr\mu(100*\cdots\cdots) + q(1 - q)^2r\mu(1*\cdots\cdots) \). Arguing likewise, we obtain

\[
\hat{F}_{p,q} \mu(0?) = pr\mu(100*\cdots\cdots) + (1 - q)r\mu(1*\cdots\cdots);
\]

(4.4)

\[
\hat{F}_{p,q} \mu(?) = pr^2[\mu(100*\cdots\cdots) - \mu(000*\cdots\cdots)];
\]

(4.5)
\begin{equation}
\cdot \hat{F}_{p,q} \mu(1?) = r^2 \mu(000?) + qr \mu(\ast\ast\ast).
\end{equation}

For some cylinder sets, we only need certain parts of the expressions for their probabilities. For instance, while computing \( \hat{F}_{p,q} \mu(1?) \), we first consider \( \eta(0) = \eta(1) = \eta(2) = 0 \), so that \( (\eta(3), \eta(4)) \in \ast\ast\ast \), the event \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( 1-p \), and the event \( \hat{F}_{p,q} \eta(1) = 0 \) happens with probability \( p \). Next, we consider \( \eta(0) = 1 \), \( \eta(1) \in \{0,?\} \) and \( (\eta(2), \eta(3), \eta(4)) \in \ast\ast\ast \), so that \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( q \) and \( \hat{F}_{p,q} \eta(1) = 0 \) happens with probability \( p \), and finally, we consider \( \eta(1) = 1 \), so that \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( q \) and \( \hat{F}_{p,q} \eta(1) = 0 \) happens with probability \( 1-q \). Therefore
\begin{equation}
\mu(10?) = (1-p)pr\mu(000\ast\ast\ast) + C_{10?} + D_{10?}
\end{equation}

where \( C_{10?} = qpr\mu(1\{0,?\}\ast\ast\ast) + q(1-q)r\mu(1\ast\ast\ast) \) and \( D_{10?} \) is the component arising from the case where \( (\eta(0), \eta(1), \eta(2)) \in \ast\ast\ast \). Similar arguments lead to
\begin{align}
\cdot & \hat{F}_{p,q} \mu(1?0) = (1-p)r^2 \mu(000\{0,0\}) + C_{1?0?}; \\
\cdot & \hat{F}_{p,q} \mu(1?0?) = (1-p)r^2 p\mu(000\{0,0\}^2) + C_{1?0?}; \\
\cdot & \hat{F}_{p,q} \mu(10?) = (1-p)pr^2 \mu(00\ast\ast\ast\{0,0\}) + C_{10?}; \\
\cdot & \hat{F}_{p,q} \mu(100?) = (1-p)pr^2 \mu(000?) + (1-p)r^2 p\mu(000\{0,0\}1) \\
& \qquad + (1-p)r^2 (1+p-q)\mu(00?) + C_{100?}; \\
\cdot & \hat{F}_{p,q} \mu(1000?) = (1-p)p^2 r\mu(00\ast\ast\ast) + (1-p)pr^2 \mu(00\ast\ast\ast1) + C_{100?};
\end{align}

where \( C_A \) accounts for the contribution from cases in which \( (\eta(0), \eta(1), \eta(2)) \in \mathcal{A} \cup \{0,0,0\} \), with \( A \) being any of \{1?, 1?0?, 10?0, 10?00, 10?00\}. While computing \( \hat{F}_{p,q} \mu(110?) \), we first consider the case where \( \eta(3) = \eta(4) = \eta(5) = 0 \), so that \( (\eta(1), \eta(2)) \in \ast\ast\ast \), and the event \( \hat{F}_{p,q} \eta(2) = 0 \) happens with probability \( p \) while the event \( \hat{F}_{p,q} \eta(3) = 1 \) happens with probability \( 1-p \). Note that in this situation, no matter what the value of \( \eta(0) \) is, the event \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( q \). The second possibility we take into account is where \( \eta(0) = \eta(1) = \eta(2) = 0 \), which then forces \( \eta(3) = ?, \) and \( \hat{F}_{p,q} \eta(0) = 1 \) happens with probability \( 1-p \). If \( \eta(4) \in \{0,?\} \), the events \( \hat{F}_{p,q} \eta(2) = 0 \) and \( \hat{F}_{p,q} \eta(3) = 0 \) happen with probabilities \( p \) and \( q \) respectively, whereas if \( \eta(4) = 1 \), they happen with probabilities \( 1-q \) and \( q \) respectively. Combining all, we have
\begin{equation}
\hat{F}_{p,q} \mu(1101) = qrp(1-p)\mu(\ast\ast\ast000) + (1-p)rpq\mu(000\{0,0\}) + (1-p)r(1-q)\mu(000?1) + C_{1101} \\
= 2(1-p)rpq\mu(000?) + (1-p)rpq\mu(0000?) + (1-p)rq(r-p)\mu(000?) + C_{1101},
\end{equation}

where \( C_{1101} \) takes into account the contributions from the situations not considered above. We note here, crucially, that each of \( C_{1?}, \ldots, C_{1101} \) and \( D_{1?0} \) is non-negative.

\subsection*{4.2. Important inequalities used in the derivation of the weight function}

We use Tables\[1\] to illustrate the derivation of a few inequalities. In each of these tables, the first row indicates the indices of the coordinates in \( \mathbb{Z}_r \) and the rows that follow represent events involving cylinder sets. To elucidate, in Table\[1\] the second and third rows represent respectively the events \( (\eta(-1), \eta(0), \eta(1), \eta(2)) = (1,?,?,?) \) and \( (\eta(-1), \eta(0), \eta(1), \eta(2)) = (1,?,?,0) \), and it is immediate that these two events are disjoint since they disagree on the symbol that occupies the coordinate 2. In fact, for any two distinct rows that are inside the same table, it can be seen that the corresponding events are mutually exclusive. To give the reader an understanding of how we make use of these tables, note that the union of the pairwise disjoint events listed in Table\[1\] forms a subset of the event \( \eta(0) = ? \). Thus, Table\[1\] along with Remark\[4.1\] allows us to write
\begin{equation}
\mu(?) \geq \mu(\ast\ast\ast) - \mu(0??) - \mu(0?0) - \mu(0?0) + 2\mu(1\ast\ast\ast) - 2\mu(100?) - \{\mu(?01) + \mu(0?01)\}
\end{equation}
\[ \begin{align*}
&= \{\mu(0?1) + \mu(00?1)\} + \{2\mu(1??1) + \mu(1?1) + 2\mu(1?01)\} \\
&= \mu(\ast\ast\ast) - \mu(0??) - \mu(0?0) - \mu(0?1) - \mu(?00) - \mu(?01) + 2\mu(1\ast\ast\ast) - 2\mu(100?) \\
&\quad + \{2\mu(1??1) + \mu(1?1) + 4\mu(1?01)\} \\
&= \mu(\ast\ast\ast) - 2\mu(0?) + \mu(?0?) - 2\mu(100?) + 2\mu(1\ast\ast\ast) + 2\mu(1??1) + \mu(1?1) + 4\mu(1?01). \tag{4.14}
\end{align*} \]

Likewise, Tables 2, 3 and 4 together yield
\[ \mu(?) + \mu(0?) + \mu(00?) \geq \mu(\{0?, ?\} \ast\ast\ast) + 2\mu(1\ast\ast\ast) - \mu(100?) + \mu(1?) + 2\mu(1?01) + \mu(1??1). \tag{4.15} \]

| -2 | -1 | 0 | 1 | 2 |
|----|----|---|---|---|
| ?  | ?  | ? | ? | ? |
| ?  | ?  | ? | 0 | ? |
| ?  | ?  | 0 | ? | ? |
| ?  | ?  | 0 | 0 | ? |
| 0  | 0  | 0 | ? | ? |
| ?  | 0  | ? | ? | 1 |
| ?  | ?  | 1 | ? | ? |
| 1  | ?  | ? | 1 | 1 |
| 1  | 0  | ? | ? | 1 |
| 1  | 0  | ? | 1 | ? |
| 1  | ?  | ? | 1 | ? |
| 1  | ?  | 0 | 1 | ? |
| 1  | ?  | 1 | ? | ? |
| 1  | 0  | ? | ? | 1 |
| 1  | 0  | ? | 1 | 1 |

**TABLE 1.** To establish (4.14)

\[ \begin{align*}
&\begin{array}{cccc}
-1 & 0 & 1 & 2 \\
? & ? & ? & ? \\
? & ? & 0 & ? \\
? & ? & 0 & 0 \\
0 & ? & ? & ? \\
0 & ? & 0 & ? \\
1 & ? & ? & ? \\
? & 0 & ? & ? \\
1 & ? & ? & 1 \\
1 & ? & 0 & ? \\
1 & 0 & ? & ? \\
1 & ? & ? & 1 \\
1 & ? & 0 & 1 \\
1 & ? & 1 & ? \\
1 & 0 & ? & 1 \\
\end{array}
\end{align*} \]

**TABLE 2.** To establish (4.15)

\[ \begin{align*}
&\begin{array}{cccc}
-1 & 0 & 1 & 2 \\
? & ? & ? & ? \\
? & ? & 0 & ? \\
? & ? & 0 & 0 \\
0 & ? & ? & ? \\
0 & ? & 0 & ? \\
1 & ? & ? & ? \\
? & 0 & ? & ? \\
1 & ? & ? & 1 \\
1 & ? & 0 & ? \\
1 & 0 & ? & ? \\
1 & ? & ? & 1 \\
1 & ? & 0 & 1 \\
1 & ? & 1 & ? \\
1 & 0 & ? & 1 \\
\end{array}
\end{align*} \]

**TABLE 3.** To establish (4.15)

\[ \begin{align*}
&\begin{array}{cccc}
-1 & 0 & 1 & 2 \\
? & ? & ? & ? \\
? & ? & 0 & ? \\
? & ? & 0 & 0 \\
0 & ? & ? & ? \\
0 & ? & 0 & ? \\
1 & ? & ? & ? \\
? & 0 & ? & ? \\
1 & ? & ? & 1 \\
1 & ? & 0 & ? \\
1 & 0 & ? & ? \\
1 & ? & ? & 1 \\
1 & ? & 0 & 1 \\
1 & ? & 1 & ? \\
1 & 0 & ? & 1 \\
\end{array}
\end{align*} \]

**TABLE 4.** To establish (4.15)

4.3. **The first step of composing the weight function.** We start by defining
\[ w_0(\mu) = \mu(?) + 2\mu(0?) - \mu(?0?) + 2\mu(100?). \tag{4.16} \]

It is not straightforward to explain our intuition behind setting \( w_0(\mu) \) in (4.16) as our ‘initial’ choice of weight function (after which it gets tweaked and adjusted in several steps described in the sequel to yield the final weight function). Since we are ultimately interested in \( \mu(?) \) when \( \mu \) is stationary, and since each \( \mathcal{C}_i \) in (4.1) is \( \ast \)-inclusive, it is not too far-fetched to entertain the possibility of starting with \( \mathcal{C}_1 = \{?\}_{0}\) (i.e. the cylinder set in which \( ? \) occupies the origin). Thus, the right side of (4.2) contains \( \mu(?) \), while the left contains \( \hat{F}_{p,q} \mu(?) = r\mu(\ast\ast\ast) \). When \( p \) and \( q \) are both small (intuitively, our task of showing \( \mu(?) = 0 \) for \( \mu \) stationary ought to become harder the smaller \( p + q \) gets), \( r\mu(\ast\ast\ast) \) is nearly equal to \( \mu(\ast\ast\ast) \). From (4.14), we see that \( \mu(?) + 2\mu(0?) - \mu(?0?) + 2\mu(100?) \) serves as an upper bound for \( \mu(\ast\ast\ast) \). The appearance of \( 2\mu(0?) \) in the right side of (4.2) implies, from (4.4), that \( 2(1-q)r\mu(1\ast\ast\ast) \) appears in the left side of (4.2), and when \( p \) and \( q \) are both small, this is nearly the same as \( 2\mu(1\ast\ast\ast) \). From (4.14), we see that
\[ \mu(\beta) + 2\mu(0?) - 2\mu(0?) + 2\mu(100?) \text{, in fact, serves as an upper bound for } \mu(1\star\star\star) + 2\mu(1\star\star\star). \] All these provide ample justification as to why we start with \( w_0 \) in (4.16) as our initial weight function.

From (4.16), (4.24), (4.5) and (4.3), and applying inequalities (4.14) (to obtain an upper bound for the term \( r\mu(\star\star\star) + 2r\mu(1\star\star\star) \)) and (4.15) (to obtain an upper bound for the term \( pr\mu\{0,?,\} \star\star\star \)), we have:

\[
\begin{align*}
\mu_0(\hat{F}_{p,q}\mu) &= (r + 2qp^2)\mu(\star\star\star) + 2r\{1 + q^3 - 2q^2 - qp^2\}\mu(1\star\star\star) + pr\mu\{0,?,\} \star\star\star \\
+ (pr + 2qpr^2)\mu(1\{r,?\} \star\star\star) + pr\{p + q\}\mu\{0,?,\} \star\star\star + pr^2\mu(00\{0\} \star\star\star) + 2p^2r^2\mu(000\{0\} \star\star\star) \\
&\leq \mu_0(\mu) - \{p(1 - r) + q\}[\mu(\beta) + \mu(0?) + \mu(00?)] - (p + q)\mu(1(?) - [p(2 - r) + 2q]\mu(100?) \\
- (2r + pr)\mu(1\{?\} - (4r + 2pr)\mu(1\{01\}) - pr\mu(1?) + 2qpr^2\mu(\star\star\star) \\
- 2r(p + 2q^2 + qp^2 - q^3)\mu(1\star\star\star) + (pr + 2qpr^2)\mu(1\{0,?,\} \star\star\star) + pr\{p + q\}\mu\{0,?,\} \star\star\star \\
+ pr^2\mu(00\{0\} \star\star\star) + 2p^2r^2\mu(000\{0\} \star\star\star). \\
\end{align*}
\]

(4.17)

One may note here how (4.17) lays down the first of the stepping stones which pave the way towards an inequality that resembles (4.2). However, there are, at this point, several terms in the right side of (4.17) (such as \( 2qp^2r^2\mu(\star\star\star), \) \( (pr + 2qpr^2)\mu(1\{0,?,\} \star\star\star) \) etc.), other than \( \mu_0(\mu) \), in which the coefficients are non-negative, and this needs to be remedied. This is what we accomplish, via several adjustments and suitable algebraic manipulations in-between, in §4.4, §4.5, §4.6 and §4.7.

In each of the steps involving the above-mentioned adjustments, the inequality (beginning from (4.17)) evolves. Suppose we have performed \( i \) adjustments so far, and the weight function currently under consideration is denoted by \( w_i \). Let the inequality that we currently have be given by

\[ w_i(\hat{F}_{p,q}\mu) \leq w_i(\mu) - \sum_{j=1}^{s_j} \alpha_{i,j}\mu(\mathcal{E}_{i,j}), \]

(4.18)

where \( \alpha_{i,1}, \ldots, \alpha_{i,s_i} \) are real constants and \( \mathcal{E}_{i,1}, \ldots, \mathcal{E}_{i,s_i} \) are cylinder sets. Suppose the \( (i + 1) \)-st adjustment is defined via the equation \( w_{i+1}(\mu) = w_i(\mu) - \sum_{j=1}^{s_j} \beta_{i,j}\mu(\mathcal{G}_{i,j}) \), in which \( \beta_{i,1}, \ldots, \beta_{i,s_i} \) are real constants and \( \mathcal{G}_{i,1}, \ldots, \mathcal{G}_{i,s_i} \) are cylinder sets. We can now rewrite (4.18) as follows:

\[ w_{i+1}(\hat{F}_{p,q}\mu) + \sum_{j=1}^{s_j} \beta_{i,j}\hat{F}_{p,q}\mu(\mathcal{G}_{i,j}) \leq w_{i+1}(\mu) + \sum_{j=1}^{s_j} \beta_{i,j}\mu(\mathcal{G}_{i,j}) - \sum_{j=1}^{s_j} \alpha_{i,j}\mu(\mathcal{E}_{i,j}) \]

\[ \implies w_{i+1}(\hat{F}_{p,q}\mu) \leq w_{i+1}(\mu) + \sum_{j=1}^{s_j} \beta_{i,j}\mu(\mathcal{G}_{i,j}) - \sum_{j=1}^{s_j} \beta_{i,j}\hat{F}_{p,q}\mu(\mathcal{G}_{i,j}) - \sum_{j=1}^{s_j} \alpha_{i,j}\mu(\mathcal{E}_{i,j}). \]

(4.19)

This is the commonality shared by all the adjustments described in the sequel, and we refer back, several times, to (4.19) and use it to see how the inequality evolves with each adjustment.

4.4. **The second step of composing the weight function.** The first adjustment to the initial weight function in (4.16) is accomplished by setting

\[ w_1(\mu) = w_0(\mu) - p(\mu)\mu(\beta) = w_0(\mu) - p(1 - r)\mu(\beta). \]

(4.20)

Applying (4.19) to this adjustment, we have, on one hand, \( p(1 - r)\mu(\beta) - [p(1 - r) + q]\mu(\beta) = -q\mu(\beta) \), and on the other,

\[
\begin{align*}
- p(\mu)\hat{F}_{p,q}\mu(\beta) + pr\{p + q\}\mu\{0,?,\} \star\star\star + (pr + 2qpr^2)\mu(1\{0,?,\} \star\star\star) \\
- 2r(p + 2q^2 + qp^2 - q^3)\mu(1\star\star\star) \\
= -r(p + 4q^2 + 4qp^2 - 2q^2 - 2p^2 - 3q^3)\mu(1\star\star\star) + (pr^2 + 2qpr^2)\mu(1\star\star\star) + (pr^2 + 2qpr^2)\mu(1000?) \\
- (pr^2 + 2qpr^2)\mu(1\{00\} \star\star\star),
\end{align*}
\]

\[ \text{(4.20)} \]
where we make use of the identities \( \mu(1***) = \mu(1***) + \mu(0,0,0)** + \mu(10000,0) \) and \( \mu(11**0) = \mu(11**0) + \mu(10000,0) - \mu(10000,0) - \mu(00000,0) \). Next, using the identities \( \mu(10000) = \mu(0000) - \mu(00000) \) and \( \mu(00000) = \mu(0000) - \mu(0001) \) and

\[
\mu(000***) = \mu(000) + \mu(00000) - \mu(00000) - \mu(00001) - \mu(0001),
\]

we perform the following algebraic manipulation:

\[
\begin{align*}
(\mu(1000^2) + \mu(0000^*) - (\mu(1000^2) + 2\mu(0000^*)) - (\mu(1000^2) + 2\mu(0000^*)) - (\mu(1000^2) + 2\mu(0000^*))
\end{align*}
\]

Combining all the findings above, we see that the inequality (4.17) evolves to

\[
\begin{align*}
w_1(1\mu - 2\mu(11) + \mu(10) + 2\mu(11) + \mu(10) + 4\mu(101) + 2\mu(100) &
\end{align*}
\]

Applying (4.19) to this adjustment, and using the identities \( \mu(1***) = \mu(1***) + \mu(10000) - \mu(10000) - \mu(10000) - \mu(10000) \), we obtain, on one hand,

\[
\begin{align*}
-\mu(10000) - 2\mu(10000) - \mu(10000) - \mu(10000) - \mu(10000) &
\end{align*}
\]

On the other, using (4.3), (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), and applying (4.21) as well as the identities (i) \( \mu(000***) = \mu(00000) - \mu(00000) - \mu(00000) - \mu(00000) \),
(ii) \( \mu(000?\{0,?\}) = \mu(000?) - \mu(000?1) \), (iii) \( \mu(000?\{0,?\}2) = \mu(000?) - \mu(000?1) - \mu(000?\{0,?\}1) \)
(iv) and \( \mu(000??\{0,?\}) = \mu(000?) + \mu(000?) - \mu(000?1) - \mu(000??\{0,?\}) \), we have

\[
-2pr\{\hat{F}_{p,q}\mu(17) + \hat{F}_{p,q}\mu(10?)\} - 2p^2r\{\hat{F}_{p,q}\mu(1??) + \hat{F}_{p,q}\mu(1?0) + \hat{F}_{p,q}\mu(10??)\} - 4r\hat{F}_{p,q}\mu(1?01)
\]

\[
-2p\hat{F}_{p,q}\mu(100?)
\]

\[
= -[2pr^2 + 2p^2r^2(1-p) + 2p^2r^2(1-p) + 4p^3r^3(1-p) + 8(1-p)r^2pq + 2p^3r^2] \mu(000?)
\]

\[
+ [2p^2r^2(1-p) + 2p^2r^2(1-p) + 4(1-p)p^2r^2q + 2p^3r^2] \mu(000?) - 2p^3r^2 \mu(0000?)
\]

\[
+ [4p^3r^2(1-p) + 2p^3r^2] \mu(000?\{0,?\}) + [2p^3r^2(1-p) + 2p^3r^2] \mu(000?01) - \{2pq^2 \mu(\ast\ast\ast) \}
\]

\[
+ 2pC_{10?} + 2pC_{100?} + D)
\]

where \( D = 2pD_{10?} + 2p^2r(C_{1?2?} + C_{1?0?} + C_{10?2}) + 4rC_{10?1} \). We combine the terms involving \( \mu(00?) \) and \( \mu(000??) \) from (4.22) with the term involving \( \mu(000?) \) from (4.25) to get

\[
2p^2r^2(1-p)(1+p+2q) \mu(000?) - 2p^2r^2 \mu(000??) - 2p^3r^2(1-p) + 2p^3r^2(1-p) + 4p^3r^3(1-p)
\]

\[
+ 8(1-p)r^2pq + 2p^3r^2] \mu(000?)
\]

\[
= 2pq^2\{5p - 2 + p^2\} + 6p^4r^2 - 4p^4r^2(p + q) \mu(000?) - 2pq^2 \mu(000?01) + 2p^2r^2 \mu(000?1) \). \quad (4.26)
\]

Next, we combine the terms involving \( \mu(000?) \) from (4.22), (4.25) and (4.26) to get

\[
2p^2r^2 \mu(000?) - 2p^2r^2(1-p) + 2p^2r^2(1-p) + 4(1-p)p^2r^2q + 2p^3r^2 \mu(000?) - 2p^3r^2 \mu(000?)
\]

\[
= -(6pq^2 - 4p^2q^2) \mu(000?) - 2p^3r^2(1-p) \mu(000?) \). \quad (4.27)
\]

We combine the last term from (4.27) with the terms involving \( \mu(0000?) \) in (4.22) and (4.25) to get

\[
-2p^3r^3(1-p) \mu(000?) + 2p^2r^2 \mu(0000?) - 2p^3r^2 \mu(0000?)
\]

\[
= 2p^2r^2(1-p)(1-pr) \mu(0000?) - 2p^3r^3(1-p) \{ \mu(1000?) + \mu(?000?) \}. \quad (4.28)
\]

Combining the terms involving \( \mu(000?1) \) from (4.22), (4.25) and (4.26), we get

\[
[2p^2r^2(1-p) + 2p^2r^2(1-p) + 4p^3r^3(1-p) - 4(1-p)r^2q(r-p) + 2p^3r^2] \mu(000?1)
\]

\[
- 2p^2r^2(1+2q+p) \mu(1000?) + 2pq^2 \mu(000?1)
\]

\[
= -2p^2r^2(1+q-p+2p^2 - 2p^2r(1-p) + pq(1-p) - p^3) \mu(000?1) - 4(1-p)r^2q(r-p) \mu(000?1) \). \quad (4.29)
\]

Combining the terms involving \( \mu(000?\{0,?\}1) \) from (4.22) and (4.25), we have

\[
[4p^3r^3(1-p) + 2p^3r^3] \mu(000?\{0,?\}1) - 2p^2r^2 \mu(000?\{0,?\}1) = -2p^2r^2(1-p)(1-2pr) \mu(000?\{0,?\}1) \)

\[
(4.30)
\]

and combining the terms involving \( \mu(000?01) \) from (4.22) and (4.25), we have

\[
[2p^3r^2(1-p) + 2p^3r^2] \mu(000?01) - 2p^2r^2 \mu(000?01) = -2p^2r^2(1-p)(1-pr) \mu(000?01) \). \quad (4.31)
\]

We now consider the second-last and third-last terms of (4.25), and substituting the mathematical expressions for \( C_{10?} \) and \( C_{100?} \) from (4.1) we have

\[
-2pC_{10?} - 2pC_{100?} = -2pq^2r^2 \mu(1\{0,?\}) \ast \ast \ast - 2pq(1-q)r^2 \mu(\ast\ast\ast) - 2pq^2r^2 \mu(\ast\ast\ast)
\]

\[
-2pq^2r^2 \mu(1\{0,?\}) \ast \ast \ast - 2pq(1-q+r)p \mu(\ast\ast\ast)
\]

\[
= -4pq^2r^2 \mu(1\{0,?\}) \ast \ast \ast - 2pq^2r^2(2-2q+p) \mu(\ast\ast\ast) - 2pq^2r^2 \mu(\ast\ast\ast), \quad (4.32)
\]
so that combining the terms involving \( \mu(\ast\ast\ast) \) from (4.32), (4.22) and (4.25), we have

\[
2qp^2r\mu(\ast\ast\ast) - 2pq^2r\mu(\ast\ast\ast) - 2pq^2r\mu(\ast\ast\ast) = 2pqr(p - r - p^2)\mu(\ast\ast\ast).
\]

Combining the term involving \( \mu(0000?) \) from (4.22), the first term of (4.27) and the term involving \( \mu(1000?) \) from (4.32), and writing \( \mu(0000?) = \mu(\ast\ast\ast) + \mu(0000?) + \mu(1000?) \), we have

\[
- pr^2(1 + 2q)\mu(0000?) - (6pq^2 - 4p^2qr)\mu(0000?) - 4q^2p^2\mu(1000?)
\]

\[
= -2p^2qr^2\mu(0000?) - pr^2[1 + 2q(1 - p)]\mu(0000?) - 6pq^2r(1 - p)\mu(0000?) - 2p^2qr^2\mu(1000?)
\]

\[
- 4q^2p^2r^2[\mu(1000?)] - \mu(0000?)],
\]

so that finally, combining the terms involving \( \mu(000?) \) from (4.26) and (4.34), we have

\[
[2pq^2r\{5p - 2 + p^2\} + 6p^2r^2 - 4p^4r^2(p + q)]\mu(0000?) - 2p^2qr^2\mu(000?):
\]

\[
= [2pq^2r\{4p - 2 + p^2\} + 6p^2r^2 - 4p^4r^2(p + q)]\mu(0000?):
\]

\[
(4.35)
\]

From (4.22), (4.24) and (4.26) through (4.35), we obtain the inequality

\[
w_2(\bar{F}_{p,q}) \leq w_2(\mu) - q\mu(?) - [p(1 - r) + q]\mu(00?) - \mu(100?) - \{2q + r(4q^2 + 4qp^2 - 2q^3 + 2p^2 + 2q^2p)\} + (4.26) + (4.34), we have
\]

\[
\mu(1000?) - 2r(1 - p^2)\mu(100?) - r(1 - p)\mu(101?) - r(4q^2 + 4qp^2 - 2q^3 + 2q^2p)\mu(1000?)
\]

\[
+ \mu(100?) - + 2p^2r^2(1 - p)(1 - pr)\mu(00000?) - 2p^2r^3(1 - p)\mu(10000?) + \mu(0000?) - 2p^2r(1 + q - p + 2p^2)
\]

\[
- 2p^2r(1 - p) - pq(1 - p - p^3)\mu(00001) - 4(1 - p)^2q(r - p)\mu(0001) - 2p^2r^2(1 - p)(1 - 2pr)
\]

\[
\mu(0000?0,2q^2r^2(1 - p)(1 - pr)\mu(0000?1) - 2p^2r^2(2 - 2q + p)\mu(\ast\ast\ast) + 2p^2r(1 - p - p^2)\mu(\ast\ast\ast)
\]

\[
- 2pq^2r^2(1 - p)\mu(0000?) - 6pq^2r(1 - p)\mu(0000?) - 2p^2qr^2\mu(1000?) - 4q^2p^2r^2[\mu(1000?)] - D.
\]

\[
(4.36)
\]

4.6. **The fourth step of composing the weight function.** The third adjustment is carried out as follows:

\[
w_3(\mu) = w_2(\mu) - 2q + p^2p\mu(100?) - 2p^2r\mu(1000?1) + \mu(100?0).
\]

\[
(4.37)
\]

Once again, by applying (4.19), we have, on one hand

\[
2(q + p^2r)\mu(100?) + 2p^2r\mu(1000?) - \{2q + r(4q^2 + 4qp^2 - 2q^3 + 2p^2 + 2q^2p)\}
\]

\[
+ r(4q^2 + 4qp^2 - 2q^3 + 2p^2 + 2q^2p)\mu(1000?)
\]

\[
= - r(4q^2 + 4qp^2 - 2q^3 + 2q^2p)\mu(1000?) + \mu(1000?) + \mu(1000?)
\]

\[
\]

\[
(4.38)
\]

and on the other, using (4.3), (4.11) and (4.12), and adopting similar algebraic manipulations as those used to obtain (4.25), we get:

\[
- 2(q + p^2r)\bar{F}_{p,q} \mu(100?) - 2p^2r\bar{F}_{p,q} \mu(1000?) + \bar{F}_{p,q} \mu(1000?) = - 2(q + p^2r)\{(1 - p)p^2r\mu(0000?0,1) + C_{1000?}
\]

\[
+ D_{1000?} - 2p^2r\{(1 - p)r^2p\mu(0000?) + (1 - p)^2p\mu(00000?0,1) + (1 - p)^2r(1 - p - q)\mu(0001) + C_{1000?1}}
\]

\[
- 2p^2r\{(1 - p)r^2p\mu(0000?1) + (1 - p)p^2r\mu(0000?1) + C_{1000?0}
\]

\[
= - 2q^2r^2 + 2q^2p^2r + 6p^4r^2(1 - p)\mu(0000?) - 2q^2r^2(1 - p) + 4p^4r^2(1 - p) - 2p^2r^2(1 - p)(1 - p - q)\mu(0001)
\]

\[
+ \{2pq^2r(1 - p) + 2p^4r^2(1 - p) - 4p^3r^3(1 - p)\} \mu(0000?0,1) + 2q^2p^2r(1 - p) + 2p^4r^2(1 - p)
\]

\[
- 2p^3r^3(1 - p)\} \mu(0000?1) - D.
\]

\[
(4.39)
\]
where $D' = 2(q + p^2)rD_{1007} + 2p^2r\{C_{1300} + C_{1070}\}$. Combining the term involving $\mu(000?1)$ from (4.36), the term involving $\mu(1'700)$ from (4.38), and the term involving $\mu(000?1)$ from (4.39), we have

\[-r(4q^2 + 4qp^2 - 2q^3 + 2q^2p)\mu(1'700) - 2p^2r\{1 + q - p + 2p^2 - 2p^2r(1 - p) + pq(1 - p) - p^3\}\mu(000?1)\]
\[-4(1 - p)^2q(r - p)\mu(000?1) + \{2qp^2r(1 - p) + 4p^4r(1 - p) - 2p^2r^3(1 - p)(1 + p - q)\}\mu(000?1)\]
\[\leq -r(4q^2 + 2qp^2)(1 + p) - 2q^3 + 2q^2p)\mu(1'700) - 2p^2r\{1 + q - p + 3 + 2p^2q(1 - p) + pq(1 - p)\}
\[\mu(000?1) - 4(1 - p)r^2q(r - p)\mu(000?1) - 2p^2r^3(1 - p)(1 + p - q)\mu(000?1)\] \tag{4.40}

If $r - p \geq 0$, i.e. $2p + q \leq 1$, (4.40) is as far as we need to go when it comes to the coefficient of $\mu(000?1)$. Otherwise, we continue as follows:

\[-r(4q^2 + 2qp^2)(1 + p) - 2q^3 + 2q^2p)\mu(1'700) - 2p^2r\{1 + q - p + 3 + 2p^2q(1 - p) + pq(1 - p)\}
\[+ 4(1 - p)r^2q(p - r)\mu(000?1) - 2p^2r^3(1 - p)(1 + p - q)\mu(000?1)\]
\[\leq -r(4q^2 + 2qp^2)(1 + p) - 2q^3 + 2q^2p)\mu(1'700) - 2p^2r\{1 + q - p + 3 + 2p^2q(1 - p) + pq(1 - p)\}
\[-2q(1 - p)\mu(000?1) - 2p^2r^3(1 - p)(1 + p - q)\mu(000?1)\]
\[= -r(4q^2 + 2qp^2)(1 + p) - 2q^3 + 2q^2p)\mu(1'700) - 2p^2r\{r + p^3 + 2p^2q(1 - p) + pq(1 - p) + 2pq\}\mu(000?1)
\[+ 2p^2r^3(1 - p)(1 + p - q)\mu(000?1).\] \tag{4.41}

**Remark 4.2.** The crucial thing to note here is that each of the main terms in the upper bounds in both (4.40) and (4.41) is non-positive. For the sake of brevity, though, we can simply consider $-r(4q^2 + 2qp^2)(1 + p) - 2q^3 + 2q^2p)\mu(1'700) - 2p^2r^3(1 - p)(1 + p - q)\mu(000?1)$ as a common upper bound for both the scenarios $2p + q \leq 1$ and $2p + q > 1$.

Next, we combine the term involving $\mu(1'700)$ from (4.36), the term involving $\mu(10'0)$ from (4.38), and the terms involving $\mu(0000?0001)$ from (4.39) and (4.36), to get

\[-r(4q^2 + 4qp^2 - 2q^3 + 2q^2p)\mu(1'700) + \mu(10'0)\} - 2p^2r^2(1 - p)(1 - 2pr)\mu(000?\{0, ?\}1)\]
\[+ \{2qp^2r(1 - p) + 2p^4r^2(1 - p) - 4p^3r^3(1 - p)\}\mu(000?\{0, ?\}1)\]
\[\leq -r(4q^2 + 2qp^2)(1 + p) - 2q^3 + 2q^2p)\mu(1'700) + \mu(10'0)\} - 2p^2r^2(1 - p)(1 - p^2)\mu(000?\{0, ?\}1).\] \tag{4.42}

Combining the terms involving $\mu(0000?)$ and $\mu(0000?1)$ from (4.39) with the term involving $\mu(00000?1)$ from (4.36), we have

\[-\{2qp^2r(1 - p) + 4pr^4r^2(1 - p)\mu(0000?) - 2p^2r^2(1 - p)(1 - pr)\mu(0000?1)\} + \{2qp^2r(1 - p) + 2p^4r^2(1 - p)\mu(0000?1)\]
\[+ 2p^4r^2(1 - p) - 2p^3r^3(1 - p)\mu(0000?1)\leq -2p^2r^2(1 - p)(1 - p^2)\mu(0000?1) - 4p^4r^2(1 - p)\mu(0000?).\] \tag{4.43}

Combining the terms involving $\mu(000?)$ from (4.39) and (4.36) yields

\[2qp^2\{4p - 2 + p^2\} + 6p^4r^2 - 4p^3r^2(1 + p + q)\mu(000?) - \{2qp^2r^2 + 2q^2p^2r + 6p^4r^2(1 - p)\}\mu(000?)\]
\[= 2qp^2\{3p - 2 + p^2\} - 2q^2p^2r + 2p^5r^2 - 4p^4qr^2\mu(000?).\] \tag{4.44}

We combine the terms involving $\mu(00000?)$ from both (4.36) and (4.39), the term $2p^5r^2\mu(000?)$ from (4.44), the term involving $\mu(000?)$ from (4.43) and the terms involving $\mu(0?)$ and $\mu(00?)$ from (4.36), and use the inequalities $\mu(00000?) \leq \mu(000?)$ and $\mu(000?) \leq \mu(0?)$. We consider two situations, the first of which is $1 - pr - 3p^2 > 0$, in which case we have

\[2p^2r^2(1 - p)(1 - pr)\mu(00000?) - \{2qp^2r(1 - p) + 2p^4r^2(1 - p)\}\mu(00000?) + 2p^5r^2\mu(000?).\]
\[ -4p^4r^2(1-p)\mu(00000) - [p(1-r) + q][\mu(0?) + \mu(00000)] \]
\[ \leq 2p^2r^2(1-p)(1-pr - 3p^2)\mu(00000) + 2p^5r^2\mu(00000) - p^2\{\mu(0?) + \mu(00000)\} - 2qp^2r(1-p)\mu(00000) \]
\[ - q(1+p)\{\mu(0?) + \mu(00000)\} \]
\[ \leq 2p^2r^2\{1 - p(1-p^2) - pr(1-p) - 3p^2(1-p)\}\mu(00000) - 2p^2\mu(00000) - 2qp^2r(1-p)\mu(00000) \]
\[ - q(1+p)\{\mu(0?) + \mu(00000)\} \]
\[ = 2p^2r^2\{1 - p(1-p^2) - pr(1-p) - 3p^2(1-p)\} - 1\}\mu(00000) - 2qp^2r(1-p)\mu(00000) \]
\[ - q(1+p)\{\mu(0?) + \mu(00000)\}. \] (4.45)

Note here that \( r^2 < 1 \) and \( 1 - p(1-p^2) - pr(1-p) - 3p^2(1-p) \leq 1 \), so that the coefficient of \( \mu(00000) \) in the right side of (4.45) is non-positive. The second situation is \( 1 - pr - 3p^2 \leq 0 \), in which case we simply observe that \( 2p^3r^2\mu(00000) - p^2\{\mu(0?) + \mu(00000)\} \leq 2p^3(3r^2 - 1)\mu(00000) \), and the coefficient here is non-positive.

**Remark 4.3.** The above discussion shows that whether \( 1 - pr - 3p^2 > 0 \) or not, the leftmost expression in (4.45) is bounded above by \(-2pqr(1-p)\mu(00000) - q(1+p)\{\mu(0?) + \mu(0000)\}\). Next, we combine the term \( 2pqr^2\{3p^2 + 2q^2\}\mu(0000) \) from (4.44) with the term \(-q(1+p)\{\mu(0?) + \mu(0000)\}\) that remains in the upper bound mentioned in Remark 4.3 and use \( 2pr \leq (p+r)^2 \leq 1 \), to get

\[ 2pqr^2\{3p^2 + 2q^2\}\mu(0000) - q(1+p)\{\mu(0?) + \mu(0000)\} \]
\[ \leq 2pqr^2\{3p^2 + 2q^2\}\mu(0000) - 2pqr\{\mu(0?) + \mu(0000)\} \]
\[ = -2pqr^2\{1 - p(1-p^2) - pr(1-p) - 3p^2(1-p)\}\mu(0000) - q(1+p-3pr)\{\mu(0?) + \mu(0000)\}. \] (4.46)

From (4.36), and using (4.38), Remark 4.2, (4.42), (4.43), (4.44), Remark 4.3 and (4.46), we have:

\[ w_3(\bar{F}_{p,q}\mu) \leq w_3(\mu) - q(1+p-3pr)\{\mu(0?) + \mu(0000)\} - \{p(1-r) - q\mu(0?) - r(4q^2 + 4qp^2 - 2q^3 + 2q^2p)\}\{\mu(100?) + \mu(1???) + \mu(1?0?) + \mu(10??)\} - 2r(1-p^2)\mu(1??1) - r(1-p)\mu(11?) \]
\[ - r(4q^2 + 2q^2(1-p) - 2q^3 + 2q^2p)\{\mu(01??) + \mu(010?) + \mu(0010)\} - pr^2(1 + 2q)\mu(000000) \]
\[ - 2p^3(1 - 2p)\mu(00000) + 2pqr(p - r - p^2)\{\mu(00000) - 2pqr^2(1 - 2q + p)\mu(00000) - 2pqr(p - r - p^2)\mu(00000) \]
\[ - 2p^2r^2(1 - p)\mu(00000) - 2p^2r^2(1 - p)(1 + p - q)\mu(00000) - 2p^2r^2(1 - p)\mu(00000) \]
\[ - (2pqr(1 - p)(2 + 2pqr(1 - 2pr) + 2p^2q^2r + 4p^4q^2r)\mu(00000) - 2q^2p^2r(1 - p)\mu(00000) - D - D'. \] (4.47)

**4.7. The final step of composing the weight function and the desired conclusion.** The final adjustment to the existing weight function is accomplished as follows: \( \mu\) = \( \mu - q\mu(???) \). Via (4.19), we see that the term involving \( \mu(???) \) on the right side of (4.47) vanishes, whereas the term involving \( \mu(00000) \) now updates to

\[ 2pqr(p - r - p^2)\mu(00000) - q\mu(00000) = [-2pqr^2 + qr\{2p^2(1 - p) - 1\}]\mu(00000), \]

and all we have to note here is that \( 2p^2(1 - p) \leq 2p(1 - p) \leq 1 \). This final step transforms (4.47) into

\[ w_4(\bar{F}_{p,q}\mu) \leq w_3(\mu) - q(1+p-3pr)\{\mu(0?) + \mu(0000)\} - \{p(1-r) + q\mu(0?) - r(4q^2 + 4qp^2 - 2q^3 + 2q^2p)\}\{\mu(0?) + \mu(1???) + \mu(1?0?) + \mu(10??)\} - 2r(1-p^2)\mu(1??1) - r(4q^2 + 2qp^2(1 + p) - 2q^3 + 2q^2p)\mu(00000) - 2p^2r(1 - p)\mu(00000) - D - D'. \]
We see that (4.48) has the same form as (4.2) (it is crucial to recall, here, that both $D$ and $D'$ are non-negative) – in particular, the coefficient of every summand in the right side, other than $w_4(\mu)$ itself, is non-positive, as desired. From (4.16), (4.20), (4.23), (4.37) and the final adjustment, we obtain our final weight function:

$$w_3(\mu) = (1-p^2-pq-q)\mu(0?) + 2\mu(0?) - \mu(1?0) + 2p(1-p^2)\mu(100?) - 2pr\{\mu(1?) + \mu(10?)\} - 2p^2r\{\mu(1?) + \mu(10?)\} + 4r\mu(1'01) - 2p^2r\{\mu(1'00) + \mu(10'0)\}. \quad (4.49)$$

It is now time to deduce our desired conclusion, i.e. $\mu(?)$ whenever $\mu$ is stationary for $\hat{F}_{p,q}$, from (4.48). This conclusion is immediate when $r = 0$, i.e. $p + q = 1$, so that henceforth, we only consider $r > 0$. To begin with, we note that when $\mu$ is stationary for $\hat{F}_{p,q}$, we have $w_3(\hat{F}_{p,q} \mu) = w_4(\mu)$, and since every term, other than $w_4(\mu)$, in the right side of (4.48) is non-positive, each of them must equal 0. In particular, this means that each of $-2p^2r\{1 - 2p^2(1-p)\}\mu(\cdots)$ is strictly negative, which yields $\mu(\cdots) = 0$. Since $\mu(?) = \hat{F}_{p,q} \mu(?) = r\mu(\cdots)$, we have $\mu(?) = 0$. When $q = 0$ and $p > 0$, the coefficients $-p(1-r) + q$ and $-2p^2r(1-p)(1+p-q)$ are both strictly negative, which implies that $\mu(10?) = \mu(000?) = 0$. The former, via (4.7), yields $\mu(000++) = 0$, and this, together with the latter, yields $\mu(000?) = 0$. We now focus on finding $\hat{F}_{p,q} \mu(000?)$.

In order for $\hat{F}_{p,q} \eta(0), \hat{F}_{p,q} \eta(1), \hat{F}_{p,q} \eta(2), \hat{F}_{p,q} \eta(3)$ to equal $(000?)$, we must have $(\eta(3), \eta(4), \eta(5)) \in \ast \ast \ast$. If each of $\eta(0), \eta(1), \eta(2)$ belongs to $\{0, ?, \}$, then each of the events $\hat{F}_{p,q} \eta(i) = 0$, for $i = 0, 1, 2$, happens with probability $p$. If $\eta(0) = 1$ and $\eta(1) = \eta(2) \in \{0, ?, \}$, then $\hat{F}_{p,q} \eta(0) = 0$ happens with probability $1 - q$ and each of $\hat{F}_{p,q} \eta(1) = 0$ and $\hat{F}_{p,q} \eta(2) = 0$ happens with probability $p$. If $\eta(1) = 1$ and $\eta(2) \in \{0, ?, \}$, then each of $\hat{F}_{p,q} \eta(0) = 0$ and $\hat{F}_{p,q} \eta(1) = 0$ happens with probability $1 - q$ and $\hat{F}_{p,q} \eta(2) = 0$ happens with probability $p$. If $\eta(2) = 1$, then each $\hat{F}_{p,q} \eta(i) = 0$, for $i = 0, 1, 2$, happens with probability $1 - q$. Combining everything, we have $\hat{F}_{p,q} \mu(000?) = p^2r\mu(\{0, ?, \}^3\ast \ast \ast) + (1-q)p^2r\mu(\{1, 0, ?\}^2\ast \ast \ast) + (1-q)^2pr\mu(\{1, 0, ?\}^3\ast \ast \ast) + (1-q)^3r\mu(1\ast \ast \ast)$.

When $\mu(000?) = 0$, $p > 0$ and $\mu$ is stationary for $\hat{F}_{p,q}$, we conclude from the previous paragraph that $\mu(\{0, ?, \}^3\ast \ast \ast) = \mu(1\{0, ?\}^2\ast \ast \ast) = \mu(1\{1, 0, ?\}^3\ast \ast \ast) = 0$. Adding these, we get $\mu(\ast \ast \ast) = 0$, and as argued above for the case $q > 0$, this implies that $\mu(?) = 0$.
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