Abstract—Existing multi-view classification algorithms focus on promoting accuracy by exploiting different views, typically integrating them into common representations for follow-up tasks. Although effective, it is also crucial to ensure the reliability of both the multi-view integration and the final decision, especially for noisy, corrupted and out-of-distribution data. Dynamically assessing the trustworthiness of each view for different samples could provide reliable integration. This can be achieved through uncertainty estimation. With this in mind, we propose a novel multi-view classification algorithm, termed trusted multi-view classification (TMC), providing a new paradigm for multi-view learning by dynamically integrating different views at an evidence level. The proposed TMC can promote classification reliability by considering evidence from each view. Specifically, we introduce the variational Dirichlet to characterize the distribution of the class probabilities, parameterized with evidence from different views and integrated with the Dempster-Shafer theory. The unified learning framework induces accurate uncertainty and accordingly endows the model with both reliability and robustness against possible noise or corruption. Both theoretical and experimental results validate the effectiveness of the proposed model in accuracy, robustness and trustworthiness.
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1 INTRODUCTION

MULTI-VIEW data is common in real-world scenarios, and state-of-the-art multi-view learning methods have achieved significant success across a wide spectrum of applications. These methods are typically built on complex models [1], [2], [3], [4], [5], [6], [7] (usually integrating different views with deep neural networks (DNNs)) and rely on large datasets with semantic annotations. Although existing multi-view learning algorithms provide promising classification performance, they tend to underestimate the uncertainty, and are thus vulnerable to yielding unreliable predictions, particularly when presented with noisy or corrupted views (e.g., information from abnormal sensors). Consequently, their deployment in safety-critical applications (e.g., machine-learning-aided medical diagnosis [8] or autonomous driving [9]) is limited. This has inspired us to propose a new paradigm for multi-view classification with trusted decisions.

For multi-view learning, traditional methods usually assume an equal value for different views [10], [11], [12], [13] or learn a fixed weight factor for each [14], [15], [16], [17], [18]. In either case, the underlying assumption is that the qualities or importance of these views are essentially stable for all samples. However, in practice, the quality of a view may vary for different samples. Thus, it is crucial for designed models to be aware of this for adaption. For example, in machine-learning-aided multimodal medical diagnosis [19], [20], the algorithm may need to output a confident diagnosis based on a magnetic resonance (MR) image for one subject, while for another subject, a positron emission tomography (PET) image may be sufficient. Meanwhile, in image-text data classification, the text modality may be informative for one sample but noisy for another. Perceptual decisions are basically based on multiple sensory inputs whose reliabilities also vary over time [21]. Therefore, classification should be adaptive to dynamically changing multi-view correlations, and the decisions should be well explained according to multi-view inputs. Typically, we not only need to know the classification result, but also be able to answer “How confident is the classification?” and “Why is the confidence so high/low?” As such, it is sensible to simultaneously model uncertainty for each sample which reflects the confidence of classification and uncertainty for each view of each sample which reflects the confidence from individual view.

Quantifying the prediction uncertainty is practical for enhancing the reliability of complex machine learning [22]. Uncertainty-based methods can be roughly divided into two main categories, i.e., Bayesian and non-Bayesian.
Bayesian approaches characterize uncertainty by learning a distribution over the weights [23], [24], [25]. Numerous Bayesian methods have been proposed, including Laplacian approximation [26], Markov Chain Monte Carlo (MCMC) [25] and variational techniques [27], [28], [29]. Unfortunately, compared with standard neural networks, due to the challenges of modeling the distribution of weights and convergence, Bayesian methods are computationally expensive. [30] estimates the uncertainty by introducing dropout [31] as a Bayesian approximation in the testing phase, thereby reducing the computational cost. To avoid explicitly learning the distribution of parameters, recently a variety of non-Bayesian methods have been developed, including deep ensemble [32], evidential deep learning [33] and deterministic uncertainty estimation [34]. All of these methods are designed for estimating the uncertainty on single-view data, despite the fact that fusing multiple views guided by uncertainty could potentially improve both classification performance and reliability.

To promote trusted learning, in this work, we propose a novel multi-view classification method to elegantly integrate multi-view information for trusted decision making (shown in Fig. 1(a)). Our model exploits different views at an evidence level instead of feature or output level as done previously, which produces a stable and reasonable uncertainty estimation and thus promotes both classification reliability and robustness. The Variational Dirichlet distribution is employed to model the distribution of the class probabilities, parameterized with evidence from different views and then the evidences are integrated with the Dempster-Shafer theory in an optimizable (learnable) way. Further it integrates multi-view information at an evidence level with the Dempster-Shafer theory in an optimizable (learnable) way.

Fig. 1. Illustration of our algorithm. For clarity, we only use two views in the Fig. 1(a), where view-1 produces a confident observation and view-2 produces an uncertain observation. In this situation, the final obtained subjective opinions will be mainly determined by the confident view-1. The overall process of the model is composed of the following steps. Firstly, the Dirichlet distribution of each view is obtained using variational approximation (1). Then, the obtained Dirichlet distribution induces the subjective opinions including the belief and uncertainty masses (2). Unlike frequency probability, subjective opinion can express the unknown explicitly through uncertainty. The subjective opinions \( \mathcal{M} \) can be considered as a point in a higher-dimensional standard simplex space. To integrate the subjective opinions from different views, DST-based combination rule is adopted (3). In training, the parameters of the model are updated along the dotted lines. The DST combination rule and an example are shown in Definition 3.2 and Fig. 1(b), respectively. Specifically, given two sets of beliefs (blue and green blocks), we recombine the compatible parts of the two sets (brown blocks) and ignore the mutually exclusive parts (white blocks) to obtain the combined beliefs.

To further validate our model in potential applications (e.g., experiments for RGB-D scene recognition in Section 4.2), we conduct extensive experiments on datasets with multiple views, which clearly validate the superiority of our algorithm in accuracy, robustness, and reliability. This can be attributed to the benefits of our uncertainty estimation and multi-view integration strategy. The code is publicly available 1.

1) We first propose the trusted multi-view classification (TMC) model, providing a new multi-view classification paradigm with reliable integration and decision explainability (benefiting from the uncertainty of each view).

2) The proposed model is an effective and efficient framework (without any additional computations or neural network changes) for sample-adaptive multi-view integration. Furthermore, it integrates multi-view information at a single evidence level with the Dempster-Shafer theory in an optimizable (learnable) way.

3) Based on the subjective uncertainty explicitly learned for each view, the integration is conducted in a promising and theoretically guaranteed manner. This enables our model to improve both classification accuracy and trustworthiness.

4) We conduct extensive experiments on datasets with multiple views, which clearly validate the superiority of our algorithm in accuracy, robustness, and reliability. This can be attributed to the benefits of our uncertainty estimation and multi-view integration strategy. The code is publicly available 1.

2 RELATED WORK

Multi-view Learning. Learning on data with multiple views has proven effective in a variety of tasks. CCA-based multi-view models [36], [37], [38], [39], [40], [41] are representative ones that have been widely used in multi-view representation learning. These models essentially seek a common
Late fusion models in multi-view, multi-modal and multi-kernel learning. Late fusion is a widely used fusion strategy, which can be categorized as follows: naive fusion strategy, learnable classifier fusion, and confidence-based fusion. The naive fusion strategy is the most widely used method, which fuses decision results from different sources through decision averaging [12], [51], [52], decision voting [53], [54], or weighting multiple decisions [55], [56], [57], [58]. Besides, there are studies that integrate decisions from different sources through learnable models [59], [60], [61], [62]. Recently, confidence-based fusion has attracted attention [63], [64]. The significant difference between our method and them is that ours is an end-to-end fusion framework with theoretical guarantees.

Uncertainty-Based Learning. DNNs have achieved great success in various tasks. However, since most deep models are essentially deterministic functions, their uncertainty cannot be obtained. Bayesian neural networks (BNNs) [25], [26], [65] endow deep models with uncertainty by replacing the deterministic weight parameters with distributions. To avoid the prohibitive computational cost of DNNs, MC-dropout [30] performs dropout sampling from the weight during training and testing. Ensemble-based methods [32] train and integrate multiple deep networks and achieve promising performance. To further reduce the parameters of ensemble models, different enhancement strategies have been developed, including independent subnetworks [66] and subnetworks of different depths [67]. Instead of indirectly modeling uncertainty through network weights, the algorithm [33] introduces the subjective logic theory to directly model it without ensemble or Monte Carlo sampling. Building upon RBF networks, the distance between test samples and prototypes can be used as the agency for deterministic uncertainty [34]. Recently, uncertainty estimation algorithms based on Dirichlet distribution [22], [33], [68], [69], [70] have been proposed. PriorNet [33] enables the model to be aware of out-of-distribution data by jointly exploiting out-of-distribution and in-distribution data. Evidential network [33] models the Dirichlet distribution by introducing subjective logic. Ensemble distribution distillation [69] obtains the Dirichlet distribution by distillation from the predictions of multiple models. PostNet [22] employs normalizing flow and Bayesian loss to estimate uncertainty and obtain Dirichlet distribution during training. Median smoothing is applied to the Dirichlet model and significantly improves its ability to deal with adversarial examples [70].

Dempster-Shafer Evidence Theory (DST). DST, a theory on belief functions, was first proposed by Dempster [71] as a generalization of the Bayesian theory to subjective probabilities [72]. Later, it was developed into a general framework to model epistemic uncertainty [73]. In contrast to BNNs, which obtain uncertainty indirectly (e.g., multiple stochastic samplings from weight parameters or variational inferences), DST models it directly. DST allows beliefs from different sources to be combined by various fusion operators to obtain a new belief that considers all available evidence [74], [75]. When faced with beliefs from different sources, Dempster’s rule of combination tries to fuse the shared parts, and ignores the conflicting beliefs through normalization factors. A more specific implementation will be discussed later. DS evidence theory has also been extensively studied in multiview learning, which mainly focuses on improving the Dempster’s combination rule [17], [76], [77], [78], [79], [80]. Different from previous works, we estimate uncertainty through a variational Dirichlet distribution and perform trusted decision fusion through a reduced version of the Dempster’s combination rule with theoretical guarantees.

3 Trusted Multi-View Classification

To obtain trusted multi-view fusion based on uncertainties of different views, reliable single-view uncertainty is required. The softmax output is usually considered as the confidence of prediction. However, this can lead to overconfidence, even for erroneous prediction since the largest softmax output is usually used [34], [81]. To capture the predictive uncertainty for single view, the Dirichlet distribution is considered to provide more trusted predictions [33], [69], [82], [83]. It is intractable to fuse multiple Dirichlet distributions of different views for a closed-form solution. Thus, to flexibly exploit the uncertainty from multiple Dirichlet distributions, the subjective logic is introduced to estimate the uncertainty of different views. Accordingly, we propose an evidence based combination rule for trusted fusion. Systematic theoretical analysis is conducted to prove the effectiveness of the proposed method.

3.1 Variational Dirichlet for Class Distribution

For a $K$-class classification problem, softmax operator is widely used in deep neural networks to convert the continuous output to class probabilities $\mu = [\mu_1, \ldots, \mu_K]$, where $\sum_{k=1}^{K} \mu_k = 1$. Mathematically, the class probabilities $\mu$ can be regarded as a multinomial distribution parameters which describes the probability of $K$ mutually exclusive events [84]. Although effective, softmax operator usually leads to over confidence [34], [81]. For this issue, we try to obtain a Dirichlet distribution which can be considered as the conjugate prior of the multinomial distribution [84] and provide a predictive distribution. Accordingly, uncertainty could be obtained according to the Dirichlet distribution to alleviate overconfidence problem [33], [69], [82]. The definition of Dirichlet distribution can be found in Def. 3.1.

Definition 3.1 (Dirichlet Distribution). The Dirichlet distribution is parameterized by its $K$ concentration parameters $\alpha = [\alpha_1, \ldots, \alpha_K]$. The probability density function of the Dirichlet distribution is given by:

$$
\text{Dir}(\mu | \alpha) = \left\{ \begin{array}{ll} \frac{1}{B(\alpha)} \prod_{i=1}^{K} \mu_i^{\alpha_i-1} & \text{for } \mu \in \mathcal{S}_K, \\ 0 & \text{otherwise,} \end{array} \right.
$$

where $B(\alpha)$ is the Dirichlet integral.
where $S_K$ is the $K - 1$ dimensional unit simplex, defined as:

$$S_K = \left\{ \mu \mid \sum_{i=1}^{K} \mu_i = 1 \text{ and } 0 \leq \mu_1, \ldots, \mu_K \leq 1 \right\},$$

and $B(\alpha)$ is the $K$-dimensional multinomial beta function.

**Variational Lower Bound.** Given a multi-view observation $X = \{x^m\}_{m=1}^{M}, X \in \mathcal{X}$ and the corresponding label $y \in \mathcal{Y}$, where $\mathcal{X}$ and $\mathcal{Y}$ are sets of all observations and corresponding labels, respectively. For view $m$, we introduce the following generative process:

$$\mu^m \sim p_{\theta^m}(\mu^m | x^m) = \text{Dir}(\mu^m | \alpha^m)$$

and

$$y \sim p(y | \mu^m) = \text{Mult}(y | \mu^m).$$

(3)

$\mu^m = [\mu^m_1, \ldots, \mu^m_K]$ are the parameters of the multinomial distribution, which are also regarded as the probabilities of multiple classes. $p_{\theta^m}(\mu^m | x^m)$ is a probabilistic encoder induc-\ing the Dirichlet distribution $\text{Dir}(\mu^m | \alpha^m)$ which is inspired by variational autoencoder [85]. $\text{Mult}(y | \mu^m)$ is a multinomial distribution with parameters $\mu^m$. Different from most deep neural networks that directly obtain multinomial distribution via softmax operator, Equation (3) considers the conjugate prior of the multinomial distribution. Then the marginal likelihood of $p_{\theta^m}(y | x^m)$ can be decomposed as (the details are in the appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputer.org/10.1109/TPAMI.2022.3171983):

$$\log p_{\theta^m}(y | x^m) = D_{KL} [q_{\theta^m}(\mu^m | x^m) || p_{\theta^m}(\mu^m | x^m, y)] + L(x^m, y),$$

(4)

where $q_{\theta^m}(\mu^m | x^m)$ is a probabilistic encoder with parameters $\theta^m$, and $L(x^m, y)$ can be decomposed as:

$$L(x^m, y) = \mathbb{E}_{p_{\theta^m}(\mu^m | x^m)}[\log p(y | \mu^m)] - D_{KL}[q_{\theta^m}(\mu^m | x^m) || p_{\theta^m}(\mu^m | x^m)].$$

(5)

Since the Kullback-Leibler divergence in Equation (4) is always non-negative, and then $L(x^m, y)$ is the lower bound of the marginal likelihood $\log p_{\theta^m}(y | x^m)$. Therefore, we could maximize the marginal likelihood by optimizing $L(x^m, y)$.

**Decomposition of $L(x^m, y)$.** The first term in Equation (5) is essentially the integral of the traditional cross-entropy loss on the simplex determined by $\text{Dir}(\mu^m | \alpha^m)$, which can be formalized as:

$$\mathbb{E}_{p_{\theta^m}(\mu^m | x^m)}[\log p(y | \mu^m)] = \mathbb{E}_{\text{Dir}(\mu^m | \alpha^m)}[\log p(y | \mu^m)] = \sum_{k=1}^{K} y_k \left[ \psi(\alpha_k^m) - \psi(S^m) \right],$$

(6)

where $y_k$ is the $k$-th element of $y$ represented by a one-hot vector, $\psi(\cdot)$ is the digamma function, and $S^m = \sum_{k=1}^{K} \alpha_k^m$ is the Dirichlet strength corresponding to the Dirichlet distribution $\text{Dir}(\mu^m | \alpha^m)$.

The second term in Equation (5) is essentially a prior constraint to ensure a more reasonable Dirichlet distribution. For multi-classification, reasonable $\mu$ should satisfy $\mu_k \gg \mu_j$ where $k$ corresponds to the groundtruth label and $k \neq j$. Correspondingly, the reasonable Dirichlet distribution should be concentrated on the vertex corresponding to the groundtruth label on a simplex. To obtain concentrated Dirichlet distribution, we replace the softmax operator with a non-negative activation, and add 1 to the outputs. Formally, assuming the neural network output is $o$, then the obtained Dirichlet distribution parameters $\alpha = \sigma(o) + 1$, where $\sigma$ is non-negative activation function (e.g., Softplus, ReLU). In this manner, the obtained parameters $\alpha = [\alpha_1, \ldots, \alpha_K]$ of Dirichlet distribution satisfy $\alpha_k \geq 1$ where $K \geq k \geq 1$. For multi-classification, given label $y$, a reasonable Dirichlet distribution should be concentrated on the vertex corresponding to the label $y$ on a simplex, which implies that the parameters of the Dirichlet distribution should be as close as possible to 1 except for that of the correct label. Formally, we can get the following equation to add the prior constraint:

$$D_{KL}[q_{\theta^m}(\mu^m | x^m) || p_{\theta^m}(\mu^m | x^m, y)]$$

$$\simeq D_{KL}[\text{Dir}(\mu^m | \bar{\alpha}^m) || \text{Dir}(\mu^m | [1,1,\ldots,1])],$$

(7)

where $\bar{\alpha}^m = y + (1-y) \odot \alpha^m$ is the Dirichlet distribution after replacing the $\alpha_k$ corresponding to the groundtruth label with 1 which can avoid penalizing the Dirichlet parameter of the groundtruth class to 1. Then Equation (7) can be derived as:

$$D_{KL}[\text{Dir}(\mu^m | \bar{\alpha}^m) || \text{Dir}(\mu^m | [1,1,\ldots,1])]$$

$$= \log \left[ \frac{\Gamma \left( \sum_{k=1}^{K} \bar{\alpha}_k \right)}{\Gamma(K) \prod_{k=1}^{K} \Gamma(\bar{\alpha}_k)} \right]$$

$$+ \sum_{k=1}^{K} (\bar{\alpha}_k - 1) \left[ \psi(\bar{\alpha}_k) - \psi \left( \sum_{j=1}^{K} \bar{\alpha}_j \right) \right].$$

(8)

where $\Gamma(\cdot)$ is the gamma function.

In practice, the overall variational objective function for view $m$ can be written as:

$$L(x^m, y) = \mathbb{E}_{p_{\theta^m}(\mu^m | x^m)}[\log p(y | \mu^m)]$$

$$- \lambda_D D_{KL}[\text{Dir}(\mu^m | \bar{\alpha}^m) || \text{Dir}(\mu^m | [1,\ldots,1])],$$

(9)

where $\lambda_D$ balances the expected classification error and KL-regularization [86]. We gradually increase $\lambda_D$ to prevent the network from overemphasizing the KL divergence in the beginning of training, which may result in insufficient exploration of the parameter space and output a nearly flat uniform distribution.

### 3.2 Uncertainty and Evidence Theory

After obtaining the Dirichlet distributions from different views, we now focus on quantifying the uncertainty of the Dirichlet distribution to flexibly integrate multiple Dirichlet distributions. The fusion of multiple Dirichlet distributions is intractable in practice, since there is no closed-form solution for integrating multiple Dirichlet distributions. Therefore, the subjective logic [87] is introduced. In the context of multi-classification, subjective logic provides a theoretical framework to associate the parameters of the Dirichlet distribution with the belief and uncertainty. In this way, we
could quantify the uncertainty for classification, jointly modeling the probability of each class and the overall uncertainty of the current classification. For the $K$-class classification problem, subjective logic assigns belief mass $\{b_k\}_{k=1}^K$ to each class and an overall uncertainty mass $u$ to the whole classes frame based on the Dirichlet distribution. For the $m$th view, the $K + 1$ mass values are all non-negative and their sum is one:

$$u^m + \sum_{k=1}^K b_k^m = 1,$$

where $u^m \geq 0$ and $b_k^m \geq 0$ denote the overall uncertainty for view $m$ and the belief mass of the $k$th class, respectively.

Given a Dirichlet distribution $\text{Dir}(\mu^m | \alpha^m)$, subjective logic [87] and evidential classification [33], [88] associate the evidence $e^m = [e_1^m, \ldots, e_K^m]$ with the concentration parameters of the Dirichlet distribution $\alpha^m = [\alpha_1^m, \ldots, \alpha_K^m]$. The evidence refers to the metrics acquired from the input to support classification, which is closely related to the expected concentration parameters of the Dirichlet distribution. Specifically, the relationship between $e_k^m$ and $\alpha_k^m$ is $e_k^m = \alpha_k^m - 1$. Therefore, the belief mass $b_k^m$ and the uncertainty $u^m$ are obtained by:

$$b_k^m = \frac{e_k^m}{S^m} = \frac{\alpha_k^m - 1}{S^m} \quad \text{and} \quad u^m = \frac{K}{S^m},$$

where $S^m = \sum_{k=1}^K (e_k^m + 1) = \sum_{k=1}^K \alpha_k^m$ is known as the Dirichlet strength. From Equation (11), it is easy to infer that the more evidence obtained for the $k$th class, the higher the assigned belief mass. Correspondingly, the less the total evidence obtained, the higher the overall uncertainty for classification. The belief assignment can be considered as subjective opinion. Given a subjective opinion, the mean of the corresponding Dirichlet distribution $\mu^m$ for the class probability $\mu_k^m$ is computed as $\mu_k^m = \frac{\alpha_k^m}{S^m}$ [89].

**Differences from Existing Classifiers**. First, in traditional neural network the output can be regarded as one point on a simplex, while the Dirichlet distribution characterizes the probability of each point on a simplex. Therefore, the proposed method models the second-order probability and overall uncertainty of the output with a Dirichlet distribution. Second, in traditional DNN-based classifiers, the softmax function is used in the last layer, which usually leads to over-confidence [33], [90]. In our model, we introduce variational Dirichlet distribution to avoid the issue by adding overall uncertainty mass. Moreover, existing uncertainty-based algorithms [30], [32] generally require additional computation to quantify uncertainty. The uncertainty is estimated during inference for these models [30], [32], preventing them seamlessly promoting accuracy, robustness and uncertainty estimation in a unified framework. These limitations of existing algorithms (e.g., inability to directly obtain uncertainty) also impede their extension for trusted multi-view classification.

To intuitively illustrate above difference, we provide examples for a triple classification task. Assuming $\alpha = [41, 2, 2]$, we have $e = [40, 1, 1]$. The corresponding Dirichlet distribution in Fig. 2(a) yields a sharp distribution where the density is centered at the top of a standard 2-simplex. This implies that sufficient evidence is collected for accurate classification. In contrast, $\alpha = [1.0001, 1.0001, 1.0001]$, provides weak evidence $e = [0.0001, 0.0001, 0.0001]$ for classification. Then, the uncertainty mass is $u \approx 1$. In this case, the evidence induces a flat distribution over the simplex, as shown in Fig. 2(b). Finally, when $\alpha = [6, 6, 6]$, since each class has stronger evidence and thus produces a relatively low uncertainty (Fig. 2(c)). However, the classification is still uncertain. We avoid this by exploiting the Kullback-Leibler (KL) divergence scheme which adds a prior constraint to ensure a more reasonable Dirichlet distribution, elaborated in Section 3.1. As shown in Fig. 2(d), to describe the uncertainty, it is easy to transform a Dirichlet distribution with a standard 3-simplex, i.e., a regular tetrahedron with vertices $(1,0,0,0), (0,1,0,0), (0,0,1,0)$ and $(0,0,0,1)$ in $\mathbb{R}^4$, based on the subjective logic theory (Equation (10) and Equation (11)). The point $(M)$ inside the simplex indicates an opinion $\{b_k\}_{k=1}^K, u$. The expectation of the Dirichlet distribution ($\mu$) is the projection of $M$ on the bottom.

### 3.3 DS-Combination Rule for Multi-View Classification

After estimating the uncertainty of each view, we now focus on the adaptation to data with multiple views. We note that the Dempster-Shafer theory allows opinions (belief and uncertainty masses) from different sources to be integrated, producing a comprehensive opinion that takes all the available evidence into account. Unfortunately, for $K$-class classification, the number of input and output masses in the original Dempster’s combination rule is very large (at most $2^K$), making it overly complex in application. To adapt Dempster’s combination rule for our model, we propose the reduced Dempster’s combination rule (Definition 3.2), which has the following advantages. First, the input masses are trimmed according to the $K$-class classification task, and thus the complexity of the fusion process is also reduced and efficient. Second, the reduced Dempster’s combination rule allows us to conduct a theoretical analysis.
(Section 3.4). Finally, the reduced Dempster’s combination rule inherits the essence (fusion based on uncertainty) of DST, enabling it to provide more trusted classification. Specifically, we need to combine $M$ independent sets of probability mass assignments $\{M^m\}_{m=1}^M$, where $M^m = \{\{b^m_k\}_k, u^m\}$, to obtain a joint mass $M = \{\{b^K_k\}_k, u\}$ (step 3 in Fig. 1(a)).

Definition 3.2 (Reduced Dempster’s Combination Rule for K-Class Classification). The combination (termed joint mass) $M = \{\{b^K_k\}_k, u\}$ is calculated from the two sets of masses $M^1 = \{\{b^1_k\}_k, u^1\}$ and $M^2 = \{\{b^2_k\}_k, u^2\}$ with the following rule:

$$
M = M^1 \oplus M^2.
$$

(12)

The more specific calculation rule can be formulated as follows:

$$
b_k = \frac{1}{1 - C} (b^1_k u^2 + b^2_k u^1),
$$

(13)

where $C = \sum_{i \neq j} b_i^1 b_i^2$ is a measure of the amount of conflict between the two mass sets (the white blocks in Fig. 1(b)), and the scale factor $\frac{1}{1-C}$ is used for normalization.

The opinion $M$ is formed by combining the opinions $M^1$ and $M^2$. Intuitively, the combined belief mass $(b_k)$ and overall uncertainty $(u)$ correspond to the brown blocks in Fig. 1(b). More specifically, the combination rule ensures: (1) When both views are of high uncertainty (large $u^1$ and $u^2$), the final classification must have low confidence (small $b_k$); (2) When both views are of low uncertainty (small $u^1$ and $u^2$), the final classification may have high confidence (large $b_k$); (3) When only one view is of low uncertainty (only $u^1$ or $u^2$ is large), the final classification only depends on the confident view; (4) When the opinions from the two views are in conflict, both $C$ and $u$ will accordingly increase.

Given data with $M$ views, we can obtain the above-mentioned mass for each. Then, we can combine these beliefs from different views with our combination rule. Specifically, we fuse the belief and uncertainty masses from different views by using the following rule:

$$
M = M^1 \oplus M^2 \oplus \cdots M^K.
$$

(14)

After obtaining the joint mass $M = \{\{b^K_k\}_k, u\}$, we can induce the corresponding joint evidence from multiple views according to Equation (11), and then the parameters of the Dirichlet distribution are obtained as:

$$
S = \frac{K}{u},
$$

(15)

$$
\epsilon_k = b_k \times S \text{ and } \alpha_k = \epsilon_k + 1.
$$

With the combination rule, we can obtain the estimated multi-view joint evidence $e$ and the corresponding parameters of the joint Dirichlet distribution $\text{Dir}(\mu | \alpha)$, producing the final probability of each class and the overall uncertainty. Compared with softmax, subjective uncertainty is more suitable for the fusion of multiple decisions. Subjective logic provides an additional mass function $(u)$ that allows the model to perceive the lack of evidence. In our model, subjective logic provides uncertainty for each view and also for the overall classification, which is important for trusted classification and explainable fusion.

### 3.4 Theoretical Analysis of the Combination Rule

To illustrate the advantages of using the reduced combination rule for trusted multi-view classification, we theoretically analyze it by providing four propositions from the perspectives of classification accuracy and uncertainty estimation.

Specifically, given the original opinion $M^o = \{\{b^K_k\}_k, u^o\}$, we aim to theoretically analyze whether the integration of another opinion $M^o = \{\{b^K_k\}_k, u^o\}$ will reduce the performance (both in terms of accuracy and uncertainty estimation) of the classifier. Suppose that after fusing $M^o$ and $M^a$, the new opinion is $M = \{\{b^K_k\}_k, u\}$. Specifically, we have the following conclusions:

- **Accuracy**: (1) According to Prop. 3.1, integrating an additional opinion into the original opinion can potentially improve the classification accuracy of the model. (2) According to Prop. 3.2, when integrating an additional opinion into the original opinion, the possible performance degradation of the model is limited under mild conditions.

- **Uncertainty**: (3) According to Prop. 3.3, integrating an additional opinion reduces the integrated uncertainty mass. (4) According to Prop. 3.4, when the uncertainties of two views are both large, the integrated uncertainty will also be large.

The following propositions provide theoretical analysis to support the above conclusions.

**Proposition 3.1.** Under the conditions $b^t_k \geq b^m_k$, where $t$ is the index of ground-truth class and $b^m_k$ is the largest belief mass in $\{b^K_k\}_k$, integrating another opinion $M^o$ makes the new opinion satisfy $b_t \geq b^t_k$.

**Proof.**

$$
b_t = \frac{b^1_t b^1_k + b^2_t b^2_k + b^o_t u^o}{\sum_{k=1}^K b^1_k b^1_k + u^a + u^a - u^a u^o} \geq \frac{b^1_t (b^1_k + u^a + u^a)}{b^m t(1 - u^a) + u^a + u^a - u^a u^a} \geq \frac{b^1_t (b^1_k + u^a + u^a)}{b^m t + u^a + u^a} \geq b^t_k.
$$

**Proposition 3.2.** When $u^a$ is large, $b^t_k - b_t$ will be limited, and it will have a negative correlation with $u^a$. As a special case, when $u^a$ is large enough (i.e., $u^a = 1$), integrating another opinion will not reduce the performance (i.e., $b_t = b^t_k$).

**Proof.**

$$
b_t' - b_t = b_t' - \frac{b^1_t b^1_k + b^2_t b^2_k + b^o_t u^o}{\sum_{k=1}^K b^1_k b^1_k + u^a + u^o - u^a u^o} \leq \frac{b^t_k b^t_k}{b^m t + u^a + u^a - u^a u^a} \leq b^t_k - \frac{b^1_t u^a}{1 + u^a - u^a u^a} = b^t_k \frac{1 + u^o}{1 - u^a + u^a}.
$$

**Proposition 3.3.** After integrating another opinion $M^o$ into the original opinion $M^a$, the obtained uncertainty mass $u$ will be reduced, i.e., $u \leq u^o$.
Proof.
\[ u = \frac{u^o u^a}{1 - C} = \frac{u^o u^a}{1 - \sum_{k=1}^{K} b_k^o b_k^a + u^o + u^a - u^o u^a} \leq \frac{u^o u^a}{u^o + u^a - u^o u^a} \leq u^o. \]

\[ \square \]

Proposition 3.4. \( u \) has a positive correlation with \( u^o \) and \( u^a \).

Proof.
\[ u = \frac{u^o u^a}{\sum_{k=1}^{K} \left( b_k^o b_k^a + b_k^o u^a + b_k^a u^o \right) + u^o u^a} = \frac{1}{\sum_{k=1}^{K} \left( \frac{b_k^o}{u^a} + \frac{b_k^a}{u^o} + \frac{b_k^o b_k^a}{u^a u^o} \right) + 1}. \]

\[ \square \]

Note that, although the above analysis is based on the integration of two opinions, it can easily be generalized to multiple opinions.

3.5 Pseudo-View Enhanced TMC
Although the proposed TMC can provide trusted classification, it lacks full interaction between different views due to the late-fusion strategy. Specifically, unlike in the traditional multi-view learning algorithms, the interaction between different views only exists in the decision-making layer in TMC, which may limit its performance in some scenarios, e.g., for scenes requiring complementary information from different views at the feature or representation level. To address this, we introduce a pseudo-view to promote interaction between different views, while maintaining the trustworthiness of the original model. As discussed in Section 3.4, integrating a new opinion into the original one can potentially improve the performance of the model under reasonable conditions and avoid negative effects. More specifically, we add the pseudo-view (view-p), which is generated in a flexible way based on the original views. The framework of the model is shown in Fig 3.

A direct way to ensure that the generated pseudo-view contains complementary information from multiple views is to simply concatenate the original features. In addition, we can flexibly adopt appropriate multi-view representation learning algorithms according to specific applications. Assume that the belief and uncertainty masses corresponding to the pseudo-view are \( M^p = \{ b_k^p \}_{k=1}^{K}, w^p \}. Then, comprehensive results can be derived as \( M = M^o + M^p \), where \( M^o = M^1 + M^2 + \cdots + M^K \).

Unlike traditional early-fusion-based multi-view classification methods, our TMC can dynamically evaluate the quality of different views and make trusted decisions based on the uncertainty. Furthermore, in contrast to TMC, the proposed enhanced trusted multi-view classification (ETMC) can simultaneously explore interactions between different views at a representation level by adding a pseudo-view to improve model performance, with theoretical guarantees.

3.6 Training to Form Multi-View Opinions
We now focus on jointly training neural networks to obtain Dirichlet distribution for each view, which can then be used to infer the corresponding masses \( \{ M^v \}_{v=1}^{V}, M \). In conventional neural-network-based classifiers, the cross-entropy loss is widely used:
\[ L_{ce} = -\sum_{j=1}^{K} y_{ij} \log(p_{ij}), \]
where \( p_{ij} \) is the predicted probability for the \( i \)th sample belonging to class \( j \).

In our model, to obtain the Dirichlet distribution, variational loss function for single view is proposed in Section 3.1. The loss function for view \( m \) can be written as:
\[ L^m(x^m, y) = \mathbb{E}_{q(\mu|x^m)}[\log p(y|\mu^m)] - \lambda_k KL(D(\mu^m|\tilde{\alpha}^m)||D(\mu^m|[1,\ldots,1])). \]

Considering \( N \) i.i.d. multi-view observations and the corresponding labels \( \{ (x_{i,n}^m)_{m=1}^{M}, y_n \}_{n=1}^{N} \), we employ a multi-task strategy to enable all views to jointly form reasonable subjective opinions and accordingly improve the fused opinion:
\[ L_{overall} = \sum_{i=1}^{N} L^{\text{fused}}(\{ x_{i,n}^m \}_{m=1}^{M}, y_n) + \sum_{i=1}^{M} L^m(x_{i,n}^m, y_n), \]
with \( L^{\text{fused}}(\{ x_{i,n}^m \}_{m=1}^{M}, y_n) = \mathbb{E}_{\mu\sim\text{Dir}(\mu|\tilde{\alpha})}[\log p(y|\mu)] - \lambda_k KL(\text{Dir}(\mu|\tilde{\alpha})||\text{Dir}(\mu|[1,\ldots,1])) \]
where \( \text{Dir}(\mu|\tilde{\alpha}) \) is obtained with subjective logic and DS-combination rule which has been elaborated in Section 3.2 and Section 3.3 respectively.

After introducing the pseudo-view proposed in Section 3.5, the objective function is:
\[ L_{overall} = \sum_{i=1}^{N} L^{\text{fused}}(\{ x_{i,n}^m \}_{m=1}^{M}, y_n) + \sum_{i=1}^{N} L^{\text{pseudo}}(\{ x_{i,n}^m \}_{m=1}^{M}, y_n) + \sum_{i=1}^{M} L^m(x_{i,n}^m, y_n), \]
with \( L^{\text{pseudo}}(\{ x_{i,n}^m \}_{m=1}^{M}, y_n) = \mathbb{E}_{\mu\sim\text{Dir}(\mu|\tilde{\alpha}^p)}[\log p(y|\mu^p)] - \lambda_k KL(\text{Dir}(\mu^p|\tilde{\alpha}^p)||\text{Dir}(\mu^p|[1,\ldots,1])) \]
where \( \text{Dir}(\mu^p|\tilde{\alpha}^p) \) is obtained with pseudo-view classifier.

The optimization process for the proposed model is summarized in Algorithm 1.

4 EXPERIMENTS
In this section, we conduct experiments on diverse scenarios to comprehensively evaluate our algorithm. Specifically, we...
conduct experiments on six real-world multi-feature datasets, and then adopt our method for end-to-end evaluation on RGB-D scene recognition and image-text classification tasks.

Algorithm 1. Algorithm for Trusted Multi-View Classification

/*Training*/
Input: Multi-view dataset: \( D = \{ (x_n^m, y_n) \}_{n=1}^N \).
Initialize: Initialize the parameters of the neural network.
while not converged do
    for \( m = 1 : M \) do
        \( \text{Dir}(\mu^m | x^m) \) ← variational network output;
        Subjective opinion \( M^m \) ← \( \text{Dir}(\mu^m | x^m) \);
    end
    Obtain joint opinion \( M \) with Equation (14);
    Obtain \( \text{Dir}(\mu | \alpha) \) with Equation (15);
    Obtain the overall loss by updating \( \alpha \) and \( \{ \alpha' \}^V \) in Equation (18);
    Maximize Equation (18) and update the networks with gradient descent;
end
Output: networks parameters.

/*Test*/
Calculate the joint belief and the uncertainty masses.

4.1 Experiments on Vector-Type Data

First, we conduct experiments on six real-world datasets associated with multiple types of feature vectors, which can be conveniently used to validate our multi-view classification algorithms due to the simplified networks. These datasets are as follows: (a) Handwritten consists of 2,000 samples of 10 classes from digits ‘0’ to ‘9,’ with 200 samples per class, where six types of descriptors are used. (b) CUB [91] consists of 11,788 images associated with text descriptions for 200 different categories of birds. We use the first 10 categories, employing GoogleNet and doc2vec to extract image features and corresponding text features, respectively. (c) Caltech101 [92] consists of 8,677 images from 101 classes. We extract two types of deep features with DECAF and VGG19, respectively. (d) PIE [93] consists of 680 facial images of 68 subjects. Three types of features including intensity, LBP and Gabor, are extracted. (e) Scene15 [95] consists of 4,485 images from 15 indoor and outdoor scene categories. Three types features (GIST, PHOG and LBP) are extracted. (f) HMDB [94] is one of the largest human action recognition datasets. It contains 6,718 samples from 51 categories of actions, where HOG and MBH features are extracted.

We compare our method with the following uncertainty-based models: (a) MCDO (Monte Carlo dropout) [30] casts dropout network training as approximate inference in a Bayesian neural network; (b) DE (deep ensemble) [32] is a simple, non-Bayesian method, which involves training multiple deep models; (c) UA (uncertainty-aware attention) [95] generates attention weights following a Gaussian distribution with a learned mean and variance, which allows heteroscedastic uncertainty to be captured and yields a more accurate calibration of prediction uncertainty; (d) EDL (evidential deep learning) [33] designs a predictive distribution for classification by placing a Dirichlet distribution on the class probabilities.

For the proposed TMC and ETMC, we employ fully connected networks for all datasets, and \( l_2 \)-norm regularization is used with a trade-off parameter of 0.0001. For ETMC, we concatenate the original feature vectors to construct the pseudo-view. The Adam [96] optimizer is used to train the network, and five-fold cross-validation is employed to tune the hyperparameters. For all datasets, 20% of samples are used as the test set. We run all methods 30 times and report the mean values and standard deviations.

Comparison with Uncertainty-Based Methods Using the Best View. First, we compare our method with existing uncertainty-based classification models, and report the experimental results in Table 1. Existing uncertainty-based methods are designed for single-view data, so we report their results using the best-performing view. As shown in Table 1, our method outperforms all models on all datasets in terms of accuracy. Taking the results on PIE and Scene15 as examples, our ETMC improves the accuracy by about 9.4% and 18.7% compared to the second-best models (EDL/MCDO). Compared with TMC, benefiting from the pseudo view, ETMC usually achieves better performance. Although the proposed model is more effective than single-view uncertainty-based methods, we will further investigate the performance when all algorithms utilize multiple views.

Comparison with Uncertainty-Based Algorithms Using Multiple Views. To further demonstrate the effectiveness of our model in integrating different views, we concatenate the original feature vectors for all comparison methods. We add Gaussian noise with different standard deviations (\( \sigma \)) to the test data. More specifically, we add noise to one view for all datasets except for the Handwritten dataset. Handwritten has six views, and adding noise to only one of them does not significantly reduce the overall performance. Therefore, noise is added to three views to better evaluate the effectiveness of our algorithm. The results are reported in Fig. 4. We find that when the data is free of noise, our method can achieve competitive results. Meanwhile for the data with noise, the performance significantly decreases for all comparison methods. Fortunately, benefiting from the uncertainty-based fusion strategy, our method is aware of the view-specific noise and thus achieves promising results on all datasets. In addition, we conduct experiments after adding different level of noise to each view on all datasets. From Fig. 4, we have the following observations. The proposed method is quite robust to abnormal multi-view data. Thanks to the uncertainty-based integration, the negative effect of noisy views on the final prediction is limited. Similar, compared with TMC, although the integrated pseudo-view is noisy, ETMC still achieves competitive performance. However, it will be more convincing to explicitly investigate the performance in uncertainty estimation.

Uncertainty Estimation. To evaluate the estimated uncertainty, we visualize the distribution of in-/out-of-distribution samples in terms of uncertainty. The original
samples and the samples with Gaussian noise are considered as in-distribution and out-of-distribution samples respectively. Specifically, we add Gaussian noise with different standard deviations (i.e., $\sigma = 1$, $\sigma = 10$ and $\sigma = 100$) to the test samples. The experimental results of TMC and ETMC are shown in Fig. 5 and Fig. 6, respectively. From the results, we draw the following observations: (1) Datasets with higher classification accuracy (e.g., Handwritten) are usually associated with lower uncertainty for the in-distribution samples. (2) In contrast, datasets with lower accuracy are usually associated with higher uncertainty for the in-distribution samples. (3) Much higher uncertainties are usually estimated for out-of-distribution samples on all datasets. Meanwhile, as the noise strength of the out of distribution data increases, the uncertainty of the data will also increase usually. These observations suggest that our model is effective at characterizing uncertainty, since it can facilitate discrimination between these data. Fig. 7 shows that TMC and ETMC provide much more accurate predictions as the prediction uncertainty decreases. This implies that trusted decisions are supported based on the output (classification and its corresponding uncertainty) of our model.

**Comparison with CCA-Based Algorithms.** We also compare our method with CCA-based algorithms. Specifically, we employ CCA-based methods to obtain the latent representations and then the linear SVM classifier is used for classification. The following CCA-based algorithms are used as baselines. (1) CCA [36] is a classical algorithm for seeking the correlations between multiple types of features. (2) DCCA [39] obtains the correlations through DNNs. (3) DCCAE [40] employs autoencoders to seek the common representations. (4) BCCA [38] uses a Bayesian model selection algorithm for CCA based on a probabilistic interpretation. Due to the randomness (e.g., training/

**TABLE 1**

| Data       | Metric | MCDO DE UA EDL TMC ETMC |
|------------|--------|--------------------------|
| Handwritten| ACC    | 97.37±0.80 98.30±0.31 97.45±0.84 97.67±0.32 98.51±0.15$^2$ 98.75±0.00$^1$ |
|            | AUROC  | 99.70±0.07 99.79±0.05 99.67±0.10 99.83±0.02 99.97±0.00$^1$ 99.95±0.00$^2$ |
| CUB        | ACC    | 89.78±0.52 90.19±0.51 89.75±1.43 89.50±1.17 91.00±0.42$^2$ 91.04±0.69$^1$ |
|            | AUROC  | 99.29±0.03$^1$ 98.77±0.03 98.69±0.39 98.71±0.03 99.06±0.03 99.13±0.03$^2$ |
| PIE        | ACC    | 84.09±1.45 70.29±3.17 83.70±2.70 84.36±0.87 91.99±1.01$^2$ 93.75±1.08$^1$ |
|            | AUROC  | 98.90±0.31 95.71±0.88 98.06±0.56 98.74±0.17 99.69±0.05$^2$ 99.77±0.05$^1$ |
| Caltech101 | ACC    | 91.73±0.58 91.60±0.82 92.37±0.72 90.84±0.56 92.93±0.20$^1$ 92.83±0.33$^2$ |
|            | AUROC  | 99.91±0.01$^2$ 99.94±0.01$^1$ 99.85±0.05 99.74±0.03 99.90±0.01 99.89±0.02 |
| Scene15    | ACC    | 52.96±1.17 39.12±0.80 41.20±1.34 46.41±0.55 67.74±0.36$^2$ 71.61±0.28$^1$ |
|            | AUROC  | 92.90±0.31 74.64±0.47 85.26±0.32 91.41±0.05 95.94±0.02$^2$ 96.17±0.02$^1$ |
| HMDB       | ACC    | 52.92±1.28 57.93±1.02 53.32±1.39 59.88±1.19 65.26±0.76$^2$ 69.43±0.67$^1$ |
|            | AUROC  | 93.57±0.28 94.01±0.21 91.68±0.69 94.00±0.25 96.18±0.10$^1$ 95.58±0.12$^2$ |

The best two results are in bold and marked with a superscript.

---

| Data       | Metric | MCDO DE UA EDL TMC ETMC |
|------------|--------|--------------------------|
| Handwritten| AUROC  | 99.70±0.07 99.79±0.05 99.67±0.10 99.83±0.02 99.97±0.00$^1$ 99.95±0.00$^2$ |
| CUB        | AUROC  | 99.29±0.03$^1$ 98.77±0.03 98.69±0.39 98.71±0.03 99.06±0.03 99.13±0.03$^2$ |
| PIE        | AUROC  | 98.90±0.31 95.71±0.88 98.06±0.56 98.74±0.17 99.69±0.05$^2$ 99.77±0.05$^1$ |
| Caltech101 | AUROC  | 99.91±0.01$^2$ 99.94±0.01$^1$ 99.85±0.05 99.74±0.03 99.90±0.01 99.89±0.02 |
| Scene15    | AUROC  | 92.90±0.31 74.64±0.47 85.26±0.32 91.41±0.05 95.94±0.02$^2$ 96.17±0.02$^1$ |
| HMDB       | AUROC  | 93.57±0.28 94.01±0.21 91.68±0.69 94.00±0.25 96.18±0.10$^1$ 95.58±0.12$^2$ |

---

Fig. 4. Performance comparison on multi-view data with different levels of noise.
test partition and optimization) involved, we run each method 30 times and report their mean and standard deviations in terms of classification accuracy. The experimental results are shown in Table 2. On all datasets, our method consistently achieves better performance compared with the CCA-based algorithms. We notice that the CCA outperforms CCA-advanced methods, the possible reason is that stronger correlation maximization algorithms are easy to overfit on the training set.

4.2 RGB-D Scene Recognition
We conduct experiments for RGB-D scene recognition in an end-to-end manner. There are two standard and widely used RGB-D scene datasets, i.e., SUN RGB-D and NYU Depth V2. The SUN RGB-D dataset consists of 10,335 RGB-depth image pairs. Following existing work [105], we use the 19 major scene categories, each of which contains at least 80 images. We use 4,845 and 4,659 samples as training and test data, respectively. NYU Depth V2 (NYUD2) is a
relatively small RGB-D dataset, which consists of 1,449 RGB-depth image pairs of 27 categories. Following the standard split [106], we reorganize the 27 categories into 10 categories with 9 usual scenes and one "others" category. We then use 795 and 654 samples for training and testing, respectively.

We employ ResNet-18 [107] pre-trained on ImageNet as the backbone network. A TITAN Xp GPU is used for training the neural network. The input images are resized to $256 \times 256$ and randomly cropped to $224 \times 224$. The Adam optimizer [96] with weight and learning rate decay is employed to train the neural network. For ETMC, the pseudo-view is constructed by simply concatenating the outputs of the two backbone networks.

**Quantitative Results.** We compare the proposed model with the current state-of-the-art methods on SUN RGB-D. The experimental results are shown in Table 3. For most methods, we report the results for the fusion of RGB and depth, as well as the results using a single view. The proposed ETMC achieves the best accuracy of 61.3%. Further, it is still robust and also achieves the best performance when only one view is used in the test stage. This is likely due to the multi-task strategy adopted by our method, which enables it to not only focus on improving the accuracy after fusion, but also on improving the performance whenever only a single view is used. Compared with TMC, the accuracy of ETMC increases by 0.6% after fusion, and the performance is slightly degraded when only the RGB modality is involved. We conduct comparative experiments with eight current state-of-the-art methods on NYUD Depth V2. The results are shown in Table 4. Similar to the experiments on the SUN RGB-D dataset, we report the results using RGB-D image pairs as well as the results using each single view. The proposed ETMC again achieves the best classification performance at 72.5%. TMC is competitive when different views are used in the test stage. For example, when only the depth image is used, it achieves the highest classification accuracy.

**Qualitative Results.** We present typical examples (from SUN RGB-D and NYUD Depth V2) with the highest and lowest uncertainties in prediction in Fig. 10 and Fig. 11, respectively. For samples that are easy to intuitively distinguish, our model confidently and correctly recognizes them. For samples that are difficult for even humans to recognize, and our method also tends to output high uncertainties. Please refer to the appendix, available online, for more examples. In addition, we show the classification confusion matrices of

---

**TABLE 2**
Comparison With CCA-Based Algorithms

| Data       | CCA    | DCCA   | DCCA-E | BCCA   | TMC    | ETMC   |
|------------|--------|--------|--------|--------|--------|--------|
| Handwritten| 97.25  | 97.55  | 97.35  | 95.75  | 98.51  | 98.75  |
| CUB        | 85.83  | 82.00  | 85.50  | 77.67  | 90.83  | 91.04  |
| PIE        | 80.88  | 80.59  | 82.35  | 76.42  | 91.91  | 93.75  |
| Caltech101 | 90.50  | 88.84  | 89.97  | 88.11  | 92.93  | 92.83  |
| Scene15    | 55.77  | 54.85  | 55.03  | 53.82  | 67.74  | 71.61  |
| HMDB       | 54.34  | 46.73  | 49.16  | 49.12  | 65.26  | 69.43  |

*The Best Two Results are in Bold and Marked With a Superscript.*

**TABLE 3**
Comparison With State-of-The-Art Methods on SUN RGB-D Dataset (in Terms of Classification Accuracy)

| Methods     | RGB | Depth | Fusion |
|-------------|-----|-------|--------|
| Wang et al. [97] | 40.4 | 36.5  | 48.1   |
| Du et al. [98]  | 42.6 | 43.3  | 53.3   |
| Li et al. [99]  | 46.3 | 39.2  | 54.6   |
| Song et al. [100] | 44.6 | 42.7  | 53.8   |
| Yuan et al. [101] | 45.7 | -     | 55.1   |
| Du et al. [102]  | 50.6 | 47.9  | 56.7   |
| Ayub et al. [103] | 48.8 | 37.3  | 59.5   |
| Ours (TMC)      | 57.1 | 52.6  | 60.7   |
| Ours (ETMC)     | 56.2 | 52.7  | 61.3   |

*The Best Two Results are in Bold and Marked With a Superscript.*
NYUD Depth V2 and SUN RGB-D datasets in Fig. 8. It can be seen that different classes have different classification difficulties and the underlying reason is the difference in the number of training samples and the similarity between different classes. Further, to explore the benefits of introducing subjective uncertainty into decision-making, we also present the subjective confusion matrix in Fig. 9. The subjective confusion matrix is obtained through the following steps. When \( u > \max(b_k) \), we consider the final prediction result of the sample to be uncertain. Then we calculate the proportion of each class that is predicted to be in each class and the corresponding uncertainty. According to these subjective confusion matrices, we have the following observations: (1) The proportion of samples classified as uncertain is quite different in different classes, which further validates the different difficulty degrees for different classes. (2) After removing uncertain samples, our method can significantly reduce the misclassification rate (e.g., from 0.387 to 0.187 on SUN RGB-D dataset), indicating that our model can perceive hard-to-recognize classes through subjective uncertainty. We have clarified this in the revision.

**Computational cost analysis.** We conduct experiments on the following models and report the corresponding FLOPs and number of parameters: (1) A single view classifier (SingleView) obtains prediction by using only one view. (2) Late fusion (LateFusion) obtains the final result by averaging the decisions of different views. (3) TRecg [102] employs view translation to enhance the representation learning ability of the model and performs intermediate fusion. The experimental results are shown in Table 5. From the experimental results, it is observed that our model has a similar computational cost to simple Latefusion. At the same time, we also compare ours with TRecg. Due to the involved complex fusion strategies and components, the computation cost of TRecg is much higher than that of ours.

**4.3 Image-Text Classification**
We further conduct experiments in an end-to-end manner on image-text classification. We use the UMPC-FOOD101 dataset, which consists of 86,796 samples taken from web pages. Each sample is provided with both an image and text.
view [108]. Following existing work [49], there are 60,101 samples used as the training set, 5,000 samples used as the validation set, and the remaining 21,695 samples as the test set. In this experiment, we use the original datasets, which contain noise due to the collection process. We employ ResNet-152 [107] pre-trained on ImageNet and BERT [109] as the backbone network for images and text, respectively.

For comparison algorithms, we report the results for the best performing views, and concatenate the outputs of the two backbone networks as input to the classifier to simulate the late fusion strategy. For ETMC, we use the same strategy to construct the pseudo-view. Due to the randomness

**TABLE 5**

Computational Cost Comparison With Different Methods (In Terms of GFLOPs and Number of Parameters)

| Method   | GFLOPs | Parameters |
|----------|--------|------------|
| SingleView | 1.82   | 11.19 M    |
| LateFusion | 3.64   | 22.37 M    |
| Trecg [102] | 13.84  | 24.47 M    |
| TMC       | 3.64   | 22.37 M    |
| ETMC      | 3.64   | 22.39 M    |

**TABLE 6**

Evaluation of the Classification Performance on UMPC-FOOD101

| Method                   | Food101     |
|--------------------------|-------------|
| MCDO (best view)         | 74.87±1.04  |
| DE (best view)           | 83.27±0.36  |
| UA (best view)           | 84.49±0.34  |
| EDL (best view)          | 87.40±0.48  |
| MCDO (feature fusion)    | 79.49±1.54  |
| DE (feature fusion)      | 86.45±0.44  |
| UA (feature fusion)      | 88.50±0.47  |
| EDL (feature fusion)     | 90.50±0.32  |
| TMC                      | 91.30±0.21  |
| ETMC                     | 91.47±0.31  |
involved, we run all algorithms five times and report the mean accuracy and standard deviation. The Adam [96] optimizer is employed for all methods with learning rate decaying for all methods.

The experimental results on the UMPC-FOOD101 dataset are shown in Table 6. We report the accuracy of each compared algorithm with the best-performing views (‘best view’ in Table 6) and combined views (‘feature fusion’ in Table 6). As can be seen, our algorithm outperforms other methods on the Food101 dataset. Our method achieves about 91.5% in terms of accuracy, compared to 90.5% for the second-best model. The performance when using the best single view is relatively low.

5 Conclusion

In this work, we propose a novel trusted multi-view classification (TMC) algorithm which, based on the Dempster-Shafer evidence theory, can produce trusted classification decision on multi-view data. Our algorithm focuses on decision-making by fusing the uncertainty of multiple views, which is essential for making reliable multi-view fusion. The TMC model can dynamically identify the views which are risky for decision making, and exploits informative views in the final decision. Furthermore, our model can determine the uncertainty of a current decision when making the final classification, providing explainability. Both theoretical analysis and empirical results validate the effectiveness of the proposed algorithm in classification accuracy and uncertainty estimation.
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