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Abstract: Continuing the program initiated in [17], we analyze a model problem based on highly disparate elastic constants that we propose in order to understand corners and cusps that form on the boundary between the nematic and isotropic phases in a liquid crystal. For a bounded planar domain $\Omega$ we investigate the $\varepsilon \to 0$ asymptotics of the variational problem

$$\inf \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} W(u) + \varepsilon |\nabla u|^2 + L_\varepsilon (\text{div } u)^2 \right) \, dx$$

within various parameter regimes for $L_\varepsilon > 0$. Here $u : \Omega \to \mathbb{R}^2$ and $W$ is a potential vanishing on the unit circle and at the origin. When $\varepsilon \ll L_\varepsilon \to 0$, we show that these functionals $\Gamma$-converge to a constant multiple of the perimeter of the phase boundary and the divergence penalty is not felt. However, when $L_\varepsilon \equiv L > 0$, we find that a tangency requirement along the phase boundary for competitors in the conjectured $\Gamma$-limit becomes a mechanism for development of singularities. We establish criticality conditions for this limit and under a non-degeneracy assumption on the potential we prove compactness of energy bounded sequences in $L^2$. The role played by this tangency condition on the formation of interfacial singularities is investigated through several examples: each of these examples involves analytically rigorous reasoning motivated by numerical experiments. We argue that generically, “wall” singularities between $\mathbb{S}^1$-valued states of the kind analyzed in [17] are expected near the defects along the phase boundary.

1 Introduction

Our purpose in this article is to propose and then initiate an analysis of a family of models inspired by phase transitions in liquid crystals. We have in mind the islands of phase known as tactoids, whose singular phase boundaries separate a locally well-ordered state of nematic liquid
crystals from a disordered isotropic state. Our models should be relevant more generally to other
phase transition problems for which large disparity in the elastic constants is a salient feature.
Our analysis is mainly rigorous, but also includes formal calculations as well as computational
experiments.

Many models, of course, exist for nematic liquid crystals, including the Oseen-Frank energy,
based on the elastic deformations of an $S^1$- or $S^2$-valued director $n$, and the $Q$-tensor based
Landau-de Gennes model, whose energy density consists of a bulk potential favoring either a
uniaxial nematic state, an isotropic state, or both, depending on temperature. What distinguishes
our effort here is the attempt to capture the often singular structure of nematic/isotropic phase
boundaries using a model reminiscent of Landau-de Gennes.

The modeling of phase transitions in thin liquid crystalline films has attracted the attention of
materials scientists and physicists for some time. In experiments, one observes
thin liquid crystal samples separated into nematic and isotropic phases. The islands of phase,
also the “tactoids,” appear as planar regions, with boundaries consisting of two or more smooth
curves. Depending on temperature and on the type of liquid crystals, these smooth boundary
curves may meet each other at singular points, known as “boojums,” forming angles or perhaps
even cusps.

Regarding the significance of tactoids as an object of study, we quote from the recent compu-
tational study of tactoids [11], “Tactoid structures have been shown to act as sensors via chirality
amplification and can be used to guide motile bacteria. They are also valuable architectural ele-
ments of self assembly, for example providing nucleation sites for growth of the smectic phase.”

In modeling these regions, the typical approach found in the materials science literature is
to use a director theory and to postulate a surface energy that depends on the angle the director
$n$ makes with the normal $\nu$ to the phase boundary. Calling the region occupied by the phase
of uniaxial nematic say $\Omega_N$, and writing $n = (\cos \theta, \sin \theta)$ and $\nu = (\cos \phi, \sin \phi)$, this leads to
minimization of a surface energy of the form

\[ F_s(n) := \int_{\partial \Omega_N} \sigma(\theta - \phi) \, ds \tag{1.1} \]

where a typical choice for the function $\sigma : \mathbb{R} \to \mathbb{R}$, based on symmetries (and simplicity), is
given by

\[ \sigma(\theta - \phi) = c_1 + c_2 \cos(\theta - \phi), \]

a form referred to as a Rapini-Papoular type surface density, (see e.g. [28], section 3.4). In some
studies within the physics literature the phase domain $\Omega_N$ is taken as a given region having a sim-
ple geometry such as a disk and then the minimization, taken over director fields $n : \Omega_N \to S^1$,
may involve coupling the surface term above to an elastic term such as $\int_{\Omega_N} |\nabla n|^2 \, dx$, corresponding
to the so-called ‘equal constants’ form of elastic energy, see e.g. [39]. In other studies, the
shape itself is an unknown, but then, due to the difficulty of the analysis, the director field is of-
ten ‘frozen,’ that is, taken to be a constant so that there is no elastic energy contribution and one
minimizes (1.1) alone. Then the problem resembles somewhat the Wulff shape problem arising
in the classical study of crystal morphology, see e.g. [14][35].

Rather than postulating a specific surface energy, here we seek a model based on an order
parameter, $u : \Omega \to \mathbb{R}^2$ defined on a planar domain $\Omega$ in which the singularities of the phase
boundary emerge as a result of large disparity between the values of the elastic constants. We are
not alone in taking this viewpoint; see for example, [11], where the authors write “It is clear that significant shape deformation is only achieved with the introduction of elastic anisotropy.”

In [17], our first endeavor in this direction, we propose a model problem coupling the Ginzburg-Landau potential to an elastic energy density with large elastic disparity, namely

$$\inf_{u \in H^1(\Omega; \mathbb{R}^2)} \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} (1 - |u|^2)^2 + \varepsilon |\nabla u|^2 + L(\text{div } u)^2 \right) dx. \quad (1.2)$$

The minimization is taken over competitors satisfying an $S^1$-valued Dirichlet condition on $\partial \Omega$ so as to avoid a trivial minimizer. Here one might view the positive constant $\varepsilon \ll 1$ as being comparable in size to the elastic constant $L_1$ in say a Landau-de Gennes elastic energy density while the positive constant $L$, independent of $\varepsilon$, is playing the role of $L_2$, the coefficient of squared divergence in more standard elastic energy densities.

This choice of potential clearly favors $S^1$-valued states, which are a stand-in in our models for uniaxial nematic states. As such, the model (1.2) precludes any phase transitions between $S^1$-valued states and the isotropic state $u = 0$, and corresponds to the situation where the temperature–and therefore the potential–favor only the nematic state. Analysis of (1.2) in the $\varepsilon \to 0$ limit involves a ‘wall energy’ along a jump set $J_u$ penalizing jumps of any $S^1$-valued competitor $u$, and bulk elastic energy favoring low divergence. The conjectured $\Gamma$-limit of (1.2) is

$$\frac{L}{2} \int_\Omega (\text{div } u)^2 dx + \frac{1}{6} \int_{J_u \cap \Omega} |u_+ - u_-|^3 dH^1, \quad (1.3)$$

where $u_+$ and $u_-$ are the one-sided traces of $u$ along $J_u$. The natural space for competitors for this limit should be some subset of $H^1_{\text{div}}(\Omega; S^1)$, the Hilbert space of $L^2$ vector fields having $L^2$ divergence. In order to make sense of the jump set we make the additional assumption in [17] that $u \in BV(\Omega; S^1)$, though this is surely not optimal. As a simple consequence of the Divergence Theorem, it follows that allowable jumps for an $H^1_{\text{div}}$ vector field must satisfy continuity of the normal component

$$u_+ \cdot \nu = u_- \cdot \nu \quad \text{along } J_u, \quad (1.4)$$

where $\nu$ denotes the normal to $J_u$. Hence the cubic jump cost is penalizing the jump in the tangential component only.

In the present paper, we allow for co-existence of both nematic and isotropic phases by replacing the Ginzburg-Landau potential in (1.2) with a potential $W : \mathbb{R}^2 \to [0, \infty)$ that still depends radially on $u$ but that instead vanishes on $S^1 \cup \{0\}$. This is reminiscent of the zero set of the Landau-de Gennes potential in the critical temperature regime within the thin film context, see e.g. [17]. A prototype for what we have in mind is a potential of the form $W(u) = W_{CSH}(u) := |u|^2 (|u|^2 - 1)^2$, or what is known in other physical contexts as the Chern-Simons-Higgs potential, see e.g. [23].

We thus arrive at two models based on this potential. In the first model, analyzed in Section 2, we examine the asymptotic limit in $\varepsilon$ of the energy

$$F_\varepsilon(u) := \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} W(u) + \varepsilon |\nabla u|^2 + L_\varepsilon(\text{div } u)^2 \right) dx,$$

where we assume $\varepsilon \ll L_\varepsilon \to 0$. Our main result for this model is Theorem 2.1, which states that in the $L^1$-topology, this sequence of energies $\Gamma$-converges to a perimeter functional, measuring
the arclength of the phase boundary between the $S^1$-valued phase and the zero phase. In short, despite the much stronger penalty on divergence—think of say $L_\varepsilon = \frac{1}{\varepsilon \log \varepsilon}$—this amount of ‘elastic disparity’ is too weak to be felt in the limit. In particular, minimizers of the limit, even under a boundary condition or area constraint to induce co-existence of $S^1$-valued and 0 phases, will have smooth phase boundaries. We mention that in [23], the authors study the $\Gamma$-convergence of $\frac{1}{\varepsilon} F_\varepsilon$ for $L_\varepsilon = 0$. In that scaling, vortices rather than perimeter contributes at leading order.

Our second model, and the main focus of our paper, involves the same type of potential $W$ as in $F_\varepsilon$, but now we ‘ramp up’ the cost of divergence still further, leading us to the energy

$$E_\varepsilon(u) := \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} W(u) + \varepsilon |\nabla u|^2 + L(\operatorname{div} u)^2 \right) \, dx,$$  \quad (1.5)$$

where $L$ is a positive constant independent of $\varepsilon$. As $\varepsilon \to 0$ in this model, the jump set $J_u$ features two distinct types of discontinuities: as in (1.3), there are what we will call ‘walls’ involving a jump discontinuity between two $S^1$-valued states that respect (1.4), and there are what we will call ‘interfaces’ involving a jump between an $S^1$-valued state and the isotropic 0 phase.

We mention that one can consider minimization of $E_\varepsilon$ subject to a Dirichlet condition $g : \partial \Omega \to \mathbb{R}^2$, or a constraint such as $\int_\Omega |u|^2 = \text{const}$, or both in order to induce the co-existence of phases. The weak $H_{\operatorname{div}}$ convergence of energy bounded sequences, however, implies that the appropriate condition for the limiting functional $E_0$ is that it inherits only the condition

$$u \cdot n_{\partial \Omega} = g \cdot n_{\partial \Omega} \quad \text{along } \partial \Omega,$$  \quad (1.6)$$

or simply $\operatorname{meas}(\{u = 0\}) = \text{const}$ in the case of the constraint.

In any event, it is the interfaces that represent the nematic/isotropic phase boundary and in light of the requirement (1.4), one sees that whatever form the $\Gamma$-limit takes, the competitors, being in $H_{\operatorname{div}}$, must have $S^1$-valued traces that are tangent to the phase boundaries. As we will demonstrate through examples and numerics in Section 4, it is this tangency requirement that may induce singularities in the phase boundary. On this point, we mention that in this article we chose to penalize divergence more than other elastic energy terms, but had we replaced the term $L \int (\operatorname{div} u)^2$ in (1.5) by $L \int (\operatorname{div} R_u u)^2$ where $R_\theta$ is any rotation matrix, we would arrive at a limiting requirement on the nematic/isotropic interface in which tangency is replaced by $u$ making some non-zero angle with the tangent to the phase boundary. In particular, for $\theta = \pi/2$ one penalizes the curl rather than the divergence and the resulting interface requirement is that the trace is orthogonal to the boundary.

In Fig. 1 we present an example of experimental nematic/isotropic configuration obtained in the laboratory of Oleg Lavrentovich along with a figure showing a numerically generated phase boundary based on gradient flow for $E_\varepsilon$. Both figures represent transient states but we point out the similar nature of the singular phase boundaries. Note that in the experimental picture, the phase boundary is singular only for the isotropic island whose surrounding nematic phase has degree 0 on the boundary of the isotropic tactoid, not for the island where the degree is 1. This distinction will come up frequently in our analysis.

Regarding a rigorous identification of the $\Gamma$-limit of $E_\varepsilon$, we only have partial results at this point. We present rigorous compactness results in $L^2(\Omega; \mathbb{R}^2)$ in Theorem 3.4 based on an adaptation of [12], but roughly put, it is easy to verify that any limit $u$ of an energy bounded sequence, i.e. $\{u_\varepsilon\}$ such that $E_\varepsilon(u_\varepsilon) < C$, is a vector field $u \in H_{\operatorname{div}}(\Omega; S^1 \cup \{0\})$ such that the isotropic phase $\{x : u(x) = 0\}$ is a set of finite perimeter. Then making the extra assumption that $u$ is of
bounded variation in the nematic phase where \( u(x) \in S^1 \), one can invoke a combination of known techniques \([17][34]\) to establish a lower bound on the limit of the form

\[
E_0(u) = \frac{L}{2} \int_{\Omega} (\text{div} u)^2 \, dx + c_0 \text{Per}_{\Omega}(|u| = 0) + \int_{J_{u^*}|u|} K(u \cdot \nu) \, d\mathcal{H}^1,
\]

where \( c_0 \) is the standard Modica-Mortola cost of an interface, cf. \((2.3)\), and \( K : \mathbb{R} \to [0, \infty) \) is a wall cost, arising through an abstractly defined solution to a certain cell problem. We wish to emphasize that, unlike for example \((1.1)\), the limiting problem that arises involves both interfacial energy terms and a bulk term.

We strongly suspect that this wall cost \( K \) is in fact the cost associated with the heteroclinic connection between the states \((-u \cdot \tau, u \cdot \nu)\) and \((u \cdot \tau, u \cdot \nu)\) where \( \tau \) is the approximate tangent to the jump set, see \((3.8)\) and \((3.9)\). The upper bound based on a recovery sequence for such a “one-dimensional” wall where only the tangential component varies across the boundary layer is the content of Theorem \(3.1\).

The optimality of one-dimensional walls is a delicate point that turns out to hold in the analysis of \((1.2)-(1.3)\), cf. \([17]\), as well as in the analysis of the divergence-free, or equivalently \( L = \infty \), versions of these problems known as the Aviles-Giga problem, see e.g. \([3][5][9][12][18][25][26][33][34]\). However, for Aviles-Giga and in \([17]\), the matching of lower bound to upper bound is achieved through the somewhat miraculous Jin-Kohn entropy, cf. \([20]\) and \((3.13)\). The divergence of this vector field on the one hand bounds the Aviles-Giga energy from below but at the same time yields a value for the cost of a wall that coincides with the one-dimensional upper bound construction described above. As far as we can tell, there is no analogous entropy that works similarly for \((1.5)\).

In Section \(3.3\) in contrast to the partial results from Section \(3.1\) we establish a complete \( \Gamma \)-convergence analysis along with optimal compactness, in the case where \( \Omega \) is an interval.

In Section \(3.4\) we turn to the derivation of criticality conditions for the proposed \( \Gamma \)-limit, \( E_0 \).

As in \([17]\), we find that in the \( S^1 \)-valued phase, away from walls, we can phrase criticality in terms of a system of conservation laws sharing characteristics, cf. Corollary \(3.11\). Characteristics turn out to be circular arcs along which divergence is constant with the curvature of the arc being given by the value of the divergence. We also explore criticality conditions for the wall and interface in
Section 4 is crucial to our paper in that we explore the possible morphology of vortices, interfaces and walls through a series of examples. We focus on constructing critical points to the formal $L \to \infty$ limit of $E_0$ which one might describe as the Aviles-Giga $\Gamma$-limit augmented by isotropic regions, see (4.1). These constructions are in particular divergence-free competitors for $E_0$ for $L$ finite that should be close to optimal for $L$ large. One might expect that when no area constraint on the size of the isotropic phase is imposed and $S^1$-valued Dirichlet data $g$ is specified in (1.6) for $E_0$, then only critical points that are nematic--i.e. $S^1$-valued-- would emerge, with perhaps a certain number of defects in order to accommodate the degree of $g$, as in [8]. However, in Example 4.3, we take $\Omega$ to be the unit disk and $g$ to have negative degree, and we show that, somewhat surprisingly, an $O(1)$ isotropic region opens up. We provide a possible explanation for this phenomenon in Theorem 4.1.

In this section we also comment on the following crucial feature of the model observed in several of our examples. At defects on the phase boundary, the director $u$ often switches the sense of tangency. If a defect is a corner in the interior of the domain and a change in tangency occurs, then walls necessarily emanate from the defect in order to avoid infinite energy from the bulk divergence term; see Fig. 7 and the discussions at the end of Section 4.2 and preceding Example 4.4.

Needless to say, this article represents just the initial investigation of a problem which holds within it a rich array of phenomena yet to be understood and questions to be pursued. We also mention that upgrading this model to the setting of $Q$-tensors should not pose significant obstacles.

2 First try: A model whose elastic disparity is weak

In this section, we begin our examination of the effect of disparity in elastic energy. Throughout this section, we will consider a continuous potential $W : \mathbb{R}^2 \to [0, \infty)$ which vanishes on $S^1 \cup \{0\}$. We assume that for some continuous function $V : \mathbb{R} \to [0, \infty)$, one has $W(u) = V(|u|)$ with then $V(0) = V(1) = 0$ and $V > 0$ elsewhere. The prototype for what we have in mind is the Chern-Simons-Higgs potential

$$W_{CS H}(u) := |u|^2 (|u|^2 - 1)^2. \quad (2.1)$$

Then for a sequence of positive numbers $L_\epsilon \downarrow 0$, we consider the sequence of functionals

$$F_\epsilon(u) := \begin{cases} \frac{1}{2} \int_\Omega \left( \frac{1}{\epsilon} W(u) + \epsilon |\nabla u|^2 + L_\epsilon (\text{div } u)^2 \right) \, dx & \text{if } u \in H^1(\Omega; \mathbb{R}^2), \\ +\infty & \text{otherwise.} \end{cases} \quad (2.2)$$
Though the $\Gamma$-convergence result below holds for any sequence $\{L_\varepsilon\}$ approaching zero, we are especially interested in the situation where 
\[
L_\varepsilon \rightarrow \infty \text{ as } \varepsilon \rightarrow 0,
\]
so that the divergence term in the elastic energy is heavily emphasized. Our goal is to explore whether or not this disparity can produce a $\Gamma$-limit whose minimizers possess the types of phase boundary singularities reminiscent of isotropic-nematic interfaces as described in the introduction. What we shall find is that this level of elastic disparity is in fact not sufficiently strong to achieve this goal.

To this end, we define our candidate for the $\Gamma$-limit:
\[
F_0(u) := \begin{cases} 
  c_0 \text{Per}_\Omega(|u| = 0) & \text{if } |u| \in BV(\Omega; \{0,1\}), \\
  +\infty & \text{otherwise.}
\end{cases}
\]

Here,
\[
c_0 := \int_0^1 \sqrt{V(s)} \, ds. \tag{2.3}
\]

The reader may well recognize this $\Gamma$-limit as precisely the well-known limit of the Modica-Mortola energies, an indication that to leading order in the energy, the divergence term has no effect on the asymptotic behavior of minimizers.

Our main result for this section is:

**Theorem 2.1.** The sequence $\{F_\varepsilon\}$ $\Gamma$-converges to $F_0$ in the topology induced by the $L^1$ norm of the modulus $|\cdot|$. That is,

(i) for any $u \in L^1(\Omega; \mathbb{R}^2)$ and for any sequence $\{u_\varepsilon\}$ in $L^1(\Omega; \mathbb{R}^2)$,
\[
|u_\varepsilon| \rightarrow |u| \text{ in } L^1(\Omega) \text{ implies } \liminf_{\varepsilon \rightarrow 0} F_\varepsilon(u_\varepsilon) \geq F_0(u), \tag{2.4}
\]

and

(ii) for each $u \in L^1(\Omega, \mathbb{R}^2)$ there exists a recovery sequence $\{w_\varepsilon\}$ in $L^1(\Omega, \mathbb{R}^2)$ satisfying
\[
|w_\varepsilon| \rightarrow |u| \text{ in } L^1(\Omega; \mathbb{R}^2) \text{ and } \limsup_{\varepsilon \rightarrow 0} F_\varepsilon(w_\varepsilon) \leq F_0(u). \tag{2.5}
\]

In fact, we can construct the sequence $\{w_\varepsilon\}$ so that $w_\varepsilon \rightarrow u$ in $L^1$.

**Remark 2.2.** Regarding the asymptotic behavior of global minimizers, this result does not seem to address the possibility of a phase transition since there is no ‘incentive’ for a minimizer of $F_\varepsilon$ to take on both 0 and $S^1$ values. To encourage a phase transition for a minimizer, one could, for example, impose a mass constraint such as
\[
\int_\Omega |u_\varepsilon|^2 \, dx = m \quad \text{or} \quad \int_\Omega |u_\varepsilon| \, dx = m \quad \text{where } m \in (0, |\Omega|) \quad \text{with } |\Omega| = \text{Lebesgue measure of } \Omega.
\]
Alternatively, one could impose a Dirichlet condition on $\partial \Omega$ such as $u_\varepsilon = g_\varepsilon$ where $g_\varepsilon$ is $S^1$-valued on one portion of the boundary and then transitions smoothly down to 0 on the rest of
the boundary. Either of these alterations in the problem can be easily accommodated using what are by now standard techniques in $\Gamma$-convergence, see e.g. [37] Proposition 3. However, in order to present the main ideas without excessive technicalities, we formulate and prove a $\Gamma$-convergence theorem without either of these conditions, and merely remark that they could be incorporated if desired.

Though as indicated below (2.5), we can in fact establish $\Gamma$-convergence in the stronger topology $L^1(\Omega)$, it is not possible to obtain $L^1$-compactness for an arbitrary energy bounded sequence due to the degeneracy of the well $S^1$. However, $L^1$-compactness of $[u_\varepsilon]$ follows by a standard argument, cf. e.g. [37] Proposition 3.

**Proposition 2.3.** Let $[u_\varepsilon]$ be a sequence of maps from $\Omega$ to $\mathbb{R}^2$ and assume that the sequence of energies $F_\varepsilon(u_\varepsilon)$ is uniformly bounded. Then there exists a subsequence $\{u_{\varepsilon_j}\}$ and $u \in L^1(\Omega; S^1 \cup \{0\})$ such that $[u_{\varepsilon_j}] \rightharpoonup [u]$ in $L^1(\Omega)$.

As observed in [31], this rather weak form of compactness is nonetheless sufficient to imply the existence of local minimizers of $F_\varepsilon$ given a local minimizer of $F_0$ which is isolated in this weaker topology, by modifying an argument of [22]. For example, on a “dumbbell”-type domain, there always exist local minimizers of $F_\varepsilon$ for $\varepsilon$ sufficiently small, cf. [31] Theorems 4.2, 5.1.

**Proof of the lower semi-continuity condition (2.4).** Lower semi-continuity follows as in the Modica-Mortola setting since one simply ignores the divergence term. Since the argument is short, however, we present it here. The cases in which $\liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) = \infty$ or $W(u) \neq 0$ on a set of positive measure are trivial. We therefore assume that $\liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) = C < \infty$, and suppose that $[u_\varepsilon] \rightharpoonup [u]$ in $L^1(\Omega)$. Suppose also for now that $[u_\varepsilon] \leq 1$, an assertion we will justify later by means of a truncation procedure. In the argument below, we will make use of the function $\Phi(t) := \int_0^t \sqrt{\nabla s} \, ds$. As $L_\varepsilon \gg 0$, we have

$$F_\varepsilon(u_\varepsilon) = \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} W(u_\varepsilon) + \varepsilon |\nabla u_\varepsilon|^2 + L_\varepsilon |\text{div} \, u_\varepsilon|^2 \right) \, dx \geq \int_\Omega \sqrt{V([u_\varepsilon])} |\nabla [u_\varepsilon]| \, dx \geq \int_\Omega |\nabla \Phi([u_\varepsilon])| \, dx.$$

By the assumption that $\liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) = C < \infty$, we obtain a uniform bound on $|\Phi([u_\varepsilon])|_{C=0}$ in $BV(\Omega)$, implying the existence of a subsequence converging in $L^1$ to $\Phi([u])$. Therefore, by lower semi-continuity in $BV$,

$$\liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) \geq \liminf_{\varepsilon \to 0} \int_\Omega |\nabla \Phi([u_\varepsilon])| \, dx \geq \int_\Omega |\nabla \Phi([u])| \, dx = c_0 \text{Per}_\Omega([u] = 1)).$$

This then completes the proof of (2.4) under the assumption that $[u_\varepsilon] \leq 1$.

If it does not hold that $[u_\varepsilon] \leq 1$ then we define

$$u_\varepsilon'(x) := \begin{cases} u_\varepsilon(x) & \text{if } [u_\varepsilon(x)] \leq 1, \\ \frac{u_\varepsilon(x)}{|u_\varepsilon(x)|} & \text{if } [u_\varepsilon(x)] > 1. \end{cases}$$
We compute that
\[ F_\varepsilon(u_\varepsilon) \geq \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} W(u_\varepsilon) + \varepsilon |\nabla u_\varepsilon|^2 \right) dx \geq \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} W(u_\varepsilon^0) + \varepsilon |\nabla u_\varepsilon^0|^2 \right) dx. \] (2.6)

Finally, we have that
\[ \| u_\varepsilon^0 \|_{L^1(\Omega)} \leq \| u_\varepsilon \|_{L^1(\Omega)} \to 0, \]
so that we can combine the previous arguments with (2.6) to obtain lower semi-continuity for the original sequence \( \{u_\varepsilon\} \).

**Proof of the recovery sequence condition (2.5).** Suppose we are given \( u : \Omega \to \mathbb{S}^1 \cup \{0\} \) with \( |u| \in BV(\Omega; \{0, 1\}) \). We will construct a sequence \( w_\varepsilon \subset H^1(\Omega; \mathbb{R}^2) \) with \( w_\varepsilon \to u \) in \( L^1(\Omega; \mathbb{R}^2) \) such that \( \lim \sup_{\varepsilon \to 0} F_\varepsilon(w_\varepsilon) \leq F_0(u) \). We first briefly discuss the main idea, in order to motivate the construction that follows. Suppose that \( u \) is smooth on the set, say \( N \), where it is \( \mathbb{S}^1 \)-valued, except for finitely many singular points \( a_i \), and suppose \( u \) carries degree \( d_i \) around each “vortex” \( a_i \). Suppose also that \( \partial N \) is smooth. We would like to define \( w_\varepsilon \) using a boundary layer near \( \partial N \) which bridges the values of \( u|_N \) near \( \partial N \) to 0 outside. In order to recover the correct \( \Gamma \)-limit with constant \( 2c_0 \), we must define \( w_\varepsilon \) on a neighborhoods \( N_\varepsilon \) of \( N \) so that
\[ \frac{1}{2} \int_{N_\varepsilon} \left( \frac{1}{\varepsilon} W(w_\varepsilon) + \varepsilon |\nabla w_\varepsilon|^2 + L_\varepsilon(\text{div } w_\varepsilon)^2 \right) dx \to c_0 \text{Per}_\Omega(|u| = 1). \]

As this is the least upper bound we could achieve even if \( L_\varepsilon = 0 \), we must therefore construct \( w_\varepsilon \) on \( N_\varepsilon \) so that
\[ \int_{N_\varepsilon} L_\varepsilon(\text{div } w_\varepsilon)^2 \to 0 \]
and so that the gradient squared and potential terms give the correct asymptotic limit. Since there is no assumption on how fast the sequence \( \{L_\varepsilon\} \) approaches zero, a natural construction is to try is to define \( w_\varepsilon \) on \( N_\varepsilon \) so that it is divergence-free there. This can be done by setting
\[ w_\varepsilon = f_\varepsilon(d(x))(\nabla^\perp d)(x), \] (2.7)
where \( d(x) \) is the distance function to \( \partial N \) and \( f_\varepsilon \) is a suitably defined scalar function bridging the values 0 and 1. Then
\[ \text{div } w_\varepsilon = f_\varepsilon'(d)(\nabla d) \cdot \nabla^\perp d + f_\varepsilon(d) \text{div } (\nabla^\perp d) = 0. \] (2.8)

It is easy to check that if \( w_\varepsilon \) is a smooth, non-zero vector field tangent to level sets of \( d \), as above, then its degree restricted to such a level set is 1. If, however, \( \sum d_i \neq 1 \), then degree considerations imply that it is impossible to define smooth \( w_\varepsilon \) which are non-zero and tangent to \( \partial N \) but equal to \( u \) in the interior of \( N \) away from the boundary. In addition, even if \( \sum d_i = 1 \), defining \( w_\varepsilon \) inside \( N \) by mollifying \( u \) could yield vortices which result in unbounded energy as \( \varepsilon \to 0 \); see Theorem 4.1.

To address these issues, it is instructive to consider the case in which \( \Omega \) is the ball of radius 2 centered at the origin, \( N := \{|u| = 1\} \) is the unit disk with \( u \equiv \varepsilon \mathbf{1} \) there and \( u \) vanishes on the annulus \( \{1 < |x| < 2\} \). As explained above, there is no smooth field tangent to the boundary of the
disk and equal to \( u \) inside the disk. However, suppose we alter the boundary of the disk by adding two small cusps. Then we can define a continuous vector field tangent to the modified boundary, except at the cusps, which has degree zero. This tangent vector field allows for the construction of a boundary layer similar to \( \tilde{F}_e \) which contributes a perimeter term differing from \( F_0(u) \) by a negligible amount, and a second, \( S^1 \)-valued boundary layer inside the disk which bridges the degree zero tangent field to the constant \( \tilde{e}_1 \). The energetic contribution of this second layer vanishes in the limit.

Our general construction utilizes this basic idea. Given any component of the nematic region \( N \), we first approximate \( u \) there by a map with degree zero around any closed curve lying in that component. This allows us to avoid the creation of vortices which are energetically too expensive for the divergence term. Then, we add two cusps to the boundary components of the nematic regions; and finally, we use two boundary layers to bridge 0 to the values in the nematic regions. We should emphasize that the approximations will be close to the original function \( u \) in \( L^1 \) but of course will not be close in a stronger topology as that would violate basic properties of degree.

We now fix any \( \tilde{u} : \Omega \to S^1 \cup \{0\} \) such that \( \|\tilde{u}\| \in BV(\Omega; \{0, 1\}) \) and begin our construction of the recovery sequence. We first approximate \( u \) by vector fields \( u_n \), then construct a recovery sequence for any \( u_n \). A standard diagonal procedure will then imply the existence of a recovery sequence for \( u \). We begin by showing that there exists an intermediate sequence of vector fields \( \{v_n\} : \mathbb{R}^2 \to S^1 \cup \{0\} \) such that

(i) \( \{v_n\} = 1 \) i.e. \( \tilde{A}_n \) has \( C^2 \) boundary,

(ii) \( v_n \) is smooth restricted to \( \tilde{A}_n \),

(iii) for each \( n \), there exists a non-empty arc \( I_n \subset S^1 \) such that \( v_n(x) \notin I_n \) for all \( x \in \tilde{A}_n \),

(iv) \( \mathcal{H}^1(\partial \tilde{A}_n \cap \partial \Omega) = 0 \) where \( \mathcal{H}^1 \) denotes one-dimensional Hausdorff measure,

(v) \( v_n \to u \) in \( L^1 \), and

(vi) \( \text{Per}_\Omega(\tilde{A}_n \cap \Omega) \to \text{Per}_\Omega(\{\|u\| = 1\}). \)

It is standard that there exist \( \tilde{A}_n \) such that (i), (iv), and (vi) hold and \( \chi_{\tilde{A}_n} \to \chi_{\{\|u\| = 1\}} \) in \( L^1 \), see e.g. \cite{16} Theorem 1.24. Next, we define a sequence \( \tilde{v}_n \) by

\[
\tilde{v}_n = \begin{cases} 
  u(x) & \text{if } x \in \tilde{A}_n \cap \{\|u\| = 1\}, \\
  \tilde{e}_1 & \text{if } x \in \tilde{A}_n \setminus \{\|u\| = 1\}, \\
  0 & \text{if } x \notin \tilde{A}_n.
\end{cases}
\]

The choice of \( \tilde{e}_1 \) is arbitrary, since any unit vector would suffice. From the convergence of \( \chi_{\tilde{A}_n} \) to \( \chi_{\{\|u\| = 1\}} \) and the dominated convergence theorem, it follows that, up to a subsequence, \( \tilde{v}_n \to u \) in \( L^1(\Omega; \mathbb{R}^2) \). The sequence \( \{\tilde{v}_n\} \) satisfies properties (i) and (iv)–(vi), so it remains to argue we can modify it so that (ii) and (iii) hold as well. For each \( n \), we define for \( 1 \leq j \leq n \)

\[
C_j^n := \{ x \in \Omega : \tilde{v}_n(x) \in (\cos(2\pi(j - 1)/n, 2\pi j/n)), \sin(2\pi(j - 1)/n, 2\pi j/n)) \},
\]

and observe that for some \( j_n \), \( |C_j^n| \leq |\Omega|/n \), since \( \sum_1^n |C_j^n| \leq |\Omega| \). Then for \( x \in C_j^n \), we redefine \( \tilde{v}_n(x) \) to be identically \( (\cos(2\pi(j_n - 1)/n), \sin(2\pi(j_n - 1)/n)) \), so that the \( \tilde{v}_n \) now avoids an arc
Each fat each cusp. Let $C$ positive numbers specified shortly, we set $u$ this layer in the limit will be zero, since $v_n$ cannot take values in $I_n$.

Next, for each $n$, we add small cusps to the sets $\tilde{A}_n$ and modify $v_n$ to obtain $u_n$. For each connected component of $\partial \tilde{A}_n$, we add two cusps pointing into the isotropic region, which change the perimeter of $\tilde{A}_n$ by at most $1/n$. We denote the resulting modification of $\tilde{A}_n$ by $A_n$, and smoothly alter the values of the function $v_n$, yielding $u_n$. This procedure can be carried out in such a fashion so that properties (ii)–(vi) above still hold for the sequence $\{u_n\}$, and property (i), the smoothness of $\partial A_n$, holds except at the cusps. This completes the construction of the sequence $\{u_n\}$.

For each $n$, we now construct a recovery sequence $\{u_n\}$, suppressing the dependence of $u_n$ on $n$ for ease of notation. Away from $\partial A_n$, $u_n$ will be identically equal to $u_n$. Near $\partial A_n$, we will use a boundary layer of the form $f_n\vec{t}$, where $\vec{t}$ is a unit vector field tangent to level sets of the signed distance function $d$ to $A_n$ and where $f_n$ solves a certain ODE. Away from the cusps, the level sets of the $d$ are smooth, which will be enough for our purposes. For each connected component of $\partial A_n$, we define $\vec{t}$ there by choosing a unit vector field tangent to that component and continuous on all of that component; see Fig. 2 below.

The fact that each component contains two cusps implies that for the field $\vec{t}$ to be continuous, it must change the sense of tangency at every cusp. Thus on $\partial A_n$, $\vec{t}$ is always equal to $\pm \nabla d$. From these observations it follows that the degree of $\vec{t}$ around any connected component of $\partial A_n$ is zero. We then extend $\vec{t}$ to a continuous, unit vector field tangent to level sets of $d$ for $x$ such that $d(x)$ is small and positive and the nearest point projection $x$ onto $\partial A_n$ is not contained in any one of a union of rectangles near each cusp; see Fig. 3 below. To bridge the divergence free field $f_n\vec{t}$ to the values of $u_n$ inside $A_n$, there is a second boundary layer, which is defined via an $S^1$-valued homotopy between $\vec{t}$ and the values of $u_n$ inside $A_n$. This is only possible because $\vec{t}$ has degree zero around $\partial A_n$, as does $u_n$ around any simple, closed curve in $A_n$. The energy contribution from this layer in the limit will be zero, since $W(u_n) = 0$ there.

We now specify $u_n$ in the first boundary layer, which contributes the perimeter term in the asymptotic limit. In the interior of $A_n$ and in $A'_n$ at sufficient distances away from $\partial A_n$ to be specified shortly, we set $u_n$ equal to $u_n$.

First, for some fixed $\delta > 0$, we consider the following ODE, similar to [6, Equation 3.2]:

$$\left(\frac{\partial}{\partial s} f_\varepsilon(s)\right)^2 = \frac{\delta + V(f_\varepsilon(s))}{\varepsilon^2 (f_\varepsilon(s))^2}.$$

As argued in [6], there exists a constant $C$, depending on $\delta$, such that for every $\varepsilon$, there exist positive numbers $C_\varepsilon$ and strictly decreasing solutions $f_\varepsilon : [0, C_\varepsilon] \to [0, 1]$ of this ODE such that

$$C_\varepsilon \leq C \varepsilon$$

and

$$f_\varepsilon(0) = 1 \text{ and } f_\varepsilon(C_\varepsilon) = 0.$$

Each $f_\varepsilon$ in fact depends on $\delta$, but we suppress this dependence. Next, we excise a small rectangle at each cusp. Let

$$m_\varepsilon := \max(\varepsilon, L_\varepsilon).$$
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Figure 2: The Lipschitz vector field $\vec{r}$ is tangent to this connected component of $\partial A_n$ and has degree zero around it.

For each cusp $c_i$, consider a rectangle $R^c_i$ with one side of length $2C_\varepsilon$, centered at $c_i$, and perpendicular to the one-sided tangents at $c_i$, such that $R^c_i$ protrudes $m^{2/3}_\varepsilon$ into the isotropic set $\{u = 0\}$ in the other direction; see Fig. 3 below. We denote by $R_\varepsilon$ the union of all $R^c_i$'s and then we define

$$u_\varepsilon(x) := \begin{cases} u_n(x) & \text{if } C_\varepsilon \leq d(x) \text{ or } d(x) \leq -m^{2/3}_\varepsilon, \\ f_\varepsilon(d(x)) \vec{r}(x) & \text{if } 0 < d(x) < C_\varepsilon \text{ and } x \notin R_\varepsilon. \end{cases}$$

In the definition above and in the remainder of the argument, we take $d$ to denote the signed distance function to $\partial A_n$ which is negative inside $A_n$. We will deal with $u_\varepsilon$ on $\{ x : -m^{2/3}_\varepsilon < d(x) \leq 0 \}$ and on $R_\varepsilon$ at the end. It can be shown, by calculations similar to those preceding Equation 3.33] that

$$\limsup_{\varepsilon \to 0} \frac{1}{2} \int_{\{0 \leq d(x) < C_\varepsilon\}} \left( \frac{1}{\varepsilon} W(u_\varepsilon) + \varepsilon |\nabla u_\varepsilon|^2 + L_\varepsilon(\div u_\varepsilon)^2 \right) dx \leq c_0 \text{Per}_\Omega(A_n) + O(\sqrt{\delta}), \quad (2.11)$$

observing in the process the crucial fact that the divergence of $u_\varepsilon$ on this set is zero, cf. Equation 2.8]. Furthermore,

$$\frac{1}{2} \int_{\{C_\varepsilon < d(x) < -m^{2/3}_\varepsilon\}} \left( \frac{1}{\varepsilon} W(u_\varepsilon) + \varepsilon |\nabla u_\varepsilon|^2 + L_\varepsilon(\div u_\varepsilon)^2 \right) dx \quad (2.12)$$

$$= \frac{1}{2} \int_{\{C_\varepsilon < d(x) < -m^{2/3}_\varepsilon\}} \left( \frac{1}{\varepsilon} W(u_n) + \varepsilon |\nabla u_n|^2 + L_\varepsilon(\div u_n)^2 \right) dx \xrightarrow{\varepsilon \to 0} 0,$$

since $W(u_n) = 0$ and $|\nabla u_n|^2$ and $(\div u_n)^2$ are bounded functions independent of $\varepsilon$ away from $\partial A_n$. 
Let us first consider the second boundary layer. Because of the fact that $u$ has degree zero around a single tangent vectors at the cusp $c$, we can extend the tangent field $\vec{t}$ to be unit valued and tangent to level sets of the distance function to the interface.

It remains to define $u_e$ on the second boundary layer, $\{x : -m_e^{2/3} < d(x) \leq 0\}$, and on $\mathcal{R}_e$. Let us first consider the second boundary layer. Because of the fact that $u_e$ defined thus far has degree zero around $\partial A_n$ and $\{d(x) = -m_e^{2/3}\}$, there exist Lipschitz phases $\psi_1 : \partial A_n \rightarrow \mathbb{R}$, $\psi_2 : \{d(x) = -m_e^{2/3}\} \rightarrow \mathbb{R}$ such that $u_e = (\cos(\psi_1), \sin(\psi_1))$ on $\partial A_n$ and $u_e = (\cos(\psi_2), \sin(\psi_2))$ on $\{d(x) = -m_e^{2/3}\}$. Then we can interpolate on the intermediate region using convex combinations of $\psi_1$ and $\psi_2$ so that $|\nabla u_e|^2$ and $(\text{div } u_e)^2$ are both $O(m_e^{-2/3})$. Since $u_e$ is a unit vector field here, $W(u_e)$ is 0. Hence we can calculate

$$
\frac{1}{2} \int_{\{x : -m_e^{2/3} < d(x) \leq 0\}} \left( \frac{1}{\varepsilon} W(u_e) + \varepsilon |\nabla u_e|^2 + L_e(\text{div } u_e)^2 \right) dx \leq \frac{1}{2} \int_{\{x : -m_e^{2/3} < d(x) \leq 0\}} \left( \frac{1}{\varepsilon} W(u_e) + \varepsilon |\nabla u_e|^2 + L_e(\text{div } u_e)^2 \right) dx \leq O(m_e^{1/3}).
$$

So $u_e$ on the second boundary layer contributes nothing to the asymptotic limit.

Finally, we treat $u_e$ on the union $\mathcal{R}_e$ of rectangles $\mathcal{R}^c_i$. It suffices to demonstrate the construction on a single $\mathcal{R}^c_i$ such that the cusp $c_i$ contained on one of its sides is the origin and the isotropic phase is to the right of the $x_2$-axis. Up to a translation, this is the situation depicted in Fig. 3 with $\mathcal{R}^c_i$. In these coordinates we may describe $\mathcal{R}^c_i$ as the rectangle $[0, m_e^{2/3}] \times [-C_\varepsilon, C_\varepsilon]$. We set

$$
u_e(x_1, x_2) = f_e(|x_2|)(1 - m_e^{-2/3} x_1)\vec{n}(0)
$$
on $\mathcal{R}^c_i$, which ensures compatibility with $u_e$ as previously defined. We remark that $\vec{n}(0)$ is either plus or minus $\vec{e}_1$. Then on $\mathcal{R}^c_i$, $(\text{div } u_e)^2 \sim O(m_e^{-4/3})$, and $|\nabla u_e|^2 \sim O(\varepsilon^{-2})$. Since the area of $\mathcal{R}^c_i$ is $2C_\varepsilon m_e^{2/3} \leq 2C_\varepsilon m_e^{2/3}$ by (2.9) and (2.10), we have for small $\varepsilon$

$$
\frac{1}{2} \int_{\mathcal{R}^c_i} \left( \frac{1}{\varepsilon} W(u_e) + \varepsilon |\nabla u_e|^2 + L_e(\text{div } u_e)^2 \right) dx \leq O(m_e^{2/3}).
$$

Figure 3: Each rectangle $\mathcal{R}^c_i$ has length $m_e^{2/3}$ and height $2C_\varepsilon$ and is perpendicular to the one-sided tangent vectors at the cusp $c_i$. For $x$ near the interface and not in $\mathcal{R}^c_i$, we can extend the tangent field $\vec{t}$ to be unit valued and tangent to level sets of the distance function to the interface.
Combining (2.11)–(2.14), we obtain
\[ F_\varepsilon(u_\varepsilon) \to F_0(u_n) + O(\sqrt{\delta}). \]
In addition, the \( u_\varepsilon \) converge in \( L^1 \) to \( u_n \) by virtue of the dominated convergence theorem, since they are bounded and the set where they differ from \( u_n \) has measure going to zero. Therefore, recalling that \( \{u_\varepsilon\} \) depends on \( \delta \) as well, we diagonalize over \( \varepsilon \) and \( \delta \) to obtain a recovery sequence for \( u_n \). Since \( u_\varepsilon \) converge in \( L^1 \) to \( u_n \) and \( F_0(u_n) \to F_0(u) \), a second diagonalization argument over \( n \) and \( \varepsilon \) yields a recovery sequence for \( u \). \( \square \)

3 A model with large elastic disparity and singular phase boundaries

In the previous section we saw that disparity in the elastic energy density of the form
\[ \varepsilon |\nabla u|^2 + L_\varepsilon (\text{div } u)^2 \] with \( \varepsilon \ll L_\varepsilon \to 0 \)
is insufficient to induce a singular phase boundary between the isotropic state 0 and an \( S^1 \)-valued nematic state in minimizers of the \( \Gamma \)-limit. We now introduce a model with still larger disparity, and it is this model we will work with for the remainder of the article.

To this end, for a positive constant \( L \) independent of \( \varepsilon \) we define
\[ E_\varepsilon(u) := \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon} W(u) + \varepsilon |\nabla u|^2 + L(\text{div } u)^2 \right) dx, \] (3.1)
where \( W(u) = V(|u|) \) for some continuous \( V : [0, \infty) \to [0, \infty) \) that vanishes only at 0 and 1. As always, our prototype is the potential given by \( W_{CSH}(u) = |u|^2 \left(|u|^2 - 1\right)^2 \), but in what follows we can allow for more general potentials vanishing at 0 and 1, provided that for some constant \( c > 0 \) one has the condition
\[ H(t) := \min(t^2, |1 - t^2|) \leq c \sqrt{V(t)} \] (3.2)
for any \( t \in [0, \infty) \).

In light of the divergence term in \( E_\varepsilon \), it is clear that energy-bounded sequences \( \{u_\varepsilon\} \) will have divergences that converge weakly in \( L^2(\Omega) \). As we will discuss in Section 3.3, under the assumption \( [3,2] \), an adaptation of the compactness techniques of [12] allows us to also establish that a subsequence of \( \{u_\varepsilon\} \) will converge strongly in \( L^2(\Omega) \) to a limit taking values in \( S^1 \cup \{0\} \). We will write \( u_\varepsilon \rightharpoonup u \) when both \( \text{div } u_\varepsilon \rightharpoonup \text{div } u \) weakly in \( L^2(\Omega) \) and \( u_\varepsilon \to u \) strongly in \( L^2(\Omega; \mathbb{R}^2) \). See Theorem [3,4]

These compactness results naturally lead us to consider the Hilbert space \( H_{\text{div}}(\Omega; \mathbb{R}^2) \) of \( L^2 \) vector fields having \( L^2 \) divergence, and more specifically \( H_{\text{div}}(\Omega; S^1 \cup \{0\}) \), in light of the assumed zero set of the potential \( W \).

A vector field \( u \in H_{\text{div}}(\Omega; S^1 \cup \{0\}) \) that additionally lies in the space \( BV(\Omega; S^1 \cup \{0\}) \) is known to have a countably 1-rectifiable jump set \( J_u \) off of which \( u \) is approximately continuous. In our pursuit of a possible candidate for the limit of the sequence \( \{E_\varepsilon\} \) we will focus on functions lying in the intersection of these two spaces.
Mappings in $BV$ have well-defined traces, say $u_+$ and $u_-$ on either side of $J_u$ and an easy application of the Divergence Theorem reveals that when $H_{div}$ vector fields have jump discontinuities across $J_u$ then necessarily the normal component is continuous, i.e.

$$u_+ \cdot \nu = u_- \cdot \nu \quad \mathcal{H}^1 \text{ a.e. on } J_u$$

(3.3)

where $\nu$ is the (approximate) normal to $J_u$.

This brings us to a crucial distinction when attempting to identify a limiting energy for the sequence $\{E_\varepsilon\}$ – a mapping $u \in (H_{div} \cap BV)(\Omega; \mathbb{S}^1 \cup \{0\})$ may undergo a jump between two $\mathbb{S}^1$-valued states, in which case (3.3) is supplemented by the additional requirement that

$$u_+ \cdot \tau = -(u_- \cdot \tau) \quad \text{along } J_u,$$

(3.4)

where $\tau$ is the approximate tangent to $J_u$. We will refer to any component of $J_u$ bridging two $\mathbb{S}^1$-valued states as a wall. On the other hand, $u$ may jump between an $\mathbb{S}^1$-valued state, say $u_+$, and $u_- = 0$, in which case (3.3) implies that $u_+$ must coincide with $\pm \tau$. We will refer to any such component of $J_u$ as an interface. It is this tangency requirement along an interface that can induce singularities in the isotropic-nematic phase boundary.

### 3.1 A conjecture for the $\Gamma$-limit of $E_\varepsilon$

Our goal in this section is to make the case for a proposed $\Gamma$-limit of the sequence $\{E_\varepsilon\}$ defined in (3.1). While we do not at present have matching upper and lower asymptotic bounds for this sequence, we do have a construction leading to an asymptotic upper bound which we strongly suspect is sharp. We will begin with a description of this construction and then discuss various strategies for lower bounds, why the analogue of what works for the Ginzburg-Landau potential, cf. [17], apparently fails here and what the evidence is to support our conjecture on the sharpness of the upper bound.

We should say at the outset that our pursuit of the $\Gamma$-limit $E_0(u)$ begins with the assumption that $u \in (BV \cap H_{div})(\Omega; \mathbb{S}^1 \cup \{0\})$. While this is not the natural space from the standpoint of compactness, the identification of the correct limiting space is non-trivial and we do not attempt to address it here. We refer the reader to [3, 10, 24] for more discussion of this issue. We make the $BV$ assumption here in order to speak sensibly about the 1-rectifiability of the jump set $J_u$, though for that part of $J_u$ corresponding to interfaces, i.e. to $\partial |u| = 1$, as we will note below, this rectifiability comes easily from the fact that limits $u$ of energy-bounded sequences satisfy $|u| \in BV(\Omega)$.

As noted above, for such a vector-valued function $u$, the jump set naturally splits into two types: walls and interfaces, though these two types of singular curves may well meet in junctions, see e.g. Theorem 3.13 and Fig. 4. An upper bound construction then rests on efficiently smoothing out these jump discontinuities, and in both cases, we rely on a one-dimensional type of resolution described formally below. The rigorous execution of these ideas follows the approach of [9] as adapted in [17].

To resolve an interface separating an isotropic region where $u = 0$ from a nematic region where $u \in \mathbb{S}^1$ we invoke a by-now standard Modica-Mortola type of heteroclinic connection in the modulus. More precisely, after mollifying the interface to smoothen it if necessary, we mollify $u$ in the nematic region and make a boundary layer construction, say $\{w_\varepsilon\}$, of the form

$$w_\varepsilon(x) = h\left(\frac{\text{dist}(x, J_u)}{\varepsilon}\right) u(x)$$

(3.5)
where dist \((x, J_\nu)\) denotes the signed distance function to \(J_\nu\) and where \(h : \mathbb{R} \rightarrow \mathbb{R}\) minimizes the 1d energy
\[
\int_{-\infty}^{\infty} V(f) + |f'|^2 \, dt \quad \text{taken over } f \in H^1(\mathbb{R}) \text{ such that } f(-\infty) = 0, \quad f(\infty) = 1. \tag{3.6}
\]
This leads to the same ‘interfacial cost’ encountered in Section 2, namely
\[
c_0 = \int_0^1 \sqrt{V(s)} \, ds,
\]
multiplying the perimeter of the interface. Since
\[
div w_e(x) = h \left( \frac{\text{dist} (x, J_\nu)}{\varepsilon} \right) \text{div } u(x) + \frac{1}{\varepsilon} h' \left( \frac{\text{dist} (x, J_\nu)}{\varepsilon} \right) \nabla \text{dist} (x, J_\nu) \cdot u(x),
\]
the term \(L \int (\text{div } w_e)^2\) in \(E_\varepsilon(w_e)\) will contribute nothing to such a boundary layer construction in the limit \(\varepsilon \to 0\) since the first term is controlled by the fact that \(u \in H_{\text{div}}\) and the second term is negligible due to the required tangency of \(u\) and \(J_\nu\) along an interface. We note that the ansatz \(3.5\) would fail for the sequence of functionals \(F_\varepsilon\) analyzed in Section 2 since there \(u\) is not required to lie in \(H_{\text{div}}\) and so the term \(\text{div} \text{dist} (x, J_\nu) \cdot u(x)\) will in general not vanish.

With appropriate care taken to treat issues of regularity, this can be made rigorous. What is more, this construction, based only on appropriate interpolation of the modulus between 0 and 1, gives a sharp upper bound on the interfacial energy, in light of the inequality
\[
E_\varepsilon(u) \geq \left( \frac{1}{2} \int_\Omega \frac{1}{\varepsilon} V(|u|) + \varepsilon |\nabla |u|^2| \right) \, dx \quad \text{for any } u \in H^1(\Omega; \mathbb{R}^2). \tag{3.7}
\]
Since this is the classical scalar Modica-Mortola functional in terms of the function \(|u|\), when applied in a neighborhood of the interface it yields the matching lower bound of \(c_0 \text{Per}_{\Omega}(\{|u| = 1\})\).

Our boundary layer construction in a neighborhood of a wall separating two \(S^1\)-valued states, say \(u_+\) and \(u_-\), is one-dimensional in a different sense. In light of the continuity of the normal component of \(u\) across a wall, cf. \(3.3\), a natural choice is to fix the value of \(u \cdot v\) across the boundary layer and use a heteroclinic connection to bridge the value of \(u_- \cdot \tau\) to \(u_+ \cdot \tau\), that is, to bridge \(-\sqrt{1 - (u \cdot v)^2}\) to \(\sqrt{1 - (u \cdot v)^2}\) in light of \(3.4\).

At a point on the wall, such a choice leads to a cost per unit length given by the minimum of a heteroclinic connection problem that is a bit different from \(3.6\), namely
\[
\inf_f \int_{-\infty}^{\infty} W(f \tau + (u \cdot v) v) + |f'|^2 \, dt = \inf_f \int_{-\infty}^{\infty} V \left( \sqrt{f^2 + (u \cdot v)^2} \right) + |f'|^2 \, dt,
\]
taken over \(f \in H^1(\mathbb{R})\) such that
\[
f(-\infty) = (u_- \cdot \tau) = -\sqrt{1 - (u \cdot v)^2} \quad \text{and} \quad f(\infty) = (u_+ \cdot \tau) = \sqrt{1 - (u \cdot v)^2}.
\]
One easily checks that this infimum is given by \(K(u \cdot v)\) where we define
\[
K(z) := \int_{\sqrt{1-z^2}}^{\sqrt{1-z^2}} \sqrt{V \left( \sqrt{z^2 + y^2} \right)} \, dy, \tag{3.8}
\]
which in the prototypical case of $W_{CSH}(u) := |u|^2 (|u|^2 - 1)^2$ takes the form

$$K(z) = \int_{-\sqrt{1-z^2}}^{\sqrt{1-z^2}} \sqrt{z^2 + y^2 \left(1 - z^2 - y^2\right)} \, dy.$$  \hfill (3.9)

We point out that $c_0 = \frac{K(0)}{2}$ and also note that $K$ is not a monotone function of $z$ on $[0, 1]$, but rather increases to a unique maximum and then decreases down to zero at $z = 1$.

Such an upper bound construction leads us to our conjectured $\Gamma$-limit when $u \in (H_{\text{div}} \cap BV)(\Omega; \mathbb{S}^1 \cup \{0\})$, namely $E_0$ given by

$$E_0(u) = \frac{L}{2} \int_{\Omega} (\nabla u)^2 \, dx + \frac{K(0)}{2} \text{Per}_\Omega(\{|u| = 1\}) + \int_{\partial \Omega \cap \{|u| = 1\}} K(u \cdot \nu) \, d\mathcal{H}^1.$$  \hfill (3.10)

One should also impose upon competitors in the minimization of $E_0$ a boundary condition of the form (1.6) if one imposes the Dirichlet condition $u_{\omega_0} = g$ for $E_c$ or an area constraint on the measure of the isotropic or nematic region within $\Omega$ if an integral constraint has been imposed on $E_c$.

In particular, we can rigorously assert:

**Theorem 3.1.** For any $u \in (H_{\text{div}} \cap BV)(\Omega; \mathbb{S}^1 \cup \{0\})$, there exists a sequence $\{w_x\} \in H^1(\Omega; \mathbb{R}^2)$ with $w_x \overset{\text{w}}{\rightharpoonup} u$ such that

$$\limsup_{\varepsilon \to 0} E_\varepsilon(w_x) = E_0(u).$$  \hfill (3.11)

Furthermore, we state a conjecture:

**Conjecture:** Suppose $W$ satisfies (3.2). Then for any $u \in (H_{\text{div}} \cap BV)(\Omega, \mathbb{S}^1 \cup \{0\})$ and any sequence $u_x \overset{\text{w}}{\rightharpoonup} u$ we have

$$\liminf_{\varepsilon \to 0} E_\varepsilon(u_x) \geq E_0(u).$$  \hfill (3.12)

**Proof.** The proof of (3.11) is similar to the proof of [17] Theorem 3.2(ii), which itself is an adaptation of the techniques laid out in [9] for Aviles-Giga recovery sequences, so we omit the details. The only difference between the argument here and the argument in [17] is that, as discussed above, in addition to walls, there are also interfaces now in which $u$ jumps from a tangent $\mathbb{S}^1$-valued state to 0. However, this does not pose a serious obstacle to the construction, as the important technical components are the rectifiability of the jump set $J_\varepsilon$ and the condition (3.3) satisfied along $J_\varepsilon$ at either a wall or interface, which goes to guarantee that the boundary layer constructions do not contribute asymptotically to the $L^2$-norm of the divergence. \hfill $\square$

**Remark 3.2.** We have not addressed in (3.10) or in Theorem 3.1 the issue of boundary conditions, so we describe now how to incorporate them. Suppose one were to fix Dirichlet data $g_x \in H^{1/2}(\partial \Omega; \mathbb{R}^2)$ for admissible functions in $E_c$. The functions $g_x$ could be $\mathbb{S}^1$-valued, or could transition smoothly between $\mathbb{S}^1$ and $\{0\}$ if we are trying to induce a phase transition. Let us assume that $g_x \to g$ in $L^2(\partial \Omega; \mathbb{R}^2)$ for some $g : \partial \Omega \to \mathbb{S}^1 \cap \{0\}$. We observe that for a sequence $\{u_x\} \in H^1(\Omega; \mathbb{R}^2)$ satisfying $u_e = g$ on $\partial \Omega$ and so in particular $u_x \cdot \nu_\Omega = g \cdot \nu_\Omega$, under the
convergence } u_{e} \rightharpoonup u \text{ with } u \in (BV \cap H^1_\text{div}(\Omega; S^1 \cap \{0\}), it follows from the divergence theorem and the convergence of } g_{e} \text{ to } g \text{ that }

\begin{equation}
    u \cdot \nu_\Omega = g \cdot \nu_\Omega.
\end{equation}

In this case, the limiting energy } E_0 \text{ would also contain integrals around the portion of } \partial \Omega \text{ where } u \cdot \tau_\Omega \neq g \cdot \tau_\Omega, \text{ and the cost along these portions would either be given by } K(0)/2 \text{ or } K(u \cdot \nu_\Omega).

Remark 3.3. An a priori sharper upper bound for the wall cost } K \text{ could be obtained for these energies using the techniques of } [33]. \text{ There, the author obtains an upper bound without assuming that the optimal profile is one-dimensional. Instead, the cost is defined via a cell problem. As the class of admissible functions for the cell problem is strictly larger than the class of } 1d \text{ competitors, the cell problem yields what could in theory be a sharper upper bound. However, since we conjecture that the one-dimensional profile is optimal and since at present we see no way to analyze the abstract cell problem to make this comparison, we do not pursue the strategy from } [33].

Given the presence of arguments leading to matching lower bounds for one-dimensional constructions in the Aviles-Giga problem [5] and for the energy } E_0 \text{ with the potential replaced by a Ginzburg-Landau potential } W_{GL}(v) := (1-|v|^2)^2, \text{ in [17], it behooves us to comment on why, at present, we have no such argument here. In [5] and in [17], the authors employ the celebrated Jin-Kohn entropy [20]. Defining

\begin{equation}
    \Xi(v_1, v_2) = 2\left(\frac{1}{3}v_2^3 + v_2v_1^2 - v_2, \frac{1}{3}v_1^3 + v_1v_2^2 - v_1\right),
\end{equation}

the version of these entropies well-suited to the situation where the jump set is parallel to one of the coordinate axes, one can then calculate

\begin{equation}
    \text{div } \Xi(v_1, v_2) = 2(|v|^2 - 1)(\partial_{v_1}v_2 + \partial_{v_2}v_1) + 4v_1v_2 \text{div } v.
\end{equation}

In the divergence-free Aviles-Giga setting of [20], the last term drops out and an application of the inequality } a^2 + b^2 \geq 2ab \text{ allows one to bound the Aviles-Giga energy density from below by } \text{div } \Xi(v_1, v_2). \text{ When the divergence is possibly non-zero, as in [17], a slight modification yields }

\begin{equation}
    \text{div } \Xi(v_1, v_2) \leq \left(\epsilon |\nabla v|^2 + \frac{1}{\epsilon}(|v|^2 - 1)^2 + L(\text{div } v)^2\right) + \text{error terms},
\end{equation}

which is the crux of the argument.

Unfortunately, for most radial potentials that are not the Ginzburg-Landau potential } W_{GL}, \text{ this technique does not seem to work. First, we note that

\begin{equation}
    \Xi(v_1, v_2) = \left(\int_{v_2}^{v_1} (v_1^3 + s^2 - 1) \, ds, \int_{v_1}^{v_2} (s^2 + v_2^2 - 1) \, ds\right),
\end{equation}

where the integrands are, up to signs, given by } \sqrt{W_{GL}}. \text{ Therefore, to obtain a version of (3.14) with } W_{GL} \text{ replaced by } \sqrt{W}, \text{ where } W \text{ is our potential vanishing on } S^1 \cup \{0\}, \text{ the natural choice for the vector field to replace } \Xi \text{ would be}

\begin{equation}
    \Xi_w(v_1, v_2) = \left(\int_{v_2}^{v_1} \sqrt{W(v_1, s)} \, ds, \int_{v_1}^{v_2} \sqrt{W(s, v_2)} \, ds\right).
\end{equation}
When we calculate the divergence of $\Xi_W(v_1, v_2)$, we get
\[
\text{div } \Xi(v_1, v_2) = 2 \sqrt{W(v)}(\partial_x v_2 + \partial_y v_1) + \partial_x v_1 \int_{-V_2}^{V_2} \sqrt{W(v_1, s)} \, ds + \partial_y v_2 \int_{-V_1}^{V_1} \sqrt{W(v_2, s)} \, ds.
\]

The only way for $\text{div } v$ to factor out of the last two terms is if
\[
\int_{-V_2}^{V_2} \partial_x v_1 \sqrt{W(v_1, s)} \, ds = \int_{-V_1}^{V_1} \partial_x v_2 \sqrt{W(v_2, s)} \, ds,
\]
which holds for radial $W$ when $\sqrt{W}$ is linear in $|v|^2$. This cannot hold for any $W$ that vanishes only at $S^1$ and $[0]$.

We point out that a related problem that has resisted resolution for several decades is the determination of a sharp lower bound for the sequence of energies
\[
\int_{\Omega} \varepsilon (|u|^2 - 1)^p + \varepsilon |\nabla u|^2 \quad \text{with } p < 2 \tag{3.15}
\]
where competitors $u : \Omega \to \mathbb{R}^2$ must be divergence-free. Here too it is conjectured that the optimal lower bound for the wall cost is based on a one-dimensional ansatz, but a proof has not been found, and in particular, no version of the Jin-Kohn entropy is evident. An abstract lower bound involving a cell problem for functionals of this type has been derived in [34], but has not yet to our knowledge been matched by a corresponding upper bound. The strategy in this and other papers involving a lower bound phrased in terms of a cell problem is based on a blow up procedure introduced in [15]. Such a lower bound of the form $\int \tilde{K}(u \cdot \nu) \, d\mathcal{H}^1$ for some $\tilde{K} : [0, \infty) \to [0, \infty)$ defined as the solution to a cell problem could be derived for our wall energy as well, but we do not include the argument since it does not provide much insight here.

On the other hand, for $p > 2$ in (3.15), as shown in [3], the one-dimensional ansatz is not optimal, with an oscillatory construction, often referred to as ‘microstructure,’ whose modulus hews close to $S^1$, yielding a lower asymptotic energy.

So what is the rationale behind our conjecture (3.12)? One key point is that for $W$ given by $W_{CSH}$ or more generally by a potential satisfying (3.2), the level of degeneracy of the $S^1$ potential well is no flatter than that of $W_{GL}$ where again it is known that walls follow a one-dimensional profile asymptotically. Thus, it seems unlikely that microstructure of the type emerging, for example, in (3.15) for $p > 2$ would appear here since for our model it is no more beneficial energetically to abandon one-dimensionality in order to be nearer to $S^1$ across a wall than it was in (1.2).

Other evidence for our conjecture is numerical. Repeated numerical experiments in the form of gradient flow for $E_\varepsilon$ with $\varepsilon$ small in a variety of domains, for a variety of boundary conditions and for a wide range of $L$ values have not indicated any lack of one-dimensionality in the wall structure. Were the transition to be truly 2d, one might expect the wall to exhibit some oscillation or other instability. For example, in [17] while we prove that for (1.2), the wall cost is based on a one-dimensional construction, we also find that when minimizing (1.2) in a rectangle with $S^1$-valued Dirichlet data given by $(\pm a, \sqrt{1 - a^2})$ for $a \in [0, 1)$ on the top and bottom respectively and periodic boundary conditions on the sides, there exists a parameter regime in $L$ and in the box dimensions where the minimizer is not one-dimensional, cf. [17], Thm. 6.6. Indeed this
Theorem is supported by numerics revealing the eventual instability of a horizontal wall and the emergence of so-called ‘cross-ties’ commonly arising in studies of micromagnetics such as [2]. On the other hand, as we discuss in Section 4.1 numerically we detect no such instability of a horizontal wall for $E_\varepsilon$ under these boundary conditions. Then a numerical examination in Section 4.3 of wall structure for a version of our problem posed in a disk also indicates a one-dimensional heteroclinic connection for the wall structure. This gives us further confidence in the conjectured one-dimensionality of the wall cost.

### 3.2 Compactness

In this section we establish a compactness result for energy-bounded sequences. Recalling the assumption (3.2), we begin by observing that

$$E_\varepsilon(u) \geq \frac{1}{2} \int_\Omega \left( \frac{1}{\varepsilon^2} H^2(|u|) + \varepsilon |\nabla u|^2 + L(\text{div } u)^2 \right) dx. \quad (3.16)$$

Both the Ginzburg-Landau and the Chern-Simons-Higgs potentials satisfy this inequality and in [17] it is shown that for $W$ given by the Ginzburg-Landau potential, the compactness result of [12] generalizes to $E_\varepsilon$. In this section, we show that this compactness approach generalizes to potentials also vanishing at the origin provided we assume (3.2).

**Theorem 3.4.** Let $\{u_\varepsilon\}_{\varepsilon > 0} \subset H^1(\Omega; \mathbb{R}^2)$ be a sequence such $E_\varepsilon(u_\varepsilon) \leq C$, with $C$ independent of $\varepsilon$. Then there exists a subsequence (still denoted here by $u_\varepsilon$) and a function $u \in H_{\text{div}}(\Omega; S^1 \cup \{0\})$ with $|u| \in BV(\Omega; \{0, 1\})$ such that

$$u_\varepsilon \rightharpoonup u \quad \text{in } H_{\text{div}}(\Omega; \mathbb{R}^2), \quad (3.17)$$

$$u_\varepsilon \to u \quad \text{in } L^2(\Omega; \mathbb{R}^2). \quad (3.18)$$

The fact that for a subsequence of $\{u_\varepsilon\}$, one has $|u_\varepsilon| \to |u|$ in $L^1(\Omega)$ where $|u| \in BV(\Omega; \{0, 1\})$ follows from inequality (3.7) via the standard Modica-Mortola approach, cf. [27] or [37]. The proof of (3.17) follows immediately from the uniform bound on the $L^2$ norm of the divergences, so we turn to the proof of (3.18). The proof follows closely the proof in [12] Proposition 1.2, with the details suitably modified to account for the fact that the potential may now possibly vanish at 0 in addition to $S^1$. Below we outline the procedure and indicate which portions require changes from [12].

The proof relies on compensated compactness and a careful analysis of the Young measure $\{\mu_\varepsilon\}_{\varepsilon \in \Omega}$ generated by the sequence $\{u_\varepsilon\}$. One of the key tools in this analysis is the concept of an entropy, defined here as a mapping $\Phi \in C_0^\infty(\mathbb{R}^2; \mathbb{R}^2)$ such that

$$\Phi(0) = 0, \quad D\Phi(0) = 0 \quad \text{and for all } z \in \mathbb{R}^2 \text{ one has } z \cdot D\Phi(z) z^\perp = 0,$$

where $z^\perp = (-z_2, z_1)$, cf. [12] Definition 2.1. A crucial property of any such entropy is that $\Phi$ satisfies a certain equation relating $\nabla \cdot (\Phi(u))$ and $\nabla (1 - |u|^2)$ for any $u \in H^1(\Omega; \mathbb{R}^2)$. We state this equation precisely in (3.27), and refer the reader to [12] Lemmas 2.2, 2.3 for the proof, which is a straightforward calculation. In Lemma 3.5 we prove that the class of entropies is large enough for our purposes. Next, in Proposition 3.7, we prove the requisite compactness for the sequence

---

The fact that for a subsequence of $\{u_\varepsilon\}$, one has $|u_\varepsilon| \to |u|$ in $L^1(\Omega)$ where $|u| \in BV(\Omega; \{0, 1\})$ follows from inequality (3.7) via the standard Modica-Mortola approach, cf. [27] or [37]. The proof of (3.17) follows immediately from the uniform bound on the $L^2$ norm of the divergences, so we turn to the proof of (3.18). The proof follows closely the proof in [12] Proposition 1.2, with the details suitably modified to account for the fact that the potential may now possibly vanish at 0 in addition to $S^1$. Below we outline the procedure and indicate which portions require changes from [12].

The proof relies on compensated compactness and a careful analysis of the Young measure $\{\mu_\varepsilon\}_{\varepsilon \in \Omega}$ generated by the sequence $\{u_\varepsilon\}$. One of the key tools in this analysis is the concept of an entropy, defined here as a mapping $\Phi \in C_0^\infty(\mathbb{R}^2; \mathbb{R}^2)$ such that

$$\Phi(0) = 0, \quad D\Phi(0) = 0 \quad \text{and for all } z \in \mathbb{R}^2 \text{ one has } z \cdot D\Phi(z) z^\perp = 0,$$

where $z^\perp = (-z_2, z_1)$, cf. [12] Definition 2.1. A crucial property of any such entropy is that $\Phi$ satisfies a certain equation relating $\nabla \cdot (\Phi(u))$ and $\nabla (1 - |u|^2)$ for any $u \in H^1(\Omega; \mathbb{R}^2)$. We state this equation precisely in (3.27), and refer the reader to [12] Lemmas 2.2, 2.3 for the proof, which is a straightforward calculation. In Lemma 3.5 we prove that the class of entropies is large enough for our purposes. Next, in Proposition 3.7, we prove the requisite compactness for the sequence
\{u_e\}. We achieve this by first adapting the proof of \cite{12} Proposition 1.2 using the aforementioned equation (3.27) to show that for any entropy \(\Phi\),

\[\{\nabla \cdot [\Phi(u_e)]\} \text{ is compact in } H^{-1}(\Omega).\]

This compactness then allows us to use the div-curl lemma of Murat and Tartar \cite{29, 38} and the result of Lemma 3.5 to conclude that each \(\mu_e\) is a Dirac measure. One can then quickly deduce, in the same fashion as in \cite{12} page 843, that the sequence \(\{u_e\}\) is precompact is \(L^2\). We begin the proof with Lemma 3.5.

**Lemma 3.5.** (cf. \cite{12} Lemma 2.2) Let \(\mu\) be a probability measure on \(\mathbb{R}^2\) supported on \(S^1 \cup \{0\}\). Suppose it has the property

\[\int \Phi \cdot \bar{\Phi}^\perp d\mu = \int \Phi d\mu \cdot \int \bar{\Phi}^\perp d\mu \text{ for all entropies } \Phi, \bar{\Phi}. \quad (3.19)\]

Then \(\mu\) is a Dirac measure.

**Remark 3.6.** We point out that the proof of this lemma does not generalize to the case where the potential vanishes on a pair of circles that both have non-zero radius. As a consequence, this proof of Theorem 3.4 does not generalize to such situations.

**Proof.** We begin by recalling the definition of “generalized entropy” from \cite{12} Lemma 2.5. These are functions \(\Phi\) defined by

\[\Phi(z) = \begin{cases} |z|^2 e & \text{for } z \cdot e > 0 \\ 0 & \text{for } z \cdot e \leq 0 \end{cases}\]

for any fixed \(e \in S^1\). Any such \(\Phi\) can be approximated closely enough by entropies \(\Phi_n\) such that (3.19) holds for \(\Phi\) as well. Using the fact that these generalized entropies vanish at the origin, we have

\[\int_{S^1} \Phi \cdot \bar{\Phi}^\perp d\mu = \int_{S^1} \Phi d\mu \cdot \int_{S^1} \bar{\Phi}^\perp d\mu.\]

We rewrite this as

\[e \cdot e^\perp \mu([z \cdot e > 0] \cap [z \cdot e^\perp > 0] \cap S^1) = e \cdot e^\perp \mu([z \cdot e > 0] \cap S^1) \mu([z \cdot e > 0] \cap S^1) \mu([z \cdot e^\perp > 0] \cap S^1) \text{ for all } e, e^\perp \in S^1\]

or

\[\mu([z \cdot e > 0] \cap [z \cdot e^\perp > 0] \cap S^1) = \mu([z \cdot e > 0] \cap S^1) \mu([z \cdot e > 0] \cap S^1) \mu([z \cdot e^\perp > 0] \cap S^1) \text{ for all } e^\perp \in S^1 \setminus \{e, -e\} \text{ and all } e \in S^1.\]

Letting \(e^\perp\) approach \(e\), we obtain

\[\mu([z \cdot e > 0] \cap S^1) \leq \mu([z \cdot e > 0] \cap S^1) \mu([z \cdot e > 0] \cap S^1) \text{ for all } e \in S^1\]

or

\[\mu([z \cdot e > 0] \cap S^1) = 0 \text{ or } \mu([z \cdot e > 0] \cap S^1) \geq 1 \text{ for all } e \in S^1. \quad (3.20)\]
If \( \mu(\{0\}) > 0 \) then it cannot be that \( \mu(\{z \cdot e \geq 0\} \cap S^1) > 1 \) for any \( e \in S^1 \). In this case \( \mu(\{z \cdot e > 0\} \cap S^1) = 0 \) for all \( S^1 \)-valued \( e \), and \( \mu \) is clearly a Dirac measure concentrated at zero. So we may assume that \( \mu(\{0\}) = 0 \), implying that \( \mu \) is a probability measure on \( S^1 \). In this case, we deduce from (3.20) that

\[
\text{supp } \mu \subset \{z \cdot e < 0\} \cap S^1 \quad \text{or} \quad \text{supp } \mu \subset \{z \cdot e \geq 0\} \cap S^1 \quad \text{for all } e \in S^1.
\]

As \( \mu \) is a probability measure on \( S^1 \), this implies that \( \mu \) is concentrated on a single point. \( \square \)

We can now prove the main result.

**Proposition 3.7.** (cf. [12, Proposition 1.2]) Let \( \Omega \subset \mathbb{R}^2 \) be open and bounded. Let \( \{u_\varepsilon\} \subset H^1(\Omega; \mathbb{R}^2) \) be such that \( \nabla \cdot u_\varepsilon \) are uniformly bounded in \( L^2 \),

\[
\|H(|u_\varepsilon|)\|_{L^2(\Omega)} \longrightarrow 0, \tag{3.22}
\]

and

\[
\|\nabla u_\varepsilon\|_{L^2} \|H(|u_\varepsilon|)\|_{L^2} \quad \text{are uniformly bounded}. \tag{3.23}
\]

Then \( \{u_\varepsilon\} \subset L^2(\Omega; \mathbb{R}^2) \) is relatively compact. \( \tag{3.24} \)

**Proof.** First, we modify our sequence slightly for convenience. By choosing real numbers \( r_\varepsilon \) close enough to 1 and considering the sequence \( \{r_\varepsilon u_\varepsilon\} \), we can without loss of generality assume that for each \( \varepsilon \),

\[
\left\{ x \in \Omega : |r_\varepsilon u_\varepsilon(x)| = \frac{1}{\sqrt{2}} \right\} = 0. \tag{3.25}
\]

In addition, we can choose \( r_\varepsilon \) so that \( \{r_\varepsilon u_\varepsilon\} \) has uniformly bounded energies and is precompact in \( L^2(\Omega; \mathbb{R}^2) \) if and only if \( \{u_\varepsilon\} \) is as well. Henceforth we refer to the modified sequence as simply \( \{u_\varepsilon\} \) and assume that these conditions hold for \( u_\varepsilon \).

We aim to show for any entropy \( \Phi \) that

\[
\{ \nabla \cdot [\Phi(u_\varepsilon)] \} \quad \text{is compact in } H^{-1}(\Omega). \tag{3.26}
\]

Utilizing (3.21), (3.25) and [12, Lemmas 2.2, 2.3], we see that there exists \( \Psi \in C^\infty_0(\mathbb{R}^2) \) and \( \alpha \in C^\infty_0(\mathbb{R}^2) \) such that at a.e. point in \( \Omega \) one has

\[
-\alpha(u_\varepsilon) \text{div } u_\varepsilon + \nabla \cdot [\Phi(u_\varepsilon)] = \Psi(u_\varepsilon) \cdot \nabla(1 - |u_\varepsilon|^2) = -\Psi(u_\varepsilon) \cdot \nabla(|u_\varepsilon|^2) = \text{sgn } (|u_\varepsilon| - 1/\sqrt{2}) \Psi(u_\varepsilon) \cdot \nabla H(|u_\varepsilon|).
\]

Before proceeding, we let \( s : \mathbb{R} \to \mathbb{R} \) denote a smooth, increasing, bounded function with bounded derivative such that \( s(z) \equiv -1 \) for \( z \leq -\frac{1}{\sqrt{2}} \) and \( s(z) \equiv 1 \) for \( z \geq \frac{1}{\sqrt{2}} \). We will utilize
the sequence \( s(|u_c|) \), and we remark that \( \frac{1}{\sqrt{2}} \) could readily be replaced by any number less than \( \frac{1}{\sqrt{2}} \). Replacing \( \text{sgn}(|u_c| - 1/\sqrt{2}) \) by \( s(|u_c|) \) as such allows us to maintain \( L^1 \) control on \( \nabla s(|u_c|) \) as opposed to having to analyze the distributional gradient of a \( \text{sgn} \) function, as will be necessary in a step at the end of the proof. Continuing from (3.27), we find that

\[
-\alpha(u_c) \text{div } u_c + \nabla \cdot [\Phi(u_c)] = s(|u_c|)\Psi(u_c) \cdot \nabla H(|u_c|) + R_c, \tag{3.27}
\]

\[
R_c := (\text{sgn} \left| u_c \right| - 1/\sqrt{2}) - s(|u_c|) \Psi(u_c) \cdot \nabla H(|u_c|). \tag{3.28}
\]

We claim the remainder terms \( R_c \) are bounded uniformly in \( L^1 \). Noticing that \( s(|u_c|) = \text{sgn}(|u_c| - 1/\sqrt{2}) \) if \( \|u_c\| - 1/\sqrt{2} \geq \frac{1}{\sqrt{2}} \), we have

\[
\int_\Omega |R_c| \leq C \int_\Omega \left| \frac{1}{\sqrt{\varepsilon}} \right| \left| \nabla |u_c| \right| \, dx.
\]

Continuing now using Holder’s inequality and the bound \( \int_\Omega W(u_c) \leq C\varepsilon \), we have

\[
\int_\Omega |R_c| \leq C \|\nabla |u_c|\|_{L^2} \cdot \text{meas} \left( \left| u_c \right| - \frac{1}{\sqrt{2}} \right) \leq C \frac{1}{\sqrt{\varepsilon}} \leq C.
\]

To prove (3.26), we will prove that the sequence

\[
\{\nabla \cdot [\Phi(u_c) - s(|u_c|)H(|u_c|)\Psi(u_c)]\}
\]

is compact in \( H^{-1}(\Omega) \). (3.29)

Since the energy bound implies that \( s(|u_c|)H(|u_c|)\Psi(u_c) \) converges to 0 in \( L^2 \), the divergence of this sequence converges to 0 in \( H^{-1} \). Thus (3.29) implies (3.26). Thanks to (3.27), we have that

\[
\nabla \cdot [\Phi(u_c) - sH(|u_c|)\Psi(u_c)] = \nabla \cdot [\Phi(u_c)] - \nabla \cdot [s\Psi(u_c)]H(|u_c|) - s\Psi(u_c) \cdot \nabla [H(|u_c|)]
\]

\[
= R_c + \alpha(u_c) \text{div } u_c - \nabla \cdot [s\Psi(u_c)]H(|u_c|)
\]

We will show the desired compactness by appealing to a lemma of [30], cf. [12] Lemma 3.1. This entails verifying the following two claims:

1. The sequence \( \{\nabla \cdot [\Phi(u_c) - sH(|u_c|)\Psi(u_c)]\} \) is uniformly bounded in \( L^1(\Omega) \).
2. The sequence \( \{\Phi(u_c) - sH(|u_c|)\Psi(u_c)\} \) is uniformly integrable.

Proof of (1): We have that the \( R_c \) are uniformly bounded in \( L^1 \), and the boundedness of the function \( \alpha \) along with the \( L^2 \) bound on \( \text{div } u_c \) yield that \( \alpha(u_c) \text{div } u_c \) is uniformly bounded in \( L^1 \). It remains to show that the last term, namely \( \nabla \cdot [s(|u_c|)\Psi(u_c)]H(|u_c|) \), is bounded in \( L^1 \). We have

\[
H(|u_c|)\nabla \cdot [s\Psi(u_c)] = H(|u_c|) \left( s' (|u_c|) \nabla |u_c| \cdot \Psi(u_c) + s(|u_c|) \text{div } \Psi(u_c) \right).
\]

The desired \( L^1 \) bound follows from Cauchy-Schwarz along with the energy bound.

Proof of (2): This is clear from the fact that \( \Phi, s, H, \) and \( \Psi \) are bounded functions.

We have now proved that \( \{\nabla \cdot [\Phi(u_c)]\} \) is compact in \( H^{-1}(\Omega) \). The rest of the proof follows as in the second step of [12] Proposition 1.2. \( \square \)
3.3 The $\Gamma$-limit of $E_\varepsilon$ among 1d competitors

In this section we analyze $\Gamma$-convergence of $E_\varepsilon$ where competitors $u_\varepsilon = (u^{(1)}_\varepsilon, u^{(2)}_\varepsilon)$ are defined on an interval $[-H, H]$ for some $H > 0$ and are required to satisfy $S^1$-valued boundary conditions of the form

$$u(\pm H) = (\pm \sqrt{1-a^2}, a) \quad \text{for some } a \in [0,1). \quad (3.30)$$

Under the one-dimensional assumption, $E_\varepsilon$ takes the form

$$E^{1D}_\varepsilon(u) := \begin{cases} \frac{1}{2} \int_{-H}^{H} \left( \frac{1}{\varepsilon} W(u) + \varepsilon |u'|^2 + L(u^{(2)})^2 \right) \, dx_2 & \text{if } u \in H^1((-H, H); \mathbb{R}^2), \\ +\infty & \text{otherwise}. \end{cases} \quad (3.31)$$

In a manner similar to [17], Section 6, within this one-dimensional ansatz we can obtain a sharp compactness theorem for energy bounded sequences, a complete $\Gamma$-convergence result of the $E_\varepsilon$ functionals and a complete characterization of minimizers of the $\Gamma$-limit. Since the proofs of the results in this section are completely analogous to those in [17] Section 6, we only sketch the arguments highlighting differences.

In Section 4.1, we present results of numerical simulations obtained via gradient flow for $E_\varepsilon$ with $\varepsilon > 0$ for the two-dimensional problem in a rectangle $\Omega = (-1/2, 1/2) \times (-H, H)$, subject to the boundary conditions (3.30) on the top and bottom and periodic boundary conditions on the left and right sides. These computations suggest convergence in large time to configurations that resemble the one-dimensional minimizers of this section, lending further evidence to our conjecture (3.12). We emphasize that the initial data for these numerics were not restricted to be one-dimensional.

We continue making the assumption (3.2) on our potentials. Recall that we are writing $W(u) = V(|u|)$. We begin with a compactness result.

**Theorem 3.8.** Let $u_\varepsilon = (u^{(1)}_\varepsilon, u^{(2)}_\varepsilon) \in H^1((-H, H); \mathbb{R}^2)$ with $E^{1D}_\varepsilon(u_\varepsilon) \leq C$. Then there exists $u = (u_1, u_2)$ with

$$\Psi(u_1) := \int_{-a_1}^{a_1} \sqrt{V \left( \sqrt{s^2 + 1 - u_1^2} \right)} \, ds \in BV((-H, H); [0, 1])$$

such that up to a subsequence, $u^{(1)}_\varepsilon \to u_1$ in $L^2(-H, H)$. In addition, $u_2 \in H^1((-H, H); \mathbb{R})$, $u^{(2)}_\varepsilon \to u_2$ in $C^{0,\gamma}(-H, H)$ for all $\gamma < 1/2$, and $||u_1, u_2|| = 1$ or $a.e.$

**Proof.** Throughout the course of the proof, we repeatedly pass to further and further subsequences of $\varepsilon$ converging to zero but suppress this from our notation. We notice that thanks to the uniform $L^4$ bound from (3.2), after passing to a subsequence,

$$u_\varepsilon \to u = (u_1, u_2) \text{ in } L^4. \quad (3.32)$$

Furthermore, this bound, along with the uniform $L^2$ bound on $(u^{(2)}_\varepsilon)'$ yields after passing to a further subsequence that

$$u^{(2)}_\varepsilon \to u_2 \text{ in } H^1 \quad \text{and} \quad u^{(2)}_\varepsilon \to u_2 \text{ in } C^{0,\gamma}([-H, H]) \text{ for every } \gamma < 1/2. \quad (3.33)$$
Finally, from the bound on the potential, there exists $\rho \in L^2((-H, H); [0, 1])$ such that

$$|u_\varepsilon| \to \rho \text{ in } L^2. \quad (3.34)$$

It remains to upgrade the convergence of $u^{(1)}_\varepsilon$ from weak to strong convergence. An algebraic identity is used in the proof of [17, Theorem 6.1] to obtain strong convergence. Here, without an explicit expression for $W$, we proceed differently. As in [17], we utilize the “entropy” $\psi$ defined by

$$\psi(u_\varepsilon) := \int_{-E^{(1)}_\varepsilon}^{E^{(1)}_\varepsilon} \sqrt{ \rho(s, u^{(2)}_\varepsilon)} \, ds = u^{(1)}_\varepsilon \int_{-1}^1 \sqrt{ \rho(t, u^{(2)}_\varepsilon)} \, dt. \quad (3.35)$$

We set $J_\varepsilon = \int_{-1}^1 \sqrt{ \rho(t, u^{(2)}_\varepsilon)} \, dt$, so that

$$u^{(1)}_\varepsilon J_\varepsilon = \psi(u_\varepsilon). \quad (3.36)$$

On the one hand,

$$J_\varepsilon = \int_{-1}^1 \sqrt{ \rho^2 - (u^{(2)}_\varepsilon)^2 + (u^{(2)}_\varepsilon)^2} \, dt;$$

thus (3.33)-(3.34) yield that

$$J_\varepsilon \to \int_{-1}^1 \sqrt{ \rho^2 - (u^{(2)})^2 + (u^{(2)})^2} \, dt =: J \quad \text{a.e. in } (-H, H). \quad (3.37)$$

On the other hand, using (3.2) and a Cauchy-Schwarz argument completely analogous to that found in [17], we note that $\psi(u_\varepsilon)$ is bounded in $BV$. Upon passing to a subsequence, we conclude that $|\psi(u_\varepsilon)|$ converges in $L^1$, and upon passing to a further subsequence, $\psi(u_\varepsilon)$ converges almost everywhere. Consequently, using (3.36) and (3.37), we find that $u^{(1)}_\varepsilon$ converges almost everywhere as well.

Finally, since $|u^{(1)}_\varepsilon| \leq |u_\varepsilon|$ and $|u_\varepsilon| \to \rho$ strongly in $L^2$, we can apply the Lebesgue dominated convergence theorem to conclude that $u^{(1)}_\varepsilon$ converges strongly in $L^2$ to some limit. From (3.32), this limit is $u_1$, and it follows that $|(u_1, u_2)| = 0 \text{ or } 1 \text{ a.e.}$ and that the limit of $\psi(u_\varepsilon)$ is $\psi(u_1, u_2) \in BV$. Since $\psi$ is 0 when $u_1 = 0$, we see that $\Psi(u_1) = \psi(u)$, which concludes the proof.

We turn next to $\Gamma$-convergence in this one-dimensional setting. The analogue of $E_0$ from (3.10) is the energy

$$E^{1D}_0(u) \doteq \frac{L}{2} \int_{-H}^H (u^{(2)}_1 r)^2 \, dx_2 + \sum_{x_2 \in E_{\varepsilon}^{(2)}} K(u^{(2)}(x_2)) + c_0^H \mathcal{H}^{1D}_{\varepsilon}((|u| = 1)). \quad (3.38)$$

One can establish the $\Gamma$-convergence of $E^{1D}_\varepsilon$ to $E^{1D}_0$ in a completely analogous manner to the proof of Theorem 6.2 in [17], so we omit the details.

Finally, as in Theorem 6.4 of [17], and with identical proofs, one can characterize the minimizers of (3.38) explicitly. When the boundary conditions (3.30) are different from $(\pm 1, 0)$ the
minimizer is unique and consists of a single wall occurring at $y = 0$, no interfaces and bulk contribution in the regions $\{ y > 0 \} \cup \{ y < 0 \}$: the function $u^{(2)}$ is piecewise linear and $u^{(1)}$ jumps from $\sqrt{1 - (u^{(2)})^2}$ to $\sqrt{1 - (u^{(2)})^2}$ across $y = 0$. The optimal jump value is easily determined by optimizing over the bulk and jump contributions. Finally when the Dirichlet boundary conditions on the top and the bottom are given by $(\pm 1, 0)$, we find two parameter regimes similar to the situation in [17]. When $L/H$ is smaller than a certain threshold, the minimizer is unique and has both bulk divergence and jump contributions. However for larger $L/H$ values, the minimizer only has perimeter contribution, along with two interfaces, one connecting $(-1, 0)$ to $(0, 0)$ and the other connecting $(0, 0)$ to $(1, 0)$. These interfaces divide the interval into subintervals in each of which the minimizer is a constant. See Section 4.1 for numerical simulations.

3.4 Criticality conditions for $E_0$

In this section we will describe criticality conditions associated with critical points $u$ of the conjectured $\Gamma$-limit $E_0$ given by (3.10). For $u \in (H_\text{div} \cap BV)(\Omega; S^1 \cup \{0\})$, we recall the notation $K(u \cdot \nu)$, with $K$ given by (3.8) or (3.9) in the case of the Chern-Simons-Higgs potential, for the cost per arclength of a jump from one $S^1$-valued state, say $u_1$ to another one, say $u_2$ across a jump set $J_u$, with $\nu$ denoting the unit normal pointing from the 1 side of a wall to the 2 side. We recall that for such a jump, an $H_\text{div}$ vector field must satisfy the requirement

$$u_1 \cdot \nu = u_2 \cdot \nu \quad \text{along the jump set } J_u. \quad (3.39)$$

In light of (3.39), we will sometimes write just $u \cdot \nu$ when evaluating the normal component of $u$ along $J_u$.

We also recall that for portions of $J_u$ corresponding to a jump from the isotropic state 0 to an $S^1$-valued state $u$, the cost per unit arclength is given by $\frac{K(0)}{2\pi}$ and condition (3.39) becomes simply $u \cdot \nu = 0$.

Parts of the argument follow the same lines as in the proof of Theorem 4.1 in [17] except that the cost in that paper is the one associated with a Ginzburg-Landau potential, namely $K_{GL}(u \cdot \nu)$ where

$$K_{GL}(z) := \int_{-\sqrt{1-z^2}}^{\sqrt{1-z^2}} \left( 1 - z^2 - y^2 \right) dy,$$

which can also be written as $\frac{1}{2} (1 - (u \cdot \nu)^2)^{3/2}$ or equivalently $\frac{1}{5} |u_+ - u_-|^3$.

However, in the present context, we will need to distinguish between variations of the ‘walls’ separating two $S^1$-valued states and ‘interfaces’ separating the isotropic state from an $S^1$-valued state. We will also examine criticality conditions at a junction corresponding to the intersection of these two kinds of curves. We begin with:

**Theorem 3.9.** (Variations that fix the jump set)

Consider any $u \in BV(\Omega, S^1 \cup \{0\}) \cap H_\text{div}(\Omega, S^1 \cup \{0\})$ such that $u|_{\partial \Omega} \cdot \nu|_{\partial \Omega} = g \cdot \nu|_{\partial \Omega}$ on $\partial \Omega$. Denote by $J_u$ its jump set. Then if the first variation of $E_0$ evaluated at $u$ vanishes when taken with respect to perturbations compactly supported in $\Omega \setminus J_u$, one has the condition

$$u^+ \cdot \nabla \text{div } u = 0 \quad \text{holding weakly on } \Omega \setminus J_u, \quad (3.40)$$

where $u^+ = (-u_2, u_1)$. 
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Now assume the first variation vanishes at \( u \) when taken with respect to perturbations that fix \( J_u \) and are supported within any ball \( B(p, R) \) centered at a smooth point of \( p \in J_u \cap \Omega \). If \( J_u \) separates the ball \( B(p, R) \) into two regions where \( u \) is given by \( \mathbb{S}^1 \)-valued states \( u_1 \) and \( u_2 \) and if the traces \( \text{div} \, u_1 \) and \( \text{div} \, u_2 \) are sufficiently smooth, then one has the condition

\[
K'(u \cdot \nu) = L[\text{div} \, u] \text{ on } J_u \cap \Omega,
\]

where \( [\text{div} \, u] = \text{div} \, u_2 - \text{div} \, u_1 \) represents the jump in divergence across \( J_u \) and \( \nu \) is the unit normal to \( J_u \) pointing from region 1 to region 2.

**Remark 3.10.** There is no natural boundary condition analogous to (3.41) for such variations taken about a point of \( J_u \) where \( J_u \) separates an isotropic state 0 from an \( \mathbb{S}^1 \)-valued state since the requirement of tangency in such a configuration is too rigid to allow for a rich enough class of perturbations.

**Proof.** To derive conditions (3.40) and (3.41) we assume that for some point \( p \in \Omega \) and for some \( R > 0 \), either \( B(p, R) \cap J_u = \emptyset \) or else \( p \in J_u \) and the following conditions hold \( B(p, R) \):

(i) The set \( B(p, R) \cap J_u \) is a smooth curve, which we denote by \( \Gamma \) and which admits a smooth parametrization by arclength, which we denote by \( r : [-s_0, s_0] \to \Omega \) for some \( s_0 > 0 \) with \( r(0) = p \).

(ii) On either side of \( \Gamma \) the critical point \( u \) and \( \text{div} \, u \) possess smooth traces on \( J_u \). We will denote the two components of \( B(p, R) \setminus \Gamma \) by \( \Omega_1 \) and \( \Omega_2 \) and we denote \( u \) on these two sets by \( u_j : \Omega_j \to \mathbb{S}^1 \), for \( j = 1, 2 \).

We will present the argument for case (ii), indicating how the easier case (i) follows from the same analysis.

To define an allowable perturbation \( u' \) of the critical point \( u \) given by \( u_1 \) and \( u_2 \), we must maintain the property of being \( \mathbb{S}^1 \)-valued, so to that end we introduce smooth functions \( \phi_j : B(p, R) \times (-T, T) \to \mathbb{R} \) for some \( T > 0 \) such that the perturbations of \( u_1 \) and \( u_2 \) take the form

\[
u(p) = \phi_j(x, 0), \tag{3.42}\]

shifting just for the moment to complex notation. Introducing \( \phi_j(x) := \phi_j(x, 0) \), expanding (3.42) and reverting back to an \( \mathbb{R}^2 \)-valued description of \( u'_j \) we find that for \( x \in \Omega_j' \) one has

\[
u(p) = \phi_j(x) + t \phi_j(x)u_j(x) \cdot \nu. \tag{3.43}\]

Along \( J_u \), we must also be sure to preserve to \( O(t) \) the \( H_{\text{div}} \) condition (3.39), namely

\[
u(p) = \phi_j(x) + t \phi_j(x)u_j(x) \cdot \nu \quad \text{along } \Gamma. \tag{3.44}\]

Invoking (3.39) for the unperturbed critical point, along with (3.43) we find that \( u'_1 \cdot \nu = u'_2 \cdot \nu \) to \( O(t) \) provided

\[
u(p) = \phi_j(x) + t \phi_j(x)u_j(x) \cdot \nu. \tag{3.45}\]

However, since

\[
u(p) = \phi_j(x), \quad \text{for } x \in \Gamma. \tag{3.46}\]

Along the jump set \( J_u \), bridging \( \mathbb{S}^1 \)-valued states, it follows that we must require

\[
u(p) = \phi_j(x), \quad \text{for } x \in \Gamma. \tag{3.46}\]
For later use, we also record that from (3.43) and (3.45) one has along $\Gamma$ the expansion
\[ u' \cdot v \sim u_1 \cdot v + t\phi_1(u_1 \cdot \tau) + o(t). \] (3.47)

Now we calculate
\[
\frac{d}{dt}_{t=0} E_0(u') = \frac{d}{dt}_{t=0} \left\{ \frac{L}{2} \sum_{j=1}^2 \int_{\Omega_j} (\text{div } u_j')^2 \, dx \right\} + \frac{d}{dt}_{t=0} \int_{\Gamma} K(u' \cdot v) \, ds
\]
\[
= \frac{d}{dt}_{t=0} \left\{ \sum_{j=1}^2 \frac{L}{2} \int_{\Omega_j} \left( (\text{div } u_j(x) + t\phi_j(x)u_j(x)^+))^2 \, dx \right) \right\} + \frac{d}{dt}_{t=0} \int_{\Gamma} K(u_1 \cdot v + t\phi_1(u_1 \cdot \tau)) \, ds.
\]
Taking the $t$-derivatives and evaluating at $t = 0$ we obtain
\[
\frac{d}{dt}_{t=0} E_0(u') = \left\{ \frac{L}{2} \sum_{j=1}^2 \int_{\Omega_j} (\text{div } u_j)(\text{div } (\phi_j u_j^+)) \, dx \right\}
\]
\[
\int_{\Gamma} K'(u \cdot v)(u_1 \cdot \tau) \, ds.
\]
Integrating by parts, a vanishing first variation of this type leads to the condition
\[
-L \sum_{j=1}^2 \int_{\Omega_j} \nabla(\text{div } u_j \cdot \phi_j u_j^+) \, dx + L \int_{\Gamma} \left( (\text{div } u_1)\phi_1 u_1^+ \cdot v - (\text{div } u_2)\phi_2 u_2^+ \cdot v \right) \, ds
\]
\[
+ \int_{\Gamma} K'(u \cdot v)(u_1 \cdot \tau) \, ds = 0. \quad (3.48)
\]

Now by taking the functions $\phi_j$ to be supported off of $J_u$ we arrive at condition (3.40). This also handles case (i) where $\mathcal{B}(p, R) \cap J_u = \emptyset$. Then, in light of (3.40), along with (3.43) and (3.46) we find that
\[
\int_{\Gamma} \{ K'(u \cdot v)(u_1 \cdot \tau) + L(\text{div } u_1 - \text{div } u_2) \} (u_1 \cdot \tau) \phi_1 \, ds = 0.
\]
Since $u_1 \cdot \tau \neq 0$ along the jump set and $\phi_1$ is arbitrary, we arrive at (3.41). □

**Corollary 3.11.** *(cf. [17], Cor. 4.2).* Suppose $u$ is smooth and critical for $E_0$ in the sense of (3.40). Then writing $u$ locally in terms of a lifting as $u(x) = e^{i\theta(s)}$ and defining the scalar $v := \text{div } u$ one has that (3.40) is equivalent to the following system for the two scalars $\theta$ and $v$:
\[
-\sin \theta \theta_{x_1} + \cos \theta \theta_{x_2} = v \quad (3.49)
\]
\[
-\sin \theta v_{x_1} + \cos \theta v_{x_2} = 0. \quad (3.50)
\]
Consequently, starting from any initial curve in $\Omega$ parametrized via $s \mapsto (x_1^0(s), x_2^0(s))$ along which $\theta$ and $v$ take values $\theta_0(s)$ and $v_0(s)$ respectively, the characteristic curves, say $t \mapsto (x_1(s,t), x_2(s,t))$, are given by
\[
x_1(s,t) = \frac{1}{v_0(s)} \left[ \cos (v_0(s)t + \theta_0(s)) - \cos \theta_0(s) \right] + x_1^0(s), \quad (3.51)
\]
\[ n_{x_1} = -\frac{1}{\cos \theta} + \frac{1}{\sin \theta} \sin \theta_{x_2} - \cos \theta \theta_{x_2}, \quad (3.28)
\]
\[ n_{x_2} = -\frac{1}{\sin \theta} - \frac{1}{\cos \theta} \sin \theta_{x_1} - \sin \theta \theta_{x_1}.
\]
wherever \( v_0(s) \neq 0 \). The corresponding solutions \( \theta(s, t) \) and \( v(s, t) \) are given by

\[
\theta(s, t) = v_0(s)t + \theta_0(s), \quad v(s, t) = v_0(s),
\]

so that the characteristics are circular arcs of curvature \( v_0(s) \) and carry constant values of the divergence. In case the divergence vanishes somewhere along the initial curve, i.e. \( v_0(s) = 0 \), then the characteristic is a straight line.

We also consider the implications of criticality with respect to perturbations of the jump set itself.

**Theorem 3.12. (Variations of the jump set)**

Under the same assumptions on \( u \) as in the previous theorem, suppose in addition to the criticality with respect to perturbations that fix the location of \( J_u \), one also assumes the vanishing of the first variation of \( E_0 \), evaluated at \( u \), allowing for local perturbations of the jump set \( J_u \cap \Omega \) itself. Then along any points of \( J_u \) where \( u \) jumps between two \( S^1 \)-valued maps \( u_1 \) and \( u_2 \), a vanishing first variation leads to the condition

\[
\frac{L}{2} (\text{div} \, u_1)^2 - \text{div} \, u_2)^2 - L(\text{div} \, u_1 + \text{div} \, u_2) (u_1 \cdot \tau) - L(\text{div} \, u_1 + \text{div} \, u_2) (u_1 \cdot \tau) - K(u \cdot v) \kappa = 0,
\]

at any point \( p \in J_u \) such that \( J_u \), \( u_1 \) and \( u_2 \) are sufficiently smooth in some ball centered at \( p \). Here \( \kappa \) denotes the curvature of \( J_u \), \( \tau \) denotes the unit tangent to \( J_u \) and \( v \) is the unit normal to \( J_u \) pointing from the \( u_1 \) side of \( J_u \) to the \( u_2 \) side. The notation \((\cdot)^{\prime}\) refers to the tangential derivative along the jump set.

For portions of \( J_u \) separating an \( S^1 \)-valued state \( u^* \) from the isotropic state 0, criticality takes the form

\[
\frac{L}{2} (\text{div} \, u^*)^2 - L(\text{div} \, u^*) (u^* \cdot \tau) + \frac{K(0)}{2} \kappa = \lambda,
\]

where \( \lambda \) is a Lagrange multiplier that is present only if \( E_0 \) is considered subject to an area constraint on the measure of the isotropic phase 0. Also, since \( u \in H_{\text{div}}(\Omega) \) requires that \( u^* \cdot v = 0 \) along such a portion of \( J_u \), we note that in \((3.55)\) one either has \( u^* \cdot \tau \equiv 1 \) or \( u^* \cdot \tau \equiv -1 \).

**Proof.** To derive condition \((3.54)\) assume that for some point \( p \in J_u \) the following conditions hold in a ball \( B(p, R) \) for some radius \( R \):

(i) The set \( B(p, R) \cap J_u \) is a smooth curve, which we denote by \( \Gamma \) and which admits a smooth parametrization by arclength, which we denote by \( r : [-s_0, s_0] \to \Omega \) for some \( s_0 > 0 \) with \( r(0) = p \).

(ii) On either side of \( \Gamma \) the critical point \( u \) is \( C^2 \) with \( C^1 \) traces on \( J_u \). We will denote the two components of \( B(p, R) \setminus \Gamma \) by \( \Omega_1 \) and \( \Omega_2 \) and we denote \( u \) on these two sets by \( u_j : \Omega_j \to S^1 \), for \( j = 1, 2 \). Again, our convention for the unit normal \( \nu \) is that it points out of \( \Omega_1 \) into \( \Omega_2 \).

For the calculation it will be convenient to assume that for \( j = 1, 2 \), \( u_j \) has been smoothly extended so as to be defined in an open neighborhood of \( \Gamma \). We take this extension to be executed so that \( u_1 \) is constant along \( \nu \) and so that \( u_2 \) is constant along \( -\nu \).
In order to effect a smooth perturbation of $\Gamma$, $u_1$ and $u_2$ we now introduce a vector field $X \in C^1_0(B(p,R); \mathbb{R}^2)$. For convenience we will assume that $X(x)$ is parallel to $v(x)$ for $x \in \Gamma$ and so we introduce the scalar function $h : [-s_0, s_0] \rightarrow \mathbb{R}$ such that

$$X(r(s)) = h(s)v(s) \quad \text{for} \quad s \in [-s_0, s_0], \quad (3.56)$$

where $h(\pm s_0) = 0$. Here we have written $v(s)$ for the composition $v(r(s))$. Then let $\Psi : B(p,R) \times (-T, T) \rightarrow \Omega$ solve

$$\frac{\partial \Psi}{\partial t} = X(\Psi) \quad \Psi(x, 0) = x, \quad (3.57)$$

for some $T > 0$. Expanding in $t$ we find that

$$D\Psi(\cdot, t) \sim 1 + t\nabla X + o(t), \quad (3.58)$$

so that in particular one has the identity

$$J\Psi(x, t) := \det D\Psi \sim 1 + t\div X(x) + o(t). \quad (3.59)$$

Throughout this proof, the symbol $\sim$ refers to an equivalence up to terms that are $o(t)$.

Now we define the evolution of the curve $\Gamma$ via the vector field $X$ by $\Gamma^r := \Psi(\Gamma, t)$ with corresponding parametrization

$$r'(s) := \Psi(r(s), t) \sim r(s) + X(r(s))t \sim r(s) + th(s)v(s), \quad (3.60)$$

in light of (3.56). A simple calculation goes to show that the normal $v'$ to $\Gamma^r$ takes the form

$$v'(s) \sim v(s) - th'(s)\tau(s), \quad (3.61)$$

where we have introduce the notation $\tau$ for the unit tangent $r'(s)$ to $\Gamma$. We caution that the parameter $s$ used to parametrize $\Gamma^r$ is not an arclength parametrization on this deformed curve. Indeed one finds through an application of the Frenet equation that

$$r''(s) = r'(s) + th'(s)v(s) + thv'(s) = (1 - th(s)\kappa(s))\tau(s) + th'(s)v(s)$$

where $\kappa$ denotes the curvature of $\Gamma$, so that

$$\left| r''(s) \right| \sim 1 - th(s)\kappa(s). \quad (3.62)$$

Similarly, we define the deformation of the two sets $\Omega_1$ and $\Omega_2$ via

$$\Omega_j^r := \Psi(\Omega_j, t) \quad \text{for} \quad j = 1, 2. \quad (3.63)$$

To define the allowable evolution of the critical point $u$ given by $u_1$ and $u_2$ requires a little more care. Firstly, we must maintain the property of being $S^1$-valued, so to that end we introduce smooth functions $\phi_j : B(p,R) \times (-\tau, \tau) \rightarrow \mathbb{R}$ such that the perturbations of $u_1$ and $u_2$ take the form

$$u_j^r(x) := u_j(x)e^{i\phi_j(x, t)}, \quad (3.64)$$

shifting just for the moment to complex notation. Introducing $\phi_j(x) := \phi_j(x, 0)$, expanding (3.64) and reverting back to an $R^2$-valued description of $u_j^r$ we find that for $x \in \Omega_j^r$ one has

$$u_j^r(x) \sim u_j(x) + t\phi_j(x)u_j(x)^+. \quad (3.65)$$
As before \((a, b)^{\perp} = (-b, a)\).

Secondly, we must preserve to \(O(t)\) the \(H_{\text{div}}\) condition \([3.39]\), namely
\[
u'_{t} \cdot v' = 
\nu'_{t} \cdot v' \quad \text{along} \ \Gamma' .
\]
(3.66)

To this end, we observe that along \(\Gamma'\) one has
\[
u'_{t}(r'(s)) \sim \nu'_{t}(r(s) + th(s)\nu(s)) + t\phi_{j}(r(s) + th(s)\nu(s)) u_{j}(r(s) + th(s)\nu(s))
\sim\nu_{t}(r(s)) + t\phi_{j}(r(s)) u_{j}(r(s)).
\]
(3.67)

It is here that we require the slight extensions of the original functions \(u_{j}\) that are constant along the normal direction of \(\nu\) to make \([3.65]\) well-defined in \(\Omega_{j}' \setminus \Omega_{j}\) and to make \([3.67]\) correct to \(O(t)\).

Then once we apply \([3.61]\) and \([3.67]\) to \([3.66]\) we arrive at the requirement that
\[
u'_{t}(r'(s)) \sim \nu_{t}(r(s) + th(s)\nu(s)) + t\phi_{j}(r(s)) - h'(s)(u_{j} \cdot \nu) \quad \text{along} \ \Gamma.
\]
(3.68)

Equating terms at \(O(t)\) and using \([3.45]\), we find that necessarily,
\[
h'(s) = \frac{1}{2} \phi_{j}(r(s)) + \phi_{2}(r(s)) \quad \text{for} \ s \in [-s_{0}, s_{0}].
\]
(3.69)

For later use we also record that fact, based on expanding the left hand side of \([3.68]\), that
\[
u'_{t}(r'(s)) \cdot v' - u(r(s)) \cdot v(s) + t\phi_{j}(r(s)) - h'(s)(u_{j} \cdot \nu) \quad \text{for} \ s \in [-s_{0}, s_{0}].
\]
(3.70)

With these preliminaries taken care of, we are now ready to proceed with the calculation of the first variation \(\frac{d}{dt}\big|_{t=0} E_{\Omega}(u')\). We begin with the variation of the divergence term in the energy taken over \(\Omega_{j}'\) for \(j = 1, 2\). We observe that
\[
\int_{\Omega_{j}'} (\text{div } u_{j})^{2} \, dx \sim \int_{\Omega_{j}'} (\text{div } u_{j} + t \text{div } (\phi_{j} u_{j})^{2} \, dx
\sim \int_{\Omega_{j}'} \left[ \text{div } u_{j}(\Psi(y, t)) + t \text{div } \phi_{j}(\Psi(y, t)) u_{j}(\Psi(y, t)) \right]^{2} (1 + t \text{div } X(y)) \, dy,
\]
where we have utilized the change of variables \(x = \Psi(y, t)\) and invoked \([3.59]\) to obtain the leading order behavior of the Jacobian of the change of variables. Then, since \(\Psi \sim y + tX(y)\) we find
\[
\frac{d}{dt}\big|_{t=0} \int_{\Omega_{j}'} (\text{div } u_{j})^{2} \, dx =
\int_{\Omega_{j}'} \left[ \text{div } u_{j}(y) \right]^{2} \, dX + 2 \text{div } u_{j}(y) \text{div } (\phi_{j}(y) u_{j}(y)) + \frac{\partial}{\partial t}\big|_{t=0} \left( \text{div } u_{j}(y + tX(y)) \right)^{2} \right] \, dy =
\int_{\Omega_{j}'} \left[ \text{div } u_{j}(y) \right]^{2} \, dX + 2 \text{div } u_{j}(y) \text{div } (\phi_{j}(y) u_{j}(y)) + 2 \text{div } u_{j}(y) \nabla \text{div } u_{j}(y) \cdot X(y) \right] \, dy =
\int_{\Omega_{j}'} \left[ \text{div } (\text{div } u_{j}(y) X) + 2 \text{div } u_{j}(y) \text{div } (\phi_{j}(y) u_{j}(y)) \right] \, dy
\]

31
Applying the divergence theorem, and invoking (3.40) along with the compact support of $X$ within the ball $B(p, R)$, we conclude that
\[
\frac{d}{dt} \int_{\Omega_1^*} (\text{div } u_1')^2 \, dx + \int_{\Omega_1^*} (\text{div } u_2')^2 \, dx =
\]
\[
\frac{L}{2} \int_{\Gamma} \left\{ \left( (\text{div } u_1)^2 - (\text{div } u_2)^2 \right) h + 2 \left( \text{div } u_1 \phi_1 u_1' \cdot \nu - 2 \left( \text{div } u_2 \phi_2 u_2' \cdot \nu \right) \right) \right\} \, ds =
\]
\[
\frac{L}{2} \int_{\Gamma} \left\{ \left( (\text{div } u_1)^2 - (\text{div } u_2)^2 \right) h + 2 \left( \phi_1 \text{div } u_1 + \phi_2 \text{div } u_2 \right) (u_1 \cdot \tau) \right\} \, ds,
\]
where in the last line we used (3.45).

We turn now to the variation of the jump energy. By (3.70) we have
\[
K(u'(r'(s)) \cdot v'(s)) \sim K(u(r(s)) \cdot v(s) + t(\phi_1(r(s)) - h'(s))(u_1(r(s) \cdot \tau(s)))
\sim K(u \cdot v) + tK'(u \cdot v)(\phi_1 - h')(u_1 \cdot \tau),
\]
where all terms in the last line are evaluated along $\Gamma$, that is, evaluated at $x = r(s)$. Then we can appeal to (3.62) to calculate that
\[
\frac{d}{dt} \int_{\Gamma} K(u' \cdot v') \, ds =
\frac{d}{dt} \int_{\Gamma_{10}} \left\{ \left( K(u(r(s)) \cdot v(s)) + tK'(u(r(s)) \cdot v(s))(\phi_1(r(s)) - h'(s))(u_1(r(s) \cdot \tau(s))) \right) \right\} \left\{ 1 - th(s)\kappa(s) \right\} \, ds
\]
\[
= \int_{\Gamma} K'(u \cdot v)(\phi_1 - h')(u_1 \cdot \tau) - K(u \cdot v) h \kappa \, ds
\]
\[
= \int_{\Gamma} L(\text{div } u_2 - \text{div } u_1)(\phi_1 - h')(u_1 \cdot \tau) - K(u \cdot v) h \kappa \, ds,
\]
where in the last line we have used the criticality condition (3.41).

Combining (3.72) and (3.73) we obtain
\[
\frac{d}{dt} E_0(u') =
\int_{\Gamma} \left\{ \frac{L}{2} \left( (\text{div } u_1)^2 - (\text{div } u_2)^2 \right) - K(u \cdot v) \kappa \right\} h \, ds
\]
\[
+ L \int_{\Gamma} \left\{ (\phi_1 + \phi_2) \text{div } u_2 + (\text{div } u_1 - \text{div } u_2) h' \right\} (u_1 \cdot \tau) \, ds
\]
\[
= \int_{\Gamma} \left\{ \frac{L}{2} \left( (\text{div } u_1)^2 - (\text{div } u_2)^2 \right) - K(u \cdot v) \kappa \right\} h \, ds
\]
\[
+ L \int_{\Gamma} (\text{div } u_1 + \text{div } u_2) (u_1 \cdot \tau) h' \, ds,
\]
in light of (3.69). Integrating by parts in the last integrals, and using that \( h(-s_0) = h(s_0) = 0 \) we finally obtain

\[
\frac{d}{dt} \bigg|_{t=0} E_0(u') = \\
\int_{\Gamma} \left( \frac{L}{2} \left( (\text{div } u_1)^2 - (\text{div } u_2)^2 \right) - L(\text{div } u_1 + \text{div } u_2) (u_1 \cdot \tau) - L(\text{div } u_1 + \text{div } u_2) (u_2 \cdot \tau)' - K(u \cdot \nu) \kappa \right) h \, ds.
\]

Since criticality implies that this last integral must vanish for all \( h \), we obtain (3.54).

The derivation of (3.55) follows along similar lines so we omit the details. One difference to note, however, is that in the presence of an area constraint on the measure of \( \{ u = 0 \} \), the normal component \( h \) of the vector field \( X \) along \( \Gamma \) must additionally satisfy the requirement

\[
\int_{-s_0}^{s_0} h(s) \, ds = 0
\]

so that the perturbed jump set preserves area to \( O(\epsilon) \). This condition leads to the appearance of the Lagrange multiplier in (3.55). \( \Box \)

Our last consequence of criticality for a vector field \( u \) with respect to the functional \( E_0 \) concerns the possible presence in \( \Omega \) of a junction point \( P \) such that for some \( R > 0 \), the set \( B(p, R) \cap \Omega_0 \) consists of four curves meeting at \( p \). We wish to focus on the configuration where two of these curves, which we label as \( \Gamma_{01} \) and \( \Gamma_{03} \), are interfaces separating an isotropic region, which we label as \( \Omega_0 \), from two disjoint regions, \( \Omega_1 \) and \( \Omega_3 \), where \( u \) is given by \( u_1 : \Omega_1 \to S^1 \) and \( u_3 : \Omega_3 \to S^1 \), respectively. Wedged between \( \Omega_1 \) and \( \Omega_3 \) we assume there exists a set \( \Omega_2 \) where \( u \) takes on another \( S^1 \)-valued state \( u_2 \). The dashed curve separating \( \Omega_1 \) from \( \Omega_2 \), representing the wall across which \( u \) jumps from \( u_1 \) to \( u_2 \) we denote by \( \Gamma_{12} \), and the dashed curve separating \( \Omega_2 \) from \( \Omega_3 \), representing the wall across which \( u \) jumps from \( u_2 \) to \( u_3 \) we denote by \( \Gamma_{13} \). We write \( \tau_{ij} \) and \( \nu_{ij} \) for the unit tangent and unit normal to the curve \( \Gamma_{ij} \) where each \( \tau_{ij} \) points away from the junction \( P \) and \( \nu_{ij} \) points from the region \( \Omega_i \) into the region \( \Omega_j \). See Fig. 4.

Our reason for focusing on this particular configuration is predicated on the belief that it is somehow quite generic behavior in a neighborhood of a singular point on the isotropic-nematic phase boundary; see the discussion in Section 4.3. This belief is grounded in the findings of numerous numerical experiments we have conducted and examples we have constructed for this model, some of which appear in the last section of this article. Our hope is that the condition derived in Theorem 3.13 below will be of use in constructing particular candidates for minimizers of \( E_0 \) as well as perhaps being of use in ruling out certain junction configurations that are found to violate (3.19).

To state the next result we must introduce the notation \( \tau_{ij} \) for the unit tangent on \( \Gamma_{ij} \) oriented so as to point away from \( P \), and \( \nu_{ij} \) for the unit normal to \( \Gamma_{ij} \), pointing from region \( \Omega_i \) into \( \Omega_j \).

**Theorem 3.13.** (Criticality conditions at a junction). Assume a configuration in a neighborhood of a point \( P \in \Omega \) as described above and as depicted in Fig. 4 Assume that in a neighborhood of \( P \) the functions \( u_j \) and their divergences \( \text{div } u_j \) for \( j = 1, 2, 3 \) are all smooth in the closure of \( \Omega_i \) including at the junction point \( P \). Assume further that the four curves \( \Gamma_{01}, \Gamma_{12}, \Gamma_{23} \) and \( \Gamma_{03} \) are
all smooth near $P$. Then criticality of $E_0$ with respect to variations of $P$, the four curves $\Gamma_{ij}$ and the three functions $u_j$ leads to the condition

$$\frac{K(0)}{2} (\tau_{01} + \tau_{03}) + K(u_1 \cdot \nu_{01}) \tau_{12} + K(u_2 \cdot \nu_{23}) \tau_{23}$$

$$= L \left\{ (\text{div } u_1)(u_1 \cdot \tau_{01}) \nu_{01} + (\text{div } u_3)(u_3 \cdot \tau_{03}) \nu_{03} \right\}$$

$$- L \left\{ (\text{div } u_1 + \text{div } u_2)(u_1 \cdot \tau_{12}) \nu_{12} + (\text{div } u_2 + \text{div } u_3)(u_2 \cdot \tau_{23}) \nu_{23} \right\}$$

(3.74)

where all quantities above are evaluated at $P$.

The proof of Theorem 3.13 can be found in the appendix.

4 Examples: Analytical constructions for large $L$ and some numerics

We conclude with an exploration of possible morphologies for our limiting energy $E_0$, which we recall is given by

$$E_0(u) = \frac{L}{2} \int_{\Omega} (\text{div } u)^2 \, dx + \frac{K(0)}{2} \text{Per}_{\text{eq}}(||u|| = 1) + \int_{J_c \cap ||u|| = 1} K(u \cdot \nu) \, d\mathcal{H}^1,$$
with the cost $K$ given by $\mathbf{3.3}$. After describing in Section $\mathbf{4.1}$ some numerics that complement our rigorous work in Section $\mathbf{3.3}$ for the case where $\Omega$ is a rectangle, we will focus on two main settings: (i) the case where $\Omega$ is a disk and competitors must satisfy a boundary condition in the sense of $\mathbf{1.6}$ where $g$ has degree $k \in \mathbb{Z}$; and (ii) the case of an island of isotropic phase, generated by an area constraint, lying inside a nematic whose far field is given by $\vec{e}_1$.

For both settings (i) and (ii) we will not work directly with $E_0$ but rather with a problem that at least formally can be viewed as the large $L$ limit of $E_0$, namely

$$E_0^\infty(u) := \frac{K(0)}{2} \text{Per}_\Omega(|u| = 1) + \int_{J_x \cap |u|=1} K(u \cdot v) \, d\mathcal{H}^1,$$

defined for $u \in (BV \cap H_{\text{div}})(\Omega, \mathbb{S}^1 \cup \{0\})$ such that

$$\text{div} \ u = 0 \quad \text{in} \ \Omega,$$

and perhaps supplemented by the condition $u_{\partial \Omega} \cdot \nu_{\partial \Omega} = g \cdot \nu_{\partial \Omega}$ on $\partial \Omega$ if one wishes to specify Dirichlet data $g : \partial \Omega \to \mathbb{S}^1 \cup \{0\}$, or such that $|u(0)| = \text{const}$ or $|u(1)| = \text{const}$ if one wishes to specify an area constraint. We also note that the $H_{\text{div}}$ requirement still enforces the condition that competitors have trace from the nematic side that is tangent to any interface, i.e. $\mathbf{3.4}$ where $u_\nu = 0$.

We will construct critical points for $E_0^\infty$ that we expect to be local or even globally minimal and we observe that these divergence-free vector fields are competitors in the minimization of $E_0$ for finite $L$. Thus, we expect that they may well be close to critical points or perhaps even minimizers of $E_0$ when $L$ is large. As we shall see, this expectation is supported by simulations on the gradient flow for $E_\varepsilon$ where $L$ is large but fixed and then $\varepsilon$ is taken to be small.

Regarding all simulations in this section, we obtain critical points for the energy $E_\varepsilon$ by simulating gradient flow for $E_\varepsilon$ using the software package COMSOL $\mathbf{1}$ . Unless specified otherwise, we do not claim that solutions that we obtain are minimizers of $E_\varepsilon$ or prove that these solutions converge to critical points of the limiting energy. We will infer such convergence in cases where we are able to show via an analytical construction that a similar looking critical point of $E_0$ does exist.

We consider $E_0^\infty$ rather than $E_0$ here in part because, as we will describe below, the divergence-free condition $\mathbf{4.2}$ provides a rigidity that simplifies the search for critical points. We hasten to add, however, that to us minimization of $E_0^\infty$ is a fascinating and nontrivial problem in its own right that one might view as a version of the Aviles-Giga limiting problem which allows for phase transitions, i.e. isotropic regions, as well as walls. Of course this entire project represents just an initial investigation of $E_\varepsilon$ and $E_0$ that we hope will generate interest in future analysis of critical points and minimization of these functionals for $L$ finite. In that vein, we hope the work in this section provides intuition and techniques that can be generalized, and that the criticality conditions derived in Section $\mathbf{5.4}$ provide some tools.

So what does criticality mean for $E_0^\infty$? Within the nematic region where $|u| = 1$, but away from the jump set $J_\nu$, if we locally describe a competitor $u$ via $u(x) = (\cos \theta(x), \sin \theta(x))$, then $\mathbf{4.2}$ implies that

$$\nabla \theta : (- \sin \theta, \cos \theta) = 0.$$

Defining the characteristic direction via $x'_1 = - \sin \theta, \ x'_2 = \cos \theta$ we see that $\theta$ and therefore $u$ is constant along characteristics and further that $u$ is orthogonal to characteristics and so one
concludes in particular that:

Characteristics for $E_{\infty}^{0}$ must be straight lines along which $u$ is orthogonal and constant.  (4.3)

This rigidity, familiar to those who work on Aviles-Giga, is what will allow us to carry out some of the analytical constructions in this section.

On the other hand, this amount of rigidity limits one’s ability build a rich class of variations of $E_{\infty}^{0}$ and so we will not attempt to directly compute $L = \infty$ analogues of the ODE’s (3.54) or (3.55) or the junction condition (3.74).

### 4.1 Critical points of $E_{\infty}^{0}$ in a rectangle.

Here we take $\Omega$ to be the rectangle $(-0.2, 0.2) \times (-0.5, 0.5)$ and we seek critical points of the energy $E_{0}$ which satisfy the boundary conditions $u(\cdot, \pm 1/2) = \pm \vec{e}_{1} = (\pm 1, 0)$ and satisfy periodic boundary conditions on the sides $x = \pm 1/2$.

As discussed in Section 3.3 when restricting minimization of $E_{\varepsilon}$ to one-dimensional competitors which in this case are functions of $y$, we obtain full $\Gamma$-convergence of the one-dimensional analog of $E_{\varepsilon}$ to that of $E_{0}$. Further, the behavior of minimizers of $E_{0}$ among one-dimensional competitors is determined by the value of $L$. When $L$ exceeds a certain threshold, the bulk divergence contribution vanishes and the energy of a critical point is associated solely with a wall along the $x$-axis that separates the regions of zero divergence. When $L$ falls below the threshold value, the bulk divergence contribution is present along with a cost of the wall associated with the jump set of the minimizer. When $L$ tends to zero, the wall disappears and the energy minimizing vector field is essentially a linear interpolation of the boundary data.
Figs. 5-6 present the results of simulations for the gradient flow for $E_\varepsilon$ in the rectangle. It is evident that, even though the simulations are fully two-dimensional, the critical points obtained in this way are one-dimensional and conform to the picture described in the previous paragraph. Two main observations follow from these figures. First, the results seem to indicate that the wall cost is indeed one-dimensional as we conjectured earlier in the paper. Second, in all simulations done in the rectangle, the critical points we observe are always one-dimensional, even for large values of $L$. This is in contrast to the results in [17] for the version of the problem with the Ginzburg-Landau instead of the Chern-Simons-Higgs potential. In that work, one-dimensional critical points are found to be unstable with respect to formation of cross-tie configurations for large $L$—such instability does not seem to be present here, at least numerically.

Figure 6: Cross-section of the wall for a critical point of $E_\varepsilon$ in the rectangle. The $y$-axis is as shown in Fig. 5 and $\varepsilon = 0.001$. When $L \geq 0.5$, the profile is independent of $L$ (not shown).

4.2 Degrees other than 0 or 1 are too costly

Before we begin the constructions and numerics pertaining to $E_0^\infty$, we first present a theorem which will elucidate the behavior of certain critical points for $E_0$ and provide an explanation for some of the morphology to come. The theorem yields a lower bound for the $L^2$-norm of the divergence, in the spirit of analogous lower bound results of Jerrard [19] and Sandier [36] for the Ginzburg-Landau energy. The proofs of the Jerrard/Sandier results rely crucially on the fact that the square of the gradient of a function is a sum of squares of its components, a feature that is not shared by the square of the divergence of a vector field. We overcome this difficulty by working in Fourier space.

**Theorem 4.1.** Fix $0 < \rho < \rho' \leq 1$, set $A := \{x \in \mathbb{R}^2 : \rho < |x| < \rho'\}$ and let $C_t$ be a circle of radius $t$ centered at the origin. Suppose that $u \in C^1(\overline{A}; \mathbb{R}^2)$ is such that $|u| > 1/2$ on $A$ and $\deg(u, C_t) = d \neq 0, 1$ for any $t \in [\rho, \rho']$. Then

$$\int_A (\text{div } u)^2 \, dx \geq |\pi d \log(\rho'/\rho) + 4|,$$

$$d < 0,$$  \hspace{1cm} (4.4)
\[
\int_A (\text{div } u)^2 \, dx \geq |\pi(d-1) \log(\rho'/\rho) - 4|, \quad d > 1.
\]

**Remark 4.2.** By majorizing \( \int_A (\text{div } u)^2 \) by \( \int_A |\nabla u|^2 \) in [4.4]–[4.5], it follows from results for \( |\nabla u|^2 \) that the scaling in \( \rho'/\rho \) is optimal. Note that there is no similar lower bound when \( d = 1 \) due to existence of the divergence-free vector field \( \vec{e}_\theta \).

**Proof.** The proof of this result proceeds using Fourier series.

1. Developing \( u \) in a Fourier series, given by

\[
u = \sum_{n \in \mathbb{Z}} u_n(r) e^{in\theta},
\]

we first derive a formula for the degree of \( \nu \) in terms of its Fourier coefficients. Denoting by \( u^t \) the restriction of \( u \) to \( C_t \), and writing \( u_n = f_n + ig_n \), we compute

\[
d := \deg(\nu^t, C_t) = \frac{1}{2\pi} \int_{C_t} \nu^t \times \nu^t \, dH^1
\]

\[
= \frac{1}{2\pi} \int_{C_t} \sum_n n \left( \begin{array}{c} f_n \cos n\theta - g_n \sin n\theta \\ f_n \sin n\theta + g_n \cos n\theta \end{array} \right) \times \left( \begin{array}{c} -f_n \sin n\theta - g_n \cos n\theta \\ f_n \cos n\theta - g_n \sin n\theta \end{array} \right)
\]

\[
= \sum_n n \left( |f_n(t)|^2 + |g_n(t)|^2 \right)
\]

\[
= \sum_n n|u_n(t)|^2,
\]

where in the last line we have used orthogonality.

2. As in the proof of Thm. 5.1 in [17], we find

\[
\text{div } u = \sum_{n \in \mathbb{Z}} \text{div } V_n,
\]

in \( L^2 \), where we have

\[
\text{div } V_1 = \left( f_1'(r) + \frac{f_1(r)}{r} \right),
\]

\[
\text{div } V_n = \left( f_n'(r) + \frac{n f_n(r)}{r} \right) \cos(n-1)\theta - \left( g_n'(r) + \frac{ng_n(r)}{r} \right) \sin(n-1)\theta. \quad n \neq 1.
\]

It follows that

\[
\frac{1}{\pi} \int_A (\text{div } u)^2 = 2 \int_\rho^\rho \left( f_1' + \frac{f_1}{r} \right)^2 r \, dr + \sum_{n \neq 1} \int_{\rho}^{\rho'} \left( \left( f_n' + \frac{n f_n(r)}{r} \right)^2 + \left( g_n' + \frac{ng_n(r)}{r} \right)^2 \right) r \, dr
\]

\[
\geq \int_{\rho}^{\rho'} \left[ 2 \frac{f_1^2}{r} + \sum_{n \neq 1} n^2 \left( \frac{f_n(r)^2}{r} + \frac{g_n(r)^2}{r} \right) \right] \, dr
\]

\[
+ \int_{\rho}^{\rho'} \left[ 4 f_n(r)f_1'(r) + \sum_{n \in \mathbb{Z}, n \neq 1} 2n (f_n(r)f_n'(r) + g_n(r)g_n'(r)) \right] \, dr
\]
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We estimate the integrals $I$ and $II$ separately as follows, beginning with $II$. From Eqn. (4.6) and the assumption that $\deg(u, C_i) = d$ for each $t \in [\rho, \rho']$, we obtain that for each $r$

\[
II = \int_{\rho}^{\rho'} \frac{\partial}{\partial r} \left[ 2f_1^2 + \sum_{n \in \mathbb{Z}, n \neq 1} n(f_n^2 + g_n^2) \right] dr
\]

\[
= \int_{\rho}^{\rho'} \frac{\partial}{\partial r} \left[ f_1^2 - g_1^2 + \sum_{n \in \mathbb{Z}} n(f_n^2 + g_n^2) \right] dr
\]

\[
= \int_{\rho}^{\rho'} \frac{\partial}{\partial r} \left[ f_1^2 - g_1^2 + d \right] dr
\]

\[
= f_1(\rho')^2 - f_1(\rho)^2 + g_1(\rho)^2 - g_1(\rho')^2. \tag{4.8}
\]

Using now the definition of $f_1, g_1$, and the fact that $|\rho| < 1$, we find that $||f_1||_{\infty}, ||g_1||_{\infty} < 1$. It follows that

\[
|II| \leq 4. \tag{4.9}
\]

We next turn to estimating $I$. Let us first suppose $d > 1$. We have

\[
I \geq \int_{\rho}^{\rho'} \left( \frac{f_1(r)^2}{r} + \sum_{n \in \mathbb{Z}, n \neq 1} \frac{n^2(f_n(r)^2 + g_n(r)^2)}{r} \right) dr
\]

\[
= \int_{\rho}^{\rho'} \left( \frac{f_1(r)^2}{r} + \sum_{n \in \mathbb{Z}, n \neq 1} \frac{(n^2 - n)(f_n(r)^2 + g_n(r)^2)}{r} + \frac{n(f_n(r)^2 + g_n(r)^2)}{r} \right) dr
\]

\[
\geq \int_{\rho}^{\rho'} \left( \frac{f_1(r)^2}{r} + \sum_{n \in \mathbb{Z}, n \neq 1} \frac{n(f_n(r)^2 + g_n(r)^2)}{r} \right) dr \tag{4.10}
\]

\[
= \int_{\rho}^{\rho'} \frac{d - g_1^2(r)}{r} dr \tag{4.11}
\]

\[
\geq \int_{\rho}^{\rho'} \frac{d - 1}{r} dr \tag{4.12}
\]

\[
= (d - 1) \log(\rho'/\rho). \tag{4.13}
\]

In going from (4.10) to (4.11) we have used (4.15) while in going from (4.11) to (4.12) we have used that $g_1^2 < 1$. This completes the proof of the theorem when $d > 1$, so we turn our attention to when $d < 0$. In this case, we have

\[
I \geq \int_{\rho}^{\rho'} \left( \frac{f_1(r)^2}{r} + \sum_{n \in \mathbb{Z}, n \neq 1} \frac{n^2(f_n(r)^2 + g_n(r)^2)}{r} \right) dr
\]

\[
= \int_{\rho}^{\rho'} \left( \frac{f_1(r)^2}{r} + \sum_{n \in \mathbb{Z}, n \neq 1} \frac{(n^2 + n)(f_n(r)^2 + g_n(r)^2)}{r} - \frac{n(f_n(r)^2 + g_n(r)^2)}{r} \right) dr
\]
Figure 7: Corner on an interface at which $u$ changes tangency: If there are no walls, a Ginzburg-Landau vortex forms in one of two ways, resulting in infinite $E_0$ energy. The dotted lines represent characteristics, and the arrows represent the $\mathbb{S}^1$-valued director, which is perpendicular to the characteristics.

\[
\begin{align*}
\int_{\rho}^{r'} \sum_{n \in \mathbb{Z}} -n \frac{f_n^2(r) + g_n^2(r)}{r} dr & \geq -d \int_{\rho}^{r'} \frac{1}{r} dr \\
& = -d \log(\rho'/\rho) = |d| \log(\rho'/\rho).
\end{align*}
\]

It also is worth mentioning that among degree 1 singularities, the $L^2$-norm of the divergence can vary greatly and may or may not satisfy a lower bound of the type in the previous theorem. For example, for a Ginzburg-Landau vortex $\lambda \vec{e}_\theta$, the $L^2$-norm of the divergence taken over an annulus centered at the origin blows up logarithmically as the inner radius approaches 0. However, an $\vec{e}_\theta$ vortex, given by $\vec{e}_\theta$, is divergence free. This observation is relevant to our model, especially at corner-type defects on the phase boundary. In many of our examples, the director $u$, which must be tangent to the phase boundary, switches the sense of tangency at a corner. If such a switch occurs at a corner of the phase boundary in the interior of the domain, then walls must intersect the defect in order to avoid infinite energy from the bulk divergence term; see Fig. [7] Conversely, if $u$ does not change its sense of tangency at a corner on the interface, then the singularity can be locally resolved by the formation of a partial $\vec{e}_\theta$ vortex in which an infinite family of characteristics emanate from the defect.
4.3 Critical points of $E_0$ and $E_0^\infty$ in a disk.

In this section we consider critical points of the energy $E_0^\infty$ in the disk $\Omega$ of radius $R$ among competitors satisfying the boundary condition

$$u(R \cos \frac{s}{R}, R \sin \frac{s}{R}) \cdot \nu_{\partial \Omega} = (\cos(ks + \alpha), \sin(ks + \alpha)) \cdot \nu_{\partial \Omega} \quad \text{for } s \in [0, 2\pi R],$$

(4.14)

where $k \in \mathbb{Z}$, $\alpha \in \mathbb{R}$, and the boundary is parametrized with respect to arc-length.

The simplest cases to consider are $(k, \alpha) = (1, \pi/2)$ and when $k = 0$ for which minimizers of $E_0$ are the divergence-free vortex

$$u_0 = \bar{e}_\theta = \left(\frac{-y}{\sqrt{x^2 + y^2}}, \frac{x}{\sqrt{x^2 + y^2}}\right),$$

and the constant state

$$u_0 = (\cos \alpha, \sin \alpha),$$

respectively. Indeed, trivially, in both cases $E_0(u_0) = \min E_0 = 0$. Hence our principal interest in this section will be to understand the behavior of critical points for other choices of $(k, \alpha)$.

We begin by considering the case where $k$ is a negative integer and $\alpha = \pi$. To gain some insight into how these boundary conditions influence the morphology of interfaces and walls, we present in Figure 8 the large-time asymptotics for gradient flow dynamics for the energy $E_\epsilon$ with boundary conditions $u_{|\partial \Omega} = -(\cos ks, \sin ks)$ for two values of $L$. Then in Figure 9 we present simulations for data with degrees $-2$ and $-3$. Although we do not impose an area constraint in these simulations in order to induce a phase transition, these numerics nonetheless indicate a substantial presence of the isotropic phase in the form of an island with $2|k| + 2$ boundary singularities. Generally speaking, these islands appear to grow in size as $|k|$ grows, and for $k < -1$, both configurations with a single or multiple vortices are possible. Studies on vortices using the Ginzburg-Landau potential such as [8] or—more appropriately to this study—the Chern-Simons-Higgs potential with $L = 0$ in the elastic energy [23] tempt one to think of these islands for $\epsilon > 0$ as “defects” arising from the negative degree boundary condition. However, the numerics and Theorem 4.1 indicate that the cores of the defects do not shrink in the $\epsilon \to 0$ limit. Indeed, from Theorem 4.1 it follows that a defect with a negative degree must either be inside an isotropic region or have walls originating from the defect. The latter situation was, in fact, observed in [17] for the degree $-1$ defects while the Ginzburg-Landau potential considered in [17] did not allow for presence of interfaces.

We now provide some analytical evidence that supports the observations in Figs. 8-9. Motivated by the gradient flow simulations, we construct critical points for $E_0^\infty$ and so divergence-free competitors for $E_0$. These constructions will have only interface, but no walls, with singular points of the interface always touching the boundary of the disk, though of course the numerics suggest that for $L$ finite, there should exist walls branching off the phase boundary singularities and attaching to $\partial \Omega$.

**Example 4.3.** In this example, $\Omega = B(0, 1)$, and we are interested in competitors which exhibit the symmetry

$$u(e^{\pi i/(k+1)}x) = e^{-\pi ki/(k+1)}u(x) \quad \text{for } k \in \mathbb{N}. \quad (4.15)$$

This is the symmetry exhibited by the configurations in Figs. 8-9. The construction will proceed by issuing characteristics off $\partial \Omega$ and by adhering to the condition (4.3).
Figure 8: Critical points of $E_\varepsilon$ for $(k, \alpha) = (-1, \pi)$. The red curves represent level sets of $\text{div} \, u$ while $|u| = 0.5$ on the black curves that enclose the isotropic phase.

Figure 9: Critical points of $E_\varepsilon$ for (a-c): $(k, \alpha) = (-2, \pi)$ and (d): $(k, \alpha) = (-3, \pi)$. The red curves represent level sets of $\text{div} \, u$ while $|u| = 0.5$ on the black curves that enclose the isotropic phase. The configurations (b) and (c) are obtained starting from different initial conditions. Configuration (b) has slightly lower energy in $E_\varepsilon$. 
Multiplying these equations by \( \sin ks \) and integrating then yields 
\[
\begin{align*}
(x_1(s, t), x_2(s, t)) &= (\cos s, \sin s) - t(\sin ks, \cos ks) \quad \text{(4.16)} \\
u(x_1(s, t), x_2(s, t)) &= (-\cos ks, \sin ks), \quad \text{(4.17)}
\end{align*}
\]
with \( s \in [0, \pi/(k + 1)] \), \( t \geq 0 \). We represent the interface in the form
\[
(p(s), q(s)) := (x_1(s, t(s)), x_2(s, t(s)))
\]
for an appropriate arrival time \( t(s) \geq 0 \). Here, for each \( s \), a characteristic arrives at the interface at the time \( t(s) \) and we require that \( u \) at the point of arrival is tangent to the interface, that is
\[
(p'(s), q'(s)) = \alpha (u(p(s)), u(q(s))) \quad \text{for some } \alpha \in \mathbb{R}.
\]
Using this expression in (4.16), we find that
\[
\begin{align*}
x_1'(s, t(s)) &= -\sin s - t'(s) \sin ks - kt(s) \cos ks = -\alpha \cos ks, \\
x_2'(s, t(s)) &= \cos s - t'(s) \cos ks + kt(s) \sin ks = \alpha \sin ks.
\end{align*}
\]
Upon rearrangement, we have
\[
\begin{align*}
-\sin s + \alpha \cos ks - kt(s) \cos ks &= t'(s) \sin ks, \\
\cos s - \alpha \sin ks + kt(s) \sin ks &= t'(s) \cos ks.
\end{align*}
\]
Multiplying these equations by \( \sin ks \) and \( \cos ks \), respectively, and adding the results gives
\[
t' = -\sin s \sin ks + \cos s \cos ks = \cos(k + 1)s.
\]
Integration then yields
\[
t(s) = \frac{1}{k + 1} \sin(k + 1)s + c.
\]
Motivated by numerics, we seek an interface that meets \( \partial \Omega \) at \( (1, 0) \), so that \( t(0) = 0 \). Then \( c = 0 \), so that \( t(s) = \frac{1}{k + 1} \sin(k + 1)s \). The parametric equation of the interface in the sector \( S \) is now given by
\[
\begin{align*}
p(s) &= \cos s - \frac{1}{k + 1} \sin(k + 1)s \sin ks = \left(1 - \frac{1}{2(k + 1)}\right) \cos s + \frac{1}{2(k + 1)} \cos(2k + 1)s, \quad \text{(4.18)} \\
q(s) &= \sin s - \frac{1}{k + 1} \sin(k + 1)s \cos ks = \left(1 - \frac{1}{2(k + 1)}\right) \sin s - \frac{1}{2(k + 1)} \sin(2k + 1)s. \quad \text{(4.19)}
\end{align*}
\]
Extending the interface to all of \( \Omega \) via the symmetry condition (4.15), we obtain a closed curve with \( 2(k + 1) \) evenly-spaced cusps. When \( k = 1 \) one checks that \( p(s) = \cos^3 s \) and \( q(s) = \sin^3 s \).
and the interface satisfies the equation \( x_1^{2/3} + x_2^{2/3} = 1 \). In Fig. 10 we compare the graph of this curve with the contour line \(|u| = 0.5\) for the critical point obtained numerically via gradient flow when \( L = 2 \). It is clear that the two curves are very close to each other, which is quite striking since one might only expect a strong connection between the critical points of \( E_\varepsilon \) and \( E_\infty \) for \( L \) large.

One can also check that for the construction obtained above, the area of the isotropic island increases with \(|k|\). In fact, a calculation that we omit goes to show that in the \( k \to \infty \) limit, the isotropic region fills the entire disk!

The preceding calculation can also be used in the case of \( L < \infty \) in order to reconstruct parts of critical points of \( E_0 \). Recall that, in this case, by Corollary 3.11 the characteristics are circular arcs of finite radii that may run directly from the interface to \( \partial \Omega \). In Fig. 8 for example, red curves correspond to level sets of \( \text{div} u \) and thus the characteristics for \( u \) connect large portions of the interface to the boundary. In order to fully reproduce the critical point of \( E_0 \) completely, however, one needs to allow for the presence of walls, as evidenced by the gradient flow numerics in Fig. 8. Although a similar approach yielded critical points of (1.3) for degree \(-1\) boundary data in [17], such a construction will be more elaborate here and we do not pursue this issue further in the present paper.

We conclude this section by considering the boundary data in (4.14) corresponding to \( k \) positive and \( \alpha = 0 \). The results of the gradient flow simulations are shown in Fig. 11. Not surprisingly, when \( L \) is small for \( k = 2 \), the stable configuration consists of two degree one vortices looking locally like \( \vec{e}_1 \), see Fig. 11a. As \( L \) increases, however, these vortices collapse onto and spread along \( \partial \Omega \) while forming two walls along the upper and lower halves of the boundary, respectively, cf. Fig. 11b. Indeed this simulation suggests that for \( E_0 \) with \( L \) large, the preferred state is \( u = \vec{e}_1 \). In fact, if one tries to construct a competitor \( u \) having a ‘boundary wall’ for this boundary data, that is, a unit vector field such that the normal component of the data is met but the tangential component switches sign, then one finds

\[
u \cdot \vec{e}_1 = (\cos 2s, \sin 2s) \cdot (\cos s, \sin s) = \cos s = \vec{e}_1 \cdot (\cos s, \sin s)
\]
and
\[ u \cdot \tau_{\partial \Omega} = -\left(\cos 2s, \sin 2s\right) \cdot \left(-\sin s, \cos s\right) = -\sin s = \vec{e}_1 \cdot \left(-\sin s, \cos s\right). \]
Thus such a competitor \( u \) must have trace \( \vec{e}_1 \) along \( \partial \Omega \) and there is no need then to accumulate divergence inside the disk by varying from constancy.

In the case of a degree 3 boundary data, cf. Figure [11c] the behavior is more complex—the degree 3 vortex appears to split into four degree 1 vortices and one degree \(-1\) vortex. The four +1 vortices approach the boundary of the domain with an increasing \( L \) while the degree \(-1\) vortex remains at the center of the disk.

We use the simulations in the case of \((k, \alpha) = (2, 0)\) to test Conjecture (3.12) on the one-dimensional character of the wall cost. The walls in this example turn out to be significantly deeper than in other cases that we considered and it is therefore easier to compare the numerically computed wall profiles with the corresponding heteroclinic connection. Consider the critical point for \( E_\varepsilon \) depicted in Fig. [11b]. For a large value of \( L \) the defects present inside \( \Omega \) for small \( \varepsilon \) spread along the boundary to form two boundary walls. Due to symmetry, it is sufficient to consider the wall in the first quadrant. Then along each ray emanating at angle \( \theta \) from the origin, the wall connects the vector \( \vec{e}_1 = (1, 0) \) to the vector \((\cos 2\theta, \sin 2\theta)\). Because the normal to the boundary/interface is \((\cos \theta, \sin \theta)\), the normal component of the vector field is continuous across the wall, while the tangential component reverses sign. The jump in the tangential component across the wall grows as \( \theta \) changes from 0 to \( \pi/2 \). In Fig. [12a] we plot cross-sections of \(|u|\) for the critical point of \( E_\varepsilon \) shown in Fig. [11b], where the cross-sections are shown along several rays \( \theta = \text{const} \). In Fig. [12b] the same scaled and translated profiles are shown together with the corresponding solutions of the ODE that describes a heteroclinic connection associated with \( E_\varepsilon \), assuming one-dimensional cost. As Fig. [12b] demonstrates, the graphs are close to each other for all respective values of \( \theta \)—this is in agreement with our conjecture that the cost is one-dimensional.

### 4.4 Examples for Degree Zero Boundary Data

In this section, we analytically and numerically construct an example with an isotropic tactoid which exhibits two defects on the phase boundary. Let us describe a key feature of this example. Recall that at a nematic-isotropic interface for \( E_0 \), the trace of a \( BV \cap H_{\text{div}} \) competitor \( u \) from the nematic region is tangent to the interface, cf. (3.4). If, for example, \( u \) is smooth and does not change the sense of tangency along the interface, then the degree of \( u \) around any connected component of the interface is 1. If we specify a degree 0 boundary condition around \( \partial \Omega \) or at infinity, this mismatch can be rectified by the presence of two defects along the interface, similar to the construction of the recovery sequence in Section 2. This is the effect we will see in the following example.

We begin with some numerics. Fig. [15a] shows the result of gradient flow simulation in a large rectangular domain with constant boundary data \( \vec{e}_1 \). We observe in Fig. [15a] that (i) the interface surrounds a single isotropic island, (ii) there appear to be two walls which intersect the two defects on the interface, and (iii) the solutions possess the symmetries
\[
(u_1(x_1, x_2), u_2(x_1, x_2)) = (u_1(x_1, -x_2), -u_2(x_1, -x_2))
\]
and
\[
(u_1(x_1, x_2), u_2(x_1, x_2)) = (u_1(-x_1, x_2), -u_2(x_1, -x_2)).
\]
Figure 11: Critical points of $E_\varepsilon$ for (a-b): $(k, \alpha) = (2, 0)$ and (c): $(k, \alpha) = (3, 0)$. The red curves represent level sets of $\text{div} \ u$ while $|u| = 0.5$ on the black curves that enclose the isotropic phase. The wall adjacent to the boundary in plot (b) is indicated in yellow.
Figure 12: Wall cost is one-dimensional for the critical point shown in Fig. 11b. (a) Cross-sections of Fig. 11b in the direction of angle $\theta$. Only parts of cross-sections closest to the boundary are shown; (b) Comparison between the numerical and analytical wall profiles.

Furthermore, in Fig. 15a we see that (iv) the walls divide the plane into three regions, with

$$u \equiv \vec{e}_1$$ in the two regions not containing the isotropic tactoid. \hfill (4.20)

This simulation, though depicting transient behavior, leads us to seek a critical point of $E_\infty^0$ satisfying (i)-(iv) consisting of an isotropic tactoid in an infinite sea of nematic, where in the far field, $u \rightarrow \vec{e}_1$. To induce a static–and presumably stable–critical point having an isotropic phase, we will enforce an area constraint of the form $||u = 0|| = const$.

The complication here–and it is a significant one–is that an interface and a wall are rigidly linked via the straight-line characteristics lying in between them, and the requirement of tangency of $u$ along the interface and agreement of the normal component of $u$ with that of $\vec{e}_1$ along the wall make the construction rather daunting.

Somewhat surprisingly, we are able to achieve this construction by deriving a formula of the form

$$E_\infty^0(u) = \int_{\partial ||d = 1||} f(\theta) \, dH^1$$ \hfill (4.21)

for an explicit $f$, for competitors $u$ satisfying (i)-(iv), where $\theta$ is the angle the tangent vector to $\partial ||d = 1||$ makes with the horizontal. For such $u$, the energy $E_\infty^0$ therefore only depends on the interface, a reflection of the afore-mentioned rigidity of this problem. We then consider variations of the interface to derive an ODE (4.45) for $\theta$ along with the junction condition (4.46) at the intersection of walls and interfaces. Numerically integrating this ODE yields a configuration which closely resembles the results of the simulations shown in Figure 15a, cf. Figure 15b.

The Role of Walls: Before embarking on this construction, let us comment on the role of walls in this example. A natural question is: given these conditions, namely an area constraint on the isotropic region and the requirement that $u \equiv \vec{e}_1$ in the far field, is it necessary for a critical point to have walls? While we do not as yet have a proof, we believe the answer is yes. Let us present some heuristic arguments to this effect. Working within the symmetry assumption (iii), consider the possibility of constructing a competitor without walls. Then one of the two configurations
Figure 13: An isotropic island (marked in gray) surrounded by the nematic medium in \( \mathbb{R}^2 \) without wall singularities and satisfying \( u = e_1 \) at infinity. The vector field is tangent to the boundary of the island and switches the sense of tangency at the boundary singularities. Left: the island has a corner and thus an infinite energy \( E_0 \) due to the bulk divergence term—cf. Fig. 7. Right: the island has a cusp—impossible without a wall since the characteristics will intersect. Characteristics are indicated by the dashed lines.

depicted in Fig. 13 are possible where the isotropic island either has two corners and no walls or it has two cusps and no walls. In the former case, one can show that partial vortices should form near the corners in the nematic phase, causing the divergence contribution to the energy to blow up; see Fig. 7 above. If there are two cusps and no walls, Fig. 13 demonstrates that this is not possible as the characteristics emanating from the interface would have to intersect non-tangentially. In light of these observations, junctions between interfaces and walls appear to be fairly generic, making in particular the junction condition (3.74) potentially important when analyzing candidates for possible critical points or minimizers when \( L \) is finite.

**Example 4.4.** For this calculation, by (iii), it suffices to consider the problem in the first quadrant \( Q_1 \). Let us assume that \( \partial |u| = 1 \cap Q_1 \) is smooth and can be parametrized by \( r(\sigma) \) where \( r : [0, L] \to Q_1 \), with \( r(0) \) on the \( x_1 \)-axis and \( r(L) \) on the \( x_2 \)-axis; see Figure 14. We do not assume that the interface is parametrized by the arclength variable \( s \) in this derivation. Then

\[
\frac{r'(\sigma)}{|r'(\sigma)|} = \tau(\sigma) = (\cos \theta(\sigma), \sin \theta(\sigma)) = -u(r(\sigma)).
\] (4.22)

Let us define

\[
\rho(\sigma) = |r'(\sigma)|,
\]

and the normal vector

\[
\nu(\sigma) = (\sin \theta(\sigma), -\cos \theta(\sigma)).
\]

We now deduce the location of the wall, which we will see is determined by the interface. Recall that in light of (4.3), \( u \) is perpendicular to the straight characteristics, which themselves intersect the interface perpendicularly, so we can parametrize the wall by shooting characteristics off of the interface until they hit the wall. We can write a parametrized path \( \tilde{r} \) for the wall then as

\[
\tilde{r}(\sigma) := r(\sigma) + t(\sigma)\nu(\sigma).
\] (4.23)

Hence by (4.22) the trace of \( u \) on the wall from the left, denoted here by \( \tilde{u} \), is given by

\[
\tilde{u}(\sigma) = -\left(\cos \theta(\sigma), \sin \theta(\sigma)\right).
\] (4.24)
We define a function \( \psi \) by the equation

\[
\tilde{r}'(\sigma) = |\tilde{r}'(\sigma)| (\cos \psi(\sigma), \sin \psi(\sigma)).
\]

Then the tangent and normal vectors to the wall are given by

\[
\tilde{\tau} = (\cos \psi, \sin \psi) \quad \text{and} \quad \tilde{\nu} = (\sin \psi, -\cos \psi).
\]

(4.25)

Next, we collect some relations between several of the above quantities which will be useful in the following calculations. From the continuity of the normal traces across a wall, we have

\[
\tilde{u} \cdot \tilde{\nu} = \vec{e}_1 \cdot \tilde{\nu},
\]

which we rewrite using (4.24), (4.25), and the angle subtraction identity for \( \sin \) as

\[
\sin(\theta - \psi) = \sin \psi.
\]

(4.26)

Similarly, the condition \( \tilde{u} \cdot \tilde{\tau} = -\vec{e}_1 \cdot \tau \) for the tangential components across a wall, cf. (3.4), can be expressed as

\[
\cos(\theta - \psi) = \cos \psi.
\]

(4.27)

From (4.26), (4.27) it follows that \( \psi = \theta/2 + k\pi \) for some integer \( k \), and \( k \) is in fact 0 since at \( \sigma = 0, \psi(0) \leq \theta(0) \leq \psi(0) + \pi/2 \). Thus

\[
\psi = \theta/2.
\]

(4.28)

We can now write the energy \( E_0(u, Q_1) \) in the first quadrant as

\[
E_0(u, Q_1) = \frac{K(0)}{2} \text{Per}_{Q_1}(|u| = 1) + \int_{I,|v|=1} K(u \cdot v) \, dH^1
\]

Figure 14: The isotropic island is surrounded by the nematic region. The dotted line represents a straight line characteristic, and the dashed line represents the wall.
\[
\int_0^L \left( \frac{K(0)}{2} |\nu'(\sigma)| + K(\vec{e}_1 \cdot \vec{v}(\sigma))|\vec{r}'(\sigma)| \right) \, d\sigma. \tag{4.29}
\]

One can use (4.23) and the orthogonality of \(\tau\) and \(\nu\) to easily calculate
\[
|\vec{r}'| = \left( (\rho + t\theta')^2 + (t')^2 \right)^{1/2}.
\]

Substituting this and \(\vec{e}_1 \cdot \nu = \sin \psi = \sin(\theta/2)\) into (4.29) yields
\[
E_0(u, Q_1) = \int_0^L \left( \frac{K(0)}{2} |\nu'| + K(\sin(\theta/2)) \left( (\rho + t\theta')^2 + (t')^2 \right)^{1/2} \right) \, d\sigma
\]
\[
= \int_{\partial \{|u| = 1\}} H^1 + \int_0^L \left( K(\sin(\theta/2)) \left( (\rho + t\theta')^2 + (t')^2 \right)^{1/2} \right) \, d\sigma. \tag{4.30}
\]

In order to obtain a formula for \(E_0\) depending only on the interface, it remains to simplify
\[
(\rho + t\theta')^2 + (t')^2 \right)^{1/2}. \tag{4.31}
\]

We begin this simplification by finding an expression for \(t\) in terms of \(\theta\) and \(\rho\). Using the definitions (4.22), (4.23), and (4.25) for \(r\), \(\vec{r}\), and \(\vec{v}\), respectively, along with (4.28), we calculate
\[
0 = \vec{r}' \cdot \vec{v}
= (r' + t\nu + t\nu') \cdot \vec{v}
= \{\rho(\cos \theta, \sin \theta) + t' (\sin \theta, -\cos \theta) + t\theta' (\cos \theta, \sin \theta)\} \cdot (\sin(\theta/2), -\cos(\theta/2)). \tag{4.32}
\]

Expanding out (4.32) and using the angle subtraction formulae for sine and cosine eventually gives
\[
t' \cos(\theta/2) - (\rho + t\theta') \sin(\theta/2) = 0. \tag{4.33}
\]

Now we observe from our symmetry assumption on \(u\) that \(u \equiv \vec{e}_1\) on the \(x_2\)-axis, so that \(\theta(L) = \pi\). If we assume that \(\theta(\sigma)\) does not reach \(\pi\) until \(\theta(L) = \pi\), which in terms of the interface means that

the tangent vector to the interface is not horizontal in the interior of \(Q_1\),

then we can divide (4.33) by \(\cos(\theta/2)\). This results in the following ODE for \(t\):
\[
t' - \frac{\sin(\theta/2)}{\cos(\theta/2)} t = \rho \tan(\theta/2). \tag{4.35}
\]

Multiplying both sides of (4.35) by the integrating factor
\[
M = \exp \left( -2 \int \frac{\sin(\theta/2)}{\cos(\theta/2)} \, d\theta \right) = \exp (2 \ln(\cos(\theta/2))) = \cos^2(\theta/2)
\]
results in
\[
(t \cos^2(\theta/2))' = \rho \sin(\theta/2) \cos(\theta/2) = \frac{1}{2} \rho \sin \theta.
\]
Integrating both sides, dividing by \( \cos^2(\theta/2) \), and using the half angle formula for cosine, we obtain
\[
t = \frac{1}{2 \cos^2(\theta/2)} \int_{\sigma_0}^{\sigma} \rho(y) \sin(\theta(y)) \, dy = \frac{1}{1 + \cos \theta} \int_{0}^{\infty} \rho \sin \theta \, dy.
\] (4.36)

Finally, let us record the identity
\[
\rho + t' \theta' = t' \frac{\cos(\theta/2)}{\sin(\theta/2)},
\] (4.37)
which follows from rearranging (4.33).

We now use the formula (4.36) for \( t \) to calculate (4.31), the quantity we set out to simplify.

Let us assume that \( t' > 0 \), which means that the length of characteristics connecting the interface to the wall increases in \( \sigma \). (4.38)

Then plugging in (4.37) for (4.31) and using the assumptions (4.34) and (4.38), namely \( \theta/2 \leq \pi/2 \) and \( t' > 0 \), we write
\[
\left( (\rho + t\theta')^2 + (t')^2 \right)^{1/2} = \left( t' \frac{\cos(\theta/2)}{\sin(\theta/2)} \right)^{1/2}.
\]
Utilizing the formula (4.36) to calculate \( t' \) and then a half angle formula for cosine and a double angle formula for sine, we arrive at
\[
\left( (\rho + t\theta')^2 + (t')^2 \right)^{1/2} = \frac{1}{\sin(\theta/2)} \left[ \rho \sin \theta + \frac{\theta' \sin \theta}{1 + \cos \theta} \int_{0}^{\infty} \rho \sin \theta \, dy \right]
\]
\[
= \frac{\sin \theta}{2 \sin(\theta/2)(1 + \cos \theta)} \left[ \rho + \frac{\theta' \sin \theta}{1 + \cos \theta} \int_{0}^{\infty} \rho \sin \theta \, dy \right]
\]
\[
= \frac{2 \sin(\theta/2) \cos(\theta/2)}{2 \sin(\theta/2) \cos^2(\theta/2)} \left[ \rho + \frac{\theta' \sin \theta}{1 + \cos \theta} \int_{0}^{\infty} \rho \sin \theta \, dy \right]
\]
\[
= \frac{1}{\cos(\theta/2)} \left[ \rho + \frac{\theta' \sin \theta}{1 + \cos \theta} \int_{0}^{\infty} \rho \sin \theta \, dy \right].
\] (4.39)

Now we are ready to use the expression (4.39) for (4.31) in the \( E_0 \) energy (4.30). We have
\[
E_0(u, Q_1) = E_0(\rho, \theta)
\]
\[
= \int_{\theta_{[0]}}^{K(0)} \frac{dH^1}{2} + \int_{0}^{\infty} \left( K(\sin(\theta/2)) \cos(\theta/2) \right) \left[ \rho + \frac{\theta' \sin \theta}{1 + \cos \theta} \int_{0}^{\infty} \rho \sin \theta \, dy \right] \, d\sigma.
\]

We focus on the term
\[
\int_{0}^{\infty} \left( K(\sin(\theta/2)) \cos(\theta/2) \right) \frac{\theta' \sin \theta}{1 + \cos \theta} \int_{0}^{\infty} \rho \sin \theta \, dy \, d\sigma.
\] (4.40)

Let us define the function \( H(v) \) by the equations
\[
H'(v) = \frac{K(v)}{1 - v^2}, \quad H(0) = 0.
\]
It follows from (3.8) that $H$ remains finite as $v$ approaches 1 so long as $V(t)$ approaches 0 as $t \searrow 1$ at least as fast as $c(1 - t^2)^p$ for some $p > 1$ and $c > 0$, an assumption which is satisfied by $W_{CSH}$. A straightforward calculation, which we omit, using the chain rule, the definition of $H'$, and some trigonometric identities yields

$$
(H(\sin(\theta/2)))' = \frac{K(\sin(\theta/2))\theta'}{\cos(\theta/2)(1 + \cos \theta)}.
$$

(4.41)

Inserting this expression into the last integral in (4.40), that term becomes

$$
\int_0^L (H(\sin(\theta/2)))' \left( \int_0^\sigma \rho \sin \theta \, dy \right) \, d\sigma,
$$

(4.42)

which we integrate by parts to obtain

$$
\left[ H(\sin(\theta/2)) \int_0^\sigma \rho \sin \theta \, dy \right]_0^L - \int_0^L H(\sin(\theta/2)) \rho \sin \theta \, d\sigma.
$$

Note that by our symmetry assumptions, $\theta(L) = \pi$, so that

$$
\left[ H(\sin(\theta/2)) \int_0^\sigma \rho \sin \theta \, dy \right]_0^L - \int_0^L H(\sin(\theta/2)) \rho \sin \theta \, d\sigma
$$

$$
= H(1) \int_0^L \rho \sin \theta \, d\sigma - \int_0^L H(\sin(\theta/2)) \rho \sin \theta \, d\sigma.
$$

(4.43)

We combine (4.41)–(4.43) to rewrite (4.40):

$$
\int_0^L \left( \frac{K(\sin(\theta/2))}{\cos(\theta/2)} \frac{\theta'}{1 + \cos \theta} \int_0^\sigma \rho \sin \theta \, dy \right) \, d\sigma = \int_0^L (H(1) - H(\sin(\theta/2))) \rho \sin \theta \, d\sigma.
$$

(4.44)

Using the right hand side of (4.44) for (4.40), we finally have

$$
E_0(u, Q_1) = E_0(\rho, \theta)
$$

$$
= \int_{[\theta]_{[u]=1}} \frac{K(0)}{2} d\mathcal{H}^1 + \int_0^L \left( \frac{K(\sin(\theta/2))}{\cos(\theta/2)} \left[ \rho + \frac{\theta'}{1 + \cos \theta} \int_0^\sigma \rho \sin \theta \, dy \right] \right) \, d\sigma
$$

$$
= \int_{[\theta]_{[u]=1}} \frac{K(0)}{2} d\mathcal{H}^1 + \int_0^L \left( \frac{K(\sin(\theta/2))}{\cos(\theta/2)} + (H(1) - H(\sin(\theta/2)) \sin \theta) \rho \right) \, d\sigma
$$

$$
= \int_{[\theta]_{[u]=1}} f(\theta) \, d\mathcal{H}^1.
$$

Thus we arrive at (4.21).

We turn now to the criticality conditions for $\theta$. For any $u$ with smooth interface, we parametrize the interface of length $l$ by arclength $s$. Then the standard derivation [4] gives the following condition on the interface

$$
(f''(\theta) + f(\theta) \theta') + \lambda = 0.
$$

(4.45)
Figure 15: Isotropic island in $\mathbb{R}^2$ with $u = \vec{e}_1$ at infinity: (a) Gradient flow simulation in a large domain intended to represent $\mathbb{R}^2$. The isotropic region is shrinking and the solution shown is a transient. Here $L = 10$, $\varepsilon = 0.02$; (b) Solution of (4.45)-(4.46) for $\lambda = 1$.

along with the the junction condition

$$f'(\theta) \sin \theta - f(\theta) \cos \theta = 0 \quad (4.46)$$

at $s = 0$, the intersection of $\partial |u| = 1$ with the $x_1$-axis.

The solution of (4.45)-(4.46) for $\lambda = 1$ is depicted in Fig. 15b and bears a strong resemblance to a configuration observed in gradient flow dynamics shown in Fig. 15a.

5 Appendix

We present here the proof of Theorem 3.13. See Fig. 4 for a guide to the notation.

Proof. The derivation of (5.19) follows the same general lines as those appearing in the proof of Theorem 3.12. However, a major complicating consideration is that it is no longer possible to assume that the deforming vector field $X$ is normal to all four curves $\Gamma_{ij}$ since they all meet at $p$. Instead we will have to incorporate tangential components of $X$ along these four curves as well.

To this end, we assume simply that $X \in C^1_0(B(p, R); \mathbb{R}^2)$ and again introduce the map $\Psi$ via (3.57). We assume that each $\Gamma_{ij}$ is smoothly parametrized by arclength through a map $r_{ij} : [0, s_0] \to \Gamma_{ij}$ for some $s_0 > 0$ with $r_{ij}(0) = p$. Then we replace (3.56) by

$$X(r_{ij}(s)) = h_{ij}^\tau(s)r_{ij}(s) + h_{ij}^\nu(s)\nu_{ij}(s) \quad \text{for } s \in [0, s_0], \quad (5.1)$$
where
\[ h^r_{ij} := X(r_{ij}(s)) \cdot \tau_{ij}(s) \quad \text{and} \quad h^\nu_{ij}(s) := X(r_{ij}(s)) \cdot \nu_{ij}(s). \]

As a consequence of the compact support of \( X \), we have that
\[ h^r_{ij}(s_0) = h^\nu_{ij}(s_0) = 0 \quad \text{for all functions } h^r_{ij} \text{ and } h^\nu_{ij} \]
but we stress that none of these functions is assumed to vanish at \( s = 0 \), namely at the location of the junction \( \Gamma \).

We now deform each region \( \Omega_j \), for \( j = 0, 1, 2, 3 \) by the map \( \Psi \) to form four contiguous regions \( \Omega'_j := \Psi(\Omega_j, i) \) and we deform the four boundary curves \( \Gamma_j \) to form four new boundary curves \( \Gamma'_j := \Psi(\Gamma_j, i) \). Of course the junction point \( P \) is also carried along by this flow.

The four curves \( \Gamma'_j \) are parametrized by \( s \mapsto \Psi(r_{ij}(s), i) \) which we denote by \( r'_{ij}(s) \) though \( s \) no longer represents arclength. Indeed one calculates that
\[ r'_{ij}(x) \sim r_{ij}(s) + t(h^r_{ij}(s)\tau_{ij}(s) + h^\nu_{ij}(s)\nu_{ij}(s)) \]
from which it follows that
\[ \left| r'_{ij}'(s) \right| \sim 1 + t(h^r_{ij}'(s) - h^\nu_{ij}(s)\kappa_{ij}(s)), \tag{5.4} \]
where \( \kappa_{ij}(s) \) denotes the curvature of \( \Gamma_{ij} \) at \( r_{ij}(s) \) (compare with (3.62)) and we have invoked the Frenet relations \( \tau'_{ij} = \kappa_{ij}\nu_{ij} \) and \( \nu'_{ij} = -\kappa_{ij}\tau_{ij} \). A related calculation goes to show that the unit normal \( \nu'_{ij} \) to \( \Gamma'_j \) is given by
\[ \nu'_{ij} \sim \nu_{ij} - t(h^r_{ij} + \kappa_{ij}h^\nu_{ij})\tau_{ij}. \tag{5.5} \]

Now in the ball \( B(p, R) \) the unperturbed critical point is given by
\[ u(x) = \begin{cases} 0 & \text{for } x \in \Omega_0, \\ u_1(x) & \text{for } x \in \Omega_1, \\ u_2(x) & \text{for } x \in \Omega_2, \\ u_3(x) & \text{for } x \in \Omega_3 \end{cases} \]
and we wish to perturb it into a new function \( u' \) given by
\[ u'(x) = \begin{cases} 0 & \text{if } x \in \Omega'_0, \\ u'_1(x) & \text{for } x \in \Omega'_1, \\ u'_2(x) & \text{for } x \in \Omega'_2, \\ u'_3(x) & \text{for } x \in \Omega'_3 \end{cases} \]

To carry this out, as in the previous proof, we extend the domain of definition of \( u_j \) to a neighborhood of \( \Omega_{ij} \) in such a way that the extension is constant along the normals to the boundary of its original domain of definition. Then we introduce three functions \( \phi_1, \phi_2, \phi_3 \) such that
\[ u'_j(x) \sim u_j(x) + t\phi_j(x)u_j(x)^1 \quad \text{for } x \in \Omega'_j \text{ and for } j = 1, 2, 3 \tag{5.6} \]
so as to preserve the required \( S^1 \)-valued nature of \( u'_j \).

We must also take care to preserve the property \( u' \in H_{\text{div}} \) in the sense of (3.39) and this requires that the following four conditions hold to \( O(t) \) along \( \Gamma_{01}, \Gamma_{12}, \Gamma_{23}, \Gamma_{03} \) respectively:
\[ u'_1(r'_{01}(s)) \cdot \nu'_{01}(s) = 0, \quad u'_1(r'_{12}(s)) \cdot \nu'_{12}(s) = u'_2(r'_{12}(s)) \cdot \nu'_{12}(s), \]
\[ u'_1(r'_{01}(s)) \cdot \nu'_{01}(s) = 0, \quad u'_1(r'_{12}(s)) \cdot \nu'_{12}(s) = u'_2(r'_{12}(s)) \cdot \nu'_{12}(s), \]
\[ u'_3(r'_{03}(s)) \cdot \nu'_{03}(s) = 0, \quad u'_3(r'_{03}(s)) \cdot \nu'_{03}(s) = u'_3(r'_{03}(s)) \cdot \nu'_{03}(s). \]
We note that the first and last of these conditions implies at \( t = 0 \) that either \( u_1 \equiv \tau_{01} \) or \( \equiv -\tau_{01} \) along \( \Gamma_{01} \) and likewise either \( u_3 \equiv \tau_{03} \) or \( \equiv -\tau_{03} \) along \( \Gamma_{03} \).

Substituting (5.3) and (5.5) into the four conditions of (5.7), and expanding to \( O(t) \), a tedious but straight-forward calculation leads to the following requirements relating the traces of the \( \phi_j \) to \( h_{ij} \):

\[
\phi_1(r_{01}(s)) = h_{01}'(s), \quad \phi_2(r_{12}(s)) + \phi_2(r_{12}(s)) = h_{12}'(s), \\
\phi_2(r_{23}(s)) + \phi_3(r_{23}(s)) = h_{23}'(s), \\
\phi_3(r_{03}(s)) = h_{03}'(s),
\]

for \( s \in [0, s_0] \).

With the perturbations of the four curves \( \Gamma_{ij} \) and three functions \( u_j' \) defined, we are ready to compute the variation of \( E_0 \) in a neighborhood of the junction point \( P \). Carrying out the calculation (5.71) in \( \Omega_j \) for \( j = 1, 2, 3 \) and then applying the divergence theorem we find with the aid of (5.40) that

\[
\frac{d}{dt}|_{t=0} \sum_{j=1}^{3} \left( \int_{\Omega_j} (\text{div } u_j')^2 \, dx \right) = \\
- \int_{\Gamma_{01}} (\text{div } u_1')^2 h_{01}' + 2(\text{div } u_1)(u_1 \cdot \tau_{01}) \phi_1 \, ds \\
+ \int_{\Gamma_{12}} (\text{div } u_1')^2 h_{12}' + 2(\text{div } u_1)(u_1 \cdot \tau_{12}) \phi_1 \, ds \\
- \int_{\Gamma_{23}} (\text{div } u_1')^2 h_{23}' + 2(\text{div } u_1)(u_1 \cdot \tau_{23}) \phi_1 \, ds \\
+ \int_{\Gamma_{23}} (\text{div } u_2')^2 h_{23}' + 2(\text{div } u_2)(u_2 \cdot \tau_{23}) \phi_2 \, ds \\
- \int_{\Gamma_{03}} (\text{div } u_3')^2 h_{03}' + 2(\text{div } u_3)(u_3 \cdot \tau_{03}) \phi_3 \, ds \\
- \int_{\Gamma_{00}} (\text{div } u_3')^2 h_{03}' + 2(\text{div } u_3)(u_3 \cdot \tau_{03}) \phi_3 \, ds.
\]

where we have used the fact that \( u_1^+ \cdot \nu_{01} = u_1 \cdot \tau_{01}, u_1^+ \cdot \nu_{12} = u_1 \cdot \tau_{12} \), etc.

Now we appeal to the relations (5.8)–(5.11), along with the conditions \( u_2 \cdot \tau_{12} = -u_1 \cdot \tau_{12} \) and \( u_3 \cdot \tau_{23} = -u_2 \cdot \tau_{23} \) and perform an integration by parts to find

\[
\frac{d}{dt}|_{t=0} \sum_{j=1}^{3} \left( \int_{\Omega_j} (\text{div } u_j')^2 \, dx \right) =
\]
\[
\int_{\Gamma_{10}} \left\{ - (\text{div } u_1)^2 + 2(\text{div } u_1)'(u_1 \cdot \tau_{01}) \right\} h_{01}^\nu \, ds + \\
\int_{\Gamma_{12}} \left\{ ((\text{div } u_1)^2 - (\text{div } u_2)^2 - 4((\text{div } u_2)'(u_1 \cdot \tau_{12}) + (\text{div } u_2)(u_1 \cdot \tau_{12})) \right\} h_{12}^\nu \, ds + \\
\int_{\Gamma_{23}} \left\{ (\text{div } u_2)^2 - 4((\text{div } u_2)'(u_2 \cdot \tau_{23}) + (\text{div } u_2)(u_2 \cdot \tau_{23})) \right\} h_{23}^\nu \, ds + \\
\int_{\Gamma_{03}} \left\{ - (\text{div } u_3)^2 + 2(\text{div } u_3)'(u_3 \cdot \tau_{03}) \right\} h_{03}^\nu \, ds + \\
+ 2(\text{div } u_1(p)(u_1(p) \cdot \tau_{01}(0)) h_{01}^\nu(0) - 4 \text{div } u_2(p)(u_1(p) \cdot \tau_{12}(0)) h_{12}^\nu(0) \\
- 4 \text{div } u_3(p)(u_2(p) \cdot \tau_{23}(0)) h_{23}^\nu(0) + 2(\text{div } u_3(p)(u_3(p) \cdot \tau_{03}(0)) h_{03}^\nu(0).
\]

(5.12)

We turn now to calculating the variations of the four jump energies. We begin by invoking (5.4) to compute

\[
\frac{d}{dt}_{t=0} \left( \int_{\Gamma_{01}} 1 \, ds + \int_{\Gamma_{03}} 1 \, ds \right) = \frac{d}{dt}_{t=0} \left( \int_{0}^{n} \left| r_{01}'(s) \right| \, ds + \int_{0}^{n} \left| r_{03}'(s) \right| \, ds \right) = \frac{d}{dt}_{t=0} \left( \int_{0}^{n} 1 + t(h_{01}^\tau'(s) - h_{01}^\nu(s) \kappa_{01}(s)) \, ds + \int_{0}^{n} 1 + t(h_{03}^\tau'(s) - h_{03}^\nu(s) \kappa_{03}(s)) \, ds \right)
\]

Thus,

\[
\frac{d}{dt}_{t=0} K(0) \left( \mathcal{H}^1(\Gamma_{01}) + \mathcal{H}^1(\Gamma_{03}) \right) = - \frac{K(0)}{2} \left( \int_{\Gamma_{01}} h_{01}^\nu \kappa_{01} \, ds + \int_{\Gamma_{03}} h_{03}^\nu \kappa_{03} \, ds + h_{01}^\tau(0) + h_{03}^\tau(0) \right).
\]

(5.13)

To compute the variation in the jump energies over \(\Gamma_{12}\) and \(\Gamma_{23}\) requires an expansion to \(O(t)\) of the quantities \(u' \cdot v'_{12}\) and \(u' \cdot v'_{23}\). Substituting the expression for \(r'_{12}\) from (5.3) into the formula for \(u'\) from (5.6) and Taylor expanding in \(t\) we find with the use of (5.5) that along \(\Gamma_{12}\) we have

\[
u_{12} = \left( u_{1}(r_{12}(s)) + tu_{1}^\nu(r_{12}(s)) \phi_1(r_{12}(s)) \right) \cdot v_{12} \sim
\]

\[
\left( u_{1}(r_{12} + t \left[ h_{12}^\tau r_{12} + h_{12}^\nu v_{12} \right] ) + tu_{1}(r_{12})u_{1}^\nu(r_{12}) \right) \cdot \left( v_{12} - t(h_{12}^\nu - \kappa_{12}h_{12}^\tau) \tau_{12} \right)
\]

\[
\sim u_{1} \cdot v_{12} + t \left( \phi_1 - h_{12}^\nu - \kappa_{12}h_{12}^\tau \right) (u_{1} \cdot \tau_{12}) + h_{12}^\nu(u_{1} \cdot v_{12}).
\]

(5.14)

where \(u_{1}\) and \(\phi_1\) in the expression above are evaluated at \(x = r_{12}(s)\) and \(u_{1}' = \frac{d}{dt}u_{1}(r_{12}(s))\). In the last line we have also used that our extension of \(u_{1}\) was constant along \(v_{12}\) to eliminate the term \(\nabla u_{1} \cdot v_{12}\) that would other have been present upon Taylor expanding.
Similarly, we calculate that along Γ₂₃ we have

\[ u' \cdot v'_{23} = u_2 \cdot v_{23} + \left[ \left( \phi_2 - h_{23}^* \cdot \kappa_{23}h_{23}^* \right)(u_2 \cdot \tau_{23}) + h_{23}^*(u'_2 \cdot v_{23}) \right]. \] (5.16)

From (5.15) and (5.16), along with (5.4), we can compute that

\[
\frac{d}{dt}_{t=0} \left( \int_{\Gamma_{12}} K(u' \cdot v'_{12}) \, ds + \int_{\Gamma_{23}} K(u' \cdot v'_{23}) \, ds \right) = \frac{d}{dt}_{t=0} \left( \int_{0}^{s_0} K(u'(r_{12}(s)) \cdot v'_{12}(s)) \, ds + \int_{0}^{s_0} K(u'(r_{23}(s)) \cdot v'_{23}(s)) \, ds \right)
\]

\[
= \int_{\Gamma_{12}} K(u_1 \cdot v_{12}) (h_{12}^* - h_{12}^* \kappa_{12}) \, ds + \int_{\Gamma_{23}} K(u_2 \cdot v_{23}) (h_{23}^* - h_{23}^* \kappa_{23}) \, ds + \int_{\Gamma_{23}} K' (u_2 \cdot v_{23}) \left( \phi_2 - h_{23}^* \cdot \kappa_{23}h_{23}^* \right)(u_2 \cdot \tau_{23}) + h_{23}^*(u'_2 \cdot v_{23}) \right) \, ds.
\]

Now since

\[ \frac{d}{ds} [K(u_1 \cdot v_{12})] = (u'_1 \cdot v_{12} - \kappa_{12}(u_1 \cdot \tau_{12}) \]

and

\[ \frac{d}{ds} [K(u_2 \cdot v_{23})] = (u'_2 \cdot v_{23} - \kappa_{23}(u_2 \cdot \tau_{23}), \]

we have that

\[ K(u_1 \cdot v_{12})h_{12}^* + K'(u_1 \cdot v_{12})((u'_1 \cdot v_{12} - \kappa_{12}(u_1 \cdot \tau_{12}))h_{12}^* = \frac{d}{ds} [K(u_1 \cdot v_{12})h_{12}^*] \]

and

\[ K(u_2 \cdot v_{23})h_{23}^* + K'(u_2 \cdot v_{23})((u'_2 \cdot v_{23} - \kappa_{23}(u_2 \cdot \tau_{23}))h_{23}^* = \frac{d}{ds} [K(u_2 \cdot v_{23})h_{23}^*]. \]

Using these last two identities in (5.17) and integrating by parts implies that

\[
\frac{d}{dt}_{t=0} \left( \int_{\Gamma_{12}} K(u' \cdot v'_{12}) \, ds + \int_{\Gamma_{23}} K(u' \cdot v'_{23}) \, ds \right)
\]

\[
= -\int_{\Gamma_{12}} K(u_1 \cdot v_{12})h_{12}^* \kappa_{12} ds + \int_{\Gamma_{12}} K'(u_1 \cdot v_{12})(\phi_1 - h_{12}^* \cdot (u_1 \cdot \tau_{12})) ds
\]

\[
-\int_{\Gamma_{23}} K(u_2 \cdot v_{23})h_{23}^* \kappa_{23} ds + \int_{\Gamma_{23}} K'(u_2 \cdot v_{23})(\phi_2 - h_{23}^* \cdot (u_2 \cdot \tau_{23})) ds
\]

\[-K(u_1(p) \cdot v_{12}(0))h_{12}^*(0) - K(u_2(p) \cdot v_{23}(0))h_{23}^*(0). \] (5.17)

Then invoking the criticality condition (3.41) from Theorem 3.9 and integrating by parts we can rewrite this identity as

\[
\frac{d}{dt}_{t=0} \left( \int_{\Gamma_{12}} K(u' \cdot v'_{12}) \, ds + \int_{\Gamma_{23}} K(u' \cdot v'_{23}) \, ds \right)
\]
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\[
- \int_{\Gamma_{12}} K(u_1 \cdot \nu_{12}) \phi_1 \nu_{12} \, ds + L \int_{\Gamma_{12}} (\text{div } u_2 - \text{div } u_1)(\phi_1 - \nu_{12}')(u_1 \cdot \nu_{12}) \, ds \\
- \int_{\Gamma_{23}} K(u_2 \cdot \nu_{23}) \phi_2 \nu_{23} \, ds + L \int_{\Gamma_{23}} (\text{div } u_3 - \text{div } u_2)(\phi_2 - \nu_{23}')(u_2 \cdot \nu_{23}) \, ds \\
- K(u_1(p) \cdot \nu_{12}(0)) \phi_1 \nu_{12}(0) - K(u_2(p) \cdot \nu_{23}(0)) \phi_2 \nu_{23}(0) \\
= \int_{\Gamma_{12}} \left\{ L(\text{div } u_2 - \text{div } u_1)(u_1 \cdot \nu_{12}) + L(\text{div } u_2 - \text{div } u_1)(u_1 \cdot \nu_{12})' - K(u_1 \cdot \nu_{12}) \nu_{12} \right\} \phi_1 \nu_{12} \, ds \\
+ L \int_{\Gamma_{12}} (\text{div } u_2 - \text{div } u_1)(u_1 \cdot \nu_{12}) \phi_1 \, ds \\
\int_{\Gamma_{23}} \left\{ L(\text{div } u_3 - \text{div } u_2)(u_2 \cdot \nu_{23}) + L(\text{div } u_3 - \text{div } u_2)(u_2 \cdot \nu_{23})' - K(u_2 \cdot \nu_{23}) \nu_{23} \right\} \phi_2 \nu_{23} \, ds \\
+ L \int_{\Gamma_{23}} (\text{div } u_3 - \text{div } u_2)(u_2 \cdot \nu_{23}) \phi_2 \, ds \\
- K(u_1(p) \cdot \nu_{12}(0)) \phi_1 \nu_{12}(0) + L(\text{div } u_2(p) - \text{div } u_1(p))(u_1(p) \cdot \nu_{12}(0)) \phi_1 \nu_{12}(0) \\
- K(u_2(p) \cdot \nu_{23}(0)) \phi_2 \nu_{23}(0) + L(\text{div } u_3(p) - \text{div } u_2(p))(u_2(p) \cdot \nu_{23}(0)) \phi_2 \nu_{23}(0). \\
\tag{5.18}
\]

Now we can combine (5.12), (5.13) and (5.18), and through a use of the criticality conditions (3.54) and (3.55) of Theorem 3.12 we find that all integrals over the four curves \(\Gamma_{ij}\) drop, leaving only

\[
\frac{d}{dt}_{t=0} E_0(u') = \\
- K(0) \left( \phi_1 \nu_{12}(0) + \phi_2 \nu_{23}(0) \right) - K(u_1(p) \cdot \nu_{12}(0)) \phi_1 \nu_{12}(0) - K(u_2(p) \cdot \nu_{23}(0)) \phi_2 \nu_{23}(0) \\
+ L \left\{ \text{div } u_1(p)(u_1(p) \cdot \nu_{12}(0)) \phi_1 \nu_{12}(0) + \text{div } u_2(p)(u_2(p) \cdot \nu_{23}(0)) \phi_2 \nu_{23}(0) \right\} \\
- L \left\{ \text{div } u_1(p) + \text{div } u_2(p)(u_1(p) \cdot \nu_{12}(0)) \nu_{12} + \text{div } u_2(p) + \text{div } u_3(p)(u_2(p) \cdot \nu_{23}(0)) \nu_{23} \right\}
\]

Recall now that \(\phi_0(0) = X(p) \cdot \nu_{01}(0), \phi_0(0) = X(p) \cdot \nu_{01}(0), \text{etc.} \) Thus, the arbitrary value of the vector \(X(p), \) implies that a vanishing first variation \(\frac{d}{dt}_{t=0} E_0(u') = 0\) leads to the necessary condition at a junction \(P\) of the form

\[
\frac{K(0)}{2} (\nu_{01} + \nu_{03}) + K(u_1 \cdot \nu_{12}) \nu_{12}(0) + K(u_2 \cdot \nu_{23}) \nu_{23}(0) \\
= L \left\{ \text{div } u_1(u_1 \cdot \nu_{01}) \nu_{01} + \text{div } u_2(u_2 \cdot \nu_{03}) \nu_{03} \right\} \\
- L \left\{ \text{div } u_1 + \text{div } u_2(u_1 \cdot \nu_{12}) \nu_{12} + \text{div } u_2 + \text{div } u_3(u_2 \cdot \nu_{23}) \nu_{23} \right\} \\
\tag{5.19}
\]

where all quantities above are evaluated at the junction \(P\).  
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