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Abstract—Longitudinal interaction studies with Socially Assistive Robots (SARs) are crucial to ensure that the robot is relevant for long-term use and its perceptions are not prone to the novelty effect. In this paper, we present a dynamic Bayesian network (DBN) model to capture the longitudinal interactions participants had with a teleoperated robot coach (RC) delivering mindfulness sessions. DBN modeling is used to study complex, temporal interactions between the participants’ self-reported personality traits, weekly baseline wellbeing scores and session ratings, and participants’ facial AUs elicited during the sessions during a 5-week longitudinal study. The learnt model is an intuitive graphical representation that captures the following within- and between-sessions aspects of the longitudinal interaction study—(i) influence of the 5 personality dimensions on the facial AU states and the session ratings; (ii) influence of facial AU states on the session ratings; and (iii) influences within the items of the session ratings. The DBN model was learnt using the first 3 weeks and is used to predict the session ratings of the remaining 2 weeks of the 5-weeks longitudinal data. The goodness-of-fit of the model is quantified in terms of subject-wise RMSE and $R^2$ scores. We demonstrate two applications of the model—imputation of missing values and estimation of longitudinal session ratings of a new participant with a given personality profile. The DBN model thus facilitates learning of conditional dependency structure between variables in the longitudinal data and offers inferences and conceptual understanding which is not possible through other regression methodologies.
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I. INTRODUCTION

Socially Assistive Robots (SARs) have the potential of becoming companions that can assist in maintaining wellbeing and provide timely advice for the upkeep of mental health [1]. Moreover, the embodied multi-modal interactions based on speech, facial affect and gestures exhibited by the robot companions can better engage users physically and socially compared to digital interfaces such as mobile phones and computers [2], [3]. Recent human-robot interaction (HRI) studies have used robots for delivering mental wellbeing interventions such as positive psychology and mindfulness [4], [5]. Despite achieving positive results in assistive interventions, SARs face a major challenge in terms of their acceptance for long-term use [6], [7]. Moreover, current studies in the field of HRI are undertaken as one-off or short-term interactions, and longitudinal studies are sparse. There is also a need to deploy appropriate methodology to analyze the interaction data obtained from longitudinal studies.

Longitudinal investigation of interactions with social robots is crucial in understanding how the users perceive the robot functionality beyond the initial impressions and experiences known as the ‘novelty effect’ [8]. Researchers have shown that when the novelty effect wears off, people lose interest and change their attitudes towards the robots resulting in a decreased usage [7], [9]. Recent works on longitudinal investigation also offer insights beyond the issue of novelty effect. [5] studied how interacting with a teleoperated robot across time leads to improved perception ratings of the robot functionality such as robot motion and conversation. Longitudinal investigations could also provided strategies for betterment of human-robot teaming [10]. Additionally, social robots delivering wellbeing and rehabilitation interventions warrant an investigation into factors that contribute to adherence and behavioural change in users, which would not be possible without studying long-term interactions [11]. In this paper, we propose to develop a DBN model to study the evolving user affect and perceptions towards a teleoperated Robot Coach (RC) delivering weekly mindfulness sessions for 5 weeks as a function of participants’ personality, baseline wellbeing and facial AU states.

Bayesian Networks (BNs) are probabilistic graph networks that encode conditional relationships between multiple stochastic processes [12]. They are the directed acyclic graphs where nodes represent random variables and edges represent conditional dependencies between them. Dynamic Bayesian Networks (DBNs) are an extension of the static BNs that can include temporal dependencies between variables and are a useful methodology to study temporal data [13]. Graphical models, specifically DBNs are highly useful for dealing with uncertainty in the temporal data, for modeling complex relationships such as multi-modal and context-driven dependencies between variables and for representation of latent processes such as mental states or affective states. These properties make DBNs suitable for studying multi-modal, temporal interaction data [14].

In this paper, we use DBN modelling to analyze the data gathered from the participants during longitudinal mindfulness sessions with the RC. We aim to achieve the following objectives from this modelling:

1) to develop an intuitive probabilistic model that can encode the longitudinal changes in the participants’
session ratings comprising perceptions of the RC and the self-reported change in relaxation/calm levels due to the mindfulness training, and the influence of participants’ personality, baseline wellbeing measures and their facial AU states on these session ratings;
2) to use the developed model to infer the session ratings for future time steps; and
3) to demonstrate applications of the developed model such as imputation of missing data in the dataset and inference of longitudinal trends in the ratings of new participants with varying personality profiles.

II. RELATED WORK
A. Longitudinal Studies and Analyses
Longitudinal studies provide insights about the impact of the robot design and interactions which are otherwise restricted by factors such as novelty and adaptation to technology [15]. However, very few studies in HRI and social robotics investigated the use of robots for more than a one-off interaction session [11], [16], [17] gradually exposed participants to the capabilities of a robot and their perception of it was tracked from their first impression to after playing a short interactive game with it. They found that the initial uncanny feelings towards the robot were significantly decreased with further interactions.

It is also crucial to select appropriate methodology to analyse longitudinal data characterized by intra- and inter-individual variability across time. Multilevel modelling methodology is effective in understanding both inter- and intra-individual variability, can handle violations in error assumptions for univariate analysis and can also incorporate multiple change predictors that are either static or dynamic, for multivariate analysis [18]. [5] used growth modelling to study the longitudinal changes in participants’ ratings of human and teleoperated robot coaches delivering mindfulness training. [19] used multilevel modelling to analyse changes in performance as a function of stress and cardiovascular response at multiple time scales such as task, block and session. [20] used hierarchical regression to select best model from incremental linear regression models to understand multiple factors affecting longitudinal emotional progression across several weeks. These methods provide an understanding of factors affecting change in the variables of interest when viewed separately. However, to gain a holistic understanding of the causal processes underlying multiple variables of interest, we need to use methods that can encapsulate a conditional dependency structure between variables, as our observations provide information about multiple variables in the state space.

B. Bayesian network modelling in affective computing and HRI
Probabilistic models such as DBNs have the capability to intuitively represent relationships across multiple variables and model uncertainties in these relationships. This kind of reasoning is not available using deep learning methods as they are unable reason about causal attributions, explanations or incorporate contextual knowledge into their inferences [21]. DBNs have been used for context-aware models in affective computing studies [22] performed complex inference of emotions of participants while gambling given the gambling outcome and other verbal cues. [23] modelled how mental states relate to emotional expressions and how they lead to actions using Bayesian inference. [24] proposed a 3-layer DBN framework to evaluate the interaction between regimes and behaviors during multi-party conversations where the first layer perceives speech and head gestures, the second layer estimates gaze patterns while the third one estimates conversation regimes. [25] developed a multimodal behavioral model based on human-human interactions using DBN to generate coverbal actions (gaze, hand gestures) for the subject given verbal productions, the current phase of the interaction and the perceived actions of the partner.

Context-aware modelling using BNs was also deployed in HRI studies to infer robot and/or user actions as well as teaming strategies. [26] modelled a hierarchical Bayesian networks manually for a mixed-initiative interaction of human and service robot. [27] used BNs for the task of learning object affordances by social robots where the affordances are encoded in the probabilistic relations between actions and perceptions (object features and effects). [28] presented a probabilistic framework for the representation and modelling of robot-grasping tasks. This facilitated inference of grasps from several different combinations of observations where the estimation task was expected to be highly multi-modal, i.e., that there are many possible grasps that afford a specific task. In this study, we use DBN modelling to understand longitudinal changes of participants’ perceptions towards a teleoperated robot mindfulness coach across multiple interactions as a result of various factors such as participants’ personalities, baseline wellbeing and facial AU states displayed during the interactions.

III. MATERIALS AND METHODS
In this section, we present the details of the mindfulness study involving longitudinal interactions with a teleoperated Robot Coach (RC), data collection and the DBN methodology for the data analysis.

A. Experimental design
The study was approved by the Ethics Committee of the Department of Computer Science and Technology, University of Cambridge. All participants provided informed consent for data collection after reading the provided Information Sheet describing the study details. Participants were advised that they should not be undertaking other professional mental health related treatments or medication to take part in this study. We also asked the participants to fill the Participant Health Questionnaire (PHQ9) [29] and the General Anxiety Disorder (GAD7) [30] questionnaire to assess and screen for high depression and anxiety levels as our target group was a non-clinical population. We conducted a 5-week longitudinal study where two groups of participants, 4 in one one group and 5 in the other, with a total of 9 participants (3 females)³.

³Our initial plan to recruit a higher number of participants was interrupted by the COVID-19 pandemic.
received mindfulness training from the RC as shown in Fig. 1. The teleoperation platform enabled an experienced human coach to deliver mindfulness sessions remotely through the Pepper robot\(^2\) with the help of 3 pipelines – a pose replication pipeline where human coach’s pose is replicated onto the robot in real-time, a vision pipeline where the images captured by the camera on the robot’s forehead were projected onto a head-mounted display worn by the human coach so that they can see what the robot was seeing, and an audio pipeline that enabled the human coach to converse with the participants from a remote location. 5 out of 9 participants attended all 5 sessions while others missed one session each, at random. Each weekly session was administered for \(\approx 40\) minutes to each group where the robot was teleoperated by the human coach Fig. 2. The course structure was based on the ‘Mindful Student Study’ \(^3\). The group sessions did not just contain meditations or breathing exercises but also included group interactions between the RC and the participants, including discussions on the importance of these practices, how the participants felt about them, and whether and how they could be integrated into their daily life. Further details of the developed teleoperation platform and the session structure were provided in \(^5\). Based on the session structure, the experimenter coded the length of each session into the following sub-sessions: Introduction, where the coach welcomed the participants and introduced the topic for the week; Meditation, the period during which the participants did meditation practice with eyes closed; Activity, the period during which the participants engaged in activities such as writing about thoughts, charting the focus levels, paying attention while eating a chocolate, etc.; Interaction, during which the participants interacted with the coach, shared thoughts about their experience, and asked questions about the meditation practice; and Conclusion, where the coach sums up the discussion and advises participants on how they can carry out the practice at home. All weekly sessions contained these sub-sessions except the Activity, which is present in only some of the sessions.

Fig. 1: Participants interacting with the teleoperated mindfulness robot coach.

Fig. 2: Teleoperation setup, where an experienced human coach is remotely teleoperating Pepper through real-time pose replication. The HMD worn by the human coach enables them to see what the robot sees in the adjacent room. An audio pipeline is also created to enable the coach to have a conversation with the participants.

B. Data

a) Questionnaires: Each participant filled a 20-item personality questionnaire \(^2\) on the scales of Extroversion, Agreeableness, Conscientiousness, Neuroticism and Openness. At the beginning of each weekly session, they also filled Warwick-Edinburgh Mental Wellbeing Scale (WEMWBS) questionnaire \(^3\) to reflect the baseline wellbeing level at that time. After each session, the participants filled a ‘session experience questionnaire’ evaluating their experience interacting with the RC. The questionnaire was adapted from a combination of the Godspeed \(^4\) and the human-robot interaction questionnaires \(^5\). While the former evaluates the participants’ impressions of a robot in terms of Anthropomorphism, Animacy, Likeability and Perceived Intelligence, the latter measures the interactions with items based on Robot Motion, Conversation and Sensations. Additionally, we also measured how the participants felt at the beginning and end of each session on the scales: Anxious – Relaxed and Agitated – Calm, and the difference between these beginning and the end ratings is denoted as \(\Delta RC\).

b) Facial Data: We used the video recordings of each cropped individual participant’s face to obtain facial action units (AUs) with the help of OpenFace toolbox \(^5\). Intensity values of 18 AUs \(^3\) for each participant were obtained per each frame of the video recording. Fig. 3 demonstrates facial AUs corresponding to 4 frames from a participant. We extracted 4 summary measures, mean, max, min and standard deviation of the intensity values for each of the 18 AUs for each sub-session, i.e. the facial features from a participant is an array of length \(18 \times 4 = 72\) elements for each sub-session.

For the DBN model, it was desirable to represent the facial data using lesser number of nodes. Hence, we performed Gaussian mixture model (GMM) clustering\(^4\) a probabilistic soft clustering approach for distributing the points in different

\(^2\)https://www.softbankrobotics.com/emea/en/pepper

\(^3\)List of 18 AUs used: https://github.com/TadasBaltrusaitis/OpenFace/wiki/Action-Units

\(^4\)https://scikit-learn.org/stable/modules/mixture.html
Fig. 3: AU intensities corresponding to the 18 AUs extracted for a selection of 4 frames are shown here. The intensities ranged from 0 (not present), 1 (present at minimum intensity), 5 (present at maximum intensity), with continuous values in between. We only considered AU intensities greater than 1 as it corresponds to the minimum intensity value, if the AU is present. AUs active for Frame 12 are Brow Lowerer (AU04), Lid Tightener (AU07) and Dimpler (AU14); for Frame 732 are Brow Lowerer (AU04); for Frame 936 are Brow Lowerer (AU04), Lips part (AU25) and Jaw Drop (AU26); for Frame 1332 are Brow Lowerer (AU04), Cheek Raiser (AU06), Lip Corner Puller (AU12) and Dimpler (A14).

| Frame | Confidence | AU01 | AU02 | AU04 | AU05 | AU06 | AU07 | AU09 | AU10 | AU12 | AU14 | AU15 | AU17 | AU20 | AU23 | AU25 | AU26 | AU 45 |
|-------|------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 12    | 0.93       | 0.61 | 0.02 | 2.26 | 0    | 0    | 1.08 | 0    | 0    | 0.44 | 1.57 | 0    | 0.58 | 0    | 0    | 0    | 0.41 | 0    |
| 732   | 0.88       | 0.34 | 0    | 2.14 | 0.05 | 0    | 0.51 | 0    | 0    | 0.1  | 0.29 | 0.41 | 0.35 | 0    | 0    | 0    | 0    | 0    |
| 936   | 0.88       | 0.74 | 0    | 1.27 | 0    | 0    | 0.57 | 0    | 0    | 0    | 0.51 | 0    | 0    | 0    | 1.43 | 2.54 | 0    |
| 1332  | 0.98       | 0.02 | 0    | 1.74 | 0.06 | 1.65 | 0.63 | 0    | 0.86 | 1.61 | 1.49 | 0    | 0.46 | 0    | 0    | 0    | 0    | 0    |

Fig. 4: Plot of BIC (in orange) and AIC (in green) scores against number of clusters $AU_{med}$. BIC scores were found to be minimum for the cluster number $K = 4$.

Fig. 5: Plot of BIC (in orange) and AIC (in green) scores against number of clusters for $AU_{int}$. BIC scores were found to be minimum for the cluster number $K = 4$.

clusters, to discretize the values for the nodes corresponding to the facial data for the Meditation and the Interaction sub-sessions separately. The optimum number of clusters, $K$, was decided as the number that minimizes the BIC scores. The AIC and BIC scores plotted for a range of 2 – 20 clusters. For both the Meditation (Fig. 4) and the Interaction (Fig. 5) sub-sessions, the BIC score was found to be minimum at $K = 4$ clusters. Hence, the nodes representing facial features of the participants during Meditation and the Interaction sub-sessions were denoted as $AU_{med}$ and $AU_{int}$ respectively and could take 4 values (1, 2, 3 and 4) depending on which cluster the feature array belonged to.

C. Dynamic Bayesian Network (DBN) Learning and Inference

To facilitate learning of graphical structures for longitudinal data, we defined a 2 time-slice DBN. A 2 time-slice structure implies that the nodes at the time $t$ are influenced by the values of the nodes at the time-points $t$ and $t-1$ only. We used $bnstruct$ package [37] in R to perform learning and inference on the DBN.

a) Defining Nodes: The nodes of the network are defined from the random variables corresponding to the data gathered in the form of questionnaires and facial AU data. Table. I provides information of each node and Fig. 6 shows how the nodes are arranged at time $t$. The model comprises of 16 nodes at each time-slice $t$, which represent one week’s data.

 b) Imputation and Node Sizes: Our dataset contained missing values caused by participants missing a weekly session. To deal with the missing values, we used k-nearest neighbour (knn) imputation, to replace the missing values in the datasets with the mean value from the $k$ nearest neighbors found in the training set. The value of $k$ was chosen as 2, i.e. an average of previous and next sessions.

The learning in DBN is implemented with discrete variables alone, i.e. continuous variables are quantized after imputation. The column, Discreteness in Table. I states whether the input given to the model is discrete or continuous and the column,
TABLE I: Details of the defined nodes of the DBN for 1 time-slice, i.e. for 1 week.

| Node Type           | Node Name                  | Acronym | Remarks                                                                 | Discreteness | Node Size |
|---------------------|----------------------------|---------|-------------------------------------------------------------------------|--------------|-----------|
| Personality         | Extroversion               | Ext     | Big-five personality scores.                                            | Continuous   | 3         |
|                     | Agreeableness              | Agr     | Collected only once for each participant in the study.                  | Continuous   | 3         |
|                     | Conscientiousness          | Consc   | The values are replicated for all 5 weeks.                              | Continuous   | 3         |
|                     | Neuroticism                | Neur    |                                                                          | Continuous   | 3         |
|                     | Openness                   | Open    |                                                                          | Continuous   | 3         |
| Baseline Wellbeing  | WEMWBS score               | WB      | Average score form WEMWBS survey. Obtained at the beginning of each session. | Continuous   | 3         |
| Facial AUs          | AU state during meditations | AU_med  | AU state is obtained from the GMM clustering of the summary measures of 18 AUs of the participants. | Discrete     | 4         |
|                     | AU state during interactions| AU_int  |                                                                          | Continuous   | 3         |
| Session experience  | Anthropomorphism            | Anth    | Perception Ratings of RC                                                 | Continuous   | 3         |
| ratings             | Animacy                    | Ani     |                                                                          | Continuous   | 3         |
|                     | Likeability                 | Like    |                                                                          | Continuous   | 3         |
|                     | Perceived Intelligence     | PerInt  |                                                                          | Continuous   | 3         |
|                     | Robot Motion               | RM      |                                                                          | Continuous   | 3         |
|                     | Conversation               | Conv    |                                                                          | Continuous   | 3         |
|                     | Sensations                 | Sens    |                                                                          | Continuous   | 3         |
| Session experience  | Changes in relaxation/calm ratings | ΔRC | Difference between Relaxation and Calm ratings before and after each session. | Continuous   | 3         |
| ratings             |                             |         |                                                                          |              |           |

**Fig. 6:** Nodes of the DBN for 1 time-slice, representing data acquired from 1 mindfulness session. The nodes are further divided into 3 layers – first layer comprises the **initial state** of the participant given by their personality scores and baseline wellbeing level; second layer comprises the facial AU states experienced by the participants during the mindfulness **sessions**; and the third layer comprises session ratings which are the **outcomes** of the session with the robot coach. The nodes in gray are the individual AU values that are used for clustering and not for the subsequent stages of the DBN learning.

**Node size** signifies the possible number of values of the node, if the node is discrete or the number of levels it may be quantized to in the later steps, if the node is continuous. The node sizes for the AU_med and AU_int were provided to be 4, signifying the 4 discrete values these nodes can take based on the analysis of facial data in section 2.2. The node sizes for the rest of the nodes were provided to be 3 signifying low, medium and high states for the corresponding nodes.

c) **Learning and Inference:** The structure of the 2 time-slice DBN comprises within time-slice connections, that are present between the nodes of the same time-slice and between time-slice connections, that are present between the nodes of the time-slice \( t \) and \( t + 1 \). The structure of the DBN with the nodes defined in Fig. 6 was learnt using max-min hill climbing (mmhc) algorithm, a heuristic algorithm that performs a statistical sieving of the search space followed by a greedy evaluation \cite{38}. The method also used BDeu (Bayesian-Dirichlet equivalent uniform) scoring function to search and score the networks. To learn within time-slice structure, prior knowledge was incorporated in the form of layers within the nodes of a time-slice, where the nodes in layer \( j \) can have parents only in layers \( i \leq j \). The personality scores and the baseline wellbeing score were designated as the first layer as they represent the initial state of the participants, AU states, i.e. AU_med and AU_int as the second layer as they represent participants’ experience during the sessions.
and session experience ratings as the third/last layer as they represent outcomes of the interaction as shown in Fig. 6. Parameter learning was then performed where the parameters of the conditional probability distributions of the nodes given the learnt structure and the data were learnt using maximum-a-posteriori (MAP) estimate of the parameters [13]. After learning the DBN, we performed evidence-based forecasting of the session ratings at a new time-step based on the partial observation of personality, baseline wellbeing and the states of \( AU_{med} \) and \( AU_{int} \) and the complete observation of the previous time step. We construct an inference engine using the DBN learnt from the first 3 time steps. Expectation-Maximization (EM) algorithm was used to update the inference engine and predict values of the unobserved nodes based on the partial observation.

IV. RESULTS

A. Learnt Structure

The structure and parameter learning of the 2 time-slice DBN is performed using 2 time-slice data from the first two, and the second and third time points concatenated (t1 \( \rightarrow \) t2 + t2 \( \rightarrow \) t3, + stands for concatenation; total of 18 observations). This is to ensure that there are sufficient number of data points to execute the inference algorithm. The learnt structure of the 2 time-slice DBN is shown in Fig. 7. The adjacency matrices for the within and between time slice structures were also shown in Figs. 8 and 9 respectively. We discuss noted features of the network below based on the directional edges found in the within and between time-slice structures.

a) Edges From the Personality Variables: Multiple edges were found from the personality scores of the participants across the dimensions of Extroversion, Agreeableness, Conscientiousness, Neuroticism and Openness to the AU states as well as on the session ratings. Within time-slice edges were found from Agreeableness, Conscientiousness and Neuroticism to the Robot Motion within each time-slice suggesting that the ratings for the latter are influenced by participant’s personality. Openness was found to influence Likeability suggesting that the people’s willingness to be open towards the idea of a robot coach influenced their ratings about how much they liked the robot. Conscientiousness was found to influence Sensations, i.e. how much the participants enjoyed the sessions overall.

Personality dimensions were also found to have longitudinal influence on the \( AU_{med} \) and \( AU_{int} \) variables representing the states of facial AUs during meditation and interaction phases respectively. \( AU_{med} \) was found to be influenced by Extroversion, Agreeableness, Neuroticism and Openness while \( AU_{int} \) was found to be influenced by Extroversion, Agreeableness and Conscientiousness. These influences suggest that the emotional experiences of the participants during mindfulness meditations and discussions are also dependent on the personality dimensions, e.g. how open they are about trying mindfulness meditations, whether they exhibit high/low neuroticism and extroversion levels and so on. All personality dimensions also showed between time-slice influences on the Anthropomorphism ratings indicating that personality plays a role in attributing anthropomorphic characteristics to the robot coach over time. Perceived Intelligence was found to be influenced by Neuroticism and Agreeableness, i.e. the participants disposition to be suspicious or be convinced about the intelligence levels of the robot coach conducting mindfulness sessions plays an important role in its acceptance. Between time-slice influences were also found from Conscientiousness to Conversation and \( \Delta RC \) ratings.

b) Edges From the Facial AU Displays: The facial AU states exhibited during meditation and interaction phases influenced the session ratings. We found between time-slice connections from \( AU_{med} \) to Conversation and Sensations ratings suggesting that the participants’ feel about the sessions and rate the conversations during the sessions evolve based on their AU displays during meditation phase of the sessions. We also found between time-slice connection from \( AU_{int_{t-1}} \) to \( AU_{int_{t}} \) suggesting that the facial AU displays during interactions kept evolving across sessions. \( AU_{int} \) was also found to influence the Anthropomorphism ratings across time suggesting that the facial AUs displayed during the interaction with the robot coach also contribute to the participants attributing anthropomorphic characteristics to it.

c) Edges Involving the Perception Ratings of the Coach: We found edges between the items of the session ratings in both within and between time-slice structures. Animacy ratings within a session were found to influence Anthropomorphism ratings. Anthropomorphism ratings were found to be longitudinally evolving as evidenced by the presence of an edge from \( Anth_{t-1} \) to \( Anth_{t} \) nodes. A closed-loop structure was found between Perceived Intelligence and Likeability ratings (i.e. \( PerInt_{t-1} \) → \( Like_{t-1} \) → \( PerInt_{t} \)) suggesting that these aspects closely influence each other across time. Robot Motion ratings were seen to be evolving longitudinally as seen from the edge from \( RM_{t-1} \) to \( RM_{t} \) suggesting that these ratings change over multiple sessions as a function of how well the robot moves. In addition to the personality dimensions, Robot motion was found to be influenced by Perceived Intelligence ratings within each session and by Sensation ratings across sessions. These influences reveal that the ratings for Robot Motion also evolve as a result of how the people feel and connect to the session content and the robot coach. Conversation ratings, i.e. how well the participants were able to discuss with the robot coach influenced the Sensation ratings, i.e. how they felt about the sessions. We also found between time-slice edges from Sensation ratings to \( AU_{med} \), \( AU_{int} \) suggesting how the participants felt about a session influenced the facial displays during the following sessions.

d) Edges Involving \( \Delta RC \) Ratings: The \( \Delta RC \) ratings signify the effectiveness of the mindfulness sessions in making the participants relaxed and calm after the session compared to before the session. We found that the longitudinal evolution of the \( \Delta RC \) ratings were influenced by Extroversion, Conscientiousness and baseline wellbeing values obtained using the WEMWBS questionnaire. The \( \Delta RC \) ratings were in turn found to effect the Likeability and the facial AUs during the meditation phase in the future sessions suggesting that the \( \Delta RC \) ratings are crucial in determining how much participants liked the robot coach and whether they become more engaged
Fig. 7: Learnt structure of the 2 time-slice DBN using data from first 3 time-points i.e. $t_1 \rightarrow t_2 + t_2 \rightarrow t_3$, (+ denotes concatenation; total 18 observations) to predict session ratings for $t = 4$ and $t = 5$. Nodes of $t - 1$ are shown in red and those of $t$ are shown in blue. Within time-slice connections are shown as solid lines and between time-slice connections are shown in dotted line.

Fig. 8: Within time-slice structure.

Fig. 9: Between time-slice structure.

in the meditation practices in further sessions.

B. Inference

EM algorithm was used to predict the session ratings for the remaining two time steps (i.e. $t = 4$ and $t = 5$) of our 5-week longitudinal data. The predicted values at $t = 4$ and $t = 5$ are shown in Table. II. The values of the unobserved nodes were predicted for each subject and time-point separately. We also provide two subject-wise metrics – root mean squared errors (RMSE) and R-squared ($R^2$) score, to understand how good the predicted values are compared to the actual values. $R^2$ score is a standard metric used to measure the goodness-of-fit in regression analysis and is defined as $R^2 = 1 - \frac{s}{g}$, where $g = \Sigma((y_{orig} - y_{pred})^2)$ and $s = \Sigma((y_{orig} - mean(y_{orig}))^2)$. It lies typically between 0 and 1 (the closer to 1 the better), and can also be negative on unseen data although this indicates a poor model. The learnt DBN performs well on most of the subjects except for both the time points (i.e. $t = 4$ and $t = 5$) for S3 and for $t = 5$ for S6 and S8 as indicated by the negative $R^2$ scores.

C. Applications of the Learnt DBN

In this section we provide two examples where the learnt DBN can be applied. Firstly, the learnt probabilistic model is useful in meaningfully imputing the missing values in the dataset. For example, participant S9 did not attend the mindfulness session for week 5. However, as seen in Table. II, the second row of S9 presents an estimation of the values of session ratings. This is very helpful in the case of longitudinal studies where participants often miss one or more sessions. Secondly, the learnt DBN is useful in predicting longitudinal trends for new participants given initial conditions such as
TABLE II: Forecasting future time-steps for each subject (S) at \( t = 4 \) (1st row) and \( t = 5 \) (2nd row) using learnt DBN. Predicted value followed by the actual value shown in parentheses are presented nodes corresponding to the session ratings. The regression metrics, \( RMSE \) and \( R^2 \) score, were provided for each subject to indicate the goodness-of-fit.

|      | Anth_t | Ant1_t | Like1_t | PerInt1_t | RMI_t | Conve_t | Sens1_t | ∆RC_t | RMSE | \( R^2 \) score |
|------|--------|--------|---------|-----------|-------|---------|---------|-------|------|----------------|
| S1   | 1.83(1.8) | 2.54(1.83) | 3.75(3.4) | 3.99(2.2) | 2.84(2) | 3.66(4.25) | 4.85(5) | 0.5(1.5) | 0.86 | 0.5024 |
| S2   | 3.55(3.2) | 2.53(3) | 3.96(4) | 3.8(4) | 4.37(5) | 4.09(4.25) | 4.27(4) | 1.67(2) | 0.55 | 0.401 |
| S3   | 3.39(4.4) | 1.86(4.67) | 3.1(5) | 4.32(4.6) | 1.66(4) | 4.69(5) | 4.73(5) | 1.36(1.5) | 1.51 | -0.8986 |
| S4   | 2.76(3.2) | 2.24(3.67) | 4.82(4) | 4.48(3) | 1.97(4) | 4.15(5) | 3.78(5) | 1.62(0) | 1.31 | 0.2238 |
| S5   | 2.79(3.4) | 1.87(4) | 4.13(4) | 3.47(3) | 3.21(4.5) | 4.49(5) | 2.12(4.5) | 2.32(4.5) | 1.92(2) | 0.94 | 0.0508 |
| S6   | 3.48(3) | 1.92(2.67) | 4.12(4.2) | 2.53(5) | 2.8(5) | 4.14(5) | 4.03(5) | 0.86(0) | 1.08 | 0.5495 |
| S7   | 3.86(6.6) | 2.48(4.4) | 3.9(5) | 3.12(5) | 2.32(4.5) | 4.43(4.75) | 4.77(5) | 1.77(2) | 1.32 | -0.983 |
| S8   | 2.91(2.4) | 2.12(2.5) | 5.58(3.2) | 4.95(5.3) | 3.46(2.5) | 4.57(4.75) | 4.6(5) | 1.56(1) | 0.97 | 0.369 |
| S9   | 2.86(3.4) | 1.87(3.2) | 3.55(4) | 3.21(4) | 1.89(4) | 4.48(5) | 2.12(4) | 1.56(1) | 0.97 | 0.2293 |

their personality scores. As demonstrated in Table III (a), we define two new personality profiles, \( C_1 \) and \( C_2 \) with low and high conscientiousness scores respectively. Using the learnt DBN, we estimate the ratings for all 5 time steps of \( C_1 \) and \( C_2 \) (Table III (b)). The estimated longitudinal ratings were found to reflect the learnt structure in Sec. 4.1. For example, estimated Sensations ratings (mean = 4.634) for \( C_2 \) with high Conscientiousness were found to be higher than the estimated Sensations ratings (mean = 3.567) for \( C_1 \) with low Conscientiousness. This is in line with the observation that Conscientiousness was found to have within session influence on Sensations ratings. Further, there is a steady increase in the Conversation and a steady decrease in the Neuroticism and Openness ratings. Thus, the DBN acts as a reliable model to infer longitudinal behaviour of new participants.

V. DISCUSSION AND CONCLUSION

A. Discussion

Our learning-based approach using DBN, provided an explanatory model that helped us understand multiple facets of human-robot interactions and how they change longitudinally during robot-delivered mindfulness sessions. The model provides an account of how participant-related factors such as personality, initial wellbeing and facial AU states elicited during the sessions influence their session ratings, i.e. perception ratings of the coach and the change in their self-reported relaxation/calm levels. The learnt structure demonstrates the longitudinal evolution of variables such as \( AU_{int}, Anthropomorphism \) and Robot Motion suggesting the importance of longitudinal studies in completely realizing how participants feel about various aspects of the robot design. Each personality dimension was shown to have multiple influences on the displayed facial AUs during sessions, the perception ratings of the robot coach and the changes in relaxation/calm levels before and after the sessions. These findings are also supported by our previous study [5], where we found that Robot Motion ratings improves longitudinally over time and the personality dimensions, Conscientiousness and Neuroticism affect the ratings on Robot Motion and Sensations. This suggests that it is crucial to consider user characteristics such as their personality in designing technological interventions for wellbeing to ensure acceptance and adherence in long-term. Participants characteristics such as Openness and Agreeableness were also found to be key in influencing the ratings on Likeability, Perceived Intelligence and Robot Motion. This is also supported by [40], where discussions with participants revealed that openness towards evidence-based change influenced participants attitudes towards a robot wellbeing coach.

The model also provided insights into within session and long-term influences between various aspects of the perceptions ratings of the coach. For example, Robot Motion was found to be influenced by Perceived Intelligence and ∆RC ratings within each session but was influenced by past Robot Motion and Sensations ratings across sessions. This suggests that the instantaneous influences and long-ranging influences on a variable may vary and might provide important insights for the robotics in terms of design priorities. For example, it may be important to prioritize design in terms of functionality to appear intelligent, but it is equally important to ensure that the participants enjoy the interactions in addition to the robot’s functionality. This is further demonstrated by the closed loop influences Perceived Intelligence and Likeability exert on each other across time.

B. Limitations and Future Work

In our paper, the specific network structure of the model is learnt based on the available self-reported scores and facial AU states which summarize each weekly interaction in one timeslice. Further, it is not evident which emotional states correspond to the facial AU states displayed during the meditation and interaction sub-sessions, i.e. the values of the \( AU_{med} \).
and $AU_{int}$ nodes. Future work could extend this learning-based approach to jointly learn more fine-grained associations and investigate further on the emotional states corresponding to the facial AU states displayed. However, this investigation will need further annotations of the dataset at finer timescales. Moreover, fine-grained structures imply more nodes in the graphical model and need for more participants’ data to achieve better representation of the interactions.

C. Conclusion

In this paper, we present a longitudinal graphical model that serves as an intuitive way of modelling complex, longitudinal relationships between multiple variables of interest. The 2 time-slice DBN is trained using 3 weeks and is used to predict the session ratings of the remaining 2 weeks in our 5-weeks longitudinal study. Further, the two applications of the learnt DBN, i.e., imputation of missing data and estimating longitudinal trends in session ratings of a new participant given their personality profile are demonstrated. Both these applications of the learnt DBN can help in synthesizing new large datasets without missing values that can be useful in reliable analysis and understanding of HRI scenarios without collecting large-scale longitudinal data which is expensive and time-consuming. Further, this model can act as a good foundation to implement further experiments and can be updated as new data becomes available.
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