Radial Deformation Emplacement in Power Transformers Using Long Short-Term Memory Networks
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Abstract— A power transformer winding is usually subject to mechanical stress and tension because of improper transportation or operation. Radial deformation (RD) is an example of mechanical stress that can impact power transformer operation through short circuit faults and insulation damages. Frequency response analysis (FRA) is a well-known method to diagnose mechanical defects in transformers. Despite the precision of FRA, the interpretation of the calculated frequency response curves is not straightforward and requires complex calculations. In this paper, a deep learning algorithm called long short-term memory (LSTM) is used as a feature extraction technique to locate RD faults in their early stages. The experimental results verify the effectiveness of the proposed method in the diagnosis and locating of RD defects.
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I. INTRODUCTION

Power transformers are critical and expensive equipment in power systems that play a vital role in the reliable delivery of power [1]. Power transformers are exposed to various mechanical defects due to improper transportation, fault conditions, inrush currents, the incidence of impulse voltages, etc [2]-[3]. Timely detection of these faults and mechanical defects is of paramount value to ensure the reliable operation of the power system. According to [4], on-line tap changer (OLTC) and winding faults have the highest probability compared to other fault types (See Fig. 1). Compared to the other parts of the transformer, identifying and repairing winding faults is more a challenging and time-consuming task. The mechanical defects in windings can result in insulation damage which in turn lead to short circuit (SC) faults [5]-[12]. Radial deformation (RD) of winding is one of the common defects in transformers. RD can happen due to the radial mechanical stresses imposed by winding. Fig. 2 shows the impact of RD fault on the transformer winding. RD fault can significantly change the distribution of ground capacitance while the other parameters such as series capacitances and inductances stay intact [13].

Various methods such as winding impedance measurement [14], transformer vibration analysis [15], dissolved gas analysis (DGA) [16], and frequency response analysis (FRA) [17]-[19] have been proposed to diagnose the mechanical faults and changes in transformer windings. According to [20]-[21], FRA offers a more accurate diagnosis compared to the other aforementioned methods. FRA relies on the fact that any mechanical anomaly in the active section of a transformer leads to the variation of its electric parameters which in turn changes the frequency response signatures.

![Power transformer faults’ probability percentage.](image1.png)

Fig. 1. Power transformer faults’ probability percentage.

![Impact of RD fault on the winding.](image2.png)

Fig. 2. Impact of RD fault on the winding.

However, interpreting the frequency response signatures is a challenging task and requires complex data analytic methods.
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To date, several solutions have been proposed to interpret the frequency response of the power transformer for diagnosing the winding defects. The SC fault detection in transformer windings has been performed using finite element analysis of frequency responses in [8]. Interpretation of frequency responses calculated from the SC faults in transformer windings is presented in [12] using statistical indices. In [9], a traditional neural network called Multilayer Perceptron (MLP) has been employed to interpret the frequency responses associated with short-circuit faults in transformer windings. In another valuable work [11], one of the machine learning application called support vector regression (SVR) interprets the frequency responses of SC faults to estimate the location of faults. In [5] and [6], the statistical and mathematical indices have been selected for calculating the salient deviations from frequency response in order to identify the type and location of mechanical faults in transformer windings.

In [22], numerical indices are used to identify mechanical defects. A vector-based method using principal component analysis (PCA) is used in [23] to interpret frequency response curves and discriminate mechanical defects in transformer windings. In [24], FRA polar plot along with digital image processing techniques are used to interpret frequency response signatures. In [25], one of the manifold learning application called Isometric feature mapping (Isomap) has been selected to interpret the frequency responses and locating inter-turn SC faults in transformer windings. In [26], the parameters of the transformer model have been estimated for mechanical fault localization. Support vector machine (SVM) is used in [7] and [27] for transfer function analysis and classifying fault types. In [28], the cross-correlation method is selected for the interpretation of estimated frequency responses. Enhanced magnetic optimal procedure to estimate fault location from sweep frequency response analysis is proposed in [29]. Assessment of binary image obtained from frequency response signatures to detect mechanical defects is performed in [30]. Improved FRA-based binary morphology and extreme point variation are used in [31]. In [32], the finite element method is employed to interpret frequency response curves for fault diagnosis. It should be noted that in the aforementioned frequency response analysis methods, the fault detection has been done after the fault has completely occurred and damaged the transformers. Moreover, some of these methods fail to identify the exact location of the fault.

In this paper, a deep learning algorithm, namely long short-term memory (LSTM), is used to extract the features of winding frequency response for the early detection of RD faults in transformer windings. The high performance of the LSTM in processing high-dimensional data such as frequency response curves obtained from transformer windings is one of the most important reasons for choosing this method. Since traditional neural networks suffer from over-fitting problems in the face of the high-dimensional data, the LSTM technique has been employed to interpret the frequency responses with short-circuit faults in transformer windings. In another valuable work [11], one of the machine learning application called support vector regression (SVR) interprets the frequency responses of SC faults to estimate the location of faults. In [5] and [6], the statistical and mathematical indices have been selected for calculating the salient deviations from frequency response in order to identify the type and location of mechanical faults in transformer windings.

In section IV, the experimental setup is presented. Experimental results are presents in section V. Finally, Section VI concludes the paper.

II. FREQUENCY RESPONSE ANALYSIS

FRA as a comparison-based method is an efficient and sensitive tool to evaluate the mechanical integrity of power transformers. To detect the abnormalities of the winding, the frequency response curve of the intact state of winding is required [18]-[19]. The principle idea of FRA is to assess the effect of any mechanical variation of transformer that affects the frequency response signatures. The common types of FRA are low-voltage impedance (LVI) or sweep frequency response analysis (SFRA) methods [19]-[20]. In this paper, the LVI method is used to obtain frequency responses. In this method, the input and output signals are calculated by applying a surge voltage to the transformer and then measuring the current. The Frequency Response (FR) is defined as (33)

$$ FR = \frac{I_n(f)}{V_i(f)} $$

where $I_n(f)$ is the ground current measured at the end of the winding and $V_i(f)$ is the input voltage in the frequency space.

III. LONG SHORT-TERM MEMORY

LSTM is a standard and efficient recurrent neural network (RNN) architecture proposed by Hochreiter & Schmidhuber for modeling and forecasting time series [34]-[35]. Nowadays, LSTM is used as a powerful tool in deep learning applications to improve RNN structures, regression, and classification. Traditional neural networks are trained in such a way that they only learn the relationship between input variables and targets from a static viewpoint. Compared to traditional neural networks, RNNs communicate between both input and output pairs [36]-[37]. Problems of the gradient disappearance and gradient explosion in the training of traditional RNN are solved by the gate mechanism and memory unit of LSTM. As shown in Fig. 3, the forget $f(t)$, input $i(t)$, update $g(t)$, and output $o(t)$ gates form the LSTM unit structure. Each of these gates has a unique function. Given the input vectors as \( X = (x_1, x_2, ..., x_{t-1}, x_t) \) and output vectors as \( Y = (y_1, y_2, ..., y_{t-1}, y_t) \), the activation values for gates and memory cell are calculated continuously with respect to the memory time \( t \) by the recursive hidden layer. The LSTM forget gate formula can be expressed as [38]-[39]:

$$ f_t = \sigma(w_f \cdot [h_{t-1}, x_t] + b_f) $$

where \( f_t \) is the output value of the forget gate at time \( t \); \( \sigma \) shows the sigmoid activation function; \( w_f \) is the weight matrix of the forget gate; * denotes the appending operator for vectors; \( h_{t-1} \) is the output vector at time \( t - 1 \); \( b_f \) is the bias of the forget gate at time \( t \). In the next gate, which is the input gate, the current information that should be used as an input to generate the memory cell \( c_t \) is calculated as [36], [37], [39]

$$ i_t = \sigma(w_i \cdot [h_{t-1}, x_t] + b_i) $$

where \( w_i \) is the weight matrix of the input gate and \( b_i \) denotes the bias in this gate. After determining the input gate, \( c_t \) is formed using:
where $g_t$ is the update gate; $w_g$ and $b_g$ denote the weight matrix and update gate bias, respectively. $f_t$ controls the long-term information, and it controls the short-term information. In the next step, the output gate $o_t$ is calculated as [34], [36]

$$o_t = \sigma(w_o \cdot [h_{t-1}, x_t] + b_o)$$

where $w_o$ and $b_o$ are the weight matrix and bias of the output gate. Finally, the final output of LSTM is defined as [34]

$$h_t = o_t \cdot \tanh(c_t)$$

IV. EXPERIMENTAL SETUP

In this paper, we studied a single-phase transformer. All the tests were carried out on the high voltage (HV) winding, and the low voltage winding (LV) was in open circuit state. The HV winding consists of 160 rounds of wire in diameter of 7 mm around the core. The length of this winding is 120 cm (See Fig. 4). Every 40 rounds of HV winding is considered as a section which results in four sections. Three different RD faults were applied to each section with intensities of 6, 9, and 12 mm per section. Fig. 5 shows how an RD fault was applied to the winding. In this experiment, the GPS-1102B oscilloscope was used to measure and save the signals.

V. EXPERIMENTAL RESULTS

In this section, first, the frequency response related to the healthy state of the transformer is calculated using (1). This will be later compared with the frequency responses of fault conditions. Then, the RD faults explained in Section IV are applied and the frequency response corresponding to each of them is calculated. Fig. 6 presents the frequency response curves for healthy state and the radial deformation faults with 3 intensities in section 3 of the winding. Also, Fig. 7 shows the frequency response curves for the healthy state and RD fault by the intensity of 12 mm in all 4 sections of the winding. LSTM is used to interpret the frequency responses and extract their unique features. Applying the LSTM method requires a dataset as input. Frequency responses related to all RD faults
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were collected as a dataset and considered as inputs. The location of faults was considered as a target regardless of its severity. For the training phase of the network, frequency responses for faults with the intensity of 9 and 12 mm were used. So, 8 samples of frequency responses (4 × 2), each of which with a frequency range of 2.5 MHz, formed the input dataset. The network was trained and validated in one step with the input dataset. Then, the frequency responses for faults with an intensity of 6 mm were used for the final test of the LSTM. Fig. 8 shows the results of fault detection according to the target set for each fault via the LSTM network in the training phase. Fig 9 shows the results of fault detection in the initial testing phase of the trained network using data randomly assigned by the network itself. Figs. 8 and 9 show the accuracy of the designed network after training and test phases and indicate that the designed network can identify minor RD defects with excellent correlation (R=1) and zero MSE and RMSE.

The trained LSTM acts as a fault diagnosis toolbox containing features extracted from frequency responses related to RD faults. To verify the performance of this toolbox, the frequency responses of RD faults with 6 mm intensity are used. Since the frequency responses associated with the 6 mm RD faults were not included in the LSTM input dataset, they can be considered as new faults for test the trained network. Fig. 10 shows the results of the designed LSTM prediction in identifying the location of new RD faults (early-stages). The presented results verify the effectiveness of the designed LSTM network in identifying and locating low-intensity RD faults (6 mm severity) with excellent correlation (R=1) and zero MSE and RMSE.

As mentioned in the literature, the method suggested in this paper is applied to data related to a single-phase of a three-phase transformer winding. Similarly, the proposed procedure can be implemented to identify faults corresponding to each phase of the transformer. To do this, it is enough to calculate the frequency response related to the fault generated in each phase and consider it as the input of the LSTM technique. Fault detection after the complete occurrence and lack of accurate diagnosis can, in addition to serious damage to the transformer itself, reduce the reliability of the power system, and cause unwanted blackouts. Accordingly, the proposed LSTM technique in this paper with its high capability in early detection of faults will be able to prevent the occurrence of the mentioned damages in the power system. Also, the LSTM can be used as a tool for online monitoring applications in power systems.

VI. CONCLUSION

FRA is one of the methods for detecting mechanical faults on transformer windings. However, the interpretation of frequency response curves is a challenging and time-consuming task. To tackle this challenge, this paper utilizes LSTM to evaluate and interpret frequency response curves of power transformers. LSTM is applied to frequency response curves of transformer windings to detect the exact location of RD. The trained LSTM is used to detect new RD faults with different intensities. An experimental setup is used to verify the effectiveness of the proposed method. The results show the high accuracy of LSTM in identifying transformer winding RD faults.
