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Abstract—Digital humanities is an important subject because it enables developments in history, literature, and films. In this article, we perform an empirical study of a Chinese historical text, Records of the Three Kingdoms (Records), and a historical novel of the same story, Romance of the Three Kingdoms (Romance). We employ deep-learning-based natural language processing (NLP) techniques to extract characters and their relationships. The adopted NLP approach can extract 93% and 91% characters that appeared in the two books, respectively. Then, we characterize the social networks and sentiments of the main characters in the historical text and the historical novel. We find that the social network in Romance is more complex and dynamic than that of Records, and the influence of the main characters differs. These findings shed light on the different styles of storytelling in the two literary genres and how the historical novel complicates the social networks of characters to enrich the literariness of the story.

Index Terms—Complex networks, social network analysis (SNA), text mining.

I. INTRODUCTION

D
gital humanities is a transdisciplinary subject between information technologies and humanities, such as literary classics. For instance, Google makes a contribution to digital humanities by promoting the “Google Books Library Project,” which includes millions of paper books scanned into electronic text [1]. Digital text is easier for researchers to explore than printed books since the development of information technology has provided numerous effective tools [2]. In the past decade, overwhelming data science techniques have advanced the research on digital humanities; thus, components can be extracted and analyzed from the literature.

A review of previous research reveals that some areas in digital humanities remain unexplored. First, mainstream studies are limited to the humanities works on the background of the Western world [3]. It is both interesting and constructive to investigate humanities works with oriental backgrounds. Second, only a few comparative studies on the literature with different styles of the same story are conducted [4]. In particular, previous studies focused more on longitudinal studies, in which researchers usually adopt a story series, such as Harry Potter Books 1–7, as the object of study [5]. A potential research interest about the same story that discovers varied features (narrative levels, characters, and events) or sentiments can arise from different literature, which may be driven by literary genres or authors’ opinion, among others. Third, network study is essential for the social network of a story and any network that possesses a topological structure, which can help gain an insight into the story’s characters based on its narration [6].

To fill the gap, this article introduces a social network and sentimental analysis work on two different texts of one of the most famous Chinese story, the Three Kingdoms. In particular, we leverage the state-of-the-art natural language processing (NLP)-based model to extract the social networks in the narratives of two books. In particular, the adopted NLP approach can extract the majority of characters (more than 90%) in both two books. Thereafter, a series of descriptive statistical analyses on the extracted networks is conducted, and we discover the homogeneity and heterogeneity in terms of topological features in these networks. In addition, we adopt the sentimental analysis to compare the evaluations on some of the main characters. The results reveal that the social network is more complicated in the narrative of the novel (Romance) than that of the historical text (Records). Consequently, it can be concluded that the literariness of stories has a tight relationship with the complexity of the social networks they entail.

The main contribution of this article is as follows.

1) We integrate the latest NLP and network science techniques to extract and analyze the social networks of historical text and novel.

2) We depict the difference in the dynamic social networks of the Records and the Romance, the classic historical text, and novel of the same story.


3) A series of comprehensive case studies is performed, and we find that the historical novel complicates the social networks of characters to enrich the literariness of the story.

The remainder of this article is organized as follows. In Section II, the backgrounds of text mining and social network analysis (SNA) studies are presented. Section III elaborates on the network extraction approach. We perform a series of empirical studies in Section IV to demonstrate the thesis of this work. Finally, this article is concluded in Section V with a summary of potential future studies.

II. Literature Review

A. Social Network Analysis

Previous studies have demonstrated the importance of network analysis in different domains, such as complex network in supply chains [7] and risk identification in electric industries [8]. For networks that possess a social structure, SNA can be used to study social structures by analyzing the relationships, communities, and activities through topology graph theory [9], [10]. Initially, the study of SNA focuses on the network that actually exists, such as mobile social networks [11] (Table I categorizes the metrics of SNA according to various features of social network). The development of NLP enables the extraction of the latent social network in narratives, such as literary text and news text (narrative network analysis). Recently, studies focus on narrative networks in literary works such as novels. For example, studies on Harry Potter find salient, small-world, and scale-free features in its social network [12], [13], and these features reveal that the story is penetrated by compact character relationships. Gessey-Jones et al. [14] investigated the A Song of Ice and Fire, one of the most popular epic fantasy novel series, and they studied the distribution of time intervals between significant deaths of characters measured regarding the in-story timeline, which is consistent with power-law distributions. In the context of the spreading of COVID-19, Wang et al. [15] applied SNA to the information extracted from COVID-19 patients and explored the epidemic stages of emerging infectious disease.

Furthermore, there are many community detection algorithms have been proposed for topology analysis. For example, Seo et al. [16] proposed a general model that can exploit the deep structure of fiction novels based on graph topology. Bu et al. [17] proposed a community detection solution by using the graph $k$-means technique, and the locally Pareto-optimal community structure in social media networks can be detected effectively. Cao et al. [18] proposed a dynamic game model for prosumer–community groups’ detection in smart grids.

B. Text Mining and NLP

1) Named Entity Recognition: Named entity recognition (NER) is among the core tasks in NLP. In story-oriented text mining, the NER task requires that the characters and sentiment representatives are treated as entities and can be identified in the texts [26]. A bulk of computational linguistic-based NER methods are developed, which plays vital roles in NER tasks, especially the token-level tasks [27], [28].

2) Part-of-Speech Tagging: Part-of-speech (POS) tagging is the process of tagging a token (a word) for a particular part of speech according to its context [34]. Table II shows each type of tag with its corresponding meaning. POS tagging helps from related grammatical rules for different language patterns.

C. Deep Learning-Based NLP Models

To extract the social network of a story, characters and their connections among one another must be identified. The distribution of characters in a story is scattered and sometimes connotative. NLP technologies automate the identification of this specific information in texts, which can be a useful weapon [35].

The popularity of deep learning has facilitated designing a number of related models to handle the subtasks of NLP, such as NER. Google proposed BERT [36], which substantially overcomes the limitations of existing models. BERT is based on Open AI GPT and performs attention mechanism on its model [33], [37]. It can predict the correct textual ID according to its entire context without a single directional limitation. In actual cases, BERT distinctly outperforms existing models in various metrics. For reference of the readers, Table III compares the capacities of the most widely adopted NLP models.
TABLE III
NLP MODELS

| Model                | Level of long-distance semantic obtaining | Parallelizability Bidirectional context |
|----------------------|------------------------------------------|-----------------------------------------|
| Word2vec [30]        | 1                                        | ✓                                       |
| Unidirectional LSTM [31] | 2                         |                                         |
| ELMo [32]            | 2                                        |                                         |
| OpenAI QPT [33]      | 3                                        | ✓                                       |
| BERT                 | 3                                        | ✓ ✓ ✓                                   |

![Fig. 1. Overview of the entire text-mining process.](image)

III. PRELIMINARY

A. Story of the Three Kingdoms

Recently, the popular video game Total War: Three Kingdoms captured the attention of numerous fans, and the story of the Three Kingdoms has been explained in detail to the audience. The story of the Three Kingdoms depicts the splendid and complex plot across the three kingdoms that emerged from the remnants of the Han Dynasty in the 14th century. The two most famous books based on this story, Records of the Three Kingdoms and Romance of the Three Kingdoms, are chosen as the research objects. The former, written by Chen Shou (B.C. 233–297), who was an official and a historian, is a biographical, historical text that chronicles the events in the three kingdoms era by combining the respective histories of the three kingdoms. The latter is a couplet historical novel, written by the famous novelist Luo Guanzhong (B.C. 1320–1400). Its narrative is part historical, part legend, and part mythical, in which historical facts are combined with personal opinion and folklore.

Both books’ original versions are written in classical Chinese. Text mining may involve additional linguistic knowledge (e.g., syntactic rules of classical Chinese and the polysemy of entity vocabulary [38]). In comparison, text mining in English texts is simpler and in addition provides more straightforward intuition to non-Chinese audience. In this context, we choose a version of Romance by Brewitt-Taylor and Richard [39] and a version of Records by Idema et al. [40]. Although they are essentially similar to the original literature, differences, such as the number of characters and the framework of the story, indeed exist. For readers who intend to investigate the original literature, the results of this article are for their reference only.

B. SQuAD Corpus

To train deep learning-based NLP models in supervised or semisupervised manners, a text corpus is required as the training data set. In this work, we employ the Stanford Question Answering data set (SQuAD) as the text corpus. The design of SQuAD is inspired by answering questions from reading comprehension [41]. Unlike the previous data sets, the mechanism of SQuAD requires machines to select the answer from all possible candidates in the contexts rather than from a list of possible answers for each question. The answer is sometimes not a single word but a phrase, which makes the answer difficult to predict. Therefore, the robustness of models can be improved through such rigorous learning.
In this article, data from literary texts are limited. Therefore, we use a BERT + SQuAD method that can substantially address the problem because it can considerably improve prediction accuracy despite limited data [36]. Furthermore, some traditional methods are still adopted in such situations.

C. Text-Mining Algorithm

In this work, we propose a text-mining algorithm to extract the social networks in the narratives. We first preprocess the raw text to clean out the noise in the text and extract the accessible text from the narrative as the corpus. Meanwhile, we also achieve sentiment extraction. Finally, the extracted characters are utilized to construct the social network. A schematic of our text-mining algorithm is shown in Fig. 1.

1) Preprocessing: Raw text is required to be cleaned and further normalized to a specific format (i.e., corpus) for the processing of the algorithm. Preprocessing work is relatively simplified in this work since the adoption of the deep learning-based tool enables that the related feature of the extracting objective can be learned by the model automatically. It is not required to further formulate each item of the corpus into a more easily parsing form (see examples in [12] and [42]) but keep the original text.

a) Regular expression in data cleaning: Noisy contents are expected to be adjusted or eliminated because they are mixed with useful data, which may mislead results. The most typical noisy contents in the text of a book include tables of contents, titles, headers, and so on. Fortunately, most of these noises usually follow regular formats. For example, as a translation of historical records, the Records of the Three Kingdoms in Plain Language includes a multitude of notes (see Fig. 2), where they follow the same format that starts with a serial number that leads the content. A similar phenomenon is also observed in broken words, which are all split by a hyphen or space. Regular expressions can be used to effectively eliminate this type of noisy text by developing corresponding rules [43]. Specifically, we analyze the specific pattern of different noises and apply regular expressions search algorithm to match the contents matching these patterns. Finally, we can obtain clean text by eliminating these noises.

b) Corpus extraction: Independently building a character-oriented corpus instead of basing on the existing corpus is essential for the character extraction task in this work. We assume that in a narrative, characters usually perform in conversations; hence, their identification is focused on such conversations. Each conversation consists of several dialogs, each of which usually follows a specific double quotation mark format, that is, one paragraph starts with the double opening quote (“”) and ends with the double closing quote (””). Following this rule allows dialogs to be extracted from where conversations are located. The context is the description that author tells audience when, where, and how a conversation occurs. The characters are usually contained in the contexts of conversations. Since the context usually leads, intersperses, or follows behind the dialog, they can be identified easily. Finally, we can construct the corpus, each of which consists of two parts, “context” and “talk” (i.e., the dialog), which map to their corresponding content in the text (see Fig. 3).

2) Speakers Extraction:

a) Labeling the speakers: Conversations’ portrayal varies in the storytelling. Similarly, the location of the speaker in a dialogical context differs considerably, thereby making it difficult to identify in an automated way. Therefore, a manual labeling process is required to locate the speaker in each context accurately. Given that this process is time-consuming, a GUI-labeling tool based on Jupyter Notebook is developed,
and the visual operation substantially facilitates manual work (see Fig. 4). In this work, a total of 1702 items from Romance can be labeled within just 3 h.

b) Data augmentation: The size of data extracted from books is usually insufficient to reach a promising number of training samples, and it may result that the deep learning-based models cannot achieve a satisfactory prediction result [44]. In this work, the speaker corpus of Records collected only 1248 items, and a measly portion of 806 samples (64.5%) are labeled after transcribing the entire text. To address this issue, a data augmentation approach is introduced to generate a sufficient number of new annotated data.

How to generate new data and how much data should be generated are essential questions to answer. All speakers are assumed to be included in all the contexts. Supposing a total of $S$ labeled speakers and $M$ contexts, we can generate $D_A = S \times M$ new data samples. In this work, we use this data augmentation method and obtain over a million new data samples, as shown in Table IV.

c) Speakers identification: A BERT + SQuAD algorithm is used to build a speaker prediction model in this work. SQuAD provides a structure to answer the question (prediction) by comprehending the context. Referring to the structure of SQuAD, we structured a ternary data set (i.e., context, answer, and question), as shown in Fig. 5.

BERT provides a contextual prediction algorithm, and we use this model to predict the speakers from the text. Specifically, we employ Google’s BERT—Base—Multilingual—Cased model as the pretrained model, which incorporates 12-layer, 768-hidden, 12-heads, 110 million parameters; the pretrained model is then used to fine-tune our data set. Note that we omit the training procedure of BERT since it is not among the main focuses, interested readers can refer to our codes\(^1\). No related baseline evaluates the training effort since this study is one of the only existed projects relating to topic of the Three Kingdoms. The experiments are conducted with statistical significance (T-test, $\alpha = 5\%$). The predicted results after manual proofreading cover the vast majority of characters in the books (approximately 93% on Romance and 91% on Records). In this way, the appearing characters can be obtained from the prediction result.

d) Aliases association: More than a few characters in the two books possess one or multiple aliases. For example, “Xuande,” “Lord Liu,” and “The First Ruler” all refer to the character “Liu Bei.” To overcome this problem, an alias-matching mechanism is established to map aliases of the characters. Specifically, to guarantee a promising result, we manually find the aliases for corresponding characters. Then, a many-for-one mapping table is built to correlate these aliases to the character. Nonetheless, a flaw of this mechanism in practical use is that the shared family name or title may be mapped to multiple characters. For example, “Sima” can be mapped to “Sima Yi” and “Sima Zhongxiang.” We develop two solutions that can solve this problem. First, the aliases mapping is classified according to the chapters of the story. For instance, “Sima Zhongxiang” is a character who simply appears at the beginning of Records; hence, the mapping “Sima” to “Sima Zhongxiang” should solely be applied at the first few chapters. Second, the context is considered when mapping aliases. For example, when “Liu Bei” appears, the closest “Lord” should be “Lord Liu” (i.e., “Liu Bei”) with a high possibility. In addition, we notice that some uncommon (also known as rarely used) aliases are neglected when using this mechanism, which remains an interesting research question to be solved in the future.

3) Sentiment Extraction: While the extraction and analysis with respect to sentiment is not the main focus of this article, we still conduct related simple studies on some key characters to make the audience gain a deeper understanding of the story. Sentiments toward a character can be differently described. Other characters who comment about a certain character are a good entry to extract evaluations. Fig. 6 shows one of “Chen Gong”’s evaluations on “Cao Cao” in Romance.

Therefore, the extraction of such evaluative words is applied. First, all conversations involving a specific character are extracted and tokenized, and each token is tagged with the corresponding part of speech (i.e., POS tag). Subsequently, following the example shown in Fig. 6, words that possess an adjective POS (tagged with “JJ”) are collected since we consider them as “evaluative words” to characters, which can be utilized in sentiment analysis. Furthermore, to obtain more accurate semantic results, the evaluative words are further annotated.

\(^1\)Available at https://github.com/GreatWizard9519/Social-network-extraction-and-analysis-of-Three-kingdoms
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

Fig. 7. Network extracted from Romance (only show nodes whose degree is larger than 6).

processed by using fasttext\(^2\) that the semantic relatedness values of the evaluative words are computed. We give a threshold to only preserve the words with strong semantic relatedness to emotion and evaluation.

D. Network Building

1) Representations: Upon the collection of characters and the interaction that represents the nodes and edges, we can construct social networks. The essential representations for our extracted social networks are defined as follows.

1) Nodes: For each character coming on stage, a node is built. As aforementioned, all characters are from the identified speakers; hence, the social network merely describes the relationship between characters who have monologs or dialogs. It is worth noticing two phenomena when using this node representation. First, the number of nodes is less than the actual number of characters that appear in the books. Second, there appear some characters that are isolated without any interactions with other characters (i.e., nodes whose degree is 0) in our networks. To ensure the completeness of the social network, we manually append some of the missing characters and meanwhile include the isolated nodes when constructing the networks.

2) Edge: To correlating the nodes, namely, construct edges, we establish an assumption that the adjacent appearance of characters will serve as the basis for creating interactions. Such an assumption is seemingly a coarse-grained solution. However, the outcome will have a high degree to match the actual situation when the size of the involved data is large enough. Based on this assumption, an algorithm established that an interaction (edge) is built when two adjacent characters are detected in the same context. Furthermore, on the account that the representation of edge describes a reciprocal relationship, the network is thereby considered as a bidirectional graph, in which the values of in-degree and out-degree of every single node are equivalent.

2) Dynamic Network: Unlike others, the social network extract from narrative will grow as the story carries on. Investigation of network dynamics can help us gain a better insight into the story. To this end, the texts of the two books are chronologically split into five stages, and their corresponding networks are extracted through the same method introduced above. Some key events are set aside as separate markers to normalize the distribution of each stage due to the difference in the chapter settings of the two books, for instance, The Death of Dong Zhuo and The Death of Liu Bei. Moreover, these five stages represent the five most prominent periods in the story of the Three Kingdoms. Joining the five separate networks, a dynamic network with evolving growth across the five stages is obtained.

3) Network Visualization: In this work, we use Gephi \([45]\) to visualize the extracted social networks. To present a clear
Fig. 8. Network extracted from Records (only show nodes whose degree is larger than 6).

IV. RESULTS AND DISCUSSION

This study focuses on exploring the discrepancy or similarity of multiple dimensions between the two books of the Three Kingdoms by employing SNA and further gain an insight into the storytelling entailed in the two books. Our analysis incorporates two dimensions. First, a holistic analysis on the social networks extracted from the two books is introduced in which global properties are emphatically considered. Subsequently, the observation on some protagonists will be discussed. To present the research logic, in the following investigations, we will first raise some interesting questions and approach them with rational explanations from the analysis results.

A. Global Network Analysis and Comparison

1) History Versus Romance: Which Is Grander?: According to the ubiquitous cognitive, the framework of a great story is grand, which generally involves numerous characters and intricate relationships and thus entails a vast social network. In this work, we measure the “grandness” of the two social networks by using the three metrics as follows.

- $N$: The number of characters who appear in the story (i.e., number of nodes).
- $E$: The number of interactions that occur in the story (i.e., number of edges).
- $d$: The shortest distance between the two most distant nodes in the network (i.e., the diameter of the network).

The results of the comparison are shown in Table V, where the number of nodes of Romance is four times that of Records. In addition, the diameter of Romance is 9, while the one of Records is only 3. Consequently, there are more interactions (i.e., edges) in Romance. It implies that the social network of Romance is grander than that of Records.

2) Similar Casts?: Since the two books narrate the same story, we assume that the casts of them (appearing characters) are similar. According to the statistical results, we find that while the number of characters involved in the Romance is far

|   | $N$ | $E$ | $d$ |
|---|-----|-----|-----|
| Romance | 508 | 13348 | 9   |
| Records  | 124 | 8986 | 3   |
larger than that of *Records*, the former covers approximately 71.4% characters of the latter. It indicates that the similarity of casts between the two books is very high. In addition, we rank the top 50 most frequently appearing characters in the two books (see Fig. 9) and find a 50% coincidence referring to Fig. 10. The protagonists (i.e., the top 20 characters) are notably similar; the top three most frequently appearing characters in both books are Liu Bei, Cao Cao, and Zhuge Liang.

3) Complex Network Features of the Story: Previous studies indicate that novelistic literature usually involves a social network that is more complex, and thus, the literariness and the dramaticism can be greatly enriched [12], [46]. In this article, two main topological features of the complex networks are considered, and related investigations are conducted on the two extracted social networks.

a) Small-world: It is a complex network feature that describes a random network with a highly clustered structure. In a small-world network, most nodes are not neighbors of each other, yet the neighbors of some random nodes are probably going to be neighbors of one another, and most nodes can be reached from each other node by few jumps or steps. We can find out more homogeneity in the social structure when its social network possesses such a small-world feature. To measure the small-world feature in our extracted social networks, we introduce the two key metrics, namely, average clustering coefficient and average path length. Small-world networks are usually recognized as having large average path value length and low average clustering coefficient value. Moreover, an advanced metric, small-world index (SWI) [47], is introduced. SWI is capable of quantifying the small-world feature, which can provide a more straightforward recognition. The calculation of SWI is

\[
SWI = \frac{(L - L_t)(C - C_t)}{(L_r - L_t)(C_r - C_t)}
\]

where \(C\) and \(L\) are the clustering coefficient and average path length, respectively, which are derived from the observed network (note that we compute them by Gephi in this work); \(C_t\) and \(L_t\) refer to the clustering coefficient and mean path
length in a lattice reference network characterized by a high $C$ and $L$, respectively, and $C_r$ and $L_r$ refer to the clustering coefficient and mean path length in a random reference graph characterized by a low $C$ and $L$, respectively.

From the results shown in Table VI, we can observe that the Records has a significantly lower average path value and higher average clustering coefficient compared to those of Romance. Especially, the results of the calculated SWI indicate that the SWI of Records (1.5679) is higher than that of Romance (0.8713), thereby quantifiably confirming our assumption. Literature that focuses on a single character or a group of characters presents a higher SWI than those focused on a mass of characters. Romance involves plenty of protagonists to enrich its storytelling, features a much lower SWI than the Records, where the story follows only a few protagonists. It implies that Romance focuses more on storytelling by introducing a plethora of characters rather than the biographical narrative around several characters as presented by Records.

b) Scale-free: It describes a network whose degree distribution follows a power law. It reveals the Pareto principle that 20% of individuals commonly hold 80% of the total resources in a society, also known as, “the rich get richer” [48]. To investigate the scale-free feature of the two networks, we demonstrate the degree distribution of nodes in them, as shown in Fig. 11, where $x$ is the degree of a node and $y$ is the number of nodes that possess this degree.

\[
\phi(k) = \frac{2E_{>k}}{N_{>k}(N_{>k} - 1)}
\]  

where $N_{>k}$ is the number of nodes whose degree is not less than $k$, $E_{>k}$ is the actual number of edges among the nodes whose degree are not less than $k$, and $\phi(k)$ is the ratio between the number of edges that exist among the nodes that have a degree larger than $k$ and the total possible number among them. Considering the different sizes of the two networks, we compare the ratio of nodes that can form a fully connected network ($\phi(k) = 100\%$) deduced by the cutoff degree observed, which can be calculated by

\[
r_{fc} = \frac{k_{\phi(k) = 100\%}}{N}
\]  

where $k_{\phi(k) = 100\%}$ is the minimum $k$, which enables $\phi(k) = 100\%$, and $N$ is the number of nodes in the network.

The calculated Rich-club coefficients of the two networks are shown in Fig. 12. The calculated $r_{fc}$ are 5.01% (Romance)
and 20.30% (Records). It reveals that the top 5% rich nodes in Romance can approximately form a fully connected network, whereas the number has to be approximately the top 20% in Records. It can be concluded that both networks have a rich-club feature, which is more significant in Romance. These results reveal that despite more characters appearing in Romance than in Records, the story always revolves around a few protagonists in Romance.

4) History or Romance: Which Is More Dramatic?: Dramatic changes make stories splendid. The rise and fall of warlords constantly change the social structure of the story of the Three Kingdoms across all stages. To study the growth of the social structure, we investigate the social network according to the idea introduced in Section III-D2. As shown in Fig. 13, five metrics are adopted to observe the dynamic change of the networks.

Interesting phenomena are found in the results as follows. The average node growth rates in Romance and Records are 147% and 63%, respectively. This suggests that Romance has dramatic changes in terms of the number of characters, and the appearance of characters on each stage is overwhelming. The density comparison indicates that Romance has a larger network size through all the stages, yet its density is lower, where the gap in the last three stages is especially notable. The change of the average degree of two networks follows a similar pattern, demonstrating that they both increase at the beginning and then reach a plateau. Records has a considerably shorter average path length and higher average clustering coefficient in the majority of five stages except in the first two, which match its more significant performance in small-worldliness. Overall, we can observe that the growth of the social network in Romance is more rapid. Comparatively, Records has a tight and gradually clustered network.

B. Network Feature on Specific Characters

In this section, we assess the network feature on specific characters. While the story of the Three Kingdoms involves numerous forces, the main focus is the three force blocs, i.e., Wei, Shu, and Wu. Therefore, their respective sovereigns, namely, Cao Cao (Wei), Liu Bei (Shu), and Sun Quan (Wu), are chosen as the targets for our character-centric investigation.

1) Who Is the Most Influential?: In the story of the Three Kingdoms, the personal influence of each sovereign considerably represents the influence of the forces they possess. Given this kind of influence in a social network, the sovereigns’ interactions with other characters reflect their influence. Three related metrics are introduced to compare their influence.

1) Degree: Degree or degree centrality is a basic measure that counts the number of neighbors that a node character has. The weighted degree is additionally considered, which is calculated by considering the number of interactions that occur between two characters.

2) Closeness Centrality: Closeness centrality measures the extent of closeness of a node to a network. It is calculated as the reciprocal of the sum of the length of the shortest paths between the node and all other nodes in the graph. Its formula is expressed as

\[ C(i) = \frac{1}{\sum_j d(i, j)} \]  \hspace{1cm} (4)

where \( C(i) \) is the closeness centrality of node \( i \) and \( d(i, j) \) denotes the distance between nodes \( i \) and \( j \).

3) Betweenness Centrality: For each pair of nodes in a network, at least one shortest path exists between nodes, in which either the number of edges that the path passes through (for unweighted networks) or the sum of the weights of the edges (for weighted networks) is minimized. Betweenness centrality is a measure of the number of the shortest path that passes through a node. Denoted by \( g(v) \), the betweenness centrality of node \( v \) can be calculated by

\[ g(v) = \sum_{i \neq v \neq j} \frac{\sigma_{ij}(v)}{\sigma_{ij}} \]  \hspace{1cm} (5)

where \( \sigma_{ij} \) is the total number of shortest paths from node \( i \) to node \( j \) and \( \sigma_{ij}(v) \) is the number of those paths that pass through node \( v \). A character’s property of "bridge" can be measured by betweenness centrality.

Table VII shows the results of Romance and Table VIII shows the results of Records. In Romance, Cao Cao exhibits the highest measures of the four metrics, followed by Liu Bei, whereas Sun Quan has the lowest measures. In Records, Liu Bei leads the performance instead of Cao Cao, and Sun Quan is far behind them. This can support us to conclude that Cao Cao is the most influential of the three sovereigns in Romance, Liu Bei is the one in Records, and the influence of Sun Quan is lower than the other two lords in both books.

C. Sentiment Analysis on Characters

1) “Taste” of the Character Sentiment: We commence by collecting and ranking the evaluative words to Liu Bei and Cao Cao. Specifically, we present the results by adopting the word cloud, as shown in Fig. 14. As the word cloud shown in Fig. 14, a sketchy sentimental opinion on Cao Cao and Liu Bei can be obtained. In particular, we obtain the following subjective observations. In Romance, evaluative words, such as “great” and “able,” are mentioned for both two lords. However, in addition find words such as “crafty” and “evil” on Cao Cao and “humble” on Liu Bei, which reveals...
the difference. Moreover, more negative words are obviously found about Cao Cao in Romance than in Records. While this observation cannot bring us to the conclusion that the authors of the two books have an evident preference to a character, we can at least find that there exist differences regarding the depiction of the same character in the two books.

Generally, historical records tend to lean toward objectivity, whereas fictional novels contain subjective emotions. The creation of Romance began approximately toward the end of the Yuan Dynasty, which was a dark era for common people. The dissatisfaction with the ruling class can be reflected by the impressionable attitude of people to some forces (e.g., Shu) in the story of the Three Kingdoms. In this context, the author of Romance emotionally depicted a series of characters who are different in actual history. This phenomenon substantially occurs to Liu Bei and Cao Cao, which are lords of Shu.
and Wei, respectively. Our investigation focuses on these two characters from the point of their evaluating words.

2) Sentimental Quantification: For a better understanding of the evaluative words to, we conduct a quantitative comparison. In particular, we introduce a sentimental scoring metric, SentiWordNet [51]. SentiWordNet score can be calculated by subtracting both polarities (positive and negative) of each token and subsequently calculating them

\[
\text{score} = \frac{\sum_{i=1}^{n} (\text{posScore}_i - \text{negScore}_i)}{n}
\]  

where \(n\) denotes the number of involved evaluative words and \(\text{posScore}_i\) and \(\text{negScore}_i\) are the positive and negative scores of word \(i\) provided by SentiWordNet. The criterion of SentiWordNet gives Negative (i.e., \(-1\)), Neutral (i.e., \(0\)), and Positive (i.e., \(1\)) for users to classify the word.
higher in *Records*. This finding is consistent with the subjective perception obtained in Section IV-C1. In addition, the scores of the two characters are both higher in *Romance* than in *Records*. This possibly reveals the different sentimental tones of the authors’ wording in the narrative.

V. Conclusion

Surrounding on the story of the Three Kingdoms, this article revives the research on digital humanities, which seeks to digitize working procedures of sociologists and historians in the field of humanities by using state-of-the-art data science technologies.

An algorithm is developed to extract social networks of stories narrated in two books with respect to the Three Kingdoms. In particular, the advanced NLP model BERT is employed in our character identification work, and a satisfying outcome is obtained. Subsequently, we conduct a series of topological analyses to quantify and characterize the extracted social networks, where we additionally present a quantitative comparison between the two books. Specifically, network topological features, such as small-world, scale-free, and centrality of specific characters, are measured. The results reveal that the social network is more entangled in the narrative of the *Romance* than that of the *Records*, especially, more protagonist-oriented. Moreover, this provides a quantitative reference for the macro (e.g., structural features of a story) and micro levels (e.g., the influence or sentiment of a specific character), and the extent of the grandness vividness of a story can be expressed scientifically.

This work can help both researchers and nonexpert readers gain an insight into the story of the Three Kingdoms and the procedure of its digital analysis. Moreover, numerous involved subworks can be refined in the future. First, the definition of interactions between characters is coarse-grained. Second, a mere five-slice dynamic network is built in this project, and hopefully, a large-scale dynamic network, which can incorporate hundreds even thousands of slices, can be obtained if the story is subdivided in fine granularity, for instance, year-to-year or day-to-day. In addition, we would like to involve more social relationships (e.g., forces, military conflicts, and marriages) in our future exploration.
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