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Abstract

Machine learning models are prone to memorizing sensitive data, making them vulnerable to membership inference attacks in which an adversary aims to infer whether an input sample was used to train the model. Over the past few years, researchers have produced many membership inference attacks and defenses, making it an emerging and rapidly growing research topic. These attacks and defenses employ a variety of strategies and are conducted in different models and datasets. The lack of comprehensive benchmark, however, means we do not understand the strengths and weaknesses of existing attacks and defenses. This impedes new research in this area and makes it difficult for practitioners to select the right attack or defense.

We fill this gap by presenting a large-scale measurement of different membership inference attacks and defenses. We systematize membership inference through the study of nine attacks and six defenses, and couple them with the most comprehensive evaluation (thus far) using six benchmark datasets and four popular model architectures. We first measure the performance of different attacks and defenses in the holistic evaluation, and quantify the impact of the threat model on the results of these attacks. We find that some assumptions of the threat model, such as same-architecture and same-distribution between shadow and target models, are unnecessary. We are also the first to execute attacks on the real-world data collected from the Internet, instead of laboratory datasets. We further investigate what determines the performance of membership inference attacks and reveal that the commonly believed overfitting level is not sufficient for the success of the attacks. Instead, the Jensen-Shannon distance of entropy/cross-entropy between member and non-member samples correlates with attack performance much better. This gives us a new way to accurately predict membership inference risks without running the attack. Finally, we find that data augmentation degrades the performance of existing attacks to a larger extent, and we propose an adaptive attack using augmentation to train shadow and attack models that improve attack performance. Our analysis relies on a modular framework named MEMBERSHIP-DOCTOR, which integrates all existing attacks and defenses. We envision that MEMBERSHIP-DOCTOR will help researchers and practitioners pick the suitable attack or defense, and facilitate new research in the field.

1 Introduction

Machine Learning (ML), and in particular Deep Learning, has progressed tremendously over the last decade. Despite being popular, ML models are shown to be vulnerable to various privacy attacks [12, 14, 44, 48], represented by membership inference attacks [34, 35, 42, 44]. In particular, the goal of membership inference attacks is to determine whether a candidate data sample was used to train a certain ML model. This may raise privacy concerns as the membership can reveal sensitive information about people. For instance, identifying a person’s participation in a hospital’s health analytic training set reveals that this individual was once a patient in that hospital. Membership inference attacks and corresponding countermeasures have seen remarkable advancements in the past several years, awarding researchers and model owners with a variety of methods to assess the vulnerability of models to membership leakage.

However, existing membership inference attacks and corresponding defenses have been conducted in different models (mostly trained or fine-tuned by the authors themselves) and datasets. To gain a deeper insight on membership inference, a comprehensive benchmark is still missing. This gives rise to the need for a holistic understanding of the risks caused by these attacks, such as the best attack and defense in the same experimental setting, the necessity of the assumption on the adversary, the intrinsic factors that affect the attacks’ performance, and the attack effectiveness under ML models trained in practice, i.e., with data augmentations. For these reasons, we conduct a holistic privacy risk assessment of ML models through the lens of membership inference attacks. Note that in this paper, we focus on the images classification tasks which have been most widely used in previous works [17, 19, 26, 30, 35, 42, 50, 55].

1.1 Our Contributions

Attacks and Defenses. In this work, we systematize membership inference research through the study of different attacks and defenses. Concretely, regarding the attacks, we consider nine state-of-the-art attacks that leverage different information (prediction posteriors, predicted and ground
truth label, or both of them) and different attack methodologies (neural network-based, metric-based, and query-based attacks) as shown in Table 1. Regarding the defenses, we consider six different defense mechanisms, as shown in Table 2, namely training time defenses (label smoothing [51], AdvReg [34], MixupMMD [28], DP-SGD [4], and data augmentation [9, 57]) and inference time defenses (MemGuard [23]). Regarding the defense, we first evaluate them in the default setting, and then we further adjust the hyperparameters in those defenses to better study their privacy-utility trade-off (see also Figure 11).

**Threat Model Taxonomy.** We categorize the adversary’s background knowledge into two dimensions, including knowledge of the target model and an auxiliary dataset (called shadow dataset). Regarding the knowledge of the target model, we assume the adversary may or may not know its architecture/hyperparameters. Regarding the shadow dataset, we consider it may come from the same or different distributions of the target model’s training dataset. We also investigate the case whereby the adversary leverages a shadow dataset collected from the Internet to launch the attack, which makes the attacks more realistic.

**Evaluation.** We perform the most comprehensive measurement of membership inference (thus far), jointly over four model architectures (VGG11 [45], MobileNetV2 [43], ResNet18 [18], and ResNet34 [18]), six benchmark image datasets (CIFAR10 [1], CIFAR100 [1], Place20 [60], Place40 [60], Place60 [60] and Place80 [60]), nine state-of-the-art attacks, and six defenses, building a total of 1,296 attack scenarios. Besides, we also investigate the necessity of different assumptions in the threat model, the confounding factors that are related to the attack performance, and the effect of data augmentation on the attack performance.

To sum up, our measurement aims to answer four research questions:

**RQ1** What is the best attack and the best defense in a fixed scenario?

**RQ2** What are the implications of different assumptions in the threat model?

**RQ3** What determines the performance of membership inference attacks?

**RQ4** What is the effect of training machine learning models with data augmentations?

**Main Findings.** Our evaluation shows that more knowledge leads to stronger attacks in general. Specially, considering the attacks we show in Table 1, we show for the first time that the NN-normal+label attacks achieve the best attack performance and Metric-corr attacks perform the worst. The reason is that the former considers both posteriors and the ground truth label while the latter only considers prediction correctness. By jointly considering defense effectiveness and the utility of the target model, we also demonstrate for the first time that MixupMMD performs as the best defense since it reduces membership inference attack’s performance to a larger extent while preserving reasonable utility.

Our measurement about the impact of the threat model on the performance of membership inference attacks shows that some assumptions of the threat model, such as the shadow dataset/model having the same distribution/architecture as the target dataset/model, are unnecessary. Particularly, we perform this measurement on a real-world dataset collected from the Internet (called WildCIFAR100). We discover that an adversary can still launch effective attacks even with a shadow dataset collected from the Internet: against a ResNet18 trained on CIFAR100, the attack accuracy is similar regardless of whether one uses a shadow dataset of the same distribution (0.982 on CIFAR100) or one collected from the internet (0.983 on WildCIFAR100).

A more interesting observation is that although the overfitting level is positively correlated with the attack performance, we discover that the Jensen-Shannon distance (JS distance) of entropy/cross-entropy between members and non-members has a much higher correlation to the attack performance, and such correlation is model and dataset agnostic as shown in Figure 9a. This renders us a new way to accurately estimate membership inference risks even without running the attack. For instance, the estimated attack performance when the target model is VGG11 train for 100 epochs on CIFAR10 is 0.768, which is very close to the ground truth 0.760 with less than 1% bias.

Last but not the least, we find that compared to other defenses, data augmentation can be considered as a better defense as it not only mitigates existing MIAs to the largest extent but also significantly increases the target model’s utility. Moreover, data augmentation can be entangled with existing defenses to further reduce membership inference risks. We propose an augmented attack based on data augmentation and show this improves attack performance against models that employ data augmentation. However, even under the augmented attack, the membership privacy of models trained with data augmentation is still better preserved compared to...
those trained without data augmentation (see also Section 4.5 for more details).

Note that our preliminary goal is to establish a benchmark for membership inference, thus we perform similar experiments as previous works [24, 30, 42] (e.g., RQ2 and RQ4) to validate and confirm their results. In addition, we investigate membership leakages from various new angles, such as collecting a real-world dataset (from the Internet) as the shadow dataset to conduct membership inference, and first demonstrate that JS distance correlates with attack performance above the overfitting level, which can be used to directly estimate the membership risks. Also, we discover that data augmentations can serve as a more effective mechanism to improve the model’s utility while reducing membership leakage.

**MEMBERSHIP-DOCTOR.** We implement our code as a modular framework named **MEMBERSHIP-DOCTOR** to evaluate state-of-the-art membership inference attacks and defenses. **MEMBERSHIP-DOCTOR** (shown in Figure 1) can easily integrate additional attacks and defenses with new datasets and models by adding the functional code to the attack/defense module. Our code will be publicly available which will facilitate researchers to benchmark new attacks and defenses in the field of membership inferences.

## 2 Preliminary

### 2.1 Machine Learning

In this paper, we focus on training a classification ML model with supervised learning, as many previous works do [42, 44, 49]. We consider \( D \) as a set of data samples where each pair \( (x, y) \in D \) corresponds to a data sample \( x \) and its label \( y \). The goal of an ML classifier \( M \) is to map a data sample \( x \) to its label \( y \). The model \( M \)’s output, given a data sample \( x \), is denoted as \( P = M(x) \), which is a vector that indicates the probability of \( x \) belonging to a specific class. The sum of all values in \( P \) is 1 by definition. We refer \( P \) as posteriors in this paper.

Given a training dataset \( \mathcal{D}^{train} \) the parameters of model \( M \)’s are optimized by minimizing the loss function \( L(y, M(x)) \) over all training samples. Formally, we have:

\[
\min_{M} \frac{1}{|\mathcal{D}^{train}|} \sum_{(x, y) \in \mathcal{D}^{train}} L(y, M(x))
\]

In this paper, we leverage cross-entropy as the loss function as it is one of the most common loss functions used for classification tasks.

### 2.2 Membership Inference Attack

As one of the most popular privacy attacks against ML models, membership inference attacks have raised the attention of various researchers [30, 34, 35, 42, 44, 49]. The goal of membership inference attacks is to determine whether a specific sample is used to train the target model or not. More formally, given a data sample \( x \), a trained ML model \( M \), and external knowledge of an adversary, denoted by \( I \), a membership inference attack \( \mathcal{A} \) can be defined as the following function.

\[
\mathcal{A} : x, M, I \rightarrow \{0, 1\}.
\]

Here, 0 means the data sample \( x \) is not a member of \( M \)’s training dataset and 1 otherwise. The attack model \( \mathcal{A} \) is essentially a binary classifier.

**Threat Model.** Given a target model, we assume that the adversary only has black-box access to the target model, which means that the adversary can only query the target model with data samples and obtain the prediction posteriors. We also assume that the adversary has a shadow dataset to train the shadow model, where the shadow dataset comes from the same distribution as the training dataset (called target dataset) of the target model. The goal of the shadow model is to mimic the behavior of the target model to perform the attack. In addition, we assume the shadow model has the same architecture and hyperparameters as the target model following previous works [30, 44, 49]. We further show in Section 4.3 that the assumption about the same distribution shadow dataset and same architecture shadow model can be relaxed. Note that in this paper, we only focus on the image dataset, as some of our evaluated attacks [30] and defenses [9, 57] are mainly designed for the image data. We leave it as future work to investigate other types of datasets.

## 3 Attacks and Defenses

In this section, we first discuss nine representative membership inference attacks. Then, we summarize six defenses to mitigate membership inference attacks.

### 3.1 Existing Attacks

Membership inference attacks can be categorized into three types: neural network-based attacks [34, 42, 44], metric-based attacks [26, 44, 49, 50, 55], and query-based attacks [8, 30].

**Neural Network-based Attacks.** In neural network-based (NN-based) attacks [34, 42, 44], given the posteriors and/or their ground truth labels, the adversary’s goal is to train an attack model to distinguish the members and non-members. Concretely, the adversary first trains a shadow model to mimic the behavior of the target model using the shadow function.

### Table 1: Summary of membership inference attacks. For features, P denotes the use of posteriors and L denotes the use of label.

| Attacks                  | Features | Methodology  | Cost       |
|--------------------------|----------|--------------|------------|
| NN-top3 [42]             | P        | NN-based     | Medium     |
| NN-sorted [42]           | P        | NN-based     | Medium     |
| NN-normal [44]           | P        | NN-based     | Medium     |
| NN-normal+label [34]     | P, L     | NN-based     | Medium     |
| Metric-corr [26, 49]     | L        | Metric-based | Low        |
| Metric-conf [49, 50]     | P, L     | Metric-based | Low        |
| Metric-ent [44, 49]      | P, L     | Metric-based | Low        |
| Metric-ment [49]         | P, L     | Metric-based | Low        |
| Label-only [8, 30]       | L        | Query-based  | High       |
Metric-correction attacks [26, 49] define the prediction correctness (i.e., whether the sample is correctly classified or not) to predict membership status, which can be comparable to the NN-based attacks especially for the cases where the overfitting level, i.e., the difference between training and testing accuracy, is large. The Metric-corr attack is defined as follows:

\[ I_{corr}(M(x), y) = \mathbb{1}\{\arg\max_i M(x)_i = y\} \] (2)

Where \( \mathbb{1}(\cdot) \) is the indicator function.

Metric-entropy attacks \([44, 49]\) use the entropy of prediction posteriors as a metric to decide whether a sample is a member or not, under the assumption that member samples should have a lower entropy value since the target model ought to be more confident with member samples. Song and Mittal [49] further improve the performance by setting class-dependant threshold \( \tau_i \) for each target class. The Metric-ent attack is defined as follows:

\[ I_{ent}(M(x), y) = \mathbb{1}\{-\sum_i M(x)_i \log(M(x)_i) \leq \tau_y\} \] (4)

Metric-entropy attacks [49] use a modified entropy metric that takes advantage of both the information of prediction posteriors’ entropy and the ground truth label to predict membership status. The Metric-ent attack is defined as follows:

\[ MENT(M(x), y) = -(1 - M(x)_y) \log(M(x)_y) - \sum_{i \neq y} M(x)_i \log(M(x)_i) \] (5)

\[ I_{ment}(M(x), y) = \mathbb{1}\{MENT(M(x), y) \leq \tau_y\} \]

Where \( MENT \) denotes the modified entropy.

Metric-confidence attacks \([49, 50, 55]\) use the prediction confidence of the correct class under the assumption that the confidence should be high for the member samples as the target model is optimized with this objective. Song and Mittal [49] further improve the performance by setting class-dependant threshold \( \tau_i \) for each target class. The Metric-conf attack is defined as follows:

\[ I_{conf}(M(x), y) = \mathbb{1}\{M(x)_i \geq \tau_i\} \] (3)

Table 2: Summary of defense methods. Note that the Low/Medium/High denotes the magnitude of the effect.

| Method                    | Extra Training Steps | Extra Inference Steps | Extra Data | Defense Effectiveness | Utility        |
|---------------------------|----------------------|-----------------------|------------|-----------------------|----------------|
| Original                  | -                    | -                     | -          | -                     | -              |
| Label Smoothing [51]      | -                    | -                     | -          | Decrease (Low)        | Decrease (Low) |
| AdvReg [34]               | ✓                    | -                     | ✓          | Increase (Low)        | Same           |
| MemGuard [23]             | -                    | ✓                     | -          | Increase (Medium)     | Same           |
| MixupMMD [28]             | ✓                    | -                     | ✓          | Increase (High)       | Decrease (Medium) |
| DP-SGD [4]                | ✓                    | -                     | ✓          | Increase (High)       | Decrease (High) |
| Data Augmentation [9, 57]  | ✓                    | -                     | ✓          | Increase (High)       | Increase (High) |

Query-based Attacks. Rather than using posterior, query-based attacks restricted the attack to using only predicted labels from the target model. For example, Label-only attacks \([8, 30]\) determine membership status by sending multiple queries to the target model. Concretely, Label-only attacks add adversarial perturbations to the input sample until the predicted label has been changed. The attack measures the magnitude of the perturbation and considers the data sample as a member if its magnitude is larger than a predefined threshold, which can be derived by training a shadow model. For a given target model, the attack assumes the robustness to the adversarial perturbations is higher for a member sample as it is used to train the model.

Note that in this paper we do not consider white-box attacks \([35, 40]\) as white-box attacks require full access to the target model’s parameters, which is less realistic in the real-world scenario. Also, as pointed out by Nasr et al. [35] and Sablayroll et al. [40], white-box attacks provide only limited benefits compared to the black-box attacks.

3.2 Defense Taxonomy

We investigate six defense mechanisms: label smoothing [51], adversarial regularization (AdvReg) [34], MemGuard [23], MixupMMD [28], DP [4], and data augmentation [9, 57]. For defenses, we first keep the hyperparameters
to specific values as the default settings, and then we vary those hyperparameters to investigate the trade-off between privacy and utility (see Figure 11).

**Label Smoothing.** Label smoothing (LS) [51] is a form of regularization during training the target model. Instead of using the one-hot ground-truth label, where the probability is 1 for the true class, LS sets the probability of true class to \(1 - \varepsilon\) and the remaining classes to \(\varepsilon/(k-1)\) where \(k\) is the total number of classes. We consider LS [51] as a defense against membership inference attacks as it can reduce the overfitting by making the target model less confident on training samples. In our evaluation, we set \(\varepsilon = 0.8\) as the default setting and vary it to \((0.2, 0.4, 0.6, 0.8)\) later in the privacy-utility trade-off analysis.

**AdvReg.** AdvReg [34] uses adversarial training to reduce the efficacy of membership inference attacks. During the target model’s training, in addition to training the target model with the training dataset, the model owner also trains an adversarial classifier using the training dataset (serves as members) and a reference dataset (serves as non-members) that aims to successfully infer the membership status of the data using the posteriors generated from the target model. The target model is updated by minimizing the original classification loss with the training dataset and maximizing the adversarial classifier’s loss with both training and reference datasets. An parameter \(\lambda\) is used to control the importance of the two losses. We set \(\lambda = 1\) following Nasr et al. [34] as the default setting and vary it to \((1, 2, 5, 10, 20)\) later in the privacy-utility trade-off analysis.

**MemGuard.** Different from previous defenses, MemGuard [23] does not temper the target model’s training procedure. Instead, it crafts adversarial perturbation to the prediction posteriors returned by the target model. MemGuard is a two-phase defense. In the first phase, the defender generates a bounded noise vector for a given posterior without changing its prediction label. In the second phase, the defender adds the noise vector to a given posterior with a certain probability. Since MemGuard does not change the prediction label provided by the target model, it preserves the target model utility.

**MixupMMD.** MixupMMD [28] reduces the generalization gap (training accuracy minus testing accuracy) since this gap is believed to be related to the membership inference attack performance. In addition to the normal training procedure that optimizes the target model with the training dataset, MixupMMD matches the training and validation accuracy by regularizing the Maximum Mean Discrepancy of the posterior distributions between the training and reference datasets. We balance the two terms by setting the balance parameter \(\lambda = 3\) following Li et al. [28] as the default setting and vary it to \((1, 2, 5, 10, 20)\) later in the privacy-utility trade-off analysis.

**DP-SGD.** Differential Privacy (DP) [11, 29] is a general method to protect privacy by limiting the impact of data samples to the final output. During target model training, DP-SGD [4] adds Gaussian noise to the gradient. Regarding DP-SGD, we implement it with Opacus [2]. The noise scale is set to 0.001 and the max gradient norm is set to 1 as the default setting and we vary the noise scale to \((0.0001, 0.001, 0.01, 0.1, 1)\) later in the privacy-utility trade-off analysis.

**Data Augmentation.** Data augmentation (DA) is a widely applied method to generate extra training samples and improve the model’s utility [9, 25, 57, 58]. Data augmentation creates additional views of the original data samples during the target model training procedure, which may reduce the target model’s memorization of the original training samples. We show later in Section 4.5 that data augmentation is a better defense and can be entangled with other defenses to further decrease the performance of membership inference attacks.

### 3.3 Adaptive Attacks

To evaluate the defense, we consider an adaptive adversary [20, 23, 49]. More specifically, we assume that the adversary knows the training details of target models including defense mechanisms, model architectures, and hyperparameters. This means that the shadow model can be trained in the same way to better mimic the behavior of the target model.

### 4 Evaluation

#### 4.1 Experimental Settings

**Datasets.** We consider six benchmark image datasets of different complexity—CIFAR10 [1], CIFAR100 [1], Place20 [60], Place40 [60], Place60 [60], and Place80 [60]—to conduct our experiments. The CIFAR10 and CIFAR100 [1] datasets contain 60,000 images in 10 and 100 classes, respectively, with 6,000 training and 600 testing images per class. The Place20, Place40, Place60, and Place80 datasets were derived from the Places365 dataset [60], which originally contains more than 1.8 million images with 365 scene categories. We randomly selected 20, 40, 60, and 80 scene categories and 3,000, 1,500, 1,000, and 750 images of each category to form the Place20, Place40, Place60, and Place80 datasets (each dataset has 60,000 images). We also consider a more realistic scenario, as described in Section 4.3, where the adversary collects images from the Internet as the shadow dataset to train the shadow model. To do this, we created a WildCIFAR100 dataset (with the same classes as CIFAR100) by collecting images from the Internet.\(^1\) We reshape the image size to 32×32 for all datasets.

**Datasets Configuration.** For a given dataset, we randomly split it into six equal parts: \(D_{\text{train}}, D_{\text{reference}}, D_{\text{test}}, D_{\text{target}}, D_{\text{shadow}}\). We use the \(D_{\text{train}}\) target split to train the target model and treat it as the members of the target model. We treat the \(D_{\text{test}}\) target split as non-members of the target model. Some defense mechanisms (e.g., AdvReg and MixupMMD) use the \(D_{\text{reference}}\) split to mimic the behaviors of non-members. We use the \(D_{\text{train}}\) shadow split to train the shadow model and treat it as the members of the shadow model. We

\(^1\)We collected the images from https://www.naver.com. Each class has roughly 500 images.
treat the \( \mathcal{D}_{\text{test}} \) split as the non-members of the shadow model. We use both \( \mathcal{D}_{\text{train}} \) and \( \mathcal{D}_{\text{test}} \) to create an attack training dataset to train the attack models. Finally, adaptive attacks use the \( \mathcal{D}_{\text{train}} \) split to mimic the behaviors of the specific defense mechanism applied to the target model. Note that the target model’s performance is lower than the SOTA performance since we use fewer data in the training dataset. For instance, we only use 10,000 images from CIFAR10 as the training dataset while the original training dataset has 50,000 images. We also train our target model with full training dataset and the performance and the testing accuracy is close to the SOTA performance.

**Target Models.** We adopt four popular neural network architectures as our target model: VGG11 [45], MobileNetV2 [43], ResNet18 [18], and ResNet34 [18]. We trained these target models from scratch for 100 epochs with batches of 128 and use cross-entropy as the loss function. We used SGD with an initial learning rate of 0.1 and a cosine annealing learning rate schedule.

**Attack Models.** For NN-based attacks, the attack model is a 3-layer MLP with 64, 32, and 2 hidden neurons for each layer. We use the same hyperparameters setting as the target model but set the starting learning rate to 0.01. For metric-based attacks, we follow the implementation of Song and Mittal [49]. For Label-only attacks, we follow the implementation from ART [3].

**Metrics.** Following previous works [23, 30, 35, 42, 44, 49], we use accuracy (attack success rate) as the main evaluation metric for both original classification tasks and membership inference attacks.

### 4.2 Evaluate Membership Inference Attacks and Defenses

Following previous works [42, 44, 49], we first assume that the adversary has the same distribution shadow dataset as the target dataset and can train a shadow model which has the same architecture, hyperparameters, and defense mechanism as the target model. We later show, in Section 4.3, that these assumptions about the shadow dataset, shadow model’s architecture, and hyperparameters can be relaxed.

Note that here we only consider the target model trained without data augmentation and we further study the effect of data augmentation in Section 4.5. For completeness, we also evaluate the attack performance with different metrics including Precision, Recall, F1, and AUC (see Appendix A.2 for more details).

**Attack Performance.** To answer which attack performs the best, we consider the target model trained normally without any defense and evaluate the attack performance against them. Figure 2 shows the performance of different attacks on different datasets. Note that we averaged the attack performance of target models across different architectures (VGG11, MobileNetV2, ResNet18, and ResNet34) and report the mean and standard deviation values.

In general, we observe that NN-normal+label performs the best while Metric-corr performs the worst. For instance, on CIFAR10, the average attack accuracy is 0.825 for NN-normal+label, while only 0.653 for Metric-corr. This is expected as NN-normal+label considers both posteriors and predicted label’s correctness while Metric-corr only considers predicted label’s correctness. For NN-based attacks that only consider posteriors, we observe that the attack performance can be improved by sorting the posteriors first. For instance, on CIFAR100, the attack performance for NN-sorted, NN-top3, and NN-normal is 0.975, 0.974, and 0.953, respectively. This implies that the ranked posteriors ease the process of the attack model to differentiate members and non-members.

We also find that most metric-based attacks (except Metric-corr) can achieve comparable performance to the best attacks. For instance, on Place40, the attack performance of NN-normal+label is 0.968, while 0.965, 0.958, and 0.964 for Metric-conf, Metric-ent, and Metric-ment, respectively. Also, metric-based attacks have the lowest computation cost as they do not need to train the attack models. Therefore, if the adversary has limited computation resources, metric-based attacks may be a better choice than NN-based attacks.

When the adversary only has the predicted labels (instead of posteriors), we find that Label-only outperforms Metric-corr. For instance, on CIFAR100, the attack performance is 0.940 for Label-only while only 0.838 for Metric-corr. This is due to the fact that the predicted label’s correctness used by Metric-corr is relatively coarse as many non-members are misclassified as members if the predicted label is correct. Label-only provides a finer-grained metric, i.e., the magnitude of perturbation to change the predicted label, which helps to further distinguish members and non-members. However, Label-only requires larger query budgets and computation cost than other attacks as it needs to query the target model multiple times and craft the adversarial perturbation to change the predicted label.

**Defense Performance.** To evaluate the defense performance, we consider two dimensions: defense effectiveness and the utility of the target model. For defense effective-
ness, we consider a powerful adversary that can perform all attacks and select the best one. For utility, we consider the target model’s testing accuracy on the original classification task. We report the performance of best attacks under different defense mechanisms for each dataset as summarized in Figure 3.

Figure 3: The performance of the best membership inference attacks against the original models and models defended by different methods on 6 different datasets. The x-axis represents different datasets. The y-axis represents the membership inference attack’s accuracy. Note that we average the attack performance under different model architectures and show the standard deviations as well. The results for different model architectures are shown in Figure 14 (in Appendix).

Table 3: The performance for original models and models defended by different methods on the original classification tasks on all the 6 datasets. Both average values and standard deviations of training accuracy and testing accuracy (in parenthesis) for different model architectures are reported.

| Dataset | Original | LS | AdvReg | MemGuard | MixupMMD | DP-SGD |
|---------|----------|----|--------|----------|----------|--------|
| CIFAR10 | 1.000 ± 0.000 (0.693 ± 0.039) | 0.994 ± 0.026 (0.629 ± 0.016) | 0.991 ± 0.015 (0.638 ± 0.035) | 1.000 ± 0.000 (0.693 ± 0.039) | 0.802 ± 0.231 (0.508 ± 0.157) | 0.891 ± 0.174 (0.502 ± 0.114) |
| CIFAR100 | 1.000 ± 0.000 (0.325 ± 0.028) | 1.000 ± 0.000 (0.317 ± 0.059) | 1.000 ± 0.000 (0.320 ± 0.031) | 1.000 ± 0.000 (0.325 ± 0.026) | 0.911 ± 0.153 (0.306 ± 0.057) | 0.441 ± 0.353 (0.094 ± 0.080) |
| Place20 | 1.000 ± 0.000 (0.425 ± 0.018) | 1.000 ± 0.000 (0.400 ± 0.041) | 1.000 ± 0.000 (0.413 ± 0.039) | 1.000 ± 0.000 (0.425 ± 0.018) | 0.710 ± 0.220 (0.317 ± 0.061) | 0.781 ± 0.367 (0.216 ± 0.082) |
| Place40 | 1.000 ± 0.000 (0.346 ± 0.013) | 1.000 ± 0.000 (0.329 ± 0.036) | 1.000 ± 0.000 (0.332 ± 0.046) | 1.000 ± 0.000 (0.346 ± 0.013) | 0.626 ± 0.363 (0.276 ± 0.078) | 0.760 ± 0.488 (0.143 ± 0.067) |
| Place60 | 1.000 ± 0.000 (0.269 ± 0.018) | 1.000 ± 0.000 (0.256 ± 0.037) | 1.000 ± 0.000 (0.266 ± 0.021) | 1.000 ± 0.000 (0.269 ± 0.185) | 0.785 ± 0.359 (0.225 ± 0.055) | 0.588 ± 0.348 (0.084 ± 0.047) |
| Place80 | 1.000 ± 0.000 (0.205 ± 0.016) | 1.000 ± 0.000 (0.197 ± 0.043) | 1.000 ± 0.000 (0.202 ± 0.016) | 1.000 ± 0.000 (0.205 ± 0.016) | 0.981 ± 0.031 (0.188 ± 0.013) | 0.421 ± 0.357 (0.054 ± 0.032) |

We find that AdvReg is more effective on datasets with fewer classes (e.g., CIFAR10, Place20, and Place40) and less effective on other datasets with more classes. The best attacks drop the average accuracy by 0.057, 0.011, and 0.012 on CIFAR10, Place20, and Place40, respectively, while only -0.002, 0.001, and 0.002 on Place60, Place80, and CIFAR100, respectively. AdvReg optimizes the target model by using an adversarial classifier (that infers membership information using the posteriors) to minimize membership leakage from the posteriors by increasing the loss of the adversarial classifier. As the total number of simulated “non-members” (reference dataset) are fixed in our experiment, more classes mean each class has fewer “non-members”, thus making it more difficult for AdvReg to learn the posterior distribution of “non-members” and therefore hide the information of members through adversarial training.

MemGuard has better defense performance than AdvReg. On CIFAR100, the average accuracy drop for the best attacks is 0.037 for MemGuard while only 0.001 for AdvReg. MemGuard manually adds noises to the posteriors of members and non-members, which makes the attacks that contain the information of posteriors less effective. However, attacks that consider predicted labels still threaten membership privacy as MemGuard does not affect Metric-corr and Label-only attacks because it does not change the predicted label.

Regarding MixupMMD, it has better defense performance compared to AdvReg and MemGuard. For instance, on CIFAR10, the best attack performance is 0.771 and 0.786 for AdvReg and MemGuard, while only 0.722 for MixupMMD (see Figure 3). MixupMMD leverages mix-up [58] to train the target model which reduces the generalization gaps between training and testing sample. It also uses MMD regularization to reduce the gap of posteriors distribution for members (training dataset) and non-members (reference dataset), which makes it more difficult for the adversary to separate them.

Similar to MixupMMD, DP-SGD, can also defend against membership inference attacks to a larger extent than AdvReg and MemGuard. On CIFAR100, the best attack performance is 0.974 and 0.939 for AdvReg and MemGuard, while only 0.746 for DP-SGD. This implies that adding noise during the training process reduces the risk of membership inference attacks because it decreases the boundary between members and non-members. However, as pointed out by previous works [22, 28], it is hard to achieve a privacy guarantee while maintaining the utility when applying DP method to
train a large machine learning model (e.g., the privacy budget $\varepsilon = 4.34 \times 10^3$ for a ResNet18 trained on CIFAR10).

In addition to defense effectiveness against different attacks, another important factor to evaluate the defense is the utility (testing accuracy) on the original classification tasks. We report the training/testing accuracy on the original classification tasks for original models and models defended by different methods in Table 3.

We find that label smoothing preserves the utility in most cases, like on Place20 where the utility drop is only 0.025. We also observe that AdvReg can preserve the utility, where the utility drop on CIFAR10 is only 0.005. As pointed out by Nasr et al. [34], the adversarial training procedure also serves as a regularizer and makes the model generalize to unseen samples. As MemGuard does not temper the training process of the target model and preserve the predicted label while adding noise in the inference stage, the utility drop is 0. For MixupMMD, the utility drop is larger, but still reasonable especially for datasets with larger numbers of classes, e.g., 0.044, 0.017, and 0.017 on Place60, Place80, and CIFAR100, respectively. DP-SGD suffers the largest utility drop at 0.191 and 0.231 on CIFAR10 and CIFAR100, respectively. In general, we consider MixupMMD as the best defense as it reduces the attack performance to a large extent while preserving reasonable utility.

The above defenses are evaluated in their default setting, we further investigate whether those defenses can achieve better privacy-utility trade-off if we change its default hyper-parameters (see the first row of Figure 11). We find that in most of the cases, our assumption is still hold, i.e., DP-SGD (brown) and MixupMMD (purple) can reduce the membership leakage to the largest extent but MixupMMD can better preserve the target model’s utility.

**Takeaways.** Regarding the attacks, we observe that **NN-normal+label** performs best as it contains both posteriors and label information. Most metric-based attacks achieve comparable performance to the **NN-normal+label** attack yet have less computational cost. If the adversary only has access to predicted labels instead of the posteriors, the **Label-only** attacks provide better performance than **Metric-corr** attacks. **Label-only** attacks leverage the magnitude of perturbation to change the prediction label as a metric that is more fine-grained to tell the difference between members and non-members. For defenses, we observe that MixupMMD and DP-SGD provide the best defense effectiveness. However, MixupMMD preserves more of the target model’s utility.

**4.3 Implication of Different Threat Models**

Many previous works [30, 44, 49] focused on the setting where the adversary trains a shadow model (of the same architecture and hyperparameters as the target model) on a shadow dataset that comes from the same distribution as the target dataset. These works generate the target dataset and the "same distribution" shadow dataset by splitting a dataset into two parts. We relax this assumption by creating the shadow dataset that totally collected from the Internet. A successful attack in these cases means the threat of membership-inference attacks is largely underestimated.

To compare attack performance fairly, we focus on the **NN-top3** attack, which can handle the case where the target and shadow datasets come from different distributions and have different numbers of classes. We first investigate whether attackers can relax the assumption of a same-distribution shadow dataset and same-architecture/hyperparameters shadow model. To do this, we evaluate whether such an attack is still effective using a shadow dataset that is totally collected from the Internet.

**Different Distribution Shadow Dataset.** Figure 4 shows the attack performance when the shadow dataset distributed differently from the target dataset (see more results of other model architectures in Figure 21 in Appendix). We observe that the attack performance remains almost the same even if the shadow model is trained with different distribution shadow datasets for all model architectures. For instance, in Figure 4a where the target dataset is CIFAR100, the attack performance is 0.960 when the shadow dataset is also CIFAR100, and the attack is still effective (0.958) when the shadow dataset is Place80. Such observation indicates that we can relax the assumption of a same-distribution shadow dataset.

**Different Shadow Model’s Architecture.** Figure 5 shows that the attacks are still effective even when target and shadow models’ architectures are different (see more results of other datasets in Figure 22 in Appendix). For instance, on Place20 (Figure 5b), the attack performance is 0.954 when ResNet34 is the model architecture for both target and shadow models, and it is 0.947 when the shadow model’s ar-
architecture changes to ResNet18. Such observation hints that we can relax the assumption of a same-architecture shadow model.

**Different Hyperparameters.** We also investigate the cases when the shadow model has different hyperparameter settings compared to the target model. In this setting, we consider the shadow dataset comes from the same distribution as the target dataset and the shadow model has the same architecture but different hyperparameters compared to the target model. Due to the space limitation, we only show the results for the CIFAR10 dataset (shown in Table 4) and other datasets show similar trends. We find that the attacks are still effective even when the shadow model has a different learning rate, batch size, or training epoch compared to the target model.

**Shadow Dataset in The Wild.** So far, we consider the “same distribution” shadow dataset based on the images sampled from the same dataset following previous works [42, 44, 49]. However, in reality, to construct a shadow dataset, the adversary can also collect the dataset from the Internet as well. Taking CIFAR100 as a case study, to construct the shadow dataset, we first gather the 100 classes from CIFAR100 and collect images from the Internet. Concretely, for each class, we collect roughly 550 images from Naver.² We then conduct the center crop for each image and resize it to 32×32. We name this dataset WildCIFAR100 and randomly split it into six equal parts (same as other datasets). Then we follow the same way we used before to train the shadow models and attack models using the WildCIFAR100 dataset. Once the attack model is trained, we evaluate its performance on CIFAR10 as summarized in Figure 6. We observe that even if the shadow dataset is collected purely from the Internet, the attacks are still effective. For instance, all attacks reach over 0.950 accuracy when the target dataset is CIFAR100 and the shadow dataset is WildCIFAR100, even in the cases where shadow and target models have different model architectures. To the best of our knowledge, we are the first to quantify the effectiveness of membership inference attacks with a shadow dataset.

²https://www.naver.com/

**Takeaways.** We show that membership inference attacks can be effective even under relaxed assumptions on the shadow dataset and shadow model’s architecture/hyperparameters. By collecting images from the Internet with the same classes provided by the target model, our evaluation shows that attacks remain effective in this more realistic case, indicating that the threat of membership inference is underestimated.

**4.4 What Determines the Success of Membership Inference Attacks**

The above results demonstrate the effectiveness of membership inference attacks. Here, we delve more deeply into the reasons for the success of membership inference like which factors determine the vulnerability of the model to membership inference attacks. To do this, we focus on the correlations between several factors and attack performance. We investigate three distance measures: the overfitting level and the Jensen-Shannon distance of entropy or cross-entropy distribution. For attacks, we use the NN-sorted and NN-normal+label attacks, as the former performs the best with only posteriors information while the latter performs the best with both posteriors and ground truth label information.

**Overfitting.** We notice that the attack performance varies on different models and different datasets. Similar to previous works [20, 42, 44, 55], we also relate this to the different overfitting levels of ML models. The overfitting level of a given model is measured by calculating the difference between its training accuracy and testing accuracy, i.e., subtracting testing accuracy from training accuracy. In Figure 7, we can see that the overfitting level is indeed correlated with the attack performance: if a model is more overfit, it is more vulnerable to membership inference attacks. For example, in Figure 7a, the overfitting level ranges from 0 to 0.202 when the target model’s training epochs range from 0 to 20, and accordingly
the attack success rate of NN-normal+label attack ranges from 0.500 to 0.583. This observation was shown in previous works [20, 42, 44, 55] and claimed that the overfitting level was the main factor contributing to the vulnerability of a model to membership inference attacks.

We also observe that the attack performance may vary across different classes due to the different overfitting levels for each class. For instance, for VGG11 trained on CIFAR10 (Table 5 in Appendix), for class 3/8, the attack success rate is 0.845/0.734 with the overfitting level of 0.409/0.169. This indicates that the membership leakage also varies across different samples from the same dataset.

However, another more interesting finding that is contradictory to the previous conclusion is that the attack performance is still increasing when the overfitting level stabilizes. For instance, in Figure 7, when the overfitting level is around 0.3 (epochs range from 40 to 100), the attack performance still increases rapidly with increasing training epochs. Similar results are also observed on other datasets as shown in Appendix A.3 in Appendix. This observation inspires us to rethink the relationship between overfitting levels and attack performance. Here, different from previous works [20, 42, 55], we argue that the overfitting level is not strongly correlated with the vulnerability of the model to membership inference attacks.

Jensen-Shannon Distance of Entropy/Cross-Entropy. In addition, we investigate the correlation between the distance of entropy and cross-entropy distributions for members and non-members, and normalize them into probability distributions. Finally, we measure the JS distance of the normalized entropy/cross-entropy distributions between members and non-members.

Figure 7a shows the JS distance of entropy/cross-entropy distributions and the overfitting level under the target model trained with different epochs when the target model is MobileNetV2 trained on CIFAR10. We can see that the JS distance of entropy/cross-entropy is highly correlated with the attack performance. For example, in Figure 7a, the JS distance of entropy/cross-entropy of target model ranges from 0.02 to 0.44 when the epochs range from 0 to 60, and accordingly the attack success rate of NN-normal+label ranges from 0.5 to 0.783. More interestingly, from Figure 7a and Figure 7b, we can also see there is a clear turning point when the training epoch is 60, and after 60 epochs, both JS distance and attack performance become stable. These results convincingly demonstrate that, compared to the overfitting level, the JS distance of members’ and non-member’s entropy/cross-entropy has a higher correlation to the attack performance.

Comparison of Different Factors. To better quantify these factors, we calculated the Pearson correlation between the JS distance/overfitting level and NN-sorted's attack performance as shown in Figure 8a. JS distance of entropy has the highest correlation with attack performance, followed by the JS distance of cross-entropy, while the overfitting level has a lower correlation with attack performance. On CIFAR10, the average correlation is 0.991 for JS distance of entropy, 0.990 for JS distance of cross-entropy, and 0.756 for overfitting. Figure 8b shows the correlation between different factors with NN-normal+label's attack performance. JS distance of cross-entropy has a higher correlation with attack performance, while the JS distance of entropy and overfitting level has a relatively lower correlation with attack performance. On CIFAR10, the average correlation is 0.986 for JS distance of cross-entropy, 0.936 for JS distance of entropy, and 0.879 for overfitting. JS distance of cross-entropy has a higher correlation with the attack performance of NN-normal+label because both the attack and the cross-entropy jointly consider the label and the posteriors. In contrast, both the NN-sorted attack and entropy require only the posteriors, which can explain why the JS distance of entropy is more correlated with the NN-sorted's attack performance.

Membership Inference Risks Estimation. Given the fact that the correlation between JS distance of entropy/cross-entropy and attack performance is high for each dataset, we also investigated whether such result generalizes to different target models (with different architectures and training epochs) and different datasets. We visualized the relationship between different measures and attack performance calculated from target models with different architectures/training epochs on different datasets in Figure 9. For the NN-sorted attack in Figure 9a, there is a significant linear correlation be-
between JS distance of entropy and attack performance where the slope and intercept are 0.716 and 0.416 with a correlation coefficient of 0.996. We can see a similar result with the \texttt{NN-normal+label} attack in Figure 9b, where the slope and intercept are 0.731 and 0.415 with a correlation coefficient of 0.984. Thus, if defenders measure the JS distance of entropy or cross-entropy, they can leverage the slope and intercept to directly estimate the final attack performance of \texttt{NN-sorted} or \texttt{NN-normal+label}. For instance, on CIFAR10, when the target model is VGG11 trained for 100 epochs, the JS distance of entropy is 0.492, so we estimate the attack performance of \texttt{NN-sorted} to be 0.768, which is very close to ground truth 0.760 with less than 1\% difference. These results convincingly show that we can estimate the attack performance without conducting the attack.

Takeaways. We investigated what determines the performance of membership inference attacks and show that compared to the overfitting level, the JS distance of entropy/cross-entropy distributions between members and non-members are more correlated with the attack performance. This correlation is model and dataset agnostic and gives us a new way to accurately estimate membership inference risks even without running the attack.

4.5 Training Machine Learning Models in Practice

The previous evaluations were conducted using models trained without any data augmentation. However, data augmentation is a broadly applied method for generating extra training samples that improve the model’s performance [9, 25, 57, 58]. We investigated how data augmentation affects the performance of membership inference attacks and whether data augmentation can facilitate the target model performance on its original classification task.

When training the target models, we considered three cases:

- **No Augmentation (No)**: We directly fed the original training sample into the target model without any transformation.

- **Simple Augmentation (Simple)**: Following [25, 57], we applied random crop with padding of 4 and horizontal flips to the original training samples.

- **Random Augmentation (Randaug)**: Following Cubuk et al. [9], we applied random augmentation to the training samples, which consisted of a group of advanced augmentation operations. Concretely, we set $N = 2$ and $M = 10$ where $N$ denotes the number of transformations to a given sample and $M$ represents the magnitude of global distortion.

The defense effectiveness against the best attacks and the corresponding utility in the original classification task under different augmentations on CIFAR10 are summarized in Figure 10. The corresponding results for other datasets are summarized in Appendix A.4.

Compared to the models trained with no augmentation, models trained with augmentations better defend against membership inference attacks. Random augmentation, a more advanced augmentation method compared to simple augmentation, reduces the threat of membership inference attacks to a larger extent. On CIFAR10, the best average attack accuracy for the original model (trained with no augmentation) was 0.828 while only 0.669 and 0.599 with simple and random augmentations, respectively. The corresponding attack performance drop was 0.159 and 0.229 with simple and random augmentations, which are both larger than the drop for the best defense we investigated previously (Mixup-MMD, which had a 0.106 attack accuracy drop on CIFAR10 as shown in Figure 3). Existing defenses benefit from data augmentations and achieve better defense effectiveness. On CIFAR10, the best average attack performance under MixupMMD was 0.722 with no augmentation and decreased to 0.551 and 0.534 with simple and random augmentation.

In terms of target model utility, using data augmentation improves a target model’s generalization in all cases (i.e., for different datasets, model architectures, and defense mechanisms). For instance, on CIFAR10, the average testing accuracy for normal training was 0.693 with no augmentation, while it increased to 0.841 and 0.852 with simple and random augmentations. Data augmentation is an effective defense, and defenders can also easily use it with existing defenses to further reduce the threat of membership inference attacks. More so, it also increases the utility of target models which facilitate the original classification as well.

Figure 11 shows a more general privacy-utility trade-off for models train with different defense hyperparameters and under different data augmentations. We observe that com-
Figure 11: Defense effectiveness against the best attacks and utility in the original classification tasks. Note that for LS, AdvReg, MixupMMD, and DP-SGD, we vary the hyperparameters to see the privacy-utility trade-off. The first/second/third row of subfigures denotes the models trained with no/simple/random augmentation. Compared to models trained with no augmentation (the first row), models trained with simple and random augmentation (the second and third rows) can move the points toward the lower-right area, which means that they are less vulnerable to membership inference attacks and can achieve better utility.

Given the fact that data augmentations serve as a powerful defense, we examined whether an adversary can conduct more powerful attacks under data augmentation? With data augmentations, the target model observes augmented views (instead of the original training samples) during the training process, which, we hypothesize, causes the target model to "remember" those augmented views. Given this hypothesis, rather than feeding the original view to the target model, the adversary ought to be able to query the target model with multiple augmented views of it to increase attack effectiveness.

To conduct this augmented attack, an adversary would follow this procedure:

- The adversary first trains a shadow model with the same architecture and data augmentation as the target model using the same distribution shadow dataset.
- The adversary then queries the shadow model with $K$ different augmented views of the original sample using only simple augmentation and obtains $K$ posteriors. Then, the $K$ posteriors are sorted by their maximum value (confidence score) in a descending order, where the first (last) posteriors have the highest (lowest) confidence score given by the shadow model.
- After that, the adversary selects the $3$ largest values in descending order from each posteriors (NN-top3) and concatenates them together as a $3K$ dimensional input to train the attack model, which is an MLP.
- With the attack model, for each sample, the adversary follows the same procedure to generate the attack input by querying the target model and getting the membership prediction by querying the attack model with it.

We used the NN-top3 as the base attack since it performed almost the same as NN-sorted, which was the best attack with only posteriors information (see Section 4.2 for more details). We did not consider the attacks using label information since the label provides the same message regardless of whether we query the target model with the original sample or its augmented view. We set $K = 10$ and keep other settings the same as Section 4.1.

Figure 12 shows the performance of base and augmented attacks under simple and random augmentations. Compared to the base attack, the augmented attack has higher attack performance. On CIFAR10, the base attack’s performance under simple and random augmentations was 0.636 and 0.560, respectively, while increasing to 0.678 and 0.569 with the augmented attack. This augmented attack reduces the membership privacy of models trained with data augmentations. Yu et al. [56] made a similar observation using a set-based attack, e.g., on CIFAR10, their attack accuracy increased from 0.618 to 0.671 with the set-based attack.

Compared to attacks against target models trained with no augmentation, target models train with simple or random augmentations better preserve the membership privacy even under the augmented attacks. For instance, on CIFAR100, the NN-top3 attack achieved 0.975 accuracy (see Figure 2) when the target model was trained with no augmentation, while the attack accuracy was only 0.893 and 0.710 even under the augmented attacks with simple and random augmentations, respectively. Even though this augmented attack slightly improves attack performance, using data augmentation still preserves some membership privacy.

Takeaways. Compared to other defense mechanisms, data augmentation is a more effective defense as it not only reduces the performance of membership inference attacks but
also increases the utility of the target models. Moreover, defenders can use it with other defense mechanisms to further reduce the risk of membership inference. Although an augmented attack does improve the performance of membership inference attacks against models trained with data augmentations, the overall membership leakage under augmented attacks is lower than those target models trained without data augmentations.

5 Related Work

Membership Inference Attacks. In membership inference, the adversary’s goal is to infer whether a given data sample is used to train a target model. Currently, membership inference is one of the major methods to evaluate the privacy risks of machine learning models [17, 19, 26, 35, 42, 44, 50, 55]. Shokri et al. [44] propose the first membership inference attack against machine learning models. They train multiple attack models using a dataset constructed from multiple shadow models, where each attack model is for each class. These attack models take the posterior of the target sample as input and predict its membership status, i.e., member or non-member. Then Salem et al. [42] propose a model and data-independent membership inference attack by gradually relaxing the assumption made by Shokri et al. [44]. Later, Nasr et al. [35] focus on the privacy risk in centralized and federated learning scenarios, and conduct extensive experiments under both black-box and white-box settings. Song et al. [50] study the relationship between adversarial examples and the privacy risk caused by membership inference attacks and find that the latter increases when model builders take measures to defend against adversarial example attacks. Recently, researchers consider a more challenging and realistic scenario where the adversary can only receive the predicted labels. Li and Zhang [30] and Choquette-Choo et al. [8] propose the label-only membership inference attack by changing the predicted labels of the target model, then measuring the magnitude of the perturbation. If the magnitude of the perturbation is larger than a predefined threshold, the adversary considers the data sample as a member and vice versa.

In addition to the image classification models we concentrate on in this work, there are some other works demonstrating other types of ML models, e.g., language models [46,47], generative models [6,17], and graph-based models [19,36], are also vulnerable to membership inference attacks. In future work, we plan to extend our work to a broader range of ML application scenarios.

Defenses Against Membership Inference. Researchers have proposed to improve privacy against membership inference via different defense mechanisms. As there exists a gap between the training set and the testing set for membership inference to be successful, multiple approaches have been proposed to reduce such a gap and improve generalization. The standard and popular generalization enhancement techniques, such as label smoothing [51], MixupMMD [28] and data augmentation [9, 25, 57, 58] have been shown to shrink this gap effectively. Besides, privacy enhancement also has been applied to a wide range of applications. Many differential privacy-based defenses [5,10,21] involve clipping and adding noise to instance-level gradients and are designed to train a model to prevent it from memorizing training data or being susceptible to membership leakage. Shokri et al. [44] designed a differential privacy method for collaborative learning of DNNs. Nasr et al. [34] propose an adversarial training-based method to add noise to the output posteriors in the training phase, namely adversarial regularization. Jia et al. [23] introduce MemGuard that adds noise to the output posteriors in the inference phase, which is the first defense with formal utility-loss guarantees against membership inference.

Other Security and Privacy Attacks. In addition to membership inference attacks, there are many other types of attacks against ML models. In attribute inference attacks [14, 32, 48] the adversary’s goal is to infer a specific sensitive attribute of a data sample from its representation (generated by a target model). Model inversion attacks [12,13] aim to reveal the missing or hidden attributes of the training data. Adversarial examples [7, 27, 37–39, 52] are one of the most popular evasion attacks, where the adversary tries to mislead the target classifier by adding imperceptible noise to the data sample. Another line of work is the backdoor attack, which embeds a backdoor into the model so that the model performs normally on clean data, but acts maliciously on trigger data. [16,31,41,53,54,59].

6 Conclusion

In this paper, we perform the first holistic measurement of attacks and defenses in the membership inference domain against machine learning models trained on image datasets. We systematize membership inference through the study of nine attacks and six defenses, and couple them with the most comprehensive experimental evaluation (thus far) using six benchmark datasets and four popular model architectures. Regarding the attack, we find that NN-normal+label performs the best and most metric-based attacks can reach similar performance but with less computational cost. For the
defense, we observe that MixupMMD and DP-SGD have the best defense effectiveness and MixupMMD can preserve the target model’s utility better. We show that some assumptions in the threat model, namely that the shadow dataset/model must have the same distribution/architecture as the target dataset/model, are unnecessary. We also find that the adversary can launch more effective attacks even using a real-world dataset collected from the Internet. Interestingly, our evaluation shows that the Jensen-Shannon distance of entropy/cross-entropy between members and non-members has a much higher correlation to the attack performance than the overfitting level, and this correlation is model and dataset agnostic. This grants us a new way to accurately predict membership inference risks without even running the attacks. Lastly, we find that data augmentation—a common training technique that improves utility—is a good defense as it not only mitigates existing attacks to the largest extent but also significantly increases the target model’s utility. Data augmentation can be combined with existing defenses to further reduce membership inference risks. However, augmenting attacks to incorporate data augmentation improves attack performance against models that employ data augmentation.

Throughout the study, we derive a group of new findings that can amend and complement previous understandings of membership inference attacks and defenses and can also inspire future research in the field. We develop a modular framework MEMBERSHIP-DOCTOR that can be easily integrated with new attacks and defenses, as well as plugins for various datasets, models, etc. In this paper, we only focus on image classification models trained in supervised manners. We plan to integrate more ML paradigms such as contrastive learning and graph neural networks in the future. We envision that MEMBERSHIP-DOCTOR will serve as a benchmark tool to facilitate future research on membership inference attacks and defenses.
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A Appendix

A.1 Evaluate Membership Inference Attacks and Defenses with Different Model Architectures

The performance of different membership inference attacks on 6 different datasets when both target and shadow models are MobileNetV2, ResNet18, ResNet34, and VGG11 are shown in Figure 13a, Figure 13b, Figure 13c, and Figure 13d, respectively.

The performance of the best membership inference attacks against the original models and models defended by different methods on 6 different datasets when both target and shadow models are MobileNetV2, ResNet18, ResNet34, and VGG11 are shown in Figure 14a, Figure 14b, Figure 14c, and Figure 14d, respectively.

A.2 Evaluate Membership Inference Attacks and Defenses with Different Metrics

We summarize the attack and defense performance with different evaluation metrics in Figure 15 and Figure 16, respectively. Concretely, we evaluate the Precision, Recall, F1, and AUC.

A.3 Relationship between Distance and Attack Performance

The distance and attack performance against MobileNetV2 on Place60, Place80, and CIFAR100 are shown in Figure 17 and Figure 18, respectively.

A.4 Defense Effectiveness and Utility under Models Trained with Data Augmentation

The defense effectiveness against the best attacks and utility in the original classification tasks on Place20, Place40, Place60, Place80, and CIFAR100 are shown in Figure 20 and Figure 19, respectively.

Table 5: The class-wised overfitting level and the attack success rate of membership inference attack (NN-normal+label) when the target model is VGG11 trained on CIFAR10. Note that the table is sorted by the attack accuracy in descending order.

| Class Index | Overfitting Level | Attack Success Rate |
|-------------|-------------------|---------------------|
| 3           | 0.409             | 0.845               |
| 4           | 0.352             | 0.832               |
| 5           | 0.432             | 0.812               |
| 2           | 0.350             | 0.806               |
| 0           | 0.238             | 0.794               |
| 7           | 0.256             | 0.772               |
| 6           | 0.280             | 0.766               |
| 1           | 0.164             | 0.757               |
| 9           | 0.153             | 0.746               |
| 8           | 0.169             | 0.734               |
Figure 13: The performance of different membership inference attacks on 6 different datasets. The x-axis represents different datasets. The y-axis represents the membership inference attack’s accuracy.

Figure 14: The performance of the best membership inference attacks against the original models and models defended by different methods on 6 different datasets. The x-axis represents different datasets. The y-axis represents the membership inference attack’s accuracy.

Figure 15: The performance of different membership inference attacks on 6 different datasets. The x-axis represents different datasets. The y-axis represents the membership inference attack’s Precision, Recall, F1, and AUC, respectively. Note that we average the attack performance under different model architectures and show the standard deviations as well.

Figure 16: The performance of the best membership inference attacks against the original models and models defended by different methods on 6 different datasets. The x-axis represents different datasets. The y-axis represents the membership inference attack’s Precision, Recall, F1, and AUC, respectively. Note that we average the attack performance under different model architectures and show the standard deviations as well.
Figure 17: The distance and attack performance against MobileNetV2 on Place20, Place40, Place60, and Place80 under different numbers of epochs for model training. The first (second) row denotes the distance (attack performance).

Figure 18: The distance and attack performance against MobileNetV2 on CIFAR100 under different numbers of epochs for model training.

Figure 19: Defense effectiveness against the best attacks and utility in the original classification tasks on CIFAR100. Note that we average the performance for different model architectures and report the standard deviations as well.
Figure 20: Defense effectiveness against the best attacks and utility in the original classification tasks on Place20, Place40, Place60, and Place80. Note that we average the performance for different model architectures and report the standard deviations as well. The first (second) row denotes the defense effectiveness (utility).

Figure 21: The performance of membership inference attack (NN→top3) when the shadow dataset comes from different distributions of the target dataset.

Figure 22: The performance of membership inference attack (NN→top3) when the shadow model has different architecture compared to the target model.