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\textbf{ABSTRACT}

Graph convolutional neural network (GCN) has drawn increasing attention and attained good performance in various computer vision tasks, however, there lacks a clear interpretation of GCN’s inner mechanism. For standard convolutional neural networks (CNNs), class activation mapping (CAM) methods are commonly used to visualize the connection between CNN’s decision and image region by generating a heatmap. Nonetheless, such heatmap usually exhibits semantic-chaos when these CAMs are applied to GCN directly. In this paper, we proposed a novel visualization method particularly applicable to GCN, Vertex Semantic Class Activation Mapping (VS-CAM). VS-CAM includes two independent pipelines to produce a set of semantic-probe maps and a semantic-base map, respectively. Semantic-probe maps are used to detect the semantic information from semantic-base map to aggregate a semantic-aware heatmap. Qualitative results show that VS-CAM can obtain heatmaps where the highlighted regions match the objects much more precisely than CNN-based CAM. The quantitative evaluation further demonstrates the superiority of VS-CAM.

\section{1. Introduction}

Convolutional neural network (CNN) used to be the most powerful structure in various computer vision tasks, like image classification [14, 9], object detection [20, 36, 34], semantic segmentation [21, 13, 11], etc. Recently, numerous vision transformer (ViT) architectures based on self-attention are introduced and rapidly take dominance in vision tasks [3, 17, 2]. CNNs utilize sliding kernels over many grids of pixels in the Euclidean space, thus CNN retains two important inductive biases for images: locality and shift-invariance. The recent ViT models treat the image as a sequence of patches to establish long-range dependency between two patches but forsake locality and shift-invariance. However, the objects are usually not in a regular quadratic shape, thus the commonly-used grid or sequence structures in CNN and ViT are inflexible to process them.

Different from regular grid or sequence representation, Graph neural network (GNN) processes the image in a more flexible way [12]. An object can be deemed as a constitution of multiple components, e.g., a bird can be roughly divided into head, body, and wings. These parts are viewed as vertices in graph signal processing and edges are used to represent the connections among vertices. By aggregating and updating the information of a vertex with its neighboring vertices in the graph, GNN is able to strengthen the connections among vertices relevant to the object while suppressing those object-irrelevant. Furthermore, graph is a generalized data structure that grid and sequence can be viewed as a special case of graph [23, 24]. In computer vision, GNN is mainly applied in image classification, scene graph generation, and action recognition. T. Kipl et al. proposed an efficient variant of convolutional neural networks which operate directly on graph-structured data and outperforms related methods significantly in semi-supervised classification tasks [26]. Scene graph generation aims to parse the input image into a graph with the objects and their relation by combining the object detector and GCN [25]. By processing the naturally formed graph of linked human joints, GCN is utilized in human action recognition task [4, 33]. However, GCN can only process specific visual tasks with naturally constructed graphs. For general applications in computer vision, K. Han et al. recently proposed vision GNN (ViG) backbone that directly processes the image data [12]. ViG attains competitive performance in accuracy and computation cost compared with CNN and ViT in image classification and object detection tasks.

Despite the success of ViG in computer vision, there lacks enough interpretation of what ViG has learned inside to interpret what exactly ViG learned, especially for applications where interpretability is essential (e.g., medical diagnosis and autonomous driving) [7]. B. Zhou proposed class activation mapping (CAM) to utilize the activation maps from the last convolution layer to generate semantic-aware saliency heatmap to visualize CNN’s mechanism [32]. However, CAM suffers from a severe underestimation of object regions because the discriminative regions activated through the classification models are often much smaller than the objects’ actual extent. Worse still, the heatmap is almost semantic-chaos with ViG when CAM is used directly, as shown in Fig. 1.

In this paper, we propose a vertex-semantic class activation mapping (VS-CAM), making the first attempt for interpreting ViG’s inner mechanism. VS-CAM includes two independent pipelines: one generates a semantic-base map...
only by combining the gradient of classification score to the output of a layer in ViG; the other performs a set of semantic-probe maps only by features in a layer to detect the class-discriminative regions in the semantic-base map. Finally, the semantic-base map is coupled with each semantic-probe map to form the current element in VS-CAM heatmap.

The contributions of this paper are as follows:

- We propose the vertex-semantic class activation mapping (VS-CAM), as the first attempt for interpreting the mechanism of visual graph neural network in image classification tasks. VS-CAM requires no back-propagation where two pipelines are implemented independently by aggregating the gradient and measuring the similarity of vertices, respectively.
- VS-CAM outperforms other previous methods on a commonly-used image benchmark by fully exploiting both local-range features and long-range vertices dependencies in the visual graph neural network.

The rest of this paper is organized as follows. Section 2 introduces the basic knowledge of ViG and CAM. Section 3 describes how to generate saliency heatmaps by VS-CAM in detail. In Section 4, various experiments are implemented to demonstrate the validity of VS-CAM and further interpret ViG from several aspects. Section 5 concludes this paper.

2. Related Work

2.1. Vision Graph Neural Network

Vision graph neural network is comprised of three parts: stem, backbone, and classifier [12]. Stem includes three normal convolutional layers followed by nonlinear activation. Backbone is a stack of ViG blocks (i.e., the basic unit in ViG) as well as three normal convolutional layers for downsampling. The classifier is a multi-layer perceptron (MLP) which outputs the classification score of each class. Next, we will start from constructing the graph topology of an image to form a ViG block.

Graph Topology of Image

Graph signal processing views the input data as a set of vertices, \( V \), connected by the set of edges, \( E \), which is termed topology of a graph. In our analysis, an input image \( I \in \mathbb{R}^{M \times M \times D} \) of size \( M \times M \) pixels with \( D \) channels, is firstly divided uniformly into \( N \) patches, \( \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N \), whose size is \((M/\sqrt{N} \times M/\sqrt{N})\), as illustrated in Fig. 2 (left). All patches form a set of features, written in matrix form as

\[
\mathbf{X} = \{\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N\},
\]

with \( \mathbf{x}_i \in \mathbb{R}^{M/\sqrt{N} \times M/\sqrt{N} \times D} \). Note for a large input image, the patches can be down-sampled to save computation cost. When a large number of patches (a small size of each patch) is used, then a single pixel, which is obtained by averaging over all pixels within one patch, can be used. In this simplified case, the set of patches, \( \mathcal{X} \), consists of \( N \) vectors \( \mathbf{x}_i \), whose dimension is \( D \).

For graph-based analysis, the patches \( \mathbf{x}_i, i = 1, 2, \ldots, N \), are associated with vertices, labeled by \( \mathbf{v}_i, i = 1, 2, \ldots, N \), forming the set \( \mathcal{V} = \{\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_N\} \). The vertices should be connected in order to form the domain for data (i.e., patches in our case) processing. In classical data processing, we would connect the vertices according to their spatial order. In graph-based data processing, it is more common to connect the vertices taking into account the similarity of associated patches (data). Since the patches are small sub-images, we can use one of the numerous methods developed for measuring image similarity (for an overview see [23]). The simplest method is based on the Euclidean distance of the patches intensity defined by

\[
r_{ij} = \text{distance}(\mathbf{x}_i, \mathbf{x}_j) = ||\mathbf{x}_i - \mathbf{x}_j||_2, \tag{1}
\]

where \( j = 1, 2, \ldots, N, j \neq i \). In the simplified case, when each patch is one pixel, \( ||\cdot||_2 \) denotes the standard norm-two, while in the case when the patches are small images, this is the Frobenius norm form.

The distances \( r_{ij} \) are assigned to the edge weights. In order to reduce the number of edge weights and avoid graph over-connectivity, various mappings of the calculated distance or thresholds are used. Here we use a very simplified form where the edges for only \( K \) the strongest connected vertices are used in their normalized form. It means that the edge weights are assigned to the graph, \( G(\mathcal{V}, \mathcal{E}) \), as

\[
A(i, j) = \begin{cases} 
1, & \text{if } (\mathbf{v}_i, \mathbf{v}_j) \in \mathcal{E}, \\
0, & \text{elsewhere},
\end{cases} \tag{2}
\]

where the set \( \mathcal{E} \) of pairs of vertices \((\mathbf{v}_i, \mathbf{v}_j)\) that contains \( K \) pairs whose distance is minimum, that is

\[
\mathcal{E} = \{(\mathbf{v}_i, \mathbf{v}_j)\} \arg \min_{(\mathbf{v}_i, \mathbf{v}_j)} \text{distance}(\mathbf{x}_i, \mathbf{x}_j), \tag{3}
\]

\[
A(i, j) = \begin{cases} 
1, & \text{if } (\mathbf{v}_i, \mathbf{v}_j) \in \mathcal{E}, \\
0, & \text{elsewhere},
\end{cases}
\]
The output of a first-order system of a signal (one channel) is denoted by a vector on graph $G$. Now the graph matrix (with elements being either 1 or 0) is called adjacency matrix. The topology of the graph constructed in this image is divided into $Z$. Feng et al. showed that two vertices with different objects are connected.

Graph Convolution: The data is processed as a graph using its values at the considered vertex and its neighboring vertices. The data at a vertex $v_i$ is denoted by $x_i$. For each vertex, we consider $D$ channels, meaning that the input data at vertex $v_i$ and at channel $d$, $d = 1, 2, \ldots, D$, are denoted by $x_i(d)$. Data in one specific channel, over all vertices, can be denoted by a vector

$$x(d) = [x_1(d), x_2(d), \ldots, x_N(d)]^T.$$  

The output of a first-order system of a signal (one channel) on graph is

$$o(d) = w_0(d)x(d) + w_1(d)A x(d), \quad d = 1, 2, \ldots, D,$$  

where $w_0(d)$ and $w_1(d)$ are the system parameters. The output has two parts, one the signal itself, $x(d)$, and the other part, $A x(d)$, called aggregate of data within the established similar vertices,

$$y(d) = A x(d), \quad \text{for} \quad d = 1, 2, \ldots, D.$$  

When averaging is the aim, then the aggregated value should be divided by the number of non-zero values in one row of the matrix $A$. This is done by using the diagonal degree matrix $D$.

$$y(d) = D^{1/2}A D^{1/2}x(d), \quad \text{for} \quad d = 1, 2, \ldots, D.$$  

The aggregated data can again be reorganized for each vertex as

$$y_i = [y_i(1), y_i(2), \ldots, y_i(D)]^T, \quad \text{for} \quad n = 1, 2, \ldots, N.$$  

The signal and its aggregation can be arranged as

$$g_i = [x_i, y_i] \quad \text{for} \quad i = 1, 2, \ldots, N.$$  

The output of this graph convolution layer is then obtained by a linear combination of both, the signal and its aggregate. The averaging (mean aggregate) is just one possible form of combining the output from the graph CNN [26]. Other forms are, for example, a max-pooling aggregator [8, 18, 30] and attention aggregator [27]. Instead of the mean aggregate, we will use max-pooling of the feature difference aggregator [16], without learnable parameters, to emphasize the maximum difference in the data at the considered vertex and its neighboring vertices defined by the matrix $W$. This kind of aggregate is as

$$g_i = [x_i, \max_j(x_i - x_j)], \quad \text{for} \quad (v_i, v_j) \in K],$$  

where $i = 1, 2, \ldots, N$. Notice that in this kind of aggregation no learnable parameters are used. The original signal and aggregated signal should be combined in the graph convolution (updated), using learnable parameters in matrix $W$, as

$$h_i = g_i W.$$  

For a channel, the update is $W = [w(0), w(1)]^T$. If we use $D$ channels, then we have one $W$, meaning that the total number of parameters is $C$. The data at one vertex can be split over channels in several groups, $g_i = [g_i^1, g_i^2, \ldots, g_i^H]$, to add more flexibility in these learnable parameters,

$$h_i = [g_i^1 W_1, g_i^2 W_2, \ldots, g_i^H W_H].$$  

The above graph convolution processing can be denoted as

$$H = \text{GraphConv}(X)$$  

, including both aggregation and update operation, and $H = [h_1, h_2, \ldots, h_N]$.

**ViG Block**: To alleviate the over-smoothing phenomenon commonly appearing in previous GCNs, ViG introduces a module called Grapher including fully connected layers before and after the graph convolution to project the vertex features into the same domain and increase the feature diversity [12]. A common nonlinear activation function is inserted after graph convolution:

$$Y = \text{Grapher}(V) = \sigma(\text{GraphConv}(V W_{in})) W_{out}$$  

where $Y \in \mathbb{R}^{N \times D}$ is the output of Grapher module. To further encourage the feature transformation capacity and relieve the over-smoothing phenomenon, ViG utilizes a feed-forward network (FFN) on each vertex. The FFN module is a simple multi-layer perceptron with two fully-connected layers [12]:

$$Z = \text{FFN}(Y) = \sigma(Y W_j) W_z + Y.$$  

---
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where $\mathbf{Z} \in \mathbb{R}^{N \times D}$, $\mathbf{W}_1$ and $\mathbf{W}_2$ are the weights of fully-connected layers. A stack of Grapher modules and FFN modules constitute the ViG block which is the basic unit in ViG backbone [12].

Then the entire ViG architecture, $\mathbf{Z}$, can be formed by concatenating stem, backbone, and classifier. For classification task, the probability score of each class, $p(i) = \mathbf{Z}(i)$, for $i = 1, 2, \ldots, C$. The detailed parameters of ViG used in this paper can be found in the Section 4.

2.2. Class Activation Mapping

An important issue in interpreting CNN is to explain why classification CNN learned from the input data to make a correct prediction [35, 15]. To show what CNN looks for in the input image, numerous CAM methods are proposed to visualize CNN’s decision using feature maps in deep layers. B. Zhou et al. proposed the original CAM method which forms a saliency heatmap by linearly combining feature maps at the last layer [32]. The weight of each feature map is determined by the last layer’s fully-connected weights corresponding to an object class. In this case, CAM is only applicable to those CNNs with global-average pooling as the last layer. To avoid modifying CNN’s structure, Selvaraju et al. then proposed Grad-CAM to visualize an arbitrary CNN for classification by weighting the feature maps in l-th convolutional layer using gradients [22]. However, the highlighted regions generated by Grad-CAM are usually much smaller than the object. To provide a complete highlighted region, some modified CAMs are proposed, like Grad-CAM++ [1], Ablation CAM [19], Score CAM [28], Self-Matching CAM [6, 5], etc. In this work, we mainly focus on Grad-CAM for its generality and simplicity. The Grad-CAM heatmap, $M^c_{\text{grad}}$, is formulated as:

\[
M^c_{\text{grad}} = \sum_d \alpha^c_d \frac{\partial c}{\partial F_d(i,i)},
\]

where $\alpha^c_d = \sum_d \sum_i \frac{\partial p_c}{\partial F_d(i,i)}$, $p_c$ is the classification score of class for a given input image, the weight, $\alpha^c_d$, is the element-wise summation of the partial gradient of $p_c$ to the $d$-th feature map in $l$-th layer, $F_d$. Note that this Grad-CAM is effective in various CNN models, while the heatmap usually shows agnostic semantics when Grad-CAM is applied to ViG directly.

3. Methodology

To avoid semantic-chaos heatmaps by using common Grad-CAM to ViG in Fig. 1, we propose the VS-CAM method to generate saliency heatmaps upon the pre-trained ViG in Fig. 3. To fulfill semantic-aware region in heatmaps, we introduce a semantic-base map and a set of semantic-probe maps to detect hidden class-discriminative regions in semantic-base map. Each semantic-probe map is element-wise multiplied with the semantic-base map to obtain the value of the current element in the generated VS-CAM heatmap.

**Semantic-probe maps:** Suppose $\mathbf{F}^l \in \mathbb{R}^{W \times H \times D'}$, is the feature maps of the Grapher in the $l$-th block of ViG. Here we firstly introduce a set of the similarity matrices, $S_{w,b}$, formulated as follows:

\[
\begin{align*}
S_{1,1}(i,j) &= (\mathbf{F}^l(i,1), \mathbf{F}^l(i,j)) \\
S_{1,2}(i,j) &= (\mathbf{F}^l(i,2), \mathbf{F}^l(i,j)) \\
& \quad \ldots \\
S_{W',l}(i,j) &= (\mathbf{F}^l(W',1), \mathbf{F}^l(i,j)).
\end{align*}
\]

where $(a, b)$ denotes inner production operator of vector $a$ and $b$, $\mathbf{F}^l(i,j)$ is the $i$-th and $j$-th vector in length of $D$, $i = 1, 2, \ldots, W'$, and $j = 1, 2, \ldots, H'$. **Semantic-base maps:** Suppose $c$ is the ground truth label of a given image, we only preserve the prediction score in $c$-th element in $p$ while the rest elements are set to zero to obtain a $p_c \in \mathbb{R}^C$ as:

\[
p_c(i) = \begin{cases} 
p(i), & \text{if } i = c, \\
0, & \text{elsewhere}.
\end{cases}
\]

Here we only use $\frac{\partial p_c}{\partial \mathbf{F}^l}$, the gradient of $p_c$ with respect to $\mathbf{F}^l$, to form semantic-base maps, $Q^c$, as follows:

\[
\begin{align*}
Q^c &= \sum_d \alpha_d \frac{\partial p_c}{\partial \mathbf{F}^l_d}, & d &= 1, 2, \ldots, D, \\
\alpha_d &= \sum_l \sum_j \frac{\partial p_c}{\partial \mathbf{F}^l_j}, & i &= 1, 2, \ldots, W', & j &= 1, 2, \ldots, H'.
\end{align*}
\]

**VS-CAM:** VS-CAM, $M^c_{\text{vs}}$, is obtained by coupling semantic-base maps and semantic-probe maps as:

\[
M^c_{\text{vs}}(i,j) = \Gamma^{W \times H} (\sum_m \sum_n S_{i,j}(m,n) \odot Q^c),
\]

where $\odot$ denotes Hadamard product operator, $\Gamma^{W \times H}$ denotes resizing $\sum S_{i,j}(m,n) \odot Q^c$ to the shape of input image ($\mathbb{R}^{W \times H}$).

4. Experiments

4.1. Experimental Setup

**Dataset:** The ViG model is trained and validated on a commonly used benchmark, i.e., ILSVRC. In ILSVRC, there are around 1.2 million images 1000 categories for training, and 50 thousand images 1000 categories for validation. All the saliency heatmaps are generated from pre-trained CNN and ViG models with the above two datasets.

**Network Structure:** [12] built four versions of ViG architecture with different model sizes, i.e., ViG-Ti, S, M, and B. In this paper, we only focus on the smallest model, ViG-Ti,
Figure 3: VS-CAM framework, which consists of a ViG model, a branch of Semantic-base Map, a branch of Semantic-probe Maps, and a semantic probing operator.

Table 1
The architecture of ViG.

| Stage     | Output shape | Layer       |
|-----------|--------------|-------------|
| Stem      | $W/4 \times W/4$ | Conv2d×3   |
|           | $W/4 \times W/4$ | Block$(D=48)\times2$ |
|           | $W/8 \times W/8$ | Conv2d    |
|           | $W/8 \times W/8$ | Block$(D=96)\times2$ |
| Backbone  | $W/16 \times W/16$ | Conv2d     |
|           | $W/16 \times W/16$ | Block$(D=240)\times6$ |
|           | $W/32 \times W/32$ | Conv2d    |
|           | $W/32 \times W/32$ | Block$(D=384)\times2$ |
| Classifier| $1 \times 1$ | Pooling & MLP |

with 10.7M parameters. The detailed architecture of ViG-Ti is shown in Table 1. ViG-Ti can reach 78.5% classification accuracy while MobileNet-V3-large (7.5M parameters), ResNet-18 (12M parameters) [10, 9, 31] and PVT-Tiny (13.2M parameters) [29] only reach 74.0, 70.6% and 75.1%, respectively [12]. As a comparison, we adopt a light and good-performance CNN model, MobileNet-V3-large, in this paper. More details of MobileNet-V3-large can be found in [10].

4.2. Performance of Discriminative Localization

Fig. 1 has shown the comparison of saliency heatmaps generated by CAM with CNN, CAM with ViG, and VS-CAM. Obviously, the highlighted regions in VS-CAM heatmaps match the object more precisely than the others. We further provide more results of a broader range of ten categories of images (including food, animal, architecture, transportation, daily staff, etc.), as shown in Fig. 4. Obviously, VS-CAM can highlight the object-relevant regions more precisely than normal Grad-CAM with CNN and ViG.

4.3. Interpretation of ViG’s Decisions

To further understand how features are merged in graph topology before the classification layer, we adopt three measurements, intersection angle, projection, and inner product, to evaluate the similarity among vertices in the last block of ViG.

For two vertices, $v_1, v_2 \in \mathbb{R}^{1 \times D}$, the inner product is

$$
(v_1, v_2) = v_{11}v_{21} + v_{12}v_{22} + \cdots + v_{1D}v_{2D},
$$

the intersection angle, $\angle(v_1, v_2)$, is:

$$
\angle(v_1, v_2) = \frac{(v_1, v_2)}{|v_1||v_2|},
$$

the projection is:

$$
\text{projection}_{v_2}(v_1) = \frac{(v_1, v_2)}{|v_2|},
$$

where projection is not a commutative operation.

Fig. 5 shows the semantic-probe maps in the 12-th block of ViG, evaluated by Euclidean distance, intersection angle, projection, and inner product, respectively. Note there
are $7 \times 7$ vertices and each vertex has a similarity matrix in the shape of $7 \times 7$, thus 49 semantic-probe maps are in one subfigure and each semantic-probe map contains 49 elements in the first three columns in Fig. 5. The first column shows that the current vertex has a shorter distance than those of similar nature. The second column only uses the cosine of intersection angle, so the similarity is maximal when the vertex itself is compared. Intersection angle does not consider any intensity information of two vertices, thus the highlighted regions always appear around the current vertex itself in each sub-figure no matter whether it is object-relevant or not. The third column further preserves the energy of the current vector, thus the pixels relevant to the object are strongly highlighted. It is because projection only retains the intensity of the current vertex itself, so the connections among object-irrelevant vertices are dramatically suppressed in comparison to object-relevant vertices. The fourth column uses the complete inner product and only the pixels mostly relevant to the object are highlighted. Intuitively, the highlighted region in the whole plane looks like the shape of the object roughly. Furthermore, it can be observed two interesting phenomena in Fig. 5: (1) the highlighted semantic-probe map constitutes the basic profile of the object, demonstrating the object-relevant vertices are much stronger than other object-irrelevant vertices; (2) the highlighted elements in these semantic-probe maps in (1) also constitutes the object shape, indicating that an object-relevant vertex almost only connects to other object-relevant vertices rather than object-irrelevant vertices. These results illustrate that ViG can extract precise and abundant class-discriminative features and merge them into deep layers. It is the reason why semantic-probe maps work effectively to detect semantics.

4.4. Topology of Vertices in ViG

To fully understand the mechanism of ViG, we also visualize the semantic-probe maps corresponding to all vertices in different blocks in Fig. 6. Two center vertices, $v_1$ and $v_2$ ($v_1$ is an object-relevant vertex and $v_2$ is an object-irrelevant vertex), are visualized as drawing all the vertices will be messy, especially in shallow blocks. Not the output shape of 12-th block is much smaller than the input shape, thus $v_1$ and $v_2$ are mapped to a scaled square in the input image ($v_1$ and $v_2$ are marked with red and green in Fig. 6 (fourth column), respectively). It is clearly observed that $v_1$ almost only connects to other object-relevant vertices while $v_2$ attempts to avoid such connections. Furthermore, in shallow blocks, some object-irrelevant vertices close to the object are still weakly connected to $v_1$ (especially the Tench with a complex background in the second row in Fig. 6), while it can not be observed in deep blocks. It demonstrates that ViG tends to connect vertices based on low-level and
local features, such as color and texture in shallow blocks, especially the input image with a complex background, like Fig. 6 (the first row). In contrast, almost only those features are more semantic and category-discriminative are fused in deep blocks.

4.5. Ablation Study

In this section, we study how some factors affect VS-CAM, like the selection of similarity measurement (intersection angle, projection, inner product) and the number of semantic-probe maps.

Effect of Similarity Measurement

We study how different similarity measurements affect the heatmaps of VS-CAM as discussed in Sec. 3. Here we present the heatmaps by using intersection angle, projection, and inner product in Fig. 7, respectively. The results show that intersection angle and projection may cause odd and intricate highlighted regions as well as some semantic reversal for some objects. It demonstrates that introducing the intensity of both vertices is necessary for similarity measurement and it is the reason why the inner product is chosen in VS-CAM.

Number of Semantic-probe Maps

In previous experiments, all the semantic-probe maps are used, however, it is probable that we can avoid some unimportant maps to be more efficient. Thus we only select the first several maximal semantic-probe maps to see the change of heatmaps, as shown in Fig. 8. We can see that VS-CAM performs well when the number of semantic-probe maps is over 14, while it does not work well with a small number of semantic-probe maps.

4.6. Quantitative Analysis

To further analyze the interpreting performance of VS-CAM quantitatively, we utilize two commonly-used evaluation metrics, i.e., confidence drop and confidence increase [1]. First of all, we need to consider what kind of heatmap can be deemed to provide a good interpretation of the neural network. A natural and intuitive idea is to measure how much the confidence of the correct class will drop when the original image is partly occluded according to the heatmaps. Specifically, for each image, a corresponding explanation map \( L_c \) is generated by element-wise multiplication of the
heatmaps and the current image as:

$$\mathbf{L}_c = \mathbf{M}_c \odot \mathbf{I}.$$  \hspace{1cm} (25)

In Fig. 9, we select two images to exhibit their explanation maps (Grad-CAM with ViG will not be discussed here due to semantic-chaos). Then we can define two evaluation metrics.

Confidence drop: This metric compares the average drop of the model’s confidence for a particular class in an image after occlusion as:

$$\text{confidence}_\text{drop} = \frac{3(\mathbf{I}) - 3(\mathbf{L}_c)}{3(\mathbf{I})},$$  \hspace{1cm} (26)

For instance, suppose that the model predicts an object “Tench” in an image $\mathbf{I}$ with confidence 0.8. When shown the explanation map, $\mathbf{L}_c$, of this image, the model’s confidence in the class “Tench” falls to 0.2. Then the confidence drop would be 75%. It means that only a small part of the object is in
Table 2
Evaluation Metrics.

| Method   | Confidence drop ↓ | Increase number ↑ |
|----------|-------------------|-------------------|
| Grad-CAM | 24.49             | 13.97             |
| VS-CAM   | 9.01              | 33.05             |

Table 2 shows the two evaluation metrics of the entire validation set in ILSVRC dataset (↓ means lower value is better and ↑ means higher value is better). These results clearly indicate a superior performance of the proposed VS-CAM to Grad-CAM. Furthermore, we present the curves of two metrics in the entire validation set and the histograms of each class in Fig. 10. The curves show that VS-CAM always outperforms the Grad-CAM in both evaluation metrics. The histogram of confidence drop shows that most classes of images occluded by VS-CAM obtain lower confidence drop than Grad-CAM. The histogram of increase number shows that the prediction score of many classes is improved after occluded by VS-CAM while a much fewer happened when Grad-CAM is adopted. Above metrics values are computed in Pytorch 1.8.0+cudnn11.1, NVIDIA RTX-3070.

5. Conclusion

In this paper, we present a novel visualization method termed VS-CAM for graph neural network, inspired by the connections among vertices in graph topology. VS-CAM is the first attempt to interpret graph neural convolutional network in image classification tasks. VS-CAM shows that the vertices manage to build connections to their homogeneity and avoid connecting to irrelevant vertices. This phenomenon is more significant in the deep layer than shallow layers (i.e., the deep layers of GCN aggregate more senior semantic features). Experimental results demonstrate the validity and superiority of VS-CAM to other comparative CAM methods.

Data Availability Statements

ILSVRC dataset can be downloaded from http://image-net.org/ and ViG model can be downloaded from ViG.
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