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Abstract—Over-the-air computation (AirComp) has emerged as a new analog power-domain non-orthogonal multiple access (NOMA) technique for low-latency model/gradient-updates aggregation in federated edge learning (FEEL). By integrating communication and computation into a joint design, AirComp can significantly enhance the communication efficiency, but at the cost of aggregation errors caused by channel fading and noise. This paper studies a particular type of FEEL with federated averaging (FedAvg) and AirComp-based model-update aggregation, namely over-the-air FedAvg (Air-FedAvg). We investigate the transmission power control to combat against the AirComp aggregation errors for enhancing the training accuracy and accelerating the training speed of Air-FedAvg. Towards this end, we first analyze the convergence behavior (in terms of the optimality gap) of Air-FedAvg with aggregation errors at different outer iterations. Then, to enhance the training accuracy, we minimize the optimality gap by jointly optimizing the transmission power control at edge devices and the denoising factors at edge server, subject to a series of power constraints at individual edge devices. Furthermore, to accelerate the training speed, we also minimize the training latency of Air-FedAvg with a given targeted optimality gap, in which learning hyper-parameters including the numbers of outer iterations and local training epochs are jointly optimized with the power control. Finally, numerical results show that the proposed transmission power control policy achieves significantly faster convergence for Air-FedAvg, as compared with benchmark policies with fixed power transmission or per-iteration mean squared error (MSE) minimization. It is also shown that the Air-FedAvg achieves an order-of-magnitude shorter training latency than the conventional FedAvg with digital orthogonal multiple access (OMA-FedAvg).
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I. INTRODUCTION

With the advancements in artificial intelligence (AI) and Internet of Things (IoT), cellular networks are experiencing a paradigm shift from connected everything in 5G to connected intelligence in beyond 5G (B5G) or 6G [1]. Recent trend has also witnessed the spreading of AI algorithms from the centralized cloud to the distributed network edge [2, 3], in order to efficiently utilize the distributed big data generated by the ever-increasing edge devices (such as sensors, IoT devices, and smartphones). Among various edge (distributed) machine learning approaches [4], federated edge learning (FEEL) is particularly appealing due to its privacy preserving feature, and thus has been envisioned as one of the candidate 6G techniques to enable abundant applications such as autonomous driving [5], intelligent health [6], and industrial IoT [7].

In particular, FEEL corresponds to implementing distributed stochastic gradient descent (SGD) over wireless networks, which allows distributed edge devices to collaboratively train a shared AI model by using their local data without compromising the privacy [8, 9]. The training process is to find optimized AI-model parameters by minimizing a properly designed loss function in an iterative manner. To be specific, at each outer iteration or communication round, the edge server first broadcasts the global AI-model parameters to edge devices, such that they can synchronize their local models; next, the edge devices update their respective local models or gradients by using their own local data, and then upload the updated local models/gradients back to the edge server, which aggregates them to update the global model. Note that due to the high dimensionality of each model/gradient update (usually comprising millions to billions of parameters), the frequent communication (for model/gradient uploading) and computation (for aggregation) from the edge devices to the edge server become the performance bottleneck for FEEL, especially when the number of edge devices sharing the same wireless medium becomes large. Therefore, to relieve such a bottleneck, it is important to design new multiple access communication techniques to facilitate the model uploading and aggregation from a large number of edge devices.

Conventionally, orthogonal multiple access (OMA) (e.g., time division multiple access (TDMA) and orthogonal frequency-division multiple access (OFDMA)) and power-domain non-orthogonal multiple access (NOMA) [10–12] have been implemented in FEEL as separated model uploading (communication) and aggregation (computation) approaches, in which the edge server first decodes each device’s messages individually, and then aggregates them in a separate step [13–16]. However, due to the separated communication and computation as well as individual message transmission and decoding, these conventional multiple access schemes may lead to significant transmission delays, thus limiting the training efficiency of FEEL. To overcome this issue, over-the-air computation (AirComp) [17–20] has emerged as a new analog NOMA technique. In contrast to the existing digital NOMA schemes that aim to decode multiple users’ individual messages by mitigating the harmful inter-user interference via successive interference cancellation (SIC) [10–12], the
analog NOMA or AirComp aims to compute functions based on multiple users’ individual data, in which the inter-user interference is harnessed as a beneficial factor for computation. Due to the benefit introduced by the communication-computation integration, AirComp has found successful applications in FEEL to motivate the so-called over-the-air FEEL (Air-FEEL), in which multiple edge devices are allowed to transmit their local model/gradient updates concurrently, such that the edge server can exploit the AirComp for “one-shot” aggregation. As compared to conventional FEEL with digital OMA or NOMA, the Air-FEEL is expected to significantly reduce the communication and computation latencies for model uploading and aggregation, thus enhancing the training efficiency.

In general, the Air-FEEL can be classified into two categories [21], namely over-the-air federated stochastic gradient descent (Air-FedSGD) and over-the-air federated averaging (Air-FedAvg), which feature gradient and model aggregations at each outer iteration, respectively. In the literature, several prior works [22]–[30] investigated the Air-FedSGD from different perspectives. For instance, the authors in [22], [23] used a source-coding algorithm to compress the gradient updates by exploiting their sparsity. [24] proposed a digital Air-FedSGD solution to make Air-FedSGD compatible with the modern digital modulation. By extending the work in [24], [25] studied a design with one-bit quantization and modulation at the edge devices and majority-vote based decoding at the edge server. Furthermore, the authors in [26], [27] proposed to optimize the hyper-parameters (such as learning rates) for accelerating the training process, while the authors in [28]–[30] investigated the transmission power control policies to reduce the computation distortion over wireless transmission. Despite the research progress, however, the Air-FedSGD may lead to heavy communication costs, as frequent gradient aggregations are needed after every single local gradient update or local training epoch.

As an alternative approach, Air-FedAvg with model aggregations can run multiple local training epochs before each global model aggregation, but requires much less frequent model aggregation, thus leading to lower communication costs than the Air-FedSGD counterpart. This has triggered an increasing number of researchers to study Air-FedAvg under different system setups [31]–[36]. For instance, the authors in [31] considered a broadband Air-FedAvg system, for which a set of interesting communication-learning tradeoffs was derived to guide the device scheduling. Subsequently, the joint design of device scheduling and channel-inversion based power scaling was investigated in [32] and a channel state information (CSI) based device selection scheme was proposed in [33] to achieve reliable model aggregation. Then, by considering multi-antenna Air-FedAvg systems, a joint device scheduling and receive beamforming design was studied in [34], and a unit-modulus analog receive beamforming design was proposed in [35]. Despite the progress made in prior work, however, how to analytically characterize the effect of the AirComp induced model aggregation errors on the learning performance of Air-FedAvg, and how to quantify the practical performance gain of Air-FedAvg over conventional OMA-FedAvg are still open problems that have not been well understood. This thus motivates the current work in this paper.

This paper studies an Air-FedAvg system, which consists of multiple edge devices and one edge server. By considering smooth learning models satisfying the Polyak-Łojasiewicz inequality, a learning performance metric, namely the optimality gap, is derived to link the convergence performance with the AirComp aggregation errors over outer iterations. Based on the analytical results, we propose an optimized power control policy for directly minimizing the optimality gap. Moreover, we further compare training latency between the Air-FedAvg and the conventional OMA-FedAvg to quantify the performance gain achieved by AirComp in FEEL. The main contributions are elaborated as follows.

- **Convergence analysis for Air-FedAvg**: First, we analyze the optimality gap of the loss function over different outer iterations, to capture the impact of aggregation errors (i.e., the bias and mean squared error (MSE) of the model aggregation) on the convergence performance of the Air-FedAvg algorithm. It is revealed that within finite number of outer iterations, the aggregation errors at later iterations contribute more (with higher weights) to the optimality gap than those at earlier iterations. To our best knowledge, this is the first attempt to mathematically characterize the impact of AirComp error on the Air-FedAvg performance.

- **Optimality gap minimization via power control**: Building on the convergence analysis, we formulate an optimality gap minimization problem for Air-FedAvg, by jointly optimizing the transmission power control at edge devices and the denoising factors at edge server, subject to a set of power constraints at individual edge devices. Due to the coupling of the power control and denoising factors, the formulated problem is non-convex and thus difficult to be solved optimally. To tackle this difficulty, we propose an efficient algorithm based on the alternating optimization to obtain a high-quality solution.

- **Training latency minimization via joint power control and hyper-parameter optimization**: Next, to accelerate the training speed, we further consider the training latency minimization for Air-FedAvg with a given targeted optimality gap, in which the learning hyper-parameters including the numbers of outer iterations and local training epochs are optimized jointly with transmission power control. Based on the results, we quantify the training latency gain by Air-FedAvg over OMA-FedAvg to show the benefit of the new AirComp-enabled NOMA approach in enhancing the FEEL efficiency.

- **Performance evaluation**: Finally, we conduct extensive simulations on both synthetic and real datasets to evaluate the performance of the optimized power control for Air-FedAvg. It is shown that the proposed power control policy achieves significantly faster convergence rate (or lower optimality gap) than the benchmarking schemes with fixed power transmission and per-iteration MSE minimization. This is due to the fact that the proposed policy can better handle the aggregation errors over iterations based on their contributions to the optimality gap. It is also shown that the Air-FedAvg achieves an order-of-
The remainder of this paper is organized as follows. Section II presents the system model of Air-FedAvg. Section III analyzes the optimality gap in the presence of AirComp aggregation errors. Section IV minimizes the optimality gap by optimizing the transmission power control. Section V compares the minimally achievable training latency under targeted optimality gap of Air-FedAvg versus that of OMA-FedAvg. Finally, Section VI provides simulation results, followed by the conclusion in Section VII.

II. SYSTEM MODEL

We consider an Air-FedAvg system as shown in Fig. 1 in which $K$ edge devices are coordinated by one edge server to train a shared machine learning model via the AirComp-based model aggregation. In the following, we introduce the FedAvg algorithm and the AirComp-based model aggregation, respectively.

A. Federated Averaging at Network Edge

Suppose that the machine learning model to be trained is represented by the parameter vector $w \in \mathbb{R}^q$, where $w = [w_1, \cdots, w_q]^\dagger$ with $q$ denoting the model size and the superscript $\dagger$ denoting the transpose operation. Let $\mathcal{D}_k$ denote the local dataset at edge device $k \in K = \{1, \cdots, K\}$. Define $f(w, \xi_i)$ as the sample-wise loss function quantifying the prediction error of model $w$ on a sample $\xi_i$. Then the local loss function of the model vector $w$ on $\mathcal{D}_k$ is

$$F_k(w) = \frac{1}{|\mathcal{D}_k|} \sum_{\xi_i \in \mathcal{D}_k} f(w, \xi_i),$$

(1)

where $|\mathcal{D}_k|$ denotes the cardinality of $\mathcal{D}_k$. Assume that the dataset at each device has the same size with $|\mathcal{D}_k| = \bar{D}, \forall k \in K$. Accordingly, the global loss function on all $K$ devices’ datasets $\mathcal{D} = \bigcup_{k \in K} \mathcal{D}_k$ evaluated on parameter vector $w$ is given by

$$F(w) = \sum_{k \in K} \frac{|\mathcal{D}_k|}{|\mathcal{D}|} F_k(w) = \frac{\bar{D}}{K D} \sum_{k \in K} F_k(w) = \frac{1}{K} \sum_{k \in K} F_k(w).$$

(2)

Mathematically, the objective of the training process is to minimize the global loss function $F(w)$ in (2) by optimizing the model parameter $w$:

$$w^* = \arg \min_w F(w).$$

(3)

To solve problem (3) while preserving the data privacy for each device, in this paper, we consider the FedAvg algorithm, which is implemented iteratively in a distributed manner as follows.

Let $T$ denote the number of outer iterations with $T \triangleq \{1, \cdots, T\}$. At each outer iteration $t \in T$, the edge server broadcasts the global machine learning model $\bar{v}_t$ to the $K$ devices. After that, each device $k$ first updates the local machine learning model as $w_{k,t,0} = \bar{v}_t$, and then performs a total of $\Omega$ local training epochs, each based on a randomly sampled mini-batch from the local dataset denoted by $\mathcal{D}_k$, with size of $n_k = |\mathcal{D}_k|, \forall k \in K$. Let $\tilde{F}_k(w_{k,t,\ell}, \mathcal{D}_k)$ define the local gradient estimate over $\mathcal{D}_k$ at $\ell$-th local training epoch, and thus we have

$$w_{k,t,\ell+1} = w_{k,t,\ell} - \gamma_t \nabla \tilde{F}_k(w_{k,t,\ell}, \mathcal{D}_k), \forall \ell \in \{0, \ldots, \Omega - 1\},$$

(4)

where $\gamma_t$ denotes the learning rate at outer iteration $t$. Then each device $k$ uploads the local model updates $w_{k,t+1} = w_{k,t,\Omega}$ to the edge server. After collecting $K$ devices’ updated models $\{\tilde{w}_{k,t+1}\}$, the edge server aggregates them to obtain the updated global model as

$$\bar{v}_{t+1} = \frac{1}{K} \sum_{k \in K} \tilde{w}_{k,t+1}.$$  

(5)

The process repeats until the number of outer iterations $T$ is met.

B. Model Aggregation via Over-the-air Computation

In the FedAvg, the communication overhead for model uploading and aggregation becomes the performance bottleneck, especially when the number of edge devices becomes large. To accelerate the model aggregation process, we consider the AirComp-enabled analog NOMA approach to enable integrated communication and computation for multiple devices.

For the purpose of illustration, we consider a frequency non-selective block fading channel model, where the wireless channels remain unchanged over each outer iteration, and may change over different iterations. Besides, each edge device is assumed to perfectly know its own CSI, so that they can compensate for the phases introduced by the wireless channels, and the edge server is assumed to know the global CSI to facilitate the power control.

Let $h_{k,t}$ denote the complex channel coefficient from device $k$ to the edge server at outer iteration $t$, and $\bar{h}_{k,t}$ denote its magnitude with $h_{k,t} = |h_{k,t}|, \forall k \in K, t \in T$. For model-uploading phase at outer iteration $t$, let $\tilde{w}_{k,t} \in \mathbb{R}^q$ denote the

1Although we consider the same dataset size at different edge devices ($|\mathcal{D}_k| = \bar{D}, \forall k \in K$), our proposed Air-FedAvg designs in this paper can be easily extended to the case when $|\mathcal{D}_k|$’s are different. In this case, we only need to revise the global model parameter in (2) as a weighted-average of the local ones, i.e., $\bar{v}_{t+1} = \sum_{k \in K} |\mathcal{D}_k| \tilde{w}_{k,t+1}$. Based on AirComp, the desired weighted aggregation of the local gradient estimate can be easily obtained by adding an additional pre-processing $\psi(\cdot)$ on the transmitted signal $s_k$ with $\psi(s_k) = \sum_{k \in K} |\mathcal{D}_k| s_k$. 

Figure 1. Illustration of the Air-FedAvg system with AirComp-based model aggregation.
transmitted message by each device $k$ by using $q$ symbols, and $p_{k,t}$ denote the transmission power scaling factor. By allowing all devices to transmit simultaneously with proper phase control, the received signal (after phase compensation) at the edge server is given by

$$y_t = \sum_{k \in K} h_{k,t} \sqrt{p_{k,t}} \tilde{w}_{k,t} + z_t, \forall t \in T,$$

where $z_t \in \mathbb{R}^q$ denotes the additive white Gaussian noise (AWGN) with $z_t \sim \mathcal{CN}(0, \sigma_z^2)$, with $\sigma_z^2$ denoting the noise power and $I$ denoting an identity matrix. Based on (6), the edge server estimates the global model as $v_t$ by implementing a denoising factor $\eta_t$, i.e.,

$$v_t = \frac{\tilde{y}_t}{\sqrt{\eta_t K}} = \frac{\sum_{k \in K} h_{k,t} \sqrt{p_{k,t}} \tilde{w}_{k,t} + z_t}{\sqrt{\eta_t K}}, \forall t \in T. \quad (7)$$

In this case, the communication error caused by the AirComp-based aggregation with respect to (w.r.t.) the global gradient estimation $\tilde{v}_t$ is given by

$$\epsilon_t = v_t - \tilde{v}_t, \forall t \in T. \quad (8)$$

Suppose that each device $k \in K$ is subject to a maximum power budget $P_{k}^{\max}$ at each outer iteration $t$ and a maximum average transmit power budget $P_k^{\text{ave}}$ across all outer iterations. We then have

$$\frac{1}{q} \sum_{t \in T} p_{k,t} \mathbb{E}\left(\left\|\tilde{w}_{k,t}\right\|^2\right) \leq P_{k}^{\max}, \forall k \in K, \forall t \in T, \quad (9)$$

$$\frac{1}{qT} \sum_{t \in T} p_{k,t} \mathbb{E}\left(\left\|\tilde{w}_{k,t}\right\|^2\right) \leq P_{k}^{\text{ave}}, \forall k \in K, \quad (10)$$

where $\mathbb{E}(\cdot)$ denotes the statistical expectation, and $\|\cdot\|$ denotes the Euclidean norm of a vector. Note that $P_{k}^{\max}$ should be no smaller than $P_{k}^{\text{ave}}$ in order for both constraints to be valid.

### III. CONVERGENCE ANALYSIS FOR AIR-FE ADAVG

In order to facilitate the Air-FedAvg design later, this section presents a convergence analysis framework for Air-FedAvg subject to aggregation errors, in which the optimality gap is adopted as the performance metric.

#### A. Assumptions on Loss Functions and Gradient Estimates

For the purpose of analysis, we make several assumptions on the loss function and gradient estimates, as commonly adopted in the literature \cite{49,50,118}.

**Assumption 1** (Lipschitz-Continuous Gradient). The gradients of loss functions $F(w)$ and $F_k(w)$ are Lipschitz continuous with a common non-negative constant $L > 0$, i.e., for any $w, v \in \mathbb{R}^q$ and $k \in K$, it holds that

$$\|\nabla F(w) - \nabla F(v)\| \leq L\|w - v\| \quad (11)$$

$$\|\nabla F_k(w) - \nabla F_k(v)\| \leq L\|w - v\|, \quad (12)$$

where $\nabla F(w)$ and $\nabla F_k(w)$ denote the gradients of the loss function evaluated at point $w \in \mathbb{R}^q$ at the edge server and device $k \in K$, respectively. As a consequence, for any $w, v \in \mathbb{R}^q$, we have

$$F(w) \leq F(v) + \nabla F(v)^T (w - v) + \frac{L}{2}\|w - v\|^2, \quad (13)$$

$$F_k(w) \leq F_k(v) + \nabla F_k(v)^T (w - v) + \frac{L}{2}\|w - v\|^2. \quad (14)$$

**Assumption 2** (Polyak-Łojasiewicz Inequality). Let $F^*$ denote the optimal loss function value for problem \cite{5}. There always exists a constant $\mu \geq 0$ such that any global loss function $F(w)$ satisfies the following Polyak-Łojasiewicz (PL) condition:

$$\left\|\nabla F(w)\right\|^2 \geq 2\mu(F(w) - F^*). \quad (15)$$

**Assumption 3** (Variance Bound). The variance of stochastic gradients $\nabla\tilde{F}_k(w, \tilde{D}_k)$ at each device $k \in K$ w.r.t. a set of randomly selected samples $\tilde{D}_k$ is bounded by

$$\mathbb{E}\left(\left\|\nabla\tilde{F}_k(w, \tilde{D}_k)\right\|^2\right) \leq \frac{\phi^2}{n_b} \quad (16)$$

where $\phi = [\phi_1, \ldots, \phi_K]^T$ is a vector of non-negative constants and $n_b$ is the mini-batch size.

**Assumption 4** (Gradient Bound). The expected squared norm of stochastic gradient $\nabla\tilde{F}_k(w, \tilde{D}_k)$ at each device $k \in K$ is bounded by a positive constant $G_k$, i.e.,

$$\mathbb{E}\left(\left\|\nabla\tilde{F}_k(w, \tilde{D}_k)\right\|^2\right) \leq G_k^2 \quad (17)$$

**Assumption 5** (Gradient Divergence). Let $\delta_k \geq 0$ denote the upper bound of the gradient divergence for edge device $k$. It must hold that

$$\|\nabla F_k(w) - \nabla F(w)\| \leq \delta_k, \forall k \in K. \quad (18)$$

Notice that typical functions satisfying Assumptions 1 and 2 include logistic regression, linear regression, and least squares. Also note that the gradient divergence in Assumption 5 characterizes the divergence between the local gradient and the global gradient, which serves as a rough measure of the data heterogeneity over edge devices.

#### B. Optimality Gap Analysis

Now, based on Assumptions 1-5, we analyze the convergence performance of FedAvg in terms of the optimality gap. First, we analyze the optimality gap under given communication (or model aggregation) errors $\epsilon_t$’s, as given in Assumption 6 for outer iterations. After each outer iteration $t$, the parameter vector becomes $v_{t+1}$, and the corresponding optimality gap is defined as $F(v_{t+1}) - F^*$. Let $\mathbb{E}(\epsilon_t)$ and $\mathbb{E}(\|\epsilon\|^2)$ denote the bias and MSE of the global model aggregation at each outer iteration $t \in T$, respectively. Then, by considering a properly chosen decaying learning rate, we establish the following theorem, which characterizes the optimality gap w.r.t. the communication errors.

**Theorem 1**. Suppose that the FedAvg algorithm is implemented with diminishing learning rates $\gamma_t = \frac{\gamma_0}{\tau t^\beta}, \forall t \in T$ \cite{51}, where $\alpha > 0$ and $\beta \geq \frac{1}{2(1+\nu)}$, such that $\gamma_1 \leq \frac{1}{2L}$. Then,
the expected optimality gap satisfies the following inequality:

$$
E(F(v_T)) - F^* \leq \prod_{t \in T} C_t \left( F(v_0) - F^* \right) + \sum_{t=1}^T J_t \left( \gamma_{t-1} \Omega B + \gamma_{t-1}^2 \Omega^2 V \right) + \sum_{t=1}^T \frac{J_t}{2} \left( \frac{\|\epsilon_t\|^2}{\gamma_{t-1}} + (L^2 \gamma_{t-1} \Omega + L) \left( \|\epsilon_t\|^2 \right) \right),
$$

(19)

where $B = \frac{1}{K} \sum_{k \in K} \frac{\sigma_k^2 + \rho_k^2}{2}$ captures the gradient variance bound and the gradient divergence with $\phi_k^2 = \frac{\sigma_k^2}{\eta_k}$. $J_t \triangleq \prod_{t \in T} C_k$, $\forall k \in K$, $\forall t \in T$ with $C_t = 1 - (\Omega - 1)\mu \gamma_t$, and $V = \frac{1}{K} \sum_{k \in K} G_k^2$ captures the gradient bounds.

**Proof:** See Appendix A.

**Remark 1.** From Theorem 1 it is observed that the optimality gap in (19) critically depends on the learning rates $\{\gamma_t\}$ and the local training epochs $\Omega$, which are important hyper-parameters to be optimized for speeding up the convergence of training. It is also observed that as the coefficients $J_t$’s are monotonically increasing over $t$, and thus the bias $E(\epsilon_t)$ and MSE $E(\|\epsilon_t\|^2)$ at the later iterations (with larger $t$) generally contribute more on the optimality gap in (19).

Next, we characterize the optimality gap of Air-FedAvg w.r.t. the transmission power control variables $\{p_{k,t}\}$ and denoising factors $\{\eta_t\}$, by specifying aggregation errors $\epsilon_t$’s as functions of $\{p_{k,t}\}$ and $\{\eta_t\}$. Notice that based on (8), the squared bias and MSE of model estimates at each outer iteration $t$ are obtained as

$$
\|E(\epsilon_t)\|^2 = \left\| \frac{1}{K} \sum_{k \in K} \left( \frac{h_{k,t} \sqrt{p_{k,t}}}{\sqrt{\eta_t}} - 1 \right) \tilde{w}_{k,t} \right\|^2 
\leq \frac{1}{K} \sum_{k \in K} \left( \frac{h_{k,t} \sqrt{p_{k,t}}}{\sqrt{\eta_t}} - 1 \right)^2 W_k^2,
$$

(20)

$$
E(\|\epsilon_t\|^2) = \left\| \frac{1}{K} \sum_{k \in K} \left( \frac{h_{k,t} \sqrt{p_{k,t}}}{\sqrt{\eta_t}} - 1 \right) \tilde{w}_{k,t} \right\|^2 + \frac{\sigma_q^2}{\eta_t K^2}
\leq \frac{1}{K} \sum_{k \in K} \left( \frac{h_{k,t} \sqrt{p_{k,t}}}{\sqrt{\eta_t}} - 1 \right)^2 W_k^2 + \frac{\sigma_q^2}{\eta_t K^2},
$$

(21)

respectively, where the inequalities in (20) and (21) result from the combined use of Assumptions 3 and 6 together with the Cauchy’s inequality. Then based on Theorem 1 and by substituting (20) and (21) into (19), we have the following proposition.

**Proposition 1.** By considering the diminishing learning rates $\gamma_t = \frac{\beta}{t+\alpha}$, $\forall t \in T$, with $\alpha > 0$ and $\beta \geq \frac{1}{\mu (\Omega - 1)}$, such that $\gamma_1 \leq \frac{\mu}{\alpha}$, the expected optimality gap of Air-FedAvg satisfies

$$
E(F(v_T)) - F^* \leq \Phi \left( \{p_{k,t}\}, \{\eta_t\}, T, \Omega \right)
\leq \prod_{t \in T} C_t \left( F(v_0) - F^* \right) + \sum_{t=1}^T \left( \gamma_{t-1} \Omega B + \gamma_{t-1}^2 \Omega^2 V \right) + \sum_{t=1}^T \frac{J_t}{2} \left( \frac{\|\epsilon_t\|^2}{\gamma_{t-1}} + (L^2 \gamma_{t-1} \Omega + L) \left( \|\epsilon_t\|^2 \right) \right),
$$

(22)

By comparing the optimality gap for Air-FedAvg in Proposition 1 versus that for Air-FedSGD in 30 Corollary 1, we observe the following essential differences. First, while in the Air-FedSGD, the learning rates $\{\gamma_t\}$ can be reused to play the role of denoising factors for AirComp, in Air-FedAvg dedicated denoising factors $\{\eta_t\}$ should be used in order to suppress the AirComp signal-misalignment error (i.e., the second term at the right-hand-side of (22)). This makes the power control design problem in Air-FedAvg more challenging than that in Air-FedSGD 30, as will be shown in Section IV. Next, as compared to Air-FedSGD with only one training epoch for each outer iteration, in Air-FedAvg the number of local training epochs $\Omega$ becomes a new design parameter affecting the optimality gap, thus making the optimality gap formula more complex than that for Air-FedSGD. In particular, as $\Omega$ increases, the coefficient $C_t$ in (22) will decrease but the terms related to gradient divergence and gradient bound ($B$ and $V$) will increase. Therefore, $\Omega$ needs to be judiciously designed in Air-FedAvg for minimizing the optimality gap.

**IV. OPTIMALITY GAP MINIMIZATION VIA POWER CONTROL**

In this section, we present a power control strategy to speed up the convergence in Air-FedAvg by minimizing the optimality gap in Proposition 1 with given numbers of outer iterations $T$ and local training epochs $\Omega$, via jointly optimizing the transmission power scaling factors $\{p_{k,t}\}$ at edge devices and denoising factors $\{\eta_t\}$ at edge server for AirComp. Mathematically, the optimality gap minimization problem is formulated as

$$(P1) : \min_{\{p_{k,t} \geq 0\}, \{\eta_t \geq 0\}} \Phi \left( \{p_{k,t}\}, \{\eta_t\}, T, \Omega \right)
\text{ s.t. } \ p_{k,t} \leq \bar{p}_{k,t} \ , \ \forall k \in K, \ t \in T
$$

(23)

$$
1 \sum_{t=1}^T p_{k,t} \leq \bar{p}_{k}^{\text{ave}}, \ \forall k \in K,
$$

(24)

where $\bar{p}_{k}^{\text{max}} = \frac{\mu_{p_{k}^{\text{max}}}}{W_k}$, $\bar{p}_{k}^{\text{ave}} = \frac{\mu_{p_{k}^{\text{ave}}}}{W_k}$, and the power constraints in (23) and (24) directly follow from (9) and (10), respectively.

By discarding the constant terms (i.e., the initial optimality gap $F(v_0) - F^*$, the gradient variance term $V$, and the model divergence term $B$) in $\Phi \left( \{p_{k,t}\}, \{\eta_t\}, T, \Omega \right)$ for problem (P1),
we have a recasted optimality gap minimization problem as (P1.1):

$$\min_{\{p_{k,t} \geq 0\}, \{\eta_t \geq 0\}} \sum_{t=1}^{T} \left( a_t \sum_{k \in K} c_k \left( \frac{h_{k,t}\sqrt{p_{k,t}}}{\sqrt{\eta_t}} - 1 \right)^2 + b_t \sigma^2 q \right)$$

s.t. (23) and (24),

where $a_t = \frac{J_t}{\eta_t}$, $b_t = \frac{J_t(L + \gamma_t + \epsilon - \eta_t)}{\eta_t}$, and $c_k = \frac{W_k^2}{\Omega_k}$, $\forall k \in K$. Note that problem (P1.1) or (P1) is highly non-convex due to the coupling of the transmission power scaling factors and the denoising factors in the objective function. To deal with this difficulty, we adopt the alternating optimization technique to problem (P1.1), in which the denoising factor $\{\eta_t\}$ and the transmission power scaling factor $\{p_{k,t}\}$ are optimized iteratively in an alternating manner, by considering the other to be given in each iteration.

First, we optimize $\{\eta_t\}$ in problem (P1.1) under given $\{p_{k,t}\}$. In this case, problem (P1.1) is decomposed into the following $T$ subproblems each for one specific outer iteration $t \in \mathcal{T}$.

$$\min_{\eta_t \geq 0} \sum_{k \in K} c_k \left( \frac{h_{k,t}\sqrt{p_{k,t}}}{\sqrt{\eta_t}} - 1 \right)^2 + b_t \sigma^2 q \eta_t. \tag{25}$$

By introducing $\hat{\eta}_t = 1/\sqrt{\eta_t}$, problem (25) is recast as the following convex quadratic problem:

$$\min_{\hat{\eta}_t \geq 0} \sum_{k \in K} c_k \left( h_{k,t}\sqrt{p_{k,t}} \hat{\eta}_t - 1 \right)^2 + b_t \sigma^2 q \hat{\eta}_t^2. \tag{26}$$

By setting the first derivative of the objective function in problem (26) to be zero, we can obtain the optimal solution $\hat{\eta}_t^*$ to problem (26), and accordingly get the optimal solution to problem (25) as $\eta_t^* = \left( \frac{1}{\hat{\eta}_t^*} \right)^2$, $\forall t \in \mathcal{T}$, given in the following proposition.

**Proposition 2.** With any given $\{p_{k,t}\}$, the optimal solution of $\eta_t$ to problem (25) is given by

$$\eta_t^* = \left( \frac{1}{a_t} \sum_{k \in K} c_k (h_{k,t}\sqrt{p_{k,t}} + b_t \sigma^2 q) \right)^2, \quad \forall t \in \mathcal{T}. \tag{27}$$

Next, we optimize the transmission power scaling variables $\{p_{k,t}\}$ in problem (P1.1) under given denoising factors $\{\eta_t\}$. In this case, problem (P1.1) reduces to

$$\min_{\{p_{k,t} \geq 0\}} \sum_{t=1}^{T} \left( a_t \sum_{k \in K} c_k \left( \frac{h_{k,t}\sqrt{p_{k,t}}}{\sqrt{\eta_t}} - 1 \right)^2 + b_t \sigma^2 q \right)$$

s.t. (23) and (24).

Although problem (28) is non-convex in its current form, via a change of variables $\hat{p}_{k,t} = \frac{p_{k,t}}{\sqrt{\eta_t}}, \forall k \in K, t \in \mathcal{T}$, problem (28) is equivalently transformed into the following convex form:

$$\min_{\{\hat{p}_{k,t} \geq 0\}} \sum_{t=1}^{T} \left( a_t \sum_{k \in K} c_k \left( \frac{h_{k,t}\hat{p}_{k,t}}{\sqrt{\eta_t}} - 1 \right)^2 + b_t \sigma^2 q \right)$$

s.t. $\hat{p}_{k,t} \leq \sqrt{\hat{P}_{k,max}}, \forall k \in K, t \in \mathcal{T} \tag{29}$

$$\frac{1}{T} \sum_{t=1}^{T} \hat{p}_{k,t}^2 \leq \hat{P}_{k,pave}, \forall k \in K, \tag{30}$$

where constraints (30) and (31) follow from (23) and (24), respectively.

By leveraging the Lagrange duality method, we have the following lemma.

**Lemma 1.** The optimal solution to problem (29) is given as

$$\hat{p}_{k,t}^* = \min \left[ \frac{h_{k,t}\sqrt{\eta_t}}{h_{k,t}^2 + \frac{\gamma_t \lambda_{k}^{opt} \sigma^2 q}{\Omega_k}}, \forall k \in K, t \in \mathcal{T} \right]. \tag{32}$$

where $\lambda_{k}^{opt}$ is the optimal dual variable associated with the $k$-th constraint in (31), which can be obtained via solving the dual problem of problem (29).

**Proof:** See Appendix C.

From (32) in Lemma 1, we obtain the optimal transmission power scaling variables $\{\hat{p}_{k,t}^*\}$ to problem (28) as

$$p_{k,t}^* = \left( \frac{h_{k,t}\sqrt{\eta_t}}{h_{k,t}^2 + \frac{\gamma_t \lambda_{k}^{opt} \sigma^2 q}{\Omega_k}} \right)^2 \hat{P}_{k} \tag{33}$$

**Remark 2.** It is observed from (32) and (33) that the optimal transmission power scaling variables $\{p_{k,t}^*\}$ exhibit a *regularized channel inversion* structure with the regularized term $\gamma_t \lambda_{k}^{opt} \sigma^2 q/\Omega_k$, which is related to its average power budget in (31) through the optimal dual variable $\lambda_{k}^{opt}$. In particular, based on the complementary slackness condition for problem (29), it follows that if $\lambda_{k}^{opt} > 0$ holds for edge device $k \in K$, then we have $\sum_{t=1}^{T} p_{k,t}^* - \hat{P}_{k,pave} = 0$, such that this edge device should run out of its power with the regularized channel-inversion power control; otherwise, if $\lambda_{k}^{opt} = 0$, then edge device $k$ should transmit with channel-inversion transmission power control, without using up its power.

Now, with the obtained $\{\eta_t^*\}$ in (27) and $\{\hat{p}_{k,t}^*\}$ in (33), we present the complete algorithm to solve problem (P1), in which $\{p_{k,t}\}$ and $\{\eta_t\}$ are updated alternately in an iterative manner, as shown in Algorithm 1. In each iteration, we first solve problem (28) under given $\{p_{k,t}\}$ to update $\{\eta_t\}$ as $\{\eta_t^*\}$, and then solve (28) under $\{\eta_t\}$ to update $\{p_{k,t}\}$ as $\{p_{k,t}^*\}$. It is easy to show that Algorithm 1 would lead to monotonically non-increasing objective values for (P1.1) over iterations. As the optimal value of problem (P1) is upper-bounded, it is evident that the convergence of Algorithm 1 can be ensured.

**Algorithm 1 for Solving Problem (P1.1)**

1. Initialization: Set the initial power control $\{p_{k,t}^{(0)}\}$ and $i = 0$.
2. Repeat:
   a) With given $p_{k,t} = p_{k,t}^{(i)}, \forall k \in K, t \in \mathcal{T}$, obtain the optimal solution to problem (25) as $\eta_t^* = \eta_t^{(i)}$, $\forall t \in \mathcal{T}$.
   b) With given $\{\eta_t^{(i)}\}$, obtain the optimal solution to problem (28) as $p_{k,t}^* = p_{k,t}^{(i)}, \forall k \in K, t \in \mathcal{T}$.
   c) Set $p_{k,t}^{(i+1)} = p_{k,t}^*, \forall k \in K, t \in \mathcal{T}$, and $i = i + 1$.
3. Until the objective value of problem (P1.1) converges within a given threshold.
V. Training Latency Minimization: Air-FedAvg versus OMA-FedAvg

Besides the optimality gap or training accuracy, the training latency is another important metric to measure the learning performance. This section investigates the training latency performance of Air-FedAvg while ensuring a given optimality gap requirement, and compares it with the conventional OMA-FedAvg [14]–[16] to show the benefit of the AirComp-enabled NOMA over OMA for FEEL. For fair comparison on the training latency, we consider both the communication latency for model update aggregation and the computation latency for local training updates. In the following two subsections, we minimize the training latency for Air-FedAvg and OMA-FedAvg, respectively, by jointly optimizing the power control \(\{p_{k,t}\}\) and \(\{\eta_t\}\), together with the numbers of outer iterations \(T\) and local training epochs \(\Omega\).

A. Training Latency Minimization for Air-FedAvg

First, we consider the case with Air-FedAvg. Recall that the size of model parameters is denoted by \(q\) and assume that each element of model parameter is modulated as a single analog symbol. Therefore, to upload a model update, the total number of analog symbols to be transmitted is \(q\). Let \(M\) represent the number of symbols in each resource block with duration \(T_{\text{slot}}\). Thus, for each outer iteration, the transmission latency is thus expressed as

\[
\tau_{\text{tran}} = \text{ceil} \left( \frac{q}{M} \right) T_{\text{slot}},
\]

where \(\text{ceil}(\cdot)\) is the integer ceiling function. For instance, in LTE systems [40], each resource block with duration of \(T_{\text{slot}} = 1\) ms consists two slots with 14 symbols in general, and thus we have \(M = 14\) in LTE systems.

Furthermore, the computation latency at each outer iteration corresponds to that required for the \(K\) devices to implement \(\Omega\) local training epochs. Let \(c\) denote the central processing unit (CPU) cycles for computing each sample and \(f\) denote the CPU frequency. As there are a total of \(|\mathcal{D}_k|\) samples to be processed, the computation latency is thus expressed as \(\tau_{\text{comp}} = c |\mathcal{D}_k| / f\). In this case, the total training latency for Air-FedAvg is \(\Delta^A = T (\tau_{\text{tran}} + \tau_{\text{comp}}\Omega)\).

Then, the training latency minimization problem under a targeted optimality gap \(\rho\) is formulated as (P2) as follows, by jointly optimizing the transmission power scaling factors \(\{p_{k,t}\}\), denoising factors \(\{\eta_t\}\), and the numbers of outer iterations \(T\) and local training epochs \(\Omega\).

\[
\begin{align*}
\text{(P2)} : \quad & \min_{\{p_{k,t}\geq 0\}, \{\eta_t\geq 0\}, \Omega \in \mathbb{Z}^+} T (\tau_{\text{tran}} + \tau_{\text{comp}}\Omega) \\
& \quad \text{s.t. } \Phi \left( \{p_{k,t}\}, \{\eta_t\}, T, \Omega \right) \leq \rho \\
& \quad \text{(23) and (24)},
\end{align*}
\]

where \(\mathbb{Z}^+\) denotes the set of all positive integers. Notice that problem (P2) is a mixed integer nonlinear program, which is challenging to solve. To deal with this issue, we show that problem (P2) can be equivalently solved via solving the following feasibility checking problem (P2.1) under given \(T\).

\[
\begin{align*}
\text{(P2.1)} : \quad & \min \Omega \\
& \quad \text{s.t. } (23), (24), (25).
\end{align*}
\]

Suppose that the optimal solution of \(T\) to problem (P2) is \(T^A\). Then, under any given \(T\), if problem (P2.1) is feasible, then it follows that \(T^A \leq T\); otherwise \(T^A > T\). Therefore, we can solve problem (P2) by first checking the feasibility of problem (P2.1) under any given \(T\) and then using a bisection search over \(T\). Therefore, in the following, we only need to consider the feasibility checking problem (P2.1) under given \(T\).

Now, consider problem (P2.1), which can be equivalently solved via solving the optimality gap minimization problem as follows:

\[
\begin{align*}
\text{(P2.2)} : \quad & \hat{\rho}^* = \min_{\{p_{k,t}\geq 0\}, \{\eta_t\geq 0\}, \Omega \in \mathbb{Z}^+} \Phi \left( \{p_{k,t}\}, \{\eta_t\}, T, \Omega \right) \\
& \quad \text{s.t. } (23) \text{ and (24)}.
\end{align*}
\]

Notice that if \(\hat{\rho}^* \leq \rho\), then problem (P2.1) is feasible; and otherwise infeasible. Notice that with any given \(\Omega\), problem (P2.2) reduces to problem (P1), which can be solved via Algorithm 1. Therefore, we can solve problem (P2.2) by first finding the optimized \(\{p_{k,t}\}\) and \(\{\eta_t\}\) under any given \(\Omega\) via Algorithm 1, and then adopting a one-dimension search to find a desired \(\Omega\) achieving the minimum objective value. Notice that the alternating-optimization-based Algorithm 1 only achieves a converged but generally sub-optimal solution to problem (P1), and as a result, the proposed solution to problem (P2) is sub-optimal in general as well, though with high quality as will be shown in simulations next.

B. Training Latency Minimization for OMA-FedAvg

Next, for comparison, we consider the OMA-FedAvg, in which the TDMA protocol is adopted for multiple edge devices to upload their local models digitally over orthogonal time slots.

In particular, to facilitate the digital uploading, each edge device \(k \in \mathcal{K}\) employs a random quantizer (or a stochastic low-precision quantizer) on the updated local model \(\tilde{w}_{k,t}\in \mathbb{R}^q\), which is denoted as \(Q(x) : \mathbb{R}^q \rightarrow \mathbb{R}^q\) with \([41],[42]\).

\[
Q(x) = \|x\| \cdot \text{sign} (x_1) \cdot Q_1 (x, s), \quad \forall i \in \{1, \ldots, q\}. \quad (36)
\]

Here, \(Q_1 (x, s)\) denotes a random variable defined as

\[
Q_1 (x, s) = \left\{ \begin{array}{ll}
(l + 1)/s, & \text{with probability } \frac{|x|}{s} \cdot s - l , \\
(l/s, & \text{otherwise,}
\end{array} \right.
\]

where \(s\) is a tuning parameter defining the number of quantization levels and \(0 \leq l < s\) is an integer such that \([l/s, l/s + 1/s) \subset [l/s, l/s + 1/s)\). Let \(\hat{q} = \min \left\{ \frac{\sqrt{q}}{s}, \frac{\sqrt{q}}{s} \right\}\), and it has been shown

\footnote{Notice that under our considered single-antenna setup, the performance gain by the digital power-domain NOMA [10]–[12] over the OMA scheme (e.g., the considered TDMA might become marginal (e.g., in terms of spatial multiplexing gain). In this case and for initial investigation, we only consider the OMA scheme as the benchmarking scheme to show the superiority of the AirComp in terms of aggregation latency in the context of FEEL. The comparison with digital NOMA is left for future work.}
in [41], [42] that \( Q(x) \) is unbiased and its MSE is bounded, i.e.,
\[
\mathbb{E}(Q(x)) = x, \quad (38)
\]
\[
\mathbb{E}
\left(\|Q(x) - x\|^2\right) \leq \hat{q} \|x\|^2. \quad (39)
\]

Based on the quantizer, the transmitted signal by device \( k \) at each outer iteration \( t \) is \( Q(\tilde{w}_{k,t}) \), which includes three components, including the vector norm \( \|\tilde{w}_{k,t}\| \), the sign of each entry \( \text{sign}(\tilde{w}_{k,t}) \) with \( \tilde{w}_{k,t,i} \) denoting the \( i \)-element of \( \tilde{w}_{k,t} \), and the quantization value of each entry \( Q_i(\tilde{w}_{k,t}, s) \). Suppose that \( S_0 \) bits are needed to encode \( \|\tilde{w}_{k,t}\| \), \( q \) bits for encoding \( \{\text{sign}(\tilde{w}_{k,t})\} \), and \( q \log_2 s \) bits for \( \{Q_i(\tilde{w}_{k,t}, s)\} \). Therefore, the totally required bits of edge device \( k \in K \) to send \( Q(\tilde{w}_{k,t}) \) to the edge server is
\[
S = (1 + \log_2 s) q + S_0. \quad (40)
\]
Then the achievable rate of device \( k \) at outer iteration \( t \) is given as
\[
\tau_{k,t}(p_{k,t}) = B \log \left(1 + \frac{p_{k,t} |h_{k,t}|^2}{\sigma_z^2}\right), \quad (41)
\]
where \( B \) denotes the bandwidth. Let \( \tau_{k,t} \) denote the transmission time for edge device \( k \) uploading its model to the edge server via TDMA at iteration \( t \). In order for each edge device \( k \) successfully uploading \( S \) bits to edge server, it requires that
\[
\tau_{k,t} \geq \frac{S}{q}, \quad \forall k \in K, \quad t \in T. \quad (42)
\]

Besides the communication for model uploading, the computation latency for local training epochs \( \Omega \) in Air-FedAvg. By combining them, the total training latency for OMA-FedAvg is
\[
\Delta^O = \sum_{t \in T} \left(\sum_{k \in K} \tau_{k,t} + \tau_{\text{comp}\Omega}\right). \quad (43)
\]

Next, we consider the optimality gap achieved by OMA-FedAvg, in which certain quantization errors are introduced in [41]. By replacing \( |\mathbb{E}(e_i)|^2 \) and \( \mathbb{E}(|e_i|^2) \) in Theorem 1 as \( \mathbb{E}(e_i) = \frac{1}{K} \sum_{k \in K} \mathbb{E}(Q(\tilde{w}_{k,t}) - \hat{w}_{k,t}) = 0 \) and \( \mathbb{E}(|e_i|^2) \leq \frac{1}{K} \sum_{k \in K} \mathbb{E}(|Q(\tilde{w}_{k,t}) - \hat{w}_{k,t}|^2) \leq \frac{1}{K} \sum_{k \in K} W_k^2 \) in (38) and (39), respectively, the expectation of optimality gap satisfies
\[
E(F(\nu_T)) - F^* \leq \Theta(T, \Omega) \triangleq \sum_{t \in T} \left( C_i(F(\nu_0) - F^*) + \sum_{t=1}^{T} J_t (\gamma_{t-1} + \gamma_{t-1}^2 V) + \sum_{t=1}^{T} J_t \left(\frac{L + \gamma_{t-1}^2 L^2 \hat{q}}{2K} \sum_{k \in K} W_k^2 \right)\right). \quad (44)
\]

**Remark 3.** From (40), (41), and (44), there exists a fundamental trade-off in designing the quantization level \( s \). In particular, if \( s \) is small, then the transmission time \( \tau_{k,t} \)'s would reduce but the corresponding quantization errors would be amplified, thus leading to the compromised optimality gap.

Now, with the training latency and the optimality gap upper bound in (43), the optimality gap constrained training latency minimization problem for OMA-FedAvg is formulated as follows, in which the numbers of outer iteration \( T \) and local training epochs \( \Omega \), transmission power control \( \{p_{k,t}\} \), and time allocation \( \{\tau_{k,t}\} \) are jointly optimized:
\[
\min_{\{p_{k,t} \geq 0\}, \{\tau_{k,t} \geq 0\}} \sum_{t \in T} \left(\sum_{k \in K} \tau_{k,t} + \tau_{\text{comp}\Omega}\right) \quad (45)
\]

\[s.t. \quad \frac{1}{T} \sum_{t=1}^{T} p_{k,t} \leq \hat{p}_{\text{ave}, k}, \quad \forall k \in K \quad (46)
\]
\[\tau_{k,t} \geq \frac{S}{q}, \quad \forall k \in K, \quad t \in T \quad (47)
\]
\[\Theta(T, \Omega) \leq \rho, \quad (48)
\]

where (45) and (46) denote individual maximum and average transmission power constraints, respectively, (47) denotes the rate constraints for model uploading, and constraint (48) ensures the maximum optimality gap requirement. Similar to problem (P1), problem (P3) is a mixed integer non-linear program that is difficult to solve.

Next, we solve problem (P3) by first optimizing \( \{p_{k,t}\} \) and \( \{\tau_{k,t}\} \) under any given feasible \( T \) and \( \Omega \), and then searching over \( T \) and \( \Omega \). With given \( T \) and \( \Omega \), problem (P3.1) reduces as
\[
\min_{\{p_{k,t} \geq 0\}, \{\tau_{k,t} \geq 0\}} \sum_{t \in T} \sum_{k \in K} \tau_{k,t} \quad (49)
\]

which is convex and thus can be directly solved optimally via standard convex optimization tools such as CVX [43].

Then, we search over \( T \) and \( \Omega \). It is observed from problem (P3) that under any given \( \Omega \), the training latency is monotonically increasing w.r.t. \( T \) (provided that \( T \) is feasible or satisfies (48)). Therefore, we can find the desirable \( T \) and \( \Omega \) by first finding the minimum \( T \) satisfying (48) under any given \( \Omega \), and then using a one-dimensional search to find the optimal \( \Omega \) achieving the minimum training latency (the optimal value of problem (P3.1) under given \( T \) and \( \Omega \)). By implementing this, the optimal \( T \) and \( \Omega \) can be found, and the corresponding optimal solution of \( \{p_{k,t}\} \) and \( \{\tau_{k,t}\} \) becomes optimal for (P3). As a result, problem (P3) is finally solved.

**C. Training Latency Comparison Between Air-FedAvg and OMA-FedAvg**

With the minimally achievable training latencies obtained in Sections V-A and V-B, this subsection provides a comparison between them to provide insights on the benefit of Air-FedAvg over OMA-FedAvg. In the following, we compare their achieved the per-iteration communication latency and the number of the outer iterations for the two systems, respectively, which are critical for the total training latency.

First, we consider the per-iteration communication latency. For Air-FedAvg, it is observed from (34) that the transmission latency at each outer iteration is proportional to the model size \( q \), but independent of the number of edge devices \( K \).
By contrast, in OMA-FedAvg, it is observed from (41) that the total transmission latency of the $K$ edge devices at each iteration is given by

$$
\tau^O_k = \sum_{k \in K} \tau_{k,t} = \sum_{k \in K} \frac{S}{r_k(t)p_{k,t}} = \sum_{k \in K} \left(1 + \log_2 s\right)q + S_0,
$$

which scales approximately linearly with $K$ and critically depends on the value of quantization level $s$. It is evident that Air-FedAvg is beneficial in reducing the communication latency at each iteration, especially when $K$ becomes large.

Next, notice that the difference in number of outer iterations between Air-FedAvg and OMA-FedAvg arises from the distinct aggregation errors, i.e., the AirComp error for the former and the quantization error for the latter. Thus it is sufficient to compare the aggregation errors encountered by the two schemes. In general, the AirComp errors can be larger than the quantization errors when the channel quality is poor and the quantization level $s$ is large enough. However, at the extreme case when $K$ goes to sufficiently large and the power budgets are also large enough, it is observed from (20) and (21) that the bias and MSE of aggregation errors would vanish with proper power control. By contrast, the quantization error for the OMA-FedAvg scheme cannot vanish even in the large-$K$ regime. This shows the superiority of Air-FedAvg over OMA-FedAvg in reducing aggregation errors and the number of outer iterations, especially in large-scale networks with many participating edge devices.

VI. SIMULATION RESULTS

This section provides simulation results to validate the performance of the proposed power control design. In the simulation, the wireless channels from the edge devices to the edge server over different communication rounds follow independent and identically distributed (i.i.d.) Rayleigh fading, i.e., $h_{k,t}$’s are modeled as i.i.d. circularly symmetric complex Gaussian (CSCG) random variables with zero mean and unit variance. We set the number of devices as $K = 10$, the noise variance $\sigma^2 = 1$ W, and the average power budgets at different devices to be $P^\text{ave}_k = 1$ W, $\forall k \in K$. We set the maximum power budget to be $P^\text{max}_k = 5$ W and the diminishing learning rates $\eta_k = \frac{\beta}{r + \alpha}$ with $\alpha = 10$ and $\beta = 1$.

A. Air-FedAvg for Ridge Regression and Handwritten Digit Recognition

First, we evaluate the performance of Air-FedAvg, for which the proposed power control policy is implemented using Matlab and Pytorch for ridge regression and handwritten digit recognition, respectively. Furthermore, the optimality gap and prediction error are considered to measure the learning performance for ridge regression on synthetic dataset, while the loss function value and test (recognition) accuracy are considered for handwritten digit recognition on MNIST dataset. We consider two benchmark schemes for performance comparison, namely the fixed power transmission that transmits with uniform power over different outer iterations by setting $p_{k,t} = P^\text{ave}_k, \forall k \in K$, and the per-iteration MSE minimization that minimizes the aggregation MSE independently at each outer iteration, which has been already solved in [20].

First, consider the ridge regression, where the sample-wise loss function is $f(w,x,y) = \frac{1}{2}\|x^Tw - y\|^2$. Randomly generated synthetic dataset is used for model training and testing. The generated data sample vector $x \in \mathbb{R}^d$ with $d = 20$ follows i.i.d. Gaussian distribution (i.e., $x \sim N(0, I)$) and the label $y$ is obtained as $y = x(2) + 3x(5) + 0.2z$, where $x(i)$ represents the $i$-th entry in vector $x$ and $z$ denotes the observation noise with i.i.d. Gaussian distribution, i.e., $z \sim N(0, 1)$. Unless stated otherwise, the data samples are evenly distributed among devices with identical size $D = 1000, \forall k \in K$ and $|D| = KD$. The size of mini-batch is $n_b = 500$. Building on the above models, the smoothness parameter $L$ and Polyak-Łojasiewicz parameter $\mu$ is obtained as the largest and smallest eigenvalues of the data Gramian matrix $X \mathbb{X}/|D| + 10^{-4}I$, where $X = [x_1, \ldots, x_{|D|}]$ is the data matrix. The minimum value of loss function $F^*$ is computed using the optimal parameter vector $w^*$ to the learning problem (3), where $w^* = (X^\mathbb{X})^{-1}X^\mathbb{Y}$ with $y = [y_1, \ldots, y_{|D|}]$. We use the simple upper bounds $G_k = 2W_k L, \forall k \in K$ [9], with $W_k > \|w^*\|^2$, and the initial
This is due to the fact that the edge server can aggregate prediction error achieved by all the three schemes decrease. It is observed that as the number of devices increases, the optimality gap and prediction error gap in Fig. 3(a) and the prediction error in Fig. 3(b) versus the per-iteration MSE minimization design. This shows the benefit of power control optimization and lower optimality gap than the fixed power transmission iteration MSE minimization design achieve faster convergence observed that the proposed power control policy and the per-iteration MSE minimization designs for both the i.i.d. and non-i.i.d. data. By comparing Figs. 4(a) and 4(b) for non-i.i.d. data versus Figs. 4(a) and 4(d) for i.i.d. ones, it is observed that the learning performance (in terms of average loss and test accuracy) degrades for non-i.i.d. data, as compared to that for i.i.d. ones. It is also observed that in the case with non-i.i.d. data, the performance gap achieved by the proposed transmission power control designs over benchmarks becomes more significant than that in the case with i.i.d. data.

B. Training Latency Performance Comparison Between Air-FedAvg versus OMA-FedAvg

This subsection compares the training latency performance between Air-FedAvg and OMA-FedAvg, by considering the ridge regression. We set the quantization level as $s = 10$ and $S_0 = 64$ bits for OMA-FedAvg, as well as the bandwidth $B = 1$ MHz. The number of CPU cycles required for computing each sample is $c = 3000$ cycles/s and the CPU frequency is $f = 5$ GHz. Hence, the local computation latency for each local training update is $\tau_{comp} = c n_b / f = 0.03$ ms.

Fig. 5 depicts the training latency achieved by Air-FedAvg and OMA-FedAvg versus the number of edge devices $K$, where the optimized numbers of local update epochs is $\Omega^* = 10$. It is observed that the proposed power control policy achieves lower loss function values and higher test accuracy than both the fixed power transmission and per-iteration MSE minimization schemes for both the i.i.d. and non-i.i.d. data. This is consistent with the discussion in Section V-C, and shows that in this case, the Air-FedAvg keeps unchanged. This is because that the contributions of model aggregation errors to the optimality gap are distinct over different outer iterations (see Remark 1), which cannot be captured by the per-iteration MSE minimization design.

Fig. 3 shows the learning performance (i.e., the optimality gap in Fig. 3(a) and the prediction error in Fig. 3(b)) versus the number of devices $K$ with $T = 50$ and $\Omega^* = 5$. Firstly, it is observed that as $K$ increases, the optimality gap and prediction error achieved by all the three schemes decrease. This is due to the fact that the edge server can aggregate more data for averaging to improve the learning performance. Secondly, the performance gap between the per-iteration MSE minimization and the fixed power control is observed to increase with $K$ increasing, which validates the effectiveness on the aggregation error minimization.

Next, consider the learning task of handwritten digit recognition using the well-known MNIST datasets, which consists of 10 classes of black-and-white digits ranging from “0” to “9”. We implement a 6-layer convolution neural network (CNN) as the classifier model, which consists of two $5 \times 5$ convolution layers with ReLU activation (the first with 32 channels and the second with 64), each followed by a $2 \times 2$ max pooling; a fully connected layer with 512 units and ReLU activation; and a final softmax output layer (582,026 parameter in total).
VII. CONCLUSION

This paper studied a new analog NOMA approach named AirComp to facilitate the model-update aggregation for FedAvg at the network edge. For the so-called Air-FedAvg, we first derived a theoretic upper bound for the optimality gap in the presence of over-the-air aggregation errors. Then, based on the derived results, we optimized the transmission power control over outer iterations to minimize the optimality gap, subject to a series of individual power constraints. After that, we investigated the minimum training latency of Air-FedAvg under a targeted optimality gap requirement, and compared the training latency performance versus that of OMA-FedAvg. Numerical results validated the learning performance gain in Air-FedAvg, achieved by power control optimization, and also showed the benefit of AirComp over OMA in training latency reduction for FedAvg. This paper revealed that for emerging FEEL applications with coupled communication and computation, new AirComp-enabled multiple access is a promising technique, by exploiting the integrated communication and communication feature over wireless channels. How to extend Air-FEEL and Air-FedAvg designs into other scenarios (e.g., with multi-antenna edge devices/server, assisted by intelligent reflecting surfaces (IRSs), or powered by renewable energy) are interesting topics worth pursuing in the future.

APPENDIX

A. Proof of Theorem 1

To proceed with, we first introduce an auxiliary variable $g_t$ as the accumulated gradient on the server according to SGD, given by

$$g_t = \frac{1}{K} \sum_{k \in K} (v_t - w_{k,t+1})$$

$$= \frac{1}{K} \sum_{k \in K} \left( \sum_{\ell=0}^{\Omega-1} \gamma_\ell \nabla F_k(w_{k,t,\ell}, \tilde{D}_k) \right), \quad (51)$$
based on which we further reformulate the exact aggregated model parameter as
\[
\tilde{v}_{t+1} = v_t - \frac{1}{K} \sum_{k \in K} \left( v_t - w_{k,t+1} \right)
\]
\[
= v_t - \frac{1}{K} \sum_{k \in K} \left( \sum_{\ell=0}^{\Omega-1} \gamma_t \nabla \tilde{F}_k(w_{k,t,\ell}, \tilde{D}_k) \right).
\]  
(52)

Recall that \( \gamma_t \) is the learning rate. Thus, with the erroneous communication in \( \mathbf{S} \), the update of learning model at outer iteration \( t + 1 \) is represented as
\[
v_{t+1} = \tilde{v}_{t+1} + \varepsilon_{t+1}
\]
\[
= v_t - \frac{1}{K} \sum_{k \in K} \left( \sum_{\ell=0}^{\Omega-1} \gamma_t \nabla \tilde{F}_k(w_{k,t,\ell}, \tilde{D}_k) \right) + \varepsilon_{t+1}.
\]  
(53)

Next, the proof follows by relating the norm of the gradient to the expected improvement made at each outer iteration. We start with considering \( \mathbf{S} \), based on which it follows that
\[
F(v_{t+1}) - F(v_t)
\]
\[
\leq (\nabla F(v_t))^\top (v_{t+1} - v_t) + \frac{L}{2} \| v_{t+1} - v_t \|^2
\]
\[
= (\nabla F(v_t))^\top (v_t - g_t + \varepsilon_{t+1} - v_t)
\]
\[
+ \frac{L}{2} \| v_t - g_t + \varepsilon_{t+1} - v_t \|^2
\]
\[
= (\nabla F(v_t))^\top \left( \varepsilon_{t+1} - \frac{1}{K} \sum_{k \in K} \sum_{\ell=0}^{\Omega-1} \gamma_t \nabla \tilde{F}_k(w_{k,t,\ell}, \tilde{D}_k) \right)
\]
\[
+ \frac{L}{2} \left\| \varepsilon_{t+1} - \frac{1}{K} \sum_{k \in K} \sum_{\ell=0}^{\Omega-1} \gamma_t \nabla \tilde{F}_k(w_{k,t,\ell}, \tilde{D}_k) \right\|^2.
\]  
(54)
By applying the inequality of arithmetic and geometric means, we have
\[
E(F(v_{t+1}) - F(v_t)) \
\leq (\nabla F(v_t))^T \left[ \sum_{k \in K} \sum_{t = 0}^{\Omega - 1} \gamma_t \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) - \frac{1}{2} \right] \
+ \frac{L}{2} E \left\| \epsilon_{t+1} - \frac{1}{K} \sum_{k \in K} \sum_{t = 0}^{\Omega - 1} \gamma_t \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) \right\|^2 \
= (\nabla F(v_t))^T \left[ \sum_{k \in K} \sum_{t = 0}^{\Omega - 1} \gamma_t \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) \right] \
+ \frac{L}{2} \left\| \epsilon_{t+1} - \frac{1}{K} \sum_{k \in K} \sum_{t = 0}^{\Omega - 1} \gamma_t \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) \right\|^2. 
\] (54)

By further applying the equality \( a_1^T a_2 = \frac{1}{2} (\|a_1\|^2 + \|a_2\|^2 - \|a_1 - a_2\|^2) \), it follows from (54) that
\[
E(F(v_{t+1}) - F(v_t)) \
\leq \frac{\gamma_t \|\nabla F(v_t)\|^2}{2} + \frac{L}{2} E \left\| \epsilon_{t+1} \right\|^2 \
+ \frac{L}{2} \left\| \epsilon_{t+1} - \frac{1}{K} \sum_{k \in K} \sum_{t = 0}^{\Omega - 1} \gamma_t \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) \right\|^2. 
\] (55)

To proceed with, it would be necessary to prove the following lemmas.

**Lemma 2** (Bounding the gradients of \( v_t \) and local gradient from randomly local update). With Assumptions [1][3] and [4] and we have
\[
E\left\| \nabla F(v_t) - \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) \right\|^2 \leq \delta_k^2 + \phi_k^2 + L^2 \gamma_t^2 \Omega^2 G_k^2. 
\] (56)

**Proof:** Please refer to Appendix [B].

From Assumption [4] the upper bound of the accumulated local gradients is given by
\[
E\left\| \frac{1}{K} \sum_{k \in K} \sum_{t = 0}^{\Omega - 1} \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) \right\|^2 \
\leq \frac{1}{K} \sum_{k \in K} \sum_{t = 0}^{\Omega - 1} \left\| \nabla \hat{F}_k(w_{k,t,t}, \hat{D}_k) \right\|^2 
\leq \frac{\Omega^2}{K} \sum_{k \in K} G_k^2, 
\] (58)

where the first inequality is derived from the Jensen’s inequality. Then, combining the Lemma [2] and inequality (58), the inequality (56) can be further relaxed into
\[
E(F(v_{t+1}) - F(v_t)) \
\leq - \frac{(\Omega - 1) \gamma_t \|\nabla F(v_t)\|^2}{2} + \frac{L^2 \gamma_t^2 \Omega^2 G_k^2}{2} \] 
+ \frac{L^2 \gamma_t^2 \Omega}{2} E \left\| \epsilon_{t+1} \right\|^2 
+ \frac{1}{K} \left( \frac{L^2 \gamma_t^3}{2} + \frac{L^2 \gamma_t^2 \Omega}{2} \right) \sum_{k \in K} G_k^2. 
\]
applying Assumption 2 we have 
\[
\mathbb{E}[F(v_{t+1})] - F^* \leq (1 - (\Omega - 1)\mu_t) \mathbb{E}(F(v_t)) - F^* + \frac{\|\mathbb{E}(\varepsilon_{t+1})\|^2}{2\gamma_t} + \frac{L\gamma_t^2\Omega^2}{K} \sum_{k \in K} G_k^2 + \gamma_t \Omega \frac{1}{K} \sum_{k \in K} \delta_k^2 + \frac{\phi_k^2}{2} + \frac{L + L\gamma_t^2\Omega}{2} \mathbb{E}(\|\varepsilon_{t+1}\|^2).
\]

Then the dual function is 
\[
W_1(\{\lambda_k\}) = \min_{\{\hat{p}_{k,t} \geq 0\}} \mathcal{L}(\{\hat{p}_{k,t}\}) \quad (62)
\]
s.t. (60).

Accordingly, the dual problem of problem (P1) is given as 
\[
\text{D1} : \min_{\{\lambda_k \geq 0\}} W_2(\{\lambda_k\}). \quad (63)
\]

Due to the fact that the strong duality holds between problems (29) and (D1), we can solve problem (29) by equivalently solving its dual problem (D1). For notational convenience, let \(\{\hat{p}_{k,t}^{\text{opt}}\}\) denote the optimal primal solution to problem (29), and \(\{\lambda_k^{\text{opt}}\}\) denote the optimal dual solution to problem (D1). Next, we first evaluate the dual function \(W_1(\{\lambda_k\})\) under any given feasible \(\{\lambda_k\}\), and then obtain the optimal dual variables \(\lambda_k^{\text{opt}}\) to maximize \(W_1(\{\lambda_k\})\).

First, we obtain \(W_1(\{\lambda_k\})\) by solving problem (62) under any given feasible \(\{\lambda_k\}\). This can be decomposed into a sequence of subproblems each for optimizing the transmission power scaling factor in edge device \(k\) at outer iteration \(t\), i.e.,
\[
\min_{0 \leq \hat{p}_{k,t} \leq \sqrt{T_{\text{max}}}} a_t c_k \left( \frac{h_{k,t}}{\Omega \sqrt{\eta_k}} - 1 \right)^2 + \frac{\lambda_k}{T} \hat{p}_{k,t}^2. \quad (64)
\]

Via the first-order derivative of the objective function in (64), we have the following lemma.

**Lemma 3.** The optimal solution to problem (64) denoted by \(\hat{p}_{k,t}^{\text{opt}}\) is given as
\[
\hat{p}_{k,t}^{\text{opt}} = \min \left[ \frac{a_t c_k h_{k,t} \sqrt{\eta_k}}{a_t c_k (h_{k,t})^2 T + \lambda_k \eta_k \sqrt{T_{\text{max}}}} \right]. \quad (65)
\]

Therefore, with Lemma 3 problem (64) is solved, and the dual function \(W_1(\{\lambda_k\})\) is accordingly obtained. It thus remains to find the optimal \(\{\lambda_k\}\). Since the dual function \(W_1(\{\lambda_k\})\) is concave but non-differentiable in general, we use the ellipsoid method [44], to obtain the optimal dual variables. Note that for the objective function in (62), the subgradient w.r.t. \(\lambda_k\), \(\forall k\), is \(\frac{1}{T} \sum_{t=1}^{T} (\hat{p}_{k,t}^{\text{opt}})^2 - \hat{P}_k^{\text{ave}}\). By replacing \(\{\lambda_k\}\) in Lemma 3 with the obtained optimal dual variables \(\lambda_k^{\text{opt}}\), the optimal solution to problem (29) is accordingly obtained as shown in (62). This thus completes the proof.
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