I. INTRODUCTION

A major innovation brought by quantum mechanics is that a physical system can be in a superposition of its classical configurations. While the classical state is a point in phase space, the quantum state is a wave in the space of classical configurations \cite{1}. All current experimental evidence suggests that the quantum theory works. Therefore, the superposition principle is expected to apply at all scales: from a single microscopic degree of freedom to one mole of any substance with \( N_A \propto 10^{23} \) degrees of freedom. However, if we try to imagine the quantum state as a wave in the \( 10^{23} \)-dimensional space, then the quantum reality appears before us as an object of tremendous complexity. This complexity is reflected in the notion of a Hilbert space \cite{2}.

We believe it is obvious that the overwhelming part of this potential complexity is not realized in the natural observable processes \cite{3–5}. It is enough to review those tremendous difficulties that the experimenters face in their attempts to build a quantum computer \cite{6,7}. This convinces us that there are rather effective mechanisms of how the quantum complexity decays during the natural processes.

We can put it differently: it is expected that only a tiny fraction of the Hilbert space is relevant for the observable motion of quantum systems. Therefore, in order to reduce the complexity, we need some tools to identify this relevant subspace. We can call this the problem of efficient Hilbert space decimation. The motivation is twofold: conceptual and pragmatic. Conceptually, we want to understand the structure of quantum states and their evolution; we want to answer the basic questions like the characterization of the boundary between the quantum and the classical reality. Pragmatically, we want to be able to calculate any property we are interested in.

The main idea of this work is that the structure of entanglement can provide answers to all these questions. The whole point is to look at the entanglement constructively. We consider it like a Lego. The bricks of this Lego are the degrees of freedom (the modes) of the environment in some trivial (separable) state. The entanglement is built by connecting these bricks via some (non)unitary operators. If we know how the entanglement is built in real time from its bricks, we can keep track of them and rigorously consider such questions as: what is the quantum complexity of real-time motion; how this complexity behaves in time: whether it saturates or grows; how to construct a few-mode approximation of the non-Markovian environment. What is even more important, if we know how the entanglement is built, then we know how to compute the properties of quantum state by disassembling the entanglement brick-by-brick. This is the renormalization group \cite{8–13} in one of its most advanced forms.

As a specific example, we consider in this work the model of a finite quantum system coupled to an infinite environment. This model plays important role in quantum physics. Its practical significance is due to the large number of covered situations: behavior of mesoscopic degrees of freedom in physical chemistry and condensed matter \cite{14}; models of quantum measurement and control \cite{15–20}. At the same time, the unique combination of simplicity and capability to exhibit many-body physics \cite{21–24} makes it a paradigmatic model which is used to challenge and improve our perspective on quantum phenomena.

In this work we use the model of open quantum system
to study the lifecycle of entanglement during the real-time evolution [25]. Suppose we couple the open system to the environment. Then it starts to emit quanta into the environment. Some of them will be reabsorbed, but a significant number of quanta will fly further and further into the environment, therefore entangling increasingly more modes of the environment. This leads to a combinatorial growth of the dimension of the joint wavefunction. Such a combinatorial growth of complexity is called the entanglement barrier [26] and it presents a significant obstacle both to interpretation and real-time computational methods.

In an attempt to make sense of the entanglement barrier let us ask the question: what is the ultimate fate of the emitted quantum field? First of all, we expect that the emitted field becomes asymptotically decoupled from the future motion of open system. For concreteness, let us assume that at some time moment \( t^* \) a certain mode \( \phi_{\text{out}} \) of the environment becomes effectively and irreversibly decoupled. Then it is important how this mode is entangled to the rest of the environment. The mode \( \phi_{\text{out}} \) can be entangled to those modes of the environment which were coupled to open system before \( t^* \). We say figuratively that \( \phi_{\text{out}} \) is entangled to the past. However, \( \phi_{\text{out}} \) can not be significantly entangled to any mode \( \phi_{\text{in}} \) which couples to open system after \( t^* \). This is because the entanglement can be only created via unitary evolution under coupling, which is effectively absent for \( \phi_{\text{out}} \) after \( t^* \). Therefore, we say figuratively that \( \phi_{\text{out}} \) is not entangled to the future. Now suppose that we have succeed to arrange the following two streams of modes: (i) the stream of incoming modes such that the mode \( \phi_{\text{in}}(t) \) assigned to the time moment \( t \) couples to open system only after \( t \); (ii) the stream of outgoing modes such that the mode \( \phi_{\text{out}}(t) \) assigned to the time moment \( t \) is irreversibly decoupled from the future motion after \( t \). This system of modes leads to the entanglement structure depicted in Fig. 1.

From this picture one sees that our entanglement Lego contains the two types of bricks: the incoming modes \( \phi_{\text{in}}(t_p) \) and the outgoing modes \( \phi_{\text{out}}(t_p) \). If we look at how the entanglement builds forward in time, we can observe that these two types of bricks play different roles. The incoming modes \( \phi_{\text{in}}(t_p) \) are sequentially attached to the structure via the evolutions \( U'_p \) thus increasing its complexity. At the same time, the outgoing modes \( \phi_{\text{out}}(t_p) \) do not participate in the construction. Therefore, we can remove them by tracing out them as soon as they emerge. This is how we can disassemble the entanglement by continuously removing all the emerging such “idle” bricks. The competition between the two processes, the attachment of \( \phi_{\text{in}}(t_p) \) and the removal of \( \phi_{\text{out}}(t_p) \), determines the final complexity of the structure. In Fig. 1 we have assumed that \( \phi_{\text{in}}(t_p) \) and \( \phi_{\text{out}}(t_p) \) occur with equal rates in time. Then, each moment of time only a finite number of bricks (in Fig. 1 they are the vertical salmon-colored lines connecting the adjacent evolutions) are attached to the structure. The quantum complexity of real-time motion only survives in these bricks. The quantum complexity will saturate and become bounded with time if the occupation of the coupled modes is bounded. In other words, the flux \( j_{\text{in}}(t_p) \) of the quanta emitted by the open system should balance the flux \( j_{\text{out}}(t_p) \) of the quanta leaking out to the outgoing modes.

The structure in Fig. 1 yields a few-mode representation of the bath. If we consider the reduced joint state of open system and of the coupled modes, then all the effects of the environment on the system will be taken into account. In this work we verify this idea by considering the model of open quantum system in an environment with subohmic, Ohmic, superohmic, and semicircle (waveguide) spectral density.

The structure in Fig. 1 indicates that the time plays the role of a flow parameter of some renormalization group: the movement in time is accompanied with the emergence of degrees of freedom which are unentangled to the future flow. In the language of RG they are called the irrelevant degrees of freedom. Such degrees of freedom are iteratively traced out while computing the flow. Here we mean the modern variants of RG, like the entanglement renormalization (ER) [8–11]. In this work we
propose a numerical implementation of the real-time RG which follows from the Fig. 1. We verify the idea by a calculation for the environment with a semicircle spectral density.

The second thing we expect to eventually happen is that the emitted field becomes observed. For example, one can imagine that the environment is filled with observers at an exremely low density. So that when the emitted field hits the observer, it has already effectively decoupled from the open system. These observers can perceive e.g. the signal of displaced vacuum of the environment (i.e. they observe some global classical background of the environment). Such a signal is expected to be a superposition of the stochastic vacuum noise and some deterministic motion due to interaction with the open system [27]. Because of the entanglement structure in Fig. 1, such a measurement does not disturbs the future quantum evolution: the trace over the outgoing modes can be represented as a stochastic average over the ensemble of their measurement signals. In Fig. 1 this corresponds to replacing each occurring gray line with some classical noise. Then we immediately conclude that there exist two kinds of entanglement: (i) the entanglement which is coupled to the future quantum motion. It appears to be a genuinely quantum phenomenon. (ii) The outgoing entanglement which is irreversibly decoupled from the future quantum motion (and which is carried by the outgoing modes \( \phi_{\text{out}}(t_{p}) \)). The latter kind of entanglement is equivalent to the stochastic ensemble of classical signals. This fact has both pragmatic and conceptual consequences. Pragmatically, we can efficiently simulate/analyze the outgoing entanglement via the Monte Carlo sampling of the signal realizations. The resulting procedure, the renormalization group for quantum trajectories, is presented in this work. Conceptually, we conjecture that the outgoing entanglement is the carrier of classical reality. We verify the idea by a calculation for the environment with a subohmic spectral density.

In the following sections we develop this picture up to numerical schemes by proposing a measure of average coupling to the future.

This work is structured as follows. We place our ideas into the current research context in sec. II. The model of open quantum system and its environment are introduced in sec. III. Then in sec. IV we study how the emitted field decouples from its source. We encourage the reader to pay special attention to the Figs. 4 and 11 which describe the physical mechanism of how the stream of the incoming modes and of the irreversibly decoupled (outgoing) modes emerge in real time. We verify our ideas by providing the calculations for the subohmic/Ohmic/superohmic and semicircle environments. The reader who is interested in the justification of the real-time RG should pay attention to sec. IV C and to the discussion of Figs. 8 and 9. The Schrödinger equation for the model of open quantum system is reformulated in terms of the incoming and outgoing modes in sec. V. As a result, in Fig. 17 we obtain the entanglement structure of Fig. 1. In sec. VI the outgoing modes are traced out in real time as soon as they occur: this is the renormalization group for density matrix. We verify this idea by a calculation for the semicircle spectral density (waveguide environment). In sec. VI F, Fig. 25, we present a calculation which supports our conjecture that there is a balance between the fluxes of incoming and outgoing quanta, i.e. the complexity of real-time motion is expected to saturate. In section VII we consider the Markovian limit of our RG procedure. In sec. VIII we implement another alternative for the RG procedure: to measure the irrelevant modes in real time as soon as they occur. We verify this by a calculation for the environment with a subohmic spectral density. Our approach is compared with a state-of-the-art tensor network method (TEMO [28]). In section IX we introduce the measure of temporal entanglement. We conclude in sec. X. There are also four appendices where we provide some implementation details of our RG procedures.

II. RELATION TO OTHER APPROACHES

Ultimately our approach is to find such a quantum circuit (Fig. 1) which shows how the entanglement is built along the flow (which is the real time in our case) from some set of uncoupled degrees of freedom. This promotes the viewpoint of entanglement as some kind of Lego. Its bricks are the uncoupled degrees of freedom. These bricks are stucked together by applying (non)unitary operations. The merit of this viewpoint is that the observable properties of the resulting complex many-body states can be computed by gradually disassembling this Lego brick-by-brick.

Actually this viewpoint is close in spirit to the ideas of the entanglement renormalization (ER) [8–11]. However, we extend ER in the following two aspects.

First, ER studies how the entanglement is arranged over the increasing length scales. In other words, for ER the relevant degrees of freedom are those which contribute to the low-energy (‘infrared’) properties. While this is appropriate for the description of low-temperature equilibrium properties, it becomes unjustified in the case of real-time evolution. During the real-time motion, the widely-separated energy scales may become coupled e.g. after a sudden quench of parameters. We avoid this problem since in our approach the relevant degrees of freedom are exactly those which have a non-negligible coupling to the future evolution.

The second difference is how our circuit model is derived. Below we introduce the metric \( I_2[\phi; \tau] \) which measures how much the given mode \( \phi \) at a given time moment \( \tau \) is coupled to the future motion. This way we rigorously identify the modes \( \phi_{\text{out}} \) with are irreversibly irrelevant (decoupled) because their metric \( I_2[\phi_{\text{out}}; \tau] \) is below a certain threshold. Therefor, we prove our entanglement model. This should be contrasted to the reasoning behind ER which is more heuristic, e.g. by matching the
III. MODEL OF OPEN QUANTUM SYSTEM

Here we describe the model for which we implement our ideas in this paper: the open quantum system. The latter is defined by a Hamiltonian \( \hat{H}_s \). The system is coupled to bosonic environment via some operator \( \hat{s} \). The environment is harmonic with a Hamiltonian \( \hat{H}_b \),

\[
\hat{H}_b = \int_0^{+\infty} d\omega \hat{a}^\dagger(\omega) \hat{a}(\omega).
\]

Here the environment’s degrees of freedom are \([\hat{a}(\omega), \hat{a}^\dagger(\omega')] = \delta(\omega - \omega')\). The environment is coupled to the open system via some site operator

\[
\hat{b} = \int_0^{+\infty} d\omega c(\omega) \hat{a}(\omega).
\]

The coupling constant is related to the spectral density \( J(\omega) = \pi |c(\omega)|^2 \). The total Hamiltonian of the joint system is

\[
\hat{H}_{sb} = \hat{H}_s + \hat{s}^\dagger \hat{b} + \hat{s} \hat{b}^\dagger + \hat{H}_b.
\]

In the interaction picture wrt the free environment we have

\[
\hat{H}_{sb}(t) = \hat{H}_s + \hat{s}^\dagger \hat{b}(t) + \hat{s} \hat{b}^\dagger(t),
\]

where

\[
\hat{b}(t) = \int_0^{+\infty} d\omega c(\omega) \hat{a}(\omega) e^{-i\omega t}.
\]

For convenience we assume that initially at \( t = 0 \) the environment is in its vacuum state \( |0\rangle_b \), so that the initial joint state is

\[
|\Phi(0)\rangle_{sb} = |\phi_0\rangle_s \otimes |0\rangle_b,
\]

where \(|\phi_0\rangle_s\) is the initial state of the system. The vacuum initial condition can be easily generalized to a finite temperature state of the environment \([27, 62]\). Here the subscripts ‘b’, ‘s’, and ‘sb’ designate the belonging to the Hilbert space of the open system \( \mathcal{H}_s \), the Fock space \( \mathcal{F}_b \) of environment, and the joint space \( \mathcal{H}_s \otimes \mathcal{F}_b \) of the open system and environment correspondingly.

IV. HOW THE QUANTUM FIELD GRADUALLY DECOUPLES FROM ITS SOURCE

In this section we find what are the incoming and outgoing modes from Fig. 1. The entanglement is generated by coupling. Therefore, the analysis of the entanglement structure is essentially the analysis of the decoupling mechanism. In this section we consider the superpositions of single-quantum states which are emitted by the open system, and describe the mechanism behind their irreversible decoupling which was proposed in \([27, 63]\). Later in the next section we apply this mechanism to the full many-quanta case.

A. Physical mechanism of decoupling

During its evolution the open system emits and absorbs quanta in the environment. There are several important asymmetries between the emission and absorption processes which we discuss and exploit here.

1. Parametrization of the emitted quantum field

The Fock space of the environment (1) is infinite. The important nontrivial fact is that the Fock space of the
quantum field which can be emitted by open system is dramatically smaller. Indeed, since the open system sits at one local site of the environment, clearly it cannot resolve the full Fock space of the environment. The spatiotemporal resolution of the emitted field is determined by the spectral properties of $\hat{b}^\dagger (t)$.

Formally, from the Hamiltonian (4) it is seen that at a time moment $t$ the quanta are emitted via $\hat{b}^\dagger (t)$. Let us assume that the evolution happens during the time interval $[0,t]$, starting from the initial state $|\Phi (0)\rangle_{sb}$, eq. (6). One can imagine that this time interval consists of a sequence of $N$ time moments $\tau_0, \tau_1, \ldots, \tau_p, \tau_{p+1}, \ldots, 0 \leq \tau_p \leq t, \ p = 0 \ldots N$, which are equally spaced at an infinitesimal interval $dt$. Then at each time moment $\tau_p$ the new quanta are created via $\hat{b}^\dagger (\tau_p)$. This means that the wavefunction $|\Phi (t)\rangle_{sb}$ can only depend on $\hat{b}^\dagger (\tau_0) \ldots \hat{b}^\dagger (\tau_p) \ldots \hat{b}^\dagger (\tau_N)$. We may write it in the following form

$$|\Phi (t)\rangle_{sb} = \sum_{n_0=0}^{\infty} \ldots \sum_{n_N=0}^{\infty} \frac{1}{\sqrt{n_0! \ldots n_N!}} \times |\phi (n_0 \ldots n_N)\rangle_a \otimes \hat{b}^{\dagger n_0} (\tau_0) \ldots \hat{b}^{\dagger n_N} (\tau_N) |0\rangle_b.$$  

(7)

We can visualize the resulting evolution by imagining it as a tape recorder, Fig. 2: the time is like a tape which moves with a constant speed $[64]$. This tape is divided into discrete cells, one cell for each time moment $\tau_p$. Then the open system is like a read/erase head. At the time moment $\tau_p$ the head writes new quanta into the $\tau_p$th cell of the tape. At the same time, the head can erase quanta from any past cell $\tau_q$, $\tau_q \leq \tau_p$, with the amplitude

$$\left[ \hat{b} (\tau_p), \hat{b}^\dagger (\tau_q) \right] = \frac{1}{\pi} \int_0^{+\infty} d\omega J (\omega) e^{-i\omega(\tau_p-\tau_q)}$$

$$= M (\tau_p - \tau_q),$$

(8)

where $M (\tau_p - \tau_q)$ is the so-called memory function of the environment. This equation follows from eq. (5) and from the commutation relation $[\hat{a} (\omega), \hat{a}^\dagger (\omega')] = \delta (\omega - \omega')$. The past cells may be entangled with each other and with the head (open system), as it follows from (7).

We see that in this picture both the creation and the absorption of quanta are causal processes: the future cells with $\tau_q > \tau_p$ are empty and uncoupled from the open system. They couple to the evolution one-by-one as the tape moves in front of the head. We call them the stream of incoming modes. They are the bricks of the Lego from which the entanglement is being built in real time.

The first important asymmetry is that the new quanta can be written in the present and future cells, with $\tau_q \geq \tau_p$, whereas no new quanta are created in the past cells with $\tau_q < \tau_p$. The past cells are coupled to the future motion only via the annihilation of quanta.

The second important asymmetry is that the creation of new quanta is a local operation, whereas the annihilation of quanta is a long-range operation, since the memory function $M (t)$ always has the inverse-power law tails [27, 63]. Indeed, since the physical spectral function $J (\omega)$ cannot have the negative-frequency components, it should go to zero as a certain power of $\omega$: $\omega^{\rho_o} \theta (\omega)$, where $\theta$ is a Heaviside function, and $\rho_o > 0$. This leads to a tail $\propto (\pm it)^{-\rho_o-1}$ in the large-$t$ asymptotic behaviour of $M (t)$. Moreover, every frequency $\omega_k$, where $J (\omega_k + i\omega)$ has a discontinuous part $\delta \omega^\rho \theta (\pm \delta \omega)$, leads to an addi-
tional tail $\propto e^{-i\omega_k t} (\pm it)^{-p_k - 1}$ in $M(t)$. These discontinuities can be e.g. the band edges. Such tails were called the memory channels in [27, 63].

For illustration, let us consider the widely used model of the environment with a spectral density

$$ J(\omega) = \frac{\alpha \omega_c}{2} \left[ \frac{\omega}{\omega_c} \right]^s \exp \left( -\frac{\omega}{\omega_c} \right). \quad (9) $$

It covers many types of environment by varying the parameter $s$: the subohmic ($0 \leq s < 1$), Ohmic ($s = 1$) and superohmic ($s > 1$). This spectral density corresponds to the memory function

$$ M(t) = \frac{\alpha \omega_c^2}{2\pi} \frac{\Gamma(s+1)}{(1 + it \omega_c)^{s+1}}, \quad (10) $$

which has a tail $\propto \tau^{-s-1}$ due to the discontinuity at the frequency $\omega = 0$. Another example is the waveguide environment (in the Schrödinger picture)

$$ \hat{H}_b = \sum_{j=1}^{\infty} \left\{ h \hat{a}_{j+1}^{\dagger} \hat{a}_j + h \hat{a}_j^{\dagger} \hat{a}_{j+1} + \varepsilon \hat{a}_j^{\dagger} \hat{a}_j \right\}, \quad (11) $$

with the open system being coupled to the first site $\hat{a}_1$. In the interaction picture with respect to $\hat{H}_b$, we get $\hat{b}(t) \equiv \hat{a}_1(t) = \exp \left( it \hat{H}_b \right) \hat{a}_1 \exp \left( -it \hat{H}_b \right)$. Such an environment has a finite band of energies $[\varepsilon - 2h, \varepsilon + 2h]$, and the memory function is

$$ M(t) = e^{-it \int_0^t \frac{2\hat{J}_1(2\hat{h}t)}{\hat{h}t} \propto t^{-\frac{3}{2}} e^{-i(\varepsilon-2\hat{h})t} + t^{-\frac{3}{2}} e^{-i(\varepsilon+2\hat{h})t}, \quad (12) $$

where now we have two tails, one tail per band edge at the frequencies $\omega_1 = \varepsilon - 2\hat{h}$ and $\omega_2 = \varepsilon + 2\hat{h}$.

This long-range character of $M(t)$ is a problem because it leads to a large number of past cells which are entangled and significantly coupled to the future motion. As a result, the complexity of real-time motion accumulates combinatorially-fast and becomes prohibitive.

In order to solve this problem, let us consider the amplitude of the annihilation process. Suppose that by the time moment $\tau_p$, one quantum was emitted. Its state $|\phi\rangle_b$ is a superposition of the cell-write events:

$$ |\phi\rangle_b = \left\{ \phi_0 \hat{b}^\dagger (\tau_0) + \ldots + \phi_{p-1} \hat{b}^\dagger (\tau_{p-1}) \right\} |0\rangle_b. \quad (13) $$

Here for the moment we neglect the degrees of freedom of the open system (in the next section V we derive the full equations of motion). Now suppose that in the future the open system points to some cell $\tau_{p'}$, with $\tau_{p'} > \tau_p$. Then it will erase this quantum state (13) with the amplitude

$$ A_{p'p}[\phi] = \sum_{r=0}^{p-1} M((p' - r) dt) \phi_r. \quad (14) $$

We see that the quanta in the past cells are coupled to the future via the convolution with $M(t)$. Now we recall that

for the distant past the memory function $M(t)$ behaves as a superposition of its tails $M_k(t) = e^{-i\omega_k t} (\pm it)^{-p_k - 1}$. Every such tail has the property that its local spectrum gradually becomes more and more narrowed to the frequency $\omega_k$ as the time argument $t$ is increased. Equivalently, one may say that as $t$ is increased, there is an increasing large time scale $\Delta(t)$ over which the tail $M_k(t)$ can be considered as being effectively constant. Therefore, starting from $t$ every spectral component of $\phi$ outside the frequency range $[\omega_k - \Delta(t)^{-1}, \omega_k + \Delta(t)^{-1}]$ will be averaged to zero by convolving with $M(t)$ in eq. (14). Physically this means that in the remote past, the spectral content of the emitted quanta is completely decoupled from the future motion, except a progressively small vicinity of these singular frequencies $\omega_k$, see Fig. 3.

The analysis above convinces us that as the time proceeds, new modes of the environment should continuously emerge which are effectively decoupled from the future motion, see Fig. 4. We call these the stream of outgoing modes. We will construct them formally in the following section.

Now suppose we succeeded in constructing the degrees of freedom which represent the different spectral areas in Fig. 4. Namely, the cells from Fig. 2 are treated as independent quantum degrees of freedom. Then the frame is changed (via a unitary transform, Fig. 5) so that instead of the past cells we have: (i) the cells which are significantly coupled to the future (the relevant modes, from the salmon-colored area in Fig. 4) and (ii) the cells
Figure 4. When the real-time evolution is propagated forward one time step (blue arrow), from $\tau_p$ to $\tau_{p+1}$, the emitted quantum field is shifted one step further into the past (gray arrow). Then the frequency scales $\Delta (t)^{-1}$ slightly shrink. As a result, each propagation step yields new spectral content (gray area) which is irreversibly decoupled from the future motion. The gray area should correspond to some continuously emerging outgoing modes of the environment.

Figure 5. If we find the degrees of freedom (the modes) which correspond to the coupled and decoupled spectral components of the emitted quantum field, then we can switch to the basis $\phi_1, \phi_2, \ldots$ of such modes by applying a suitable unitary transform $U$ to the past cell degrees $\tau_1, \tau_2, \ldots, \tau_p$ of freedom of the time tape. The new cells $\phi_k$ are numbered in the decreasing order of their significance for the future evolution. Their color match the color of the spectral areas in Fig. 4.

which are effectively and irreversibly decoupled from the future (the outgoing modes, from the gray area in Fig. 4), see Fig. 6. We expect that this way the coupling to the past will become short-ranged, and the complexity of the real-time motion will become bounded. This is because the decoupled past modes can be traced out as we demonstrate below in this work.

B. How to find the outgoing modes

In this section we implement the intuition of Fig 3: we find the modes which are significantly coupled to the future motion (lie inside the salmon-colored area) and those which are irreversibly decoupled (lie outside the salmon-colored area).

Let us again assume that by the time moment $\tau_p$ there is a single-quantum state of the tape (13). Recall that $A_{p'p} [\phi]$ from eq. (14) is the amplitude to annihilate this quantum at a later time moment $\tau_{p'}$. We introduce the short-hand bra-ket notation for the equation (14):

$$A_{p'p} [\phi] = (p' | M | \phi) ,$$

where the matrix $M$ is the discretized memory function $M_l = M ((l - r) \, dt)$, with $l$, $r \geq 0$. The set of amplitudes $\phi_0, \ldots, \phi_{p-1}$ is considered as a semi-infinite vector $\phi_r$, $r \geq 0$, with $\phi_r = 0$ for $r \geq p$. This vector is denoted in the bra-ket notation as $\langle \phi \rangle$. The notation $(p | \phi)$ means the amplitude on the cell $\tau_m$: $(p | \phi) = \phi_p$.

In order to estimate the significance of $\phi$ for the future quantum motion, we can evaluate the average intensity of annihilation processes over all the future time moments:

$$I_q [\phi; \tau_p] = \sum_{p' = p}^{\infty} \frac{\langle |p' | M | \phi| ^q \rangle}{\langle \phi | \phi \rangle} ,$$

with some parameter $q > 0$. The quantity $I_q [\phi; \tau_p]$ is the power mean of $A_{p'p} [\phi]$ over the time interval $[\tau_p, \infty)$. Here the denominator in (16) removes the trivial dependence on normalization of $\phi$. It is natural to expect that the mode $\phi_1$ which makes the largest average contribution to the future annihilation processes is the most important for the future motion. Such a mode can be found by maximizing $I_q [\phi; \tau_p]$. The second most important mode $\phi_2$ can be found by maximizing $I_q [\phi; \tau_p]$ subject to the orthogonality constraint $\langle \phi_1 | \phi_2 \rangle = 0$. Repeating iteratively this process by maximizing $I_q [\phi; \tau_p]$ subject to the constraint of orthogonality to all the previously found modes, we find the fastest decoupling basis of modes $\phi_1, \ldots, \phi_p$.

Let us recall the intuitive picture of Fig. 3. The annihilation amplitude (15) has the convolutional form. The intensity $I_q [\phi; \tau_p]$ is the average magnitude of such convolutions which are shifted to future times. Therefore, we expect that the modes which maximize $I_q [\phi; \tau_p]$ correspond to the salmon-colored spectral area in Fig. 3. The modes which yield the least significant contribution to $I_q [\phi; \tau_p]$ lie outside the salmon-colored spectral area of Fig. 3.

In this paper we consider the case of a root mean square intensity $I_2 [\phi; \tau_p]$. In this case the intensity assumes the form

$$I_2 [\phi; \tau_p] = \langle \phi | K (p) | \phi \rangle ,$$

where the matrix $K (p)$ is

$$K (p)_{p', r} = \sum_{p' = p}^{\infty} M^* ((p' - r') \, dt) \, M ((p' - r) \, dt) ,$$
0 ≤ r, r' < p. Then the fastest decoupling basis \( \phi_1 \ldots \phi_p \) is given by the eigenvectors of \( K(p) \),

\[
K(p) |\phi_k\rangle = \lambda_k |\phi_k\rangle ,
\]

where \( k = 1, 2, \ldots \), and we sort the eigenvalues \( \lambda_k(p) \) in the descending order.

1. Example calculations: some tests of the ideas

As illustration, we resent in Fig. 7 the plot of normalized eigenvalues \( \lambda_k(p)/\lambda_1(p) \) for the cases of subohmic (\( s = 0.5 \)), ohmic (\( s = 1.0 \)) and superohmic (\( s = 2.0 \)) environments, eq. (10), for the time moment \( t_p = pdt = 100 \). One observes that the average coupling of these eigenvectors to the future evolution decays exponentially fast.

If the intuition of Fig 3 is valid, then the oscillations of the eigenvectors \( \phi_k \) should rapidly slow down so that the spectral content of \( \phi_k \) remains in the progressively small vicinity of the only singular frequency \( \omega = 0 \). In Fig. 8 we present the plots of \( \phi_{10} \) for the cases of subohmic (\( s = 0.5 \)), ohmic (\( s = 1.0 \)) and superohmic (\( s = 2.0 \)) environments. It is seen that the scale of their oscillations is almost constant on the logarithmic scale of times \( \tau_r \), which supports our intuition.

A more stringent test of our intuition is to compute the most important mode \( \phi_1 \) for the waveguide memory function (12). If the Fig. 3 is valid, and if the first eigenvalues of \( K(p) \) indeed sample the salmon-colored spectral area, then the tails of \( \phi_1 \) should behave as a superposition of \( e^{+i(\varepsilon-2\tau)\tau} \) and \( e^{+i(\varepsilon+2\tau)\tau} \). In Fig. 9 we present the plot of \( \phi_1 \) for the waveguide with \( \varepsilon = 1 \) and \( h = 0.05 \).

Taking into account the exponentially fast decoupling of the modes \( \phi_k \), we can keep the first \( m \) modes \( \phi_1, \ldots \phi_m \) as the relevant modes, and consider the rest modes \( \phi_{m+1}, \phi_{m+2}, \ldots \) as the outgoing modes. The latter are irreversibly decoupled, which is supported by the following property of the average intensity:

\[
I_q [\phi; \tau_{p'}] \leq I_q [\phi; \tau_p] \text{ for } \tau_{p'} \geq \tau_p ,
\]

which follows from its definition (16).
C. Implications for the renormalization group: the choice of relevant space

Looking at the fastest decoupling basis modes in Fig 8, we notice the emergent logarithmic scale when the only singular frequency is $\omega = 0$. This logarithmic scale is a characteristic feature of the renormalization group (RG) methods [65]. The interesting difference is that the traditional (equilibrium-inspired) RG methods perform the logarithmic discretization of the energy band, whereas in our case it is the time behaviour which scales logarithmically. However the core principle is the same: (i) there is a flow, (ii) as we proceed along the flow, only the low-energy behaviour remains to be relevant, see Fig. 10. In the equilibrium-inspired RG methods the flow is the decreasing characteristic energy cut-off. In our case the flow is the “aging” (moving to the past in time) of the emitted field, and the relevant low-energy behaviour is the progressively small vicinity of the singular frequencies in spectral function $J(\omega)$, as in Fig. 3.

D. The emergence of outgoing modes in real time

In this section we implement the intuition of Fig 4 and Fig. 10: we construct the stream of outgoing modes. That is, for each infinitesimal motion $\tau_p \to \tau_{p+1}$, we identify the new mode $\phi_{\text{out}}(p)$ of the environment that has just become irreversibly decoupled (which belongs to the gray area in Fig 4 and to the shell $D_p$ in Fig. 10).

We construct the stream of outgoing modes by induction. Suppose we have chosen to keep no more than $m$ relevant modes. This is how we demarkate the boundary of the salmon-colored area in Fig. 3. This means that for $\tau_p$ with $p < m - 1$ all the modes are relevant since the matrix $K(p)$ has no more than $m$ eigenvalues. This is the basis for our inductive construction.

Now suppose that at a time moment $\tau_p$, $p \geq m - 1$, we know what are the relevant modes $\phi_1(p), \ldots, \phi_m(p)$, and know what are (zero or more) outgoing modes $\phi_{\text{out}}(p-1), \phi_{\text{out}}(p-2), \ldots, \phi_{\text{out}}(m)$, see Fig. 11, a). At the time moment $\tau_p$, the open system (the write/erase head in our tape model) points to the cell $\tau_p$. This cell represents one incoming mode $\phi_{\text{in}}(p)$ which is localized on this cell: $\langle r | \phi_{\text{in}}(p) \rangle = \delta_{rp}$, with $\delta$ being the Kronecker delta.

The inductive step in our construction is to consider what happens after the propagation to the next time moment $\tau_p \to \tau_{p+1}$. The incoming mode $\phi_{\text{in}}(p)$ becomes one of the past cells (the write/erase head moves one position to the left). As a result, by the time moment $\tau_{p+1}$ we have the following $m+1$ modes: $\phi_1(p), \ldots, \phi_m(p)$ and $\phi_{\text{in}}(p)$. Our task is to transform these modes into the new $m$ relevant modes $\phi_1(p+1), \ldots, \phi_m(p+1)$, and one new outgoing mode $\phi_{\text{out}}(p)$, via some unitary transform $W_p$. Here $W_p$ acts as ordinary matrix on the column entries e.g. $\phi_k(p+1) = \sum_l (W_p)_{kl} \phi_l(p) + (W_p)_{k,m+1} \phi_{\text{in}}(p)$. In order to determine $W_p$, we choose the fastest decoupling basis. As the fastest decoupling basis we take the eigenvectors of $K(p+1)$ in the space spanned by $\phi_1(p) \ldots, \phi_m(p)$ and $\phi_{\text{in}}(p)$. The matrix elements of $K(p+1)$ in this subspace are:

$$
\bar{K}(p+1) = \begin{bmatrix}
K_{1r} & K_{1i} \\
K_{ir} & K_{ii}
\end{bmatrix},
$$

where the blocks of the matrix are: the scalar $K_{ii} = \langle \phi_{\text{in}}(p) | K(p+1) | \phi_{\text{in}}(p) \rangle = K(p+1)_{pp} = \sum_{p' = 1}^{\infty} |M(p')dt|^2$; the vector $(K_{ir})_q = \langle \phi_{\text{in}}(p) | K(p+1) | \phi_q(p) \rangle$; the matrix $(K_{rr})_{qq'} = \langle \phi_q(p) | K(p+1) | \phi_{q'}(p) \rangle$. This matrix has dimension $(m+1) \times (m+1)$. Therefore, if we diagonalize it and sort the $m+1$ eigenvectors in the descending order of their eigenvalues,

$$
\bar{K}(p+1) = U \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \lambda_{m+1}
\end{bmatrix} U^\dagger,
$$

we obtain $W_p = U^T$ for eq. (21).

Iterating this inductive step, we construct the entire stream of outgoing modes $\phi_{\text{out}}(p)$, see Fig. 12.
Figure 10. Comparison between the traditional “equilibrium-inspired” and the real-time renormalization groups (RG). a). In the traditional RG, we have initial energy interval $[-1,1]$ (in some arbitrary units). Then one makes assumption that only the low energy behaviour is relevant for the problem at hand. The logarithmic discretization of the energy interval is introduced with $\Lambda > 1$. We obtain an infinite sequence of energy shells $D_1 = [-1, -\Lambda^{-1}] \cup [\Lambda^{-1}, 1], \ldots, D_k = [-\Lambda^{-k+1}, -\Lambda^{-k}] \cup [\Lambda^{-k}, \Lambda^{-k+1}], \ldots$. The renormalization group flow is obtained by sequentially tracing out the degrees of freedom in the shells $D_1, D_2, \ldots, D_k, \ldots$. b). In the real-time renormalization group, the relevant degrees of freedom are contained in the progressively small vicinity of each singular frequency $\omega_k$ where the spectral density $J(\omega)$ has sharp features (e.g. band edges). Thus we obtain the sequence of phase-space shells $D_{p-1}, D_p, D_{p+1}, \ldots$. The shell $D_k$ contains the spectral content which decouples from future evolution after the time moment $\tau_k$, see Fig. 4. Each shell $D_k$ carries a degree of freedom $\phi_{\text{out}} (k)$, which are constructed in sec. IV D. These $\phi_{\text{out}} (k)$ are traced out in sec. VI and collapsed to classical noise in sec. VIII.

V. EQUATIONS OF MOTION IN TERMS OF INCOMING, OUTGOING, AND RELEVANT MODES

In this section we give a precise meaning to the Fig. 1. In the previous section the treatment was on the level of superpositions of single-quantum states of the environment. Here we derive the complete quantum equations of motions, which fully take into account the many-body correlations between the open quantum system and the environment.

We remind you that our goal is to find a minimum number of degrees of freedom which contain everything what is significant for the motion at future time moments. We want to stay in the small relevant subspace (spanned by these degrees of freedom) all the time. However during each infinitesimal time interval the quantum amplitudes leak outside this space (due to the environment dispersion). In other words, at least one new degree of freedom gets entangled. In order to keep the minimal number of relevant modes, we need to trace out some degree of freedom. This degree of freedom should be independent and decoupled from everything. Otherwise, the real-time motion will become corrupted on large times. We conclude that we need to attach an independent degree of freedom to each infinitesimal time moment. Otherwise there will be nothing to trace out, and the number of coupled modes will grow with time. Therefore, in this section we develop a formalism which treats the infinitesimal time cells as independent degrees of freedom. We then map the model of open quantum system (52) to the representation of independent time cells (“tape model”) in an exact and rigorous way.

A. Fock space for the tape cells

Each cell $\tau_p$ of the time tape (the light turquoise circles in Figs. 2, 5, and 6) is considered as independent bosonic degree of freedom with its own creation operator $\tilde{\psi}^\dagger_p, [\tilde{\psi}_{q}, \tilde{\psi}^\dagger_{p}] = \delta_{qp}$. The operator $\tilde{\psi}^\dagger_p$ creates a quantum in the mode $\phi_{\text{in}} (p)$. Recalling Fig. 2, this implies that we map the creation operator $\hat{b}^\dagger (\tau_p)$ to $\tilde{\psi}^\dagger_p$,

$$\hat{b}^\dagger (\tau_p) \rightarrow \tilde{\psi}^\dagger_p \quad (24)$$

As a result, the tape has its own vacuum $|0 \rangle_t$, and the tape Fock space $F_t$ is spanned by applying $\tilde{\psi}^\dagger_{p}$’s to $|0 \rangle_t$. This Fock space is formally different from that $F_b$ defined by
the original model in eq. (4). However the quantum mechanics permits many different formal representations of a physical system, provided that the observable properties are invariant. For the latter it is enough to conserve the commutation relation (8), which is ensured by the mapping

$$\hat{b} (\tau_l) \rightarrow \sum_{r=0}^{l} M_{lr} \psi_r, \quad (25)$$

were we again employ the matrix $M$ with elements $M_{lr} = M ((l-r) dt)$. Now the tape model and the original model eq. (4) are in one-to-one correspondence. For example, the states are mapped between these models as:

$$| \psi_n(0) \rangle \rightarrow | \phi(0) \rangle$$
$$| \psi_{n+1}(0) \rangle \rightarrow | \phi(n, p) \rangle$$

Here $| \phi(n, p) \rangle$ is a wavefunction of the open system which is not affected by the mapping. The vacuum initial condition for the tape model becomes $| \Phi (0) \rangle_{st} = | \phi_0 \rangle_s \otimes | 0 \rangle_t$.

### B. The Hamiltonian for the tape model

The Hamiltonian for the tape model is obtained by applying the mapping rules (24)- (25) to the original Hamiltonian (4):

$$\hat{H}_{st} (\tau_p) \rightarrow \hat{H}_{s} (\tau_p) = \hat{H}_{s} + \hat{\psi}_{p} + \sum_{r=0}^{p} M_{pr} \psi_r. \quad (27)$$

Observe that in the tape model the real-time evolution happens in discrete time steps, via jumps from one cell $\tau_p$
to the neighboring one \( \tau_{p+1} \). Of course, we want this discrete evolution to approximate the continuous one from the original model (4). It is desirable that the global propagation error is stable and vanishing as \( dt \to 0 \). The latter can be achieved by employing the implicit midpoint rule as a propagator,

\[
| \Phi (t_{p+1}) \rangle_{st} = | \Phi (t_p) \rangle_{st} - idt \hat{H}_{st} (\tau_p) \frac{1}{2} \left\{ | \Phi (t_{p+1}) \rangle_{st} + | \Phi (t_p) \rangle_{st} \right\} + O (dt^2),
\]

where now we specify that the tape cells are located at the midpoint times: \( \tau_p = (p + \frac{1}{2}) dt \). This equation is solved for \( | \Phi (t_{p+1}) \rangle_{st} \) by iterations with the initial guess \( | \Phi (t_p) \rangle_{st} = | \Phi (t_p) \rangle_{st} \). Here the Hamiltonian \( \hat{H}_{sb} (\tau_p) \) corresponds to the head (open system) being coupled to the cell \( \tau_p \). Then the midpoint rule enforces us to think that the Hamiltonian \( \hat{H}_{sb} (\tau_p) \) generates the evolution from the wavefunction \( | \Phi (t_p) \rangle_{st} \) at the time moment \( t_p = pdt \) to the wavefunction \( | \Phi (t_{p+1}) \rangle_{st} \) at the next time moment \( t_{p+1} = (p + 1) dt \). This ensures the global error of \( O (dt^2) \). The time moment \( t_p \) corresponds to the notation of Fig. 1.

The wavefunction \( | \Phi (t_p) \rangle_{st} \) depends on the modes \( \psi_0^1, \ldots, \psi_{p-1}^p \). During each propagation step of eq. (28) it entangles one additional mode \( \psi_p^p \) (which corresponds to \( \phi_{in} (p) \)), see Fig 13. This is the usual growth of complexity which we overcome in this work.

C. Partial trace

To completely define the tape model, we need to discuss how to compute the trace over the cell degrees of freedom. Suppose we compute the reduced density matrix for open system via the partial trace over the environment:

\[
\hat{\rho}_b (t_p) = \text{Tr}_b \{ | \Phi (t_p) \rangle_{sb} \langle \Phi (t_p) | \},
\]

where \( | \Phi (t_p) \rangle_{sb} \) is the wavefunction of the original model (4). The effect of \( \text{Tr}_b \) is that each \( \hat{\alpha}^\dagger (\omega) \) from the ket \( | \Phi (t_p) \rangle_{sb} \) becomes paired with \( \hat{\alpha} (\omega) \)'s from the bra \( \langle \Phi (t_p) | \) at the same frequency. This follows from the commutation relations \( [\hat{\alpha} (\omega) , \hat{\alpha}^\dagger (\omega') ] = \delta (\omega - \omega') \). We can rewrite the partial trace (29) in such a form that all the pairings become explicit:

\[
\hat{\rho}_b (t_p) = \langle b | \{ \exp \int_{b}^{f} d\omega \hat{\alpha}^\dagger (\omega) \hat{\alpha} (\omega) \} \times : | \Phi (t_p) \rangle_{sb} \langle \Phi (t_p) | : \} A | 0 \rangle_b .
\]

Here the notation \( \{ : : \} A \) means that the creation/annihilation operators coming from the Taylor expansion of the pairing function \( \exp \int_{0}^{f} d\omega \hat{\alpha}^\dagger (\omega) \hat{\alpha} (\omega) \) are antinormally ordered around the term \( | \Phi (t_p) \rangle_{sb} \langle \Phi (t_p) | \). The ordering of the latter term is not affected (which is indicated by placing it between \( : : \)). Observe that when we order the Taylor expansion of the pairing function, we regard its constituent creation/annihilation operators as commuting. The expressions (29) and (30) are equal because they describe the same set of pairings between the \( \hat{\alpha}^\dagger (\omega) \)'s from the ket \( | \Phi (t_p) \rangle_{sb} \), and the \( \hat{\alpha} (\omega) \)'s from the bra \( \langle \Phi (t_p) | \). The operation \( b_b (| 0 \rangle \cdot | 0 \rangle )_b \) denotes the projection of density matrix to the subspace of zero quanta in the environment. This operation does not affect the open system.

When defining the trace for the wavefunction \( | \Phi (t_p) \rangle_{st} \) of the tape model, we should take into account that each pairing between \( \hat{\psi}_r \) and \( \hat{\psi}_s^\dagger \) is possible due to the commutator \( [\hat{b} (\tau_r) , \hat{b}^\dagger (\tau_s) ] = M_{rs} \):

\[
\hat{\rho}_s (t_p) = \langle t | \{ \exp \sum_{r=s}^{g-1} \hat{\psi}_r \hat{\psi}_s^\dagger \} \times : | \Phi (t_p) \rangle_{st} \langle \Phi (t_p) | : \} A | 0 \rangle_t .
\]

Figure 13. In the tape model of open system the evolution happens between the discrete time moments \( t_0 = 0 \), \( t_1 = dt, \ldots, t_p = pdt, \ldots \). After propagation from \( t_p \) to \( t_{p+1} \), one new incoming mode \( \phi_{in} (p) \) (turquoise line) corresponding to the cell \( \tau_p \) becomes entangled to the open system (blue line). The evolutions \( \hat{U}_p \) happen under the midpoint rule (28).

This is how the partial trace is performed in the tape
model. The conceptual meaning of the pairing function is that the time-cell degrees of freedom yield non-local contribution to the observables in quantum mechanics, see Fig. 14

D. Propagation of wavefunction in terms of incoming, outgoing, and relevant modes

The initial condition for the propagation is $|\Phi (0)\rangle_{st} = |\phi_0\rangle_s \otimes |0\rangle_t$.

There are two regimes of propagation: $t_p < t_m$ and $t_p \geq t_m$.

As was discussed in sec. IV D, while $t_p < t_m$, all the modes $\psi_0, \ldots, \psi_{p-1}$ are relevant: $\phi_{in} (1) \equiv \phi_1 (p-1), \ldots, \phi_{in} (p-1) \equiv \phi_{p-1} (p-1)$. Therefore, the propagation from $|\Phi (t_p)\rangle_{st}$ to $|\Phi (t_{p+1})\rangle_{st}$ is done via the application of the midpoint rule (28). As a result, before the time moment $t_m$ the entanglement develops according to the Fig. 13.

The situation changes for $t_p \geq t_m$. The wavefunction $|\Phi (t_p)\rangle_{st}$ depends on the relevant modes $\phi_1 (p-1) \ldots \phi_{m} (p-1)$ via their creation operators $\hat{\phi}_{in}^\dagger (p-1) \ldots \hat{\phi}_{in}^\dagger (p-1)$. Also $|\Phi (t_p)\rangle_{st}$ depends on zero or more outgoing modes $\phi_{out} (p-1) \ldots \phi_{out} (m)$ via their creation operators $\hat{\phi}_{out}^\dagger (p-1) \ldots \hat{\phi}_{out}^\dagger (m)$, see Fig. 15, a). Here each line represents the occupation number of the corresponding mode. The salmon-colored lines $\phi_k \equiv \phi_p (p-1), k = 1 \ldots m$, correspond to the relevant modes which are populated via the creation operators $\hat{\phi}_{out}^\dagger (p-1)$. The blue line denotes the quantum numbers of the open system. The gray lines are the outgoing modes.

The propagation begins with entangling step: when the discrete-time Hamiltonian $\hat{H}_{st} (\tau_p)$ (27) is applied, the stage b). in Fig. 15. We express the Hamiltonian in terms of the incoming mode $\hat{\psi}_p^\dagger$, the relevant modes $\hat{\phi}_{in}^\dagger (p)$, and the irrelevant modes $\hat{\phi}_{out}^\dagger (p)$:

$$\hat{H}_{st} (\tau_p) = \hat{H}_s + \hat{\psi}_p^\dagger \hat{s} \psi_p^\dagger + \hat{s} \sum_{i=1}^{min(p, m)} M_i (p) \hat{\phi}_i (p)$$

$$+ \hat{s} \sum_{i=m+1}^{p-1} M_{outi} (p) \hat{\phi}_{out} (i),$$

where the coupling to the relevant modes is

$$M_i (p) = \sum_{r=0}^{p-1} M_{pr} \phi_{pr} (p),$$

and the coupling to the irrelevant modes is $M_{outi} (p) = \sum_{r=0}^{p-1} M_{pr} \phi_{out} (t_i)$. Up to now the treatment was exact (in the limit $dt \to 0$). Here we make an approximation for the first time: the coupling between the incoming

$$M_{rs} =$$

$$\hat{\rho}_s (t_p) =$$

$$| \Phi (t_p) \rangle_{st} =$$

Figure 14. a). It is very desirable to consider the wavefunction as depending on quantum numbers of each infinitesimal time moment (turquoise lines). This approach is natural for analyzing how the entanglement gradually develops in real time. Especially it is interesting to track how is it happening continuously: what gets entangled and disentangled each infinitesimal time moment. We succeed in deriving equations of motion which treat the infinitesimal time cells as independent degrees of freedom: see eqs. (27) and (28).

b). Nevertheless, there are no time-local states in quantum mechanics. Due to the commutation relation (8), each time cell $\tau_k$ contributes to the observables at another time moment $t$ like a wavepacket $M_{rs}^{1/2}$ with long-range tails. Here $M_{rs}^{1/2} = (2\pi)^{-\frac{1}{2}} \int_0^{\infty} \! d\omega e^{-i\omega (\tau_k - t)} \sqrt{J(\omega)}$. c). We reconcile the dynamical locality and the observable non-locality by introducing the pairing function. This effectively smears the time cells in time during the partial trace operation. The resulting density matrix $\hat{\rho}_s (t_p)$ depends only on quantum numbers of the open system (blue lines). d). The elementary pairing $M_{rs}$ corresponds to the overlap (green area) between the wavepackets of the two quanta at $\tau_r$ and $\tau_s$: $M_{rs} = \int_{-\infty}^{+\infty} M_{rs}^{1/2} \bar{M}_{rs}^{1/2} dt$. 

mode and the irrelevant modes (the last line of eq. (32)) is discarded, so that we have:
\[
\hat{H}_{st} (\tau_p) = \hat{H}_n + s \hat{\psi}_p^\dagger + M (0) \hat{\psi}_p^{\min(p,m)} + s \hat{s} \sum_{i=1} M_i (p) \hat{\phi}_i (p). \tag{34}
\]

Below we will use this form of the Hamiltonian.

After the propagation \( \hat{U}_p \) via the rule (28), the resulting wavefunction \( | \Phi (t_{p+1}) \rangle_{st} \) still depends on the “old” relevant modes \( \hat{\phi}_k (p) \). The wavefunction \( | \Phi (t_{p+1}) \rangle_{st} \) also entangles one additional incoming mode \( \hat{\psi}_p^\dagger \) (the turquoise line going up from the stage b). in Fig. 15): hence the name “entangling step”.

The propagation is finished by the disentangling step: we change to the basis of new relevant modes \( \hat{\phi}_k (p+1) \), the stage c). in Fig. 15:
\[
| \Phi (t_{p+1}) \rangle_{st} = \hat{W}_p \left| \Phi (t_p) \right\rangle_{st}, \tag{35}
\]

where the disentangler \( \hat{W}_p \) is given by
\[
\hat{W}_p = \exp \left( i \left[ \hat{\phi}_1^\dagger \ldots \hat{\phi}_m^\dagger \hat{\psi}_p^\dagger \right] h (p) \left[ \hat{\phi}_1 \ldots \hat{\phi}_m \hat{\psi}_p \right]^T \right), \tag{36}
\]

and the Hermitean \( (m+1) \times (m+1) \) matrix \( h (p) = \hat{\psi}_p \hat{\chi} W_p \), with the unitary matrix \( W_p \) defined in eq. (21).

Observe that in Eq. (35) we apply the active form of the frame-change transformation (36). As a result, the relevant modes lose their time dependence, \( \hat{\phi}_k^\dagger (p) \equiv \hat{\phi}_k^\dagger, k = 1 \ldots m \). The resulting wavefunction \( | \Phi (t_{p+1}) \rangle_{st} \) has the same structure as \( | \Phi (t_p) \rangle_{st} \). Namely, it has the same matrix-product-state structure as in Fig. 15, a). Each block in this structure is formed by a pair of entangler-disentangler transforms, Fig. 16.

Observe that as the result of \( \hat{W}_p \), one additional outgoing mode \( \phi_{out} (p) \) is produced in the wavefunction \( | \Phi (t_{p+1}) \rangle_{st} \). The coupling of \( \phi_{out} (p) \) to the future is negligible by construction, so that \( \phi_{out} (p) \) will not become entangled to the future incoming modes: hence the name “disentangling step”.

The iterative application of these propagation steps leads to the circuit model presented in Fig. 17.

E. Decoupling of the pairing function

Let us recall that when computing the observables, we need to apply the pairing function eq (31). It introduces an additional non-local coupling between the future and the past cell modes. One might wonder if this would spoil the entanglement structure described in Figs. 15 - 17. The answer is no. The coupling in the pairing function has the same form of the convolutional annihilation process that was thoroughly analyzed in section IV. Therefore, in the frame of the incom-
ing/outgoing/relevant modes, we can neglect the pairings between the outgoing and the future incoming modes, Fig. 18, analogously to transition from eq. (32) to eq. (34). Below we ensure this by explicit calculation.

1. Change of frame in the pairing function

The pairing function in eq. (31) is written in terms of the original incoming modes $\psi_i^{(k)}$. Let us change to the frame of incoming/outgoing/relevant modes in the pairing function. Suppose that these frames are related as

$$
\begin{bmatrix}
\phi_1 (p) \\
\vdots \\
\phi_m (p) \\
\phi_{\text{out}} (m) \\
\vdots \\
\phi_{\text{out}} (p-1)
\end{bmatrix}
\begin{bmatrix}
\phi_{\text{in}} (0) \\
\vdots \\
\phi_{\text{in}} (p-1)
\end{bmatrix}
= U
\begin{bmatrix}
\phi_{\text{in}} (0) \\
\vdots \\
\phi_{\text{in}} (p-1)
\end{bmatrix},
$$

where the unitary matrix $U$ is the cumulative effect of the disentanglers: $U = W_p W_{p-1} \ldots W_m$. The creation operators are related in the same way:

$$
\hat{\Phi} =
\begin{bmatrix}
\hat{\phi}_1^{(i)} \\
\vdots \\
\hat{\phi}_m^{(i)} \\
\hat{\phi}_{\text{out}}^{(m)} \\
\vdots \\
\hat{\phi}_{\text{out}}^{(p-1)}
\end{bmatrix},
$$

where $\hat{\phi}$ is a shorthand for the column vector of creation operators. Its components $\hat{\phi}_1^{(i)} \ldots \hat{\phi}_m^{(i)}$ refer to $\hat{\phi}_1^{(i)} \ldots \hat{\phi}_m^{(i)}$ correspondingly, and $\hat{\phi}_{m+1}^{(i)} \ldots \hat{\phi}_{m+p}^{(i)}$ refer to $\hat{\phi}_{\text{out}}^{(m)} \ldots \hat{\phi}_{\text{out}}^{(p-1)}$ correspondingly. The inverse transforms are given by $U^\dagger$. We have for the pairing

Figure 16. a). In the frame of relevant/outgoing modes, the real-time wavefunction $|\Phi (t_p)\rangle_{\text{st}}$ has the structure of a matrix-product-state. b). Each block (tensor) is a product of the entangling and disentangling transforms.

Figure 17. The circuit model of real-time evolution of open quantum system. Each time step $t_p$, one new incoming mode $\phi_{\text{in}} (p) \equiv \phi_{\text{in}} (t_p)$ get entangled to the open system via the Hamiltonian evolution $U_p$. Afterwards one new irreversibly decouled mode $\phi_{\text{out}} (p) \equiv \phi_{\text{out}} (t_p)$ gets disentangled via the active change of frame $W_p$. Observe that the product $W_p U_p$ is equal to $U_p$ from Fig. 1.
The last term in the second line, $M_{outi}(p)\hat{\phi}_{out}(i)$, can be discarded by construction of the streams of outgoing modes. Therefore, when taking the partial trace over the time cells, we can assume that there are no pairings between the past outgoing and the future incoming modes, and the described above structure of entanglement, Fig. 17, is preserved.

VI. TRACING OUT THE OUTGOING MODES: RENORMALIZATION GROUP FOR DENSITY MATRICES

In this section we implement the idea that the “idle” bricks in Fig. 1 can be removed as soon as they emerge. In the conventional RG approach, we trace out the irrelevant degrees of freedom as soon as they appear. Therefore, in this section we introduce the joint density matrix $\hat{\rho}_{rel}(t_p)$ of the open system and of the relevant degrees of freedom of the environment as a partial trace over the irrelevant degrees. After that an iterative propagation procedure is derived for $\hat{\rho}_{rel}(t_p)$.

A. The convention of growing Fock space

We consider the case of the vacuum initial condition for the environment. In this case the incoming modes are always in vacuum. Then the notation will be more concise if we assume that the wavefunction $|\Phi(t_p)\rangle_{st}$ is defined on a growing Hilbert space $\mathcal{H}_o \otimes \mathcal{F}_i(t_p)$ of the open system, the present and the past tape cells. Namely, at $t_0 = 0$ there are no cells at all, so that $\mathcal{F}_i(0) = \otimes$, and the initial condition is just $|\Phi(0)\rangle_{st} = |\phi_0\rangle_o$. After each propagation $t_p \to t_{p+1}$, one additional incoming mode $\psi^\dagger_p$ gets coupled, and the Fock space is enlarged: $\mathcal{F}_i(p + 1) = \mathcal{F}_i(p) \otimes \{\text{space spanned by } \psi^\dagger_p\}$. Below we follow this convention.
B. Density matrix in the time domain

We recall the formula eq. (31) for the partial trace over the time cells. We can rewrite it as

$$\rho_{st} (t_p) = \langle 0| \rho_{st} (t_p) | 0 \rangle_t,$$  \hspace{1cm} (42)

where we introduce the joint density matrix for the open system and the time cells,

$$\rho_{st} (t_p) = \left\{ e^{\sum_{rs=0}^{p-1} \hat{H}_{rs} \hat{\psi}_s} : |\Phi (t_p)\rangle_{st}\langle \Phi (t_p)\rangle : \right\}_A^{-1},$$  \hspace{1cm} (43)

see also Fig 19. This density matrix is Hermitian and positive semidefinite. The latter follows from the fact that $|\Phi (t_p)\rangle_{st}\langle \Phi (t_p)\rangle$ is positive semidefinite, and the action of the pairing function is a completely positive map since it has the “sandwich” form required by the Stinespring factorization theorem. Indeed, each elementary pairing has the form

$$\sum_{rs} M_{rs} \hat{\psi}_s : \ldots : \hat{\psi}_r^{\dagger} = \int dr \tilde{K} (r) : \ldots : \hat{K}^{\dagger} (r),$$  \hspace{1cm} (44)

where $\tilde{K} (r) = \sum_s M_{rs}^{1/2} \hat{\psi}_s$, and $M_{rr}^{1/2} = (2\pi)^{-1/2} \int_0^{+\infty} d\omega e^{-i\omega(r-r')} \sqrt{f (\omega)}$ is the wavepacket of a single emission event from Fig. 14.

However, the density matrix $\rho_{st} (t_p)$ need not be normalized in the conventional sense, $\text{Tr} \rho_{st} (t_p) \neq 1$. Instead, its vacuum part is always normalized:

$$\text{Tr} \left\{ \langle 0| \rho_{st} (t_p) | 0 \rangle_t \right\} = 1.$$  \hspace{1cm} (45)

This follows from the fact that density matrix of open system is normalized, $\text{Tr} \rho_{st} (t) = 1$, and that the partial trace over the environment involves the vacuum projection in the tape model, eq. (31). Let us remind that we have derived the trace formula eq. (31) from the formal requirement that all the commutators are conserved, see sections VA and VC. However later, in sec. VIII B, we find a physical interpretation of this relation: partial trace eq. (31) and the normalization (45) can be interpreted as a result of vacuum fluctuations of the classical background of the environment.

C. Definition of the relevant density matrix

Here we define the relevant density matrix $\rho_{rel} (t_p)$, and in the next section we discuss how it can be computed. In order to introduce the relevant density matrix $\rho_{rel} (t_p)$, we first switch to the frame of incoming/relevant/outgoing modes in the definition (43) of $\rho_{st} (t_p)$, Fig. 20 a). This change of frame was described in sec. VE 1. After that all the outgoing modes which have emerged by the time moment $t_p$ are projected to vacuum, Fig. 20 b):

$$\rho_{rel} (t_p) = \langle \text{out}(p) | 0 \rangle \left\{ e^{\sum_{rs=0}^{p-1} \hat{H}_{rs} \hat{\psi}_s} : \left| \Phi (t_p) \right\rangle_{st} \langle \Phi (t_p) : \right\}_A \langle 0 | \text{out}(p) \rangle,$$  \hspace{1cm} (46)

where

$$\langle 0 | \text{out}(p) \rangle = \langle 0 | \phi_{\text{out} (p-1)} \otimes \ldots \otimes | 0 \rangle_{\text{out} (m)}$$  \hspace{1cm} (47)

is the joint vacuum of the outgoing modes $\phi_{\text{out} (m)}$, . . . , $\phi_{\text{out} (p-1)}$ which have emerged by the time moment $t_p$. The operation $\langle 0 | \text{out}(p) \rangle \otimes | 0 \rangle_{\text{out}(p)}$ in eq. (46) denotes the projection of density matrix to the subspace of zero quanta in the outgoing modes $\phi_{\text{out} (m)}$, . . . , $\phi_{\text{out} (p-1)}$. This operation does not affect the other degrees of freedom. Actually this projection restricts the growing Fock space $F_\text{rel}$ to the subspace $F_\text{rel}$ spanned by the relevant modes $\phi_1 \ldots \phi_m$. The reduced density matrix for the open system is obtained via the projection

$$\rho_{rel} (t_p) = \langle 0 | \rho_{rel} (t_p) | 0 \rangle_{rel},$$  \hspace{1cm} (48)

where here and below under $| 0 \rangle_{\text{rel}}$ we designate the joint vacuum for the relevant modes $\phi_1^{\dagger}, \ldots, \phi_m^{\dagger}$.

D. Propagation of density matrix

Given an environment with a spectral density $J (\omega)$, one computes its memory function $M (t - t')$. Then the incoming/outgoing/relevant modes, and disentanglers $W_p$ are found according to the algorithm of sec. IV D. This needs to be done once for a given $J (\omega)$.

The initial condition for the propagation is $\rho_{rel} (0) = | \phi_0 \rangle_s \langle \phi_0 |$, since there is no relevant modes at $t_0 = 0$.

Now suppose we have $\rho_{rel} (t_p)$ which is an operator acting in $H_s \otimes F_\text{rel}$, Fig. 21, a). The first step of propagation is the entangling step, Fig. 21, b). Here the Hamiltonian $\hat{H}_\text{st} (\tau_p)$ of eq. (34) is applied. We use the following three facts. First, since $\hat{H}_\text{st} (\tau_p)$ is not Hermitian, the bra state $\langle \Phi (t_p) |$ evolves under $\hat{H}_\text{st} (\tau_p)$, whereas the ket state $| \Phi (t_p) \rangle$ evolves under $\hat{H}_\text{st} (\tau_p)$. Second, the Hamiltonian $\hat{H}_\text{st} (\tau_p)$ can be commuted to the left of the pairing function in eq. (46). Analogously, the Hamiltonian $\hat{H}_\text{st} (\tau_p)$ can be commuted to the right of the pairing function. Third, the Hamiltonian $\hat{H}_\text{st} (\tau_p)$ entangles one additional incoming mode $\hat{\psi}_p$. Therefore, the Fock space is enlarged from $F_\text{rel}$ to $F_\text{rel}^{\dagger}$ due to the states generated by $\hat{\psi}_p^{\dagger}$. The density matrix $\rho_{rel} (t_p)$ is embedded into the space $H_s \otimes F_\text{rel}^{\dagger}$ as $\rho_{rel} (t_p) = \hat{\rho}_{rel+i} (t_p) \otimes | 0 \rangle_{\text{rel}^{\dagger}} \langle 0 |_{\text{rel}^{\dagger}}$. It propagates as

$$\hat{\rho}_{rel+i}^1 (t_{p+1}) = \hat{\rho}_{rel+i} (t_p) - \frac{i dt}{12} \left\{ \hat{H}_\text{st} (\tau_p) \hat{\rho}_{rel+i}^1 (t_p) - \hat{\rho}_{rel+i}^1 (t_p) \hat{H}_\text{st} (\tau_p) \right\},$$  \hspace{1cm} (49)
where  \( \tilde{\rho}_{\text{rel}+i}^{(1/2)}(t_p) = \frac{1}{2} \left( \tilde{\rho}_{\text{rel}+i}^{(1)}(t_p+1) + \tilde{\rho}_{\text{rel}+i}(t_p) \right) \). This propagation corresponds to the operators  \( \tilde{U}_p \) and  \( \tilde{U}_p^\dag \) on Fig. 21.

Observe that  \( \tilde{\rho}_{\text{rel}+i}^{(1)}(t_{p+1}) \) entangles one additional incoming mode  \( \hat{\phi}_i^{\text{in}} \) and the pairing function in eq. (46) does not yet contain the pairings for this mode. As follows from Fig. 18 and section V E, only the pairings of incoming mode with itself and with the relevant modes should be included. Therefore, the second step is the pairing update, Fig. 21 c),

\[
\tilde{\rho}_{\text{rel}+i}^{(2)}(t_{p+1}) = \left\{ e^{\tilde{H}_p M(t) \tilde{\phi}_i^{\text{in}}} + (\tilde{\phi}_i^{\text{in}} \Sigma_i M(p) \tilde{\phi}_i^{\text{in}} + c.c.) : \tilde{\rho}_{\text{rel}+i}^{(1)}(t_{p+1}) \right\}_A .
\]

During the propagation the pairing update is the only operation which can make the density matrix impure. This is the non-Markovian analog of the jump  \( L \rho L^\dagger \) terms in the Markovian Lindblad dissipator [30, 66].

In the third step of propagation, the disentangling step, Fig. 21 d), we apply the disentangler  \( \tilde{W}_p \) to convert the incoming mode  \( \hat{\psi}_i^{\text{out}} \) into the new outgoing mode  \( \hat{\phi}_i^{\text{out}}(p) \):

\[
\tilde{\rho}_{\text{rel}+o}(t_{p+1}) = \tilde{W}_p \tilde{\rho}_{\text{rel}+i}^{(2)}(t_{p+1}) \tilde{W}_p^{-1} .
\]

Here we change the subscript from 'rel+i' to 'rel+o' in order to make explicit the fact that (i) we start with the Fock space spanned by the relevant modes  \( \hat{\phi}_1^{\text{in}} \ldots \hat{\phi}_m^{\text{in}} \) and one incoming mode  \( \hat{\psi}_i^{\text{out}} \) and (ii) after the disentangler transform we end with the Fock space spanned by the relevant modes  \( \hat{\phi}_1^{\text{out}} \ldots \hat{\phi}_m^{\text{out}} \) and one outgoing mode  \( \hat{\phi}_i^{\text{out}}(p) \).

The last step, the oblivion, 21 e), is to discard the quantum content of this irrelevant mode:

\[
\tilde{\rho}_{\text{rel}}(t_{p+1}) = \phi_0 \langle \phi_0 | \tilde{\rho}_{\text{rel}+o}(t_{p+1}) | \phi_0 \rangle_{\text{out}(p)} .
\]

As a result, we return to the smaller Fock space  \( F_{\text{rel}} \). Then the propagation procedure is repeated for the next time moment  \( t_{p+1} \).

These four steps, eqs. (49), (50), (51), (52), constitute one complete iteration of the real-time RG flow. They can be implemented numerically in a Fock space of the tape cells (see Fig 22), see appendix A. which is truncated in the maximal total occupation of the modes. The pairing update (50) is inexpensive since we can truncate it to second order, see appendix B. The disentangler (52) can be efficiently implemented using Lanczos-like algorithms: see appendix C.

## E. Example calculation

In Fig. 23 we present the results of calculation of the RG for density matrices for the system of a driven qubit coupled to the waveguide eq. (11) with  \( \varepsilon = 1 \) and...
Figure 21. The lifecycle of entanglement in course of real time evolution. It directly maps to the numerical recipe of the renormalization group for density matrices.

\[ \hat{H}_s = \hat{\sigma}_+ \hat{\sigma}_- + 0.1 \cos t \]

\[ \hat{\sigma}_+ = \hat{a}^\dagger \]

We conduct a series of simulations with one \( (m = 1) \), two \( (m = 2) \), three \( (m = 3) \), and five \( (m = 5) \) relevant modes. The convergence is achieved when only the states of no more than two quanta were kept in the tape Fock spaces \( \mathcal{F}_{t} \), \( \mathcal{F}_{\text{rel}} \), \( \mathcal{F}_{\text{rel+1}} \), \( \mathcal{F}_{\text{rel+o}} \). It is seen that the simulation converges already for the three \( (m = 3) \) relevant modes. In Fig. 24 we compare the converged result with the numerically-exact solution of the Schrodinger equation. The Schrodinger equation was solved in the truncated Hilbert space of the model (11). The truncation was done by keeping the first 14 lattice sites \( \hat{a}_1^\dagger \ldots \hat{a}_{14}^\dagger \) and by keeping all the Fock states \( \hat{a}_1^{n_1} \ldots \hat{a}_{14}^{n_{14}} \langle 0 \rangle_b \) with maximal total occupation \( n_1 + \ldots + n_{14} \leq 7 \). Our RG procedure yields a benefit in comparison with the “bare” solution of the Schrodinger equation: 3 modes vs 14 and 2 quanta vs 7. The physical explanation is that among the 14 modes only 3 are non-negligibly coupled to the future motion, and their occupation is rather small, so that 2 quanta are enough.

**F. Balance of complexity**

As we discussed in the Introduction, the quantum complexity is expected to saturate if the rates of occurrences of incoming and outgoing modes are equal, and the incoming and outgoing fluxes are also equal. Here we discuss there questions on the example of the driven qubit in the waveguide from the previous section.

1. **Rates of occurrences of incoming and outgoing modes**

As it is seen from the Fig. 22, the rates of outgoing modes are not always equal to the rates of incoming modes. On the time interval \( [0, t_m] \) every incoming mode becomes relevant: no outgoing modes are produced at all. During this initial period the dimension of the relevant space grows linearly with time. However, due to the fastest decoupling property, Fig. 7, when the dimension becomes equal to \( m \), the contribution of new relevant
Figure 22. The renormalization group for density matrices has two regimes. 1) Before the time moment \( t_m \) all the time cells are relevant, and the tape Fock space continuously grows. 2) After the time moment \( t_m \), the Fock space stops growing and starts to "oscillate" between \( F_{rel} \), \( F_{rel+i} \), and \( F_{rel+o} \). Here span (…) designates the Fock space generated by applying creation operators inside the brackets to the vacuum state. In a numerical simulation the Fock spaces are truncated in the maximal total occupation of the modes. Such a truncation is justified by the conjectured balance of complexity: see sec. VIF. In a numerical simulation the Fock spaces \( F_{rel+i} \) and \( F_{rel+o} \) are the same: it is our interpretation that the additional mode alternatively plays the role of the incoming and outgoing mode.

Figure 23. For the system of a driven qubit in a highly non-Markovian waveguide, only 3 relevant modes at a maximal occupation of 2 quanta is enough to achieve the convergence of observable properties. The calculation is done by RG for density matrices.

Figure 24. For the same situation as in previous Fig. 23, we compare the converged RG for density matrices with the numerically exact solution of Schrodinger equation. The latter required us to keep 14 lattice sites in eq. (11) and all states of maximum total occupation of 7 quanta.

2. Balance of fluxes

For the same system of a driven qubit in the waveguide, we check the proposed conjecture that the flux of the quanta emitted into the incoming mode (the incoming current) and the flux of the quanta discarded in the outgoing mode (the outgoing current) should balance each other. The results of the Fig. 25 support our conjecture. The incoming current \( j_{in}(t_p) \) is computed as the population of the incoming mode \( \phi_{in}(p) \) at the end of stage b) in Fig. 21 (after propagation under \( \hat{U}_p \ldots \hat{U}_p^\dagger \), but before the pairing update):

\[ j_{in}(t_p) = \frac{1}{dt} \text{Tr} \left\{ \hat{\rho}_{rel+i}^{(1)} (t_{p+1}) \hat{\psi}_{p}^\dagger \hat{\psi}_{p} \right\}. \]  \( (53) \)

The outgoing current \( j_{out}(t_p) \) is computed as the population of the outgoing mode \( \phi_{out}(p) \) at the end of stage d) on Fig. 21 (after disentangling under \( \hat{W}_p \ldots \hat{W}_p^\dagger \) but before the oblivion):

\[ j_{out}(t_p) = \frac{1}{dt} \text{Tr} \left\{ \hat{\rho}_{rel+o}^{(3)} (t_{p+1}) \hat{\phi}_{out}^\dagger (p) \hat{\phi}_{out} (p) \right\}. \]  \( (54) \)
Finally, the total occupation of relevant modes is computed as

\[
n_{\text{tot}} (t_p) = \text{Tr} \left\{ \hat{\rho}_{\text{rel+1}}^{(1)} (t_{p+1}) \left( \psi_p^{\dagger} \psi_p + \sum_{k=1}^{m} \phi_k^{\dagger} \phi_k \right) \right\}.
\]

(55)

This balance of complexity has the following physical interpretation, Fig. 26. The incoming modes inject new quanta with the flux \( j_{\text{in}} (t_p) \) into the “cavity” which is formed by the relevant modes. The “mirrors” of the cavity are formed by the coupling to the future motion. These “mirrors” are imperfect: the outgoing modes are continuously leaking out and carry away with them a flux \( j_{\text{out}} (t_p) \) of quanta.

G. Analogies with the time-symmetric formulation of quantum mechanics

Observe that the general structure of the RG flow described above is time-symmetric: if we apply the steps in Fig. 21 forward in time, then i) one incoming mode in the vacuum gets entangled; ii) one outgoing mode gets disentangled and projected to the vacuum. If we reverse this procedure in time, we get: i) one outgoing mode in the vacuum gets entangled; ii) one incoming mode gets disentangled and projected to the vacuum. This has interesting analogies to the two-state vector formalism (TSVF) of quantum mechanics by Yakir Aharonov et al. [67]. In TSVF one considers the two measurements. The outcome of the first measurement at time \( t \) produces the state \( \psi_{\text{in}} (t) \). The outcome of the second measurement at \( T > t \) produces the state \( \psi_{\text{out}} (T) \). Then TSVF considers the quantum evolution inside the interval \([t, T]\) with the fixed initial and final boundary conditions \( \psi_{\text{in}} (t) \) and \( \psi_{\text{out}} (T) \) correspondingly, Fig. 27 This formalism is applied when analysing the experiments with the post-selection of measurement results [68]. This formalism also yields an interpretation of quantum mechanics: one may assume that there is a final boundary condition for the Universe which singles out a definite outcome for all the measurements [69]. However the real-time entanglement structure suggests an interesting alternative: instead of global initial and final states, one may consider the streams of initial and final states, so that there is a continuous competition between the birth and the death of the quantum reality in real time, see Fig. 27

VII. MARKOVIAN LIMIT

In this section we relate our renormalization group procedure Fig. 21 to the Lindblad master equation which is applied in the Markovian regime [66, 70]. This will help us to develop intuition about the steps of our RG procedure.

There are many ways to perform the Markovian limit. A good way should be based solely on the spectral decoupling mechanism represented in sec. IV. A rough way is to apply the conventional formal arguments which lead to the Lindblad master equation. Here we choose the latter in order to connect the RG procedure to the conventional terms. Moreover, later it will help us to assess the additional insights provided by the spectral decoupling mechanism.

We choose the derivation of Markovian limit via the quantum stochastic differential equations [66, 70]. Essentially this approach assumes that we are dealing with a small-coupling, near-resonant, and broadband setup. Then the time cells can be considered as local independent degrees of freedom, \( [\hat{b}(t), \hat{b}^\dagger (t')] = i \delta (t - t') \). In terms of the stream of discrete time moments this reads

\[
[\hat{b} (\tau_p), \hat{b}^\dagger (\tau_q)] = dt^{-1} \Gamma \delta_{pq}.
\]

(56)

This means that we have \( m = 0 \) relevant modes: only incoming mode appears in Fig. 21. The disentangler in Fig. 21, d) is the identity operator: \( \phi_{\text{out}} (p) = \phi_{\text{in}} (p) \). The small-coupling assumption means that we can consider at most one quantum in the incoming mode.

The stage a) in Fig. 21 considers the relevant density matrix \( \hat{\rho}_{\text{rel}} (t_p) \) at a time moment \( t_p \), which is simply

\[
\hat{\rho}_{\text{rel}} (t_p) = \hat{\rho}_{\text{s}} (t_p),
\]

(57)

where \( \hat{\rho}_{\text{s}} (t_p) \) is a reduced density matrix of open system.

Let us assume for a moment that \( \hat{\rho}_{\text{rel}} (t_p) \) is a pure state \( |\phi\rangle \rangle_{\text{rel}} \). After the entangling step, Fig. 21 b), this state becomes

\[
|\phi^{(1)}\rangle \rangle_{\text{rel+i}} = \left( 1 - i \hat{H}_s dt \right) |\phi\rangle \rangle_{\text{rel}} \otimes |0\rangle \rangle_{\text{in}} (p) - i \hat{S} |\phi\rangle \rangle_{\text{rel}} \otimes |1\rangle \rangle_{\text{in}} (p) dt - \frac{1}{2} \Gamma \hat{S}^\dagger \hat{S} |\phi\rangle \rangle_{\text{rel}} \otimes |0\rangle \rangle_{\text{in}} (p) dt.
\]

(58)
Here we keep only $O(dt)$ terms in the midpoint propagation under (34). In the last line we see the second-order virtual process because there is $dt^{-1}$ in the memory function commutator (56). We observe that the first line yields the unitary free motion of open system $-i\left[\hat{H}_s, \hat{\rho}_{\text{rel}}\right]$ in the Lindblad equation, and the last line yields the standard term $-\frac{1}{2}\Gamma \{\hat{s}^\dagger \hat{s}, \hat{\rho}_{\text{rel}}\}$ which describes the decay of probability of no-emission event.

Finally, the oblivion step, Fig. 21 e)., removes the emitted quanta and the incoming mode. We obtain the conventional Lindblad equation:

$$\hat{\rho}_s (t_{p+1}) = \hat{\rho}_s (t_p) - i \left[\hat{H}_s, \hat{\rho}_s\right] dt - \frac{1}{2} \Gamma \{\hat{s}^\dagger \hat{s}, \hat{\rho}_s\} dt + \Gamma \hat{\rho}_s \hat{s} dt.$$  (60)

Therefore, we obtain the following “rough” picture of the Markovian mode. Each infinitesimal time interval

After applying the pairing update, Fig. 21 c)., to the state $|\hat{\phi}^{(1)}\rangle_{\text{rel+1}}$, we obtain the quantum jump term from the second line of eq. (58):

$$\hat{\rho}^{(2)}_{\text{rel+1}} (t_p) = \left(\hat{\rho}_{\text{rel}} - i \left[\hat{H}_s, \hat{\rho}_{\text{rel}}\right] dt\right) \otimes |\hat{\varphi}_{\text{in}} (p) \hat{\varphi}_{\text{in}} (p) \rangle \langle 0|$$

$$- \frac{1}{2} \Gamma \{\hat{s}^\dagger \hat{s}, \hat{\rho}_{\text{rel}}\} dt \otimes |\hat{\varphi}_{\text{in}} (p) \hat{\varphi}_{\text{in}} (p) \rangle \langle 0|$$

$$+ \Gamma \hat{\rho}_{\text{rel}} \hat{s} dt \otimes |0\rangle \hat{\varphi}_{\text{in}} (p) \hat{\varphi}_{\text{in}} (p) \langle 0|$$

$$+ \left\{\text{terms containing either } |1\rangle \hat{\varphi}_{\text{in}} (p) \text{ or } \hat{\varphi}_{\text{in}} (p) \langle 1|\right\}.$$  (59)

Figure 26. We conjecture that the quantum complexity of the real-time motion of open quantum systems is asymptotically bounded. The interpretation is the following a). Suppose we are given a joint quantum state $|\Phi (t_p)\rangle_{\text{st}}$ for the open system and the time cells, in the frame of incoming/relevant/outgoing modes. b). It can be interpreted that the relevant modes $\phi_1 \ldots \phi_m$ play the role of the “cavity” modes. The “mirrors” of the cavity are the coupling to the future evolution. New quanta are injected into the “cavity” with a flux $j_{\text{in}} (t_p)$ via the incoming mode $\phi_{\text{in}} (p)$. However the “mirrors” are imperfect: the outgoing modes are continuously leaking out and carry away with them a flux $j_{\text{out}} (t_p)$ of quanta. As a result, the total occupation $n_{\text{tot}} (t_p)$ of the “cavity” modes is expected to be bounded due to the balance of the fluxes.
Figure 27. a). In the time-symmetric formulation of quantum mechanics (also called the two-state vector formalism, TSVF) of Yakir Aharonov et al. [67], the quantum evolution is considered which starts from some initial state $\psi_{in}(t)$. Then one assumes that there exists a final boundary condition in the future $\psi_{out}(T)$. The conjecture is that this final boundary condition is “fine-tuned” to yield an effective collapse to definite outcomes of all the quantum measurements happening inside the interval $[0, T]$ [69]. b). However the real-time structure of entanglement suggests an interesting alternative: instead of the speculated global future boundary condition, there are streams of initial $\phi_{in}(p)$ and final $\phi_{out}(p)$ states, so that there is a continuous competition between the birth and the death of the quantum reality during each infinitesimal time interval.

one incoming mode $\phi_{in}(p)$ is coupled to the open system; a quantum is emitted into $\phi_{in}(p)$ during the entangling step; the quantum jump is taken into account via the pairing update. After that, the incoming mode (which is equal to the outgoing mode in this case) is irreversibly decoupled and the quantum is discarded.

In summary, our RG procedure can be considered as an entanglement-assisted non-Markovian generalization of the Lindblad master equation [30].

VIII. STOCHASTIC UNRAVELLING: RENORMALIZATION GROUP ALONG A QUANTUM TRAJECTORY

Here we implement our intuition that the outgoing modes in Fig. 1 can be replaced by a classical stochastic signal. In other words, we explore the second alternative for the irrelevant degrees of freedom: instead of tracing them out, we collapse them to a classical noise as soon as they emerge. This results in a stochastic variant of renormalization group which we call the renormalization group along a quantum trajectory. This way we completely implement the intuitive picture of Introduction that the ultimate fate of the emitted field is not only to decouple but also to become observed.

A. Ensembles vs quantum trajectories

Let us recall that in the Markovian regime the motion of open quantum system can be described in the two alternative but equivalent ways [66]. The first way is the ensemble description. It is given in terms of a reduced density matrix and its evolution is governed by the Lindblad master equation. The second way is the description by the quantum trajectories. Here one takes into account the fact that every open system will exercise a random motion under the influence of the environment. The environment stores a classical record of the history of such a motion. The quantum trajectory is the quantum evolution which is conditioned on a particular realization of the record. This results in a stochastic pure-state evolution which is known under various names in literature: quantum jumps, quantum state diffusion, stochas-
tic wavefunction etc. Then the description in terms of the reduced density matrix is recovered as average over the ensemble of all the possible records (hence the name “ensemble description”). One also says about this in other words: that the quantum trajectories provide a stochastic unravelling of the dissipative master equations.

The merit of quantum trajectories is two-fold. First, they yield efficient Monte Carlo simulation methods for the dissipative dynamics. This is because the size of density matrix scales as $N^2$ with the dimension $N$ of the Hilbert space [30, 71]. While the size of a pure state of the quantum trajectory scales as $N$. Second, they provide the interpretation for the experiments on observing and manipulating a single quantum system, under the Markovian conditions [66].

Our renormalization group for density matrices can also be considered as an ensemble description. Then the question arises what is the corresponding quantum trajectory description. The merit of this is again two-fold: we obtain a) efficient Monte-Carlo simulations for pure states and b) new insights into how the classical records are stored in the non-Markovian environment.

B. Pairing function as average over the vacuum fluctuations of environment

In the Markovian regime the “sandwitch” term $\Gamma \hat{s} \rho \hat{s} \dagger$ arises as average over the ensemble of quantum-jump histories [30, 66, 70]. In our renormalization group the pairing function plays the role of the non-Markovian “sandwitch” term, see eq. (44) and (59). Therefore, we want to represent it as an ensemble of some observable events. Here we show that as such events one can choose the vacuum fluctuations of the classical field in the environment, see Fig. 28.

The classical field $z$ is carried by the coherent state

$$|z\rangle_b = Q_{\text{vac}} (z)^{1/2} \exp \left( \frac{1}{2} \int d\omega z^* (\omega) \hat{a}^\dagger (\omega) \right) |0\rangle_b,$$  \hspace{1cm} (61)

where the normalization factor $Q_{\text{vac}} (z)$ is the probability to observe a vacuum fluctuation $z$ of the field,

$$Q_{\text{vac}} (z) = |b_z |0\rangle_b |^2 \propto \exp \left( - \int d\omega |z (\omega)|^2 \right).$$  \hspace{1cm} (62)

At the coupling site $\hat{b}^\dagger (t)$ the vacuum fluctuation $z$ appears as a colored (non-Markovian) noise $\xi^* (t)$:

$$\xi^* (t) = \int d\omega c^* (\omega) z^* (\omega) e^{i\omega t},$$  \hspace{1cm} (63)

This noise has the Gaussian statistics

$$\bar{\xi} = \xi^* = 0, \quad \xi^* \xi = M_{rs},$$  \hspace{1cm} (64)

where we consider the noise $\xi$ at the midpoint times: $\xi_r = \xi (t_r)$. Each realization of $z$ leads to a single realization of the entire time-trajectory of $\xi^* (t)$.

It turns out that the pairing function can be represented as an average over these vacuum fluctuations, Fig. 28:

$$\{ e^{\sum_{r = 0}^\infty \hat{\psi}_r M_{rs} \hat{\psi}_s} \}_A = \left\{ e^{\sum_{r = 0}^\infty \xi_r \hat{\psi}_r \sum_{r = 0}^\infty \xi^*_r \hat{\psi}_s} \right\}_A,$$  \hspace{1cm} (65)

where $\{ \cdot \}_A$ is the antinormal averaging. Observe that in the pairing function we extend the summation range from $[0, p - 1]$ (as in eq. (43)) to $[0, \infty]$. This is possible since the incoming modes $\phi_{in} (p), \phi_{in} (p + 1), \ldots$ are empty at a time moment $t_p$. Then the density matrix eq. (43) is represented as average over the ensemble of pure states, Fig. 29,

$$\widehat{\rho}_{st} (t_p) = \left[ |\Phi (\xi, t_p)\rangle_{st} \langle \Phi (\xi, t_p)| \right]_{\xi}.$$  \hspace{1cm} (66)

Here the joint pure state of the time cells and of the open system is

$$|\Phi (\xi, t_p)\rangle_{st} = e^{\sum_{r = 0}^\infty \xi_r \hat{\psi}_r} |\Phi (t_p)\rangle_{st}.$$  \hspace{1cm} (67)

Observe the interpretation of the state $|\Phi (\xi, t_p)\rangle_{st}$. The action of operator

$$\widehat{S} (\xi) = e^{\sum_{r = 0}^\infty \xi_r \hat{\psi}_r}$$  \hspace{1cm} (68)

induces a non-unitary Bogoliubov transform of the creation/annihilation operators in $|\Phi (t_p)\rangle_{st}$:

$$\widehat{S} (\xi) \hat{\psi}_r \widehat{S}^{-1} (\xi) = \hat{\psi}_r,$$  \hspace{1cm} (69)

$$\widehat{S} (\xi) \hat{\psi}_r \widehat{S}^{-1} (\xi) = \hat{\psi}_r^\dagger + \xi_r^*.$$  \hspace{1cm} (70)

In other words, the operation $\widehat{S} (\xi)$ introduces a classical background $\xi$ in the state $|\Phi (t_p)\rangle_{st}$, see Fig. 29. As a result, each emitted quantum $\hat{\psi}_r^\dagger$ in $|\Phi (\xi, t_p)\rangle_{st}$ becomes a superposition of the classical background $\xi_r^*$ and of a pure quantum part:

$$\hat{\psi}_r^\dagger \rightarrow \xi_r^* + \hat{\psi}_r^\dagger.$$  \hspace{1cm} (71)

We call $|\Phi (\xi, t_p)\rangle_{st}$ the quantum state over a classical background $\xi$. When we perform the partial trace (42),

$$\widehat{\rho}_s (t_p) = \left[ \langle 0 | \rho (\xi, t_p) | 0 \rangle_\xi \right]_{\xi},$$  \hspace{1cm} (72)

the purely quantum part gets discarded due to projection to the vacuum. In other words, all the quanta collapse to the classical background,

$$\hat{\psi}_r^\dagger \rightarrow \xi_r^*,$$  \hspace{1cm} (73)

and then we average over all the possible vacuum fluctuations.
C. Renormalization group along a quantum trajectory

Now we derive the evolution equations in which the irrelevant degrees are collapsed to a classical noise as soon as they emerge.

Below we follow the convention of the growing Fock space of sec. VIA. Then the wavefunction $|\Phi (\xi, t_p)\rangle_{st}$ belongs to the space $\mathcal{H}_s \otimes \mathcal{F}_{\text{rel}} (p)$, with the Fock space $\mathcal{F}_{t} (p)$ being spanned by the time cells $|\psi_{t p - 1} \ldots \psi_{0}\rangle$.

Let us introduce the relevant wavefunction

$$|\Phi (\xi, t_p)\rangle_{st} = |\Phi (\xi, t_p)\rangle_{st} \big|_{\text{out}(p)} = |0\rangle e^{\sum_{m=0}^{p-1} \xi_{\psi} \hat{\psi}} |\Phi (t_p)\rangle_{st},$$

(74)

which means that we take the quantum state $|\Phi (\xi, t_p)\rangle_{st}$ over the classical background $\xi$ and collapse all the outgoing modes $\phi_{\text{out}} (m), \ldots, \phi_{\text{out}} (p - 1)$ which have emerged by the time moment $t_p$, Fig. 30. As a result, the relevant wavefunction belongs to the space $\mathcal{H}_s \otimes \mathcal{F}_{\text{rel}}$.

Given an environment with a spectral density $J (\omega)$, one computes its memory function $M (t - t')$. Then the incoming/outgoing/relevant modes, and disentanglers $W_p$ are found according to the algorithm of sec. IV.D. This needs to be done once for a given $J (\omega)$.

Suppose we have a random noise sample $\xi$. The initial condition for evolution is $|\Phi (\xi, 0)\rangle_{st} = |\phi_0\rangle_{st}$, since there are no relevant modes at $t_0 = 0$.

The steps of how $|\Phi (\xi, t_p)\rangle_{st}$ is propagated in time closely mirror those of RG for density matrices of sec. V.D, see Fig. 31. The first step, the entangling step, begins by enlarging the Hilbert space $\mathcal{H}_s \otimes \mathcal{F}_{\text{rel}}$ with the states of the incoming mode via the embedding $|\Phi (\xi, t_p)\rangle_{st} \rightarrow |\Phi (\xi, t_p)\rangle_{st-i} = |\Phi (\xi, t_p)\rangle_{st} \otimes |0\rangle_{\bar{\phi}_i (p)}$.

It is followed by the Hamiltonian propagation:

$$\begin{aligned}
|\Phi (\xi, t_p+1)\rangle_{rel+i} &= |\Phi (\xi, t_p)\rangle_{rel+i} \\
- i dt \tilde{H}_{st} (\xi, \tau_p) &\frac{1}{2} \left\{ |\Phi (\xi, t_p+1)\rangle_{rel+i} + |\Phi (\xi, t_p)\rangle_{rel} \right\},
\end{aligned}$$

(75)

where the Hamiltonian

$$\begin{aligned}
\tilde{H}_{st} (\xi, \tau_p) &= \tilde{S} (\xi) \tilde{H}_{st} (\tau_p) \tilde{S}^{-1} (\xi) \\
&= \tilde{H}_n + \tilde{s} \left\{ \tilde{\psi}^\dagger + \tilde{\xi}^* \right\} + \tilde{s}^\dagger M (0) \tilde{\psi}_p \\
&+ \tilde{s}^\dagger \sum_{i=1}^{\min(p,m)} M_i (p) \tilde{\phi}_i
\end{aligned}$$

(76)

takes into account the classical noise of vacuum fluctuations. Here the subscript ‘rel+i’ means that the Hilbert space is enlarged by additional incoming mode $\phi_{\text{in}} (p)$.

The second step, the disentangling step identifies the new outgoing mode $\phi_{\text{out}} (p)$ which has already decoupled:

$$|\Phi (\xi, t_p+1)\rangle_{rel+o} = \tilde{W}_p \left| \Phi (\xi, t_p+1) \right\rangle_{rel+i}.$$  

(77)

Please note that since we apply the active change of frame $\tilde{W}_p$, the quantum content of the outgoing mode $\phi_{\text{out}} (p)$ just replaces the content of $\phi_{\text{in}} (p)$, so that the Hilbert space ‘rel+o’ is actually equal to ‘rel+i’.

Finally, in the oblivion step the quantum content of the newly formed outgoing mode is discarded (it collapses to the classical noise):

$$|\Phi (\xi, t_p+1)\rangle_{rel} = \phi_{\text{out}} (p) \left| \Phi (\xi, t_p+1) \right\rangle_{rel+o}.$$  

(78)
Figure 30. The relevant wavefunction $|\Phi (\xi, t_p)\rangle_{\text{rel}}$ is defined as a joint pure state of open system and relevant modes. All the outgoing modes $\phi_{\text{out}} (m), \ldots, \phi_{\text{out}} (p - 1)$ which have emerged by the time moment $t_p$ are projected to vacuum (their quantum content is discarded).

Figure 31. The renormalization group along a quantum trajectory. For each realization (trajectory) of the classical noise $\xi$ of vacuum fluctuations of the environment, the relevant wavefunction $|\Phi (\xi, t_p)\rangle_{\text{rel}}$ is propagated in time. The full quantum dynamics is obtained as average over $\xi$. The realizations of $\xi$ can be generated via Monte Carlo sampling. On a conceptual level, this structure shows the lifecycle of the quantum complexity during the real-time evolution. First the complexity is generated at the step b). However eventually the quantum complexity is destroyed in the step e). This is because the decoupled entanglement is equivalent to the stochastic ensemble of classical records. Observe that as a result we return to the Hilbert space $\mathcal{F}_{\text{rel}} \otimes \mathcal{H}_s$. Then the propagation procedure is repeated for the next time moment $t_{p+1}$.

D. Computing the observables

The observables $\hat{O}$ for the open system are computed as

$$
\langle \hat{O} (t_p) \rangle \equiv \text{Tr} \{ \hat{O} \rho_s (t_p) \} = \langle \text{rel} | \Phi (\xi, t_p) \rangle_\text{rel} \langle 0 | \hat{O} \rho_s (t_p) \rangle_\text{rel} | 0 \rangle_\text{rel} Z^{-1} (t_p),
$$

(79)
where $|0\rangle_{\text{rel}}$ is the joint vacuum for the relevant modes $\phi_1, \ldots, \phi_m$; the state $\langle \text{rel} | 0 \Phi (\xi, t_p) \rangle_{\text{rel}}$ belongs to $\mathcal{H}_s$; the normalization
\[ Z (t_p) = \| \text{rel} (0 | \Phi (\xi, t_p) \rangle_{\text{rel}} \|_\xi^2 \] (80)
is equal to 1 in the exact simulation, but should be included in the approximate computation to keep the normalization of the probability. The observables for the environment can also be computed via the mappings (24), (25).

E. Monte-Carlo sampling of vacuum fluctuations

The realizations of the noise $\xi$ can be sampled stochastically by
\[ \xi_r = \sqrt{\Delta \omega} \sum_k c(\omega_k) e^{-i\omega_k \tau_r} z_k, \] (81)
where we have introduced a discretization of the frequency axis $\omega_k$. The coefficients $c(\omega_k) = \sqrt{J(\omega_k)/\pi}$, which follows from (5) and (8). The complex random numbers $z_k$ have the statistics
\[ \overline{z_k} = \overline{\bar{z}_k} = 0, \quad z_k \bar{z}_k = \delta_{kl}. \] (82)

We generate a sample of $M$ noise instances $\xi^1, \ldots, \xi^M$, and the averages (79), (80) are computed as the sample means.

The states $| \Phi (\xi, t_{p+1}) \rangle_{\text{rel}}$ are represented in the Hilbert space $\mathcal{H}_s \otimes \mathcal{F}_{\text{rel}}$ which is truncated in the maximal total occupation of the relevant modes. Such a truncation is expected to converge uniformly on wide time scales if we make the reasonable assumption that there is a balance between the flux of quanta $j_{\text{in}} (t_p)$ being emitted by the open system, and the flux of quanta $j_{\text{out}} (t_p)$ which are eventually discarded in the outgoing modes, see sec. VII F.

F. Importance sampling

Observe that the Hamiltonian $\tilde{H}_s (\xi, \tau_p)$ is not Hermitian and does not conserve the norm. As a consequence, it may turn out that the ensemble of noise samples (81)-(82) becomes non-representative: the rarest noise realizations receive the highest weights. This can be fixed by applying an importance sampling technique. Any such technique will require to shift the noise sample, $\xi \rightarrow \xi + \Delta \xi$. In this work we employ the continuous shift of the noise with time. We refer the interested reader to the appendix D for the derivation. Here we present the resulting simulation procedure.

Given an environment with a spectral density $J(\omega)$, one computes its memory function $M (t - t')$. Then the incoming/outgoing/relevant modes, and disentanglers $W_p$ are found according to the algorithm of sec. IV D. This needs to be done once for a given $J(\omega)$.

The initial condition for the simulation is $| \Phi (\xi, 0) \rangle_{\text{rel}} = | \phi_0 \rangle_s$. A noise sample $\xi$ is generated as described in sec. VIII E. Then the relevant wavefunction $| \Phi (\xi, t_p) \rangle_{\text{rel}}$ is propagated for the noise sample $\xi$ starting from the initial condition $| \Phi (\xi, 0) \rangle_{\text{rel}}$.

For a given noise sample $\xi$, the open system observable $\tilde{o}$ is averaged at a time $t_p$ as
\[ \sigma (t_p; \xi) = \frac{\text{Tr} \{ \tilde{o} \times_{\text{rel}} (0 | \Phi (\xi, t_p) \rangle_{\text{rel}} \langle \Phi (\xi, t_p) | 0 \rangle_{\text{rel}} \} }{\| \text{rel} (0 | \Phi (\xi, t_p) \rangle_{\text{rel}} \|_\xi^2}. \] (83)

Then the full quantum average of $\tilde{o}$ is given by averaging over $\xi$:
\[ \langle \tilde{o} (t) \rangle \equiv \text{Tr} \{ \tilde{o} \tilde{\rho}_n (t) \} = |\tilde{\sigma} (t; \xi)\rangle_\xi, \] (84)
which is implemented by generating a sample of $M$ noise instances $\xi^1, \ldots, \xi^M$, and computing the sample mean of $\sigma (t_p; \xi^k), k = 1 \ldots M$.

The propagation of $| \Phi (\xi, t_p) \rangle_{\text{rel}}$ is done as follows. Suppose we know $| \Phi (\xi, t_p) \rangle_{\text{rel}}$ at a time step $t_p$. The propagation to the next time moment begins with the entangling step: the embedding $| \Phi (\xi, t_p) \rangle_{\text{rel}} \rightarrow | \Phi (\xi, t_p) \rangle_{\text{rel}+i} = | \Phi (\xi, t_p) \rangle_{\text{rel}} \otimes | 0 \rangle_{\tilde{\rho}_{\text{in}} (p)}$ and the Hamiltonian evolution
\[ \begin{align*}
\left| \Phi^{(1)} (\xi, t_{p+1}) \right>_{\text{rel}+i} &= | \Phi (\xi, t_p) \rangle_{\text{rel}+i} \\
- i dt \tilde{H}_s^\prime (\xi, \tau_p) &\left\{ \left| \Phi^{(1)} (\xi, t_{p+1}) \right>_{\text{rel}+i} + | \Phi (\xi, t_p) \rangle_{\text{rel}+i} \right\}. 
\end{align*} \] (85)

The Hamiltonian $\tilde{H}_s^\prime (\xi, \tau_p)$ takes into account the continuous noise shift $f_p$,
\[ \tilde{H}_s (\xi, \tau_p) = \tilde{H}_s + \tilde{s} \left\{ \tilde{\psi}_p^{\prime} + \tilde{\xi}_s^p + f_p \right\} \\
+ (\tilde{s}^\ast - \tilde{s}^\ast (\tau_p; \xi)) \left\{ M (0) \tilde{\psi}_p + \sum_{i=1}^{\text{min}(p, m)} M_i (p) \tilde{\phi}_i \right\}. \] (86)

The shift $f_p$ is computed as a convolution of averages $\bar{s} (\tau_p; \xi) \bar{s}$ at all the previous midpoint times $\tau_p$ with the memory function:
\[ f_p = -i \frac{dt}{2} M \left( \frac{dt}{2} \right) \bar{s} (\tau_p; \xi) \\
- i dt \sum_{l=0}^{p-1} M ((p - l) dt) \bar{s} (\tau_l; \xi). \] (87)

Here one can approximate $\bar{s} (\tau; \xi) \approx \{ \bar{s} (\tau_{l+1}; \xi) + \bar{s} (\tau_l; \xi) \}/2$, and $\bar{s} (\tau_l; \xi)$ is the average of $\tilde{s}$ according to eq. (83). Observe that when solving (85) by iteration, the shift $f_p$ should also be recomputed for each iteration since it contains the midpoint term $\bar{s} (\tau_p; \xi)$ which changes from iteration to iteration.
The second step, the disentangling step, identifies the new ougoing mode $\phi_{\text{out}}(p)$ which has already decoupled:

$$\Phi^{(2)}(\xi, t_{p+1})_{\text{rel}+o} = \hat{W}_p \Phi^{(1)}(\xi, t_{p+1})_{\text{rel}+i}.$$  (88)

Finally, in the oblivion step, the quantum content of the newly formed outgoing mode is discarded (it collapses to the classical noise):

$$|\Phi(\xi, t_{p+1})\rangle_{\text{rel}} = \phi_{\text{out}}(t_p)(0) |\Phi^{(2)}(\xi, t_{p+1})\rangle_{\text{rel}+o}.$$  (89)

Then the propagation procedure is repeated for the next time moment $t_{p+1}$.

G. Example calculations

1. Driven qubit

Here we provide an example calculation for the model of the driven open quantum system

$$\hat{H}_{\text{sh}}(t) = -\frac{\Delta}{2} \hat{\sigma}_x + \hat{\sigma}_z f \cos \omega t + \hat{\sigma}_z \left( \hat{b}(t) + \hat{b}^\dagger(t) \right),$$  (90)

with the Heaviside-regularized spectral density $J(\omega) = 2\pi \omega^\alpha \omega^\beta (\omega - \omega_c)$ for $\alpha = 0.1$, $s = 0.5$, $\Delta = 1$, $\omega_c = 1$, $f = 0.1$, $\omega = 1$. This leads to the memory function $M(\tau) = \frac{2\alpha\omega^2}{\pi + 1} \times \exp(-i\tau\omega_c) \times F_1(1, s + 2, i\tau\omega_c)$. This situation corresponds to the non-RWA resonant driving and a highly non-Markovian behaviour due to the subohmic spectrum at the origin and because the transition of the open system is at the sharp edge of the band. The is a good benchmark problem since we expect that the resulting dynamics is strongly determined by long-range memory effects. In Fig. 32 we demonstrate that only $m = 3$ relevant modes are required to yield almost quantitative agreement. The complete convergence is achieved for $m = 4$. In Fig. 33 we demonstrate the uniform convergence of RG with respect to the maximal occupation of the relevant modes, for the same system. Again, 3 quanta yield almost quantitative agreement, and the full convergence is provided by 5 quanta. In order to test our approach, we also solve the Schrodinger equation for this model represented in the semiinfinite chain form [72]. In Fig. 34 we compare the stochastic RG vs the numerical solution of Schrodinger equation (SE) for $\alpha = 0.1$, $s = 0.5$, $\Delta = 1$, $\omega_c = 1$, $f = 0.1$, $\omega = 1$. It is seen that the RG simulation quantitatively reproduces the time-dependence of observable up to steady state.

2. Information backflow

When the dynamics of the open quantum system is non-Markovian, it is accompanied by such a phenomenon as information backflow [73–75]. This phenomenon refers to the special time behaviour of the distinguishability of states of open quantum system. The distinguishability of two quantum states $\hat{\rho}_1(t)$ and $\hat{\rho}_2(t)$ (reduced density matrices) of open quantum system is measured by the trace distance [73]

$$T(\hat{\rho}_1, \hat{\rho}_2; t) = \frac{1}{2} \text{Tr} \left( \sqrt{\hat{\rho}_1(t) - \hat{\rho}_2(t)}^2 \right).$$  (91)

In the Markovian regime $T(\hat{\rho}_1, \hat{\rho}_2; t)$ should monotonically nonincrease with time for any pair of states [76]. On the contrary, in the non-Markovian mode, we can identify at least one pair of states for which $T(\hat{\rho}_1, \hat{\rho}_2; t)$ is increasing for some time interval. This is the information backflow, and is one of the signatures of non-Markovian behaviour.

The concept of relevant modes presented in this paper proposes a physical mechanism behind this phenomenon. As shown in Fig. 26, the relevant modes play the role of a finite imperfect cavity. Then the interaction between the open quantum system and these modes leads to the vacuum Rabi oscillations, i. e. oscillating exchange of energy between the open system and the cavity. These damped oscillations lead to the non-monotonic behaviour of the measures of information backflow. Roughly speaking, when the open quantum system loses its energy, the available phase space shrinks, the states get closer: be-
To validate the mid-time solution, the Fock space was truncated at a finite number of variables. Also, TEMPO requires rather small SVD threshold $\epsilon = 10^{-9}$ in order to quantitatively reproduce the observable properties of the open quantum system. This leads to a rapid growth of the bond dimension, Fig. 37 The computational time per one time step $dt = 0.03$ also increases. As a result of these two effects (increasing length of MPO with the increasing bond dimensions), the large time asymptotics of nonstationary solutions is corrupted. The longer we want to simulate the dynamical evolution is discretized with a time step $dt$. The length $K$ of the MPO corresponds to cutoff time scale $t_{\text{cut}} = K dt$. All the correlation effects of the environment at time scales larger than $t_{\text{cut}}$ are neglected. Finally, $\epsilon$ defines the threshold below which the SVD components are discarded. In Fig. 36 we present the time-dependence of $\langle \hat{\sigma}_z \rangle / 2$ computed by the RG along a quantum trajectory and compare it with the TEMPO computation. The system under consideration is again given by eq. (90) without driving ($f = 0$). We start from $\hat{\rho}_s (0) = |\uparrow\rangle \langle \uparrow\rangle$. We observe that only $m = 4$ relevant modes at a finite occupation (5 quanta) is enough to achieve the converged time dependence on large time scales. At the same time, the finite length $K$ of the TEMPO corresponds to the finite revival time $t_{\text{cut}}$ after which the computed evolution is corrupted. The longer we want to simulate the dynamics, the longer MPO should we employ. TEMPO cannot correctly capture the large time asymptotics with a finite number of variables. Also, TEMPO requires rather small SVD threshold $\epsilon = 10^{-9}$ in order to quantitatively reproduce the observable properties of the open quantum system. This leads to a rapid growth of the bond dimension, Fig. 37 The computational time per one time step ($dt = 0.03$) also increases. As a result of these two effects (increasing length of MPO with the increasing bond dimensions), the large time asymptotics of nonstation-
Figure 37. For the same situation as in previous Fig. 36. The maximal bond dimension of TEMPO ($K = 400, \epsilon = 10^{-9}, dt = 0.03$) is growing with the propagation time. This growth is accompanied with the increase in the computation time per one time step $dt$.

ary evolution is a computationally hard property for the state-of-the-art tensor network methods. That is why the conjectured boundedness of complexity (as a function of simulation time) for the proposed RG methods is a nontrivial result.

IX. ENTANGLEMENT IN THE TIME DOMAIN

In the previous sections we repeatedly refer to the entanglement as a temporal property. For example, we say that the outgoing mode $\phi_{\text{out}}(t)$ is not entangled to the future (after $t$) in Fig. 1. We also introduce the entanglers and disentanglers in Figs. 15 and 17. However the cautious reader may notice that the entanglement is usually considered as a spatial property and not a temporal one. The reason is that the entanglement is defined by dividing a quantum system into parts with strictly independent degrees of freedom. Due to the non-locality of the time degrees of freedom, Fig. 14, it is impossible to perform such a strict partitioning in the time domain. Thus, the question arises, what is the exact content of our concept of temporal entanglement.

A. Absence of entanglement

We believe there are no doubts how should one define the absence of entanglement. Suppose we have a pure state $|\Phi(t_p)\rangle_{\text{st}}$, which depends on the time cell degrees of freedom $\psi_0, \ldots, \psi_{p-1}$ and on the quantum numbers of the open system. Let us divide it into the two subsystems. The subsystem $A$ consists of the open quantum system and of the $q$ most recent time cells $\psi_{p-q}, \ldots, \psi_{p-1}$. The subsystem $B$ is chosen to contain the remaining time cells $\psi_{0}, \ldots, \psi_{p-q-1}$. There is no entanglement between $A$ and $B$ if after tracing out the $B$’s degrees of freedom the reduced state of $A$ is still pure. Recalling the trace relation (31) for the tape model, we have for the reduced density matrix of $A$:

$$\hat{\rho}_A = \tau_{p-q-1} \langle 0 | \cdots \tau_0 | 0 \rangle_{\text{out}} \hat{\rho}_{A|B} | 0 \rangle_{\text{out}} \cdots | 0 \rangle_{\text{out}} \tau_{p-q-1},$$

(92)

where $| 0 \rangle_{\tau_k}$ is the vacuum of mode $\psi_k$, and

$$\hat{\rho}_{A|B} = \left\{ e^{\sum_{r=p-q}^{q-1} \sum_{s=r-p}^{p-1} \langle \hat{\psi}_r^\dagger M_{rs} \hat{\psi}_s + c.c. \rangle} \sum_{r=0}^{p-q-1} \langle \hat{\psi}_r^\dagger \hat{\psi}_s \rangle \times | \Phi(t_p) \rangle_{\text{st}} | \Phi(t_p) \rangle \right\}_A$$

(93)

takes into account the pairings between the time cells of $B$ and the cross-pairings between the time-cells of $A$ and $B$. Observe that there is no pairings between the time cells of $A$ in $\hat{\rho}_{A|B}$: otherwise $\hat{\rho}_A$ could be mixed irrespectively of its entanglement to $B$. We say that there is no entanglement between $A$ and $B$ if $\hat{\rho}_A$ is pure, $\hat{\rho}_A = \text{const} | f \rangle_A \langle f |$. In other words, after tracing out $B$ we still can consider that $A$ is defined by a pure state $| f \rangle_A$.

One example situation when $A$ and $B$ are not entangled is the state of the form

$$| \Phi(t_p) \rangle_{\text{st}} = | f \rangle_A \otimes | f_{\text{out}} (t_{p-q-1}) \rangle_B,$$

(94)

where in the state $| f_{\text{out}} (t_{p-q-1}) \rangle_B$ only the outgoing modes $\phi_{\text{out}}(m), \ldots, \phi_{\text{out}}(p - q - 1)$ are populated by quanta. Then the cross-pairings in eq. (93) are negligible by construction of the incoming and outgoing streams in sec. IVD, and $\hat{\rho}_A \propto | f \rangle_A \langle f |$ is pure. This is the exact meaning of saying that the outgoing modes at time $t_{p-q-1}$ are not entangled to the future incoming modes.

B. Measure of temporal entanglement

There are situations when we need to measure the amount of entanglement between the subsystems. For example, one usually wants to know whether the entanglement is short-range or long-range. If the entanglement is long-range, then it is interesting to know its asymptotical scaling. Therefore, here we propose a measure of temporal entanglement.

The entanglement is measured by the entropy of distribution of non-zero eigenvalues over the ensemble of eigenvectors. If $\hat{\rho}_A$ (from eq. (92)) is pure then this distribution is localized on a single eigenvector: the entropy is zero and there is no entanglement. In the opposite case of a maximally mixed $\hat{\rho}_A$, the distribution is evenly smeared over the eigenvectors: the entropy is maximal and so is the entanglement.

Therefore, we define the entanglement entropy as

$$S_{A|B} = - \log \text{Tr} \{ | \hat{\rho}_A | / \text{Tr} | \hat{\rho}_A | \}^2$$

$$= 2 \log \text{Tr} | \hat{\rho}_A | - \log \text{Tr} | \hat{\rho}_A |^2.$$

(95)

Here we base our definition on the Renyi entropy of the second order. The absolute value $| \hat{\rho}_A |$ is employed because $\hat{\rho}_A$ may have negative eigenvalues. This is due to the restriction of the set of pairings, see sec. V1B. Also
we normalize the density matrix by Tr $|\tilde{\rho}_A|$ because $\tilde{\rho}_A$ is in general not normalized, Tr $\tilde{\rho}_A \neq 1$. Here, Tr $A$ is the trace in the conventional sense, over some basis in the Fock space of the time cells $F_t$.

Our definition of the entanglement entropy reduces to the conventional Renyi entropy in the limit of infinitely-band environment with $M (t - t') = \delta (t - t')$. It is reasonable because in this limit the time cells are local independent degrees of freedom, and the conventional partitioning into the independent subsystems is possible.

C. Entanglement is long-range in time

Let us consider as a simple example the pure state created by the two emission events: one at $\tau_p$ and the other at $\tau_q$, with $\tau_p > \tau_q$,

$$|\Phi\rangle = \psi^\dagger_p \psi^\dagger_q |0\rangle_1.$$  
(96)

Let us compute the entanglement entropy $S_{p|q}$ between these two time moments. Applying (92), (93), and (95), we find:

$$S_{p|q} = 2 \log (p_1 + p_2) - \log (p_1^2 + p_2^2),$$  
(97)

where $p_1 = M (0) / \left( M (0) + |M_{pq}|^2 \right)$, $p_2 = |M_{pq}|^2 / \left( M (0) + |M_{pq}|^2 \right)$. At a large time interval between the emission times the memory function decays as inverse power law, $|M_{pq}|^2 \propto (\tau_p - \tau_q)^{-s}$, and the entanglement entropy also decays according to the inverse power law $S_{p|q} \propto |M_{pq}|^2 \propto (\tau_p - \tau_q)^{-s}$. In Fig. 38 we present the plot of $S_{p|q}$ vs $\tau_q - \tau_p$ for the Ohmic memory function (10) with $\alpha = 1$, $\omega_c = 1$, $s = 1$.

D. Entanglement is finite-range in the frame of incoming/relevant/outgoing modes

Now let us consider the pure state $|\Phi\rangle = \psi^\dagger_p \phi^\dagger_k |0\rangle_1$ when one quantum is emitted at a time moment $\tau_p$, and the other is in the fastest decoupling basis state $\phi_k$, computed for the time moment $\tau_p$, see the section IVB. The formula (97) for the entanglement entropy still holds, with the substitution $S_{p|q} \rightarrow S_{p|k}$ and $M_{pq} \rightarrow (p|M|\phi_k)$. In Fig. 39 we plot the dependence of $S_{p|k}$ with respect to the fastest decoupling basis element number $k$. We see that in the frame of incoming/relevant/outgoing modes the entanglement becomes effectively finite-ranged.

X. CONCLUSION

Structure of entanglement. In this paper we propose a constructive way of how to characterize the structure of entanglement. By tracking the degrees of freedom (the “bricks”) which couple (for the first time) to the evolution and decouple (irreversibly) from the evolution, we obtain a useful and intrinsic (free from adhoc assumptions) characterization. Then the entanglement starts to look like a Lego built from these bricks. Here the evolution can be understood in a generalized sense, e.g. as an RG flow parameter.

Real-time motion of open quantum systems. In this paper we describe the entire lifecycle of the entanglement: from its generation through the entanglement of incoming modes to its death in the oblivion of outgoing modes. This sheds light on a number of questions. First, this shows that the “true” quantum complexity [3, 4, 46, 79, 80] of the real-time motion survives only in the modes of the environment which are non-negligibly coupled to the future quantum motion. If there is a bal-
ance between the flux of emitted quanta and the flux of quanta which are forgotten in the outgoing modes, then this complexity is asymptotically bounded on large times. Then the real-time motion of open quantum systems becomes efficiently computable on a classical computer. Second, we find how the decoherence happens continuously in the non-Markovian regime. We find how tiny parts of quantum information decouple and disappear each infinitesimal time moment. Interesting future direction is to study the distributed open quantum systems when there is a number $r$ of coupling sites $b_{ij}$, $\alpha = 1 \ldots r$, to the environment. We expect that the presented approach should be straightforwardly extended to this case. The main modification is that the memory $\alpha, \alpha'$ of coupling sites is acquired only after $t = t_m$ and alternatively plays the role of incoming and outgoing mode. This opens interesting perspective on the few-mode approximations of the environment with memory.

Renormalization group methods. We also obtain a novel perspective for the renormalization group methods. Traditionally these methods are based on the iterative application of the scale and coarsegraining transformations. Here we go beyond this paradigm. Any evolution can be considered as a certain RG flow provided it is accompanied by the continuous emergence of degrees of freedom which are not entangled to the future evolution. These degrees of freedom are irrelevant and can be iteratively traced out. Then the relevant subspace of such an RG procedure is not the conventional infrared limit, but the subspace of degrees of freedom which are significantly coupled to the future evolution. We illustrate this point (down to the resulting numerical schemes) for the case of real-time flow for open system. To extend this ideas to other many-body problems is a subject of future research.

Emergence of classical records. There is a interesting interrelationship between the entanglement, RG, and the models of continuous measurement [81]. The irrelevant degrees of freedom (which are not entangled to the future), can be collapsed [82, 83] to a classical measurement signal as soon as they emerge. Computationally, this leads to a stochastic RG along a quantum trajectory. The numerical benefit over the deterministic RG for density matrices is that the latter scales as $N^2$ for $N$ being the dimension of the relevant Fock subspace, whereas the former scales as $N$.

Quantum trajectories. In this work we propose a constructive viewpoint on quantum trajectories [84–89]: we propose to define the quantum trajectory as a model of how the quantum complexity decays into the classical complexity of a stochastic ensemble. These results are illustrated with a number of calculations for the model of a two-level system (qubit), with and without driving, which is coupled to the environments with subohmic/Ohmic/superohmic and semicircle spectral densities. In particular, in the cases considered only 4-3 relevant modes were enough to achieve the numerical convergence.

Of course, we illustrate these ideas on a single specific model: the spin in the bosonic bath. However we believe the picture presented in the Introduction, and the concept of irreversible decoupling as negligible average intensity of future interactions (sec. IV), are rather physically transparent and general. They can be applied to a variety of other models and situations, although specific formal implementation may differ.
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Appendix A: SOLVING EQUATIONS IN THE TRUNCATED FOCK SPACE

The total Hilbert space for the procedure in sec. VID has the basis elements

$$|q\rangle_s \otimes |n_1\rangle_1 \otimes |n_2\rangle_2 \otimes \ldots |n_{m+1}\rangle_{m+1},$$  \hspace{1cm} (A1)

where $|q\rangle_s$ is some basis in the Hilbert space $H_s$ of the open system; $|n_i\rangle_i$ is the state of $n_i$ quanta in mode $i$. The modes $i = 1 \ldots m$ are our relevant modes. The mode $m+1$ becomes coupled only after $t = t_m$ and alternatively plays the role of incoming and outgoing mode.

We truncate the Hilbert space at certain number $n$ of quanta: only the basis states with $\sum_i n_i \leq n$ are being kept. Let us assume that $N$ is the total number of remaining basis elements. All the basis elements (A1) are numbered:

$$|k\rangle = |q^{(k)}\rangle_s \otimes |n_1^{(k)}\rangle_1 \otimes |n_2^{(k)}\rangle_2 \otimes \ldots |n_{m+1}^{(k)}\rangle_{m+1}$$  \hspace{1cm} (A2)

for $k = 1 \ldots N$. Then the joint many-particle wavefunction $|\Psi\rangle$ of open system and the modes is represented as $|\Psi\rangle = \sum_{k=1}^{N} \Psi_k |k\rangle$ with $\Psi_k$ being the $1 \times N$ array of complex numbers. The density matrix is represented as

$$\hat{\rho} = \sum_{k,l=1}^{N} \rho_{kl} |k\rangle \langle l|,$$ with $\rho_{kl}$ being the $N \times N$ Hermitian matrix of complex numbers.

The operators of open system, the creation/annihilation operators for modes are represented as sparse matrices in the basis of $|k\rangle$. Therefore, all the operations (49)-(52) are implemented in terms of space matrix multiplications.
Please observe that at the time $t_p$ the mode $\min (m+1,p)$ play the role of incoming mode before the disentangling step (51). After the disentangling step the mode $\min (m+1,p)$ plays the role of outgoing mode. The oblivion step (52) is implemented by setting to zero all elements of $\rho_{kl}$ which correspond to non-zero occupation of the mode $\min (m+1,p)$. After the oblivion step, at the next time moment, $p \to p+1$, the mode $\min (m+1,p)$ becomes again the incoming mode.

Appendix B: COMPUTING THE PAIRING UPDATE

Our propagation procedure is permitted to have a local error $O(\Delta t^3)$. Then it is sufficient to compute the pairing update (50) up to the error $O(\Delta t^3)$. Observe how the pairing update (50) is acting: if we consider the Taylor series of the pairing function, then at the order $n$ it annihilates at least $n$ quanta in the incoming mode, either from the left (via $\psi_p$) or from the right (via $\psi_p^\dagger$) of the density matrix $\rho_{rel+i}^{(1)}(t_{p+1})$. However, the amplitude to find $n$ quanta in the incoming mode scales as $dt^n$. Indeed, looking at the propagation (49) and the Hamiltonian $H_{\text{lat}}(\tau_p)$, eq. (34), we see that the new quanta are created via $\propto dt \hat{\psi}_p^\dagger$. Therefore, with the second order accuracy we compute the pairing update (50) as

$$\tilde{\rho}_{rel+i}(t_{p+1}) = \tilde{\rho}_0 + \tilde{\rho}_1 + \frac{1}{2} \tilde{\rho}_2,$$  \hspace{1cm} (B1)

where

$$\tilde{\rho}_0 = \tilde{\rho}_{rel+i}(t_{p+1}),$$  \hspace{1cm} (B2)

and the recurrent relation between $\tilde{\rho}_i$ and $\tilde{\rho}_{i-1}$,

$$\tilde{\rho}_i = M(0) \tilde{\psi}_p \tilde{\rho}_{i-1} \tilde{\psi}_p^\dagger + \sum_i M_i(p) \tilde{\psi}_p \tilde{\rho}_{i-1} \tilde{\psi}_p^\dagger + \sum_i M_i^*(p) \tilde{\psi}_p \tilde{\rho}_{i-1} \tilde{\psi}_p^\dagger,$$  \hspace{1cm} (B3)

for $i = 1, 2$.

Appendix C: COMPUTING THE DISENTANGLER TRANSFORM

Here we present the algorithm we use in order to apply the disentangler transforms (51) and (78). The latter are defined as a unitary Bogoliubov transform, eq. (36). The Bogoliubov transform has the general form

$$\hat{W} = \exp \left( i \sum_{kl} \hat{\psi}_k^\dagger h_{kl} \hat{\psi}_l \right) = \exp \left( i \hat{H}_W \right)$$  \hspace{1cm} (C1)

with suitably defined $\hat{\psi}_i, \hat{\psi}_i^\dagger$ and a hermitean matrix $h_{kl}$. Here we introduce the effective “Hamiltonian” $\hat{H}_W$ which generates $\hat{W}$. We need to apply $\hat{W}$ to some wavefunction $|\Psi\rangle$,

$$|\Psi_W\rangle = \hat{W} |\Psi\rangle.$$  \hspace{1cm} (C2)

In general, $h_{kl}$ is a dense matrix (as it turns out to be in eq. (36)). Therefore, each application of $\hat{H}_W$ is expensive if $|\Psi\rangle$ is many-particle. We need to devise an algorithm which minimizes the number of applications of $\hat{H}_W$.

Suppose that our budget is $M$ applications of $\hat{H}_W$. Then we construct the orthonormal basis $|\Phi_0\rangle, |\Phi_M\rangle$ from $M + 1$ vectors $|\Psi\rangle, \hat{H}_W |\Psi\rangle, \ldots, \hat{H}_W^M |\Psi\rangle$. The basis is constructed recurrently. We begin as

$$|\Phi_0\rangle = |\Psi\rangle / \| |\Psi\rangle\|,$$  \hspace{1cm} (C3)

where we normalize $|\Psi\rangle$ since it is normalized differently in the tape model, see eq. (45). Now suppose we know $|\Phi_k\rangle$. We apply $\hat{H}_W$ and find new unnormalized basis element $|\tilde{\Phi}_{k+1}\rangle$:

$$|\Phi_k^H\rangle = \hat{H}_W |\Phi_k\rangle, \quad \beta_k = \langle \Phi_k | \Phi_k^H \rangle,$$

$$|\tilde{\Phi}_{k+1}\rangle = |\Phi_k^H\rangle - \beta_k |\Phi_k\rangle - \alpha_{k-1} |\Phi_{k-1}\rangle,$$

$$\alpha_k = \| |\tilde{\Phi}_{k+1}\rangle\|,$$  \hspace{1cm} (C4)

were we set $\alpha_{-1} = 0, |\Phi_{-1}\rangle = 0$. Starting from $k = 1$, we additionally orthogonalize $|\tilde{\Phi}_{k+1}\rangle$ to all the previous basis elements:

$$|\Phi_{k+1}\rangle = (1 - |\Phi_k\rangle \langle \Phi_k|) \ldots (1 - |\Phi_0\rangle \langle \Phi_0|) |\tilde{\Phi}_{k+1}\rangle.$$  \hspace{1cm} (C5)

Otherwise the procedure will be numerically unstable. Finally, we normalize the basis element:

$$|\Phi_{k+1}\rangle = |\Phi_{k+1}\rangle / \| |\Phi_{k+1}\rangle\|.$$  \hspace{1cm} (C6)

As a result, $\hat{H}_W$ is represented as a tridiagonal matrix

$$H_{\text{ch}} = \begin{bmatrix} \beta_0 & \alpha_0 & 0 & 0 \\ \alpha_0 & \beta_1 & \alpha_1 & 0 \\ 0 & \alpha_1 & \ddots & \ddots \\ \vdots & \ddots & \ddots & \alpha_{M-1} \\ \alpha_0 & 0 & \ldots & \beta_M \end{bmatrix}.$$  \hspace{1cm} (C7)

We see from this form that the Hamiltonian $\hat{H}_W$ is represented as a semiinfinite chain attached to $|\Phi_0\rangle$. The hopping between the sites of the chain is given by $\alpha_k$. Therefore, we obtain the first criterion for truncation: if $\alpha_k$ is below some threshold, e.g. $10^{-5}$, then the remaining sites are effectively decoupled, and we can stop at $k$ applications of $\hat{H}_W$ and set $M = k$. The second criterion
is the norm $\|\Phi_{k+1}\|^2$: if it is below some threshold e.g. $10^{-4}$, then the new basis elements are essentially linearly dependent, so we stop at $k$ applications of $\tilde{H}_W$ and set $M = k$.

Finally, the $M \times M$ tridiagonal matrix $H_{ch}$, eq. (C7), is diagonalized:

$$H_{ch} = U \begin{bmatrix} \omega_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \omega_M \end{bmatrix} U^\dagger,$$ (C8)

and the approximation $|\Psi^M \rangle \rightarrow |\Psi \rangle$ is computed as

$$|\Psi^M \rangle = \sum_{k,l,r=1}^M \exp(-i\omega_k) U_{lk} |\Phi_l \rangle U_{r k}^\dagger \langle \Phi_r | \Psi \rangle.$$ (C9)

If $\alpha^2_k$ and $\|\Phi_{k+1}\|^2$ are still above their thresholds, then the last, fourth criterion, is that we stop adding basis elements when $\|\Psi^M \rangle - |\Psi^M+1 \rangle^2$ is below some threshold e.g. $10^{-3}$. Then we set $|\Psi_M \rangle \approx |\Psi^M \rangle$. For the numerical computations in the paper we obtain that $M$ lies in the range $3\ldots16$.

**Appendix D: IMPORTANCE SAMPLING**

The noise shift leads to an additional Bogoliubov transform in the state vector (74):

$$S(\Delta \xi) = e^{\sum_{s=0}^{\infty} \Delta \xi_s \hat{\psi}_s^\dagger}.$$ (D1)

Then the restriction on $\Delta \xi$ is that $S(\Delta \xi)$ should not couple to the outgoing modes which have appeared by the time moment $t_p$. Otherwise the entanglement structure will be spoiled and the oblivion step (78) will become invalid. This restricts the shifts to

$$\Delta \xi_r = \begin{cases} \text{arbitrary} & \text{for } r \geq p, \\ \text{const} \times M_{pr} & \text{for } r < p. \end{cases}$$ (D2)

Apart from this, there is no restrictions on the choice of importance sampling technique.

In this work we derive the importance sampling technique from the evolution of the probability distribution $Q(\xi, t_p)$ of the classical noise trajectories $\xi$ at a time $t_p$. At $t_0 = 0$ this distribution coincides with the probability distribution of the vacuum fluctuations

$$Q(\xi, 0) \propto \exp\left(-\sum_{s=0}^{\infty} \xi_s^* \left[M^{-1}\right]_{rs} \xi_s \right).$$ (D3)

However at later time moments it becomes weighted:

$$Q(\xi, t_p) = \|\hat{\xi}_t \langle |\Phi(\xi, t_p)\rangle_t \|^2 Q(\xi, 0),$$ (D4)

which follows from the partial trace relation eq. (72). This probability distribution is properly normalized in the sense that

$$\left[\frac{Q(\xi, t_p)}{Q(\xi, 0)} \right]_\xi = 1,$$ (D5)

which follows from (72) and $\text{Tr}_{\hat{\rho}_c} (t_p) = 1$. The importance sampling is required when the ratio on the left of eq. (D5) starts to fluctuate violently.

Let us find the master equation for $Q(\xi, t_p)$ [27]. From the tape model Hamiltonian (27) we find:

$$\partial_t Q(\xi, t_p) = -i \text{Tr}_s \left\{ \left|\xi\right\rangle\langle\xi| \left[\tilde{H}_{st}(\tau_p) \langle\Phi(\xi)|_{st} \langle\Phi(\xi)|_{st} \right] - c.c. \right\},$$

$$= -i \text{Tr}_s \left\{ \left|\xi\right\rangle\langle\xi| \left( \tilde{s} \hat{\psi}_p^\dagger + \hat{s} \sum_{r=0}^{\infty} M_{pr} \hat{\psi}_r \right) - c.c. \right\} \times |\Phi(\xi)|_{st} \langle\Phi(\xi)|_{st},$$ (D6)

where we introduce the time-cell coherent states

$$|\xi\rangle_t = Q^{\frac{1}{2}}(\xi, 0) e^{\sum_{r=0}^{\infty} \xi_s \hat{\psi}_s^\dagger} |0\rangle_t.$$ (D7)

In the second line of eq. (D6) we have employed the cyclic trace property and the fact that $H_{ch}$ commutes with the time-cell coherent state projections. Observe that we extend the summation to infinity in the annihilation term on the second line of eq. (D6). This is possible since the incoming modes are in vacuum. It turns out that the equation (D6) can be reduced to the convection (drift) form

$$\partial_t Q(\xi, t_p) = \sum_r \partial_\xi_r \left\{ A_r (t_p) Q(\xi, t_p) \right\}$$

$$+ \sum_r \partial_\xi_r \left\{ A_r^* (t_p) Q(\xi, t_p) \right\}.$$ (D8)

In order to demonstrate this, we employ the fact that the creation $\hat{\psi}_s^\dagger$ and annihilation $\hat{\psi}_s$ operators act as differential operators on the coherent state projections:

$$|\xi\rangle_{ts} = e^{\sum_{r=0}^{\infty} \xi_s \hat{\psi}_s^\dagger} |\xi\rangle_t$$

$$= e^{\sum_{r=0}^{\infty} \xi_s \hat{\psi}_s^\dagger} |\xi\rangle_{ts}$$

$$|\xi\rangle_{ts} = e^{\sum_{r=0}^{\infty} \xi_s \hat{\psi}_s^\dagger} |\xi\rangle_{ts}$$

and

$$\sum_{r=0}^{\infty} M_{pr} \hat{\psi}_r |\xi\rangle_{ts} = \sum_{r=0}^{\infty} M_{pr} \hat{\psi}_r |\xi\rangle_{ts}.$$ (D11)

$$\sum_{r=0}^{\infty} M_{pr} \hat{\psi}_r |\xi\rangle_{ts} = \sum_{r=0}^{\infty} M_{pr} \hat{\psi}_r |\xi\rangle_{ts}.$$ (D12)
Substituting these into the eq. (D6), we find

\[ A_r(t_p) = i\mathcal{S}(t_p; \xi) \sum_{r=0}^{\infty} M_{pr}, \]  

(D13) where the conditional average \( \mathcal{S}(t_p; \xi) \) of the coupling operator \( \mathcal{S} \) is defined as

\[ \mathcal{S}(t_p; \xi) = \frac{\text{Tr} \left\{ \hat{S} \times \int_0^1 \Phi(x, t_p) \right\}_{\text{st.st.}} \langle \Phi(x, t_p) \rangle 0_{\text{st}} \} \}
\[ \frac{\left\| \int_0^1 \Phi(x, t_p) \right\|_{\text{st}}^2}{\left\| \int_0^1 \Phi(x, t_p) \right\|_{\text{st}}^2} \]  

(D14)

Switching to the frame of incoming/relevant/outgoing modes and employing the relevant wavefunction, we re-express this equation as

\[ \mathcal{S}(t_p; \xi) = \frac{\text{Tr} \left\{ \hat{S} \times \int_{\text{rel}} \Phi(x, t_p) \right\}_{\text{rel}} \langle \Phi(x, t_p) \rangle 0_{\text{rel}} \} \}
\[ \frac{\left\| \int_{\text{rel}} \Phi(x, t_p) \right\|_{\text{rel}}^2}{\left\| \int_{\text{rel}} \Phi(x, t_p) \right\|_{\text{rel}}^2} \]  

(D15)

which is the eq. (83). The velocity (D13) means that the noise trajectory \( \xi \) is shifted with time as

\[ \xi(t; t_p) = \xi(t) - i \int_0^{t_p} d\xi(t; \xi) M^*(t - \tau). \]  

(D16)

Observe that here we switch back and forth between the continuous and the discrete-time relations. This is permissible because we have chosen the discrete propagator in sec. VB so that it converges to the continuous evolution with the global error \( O(dt^2) \).

The importance sampling procedure is to shift the noise \( \xi \) continuously in time according to the relation (D16). As we have mentioned in eq. (D1), the infinitesimal shift of noise

\[ \xi_r(t_{p+1}) = \xi_r(t_p) - idt M_{pr}^* \mathcal{S}(t_p; \xi) \]  

(D17) will generate the infinitesimal Bogoliubov transform

\[ S(d\xi) = 1 + idt \mathcal{S}^*(t_p; \xi) \sum_{r=0}^{p-1} M_{pr} \hat{\psi}_r, \]  

(D18) which should be incorporated into the Hamiltonian. The latter for the continuously shifting noise becomes

\[ \hat{H}_{\text{st}}(\xi, \tau_p) = \hat{H}_0 + \hat{s} \left\{ \hat{\psi}_p^* + \xi_p^* + f_p \right\} \]
\[ + \left( \hat{s} - \mathcal{S}^*(t_p; \xi) \right) \left\{ M(0) \hat{\psi}_p + \sum_{i=1}^{\min(p,m)} M_i(p) \hat{\phi}_i \right\}, \]  

(D19)

which is the eq. (86). Here \( \xi_p^* \) are sampled from the vacuum probability distribution, and the self-consistent displacement is

\[ f_p = -i \int_0^{t_p} dt \mathcal{S}(t; \xi) M(\tau_p - t). \]  

(D20)

The consistent midpoint discretization of \( f_p \) leads to equation (87). The Hamiltonian \( \hat{H}_{\text{st}}(\xi, \tau_p) \) should be employed in the entangling step eq. (75). The rest of RG procedure is the same except that the average of any system observable \( \hat{S} \) should be computed as

\[ \langle \hat{S}(t_p) \rangle = \frac{\text{Tr} \left\{ \hat{S} \times \int_{\text{rel}} \Phi(x, t_p) \right\}_{\text{rel}} \langle \Phi(x, t_p) \rangle 0_{\text{rel}} \} \}
\[ \frac{\left\| \int_{\text{rel}} \Phi(x, t_p) \right\|_{\text{rel}}^2}{\left\| \int_{\text{rel}} \Phi(x, t_p) \right\|_{\text{rel}}^2} \]  

(D21)

The reason is that now we directly sample the probability distribution (D4), hence the denominator.
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