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ABSTRACT The rapid growth of Industry 4.0 and predictive methods fostered a great potential for state-of-the-art techniques in the industrial sector, especially in smart factories. The equipment failure or system breakdowns during run time of a factory creates a severe problems towards impoverishment of the production system and destitution of the business. Predictive Maintenance (PdM) is a cost-saving and data driven technique to predict the maintenance time of in-service equipment or systems to reduce breakdown time and increase productivity. Although PdM is pragmatically adopted in large-scale industries, there is a lack of studies that map the PdM adoption in small and medium-sized enterprises (SMEs). In this systematic mapping study (SMS), we focus on predictive maintenance from an SME perspective to explore the field for researchers, scientists, and developers to comprehend the potential of PdM systems, their challenges, distinctive characteristics, and best practices in SMEs. Our study is based on four research questions comprised of demographic data, key challenges, distinctive characteristics, and best practices of predictive maintenance in SMEs. We found that the current literature on PdM is deficient in the SME domain, especially the financial side is vague. There is a huge potential for PdM in SMEs to design cost models and focus on data availability impediments. Management and monitoring of PdM and skilled personnel are also inadequate. Thus, we present a study that extracts the knowledge from the existing literature about PdM in SMEs, finds the research gap, and can assist in identifying the barriers and challenges of PdM adoption in SMEs.

INDEX TERMS Condition monitoring, predictive maintenance, PdM, SME, small and medium-sized enterprises, systematic mapping study.

I. INTRODUCTION

Maintenance is a key strategy to ensure continuous production in industries, especially in manufacturing. Maintenance is an expensive process and boosts goods production costs from 15 to 60 percent [1]. Amazon suffered a 4 Million USD loss in its sales in 2013 due to 49 minutes of unplanned downtime [2]. Similarly, the offshore wind turbine cost for operation and maintenance is around 20 to 30 percent of the total income from electricity produced [3]. Different maintenance strategies are used to avoid breakdown and decrease the cost of production. Maintenance strategies can generally be divided into three categories: reactive maintenance (RM), preventive maintenance (PM) and predictive maintenance (PdM). In reactive or run-to-failure or corrective maintenance, the machine or asset is restored to work again after some failure or breakdown [4]. PM is a planned and scheduled maintenance strategy with specific time intervals to reduce the breakdown.

A. PREDICTIVE MAINTENANCE

Predictive maintenance is a data-driven maintenance strategy that predicts failures and optimizes asset maintenance
plan [5] to avoid sudden breakdowns. It proactively assesses the equipment current condition to maintain the optimal situation and alert when it deviates [6]. Methodologically, PdM is a bag of multiple sets of techniques based on the system, sensors and available data e.g., vibration analysis, thermography, tribology, ultrasonics and visual analysis to name the most important ones. In general, PdM is a holistic approach comprising equipment condition monitoring, fault detection, fault diagnosis, fault prognosis and maintenance plans [7]. In fault detection processes, the faulty components, machines and equipment are detected through data analysis of the system. Possible causes of faults are typically identified in real-time monitoring systems using fault diagnosis algorithms. Data-driven PdM’s fault prognosis includes the task to predict the fault and following downtime of a system so that maintenance can be scheduled accordingly. Faults are of diverse types that are based on the equipment. Fault prediction can be done by using degradation models that assist in the remaining useful lifetime of the equipment [8]. Errors or failure history is used for fault analysis. In some cases, internal and external sensor data are used for PdM in combination with environmental data as well as planning data. According to a PwC report [9], PdM increases up-time of assets up to 47%, reduces costs by 17% and leads to a reduction of 11% of safety, health, environmental and quality risks.

B. SMALL AND MEDIUM SIZED ENTERPRISES (SMEs)
Small and medium-sized enterprises are a certain types of industries or businesses with specific threshold values for revenue and number of employees depending on the country-wise definition of SME. For example according to European Union standards, an organization with less than 50 employees is considered as small enterprise, and having less than 250 employees is called a medium-sized enterprise. Thus SME is an enterprise with 250 or fewer employees, or its annual turnover is less than 50 million EUR [10]. SME covers multiple types of business, e.g., manufacturing, banking, workshops, law firms, institutes, trading enterprises etc. However, the current study focuses on the manufacturing domain with machinery and industrial systems, for which maintenance strategies are essential. SMEs are considered the heartbeat of economical development and play a vital role in innovation and advancing emerging technologies in the industrial sector.

C. MOTIVATION
The motivation for the current mapping study is to comprehend the key challenges, salient features and best practices of PdM towards acquisition and application in small and medium-sized enterprises from a literature perspective. The research method is designed in such a way that it will clarify the PdM knowledge from SME perspective and will help:

- Researchers to find out the research gap and future research directions.
- Business owners to select suitable tools to purchase.
- IT developers and architects to use the proper AI methods in PdM solutions for SMEs.
- Management team to plan according to the need of PdM in SME so as to reduce product cost.

D. CONTRIBUTIONS
The primary scope of the current study is to extract knowledge from the existing literature about PdM in SMEs and find the research gap for further researchers. It also assists the business owners and solution providers in identifying the barriers and challenges of PdM adoption in SMEs. The research questions include demographic data, challenges, distinctive features and best practices of PdM in SMEs. Predictive maintenance is an integrated task of detecting, diagnosing, and predicting anomalies in the industrial data. Predictive maintenance aims to predict failure or the remaining useful life (RUL) of a machine or system. Classification and anomaly detection methods are generally used for failure prediction while regression is used for RUL. Contributions of the current study are summarized as follows:

- A comprehensive time frame is used to cover the overall research trend instead of a decade.
- Snowballing is the first time used in the PdM domain.
- The most needed research questions are mapped.
- Demographic data are covered.
- The two main databases (Web of Science and Scopus) are used.
- Research Questions are validated by an Industrial workshop.

Besides Introduction, the rest of the paper is orchestrated in five sections. Related work is presented in section II and research methodology is enveloped in section III. Section IV is allocated for lessons learned from an industrial event organized by SCCH as part of the PredMAIn1 project. Results and discussions are enunciated with details in section V, and finally, the paper is concluded in section VI with future works.

II. RELATED WORK
Maintenance is the process of increasing the up time of machines, and reducing the number of failures and downtime to sustain the production system’s work. Predictive Maintenance is a prolific field of Artificial Intelligence and smart manufacturing in the research communities. Various survey and review studies are performed to explore the area to practice implementation and adoption by the organization. However, most studies focused on large-scale organizations, and limited papers focused specifically on SMEs. Currently, we found only one systematic literature review (SLR) paper [11] on PdM solutions for SMEs covering literature in the last decade.

This mapping study scope includes PdM challenges, stakeholder’s expectations and concerns in implementation, appropriate solutions, and required resources for PdM in SMEs. Rastogi et al. [12] reviewed recent technologies available in

1 www.scch.at/project/predmain
PdM with Industry 4.0 for SMEs. They studied 13 targeted parameters of PdM in Industry 4.0, including Remaining Useful Life (RUL), anomaly detection, performance, accuracy, efficiency, failure detection, cost, adaptability, reliability, power consumption, quality, scheduling and robustness. The study also discussed cloud computing, fog computing, cyber-physical system, and edge computing architectures of PdM in SMEs. The systematic mapping [13] studied machine learning techniques for PdM riveting in the manufacturing domain. The nucleus of this study is machine learning methods for PdM and does not cover the SME side. Another systematic mapping [14] concentrated on PdM techniques, especially on RUL. There are also some relevant systematic mapping studies and literature reviews that indirectly assist some specific fields of PdM, e.g., [15] studies machine learning life cycle, [16] is about Knowledge Graphs in manufacturing and production. In [2], the author surveyed a variety of PdM systems architecture, purposes and approaches toward PdM 4.0 with objectives of cost minimization, reliability, growth, and optimization.

A huge number of systematic literature reviews and mapping papers have been published on different aspects of PdM, including fault diagnosis, fault prognosis, condition monitoring, machine health management, and RUL prediction in the last two decades. For instance, work [17] reviewed applications of different deep learning techniques in health management systems, e.g., auto-encoder, convolution, and recurrent neural networks. The study [18] categorized deep learning architectures into four types with applications in machine health monitoring. The limitation of published literature on PdM in SMEs are:

- Most of the surveyed and review articles covered PdM for large-scale enterprises.
- The studies are done for some specific time duration, e.g., one decade, etc.
- The implementations and adoptions of PdM in SMEs have limited review and research articles in general and systematic studies specifically.
- There is no systematic mapping study (SMS) available in current literature so far on the topic of PdM in SMEs.

Except for one specific SLR [11], we did not find any SMS on PdM in SMEs. Here it is important to know that SLRs are differ from SMs in various aspects; as enunciated in [19], that SLR deals with specific research questions narrowing the literature search for some specific answers, while SMS covers a broader research area. Firstly, the current study is the first SMS to fulfill the review gap to cover abroad literature on the topic of PdM in SMEs in general. Secondly, the current study has open coverage without limiting it to some specific duration to enfold more literature on the topic.

### III. RESEARCH METHODOLOGY

The Mapping studies are also reviews but they do not discuss the findings [20]. SMS is an effective technique used in software engineering and other related research subjects. In this study, we followed software engineering guidelines presented in [21] and [22]. Based on the steps in these articles and guidelines, our research methodology consists of research questions, search strategy, inclusion/exclusion criteria, snowballing, and data extraction, as shown in Fig. 1. These terms are briefly described in the following subsections.

#### A. RESEARCH QUESTIONS

The research questions in a systematic mapping study are more generic to grasp the research trends over time and topics covered in the literature [21]. The current study focused on four main research questions, as given in Fig. 2. The description and motivation for each question are as below.

1) **RQ1: WHAT ARE THE BIBLIOMETRIC KEY FACTS OF PdM PUBLICATIONS IN SMEs?**

These are the key facts of publication related to PdM in SME and their classification that covers the other research questions of the current study. We used a comprehensive approach to map the aggregate research work in this area, i.e., without giving any specific time frame. The purpose of the question is that we will understand the current trend of PdM in SMEs from different perspectives.
FIGURE 2. Research questions with sub-questions.

TABLE 1. Search string.

| Source                  | Search String                                                                 | Q. No. | Research Questions                                                                 |
|-------------------------|-------------------------------------------------------------------------------|--------|----------------------------------------------------------------------------------|
| Scopus and Web of Science | (“Predictive Maintenance” OR “PdM” OR “preventive maintenance” OR “run-to-failure” OR “cognitive maintenance” OR “Remaining Useful Lifetime” OR “RUL” OR “Failure Detection” OR “Diagnosis” OR “Diagnosis and Health” OR “PdM” OR “Anomaly Detection” OR “Outlier Detection” OR “Data-driven” OR “Decision support”) AND (“SMEs” OR “SME” OR “Small and Medium-sized Enterprises” OR “Small Manufacturing Enterprises”) |        |                                                                                   |

2) RQ2: WHAT ARE THE KEY CHALLENGES FOR PdM ADOPTION IN SMEs?

The question is about to find out the main barriers for SME to adopt PdM. The motive of the question is to map the challenges for PdM from different angles so that other researchers leverage this study in searching for a research gap.

3) RQ3: WHAT ARE THE DISTINCTIVE CHARACTERISTICS OF ADOPTING PdM IN SMEs?

This question is about the distinctive features and characteristics of PdM for SMEs so that factory owners are convinced to use state-of-the-art technologies. This question intends to attract business owners, SME managers, and other investors to adopt PdM.

4) RQ4: WHAT ARE THE BEST PRACTICES OF PdM IN SMEs?

The focus of this question is to find out the best practices of PdM that can be adopted in SMEs. Understanding the best practices before using PdM will assist the end users in selecting maintenance solutions that bring expected value to the SME.

To enfold the PdM with multiple facets, the main questions are divided into sub-questions with their goal, related papers, and support level from the selected research papers, as depicted in Table 2.

B. SEARCH STRATEGY

The Search strategy is performed in two ways [23], manual search and automated search. In Manual search, most relevant conferences are considered, and libraries are visited for searching documents. While in automated search, digital libraries are searched online. The automated search strategy consists of two portions: first to choose the right digital search engines, also known as research databases, and second, to make an appropriate search string that covers the research questions of the current study. A search string, as given in Table 1, is prepared to find the target research articles in two famous research engines Scopus and Web of Science (WoS). Scopus and WoS are the most comprehensive search engines for research articles covering a variety of fields and research databases including IEEE Xplore, ACM, Springer, and Elsevier, among others. The work presented in [22] took four sources, i.e., ACM DL, IEEE Xplore, Scopus, and WoS. However, IEEE Xplore and ACM research articles are two databases that already included in WoS search. The search strategy of this study is limited to Scopus and WoS, and other sources are not considered to avoid duplication of articles. Secondly, Scopus is the largest multidisciplinary database for peer-reviewed literature, and Google scholar also has some drawbacks and limitations [24]. Thus to avoid repetition of research articles, separate searches in these two databases are excluded from our search strategy.

The first part of our search string is composed of key terms that have been used in previous papers and joined with the logical operator “OR” as they are synonyms or relevant to prediction. Some research articles are indirectly relevant to PdM, e.g., anomaly detection, outlier detection, decision support, etc. The second part of the search string is about the SME containing abbreviation, full text, singular and plural keywords joined with the logical operator “AND”. Both the sections are combined with logical operator “AND” as the current study is comprised of predictive maintenance in SMEs. Besides search strategy, the snowballing technique [21] is also applied to reduce the threat of
TABLE 2. Research questions with support level.

| RQs | Sub-RQs | Goal | Related Papers | Support Level |
|-----|---------|------|----------------|---------------|
| RQ1 | RQ1     | Bibliography | [25], [26], [27], [28], [29], [30], [31] | 34 |
| RQ2 | RQ2.1   | KMS     | [32], [33], [34], [35], [36], [37], [38], [39] | 7 |
| RQ2.2 | Data    | [40], [41] | 2 |
| RQ2.3 | Financial | [42], [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57] | 17 |
| RQ2.4 | Technical | [27], [32], [41], [43], [29], [33]–[35], [44], [12], [45], [46], [48], [49], [36] | 23 |
| RQ3 | RQ3.1   | Methods | [25], [26], [28], [30], [47], [31], [38], [54]–[56] | 10 |
| RQ3.2 | Tools   | [40] | 1 |
| RQ3.3 | Cost    | [27], [26], [27], [40], [43], [41], [33], [28], [34], [44], [29], [45], [46], [47], [49], [50], [51], [36], [52], [53], [56], [57] | 23 |
| RQ4 | RQ4.1   | Adoption | [25], [42], [12], [30], [31], [48], [37], [38], [54], [55], [57] | 11 |
| RQ4.2 | Recommendation | [25], [42], [12], [30], [31], [48], [37], [38], [54], [55], [57] | 23 |

TABLE 3. Snowballing.

| Description | Seeds | Citations |
|-------------|-------|-----------|
| 1st Iteration (Forward) | 26 | 328 |
| 1st Iteration (Backward) | - | 4 |
| 2nd Iteration (Forward) | 8 | 28 |
| 2nd Iteration (Backward) | - | 0 |
| Total | 34 | 360 |

missing any relevant paper. Snowballing follows the guidelines of [58], [59] as backward and forward snowballing. Using the search strategy, we get a total of 1021 research articles, consisting of 700 articles from Scopus and 321 papers from WoS.

C. INCLUSION-EXCLUSION CRITERIA

In the automatic search strategy, we get an issue of a massive number of documents from the digital research database, where all the documents are not relevant to the current study. To avoid this problem, we apply clearly defined inclusion-exclusion criteria following [22] to get the most relevant articles. The inclusion-exclusion criteria are not like an automatic search, and it needs the author’s effort to decide what documents to include or exclude keeping in mind the research questions (stated in section III.A). The selection of the relevant research articles in the systematic mapping study comprised two tasks. Firstly, the inclusion of the most suitable papers that are related to the research questions. The inclusion criterion applied here is to select original research articles according to the search string. Secondly, to exclude the irrelevant documents that do not fall within the scope of the current study topic or are unable to answer the research questions. The current study’s exclusion criteria (EC) are based on the following points.

- EC1: Exclude papers that are not written in English.
- EC2: Limited research articles having a length of fewer than 4 pages.
- EC3: Non-peer-reviewed research documents.
- EC4: Secondary or Tertiary studies.
- EC5: Exclude grey literature, i.e., documents like a book, presentation slides, talks or training materials, etc.
- EC6: Student Theses (Master or PhD).
- EC7: Repeated or revised articles of the same study, i.e., only the latest version is considered.
- EC8: Duplicate papers that come from multiple sources.
- EC9: Exclude papers that are out of the scope of the current study.

Applying inclusion-exclusion criteria and refining the article collection is hard for the author. There is also a chance of some biases that the predefined inclusion-exclusion criteria somehow control. Besides, small biases could be ignored as different authors and researchers have different opinions. However, the above inclusion-exclusion relies on the previous software engineering studies, and all the retrieved documents are passed manually through the specified criteria.

D. SNOWBALLING

Snowballing is a literature review technique where the references (backward snowballing) and citations (forward snowballing) of a research article are checked to select further relevant documents. Blending snowballing with database search proliferates the quality, and literature coverage and ameliorates the search strategy [60], [61]. Snowballing technique was applied with an initial seed of 26 articles. The snowballing process was completed in two iterations. In the first iteration, we got 328 articles in forwarding snowballing and 4 ones in backward snowballing, 332 articles in total.
Inclusion/Exclusion criteria were applied to these 332 documents, and we got 8 articles as final selected papers for the next iteration. The second iteration started with an initial seed of 8 articles. We got 28 articles in the forward snowballing while we did not get any article in backward snowballing; thus, the snowballing finished. We got 360 articles in total from the snowballing process, as given in table 3.

E. DATA EXTRACTION
Data were extracted from the finalized research articles according to the sub-research questions to support answers to the main research questions. The data were extracted using the manual method, i.e., by reading the 34 research articles to find and extract the relevant data. The first research question was about bibliometric key facts including year, country and author-wise data. To cover the second research question, the papers were read and searched for sub-RQs, i.e., knowledge, management and skills (KMS), data availability, analysis, management, monitoring, implementation, financial, and technical challenges. Similarly, for the third question, the selected papers were analyzed for distinctive characteristics of PdM in SMEs including methods, techniques, tools, technologies, solutions, and cost models discussed somewhere in it. The papers were thoroughly studied to find discussions about PdM adoption, recommended cost-effective solutions, and proposed designs, methods, architectures, and solutions that best fit the SME domain.

F. VALIDATION THROUGH WORKSHOP
An industrial workshop was organized with SMEs as a part of the PredMAIn project. The three research questions were presented in focused groups for deep discussion to get expert opinions and feedback from SME personnel. The discussions were analyzed, and summarized findings were mapped with literature output as portrayed in section V with detail.

IV. RESULTS AND DISCUSSIONS
In this section, we present and discuss the current study’s results according to the search strategy outlined in the methodology section III and the research questions. Implementing our search strategy, initially, we retrieved a total of 1021 documents from both the digital databases as in table 4. Following the inclusion/exclusion steps described in the research methodology section, 26 research articles were selected. These 26 articles are considered as an initial seed for the pipeline process of snowballing. Applying the backward and forward snowballing we got 34 research papers as the final selected articles for our mapping study. The results of the research questions in the current study are portrayed in fig 3. The results aligned with RQs are illustrated in detail in the following sub-sections.

A. BIBLIOMETRIC KEY FACTS (RQ1)
The first research question is answered by analyzing the attributes of 34 selected papers. Initially, we explored the year-wise publication frequency so that to get the publication
trend of PdM in SMEs. Starting from the year 2006 up to 2021, we observe an increasing trend in publication which has enormously increased in the last three years, as shown in Figure 3. The interesting finding is that 79% of the papers were published in the last three years, and 21% were published before 2019. It means that the research work on PdM in SMEs has increased almost four times over the previous three years and has a considerable potential for further research.

We explored the publication data country-wise in the second sub-analysis, as plotted in Figure 3b. The selected 34 articles are published by 18 countries. France and India are the two top-most countries that published 6 articles each on this domain. Six countries, including Italy, Germany, UK, USA, Greece and Malaysia published two articles each, while each country published one paper in the remaining ten countries. This result shows that France and India have a great interest in this field compared to the rest of the world. The first reason is that they have most SMEs, and second could be the huge population as India has the second largest population in the world and France is the fourth largest EU country population-wise. The result also shows that 44% of publications belong to European Union (EU) countries while 56% to non-EU countries. In the third part of RQ1, it is analyzed that 47% of articles are published in conference proceedings and 53% in journals as shown in Figure 3c. By analyzing the selected papers from author perspectives, we found that Omri [34], [35], [36], [37], [39] is the author who published 5 research articles, i.e., highest among all others.

It is worth mentioning that researchers and business developers target the European countries in general and especially focus on Austria, Germany for Predictive Maintenance implementation barriers in SMEs as their economy has potential in the industrial sector. The focus of this study belongs to an Interreg project of the two countries, i.e., Austria and the Czech Republic. Unfortunately, we did not find any publication in these two countries that implies a vast potential for researchers of these countries to study small and medium-sized enterprises for PdM adoption and implementation.

B. CHALLENGES FOR PdM ADOPTION IN SME (RQ2)
The second question is to find the key challenges in PdM adoption in SMEs using the data of 34 selected papers. The question is further sub-divided into four sub-research questions as shown in Figure 3d, so as to enfold the answer from multiple aspects. The data is analyzed for knowledge, management, and skilled people challenges to answer the first sub-question. 21% of the selected literature discussed the problems related to knowledge, management and skilled resources for PdM in SMEs. The second sub-question is supported by 23% of articles that seized the barriers of analysis, management and related data availability. Besides availability, there are various challenges for PdM in big data scenarios of Industry 4.0 as described by [62]. In RQ2.3, 5% of the research articles reported the finance problem to answer the third sub-question. Responding the RQ2.4, the authors described fences of monitoring, system implementation, and technical fences in 50% of the nominated articles for this study. The analysis demystifies that the existing research has more focused on technical challenges and is destitute of the financial facet. Approximately half of the papers in RQ2.4 published in the 2021 depict that the technical aspect of PdM in SMEs is a hot topic for researchers.

The impetus of these obstacles for PdM is scarcity of awareness, communication and clinging with the technology in use. The SME have limited or no knowledge about the latest solutions, innovations and technologies provided by the researchers and IT industries. There is also a dearth of skilled people to use neoteric data-driven software and solutions. The primary rationale for the non-availability of data is that equipment and systems used in SMEs are nearly obsolete and unable to generate data due to the absence of sensors. The outdated equipment in SMEs also has problem with monitoring as PdM is working in a real-time environment to scan the data and generate alarms for expected failure. Implementation of PdM in SME is a barrier due to the lack of expert technicians.

The technical challenges are most despairing after adopting PdM, as the enterprise is sure that our work will not stop due to breakdown; however occurring technical problem in PdM solution would stop the processes that leads to decelerate the production.

The majority of the selected papers enunciated the challenges of technical methods, non-availability of data, and skilled personnel shortage of PdM in the SME domain as shown in systematic map Fig. 4 with the support level accordingly. Further, it is described that the installed equipment in SME lack sensors technologies to collect data for monitoring specific devices conditions leading to the non-availability of data analysis problem. Equipment vendor lock issue is also a challenge for PdM solution providers in SMEs. These cross-cutting barriers to the manufacturing shop floor result in limited AI based methods development. To overcome these obstacles for PdM implementation in SMEs, initially, the researchers need to focus on the cost models e.g., how for an ordinary SME it would cost to upgrade the equipment to sensors technologies towards the smart factory concept.

C. DISTINCTIVE CHARACTERISTICS (RQ3)
The third research question comprised of three sub-research questions covering methods, tools, and cost models of predictive maintenance in small and medium-sized enterprises, as shown in Figure 3e. 68% of papers debated or proposed methods and techniques of PdM in SMEs from multiple aspects. 29% of research articles presented their findings and proposals concerned with tools, techniques, and solutions in the available markets or points of interest for researchers, business developers, and solution providers. Only one paper, i.e., 3% of the focused literature, proposed a cost model for predictive maintenance focusing on SMEs. Interpreting these results, a crucial finding is that the current research lacks cost models, which could be the giant hurdle for small and medium-sized enterprises to adopt PdM. This is because
SMEs are unaware of the cost of PdM implementation and are uncertain about the return on investment (ROI). Although PdM has ten times ROI for large-scale enterprises, 25 to 30 percent reduction in maintenance cost, reducing breakdowns from 70% to 75%, downtime decreased by 35% to 45%, and product is step-up 20% to 25% [63]. The unique characteristics of PdM that attract SMEs are maintenance cost and downtime reduction, product quality and production speed enhancement, boosting OEE [56], and extending equipment operational life and availability. Some recommended and proposed tools and solutions in the literature having distinctive features are listed in table 5.

Machine learning, neural networks and deep learning are the mostly commonly used and trending technology in predictive maintenance. These technologies need a systematic and pragmatic methods to incorporate it in SME use cases of predictive maintenance [27]. One of the main characteristics of predictive modeling is that it does not depend on the standard programming practices like object-oriented design principles, but the algorithms learn from data [53] during the training phase. The second feature of predictive maintenance is that once the models are trained then it dependency on history data is limited and system is matured day by day in continuous online learning paradigm. The most important characteristics of predictive maintenance discussed in the selected literature are that it is cost-effective, timesaving, elimination of scheduled maintenance and step-up the production speed in SME.

D. BEST PRACTICES (RQ4)

In the last question, we covered best practices of PdM that are suggested, proposed or recommended for SME as shown in Figure 3f. 68% papers illustrated PdM adoption, while 32% research articles discussed recommendation of PdM in SME. Although all the articles did not clearly mention some specific solution or technique, their discussions are relevant to PdM adoption, recommendation and their pros and cons in some aspect from SME point of view. [30] recommended that the best practices for existing old systems like Manufacturing Execution System (MES), SCADA and DCS would not be replaced with new systems and it can be integrated with new technologies of control. [31] recommended predictive maintenance and presented case study of self-aware machines for condition monitoring in polymer industry that increased overall equipment effectiveness (OEE). [56] presented PdM implementation approach to ensure adaptability and cost-effectiveness of the legacy data so as SMEs align and adopt smart factory architecture and principles.

Besides these challenges, characteristics, tools, solutions, adoption, and recommendations in these papers as shown in the systematic map in Figure 4, interpretable and Explainable machine learning models are deficient [64], [65], which is remarkable in SME scenarios. For example, [66] proposed Explainable Artificial Intelligence (XAI) in remaining useful life prediction of Turbofan Engines. Various XAI methods are summarized in [67] that could be leveraged for PdM in the SME domain. Similarly Graph based approaches could be leveraged in PdM as described in the survey [68], e.g., Knowledge graph [69] and virtual Graph [70] would be useful from an SME perspective to work with limited computing resources. Another state-of-the-art software architecture for Human-AI teaming [71] for smart factories could also be handy for adopting Human-Center AI-based PdM methods in SMEs.

Big data generation from sensors in industries accelerated several naive techniques as a central point of focus for smart factories, leading to Industry 4.0 and digital twin. PdM is one of such techniques that several large enterprises such as General Electric (GE), Microsoft, IBM, Honeywell and Rockwell Automation etc. took keen interest in it to reduce their product cost by avoiding unplanned breakdowns. The best practices of PdM in the selected literature are to use vibration, thermography, acoustic, pressure and oil analysis.

V. LESSONS LEARNED FROM INDUSTRIAL WORKSHOP

In this section, we report some observations from the discussion during the organized public event in the framework.
of the PredMAIN project concerning the research questions from Section III. Fifty tickets are issued to registered people using online platform of eventbrite.\(^2\) Thirty-nine people from twenty-four companies took part in the event and participated in the discussion group activity. Out of these companies there were three enterprises falling into the category ‘large enterprise’ (> 300 employees), eighteen SME and further three companies were universities. Twenty-nine of the participants were actually employed by small and medium sized enterprises. Three discussion groups were confronted with questions regarding the relative eminence of the research questions RQ2, RQ3, and RQ4 for twenty minutes to collect experiences and views. The precise questions are listed in Table 6.

The industrial workshop was organized to comprehend the opinion of SME stockholders about PdM and to validate the current study. PdM has lack of studies, industrial workshop and specific conferences in SME and this study tried to find how much research is done in this gap area. We summarized the opinion of participants in the following sub-sections of data, methodological and human resources based on the groups discussion.

### A. DATA RESOURCES

The most pressing issue is the non-availability of data, both in terms of necessary volume and qualitative expressiveness (lack of labeled faults). Financial resources to provide adequate sensory equipment and big data management plays some role, and the employment of cloud solutions to manage adequate high-capacity data transfer is increasingly accepted for use, primary as found by the 2020 survey [72].

### B. METHODOLOGICAL RESOURCES

Curiously, small enterprises seemed to be more aware of PdM’s potential gains for the company in terms of the algorithmic possibilities and the state-of-the-art of PdM software packages. On the other hand, they expressed concerns about the methodological complications arising from the data incompleteness issue. On the other hand, medium-sized companies pointed out the risk of investing in a modernization of the maintenance strategy without a quantitative analysis of the induced gain in production time. Knowledge about a systematic comparison of the effectiveness in the sense of production cost and profit of the different maintenance strategies was only reported in a single case [73].

### C. HUMAN RESOURCES

While human resources for operation of state of the art machine learning and data monitoring tasks were less mentioned to be an issue of concern, the readiness of existing personnel to adapt to a modernized maintenance procedure was clearly reported to be connected with significant investment into training and redefining the quality assurance protocol. This coincides with an observation of a 2007-report of the EU-DG “Employment, Social Affairs and Equal Opportunities” (see [74], Section on “SME’s Training, Main Challenges”).

### VI. CONCLUSION AND FUTURE WORKS

#### A. CONCLUSION

The aim of current study is to find out bibliometric facts, PdM challenges, distinctive characteristics and best practices in SME. In this regard, Initially 1021 articles were found in total, using snowballing technique and after thoroughly filtering, finally, 34 papers were selected for this study to fulfill objectives of the study. Although research on predictive maintenance in SME domain is boomed in 2021, however it is worth mentioning that European countries has limited research focus on PdM adoption in SMEs. As only France and India published more than five articles in this area. We found

### TABLE 5. Tools and solutions.

| S.No | Tool / Solution                          | Description                                           | Ref. |
|------|-----------------------------------------|-------------------------------------------------------|------|
| 1    | Computer Maintenance Management System  | Policy-based Prognostics and health management for shop floor | [25] |
| 2    | Performance, Development and Growth (PDG) System | Hybrid diagnostic-advisory system using AI and DSS for SME | [26] |
| 3    | Asset Condition Management System       | Real-time condition monitoring, diagnostic and asset health system for manufacturing | [28] |
| 4    | Product Quality Driven Auto-Prognostics solution | Low-cost digital solution for CNC milling cutters | [47] |
| 5    | IoT-enabled Refrigerator and Cold Storage Systems (RCSS) | Platform for remote monitoring and PdM | [38] |
| 6    | PdM 4.0                                 | Platform for Management of PdM                       | [54] |
| 7    | User-centric DSS for PdM               | User-centric dashboard                               | [55] |

### TABLE 6. Questions asked in discussion groups.

| RQ       | Questions asked                                                                 |
|----------|----------------------------------------------------------------------------------|
| RQ2.1 vs. RQ2.2 | “Which represents the bigger challenge: To manage data or to collect sufficiently descriptive data?” |
| RQ3.1/2/3 vs. RQ4.1 | “Are data scientific methods, tools available? If yes, is there an available assessment of the financial risk of putting them into use?” |
| RQ2.1 vs. RQ3.2 | “Is it difficult to obtain data scientific expert knowledge to implement available PdM-solutions? Are these implementations accepted, comprehended, and adopted for use by existing staff?” |
that new methods for PdM implementation, availability of public dataset and skilled personnel of PdM equipped with SME domain knowledge are the most demanding facets that need attention of researchers and business developers. The pivotal finding of this study is that technical challenges and methods are the central point of research in this domain and the financial side is the more ignored side as only one paper proposed a cost model for PdM in SME. The second most weak area that has fewer articles is data availability. It means that data availability for PdM is a second big challenge for adoption in SMEs as it is also validated by the industrial workshop.

B. FUTURE WORKS

The financial side needs more attention, and we plan to work further on a cost model of PdM in SMEs in the future. It will assist SME’s business and developer communities in comprehending the PdM cost and clearly understanding of return on investment. The solution providers of PdM also need cost models to offer PdM services. The second most interesting research area is to collect relevant data and make it available for further research so that PdM is more optimized for SMEs. We learned from the industrial event that data availability is a massive barrier from various facets. Thirdly, we are interested in incorporating state-of-the-art AI methods like Explainable AI, Interpretable machine learning models, knowledge graph, transfer learning, domain adaptation, and Human-AI teaming in the predictive maintenance portfolio of SME as mentioned in the last paragraph of discussion section.
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