Predicting the melting point of imidazole-based ionic liquids using QSPR model based on SMILES optimal descriptors
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Abstract. Recently, ionic liquids (ILs) are known as potential green materials with unique properties such as low vapor pressure, high thermal stability, and excellent solution ability of organic or inorganic materials. In this paper, the quantitative structure property relationship (QSPR) models of 111 common imidazole-based ionic liquids were established by using CORrelation and Logic (CORAL) software to predict the melting point of imidazole-based ionic liquids. The molecular structure of imidazole-based ionic liquids is represented by simplified molecular input line entry system (SMILES). The balance of correlations and the classic scheme were compared by building the models of QSPR based on the Mont Carlo method. SMILES descriptors were randomly divided into three data sets, and the results showed that the model of classic scheme was more reliable. The best correlation coefficient (R\textsuperscript{2}) values for the validation sets of two models were 0.9512 and 0.9219, respectively. Their best internal validated correlation coefficient (Q\textsuperscript{2}) values were 0.9414 and 0.8961, respectively.

1. Introduction
As we all know, ionic liquids are liquid substances composed of ions at room temperature. Ionic liquids were first discovered in 1914, and their properties are not stable. Through many years of research and exploration of ionic liquids by many scientists, a breakthrough has finally been made [1]. A series of ionic liquids have been developed, which provide a large number of valuable achievements and ideas for the later researchers. More and more people are engaged in the research of ionic liquids, because more ionic liquids have been developed and synthesized, many properties, such as strong thermal stability, excellent solubility, low vapor pressure, non-volatile, wide stable temperature range and wide electrochemical stable potential window [2-8], that can be widely used in the fields of catalysis, synthesis and analysis [9-14]. At present, the main research fields of ionic liquids are focused on the preparation of new ionic liquids, characterization of physical and chemical properties of ionic liquids, research on ionic liquids as electrolytes and solvents, etc [15-29].

Ionic liquids are called green media and green solvents [30-35]. Because of its excellent physical and chemical properties, it has a very wide range of applications in various fields. For example, because of its low melting point and good thermal conductivity, ionic liquids can be used as heat transfer fluids for solar energy collection, as adsorption media for refrigeration (heating), and as phase change heat storage
Due to the variety and quantity of ionic liquids, there are some difficulties in screening, which also limits the rapid development of ionic liquids. In order to avoid the waste of resources and time, the prediction of the melting point of ionic liquids can be used as a basis and reference method for screening ionic liquids.

Melting point is a very important physical property for ionic liquids. Quantitative structure/activity/property relationships (QSAR/QSPR) provide an accurate and reliable mathematical equation for the prediction of melting point. The QSPR model has been well used to predict the properties of compounds. Such as melting point [36,37], toxicity [38,39] and viscosity [40,41].

CORrelation And Logic (CORAL) software has been successfully used to build QSAR/QSPR models [42-45].

The molecules are uniquely represented by simplified molecular input line entry system (SMILES) to participate in the modeling process. The linear relationship between the endpoint and the SMILES descriptors is calculated by the Monte Carlo method in the CORAL software. Yan et al. described that QSAR method and genetic algorithm were used to predict the melting points of two kinds of imidazolium ionic liquids. The correlation coefficients ($R^2$) of internal validation of two models of imidazolium ionic liquids were 0.82 and 0.77, respectively. Their results display that two predictive models are true and effective [46]. Ghaedi A. showed that the QSAR model based on SMILES descriptor was constructed by CORAL software to predict the cytotoxicity of 225 kinds of ionic liquids to leukemia rats. The external test set with correlation coefficients ($R^2$) of and cross validated correlation coefficients ($Q^2$) were 0.7315-0.8760 and 0.7062-0.8490, respectively [47].
Fig. 1 The graph performance for balance of correlations and classic scheme of QSPR models of three splits.

Mehrkesh et al. introduced that new quantum chemical descriptors are used to predict the melting point and viscosity of ionic liquids. The relative average error of melting point is 3.16% [48]. Toropov et al. considered that the prediction ability of QSAR model is the index of ideality of correlation (IIC) [49]. Recently, Lotfi S et al. explained that the QSAR model was used to predict the toxicity of ionic liquids to Staphylococcus aureus. The correlation coefficient ($R^2$) of the test set is 0.8809-0.9240 [50].

CORAL software was used to build a QSPR model based on the Monte Carlo method to predict the melting points of 111 imidazole-based ionic liquids in this study. With three splits, the data randomly is divided into three groups to inspect the accuracy and reliability of QSPR models.

Table 1. Comparison of predictability of the balance of correlations and the classic scheme.

| Threshold | Probe 1 | Probe 2 | Probe 3 | Average | Dispersion |
|-----------|---------|---------|---------|---------|------------|
| $R^2_{\text{test} \ 1}$ | 0.8757  | 0.9095  | 0.9108  | 0.8987  | 0.0162     |
| $R^2_{\text{test} \ 2}$ | 0.8011  | 0.9180  | 0.8664  | 0.8618  | 0.0478     |
| $R^2_{\text{test} \ 3}$ | 0.8564  | 0.9037  | 0.8965  | 0.8855  | 0.0208     |
| $R^2_{\text{test} \ 4}$ | 0.8966  | 0.9224  | 0.7757  | 0.8649  | 0.0639     |
| $R^2_{\text{test} \ 5}$ | 0.9044  | 0.9009  | 0.8708  | 0.8920  | 0.0151     |
| $N_{\text{epoch} \ 1}$ | 19      | 8       | 20      | 15.67   | 5.44       |
| $N_{\text{epoch} \ 2}$ | 20      | 10      | 10      | 13.33   | 4.71       |
| $N_{\text{epoch} \ 3}$ | 20      | 19      | 6       | 15.00   | 6.38       |
| $N_{\text{epoch} \ 4}$ | 14      | 19      | 20      | 17.67   | 2.62       |
| $N_{\text{epoch} \ 5}$ | 18      | 15      | 13      | 15.33   | 2.05       |

| $R^2_{\text{test} \ 1}$ | 0.7917  | 0.8426  | 0.8867  | 0.8403  | 0.0388     |
| $R^2_{\text{test} \ 2}$ | 0.8132  | 0.9113  | 0.8382  | 0.8542  | 0.0416     |
| $R^2_{\text{test} \ 3}$ | 0.7145  | 0.8930  | 0.8310  | 0.8128  | 0.0740     |
| $R^2_{\text{test} \ 4}$ | 0.8412  | 0.8478  | 0.7670  | 0.8186  | 0.0366     |
| $R^2_{\text{test} \ 5}$ | 0.8334  | 0.8424  | 0.8166  | 0.8308  | 0.0107     |
| $N_{\text{epoch} \ 1}$ | 13      | 18      | 20      | 17.00   | 2.94       |
| $N_{\text{epoch} \ 2}$ | 18      | 20      | 20      | 19.33   | 0.94       |
| $N_{\text{epoch} \ 3}$ | 20      | 16      | 19      | 18.33   | 1.70       |
| $N_{\text{epoch} \ 4}$ | 20      | 20      | 20      | 20.00   | 0.00       |
| $N_{\text{epoch}}$ | 13 | 20 | 18 | 17.00 | 2.94 |
|------------------|---|---|---|---|---|
| **Split 3** | | | | | |
| $R^2_{\text{test}}$ 1 | 0.8971 | 0.9120 | 0.8837 | 0.8976 | 0.0116 |
| $R^2_{\text{test}}$ 2 | 0.8685 | 0.8911 | 0.8871 | 0.8822 | 0.0098 |
| $R^2_{\text{test}}$ 3 | 0.8538 | 0.8842 | 0.9268 | 0.8883 | 0.0300 |

| Threshold | Probe 1 | Probe 2 | Probe 3 | Average | Dispersion |
|-----------|--------|--------|--------|---------|------------|
| $R^2_{\text{test}}$ 4 | 0.8748 | 0.7677 | 0.8583 | 0.8336 | 0.0471 |
| $R^2_{\text{test}}$ 5 | 0.8005 | 0.8061 | 0.6500 | 0.7522 | 0.0723 |
| $N_{\text{epoch}}$ 1 | 6 | 17 | 20 | 14.33 | 6.02 |
| $N_{\text{epoch}}$ 2 | 14 | 20 | 12 | 15.33 | 3.40 |
| $N_{\text{epoch}}$ 3 | 17 | 19 | 17 | 17.67 | 0.94 |
| $N_{\text{epoch}}$ 4 | 17 | 19 | 19 | 18.33 | 0.94 |
| $N_{\text{epoch}}$ 5 | 19 | 17 | 20 | 18.67 | 1.25 |

**Classic scheme**

| Split 1 | | | | | |
|---------|---|---|---|---|---|
| $R^2_{\text{test}}$ 1 | 0.7303 | 0.8652 | 0.8166 | 0.8040 | 0.0558 |
| $R^2_{\text{test}}$ 2 | 0.7081 | 0.8330 | 0.8102 | 0.7838 | 0.0543 |
| $R^2_{\text{test}}$ 3 | 0.8664 | 0.8929 | 0.7422 | 0.8338 | 0.0657 |
| $R^2_{\text{test}}$ 4 | 0.8587 | 0.8993 | 0.7780 | 0.8453 | 0.0504 |
| $R^2_{\text{test}}$ 5 | 0.8363 | 0.8020 | 0.7050 | 0.7811 | 0.0556 |
| $N_{\text{epoch}}$ 1 | 20 | 16 | 20 | 18.67 | 1.89 |
| $N_{\text{epoch}}$ 2 | 13 | 20 | 20 | 17.67 | 3.30 |
| $N_{\text{epoch}}$ 3 | 20 | 20 | 19 | 19.67 | 0.47 |
| $N_{\text{epoch}}$ 4 | 20 | 19 | 20 | 19.67 | 0.47 |
| $N_{\text{epoch}}$ 5 | 20 | 20 | 20 | 20.00 | 0.00 |

| Split 2 | | | | | |
|---------|---|---|---|---|---|
| $R^2_{\text{test}}$ 1 | 0.9403 | 0.9211 | 0.9168 | 0.9261 | 0.0101 |
| $R^2_{\text{test}}$ 2 | 0.9234 | 0.9302 | 0.9114 | 0.9217 | 0.0078 |
| $R^2_{\text{test}}$ 3 | 0.9494 | 0.9188 | 0.9230 | 0.9304 | 0.0135 |
| $R^2_{\text{test}}$ 4 | 0.9330 | 0.9254 | 0.9505 | 0.9363 | 0.0105 |
| $R^2_{\text{test}}$ 5 | 0.9060 | 0.9227 | 0.9436 | 0.9241 | 0.0154 |
| $N_{\text{epoch}}$ 1 | 17 | 18 | 20 | 18.33 | 1.25 |
| $N_{\text{epoch}}$ 2 | 20 | 19 | 17 | 18.67 | 1.25 |
| $N_{\text{epoch}}$ 3 | 17 | 14 | 20 | 17.00 | 2.45 |
| $N_{\text{epoch}}$ 4 | 20 | 20 | 19 | 19.67 | 0.47 |
| $N_{\text{epoch}}$ 5 | 20 | 20 | 19 | 19.67 | 0.47 |

| Split 3 | | | | | |
|---------|---|---|---|---|---|
| $R^2_{\text{test}}$ 1 | 0.8220 | 0.8774 | 0.8496 | 0.8496 | 0.0226 |
| $R^2_{\text{test}}$ 2 | 0.8015 | 0.7669 | 0.8339 | 0.8008 | 0.0274 |
| $R^2_{\text{test}}$ 3 | 0.8183 | 0.8505 | 0.7864 | 0.8184 | 0.0262 |
| $R^2_{\text{test}}$ 4 | 0.7877 | 0.7809 | 0.8519 | 0.8068 | 0.0320 |
| $R^2_{\text{test}}$ 5 | 0.7659 | 0.7887 | 0.8071 | 0.8072 | 0.0169 |
| $N_{\text{epoch}}$ 1 | 13 | 20 | 20 | 17.67 | 3.30 |
| $N_{\text{epoch}}$ 2 | 10 | 17 | 20 | 15.67 | 4.19 |
| $N_{\text{epoch}}$ 3 | 20 | 19 | 18 | 19.00 | 0.82 |
| $N_{\text{epoch}}$ 4 | 20 | 20 | 20 | 20.00 | 0.00 |
| $N_{\text{epoch}}$ 5 | 20 | 20 | 19 | 19.67 | 0.47 |
2. Data and Methods

2.1. Data set

The structures, melting points and formulas of 111 imidazole-based ionic liquids were obtained from Ionic Liquids Database-ILThermo (v2.0). The chemical structures of imidazole-based ionic liquids are drawn and transformed into SMILES descriptors by ChemSketch [51].

The models of balance of correlations and classic scheme are constructed by CORAL software. In the balance of correlations model, the data is divided into three parts. They are training set, calibration set and testing set. In the classic scheme model, the data is divided into two parts. They are training set and testing set.

The data characteristics of QSPR model of balance of correlations and classic scheme and the structures, melting points and formulas of 111 imidazole-based ionic liquids are shown in Table S1 and Table S2 in supplementary material, respectively.

2.2. Methods

2.2.1. Molecular descriptors. There are three optimal descriptors in CORAL software, which are Graph descriptor, SMILES descriptor and hybrid descriptor. In the descriptor of Graph, there are three kinds of molecular graphs: hydrogen-suppressed molecular graph (HSG), hydrogen filled graph (HFG), and graph of atomic orbitals (GAO). As we all know, HSG is generally chosen to participate in modeling when running CORAL software.

Next, the explanation of optimal descriptors of Graph are shown in equation (1) [47].

\[
\begin{align*}
\text{SMILES}_{\text{DCW}}(\text{Threshold}, N_{\text{epoch}}) &= \sum \text{CW}(S_k) + \sum \text{CW}(S_{SS_{k}}) \\
&= \sum \text{CW}(S_{SS_{k}}) + \text{CW}(\text{PAIR}) + \text{CW}(\text{NOSP}) + \text{CW}(\text{HALO}) \\
&= \sum \text{CW}(\text{BOND}) + \text{CW}(\text{C}_{\text{max}}) + \text{CW}(\text{N}_{\text{max}}) + \text{CW}(\text{O}_{\text{max}}) \\
&= \sum \text{CW}(\text{H}_{\text{max}})
\end{align*}
\]  

Where, \( C_5 \) and \( C_7 \) are the existence of five member rings and seven member rings. \( e_0_k \) is vertex degree (morgan’s extended connectivity of zero order) \( e_1_k, e_2_k \) and \( e_3_k \) are morgan’s extended connectivity of first, second and third orders, respectively. \( p_{2k}, p_{3k} \) and \( p_{4k} \) are the numbers of paths of length 2, 3 and 4 which started from a given vertex in Graph, respectively. \( s_{2k} \) and \( s_{3k} \) are the valence shell of second and third orders, respectively. \( n_{nk} \) is the nearest neighbour code.

There is a matrix of 10 times 10 in CORAL software. If \( e_1_k \) of the second row and \( e_2_k \) of the third column are selected, it is \( e_1_k + e_2_k \). If \( e_2_k \) of the third row and \( e_1_k \) of the second column are selected, it is \( | e_1_k - e_2_k | \). \( p_{2k}, p_{3k}, p_{4k}, s_{2k}, s_{3k} \) and \( n_{nk} \) are like this.

The expression of SMILES optimal descriptor display in equation 2.

\[
\begin{align*}
\text{SMILES}_{\text{DCW}}(\text{Threshold}, N_{\text{epoch}}) &= \sum \text{CW}(C_5) + \sum \text{CW}(C_7) \\
&= \sum \text{CW}(S_k) + \sum \text{CW}(e_0_k) + \sum \text{CW}(e_1_k) + \sum \text{CW}(e_2_k) + \sum \text{CW}(e_3_k) + \sum \text{CW}(p_{2k}) + \sum \text{CW}(p_{3k}) + \sum \text{CW}(p_{4k}) \\
&= \sum \text{CW}(s_{2k}) + \sum \text{CW}(s_{3k}) + \sum \text{CW}(s_{ss_{k}}) + \sum \text{CW}(n_{nk})
\end{align*}
\]

Where, \( S_k, S_{SS_k} \) and \( S_{SS_{k}} \) are a single, double and triple component property in SMILES attribute, respectively. NOSP and HALO indicate whether some chemical elements exist. (For example: N, O, S, P, F, CI, Br, I). BOND believes whether there are double bonds (note ‘=’), triple bonds (note ‘#’ ) and stereo-chemcial bonds (note ‘@’ and ‘@@’ ) exist, respectively. PAIR is the presence of any
pair of molecular features from BOND, NOSP, HALO together. \( C_{\text{max}} \) is the total number of rings. \( N_{\text{max}}, O_{\text{max}} \) and \( S_{\text{max}} \) are the total number of nitrogen, oxygen and sulphur atoms in the molecular structure, respectively [47].

The representation of hybrid optimal descriptors are interpreted in equation 3.

\[
\text{SMILES}_{\text{DCW}}(\text{Threshold} N_{\text{epoch}}) = \text{Graph}_{\text{DCW}}(\text{Threshold} N_{\text{epoch}})
\]

Where, the hybrid descriptors are made up of SMILES descriptors and graph descriptors. The Threshold (T) and \( N_{\text{epoch}} \) in equation (1), (2) and (3) are parameters of the Monte Carlo optimization [47]. The T is a standard for classification of components of the presentation of the molecular structure. The \( N \) is the number of epochs of the Monte Carlo optimization.

The purpose is to predict the melting point of imidazole-based ionic liquids in this paper. The following equation is the melting point of calculated imidazole-based ionic liquids.

\[
T^* = C_0 + C_1 \times \text{DCW}(\text{Threshold} N_{\text{epoch}})
\]

Where, the unit of \( T^* \) is centigrade, which is also the final calculated data. \( C_0 \) is the intercept, \( C_1 \) is the slope and DCW (Threshold, \( N_{\text{epoch}} \)) is HybridDCW (Threshold, \( N_{\text{epoch}} \)).

IIC is a measure of the predictive power of a model.

\[
\text{IIC} = R \times \frac{\min |\Delta_k|}{\max |\Delta_k|}
\]

Where, IIC is the index of ideality of correlation. \( R^2 \) is a correlations coefficient related to the data set. MAE is calculated from equation (6).

\[
\pm \text{MAE} = \frac{1}{N} \sum_{k=1}^{N} |\Delta_k|
\]

Table 2 Data set of SMILES and corresponding experimental and calculated values of melting point.

| SMILES | DCW   | Expr  | Calc  | Expr-Calc |
|--------|-------|-------|-------|-----------|
| +C[n+]1cen(CC)c1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 48.74567 | -1.2500 | -6.3086 | 5.0586 |
| +C[n+]1cen(CCC)c1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 46.05325 | -13.1200 | -9.8155 | 3.3045 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 97.49175 | -6.1000 | -16.1142 | 10.0142 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 41.21727 | -13.1200 | -9.8155 | 3.3045 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 110.92123 | 83.4700 | 74.6742 | 8.7958 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 89.14285 | 37.9500 | 46.3081 | 8.3581 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 115.90393 | 78.9500 | 81.1642 | 2.2141 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 115.90393 | 78.9500 | 81.1642 | 2.2141 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 123.14708 | 102.9500 | 90.5982 | 12.3518 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 128.30201 | 91.8500 | 97.3124 | 5.4624 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 116.91589 | 85.8400 | 82.4821 | 3.3579 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 110.05156 | 51.9500 | 73.5414 | -21.5914 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 77.99475 | 31.7879 | 31.7879 | 0.1621 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 82.40791 | 47.9500 | 37.5360 | 10.4140 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 84.37500 | 20.8500 | 14.0844 | 6.8016 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 107.48003 | 74.4300 | 70.1921 | 2.2141 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 94.98369 | 52.3300 | 53.9158 | -1.5858 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 74.05927 | 13.9500 | 26.6620 | -12.7120 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 123.14708 | 102.9500 | 90.5982 | 12.3518 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 128.30201 | 102.9500 | 90.5982 | 12.3518 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 128.30201 | 102.9500 | 90.5982 | 12.3518 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 128.30201 | 102.9500 | 90.5982 | 12.3518 |
| +C[n+]1cen(CCC)OC1^FC(F)(F)S(=O)(=O)[N-]S(=O)(=O)C(F)F | 128.30201 | 102.9500 | 90.5982 | 12.3518 |
2.3. Validation of the best model

The data set is randomly divided into three groups. The search of various T and N by associating the data Graph and SMILE descriptors, which the prediction ability of the model for predicting the melting point of imidazole-based ionic liquids based on Monte Carlo calculation is successfully improved.

In this paper, we mainly adopt internal verification, external verification and some good verified parameters to find the best predictive model.

2.3.1. Internal-Validation. Internal validation uses Leave-one-out cross validation method (LOO) to verify the predictive performance of the model. Internal validation is consisted of training set in data set. The accuracy of predictive model is determined the size of Q2. Generally, Q2 no less than 0.7 is a reasonable model [52].

\[
Q^2 = 1 - \frac{\sum(y_{obs} - y_{pred})^2}{\sum(y_{obs} - \bar{y}_{tr})^2}
\]
Where, $y_{obs}$ is observed value, $y_{pred}$ is predicted value. $\bar{y}_t$ is average observed value [47].

2.3.2. External-Validation. The method of external validation and internal verification are virtually identical. But the data of external validation are composed of test set.

$$Q^2_{F1} = 1 - \frac{\sum (y_{pred(test)} - y_{obs(test)})^2}{\sum (y_{obs(test)} - \bar{y}_t)^2}$$

(8)

$$Q^2_{F2} = 1 - \frac{\sum (y_{obs(test)} - y_{pred(test)})^2}{\sum (y_{obs(test)} - \bar{y}_{ext})^2}$$

(9)

Where, $y_{pred}$ is the predicted value. $y_{obs}$ is the observed value. $\bar{y}_t$ is the average observed value. The values in above mention are very similarly in $Q^2_{F1}$ and $Q^2_{F2}$, but they are a little different. $\bar{y}_t$ is the average observed value of the test set compounds, $\bar{y}_{ext}$ is the average observed value of the training set compounds [50]. The difference of between $Q^2_{F1}$ with $Q^2_{F2}$ is smaller, the predictive ability of the model is more reliable.

2.3.3. Data randomization (Y-randomization). Data randomization test is used to inspect the robustness of the model. For a reliable model, from the perspective of equation, $R^2$ should be greater than $R^2r$, and from the perspective stability of model, $R^2$ should also be greater than $R^2r$ [53].

$$C_{R^2_p} = R \sqrt{R^2 - R^2_t}$$

(10)

Where, $R$ is the correlation coefficient of non-randomized model. $R^2$ is the determination coefficient of the non-randomized model. $R^2_t$ is the average determination coefficient of the randomized model. $C_{R^2_p}$ links $R^2$ and $R^2_t$ together to evaluate the reliability of a model. The value of $C_{R^2_p}$ should be greater than 0.5 for QSAR model to be accepted [54].

| Table 3 Criteria predictability for best QSPR models for three splits. |
|--------------------------------------------------|
| **Balance of correlations**                        |
| **x-experimental values**                           |
| $r^2_{v(x,y)}$                                      |
| $11$  | $16$  | $18$  | $15$  | $20$  | $33$  |
| $0.9108$  | $0.9113$  | $0.9219$  | $0.8993$  | $0.9512$  | $0.8774$  |
| $r^2_0$                                      |
| $0.9038$  | $0.9113$  | $0.7210$  | $0.7316$  | $0.8585$  | $0.8668$  |
| $\bar{y}_t$                                          |
| $0.9099$  | $0.99082$  | $0.8436$  | $0.8420$  | $0.9126$  | $0.773$  |
| $x$-calculated values                              |
| $r^2$                                     |
| $0.0077$  | $0.0000$  | $0.2179$  | $0.1865$  | $0.0688$  | $0.0120$  |
| $\bar{y}_{ext}$                                          |
| $0.0010$  | $0.0034$  | $0.0850$  | $0.0637$  | $0.0407$  | $0.0000$  |
| $k$                                               |
| $0.9307$  | $0.8142$  | $0.7423$  | $0.7844$  | $0.8140$  | $0.8751$  |
| $\bar{y}_{ext(test)}$                              |
| $1.0062$  | $1.1526$  | $1.2470$  | $1.1892$  | $1.1486$  | $1.0811$  |
| $R^2_{ad(test)}$                                   |
| $0.8347$  | $0.9080$  | $0.5087$  | $0.5310$  | $0.70880$  | $0.7873$  |

| **Classical scheme**                                |
|--------------------------------------------------|
| **x-experimental values**                           |
| $r^2_{v(x,y)}$                                      |
| $11$  | $16$  | $18$  | $15$  | $20$  | $33$  |
| $0.9108$  | $0.9113$  | $0.9219$  | $0.8993$  | $0.9512$  | $0.8774$  |
| $r^2_0$                                      |
| $0.9038$  | $0.9113$  | $0.7210$  | $0.7316$  | $0.8585$  | $0.8668$  |
| $\bar{y}_t$                                          |
| $0.9099$  | $0.99082$  | $0.8436$  | $0.8420$  | $0.9126$  | $0.773$  |
| $x$-calculated values                              |
| $r^2$                                     |
| $0.0077$  | $0.0000$  | $0.2179$  | $0.1865$  | $0.0688$  | $0.0120$  |
| $\bar{y}_{ext}$                                          |
| $0.0010$  | $0.0034$  | $0.0850$  | $0.0637$  | $0.0407$  | $0.0000$  |
| $k$                                               |
| $0.9307$  | $0.8142$  | $0.7423$  | $0.7844$  | $0.8140$  | $0.8751$  |
| $\bar{y}_{ext(test)}$                              |
| $1.0062$  | $1.1526$  | $1.2470$  | $1.1892$  | $1.1486$  | $1.0811$  |
| $R^2_{ad(test)}$                                   |
| $0.8347$  | $0.9080$  | $0.5087$  | $0.5310$  | $0.70880$  | $0.7873$  |

| $\Delta R^2_{ad}$                                  |
|--------------------------------------------------|
| $0.0485$  | $0.0472$  | $0.1552$  | $0.1530$  | $0.0562$  | $0.0864$  |
\[
\frac{(r^2-r_0^2)}{r^2} \text{ should be } <0.1 \quad [52]
\]
\[
\frac{(r^2-rr_0^2)}{r^2} \text{ should be } <0.1 \quad [52]
\]
K should be 0.85 < k < 1.15 [52]
kk should be 0.85 < kk < 1.15 [52]
\[
R^2_m(\text{test}) \text{ and } R^2m(\text{test}) \text{ should be } >0.5 \quad [52]
\]
\[
R^2m(\text{average}) \text{ should be larger 0.5} \quad [55]
\]
\[
\Delta R^2m \text{ should be lower 0.2} \quad [54]
\]

3. Result and discussion
The best QSPR model of balance of correlations and classic scheme is established by searching the best of Threshold and Nepoch in CORAL software. The values of the following equation are calculated according to equation (4).

Balance of correlations-Split 1
\[
T^* = -90.0010124(\pm 0.5845760) + 1.6774475(\pm 0.0068237) \times DCW(1,16)
\]
Balance of correlations-Split 2
\[
T^* = -14.7171308(\pm 0.3183496) + 1.4499227(\pm 0.0061842) \times DCW(2,19)
\]
Balance of correlations-Split 3
\[
T^* = -76.1219048(\pm 0.5311769) + 1.6642681(\pm 0.0066326) \times DCW(1,12)
\]
Classic scheme-Split 1
\[
T^* = -15.1446612(\pm 0.2486411) + 1.1326675(\pm 0.0048619) \times DCW(4,20)
\]
Classic scheme-Split 2
\[
T^* = -47.4762362(\pm 0.2702426) + 1.5427009(\pm 0.0043036) \times DCW(4,20)
\]
Classic scheme-Split 3
\[
T^* = -90.3235183(\pm 0.4438837) + 1.2102953(\pm 0.0039759) \times DCW(1,18)
\]
The data set of two models are constructed by 3 probes of the Monte Carlo optimization of balance of correlations and Classic scheme which are randomly divided into three groups, respectively. The preference of model was a model with threshold of 4 for split 2 in classic scheme in Table S1.

Fig.1 shows that models are intuitive, clear and reliable. The figure 1 graphically indicates the best QSPR models for three splits in balance of correlations and classic scheme, respectively, in which Mont Carlo optimization run with best value of \(R^2\) for the test set. The figure displays there is an excellent consensus between experimental and calculated value.

The comparison of predictability of both balance of correlations and classic scheme are showed in Table 1. the research for T and Nepoch displays that preferable T is 4 and Preferable Nepoch is 19. The best data of model are display by bold. These data show that constructing model in Classic scheme is more reliable than others.

It mainly consists of SMILES descriptor of imidazole-based ionic liquids, an example of calculated DCW for best model by Mont Carlo optimize, the melting point of experimental value and calculated value, and the error of experimental value and calculated value in Table 2. These data are built by using the best \(R^2\) in CORAL. The data show that the absolute average error of between experimental value and calculated value is 0.7242.
Table 4 The summery statistical qualities of the QSPR models obtained for Prediction of melting point of imidazole-based ionic liquids for three random splits.

| Split  | n   | R²     | CCC   | IIC   | Q² | s | MAE  | F   | Q²F1 | Q²F2 |
|--------|-----|--------|-------|-------|-----|---|------|-----|------|------|
| Split-1| 51  | 0.9319 | 0.9647| 0.9282| 0.9264| 10.6 | 8.51 | 670  | 0.9185 | 0.8844 |
|        | 49  | 0.9320 | 0.9550| 0.6124| 0.9264| 11.5 | 8.74 | 644  | 0.9118 | 0.8844 |
|        | 11  | 0.9108 | 0.9517| 0.9543| 0.8855| 12.7 | 9.09 | 92   | 0.9118 | 0.8844 |
|        | 96  | 0.8963 | 0.9453| 0.8011| 0.8915| 12.6 | 9.69 | 812  | 0.9118 | 0.8844 |
|        | 15  | 0.8993 | 0.8470| 0.9483| 0.8726| 17.5 | 116  |      |      |      |
| Split-2| 48  | 0.9592 | 0.9792| 0.9010| 0.9552| 7.08 | 5.54 | 1081 | 0.8844 | 0.8436 |
|        | 47  | 0.9338 | 0.9587| 0.8074| 0.9279| 12.3 | 9.71 | 635  | 0.8844 | 0.8436 |
|        | 16  | 0.9113 | 0.9334| 0.9546| 0.8814| 17.3 | 13.1 | 144  | 0.8844 | 0.8436 |
|        | 91  | 0.9401 | 0.9691| 0.8686| 0.99374| 9.09 | 7.34 | 1397 | 0.8844 | 0.8436 |
|        | 20  | 0.9512 | 0.9298| 0.9676| 0.9414| 16.7 | 13.4 | 351  | 0.8844 | 0.8436 |
| Split-3| 46  | 0.9686 | 0.9841| 0.9022| 0.9662| 7.34 | 5.28 | 1357 | 0.7678 | 0.8663 |
|        | 47  | 0.9364 | 0.9662| 0.8522| 0.9308| 10.4 | 7.89 | 1357 | 0.7678 | 0.8663 |
|        | 18  | 0.9219 | 0.8265| 0.9602| 0.8961| 18.7 | 15.7 | 189  | 0.7678 | 0.8663 |
|        | 78  | 0.9348 | 0.9663| 0.8725| 0.9316| 10.4 | 7.64 | 1091 | 0.7678 | 0.8663 |
|        | 33  | 0.8774 | 0.9231| 0.9367| 0.8628| 12.9 | 10.5 | 222  | 0.7678 | 0.8663 |

n is the number of compounds in the set; R² is correlation coefficient; CCC is concordance correlation coefficient; IIC is index of ideality of correlation; Q² is cross-validated correlation coefficient; s is standard error of estimation; MAE is mean absolute error; F is Fischer F-ratio.

The summery statistical qualities of the QSPR models obtained for Prediction of melting point of imidazole-based ionic liquids for three random splits in Table 4. n (the number of compounds in set), R², CCC (concordance correlation coefficient), IIC, Q², F (Fischer F-ratio), s (standard error of estimation) and MAE (mean absolute error) in all data in three splits are the most important. R² and F in the validation set are important for the validity and reliability of QSPR model in each split. Generally, The larger their values, the stronger their prediction ability. The best value of R² and F are 0.9212 and 189 in validation set in balance of correlations-split 3. The best value of R² and F are 0.9512 and 351 in validation set in classic scheme-split 2. The best R² and F are blackened. The best model is a model with a T of 4 for split 2 in classic scheme by comparing the relevant data according to Table S1 and Table 4. These best parameters about R², CCC, IIC, Q², s, MAE and F are 0.9512, 0.9298, 0.9676, 0.9414, 16.7, 13.4, 351.
13.4 and 351, respectively. The results explain that the predictive ability of the best model is classic scheme.

4. Conclusion

The CORAL software was used for building up QSPR models for predicting the melting point of imidazole-based ionic liquids in this study. The software above gives robust predictive models using the global SMILES descriptors which are employed to derive the correlation weights for molecular features by Monte Carlo method. The predictive reliability was estimated by three splits of the data set using balance of correlations and classic scheme methods. The results indicate that the classic scheme gives the enhancement in the predictability of the QSPR models in comparison with the balance of correlations in correlation coefficient (R²) values for the validation sets, internal validated correlation coefficient (Q²) values and other parameters. The classic scheme excellent model can be used for the prediction of melting point of imidazole-based ionic liquids, and provides reference and guidance for the selection of imidazole-based ionic liquids.
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