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Abstract: This article assesses whether ambient population is a more suitable population-at-risk measure for crime types with mobile targets than residential population for the purpose of intelligence-led policing applications. Specifically, the potential use of ambient population as a crime rate denominator and predictor for predictive policing models is evaluated, using mobile phone data (with a total of 9,397,473 data points) as a proxy. The results show that ambient population correlates more strongly with crime than residential population. Crime rates based on ambient population designate different problem areas than crime rates based on residential population. The prediction performance of predictive policing models can be improved by using ambient population instead of residential population. These findings support that ambient population is a more suitable population-at-risk measure, as it better reflects the underlying dynamics in spatiotemporal crime trends. Its use has therefore much as-of-yet unused potential not only for criminal research and theory testing, but also for intelligence-led policy and practice.
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1. Introduction

In many fields, decision-making processes are increasingly based on intelligence gained from big data, complex datasets containing large amounts of data, from which new information can be extracted. Although the use of big data is relatively new in criminology, there are a lot of opportunities to increase our knowledge and improve data-based applications by leveraging big data [1,2]. This is particularly true for intelligence-led policing, with its focus on data-based, proactive policing [3]. Within the scope of intelligence-led policing, crime data analysis is used to objectively inform policy, policing strategies, and tactical operations in order to reduce and prevent crime [4]. In that respect, the use of big data offers an opportunity to improve the analysis and prediction of spatiotemporal concentrations of crime.

It is empirically well-established within environmental criminology that crime patterns show significant spatiotemporal variability, with crime concentrations at specific times (i.e., burning times) and specific places (i.e., hotspots) [5–7]. The areas and times under investigation differ in several ways, such as magnitude, population characteristics, and number of visitors (e.g., work-related or tourists). To take those differences into account, crime rates or indexes are frequently used within criminological research. A crime rate is “a statistic often used to represent the risk of criminal events [and that] help[s] to reveal clusters of crime in space and/or time based on an underlying population at
risk” [8] (p. 112). They allow for a more valid comparison of different spatiotemporal units (e.g., small city vs. metropolitan city), control for specific characteristics of the units of analysis, and reflect the population at risk to draw meaningful conclusions regarding spatiotemporal patterns of crime and its predictors. A frequently used denominator is residential population. It is a relatively easily obtainable variable via official instances (and often also via open data platforms) and has been shown to have a strong correlation with crime in general. For the same reasons, residential population is also a commonly used (control) variable in statistical models used to predict or explain spatiotemporal patterns in crime.

However, using residential population in crime analysis has one main problem: as it is a static measure, it does not take into account the spatiotemporal mobility of perpetrators, victims, and guardians [9,10]. This is reflected in, for example, the effect of day and night cycles, holidays, weekends, and commuting hours [11] (p. 346). Similarly, uninhabited areas with a lot of comings and goings (e.g., parks or business areas) can definitely generate or attract crime [12]. As a consequence, the residential population is not always, specifically for crime types with mobile targets and/or perpetrators, a valid representation of the actual population or targets at risk for a given place and time.

A possible alternative to residential population which could better reflect this spatiotemporal mobility and therefore the actual population at risk, is ‘ambient population’. The ambient population is the number of people present in a given area at a given time [13] and is typically estimated using big data such as mobile phone data. The first efforts to estimate the ambient population date from the mid-2000s, but, mainly due to the ubiquity of smartphones and social media, those efforts have increased recently, since circa 2014. Crowd and footfall dynamics have been related to crime and the findings show that these have a substantial impact on crime rates from the idea that “daily nonresidential activities distribute crime unevenly over space, beyond residential effects” [14] (p. 1). Using ambient population instead of residential population could therefore result in a more valid measure of the population-at-risk and consequently improve applications depending on this measure, such as crime rates/indexes and statistical models of spatiotemporal crime patterns, such as those used in predictive policing.

In this study, we apply mobile phone data as a proxy of ambient population in two intelligence-led policing applications: crime rate analysis and crime risk prediction. In both cases, the performance of ambient population is compared with that of residential population. Our main research question (RQ) and sub-questions are as follows:

RQ: To what extent is there a stronger relationship between crime and a population measure when using ambient population compared to the residential population?

1. To what extent do crime rates differ when calculated based on the ambient population compared to the residential population?
2. From the two population-at-risk measures (ambient population and residential population), which one is a better predictor for the predictive analysis of crime events?

We hypothesize that, for crime types with a mobile target, the ambient population provides a more accurate denominator in calculating crime rates and improves spatiotemporal crime predictions.

2. Background

In what follows, we will elaborate on relevant prior research. First, we will briefly describe two outstanding problems related to using residential or ambient population in crime analysis. Second, we will outline the developments over time, distinguishing between different ‘generations’ of data sources used to estimate ambient population. Third, we will succinctly summarize the studies that have used mobile phone data to assess the ambient population in relation to crime.
2.1. Residential Versus Ambient Population: Related Challenges

As stated earlier, it is important to consider spatiotemporal variability in the analysis of crime. This raises two inter-related challenges: on the one hand, the choice of (or the availability of data on) the most appropriate (valid) population-at-risk measure and on the other hand, the choice of (or availability of data on) the most appropriate (spatiotemporal) units of analysis.

2.1.1. Determining the Most Appropriate Population-at-Risk Measure

The population-at-risk is an important measure in the calculation of crime rates and as a controlling variable for spatiotemporal crime models. Boggs [9] gives substance to this proposition stating that crime rate denominators should be related to the potential crime targets, or as Skogan (1976, cited in [15]) formulated it, “potential opportunities for victimization” (p. 216). In terms of the routine activity theory [16], the population-at-risk measure should be related to the suitable targets of the specific type of crime. In the case of crime rates for car theft, for example, the number of stolen cars is the numerator and the number of all the cars present in a particular area should be, ideally, the denominator in order for the measure to reflect the actual risk. However, data on these populations of interest are not always available and hence a proxy is often used to get as close as possible (e.g., number of parking places to measure the number of cars present in a particular area).

The use of the residential population contains the implicit assumption that this is a suitable, general representation of the population-at-risk, or at least a close equivalent to the actual population-at-risk. However, prior research has found that it is important to control for targets at-risk and differences in opportunity structures [17], and, hence, to determine the most appropriate population-at-risk measures for specific crime types [9], because the use of a single measure may hide significant variances or mask more specific crime patterns for each and every crime type.

Using residential population can therefore be problematic as for certain crime types, (1) individuals are not at the highest risk of victimization when being at home, but when they are, for example, commuting (e.g., [18]); (2) although there is a general tendency from offenders to commit crime within their awareness spaces, not all crimes are committed near their home, but also away from their (current) homes, for example in the case of robbery (e.g., [19,20]); and (3) mobile targets (such as cars or people) move through space and time, which means that their risk of victimization varies over space and time; in other words, the distinction between mobile and immobile targets [21] is essential in terms of the risk of victimization.

2.1.2. Determining the Most Appropriate Unit of Analysis

Geographical research, not limited to criminology, has paid a lot of attention to the modifiable areal unit problem (MAUP) [22–25]. MAUP involves the problem of (choices in) data aggregation at a geographical level and the resulting determination of which events are included in that area and which are not. It has two dimensions: on the one hand, the issue concerning which zoning system (shape or polygon form) of areal units is the most appropriate in a specific study (also known as the ‘zonation effect’) and on the other hand, the issue due to spatial (dis)aggregation or changes in the spatial resolution of the data (also known as the ‘scale effect’; [24]). MAUP has received considerable attention in ecological research within criminology (e.g., [6,26]).

Studies within environmental criminology show that crime is concentrated at micro places (e.g., [6,27]), even to such an extent that Weisburd postulates a law of crime concentration at places that states that “for a defined measure of crime at a specific microgeographic unit, the concentration of crime will fall within a narrow bandwidth of percentages for a defined cumulative proportion of crime” [28] (p. 138). Although uniform standards for reporting and summarizing crime concentrations are not yet established [29] and this ‘law’ concerns a mere descriptive-empirical observation that raises more questions than answers [30], Weisburd and colleagues state that 50% of crime is concentrated at
approximately 4% of the micro places and 25% of crime is concentrated at less than 1.5% of the micro places [31]. Therefore, particular interest should be given to the examination of crime trends at small scales, such as addresses, fine-grained grid cells, street segments, or clusters of these [6,32]. This ‘criminology of place’ distinguishes itself from earlier schools of thought with an interest in geographic aspects of crime (prevention) by focusing on units of analysis that are smaller than the census tracts or census block groups that are generally used to define neighborhoods [7].

Largely ignored, however, is its temporal counterpart, the modifiable temporal unit problem (MTUP) [33,34]. MTUP refers, analogous with MAUP, to the problem of (choices in) data aggregation, but on the temporal level. This also determines which events are included in a particular time frame and which are not. MTUP has three dimensions: the first refers to temporal aggregation or the unit of time observation (‘scale effect’, e.g., minute, hour, or day); the second refers to the manner in which the temporal units are divided (‘segmentation effect’, e.g., starting a week on Sunday or Monday), and the third refers to the adjustments to the temporal extent of a time series (‘boundary effect’, i.e., the arbitrary start and end points of a time series) [35]. Although this ignorance is theoretically difficult to justify [35], it is explainable given the former unavailability of temporal fine-grained data at that time. Currently, these data constraints—-theoretically—no longer apply, since new and emerging data sources (or big data) hold the promise of “a data deluge – of rich, detailed, interrelated, timely and low-cost data – that can provide much more sophisticated, wider scale, finer grained understandings of societies and the world we live in.” [36] (p. 263). These new and emerging data sources, such as GPS data and mobile phone data, provide large opportunities for research in environmental criminology [2,15].

Since both the spatial and temporal dimension are important to capture the setting in which rule-breaking behavior takes places, it is more appropriate to assess the ‘unit problems’ of (the convergence of) both dimensions. This results in the ‘modifiable spatio-temporal unit problem’ (MSTUP) [37]. Both dimensions vary with scale, depending on the degree of both spatial and temporal heterogeneity. Meentemeyer states that “[i]n essence the scales need to match the heterogeneity; i.e., the phenomenon dictates the scale” [38] (p. 171).

The MSTUP in particular is a persistent challenge that lies ahead in spatiotemporal analyses of crime. Prior research shows that not only crime is concentrated at micro places and small units of time (e.g., [39,40]), but also that a varying spatiotemporal resolution has implications for crime prediction [41]. Making the scale too small comes with its own problems, the most important being data availability and data sparsity (i.e., a disproportionately high number of zeros). This is generally caused by the low frequency at a fine-grained spatiotemporal scale and requires at best correction mechanisms or at worst a higher aggregation level to be able to draw meaningful conclusions [41–43].

2.2. Developments in Measuring the Ambient Population

In the past, scholars have used various methods to estimate the ambient population. We can distinguish different ‘generations’ of data sources used to estimate the ambient population.

First, so-called commuter-adjusted populations estimates correct the residential population parameter with an observation- or survey-based approach to account for incoming and outgoing commuters. For example, Oberwittler [44] used public transport passenger counts as a proxy measure for non-residential population in estimating the population-at-risk. Later, Stults and Hasbrouck [11] studied between-city variance in crime rates, considering commuter inflows in the denominator of the crime rate. Felson and Boivin [14] studied within-city variance in crime rates, considering survey-based visitor inflow data to measure population shifts and, hence, estimate the ambient population. These survey-based measures provide, however, information from a snapshot in time.

Second, (ancillary) administrative data and remote sensing datasets (e.g., LandScan Global Population Database) have been used to estimate the ambient population as an
alternative for the residential population (e.g., [13–45]). The LandScan algorithm uses spatial data and imagery analysis to disaggregate census data within an administrative boundary [46]. The LandScan database contains an average population count for grid cells of approximately 1 km × 1 km and averaged over 24 hours. In the absence of alternatives, this data source has provided useful insights. However, these spatial and, mainly, temporal scales are still too coarse to be meaningful, as spatial and temporal fluctuations are not well-displayed.

Third, user-generated content, such as data from social network sites, has been used as a proxy indicator for the ambient population. Malleson and Andresen [8,47,48] and Hipp et al. [49] used Twitter data as an estimate of the ambient population. They used all geo-located tweets in a specific area as a proxy measure of the ambient population. Kounadi et al. [32] used a Twitter dataset as an ancillary dataset to extract control points to redistribute a population dataset with coarse resolutions among micro places. Another dataset originating from social network sites that is empirically used to calculate crime rates innovatively is a FourSquare dataset. Kadar et al. [50] used both venues and check-ins from FourSquare in the constitution of indicators for the ambient population. Despite the large opportunities from these user-generated data sources, like low-cost and real-time availability, these data sources have some major drawbacks. Foremost, these user-generated data have a large coverage error [51], because the population is not equally represented. This inequality is due to, on the one hand, the ‘digital divide’ [52] (i.e., the inequality in information access, which in this case is pronounced by the lower mobile phone use of specific groups, such as the elderly) and, on the other hand, the use of geo-tagged data that are needed for this application. Geo-tagged data are another subsample within the subsample of users of the social network sites [47]. Recently, scholars also employed user-generated cell tower location data to calculate a proxy measure of the ambient population [53].

Fourth, data from mobile phones have been used to estimate the ambient population. Bogomolov et al. [54] can be seen as pioneers at this point within criminology. They found that this data source significantly improves crime prediction accuracy, compared to “traditional, rich – yet expensive to collect – statistical data about a borough’s population” [54] (p. 433). We will further elaborate on this data source in the next paragraph.

2.3. Previous Studies on Crime Concentrations Using Mobile Phone Data as a Proxy for Ambient Population

Data from mobile phones provide unprecedented insights into human behavior and its dynamics. In this data-intensive era, the global adoption of mobile information and communication devices and human interaction through these mobile devices create digital footprints of people, both in space and time [55,56]. In 2018, 96% of Belgian inhabitants between 16 and 74 used a mobile phone, either a smartphone (78%) and/or a cellphone (20%) [57]. These ubiquitous mobile phones are considered a proxy measure for the ambient population [58]. However, it is noteworthy that this share is not equally distributed over the general population. For example, for people in the youngest age category (16–24 years), the share of using a mobile phone was 99%, compared to a share of 80% for people in the oldest age category (65–74 years); note that people under age 16 and above age 74 were not included in Statbel’s [57] study. For the use of a smartphone, this discrepancy was even more pronounced: respectively, 95% versus 37% [57].

Prior empirical research within environmental criminology successfully used mobile phone data as a measure of the ambient population. These prior studies have in common that they used mobile phone data to assess crowd and footfall dynamics in space and time, but the methodological approaches differed between the studies. All studies departed explicitly or implicitly from (aspects of) crime opportunity theories, mostly routine activity theory [16] and/or crime pattern theory [59]. Most of the studies focused on predicting spatiotemporal crime patterns on the one hand and/or explaining those spatiotemporal crime patterns on the other hand. More specifically, mobile phone data were of course used as a proxy measure of the ambient population, but the indicators that were included in
the analyses depended on the availability of relevant breakdowns in the dataset, such as information regarding origin (i.e., estimated number of residents, workers, and visitors), gender (i.e., estimated number of males and females), and age categories (e.g., \([54]\)), which allowed for examining the relative importance of the presence of subgroups within the ambient population. Note that Song and colleagues \([60]\) differed in their approach, since they used mobile phone data to measure mobility of people and noted the mere presence of people in time and space. Contrary to the other studies, they sought to explain offenders’ target location choice.

Regarding the methodology used, there were several differences between the studies. To begin with, as summarized in Table 1, the studies differed considerably in the spatial and temporal scales used. Second, the analytical approaches were different. As mentioned before, some studies merely sought to predict spatiotemporal crime patterns, where others tried to (more theoretically informed) explain spatiotemporal variation in crime. Third, there was a difference in the crime types assessed. Most of the studies focused on theft from the person offences \([48,60–62]\) or specific sub-types thereof: snatch-and-run offences \([63]\). In the study of Bogomolov et al. \([54,64]\), a general crime measure was composed based on eleven different crime types. Traunmueller et al. \([65]\) distinguished between street crime (e.g., antisocial behavior, drugs, robbery, and violent crime) and home crime (e.g., burglary, criminal damage, and arson, other theft, and shoplifting). Haleem et al. \([66]\) and Lee et al. \([67]\) used data on violent crime in their study. Table 1 provides information on several general descriptive characteristics of prior research on spatiotemporal patterning of crime with mobile phone data.

All relevant prior studies focusing on crime prediction found that introducing the ambient population measure yielded higher predictive accuracy than the residential population \([54,64]\). Additionally, in all relevant prior studies focusing on explaining spatiotemporal crime variation, the inclusion of the ambient population measure yielded significant results in correlation analyses \([48,65,66]\), and the introduction of this measure in regression analyses significantly improved the models \([61–63]\). However, two important observations need to be mentioned. First, the performance of the ambient population measure seemed to vary throughout the day, which means that at specific moments of the day, other proxy measures of the ambient population performed better (e.g., taxi ridership in \([61]\) or the workday population measure (based on a survey-based correction of the residential population dataset) in \([48]\)). Second, it has to be noted that all conclusions of prior studies have to be seen in the light of their own limitations and in the light of the crime types studied.

It is noteworthy that mobile phone data can be and are approached differently (see column ‘Data type’ in Table 1). One can use the level of activity, so every action (e.g., sending an SMS or making a call) is present in the dataset as an individual case. One can also use the number of unique devices, so every device is (after at least one action) counted only once. In addition, one can choose between the types of signaling data, for example, one can include any type of action, call data records, or Internet activity. Finally, a major drawback of most of the aforementioned studies is some spatial and/or temporal incongruences between the data sources used. This results in a necessary aggregation of other data for compatibility reasons and, even worse, a lack of fine-grained spatiotemporal information. For example, most crime data used are only available on a monthly aggregated basis, lacking temporal variations \([48,54,62,64,65]\), which results in a necessary aggregation of the fine-grained (mostly hourly) mobile phone data (see Table 1). Another example, from a spatial perspective, is the study of He et al. \([62]\), where spatially fine-grained mobile phone data (grid cells of 306 by 306 meters) were aggregated to considerably larger units of analysis (Paichusuo territories; i.e., police sub-station areas; 54.34 km\(^2\) on average).
Table 1. General characteristics of prior research on spatiotemporal patterning of crime with mobile phone data.

| Source | Data Type | Study Context | Spatial Scale | Temporal Scale |
|--------|-----------|---------------|---------------|----------------|
| [54,64] | Number of unique phone calls, extrapolated to general population based on market share of the network in each cell | London, UK | Unknown; 124,119 cells | Hourly data for a three-week period |
| [65] | Footfall count entries (not further specified) | London, UK | 23,164 grid cells of varying size (210 m × 210 m for inner London, 425 m × 425 m for outer London) | Hourly data for a three-week period |
| [48] | Mobile phone activity | London, UK | 4835 Lower Super Output Areas | Hourly data for a one-week period |
| [63] | Konzatsu Tokei ® data from mobile phones with enabled auto-GPS function | Osaka City, Japan | Grid cells of approximately 250 m × 250 m | Hourly data for a 12-month period |
| [61] | Cellular signaling information: general 2G and 3G mobile phone activity | “ZG City,” China (203 km², >10,000,000 inhabitants) | Grid cells of 1 km × 1 km | Hourly data for a one-week period |
| [60] | Cellular signaling data: general 4G mobile phone activity | “ZG City,” China (>3000 km², >5,000,000 inhabitants) | 1616 census units (1.62 km² on average) | Hourly data for a one-day period |
| [66,67] | Mobile phone origin destination dataset | Greater Manchester, UK | 501 spatial units, distributed across 1673 Lower Super Output Areas | 17 hourly time bins and a single time bin between 23:00 h and 05:59 h, for a 19-day period |
| [62] | Spatially referenced mobile phone data: user’s information and activity | Xi’an, China | Grid cells of 306 m × 306 m | Hourly data for a four-month period |

3. Materials and Methods

3.1. Description of the Study Area and Spatial Units of Analysis

The study area for our crime and ambient population analysis was the city of Ghent. With 261,475 inhabitants in 2018, it is the second largest city in Belgium after Antwerp.

Two spatial units of analysis were used in this study: the statistical sector level and the grid level. Statistical sectors (N = 201 for Ghent) are generally the smallest meaningful units of analysis in Belgium for which demographic and socio-economic data are systematically collected and analyzed, and are comparable to census tracts in the United States and output areas in the United Kingdom. They are based on socio-economic, morphological, and land use characteristics [68]. They are commonly used in social-ecological research and policy and practice applications (e.g., crime statistics reports). To compare the crime rates when calculated with the ambient population versus the residential population (sub-RQ1), we conducted our analysis at the statistical sector level.

Grids or street segments are most commonly used in the spatial modeling of crime. In practice, a major application of the prediction of crime events is its use by police departments to optimize patrols (the ‘predictive policing’ approach) and therefore they require small spatial units. Our intent was to test the potential of using the ambient population specifically for this purpose, relative to the residential population. Therefore, to compare ambient and residential population as predictors for the predictive analysis of crime (sub-RQ2), a raster grid with a resolution of 200 by 200 meters was used as the spatial level of analysis (N grids = 4206). Grid cells with this resolution have also previously been applied successfully in empirical criminological research (e.g., [30,41,69,70]).

3.2. Data Sources and Measurement of Key Constructs

The data used for this analysis stem from three sources: crime data collected by the Ghent Local Police Force, administrative data on the residential population collected by the
City of Ghent, and data on the ambient population collected by the mobile phone operator Proximus.

The Ghent Local Police force provided crime data for three crime types from October to December 2018: aggressive theft, battery, and bicycle theft. Aggressive theft is defined as purse snatching or robbery using a weapon or threats, including attempts. Battery is defined as the intentional use of force or violence resulting in injuries, intra-familial violence is excluded. Bicycle theft is defined as simple theft of locked or unlocked bicycles in the public space, including attempts. We need to be aware that the willingness to report (from the side of citizens) and the willingness to register (from the side of the police) differs per crime type. Bicycle theft, for example, is among the most recorded crime types in Belgium and is actually the most recorded crime type in the region of Flanders [71]. However, the results from the most recent Belgian Security Monitor indicate that bicycle theft is among the crime types with the lowest citizens’ willingness to report: in the 12 months prior to the data collection, 10% of Belgian households reported being a victim of bicycle theft, but only 48.1% reported this to the police [72].

We chose these crime types to include both violent and property crime in our analysis. For each of these crime types, we received the following data for each event in the study period: the location at the address level and the exact time or time range during which the crime was assumed to have taken place based on the information given by the victim when registering the crime. If only a time range was available, the time of the crime event was assumed to have taken place at the midpoint of this range in the following analyses. After data cleaning and geocoding, our dataset contained 49 cases of aggressive theft, 293 cases of battery, and 571 cases of bicycle theft for further analysis. The crime data were geocoded by the researchers based on the official address reference database of Flanders (‘Centraal referentieadressenbestand’ or CRAB). If no full address was available (aggressive theft: 67.80% of the cases, battery: 35.06% of the cases, bicycle theft: 34.15% of the cases), a grid cell was randomly assigned from the grid cells overlapping the street. Crime events with no registered street were excluded (aggressive theft: 13.56% of the cases, battery: 1.56% of the cases, bicycle theft: 0.98% of the cases).

The crime data were then aggregated to crime counts for each crime type and for each month per statistical sector for the statistical sector analysis and to crime counts for each crime type and for each month per grid cell for the grid level analysis. Due to the high number of zero cells (more than 95%) and the low number of cells with more than one incident, the crime variable was additionally dichotomized for the grid level analysis (i.e., 0 = no incident for a given grid cell during a given period, 1 = one or more incidents happened in a given grid cell during a given period).

Data on the residential population was obtained via the City of Ghent. They provided counts of inhabitants for each 200 by 200 meter cell of the grid we provided, and their respective statistical sectors, based on the, at the time most recently (2018) available, data from the population register. Due to privacy reasons, the city masked grid cells with four or fewer (but not zero) inhabitants (6.28% of the grid cells). Those cells were shown to have four inhabitants (i.e., a count of four inhabitants means four or fewer inhabitants). Cells with zero inhabitants (48.19%) were not masked.

Finally, the ambient population was estimated using mobile phone data from Proximus as a proxy. Proximus is the largest mobile phone operator in Belgium, holding a market share of 39.10% [73]. Specifically, the mobile phone data consist of counts of individual (smart)phones (unique users) connected to the Proximus network and present in Ghent. To produce counts at a small spatial level, Proximus used a hexagonal grid (Thiessen polygons) centered by their cell phone antennas (with a total of 288 cells for the area of Ghent). The size of the individual cells depends on the population density: the higher the population density, the smaller the cells, as there are more antennas in those areas (see Figure 1).

The number of present phones was counted per hour for each cell of the grid during a period of three months for a total of 9,397,473 data points. Due to privacy reasons, Proximus excluded cells with thirty or fewer phones present (1.06% of the data points in
the raw data; in the aggregated datasets used for our analysis, no cases had zero mobile population) and only allowed three months of data to be collected in total. The counts were then extrapolated to the total population proportional to the market share of Proximus in Belgium. Finally, the counts in the hexagonal grid were mapped to the rectangular 200 by 200 meter grid cells and assigned to their respective statistical sectors.

Figure 1. The mobile phone grid used by Proximus over the study area.

3.3. Data Analysis Methods

To investigate the relationship between crime and both the residential and ambient population in general, correlation coefficients were calculated for both the dataset with the statistical sector as the unit of analysis (which was then used for the crime rate analysis) and the dataset with the 200 by 200 meter grid cells as the unit of analysis. The correlation coefficients were calculated for each crime type and for each of the three months in the dataset to check for monthly variations. For the statistical sector dataset, the Pearson correlation coefficient was used, while for the grid dataset, the point bi-serial correlation coefficient was used due to the binary nature of the crime variable in that case. In addition, the difference between residential and ambient correlation with crime was tested using Zou’s confidence interval test of the difference between two correlations [74,75].

To investigate whether using the ambient population as the denominator of crime rate would lead to different results than using the residential population as a denominator (sub-RQ1), crime rates were calculated for each statistical sector based on residential population and ambient population. If a statistical sector had zero population, this sector was excluded,
as it would not be possible to calculate a residential population crime rate. Only one sector was excluded for this reason, and for this particular sector, no crimes for any of the three crime types were registered during the study period (October to December 2018).

To investigate whether the ambient population could be a better predictor of crime than the residential population (sub-RQ2), we used predictive analysis. Specifically, we used logistic regression to build two one-variable models: one with a residential population as the predictor of the probability that a new crime event would happen in each grid cell and one with an ambient population as the predictor for the probability that a new crime event would happen in each grid cell. The available data were split into a training and a test set. The data from October to November were used as the training dataset to train the predictive model in predicting crime events. The December data was used as the test set, to evaluate the prediction performance, i.e., the crime locations (grid cells) for the month December were predicted. To compare the residential and ambient population models, both models predicted the same fixed number of crime events depending on the average monthly number of crimes.

Prediction performance was evaluated using the following measures: recall, precision, F1-score, and AIC. Recall is the proportion of incidents predicted correctly versus the total number of incidents. Precision is the proportion of correctly predicted grid cells versus the total number of grid cells predicted at risk. Ideally, a good scoring model has both a high recall and precision. To reflect this, we also included the F1-score. The F1-score is the harmonic mean of recall and precision and therefore considers both in one measure. Finally, the Akaike Information Criterion (AIC) is a measure which allows comparison of different models on the same data, taking into account both goodness-of-fit and model simplicity. It estimates the relative amount of information lost by the model: the less information loss, the better the model. The model with the lowest AIC is therefore generally the better model. The more traditionally used Receiver-Operating Characteristic (ROC) curve and its associated Area Under the Curve (AUC) measure were not used here as they can be misleading when there is moderate to severe class imbalance [76,77], as was the case here due to the relatively low crime frequency.

4. Results
4.1. Correlation Analysis

To gain more insight into the relationship between crime and population, comparing residential and ambient population with each other, we used correlation analysis. Table 2 shows the resulting correlation coefficients at the statistical sector level for each of the three crime types versus residential and ambient population for each month in the study dataset. In all cases, the relationship between crime and population, both ambient and residential, was positive. The correlation between crime and ambient population was significant with \( p < 0.001 \) for all crime types. All three crime types also showed a stronger correlation with ambient population than with residential population. The strongest relationship was between bicycle theft and ambient population (with a correlation coefficient of 0.60 in November). The correlation differences were also significant, with the exception of aggressive theft in October and November, where no significant difference was detected. In general, the relationship between crime and population was consistent between months, with the exception of aggressive theft (especially residential population), which might be caused by the lower frequency of that crime type.

When looking at correlations at the grid level (see Table 3), ambient population similarly showed a stronger relationship with crime than residential population. The difference was less pronounced than for the analysis at the sector level, but this is likely due to the much smaller scale and the consequent data sparsity. All correlation coefficients were positive and significant. The strongest relationship was once again between bicycle theft and ambient population (with a correlation coefficient of 0.47 in October). All correlation differences were significant, confirming that ambient population had a stronger correlation with crime for all crime types.
Table 2. Pearson correlation coefficients of crime vs. residential and ambient population (statistical sector level, N = 201).

| Crime Type    | Month | Residential Population | Ambient Population | Correlation Difference |
|---------------|-------|------------------------|--------------------|------------------------|
| Aggressive theft | Oct   | 0.24 ***               | 0.36 ***           | 0.12                   |
|               | Nov   | 0.15 *                 | 0.35 ***           | 0.20 *                 |
|               | Dec   | 0.26 ***               | 0.23 ***           | 0.03                   |
| Battery       | Oct   | 0.19 **                | 0.46 ***           | 0.27 *                 |
|               | Nov   | 0.18 *                 | 0.44 ***           | 0.26 *                 |
|               | Dec   | 0.23 **                | 0.41 ***           | 0.18 *                 |
| Bicycle theft | Oct   | 0.30 ***               | 0.56 ***           | 0.26 *                 |
|               | Nov   | 0.31 ***               | 0.60 ***           | 0.29 *                 |
|               | Dec   | 0.26 ***               | 0.55 ***           | 0.29 *                 |

* significant at <0.05; ** significant at <0.01; *** significant at <0.001.

4.2. Crime Rates Based on Residential Population Versus Ambient Population

Based on the available data, we calculated two crime rates: one with residential population as the denominator and one with ambient population as the denominator. For the majority of statistical sectors, ambient and residential population agreed with each other. However, there were several sectors where using ambient or residential population as the denominator for crime rate made a significant difference. Table 4 lists these sectors for each crime type with a large difference between ambient and residential crime rate (defined as a difference between the standardized scores >2) with their main characteristics and nearby landmarks.

For these sectors, the crime rate based on ambient population tended to highlight different areas than the crime rate based on residential population. In some cases, the ambient crime rate was higher on average than the residential crime rate (e.g., sector C72), while in some cases, it was lower (e.g., sector A46). In the latter case, the differences were largely due to the differences in size of the ambient population versus the residential population. Ambient crime rate tended to be lower in sectors with the presence of facilities with a high ambient population (e.g., train station, sports stadium, recreation area) in low-populated areas, suggesting that while crime rate might seem relatively high when looking at the residential population, it was not that high when taking into account the actual amount of people coming and going in that area. These areas can be considered crime generators, i.e., activity nodes in which daily activities take place and that pull a large number of individuals, including potential targets and offenders [12]. In the case of bicycle theft, sector A46 was a special case, as the sign was reversed for the ambient crime rate, suggesting that the ambient crime rate was lower than average for this sector, while the residential crime rate was higher than average.

More interesting are the sectors where the situation was reversed, i.e., where the ambient crime rate was higher on average. In many of these sectors, this happened despite the previously mentioned discrepancy between high ambient population and low residential population (e.g., sectors A35 and E32 in the vicinity of large train stations). These areas can be considered crime attractors, i.e., places or facilities that have a reputation for the crime opportunities being present and where offenders gravitate with the intention of committing crime [12]. This would suggest that even taking into account the actual ambient population, the crime rate is problematic in those sectors. In other sectors (e.g., sectors C72 and A542), it is not immediately clear what causes the relatively higher ambient crime rate. They might be problem areas, which would have gone unnoticed if only the residential crime rate was studied.
Table 3. Point-biserial correlation coefficients of crime vs. residential and ambient population (grid level, N = 4206).

| Crime Type          | Month | Residential Population | Ambient Population | Correlation Difference |
|---------------------|-------|------------------------|--------------------|------------------------|
| Aggressive theft    | Oct   | 0.12 ***               | 0.16 ***           | 0.04 *                 |
|                     | Nov   | 0.08 ***               | 0.18 ***           | 0.10 *                 |
|                     | Dec   | 0.12 ***               | 0.13 ***           | 0.01 *                 |
| Battery             | Oct   | 0.23 ***               | 0.26 ***           | 0.03 *                 |
|                     | Nov   | 0.23 ***               | 0.25 ***           | 0.02 *                 |
|                     | Dec   | 0.21 ***               | 0.22 ***           | 0.01 *                 |
| Bicycle theft       | Oct   | 0.34 ***               | 0.47 ***           | 0.13 *                 |
|                     | Nov   | 0.27 ***               | 0.41 ***           | 0.14 *                 |
|                     | Dec   | 0.23 ***               | 0.35 ***           | 0.12 *                 |

* significant at <0.05; ** significant at <0.01; *** significant at <0.001.

Table 4. Statistical sectors with different ambient and residential crime rates and their main characteristics.

| Sector ID          | Characteristics and Nearby Landmarks                                                      | Ambient Crime Rate (Standardized) | Residential Crime Rate (Standardized) |
|--------------------|-------------------------------------------------------------------------------------------|-----------------------------------|---------------------------------------|
| Aggressive theft   | C72 Muidebrug: High poverty level, high-traffic area                                      | 3.617                             | 0.228                                 |
|                    | Battery                                                                                  |                                   |                                       |
|                    | A00 Kuip: City center, nightlife area, high concentration of bars, restaurants and shops  | 2.979                             | 5.613                                 |
|                    | A321 Sint-Pieters: Nightlife area, student quarter                                       | 4.622                             | 6.704                                 |
|                    | A46 Blaarmeersen: Nature, sports and recreation domain                                    | 0.149                             | 7.541                                 |
|                    | A542 Groendreef: Park, police station                                                     | 3.578                             | 0.358                                 |
|                    | B452 Sint-Alois: Concentration of schools                                                | 4.428                             | 6.705                                 |
|                    | B472 Groothandelsmarkt: Football stadium (Ghelamco), close to hospital                    | 0.079                             | 8.536                                 |
|                    | C72 Muidebrug: High poverty level, high-traffic area                                      | 3.617                             | 0.228                                 |
|                    | C772 Vormingsstation-Oost: Train depot, close to large train station                      | 0.072                             | 5.232                                 |
|                    | J172 Bijgen: Event hall (Flanders Expo)                                                  | 0.512                             | 3.815                                 |
|                    | K622 Heilig Huizeken: Close to nature reserve (Hoge Lake)                                | 2.156                             | 0.145                                 |
| Bicycle theft      | A00 Kuip: City center, nightlife area, high concentration of bars, restaurants and shops  | 6.514                             | 11.796                                |
|                    | A35 Station: Large train station                                                          | 8.074                             | 4.574                                 |
|                    | A45 Groene vallei: Park, close to prison, police station                                  | 8.922                             | 0.909                                 |
|                    | A46 Blaarmeersen: Nature, sports and recreation domain                                    | −0.029                            | 4.936                                 |
|                    | A50 Drongensesteenweg: Node of multiple main roads                                        | 2.480                             | 0.410                                 |
|                    | A542 Groendreef: Park                                                                    | 2.256                             | 0.147                                 |
|                    | E32 Dampoort: Large train station                                                        | 6.500                             | 1.793                                 |
|                    | K613 Oude Wee: Sports hall, football field, golf club                                    | 3.306                             | 0.392                                 |
|                    | K022 Oude Abdij: Small train station                                                     | 8.294                             | 2.032                                 |

4.3. Predictive Analysis Using Residential Population Versus Ambient Population

Based on the data of the two preceding months (October and November 2018), we made crime event predictions for aggressive theft, battery, and bicycle theft in December 2018. As stated in the methodology section, these were one-variable models to isolate the performance of residential and ambient population specifically. Table 5 compares the resulting prediction performances of the residential population model and the ambient population model.
Table 5. Prediction model performance.

|                      | Recall | Precision | F1-Score | AIC   |
|----------------------|--------|-----------|----------|-------|
| Aggressive theft     |        |           |          |       |
| Residential population model | 5.00%  | 4.00%     | 0.044    | 281   |
| Ambient population model | 25.00% | 8.00%     | 0.121    | 246   |
| Battery              |        |           |          |       |
| Residential population model | 10.31% | 8.00%     | 0.090    | 1206  |
| Ambient population model | 40.21% | 10.00%    | 0.160    | 1198  |
| Bicycle theft        |        |           |          |       |
| Residential population model | 20.00% | 10.67%    | 0.139    | 2002  |
| Ambient population model | 61.00% | 22.67%    | 0.386    | 1718  |

Note that for aggressive theft, only 20 crime events were registered. The residential population model was only able to predict one incident. The ambient population, on the other hand, performed better by predicting 25.00% (5 crime events) with a precision of 8.00%, which means that of the 20 predicted grid cells at high risk, two cells actually saw one or more events in December 2018. When looking at the prediction performance for battery, the ambient population model (recall of 40.21%) outperformed the residential population model (recall of 10.31%), although in both cases the precision was relatively low (8.00 and 10.00%, respectively). In the case of bicycle theft, both the residential population and ambient population model obtained the highest scores of all three crime types, but the ambient population model again outperformed the residential population model. The ambient population model was even able to predict a relatively large percentage of crime events (61.00%) with the highest precision score (22.67%), even though it was the only variable in the model.

In conclusion, all performance measures showed that the ambient population model outperforms the residential population model across all crime types. A high difference was especially noted between the direct hit rates. This seems to suggest that the ambient models are especially good at predicting locations with large concentrations of crime. In the case of bicycle theft for example, incidents were heavily clustered at public bicycle stands (e.g., at the train stations).

5. Discussion and Conclusions

There are many advantages in using ambient population instead of residential population for the analysis of crime rates. First, the measure of the ambient population is more dynamic than that of the residential population, allowing a more dynamic analysis of crime, taking into account, for example, monthly and seasonal variation. Second, the ambient population also better reflects the population that is actually present at a certain time and place, which is especially important in areas with a low population but high footfall, such as shopping districts. Third, using the ambient population avoids possible data loss in areas where there is crime but no population, which is especially a problem when using small spatial units of analysis. Finally, for the studied crime types, the ambient population is a better reflection of the population-at-risk. Mobile phone data act as an accurate proxy for ambient population, as in the present day, mobile phone use is widespread and (smart)phones tend to be carried wherever we go. In addition, mobile phone data also allow to measure ambient population in real-time, offering the opportunity to take even greater advantage of its dynamic nature. In our analysis, ambient population showed a stronger relationship with aggressive theft, battery, and bicycle theft than residential population. It should be noted, however, that the robustness of our results should be treated with caution, as we were only able to obtain three months of data for our study, which also meant we were only able to study a limited number of crime events and which limits conclusions with respect to possible seasonal effects. Nonetheless, our findings support those of previous research and can provide connection points to future research.
When looking at crime rates, the crime rate based on ambient population tends to highlight different areas than the crime rate based on residential population, which could have consequences for policy decisions or prevention initiatives aimed at problem areas. Additionally, using ambient population as a predictor instead of residential population resulted in more correct predictions of crime events. Including ambient population instead of residential population as a variable could improve applications of crime modeling such as predictive policing, especially considering that the ambient model seems to be better at prediction locations with high concentrations of crime events, which in light of the law of crime concentration, is a very desirable property.

Despite the potential advantages, there are also some challenges that arise in using mobile phone data as a proxy for the ambient population. Although one of its main advantages is its dynamic nature, this also leads to a more complicated data collection process with several practical issues. Although smartphones are ubiquitous, it is obvious that mobile phone usage is not equal. The ‘digital divide’, in this case the lower mobile phone use by specific groups (such as the elderly), affects the representativeness of mobile phone data as a proxy for ambient population. It should be noted that this observation with regard to the age of individuals composing the ambient population is less problematic than it seems, given the consistent finding within developmental criminology regarding the strong relationship between age and crime perpetration (also known as the ‘age–crime curve’; e.g., [78]), the empirical finding that the elderly are simultaneously less victimized than younger age categories [79], and the fact that smartphones are still omnipresent in the older age groups (e.g., 80% of Belgian inhabitants between 65 and 74 years use a mobile phone). Yet, the main limitation of mobile telecommunications data is related to the inaccuracies of the location estimates of individual devices [48]. A more practical issue is the difficulty in obtaining mobile phone data due to several factors, mainly the willingness of mobile phone operators to cooperate, restrictions imposed by the General Data Protection Regulation (e.g., the three-month limit in our study), and possible privacy issues. Another factor to consider is the market share of the mobile phone operator: the larger it is, the more representative the data. Extrapolation to the total population is after all only a limited solution, as it is, at its core, an estimation of the real number. Finally, although ambient population is more suitable for certain crime types, for other crime types, notably residential burglary, residential population might still be the more appropriate operationalization of the population variable.

Considering the possible differences between crime types regarding the use of ambient population instead of residential population (as a consequence of the distinction between mobile and immobile targets, and its specificity), crime types should be studied separately, instead of looking at ‘crime’ as a general measure. In line with this observation, future research should extend our analysis to other crime types as well as to other study areas, to see whether the same observations hold for other contexts as well. Additionally, it would be interesting to look more closely into the intermediate mechanisms between the ambient population and crime [80]. In this study, the focus lies on the suitability of the ambient population measured by means of mobile phone data in estimating crime rates and with a view of crime prediction. Future research should assess the impact of this predictor variable in conjunction with other relevant variables that potentially contribute to crime at micro places (e.g., land use features) [81,82]. Finally, new and emerging data sources and innovative data processing methods provide continuously evolving opportunities for future research. An integration with other proxies for the ambient population (e.g., Wi-Fi data, see [83]) or other potential big data sources (e.g., datasets from commercial businesses) could also be investigated more closely. Innovative data processing methods (e.g., convolutional neural network, see for example [84]) enable scholars and practitioners to process data that are more voluminous, more varied, and with high velocity [85]. These methods also deliver opportunities in validly measuring the most suitable denominator for calculating crime rates (e.g., counting the number of bicycles in geographic areas by means of computer vision for the purpose of estimating the crime rate for bicycle theft).
These endeavors regarding the use of new and emerging data sources are key to the development of the most suitable and accurate denominator in calculating crime rates and other risk measures or assessments. The results have implications for both criminological research, and policy and practice. With these measures, scholars are enabled to dissect the mechanisms related to, for example, the spatiotemporal convergence of crime-prone individuals and criminogenic settings [86] or the spatiotemporal distribution of suitable targets. An important avenue for future research, since we know mobile phone data as a data source provide a valid alternative for existing measures, is to optimize the data source, in line with state-of-the-art theoretical insights. We know that it is important what kinds of people make up the ambient population, as well as the activities they are doing [87]. Studies show the possibility to distinguish, based on an estimation, between these kinds of people in mobile phone data [54,64–66]. For example, it might be more accurate to take into account the ‘exposed population’, instead of the ambient population [66]. The challenge lies in obtaining data that allow for making these distinctions and using these distinctions (methodologically and theoretically correct) to test integrated criminological theories. Future research should reveal which type of operationalization of the population-at-risk is the most appropriate and under what circumstances (e.g., for which specific type of crime, time-of-day differences).

At the same time, the crime denominator problem has important consequences for policy and practice too. Policy makers make wide use of crime rates to defend and evaluate their policies, but using the correct denominator might make a difference in determining problematic areas in terms of crime rates. Equally, law enforcement agencies using crime data analysis and predictive applications to send out patrols proactively could benefit from taking into account a more adequate population-at-risk. Considering the improvement in prediction performance when using ambient population, the use of this variable is especially of interest for predictive policing models given that they can reflect micro-spatiotemporal fluctuations and therefore allow for more precise predictions on a micro-scale. Nevertheless, (the implementation of) intelligence-led policing practices still face numerous challenges and preconditions [88–90], which should be taken into account. Future research and applications of crime prediction fully exploiting the dynamic nature of ambient population should apply a truly predictive analytical strategy, that uses the ambient population at a previous time point as a predictor of crime.

In conclusion, we argue that the ambient population better reflects the population-at-risk and better reflects the relevant mechanisms (e.g., regarding the nature of the target, either mobile or immobile) and therefore has a lot of potential in criminological research, theory testing, policy and practice. Mobile phone data are a high-potential proxy in this regard, as they can provide a large amount of data on a fine-grained spatiotemporal scale (for our study, a total of 9,397,473 data points). In this study, we corroborated this potential empirically and we are one of the firsts to propose and investigate its use as an alternative to using residential population for the purposes of calculating crime rates and predicting crime risks.
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