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A Hessian based optimal control method is presented in Liouville space to mitigate previously undesirable polynomial scaling of computation time. This new method, an improvement to the state-of-the-art Newton-Raphson GRAPE method, is derived with respect to two exact time-propagator derivative techniques: auxiliary matrix and ESCALADE methods. We observed that compared to the best current implementation of Newton-Raphson GRAPE method, for an ensemble of 2-level systems, with realistic conditions, the new auxiliary matrix and ESCALADE Hessians can be 4-200 and 70-600 times faster, respectively.
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I. INTRODUCTION

The problem of transferring the state of a dynamical system to a desired target state while minimising the remaining distance and costs is often solved with optimal control theory\textsuperscript{[1,2]}. Applications include quantum sensing\textsuperscript{[3–6]}, quantum computing\textsuperscript{[7–9]}, and nuclear magnetic resonance (NMR) spectroscopy\textsuperscript{[10–13]} and imaging (MRI\textsuperscript{[1,2]}). The particular application of OC of interest to the community is MRI\textsuperscript{[37]}. The utility of OC is highlighted when considering the legal constraints of power deposition safeguards\textsuperscript{[43]} and the obvious financial rewards of reducing the time a patient stays inside the MRI machine.

Modern techniques can mitigate protracted numerical convergence with a quadratically convergent optimisation method, requiring the calculation of a Hessian matrix, giving a large saving in the number of required serial optimisation iterations\textsuperscript{[31,35,44]}. However, it is known within the community that calculation of the Hessian matrix does not scale well to a control problem with a large number of controllable amplitudes\textsuperscript{[45]} (also shown in Fig.\textsuperscript{1}).

This communication presents a jump in computational efficiency of multiple-orders of magnitude with a rework of the original method, devised to calculate the exact Hessian matrix\textsuperscript{[31,35,46]}, and the recently published exact, matrix-free, method of efficient spin control using analytical Lie algebraic derivatives (ESCALADE)\textsuperscript{[44]}. The manuscript will present the mathematical formulation of these exact Newton-Raphson GRAPE methods in the irreducible spherical-tensor basis of a Liouville space and show a newly devised method to calculate the Hessian matrix with $O(N)$ scaling, compared to the previous $O(N^2)$ scaling (Fig.\textsuperscript{1}). Results show the comparative speedup of this method to the original in the context of state-to-state MRI problems, requiring a generalisation of the ESCALADE method with calculations of optimal $z$-controls.

II. EXACT NEWTON-RAPHSON OPTIMAL CONTROL

A. Optimal control in Liouville space

A quantum system can be described by a density operator, $\hat{\rho}(t)$; a time-dependent system state. The evolution of this state is dictated by the Liouville-von Neumann equation,

$$\frac{\partial}{\partial t} \hat{\rho}(t) = -i [\hat{H}(t), \hat{\rho}(t)]$$

(1)
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$$\frac{\partial}{\partial t} \hat{\rho}(t) = -i [\hat{H}(t), \hat{\rho}(t)]$$

(1)
where $\hat{H}(t)$ is a time-dependent Hamiltonian, an operator in a Hilbert space with a spectrum of allowed energy levels. The usual factor of $\hbar$ is dropped here, resulting in the eigenspectrum of $\hat{H}$ expressed in angular frequency units. The methods presented in this manuscript are particular to a Liouville space, also named the adjoint representation\[30\][31]\[35\]. A system state in a Liouville space is represented by a vector, $|\hat{\rho}\rangle$, obtained by stacking columns of the density operator $\hat{\rho}$ with Eq. (1) becoming

$$\frac{\partial}{\partial t} |\hat{\rho}(t)\rangle = -i \hat{L}(t) |\hat{\rho}(t)\rangle, \quad \hat{L}(t) \equiv \mathbb{I} \otimes \hat{H}(t) - \hat{H}(t)^{\dagger} \otimes \mathbb{I}$$

(2)

where the identity matrix, $\mathbb{I}$, and Hamiltonian have the same dimension.

The form of a bilinear control problem is to split that which is controllable, the control, from that which is not, the drift. The Liouvillian for a control problem with $x$, $y$, and $z$-controls on a 2-level system can be written as

$$\hat{L}(t) = \frac{\omega}{\text{drift}} \hat{L}_{x} + \sum_{k \in \{x,y,z\}} c_{k}(t) \hat{L}_{k} + c_{y}(t) \hat{L}_{y} + c_{z}(t) \hat{L}_{z}$$

(3)

where the angular frequency $\omega$ is the time-independent resonant frequency offset, $c_{x,y,z}(t)$ are time-dependent control amplitudes, and $\hat{L}_{x,y,z}$ are Pauli matrices of a Liouville space.

The OC method of GRAPE\[12\] uses piecewise constant control pulses, where control pulses are constant over a small time interval, $\Delta t$\[28\][29]:

$$c_{k}(t) \rightarrow [c_{k,1} \ c_{k,2} \cdots c_{k,N}], \quad k \in \{x,y,z\}$$

(4)

using the notation $c_{k,N} \equiv c_{k}(t_{N})$ for convenience, and $t_{N} = N \Delta t$. This discrete formulation allows numerical solution to Eq. (2), given an initial state of the system $|\hat{\rho}_{0}\rangle$, through time-ordered propagation

$$|\hat{\rho}_{N}\rangle \equiv \hat{P}_{N} \hat{P}_{N-1} \cdots \hat{P}_{2} \hat{P}_{1} |\hat{\rho}_{0}\rangle$$

(5)

where $\hat{P}_{n}$ are time-propagators of an isolated time-slice and are defined through the exponential map

$$|\hat{\rho}_{n}\rangle = \hat{P}_{n} |\hat{\rho}_{n-1}\rangle, \quad \hat{P}_{n} = e^{-i \hat{L}_{n} \Delta t}$$

(6)

The matrix exponential of Eq. (6) usually calculated with the Padé approximant, Taylor series, or Krylov propagation\[35\].

An additional method to calculate the time-propagators of a 2-level system is by explicitly calculating the elements of the matrix. In a spherical-tensor basis, this matrix is the Wigner-matrix \[47\]:

$$\hat{P}_{n} = \begin{bmatrix}
\alpha^2 & \sqrt{2} \alpha \beta & \beta^2 \\
-\sqrt{2} \alpha \beta^* & \alpha \alpha^* - \beta \beta^* + \sqrt{2} \alpha^* \beta & -\sqrt{2} \alpha^* \beta^* \\
\beta^2 & -\sqrt{2} \alpha^* \beta^* & \alpha^2
\end{bmatrix}$$

(7)

which is formulated in terms of the complex elements

$$\alpha = \cos \phi + i \frac{z}{r} \sin \phi, \quad \beta = \frac{y}{r} \sin \phi + i \frac{x}{r} \sin \phi$$

(8)

where the shorthands $x = c_{x,n}$, $y = c_{y,n}$, and $z = c_{z,n} + \omega$ are used, $\phi = \frac{2}{r} \Delta t$ is a polar angle of rotation, and $r = \sqrt{x^2 + y^2 + z^2}$ is the polar radius.

As a notational convenience for what follows, the following effective propagators are defined as the effect of the pulse between time slices $m$ and $n$:

$$\hat{U}_{m,n} \equiv \hat{P}_{m-1} \cdots \hat{P}_{0} \hat{P}_{n-1} \cdots \hat{P}_{m} \hat{\rho}_{0}, \quad \forall (1 \leq m \leq n \leq N)$$

(9)

where a backward (time-reversed) propagation can be denoted by $\hat{U}_{m,n}^{\dagger} = \hat{U}_{n,m}$.

Optimal control requires a metric to optimise: the fidelity\[12\][48], $F$, a measure how well the pulses perform a desired control task. The task of the OC problem is to find a set of control amplitudes, $c_{x,y,z}(t)$, that maximise the fidelity e.g. the real part of an inner product:

$$\max_{c_{x,y,z}(t)} \left( F \right) = \max_{c_{x,y,z}(t)} \left( \text{Re} \langle \hat{\sigma} | \hat{U}_{N}^{\dagger} | \hat{\rho}_{0} \rangle \right)$$

(10)

This form of the fidelity metric is defined in terms of state-to-state problems, where a system is in a defined initial state, $|\hat{\rho}_{0}\rangle$, and the control task is to take this state to a desired one, $|\hat{\sigma}\rangle$. With the notation introduced in Eq. (9), $\hat{U}_{N}$ is interpreted as the effective propagator over the shaped pulse. In addition to Eq. (5), the system is propagated backwards from the desired target state,

$$|\hat{\chi}_{n}\rangle = \hat{P}_{n}^{\dagger} \hat{P}_{n+1}^{\dagger} \cdots \hat{P}_{N-1}^{\dagger} \hat{P}_{N}^{\dagger} |\hat{\sigma}\rangle$$

(11)

which is termed the adjoint state of the control problem\[35\].

GRAPE is a gradient following numerical optimisation method and requires derivatives of the fidelity with respect to the controls. In turn, this requires the directional propagator derivatives, $D_{k,N}^{a}$; with the subscripts $k$ denoting the derivative in the direction of $\hat{L}_{k}$ and $n$ denoting the derivative operating on the time-propagator $\hat{P}_{n}$. For each time-slice, $n$, and for each control direction $\hat{L}_{k} \in \{\hat{L}_{x}, \hat{L}_{y}, \hat{L}_{z}\}$, the $a^{th}$ order derivative takes the form

$$\nabla^{a} F(c_{k,n}) = \text{Re} \left( \langle \hat{\chi}_{n+1} | D_{k,n}^{a} \hat{\rho}_{n-1} \rangle \right), \quad N \text{ times}$$

(12)

where bra-ket notation explicitly shows vector structures i.e. $|D_{k,n}^{a} \hat{\rho}_{n-1}\rangle = D_{k,n}^{a} |\hat{\rho}_{n-1}\rangle$. The number of forward and backward propagations is indicated for each control channel to produce a gradient vector, $\nabla F$, or the diagonal elements of a Hessian matrix, $\nabla^{2} F$.

This is sufficient for a fidelity gradient, scaling linearly with $N$, but a fidelity Hessian also requires mixed second order derivatives\[31\], where the off-diagonal Hessian elements are

$$\nabla^{2} F(c_{k,n}, c_{j,m}) = \text{Re} \left( \langle \hat{\chi}_{n+1} | D_{k,n} D_{j,m} \hat{U}_{m+1}^{n-1} \rangle \right), \quad N \text{ times}$$

(13)

Clearly, the form of Eq. (13) has a central propagator that cannot be absorbed into the bra or ket because it depends on both
FIG. 1. Average wall-clock time of fidelity, gradient, and Hessian for increasing $N$. Solid lines show the Newton-Raphson GRAPE method [31] and dashed lines show the proposed accelerated Newton-Raphson GRAPE method. Both methods use the auxiliary matrix method [46] to calculate propagator derivatives.

$t_n$ and $t_m$, and therefore the computation scales polynomially with $\frac{1}{2}N(N-1)$ (the factor $\frac{1}{2}$ comes from the symmetric property of a Hessian [35]). This is known within the OC community [45] and is highlighted in Fig. 1. The linear plots of the fidelity and gradient, on log-log axes, show these calculations are efficient with increasing $N$, whereas the Hessian calculation time is not linear on these log-log axes. The subject of this manuscript is to mitigate this undesirable scaling, resulting in a linearly scaling Hessian calculation (dashed lines in Fig. 1), after the following section outlines calculation of directional propagator derivatives.

B. Directional propagator derivatives with auxiliary matrices

As has been published previously [31, 35, 46], exact propagator derivatives required by Eqs. (12) and (13) can be calculated by exponentiating an auxiliary matrix: resulting in a time-propagator, calculated by exponentiating an auxiliary matrix: resulting in an upper triangular block matrix [49] with a time-propagator, $\hat{P}_n$, on the block diagonal, and with the directional derivative of that propagator, calculated in the direction of a control operator, in the upper triangular block. The first and second order propagator derivatives can be extracted from

$$\exp\left[ \begin{array}{ccc} A_n & C_j & 0 \\ 0 & A_n & C_k \\ 0 & 0 & A_n \end{array} \right] = \left[ \begin{array}{ccc} \hat{P}_n & D_{j,n} & \frac{1}{2}D_{j,k,n}^2 \\ 0 & \hat{P}_n & D_{k,n} \\ 0 & 0 & \hat{P}_n \end{array} \right]$$

where the block matrix is formed from $A_n = -i\hat{L}_n\Delta t$, as in Eq. (6), and $C_k = -i\hat{L}_k\Delta t$ are functions of the control operators with $j, k \in \{x, y, z\}$.

C. Directional propagator derivatives with ESCALADE

Whereas Eq. (14) is exact, the matrix exponential is expensive. Foroozandeh and Singh recently devised a method that is free from this expensive matrix exponential calculation, in the OC method of Efficient Spin Control using Analytical Lie Algebraic Derivatives (ESCALADE) [44]. This method can also be extended with interaction propagator splitting [50].

The efficient method of ESCALADE to calculate the directional derivatives in Eqs. (12) and (13), in this single spin model, is to construct a matrix with rows containing all the elements needed to construct the propagator derivatives

$$\Theta_x = \text{vec}[\mathbf{1}] + \frac{\sin^2 \phi}{\phi \nu} \text{vec}[S] + \frac{2\phi - \sin 2\phi}{2\phi^2} \text{vec}[S^2]$$

where $\text{vec}[\mathbf{1}]$ is a vectorised identity matrix, with a vectorisation operation on a matrix $A$ such that $A = \text{vec}^{-1}[\text{vec}[A]]$. The skew-symmetric matrix $S$ is

$$S = \begin{bmatrix} 0 & z & -y \\ -z & 0 & x \\ y & -x & 0 \end{bmatrix}$$

and the symmetric matrix $S^2$ is calculated algebraically. In turn, the directional propagator derivatives can be written as

$$D_{k,n} = \hat{P}_n \left[ \text{vec}^{-1} \left[ \Sigma \Theta_k \right] \right]$$

$$D_{j,k,n}^2 = \hat{P}_n \left[ \text{vec}^{-1} \left[ \Sigma \Theta_j \right] \right] + \hat{P}_n \left[ \text{vec}^{-1} \left[ \Sigma \Theta_k \right] \right]$$

where $\Sigma = \text{vec}[C_x] \text{ vec}[C_y] \text{ vec}[C_z]$ is a 3-column matrix to be multiplied with the 3-row matrix of $\Theta_k$. Using a similar notation to Eq. (15), the $\Theta_{jk}$ matrices required by the second order derivatives in Eq. (18) are

$$\begin{bmatrix} \Theta_{jx} \\ \Theta_{jy} \\ \Theta_{jz} \end{bmatrix} = \frac{\cos(2\phi) - 1}{r^2} \text{vec} \left[ S \frac{dS}{dj} + \frac{dS}{dj} S \right] + \frac{2\phi - \sin (2\phi)}{r^3} \text{vec} [dS] + \frac{2k(1 - \cos(2\phi) - \phi \sin(2\phi))}{r^3} \text{vec}[S] + \frac{3k \sin(2\phi) - 2k\phi(2 + \cos(2\phi))}{r^4} \text{vec}[S^2]$$

where three such equations are required for $j \in \{x, y, z\}$ and the derivatives of $S$ are derived algebraically from Eq. (16).

Since the directional derivatives of Eq. (17) and Eq. (18), together with time-propagators of Eq. (7), do not involve any matrix operations, other than a few trivial multiplications, ESCALADE offers substantial computational gains relative to the AUXMAT method in Eq. (14).

III. ACCELERATED NEWTON-RAPHSON OPTIMAL CONTROL

Moving away from a chosen calculation method of directional propagator derivatives, the remaining bottleneck of the
Newton-Raphson methods presented above is the off-diagonal Hessian elements; the mixed derivatives of Eq. (13).

As a starting point, \textsc{escalade} includes an additional efficiency, which also applies to the \textsc{auxmat} method, where the central effective propagator in Eq. (13) can be split to
\[
U^{n-1}_{m+1} = U^{n-1}_m U^1_m U^1_m = U^{n-1}_m,
\]
Eq. (13) becomes
\[
\nabla^2 F(c_{k,n}, c_{j,m}) = \text{Re} \langle \hat{\chi}_{n+1} D_{k,n} U^{n-1}_1 U^-_m | D_{j,m} \hat{p}_{m-1} \rangle
\]
(20)
An interpretation of these two central effective propagators is:
the right hand side,
\[
\langle \hat{\chi}_{n+1} D_{k,n} U^{n-1}_1 U^-_m | D_{j,m} \hat{p}_{m-1} \rangle
\]
(20)
to be evaluated at \( t_0 \); the left hand side, \( | D_{j,m} \hat{p}_{m-1} \rangle \), is multiplied by the time-reversed effective propagator \( U^1_m \), present-
ing the directional derivative of \( t_m \) to also be evaluated at \( t_0 \).

To outline how this can be overcome, a representation of a trajectory is introduced:
\[
[\rho]_m^n \triangleq [\hat{\rho}_n] | \hat{\rho}_{n-1} \rangle \cdots | \hat{\rho}_{m+1} \rangle | \hat{\rho}_m \rangle
\]
(21)
which is an array of column vectors and the whole trajectory from the dynamics in Eq. (3) is contained in \([\rho]_0^N\). Trajectory analysis is useful for visualising pulse dynamics \([51]\). Taking the concept of a single matrix containing all trajectory information, a directional derivative trajectory, evaluated at \( t_0 \) as with the right side of Eq. (20), can be defined as
\[
[\partial^0_j \rho]_0^n \triangleq [U^1_n D_{j,n} \hat{p}_{n-1} \rangle \cdots [U^1_2 D_{j,2} \hat{p}_1 \rangle | U^1_1 D_{j,1} \hat{p}_0 \rangle
\]
(22)
where the superscript \([0]\) is used to indicate evaluation at \( t_0 \).

With the realisation that a directional derivative trajectory in Eq. (22) is a matrix in itself, \( n \) Hessian elements can be calculated with one matrix-vector product with
\[
\nabla^2 F(c_{k,n}, c_{j,n})^T, \quad N \text{ times forward}
\]
\[
\nabla^2 F(c_{k,n}, c_{j,2})
\]
\[
\nabla^2 F(c_{k,n}, c_{j,1})
\]
N times backward
\[
\nabla^2 F(c_{k,n}, c_{j,1})
\]
(23)

Given that the total effective propagator \( U^N_1 \) can be calculated with forward propagation, \( U^{n-1}_1 \) can be updated during subsequent backward propagation with \( U^{n-1}_m = \hat{P}_{m-1} D_{m-1} U^1_m \).
The single vector-matrix product of Eq. (23), per time-slice, is expected to be much more efficient than \( n - 1 \) vector-vector products, per time-slice, in Eq. (13).

IV. ACCELERATION OF A BROADBAND MRI EXAMPLE

The authors choose to set the test of the method presented above in the context of MRI because there is a very real need to have computationally fast OC methods to run on-the-fly with a need for patient specific solutions. Often, OC-facilitated MRI exploits simultaneous/parallel control systems e.g. eight radiofrequency channels (x- and y-controls) \([14,52]\) and three magnetic field gradients and/or numerous local shims (z-controls) \([40,52,53]\).

The optimisation is set as robust for an ensemble of 101 spin-\( \frac{3}{2} \) systems, with offset bandwidth \( \frac{2}{\pi} \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) kHz, simulated using a single block-diagonal Liouvillian with each block operating on a single ensemble member \([37,41]\).

The time-slice, \( \Delta t \), is often fixed to the hardware digitalisation dwell-time: typically a few μs. Modern MRI systems handle \( N > 1000 \), but the pulse duration, \( T = N \Delta t \), is usually kept around a few ms to avoid degradation of pulse performance due to transverse relaxation. As a set of speed tests, these three variables are incremented and set as a range of OC problems and are shown in Fig. 2. The vertical dashed lines indicate a set of variables physically relevant to MRI.

Figure 2A shows the average speedup of the accelerated auxiliary matrix method (acc-\textsc{auxmat}) and the accelerated \textsc{escalade} method (acc-\textsc{escalade}), both relative to the standard auxiliary matrix method. A separate fidelity, gradient, and Hessian calculation is performed for each method from a random control waveform, with \( c_x, c_y \), and \( c_z \) controls in the order of \( 2\pi \times 10^3 \text{ rad/s}^{-1} \). The average is over 84 different random control pulses, run in parallel on 28 CPU cores.

Increasing \( T \) shows that the effect of increasing \( T \) while also increasing \( \Delta t \) is, approximately, a constant speedup of acc-\textsc{auxmat} and acc-\textsc{escalade} Hessian. This can be attributed to the effective propagator splitting of Eq. (20). The small speedup of acc-\textsc{auxmat} fidelity and gradient calculations is due to an algorithmic efficiency from coding in a way that lends itself to the accelerated Hessian methods.

The main result of this manuscript is the speedup of Hessian calculations of the acc-\textsc{auxmat} and acc-\textsc{escalade} methods, with speedup increasing as \( N \) increases, in Fig. 2B and Fig. 2C, to over \( \times 100 \) when a large \( N \) is used. Furthermore, this trend does not appear to dampen, indicating further speedup when \( N \gg 1000 \).

From the evidence in Fig. 2B and Fig. 2C, the accelerated Hessian calculations of Eq. (23) do indeed remove the \( O(N^2) \) scaling of the original Newton-Raphson method \([31]\), reducing to a linear scaling \( O(N) \).

V. CONCLUSION

A new mathematical formulation of the Newton-Raphson \textsc{grape} method \([31]\) has been presented in Liouville space and applies to optimal control problems with unitary evolution. The \textsc{escalade} method \([44]\) recast the cumbersome problem of finding derivatives – using trigonometric evaluations of vectorised arrays rather than matrix-matrix products and computationally expensive matrix exponentials – and factorised the central propagator to avoid \( O(N^2) \) scaling, now reduced to \( O(N) \), in the computation of the Hessian. The \textsc{escalade} method is shown in a new light of Liouville space, with the additional derivation of z-controls, which are important to MRI.

The main result is a new formulation of the Newton-Raphson \textsc{grape} method in Liouville space, being an optimisation method with quadratic convergence to an optimal solution, reducing the expensive polynomial scaling of the control problem to a linear scaling when increasing the number of
piecewise-constant pulses in optimal solution. Speedup increases as the number of time-slices, \( N \), increases: \( \times 4 \) to \( \times 200 \), for \( N = 100 \) and \( N = 1000 \) respectively. Furthermore, employing ESCALADE within this new Hessian calculation method shows further speedup of \( \times 70 \) to \( \times 600 \), for \( N = 100 \) and \( N = 1000 \) respectively, when compared to the original Newton-Raphson GRAPE method.
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