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ABSTRACT

Modern ground penetrating radars (GPR), designed to determine the thickness of ice or search for the occurrence of aquifers in arid regions of the Earth, are installed either on helicopters or on the earth's surface. The use of a helicopter is economically expensive, and the installation of GPRs on the earth's surface is of a local nature. Modern GPRs mainly use video pulse probing signals and probing signals with linear frequency modulation. These signals have correlation noise, which makes it difficult to obtain a high-quality radar image.

In this work, we propose to use a signal with a zero autocorrelation zone (ZACZ) as a probing signal for GPR installed on an unmanned aerial vehicle. In work, a polyphase probing signal with a ZACZ is synthesized and a comparative analysis of the correlation characteristics of the synthesized signal with the optimal phase-code shift keyed signal is carried out.
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1. INTRODUCTION

Modern ground penetrating radars (GPR) are capable of performing the following tasks: analyzing the soil during the construction of various objects [1, 2], monitoring road surfaces and railway tracks [3, 4], detecting various subsurface objects [5-7], solving archaeological problems [8, 9], studying ice covers, etc. However, all these GPRs are installed either on helicopters [10-13], which perform sounding of glaciers and ice thickness over glacial lakes, or on the Earth's surface to detect and determine the depth of aquifers at a depth of 10 to 40 m [14-16].

GPRs mainly use video pulse probing signals [17, 18] and signals with linear frequency modulation [19-22]. In [23] for georadars installed on unmanned aerial vehicles (UAV), a probing signal with a zero autocorrelation zone (ZACZ) was proposed for georadar working in a quasi-continuous operation mode. These signals have correlation noise, which makes it difficult to obtain a high-quality radar image. In this work, we propose to use a signal with a ZACZ as a probing signal for GPR installed on an UAV. The objective of the paper is to synthesize a polyphase (p-phase) probing signal with a ZACZ consisting of p phase-code shift keyed pulses in the train, for a GPR onboard of unmanned aerial vehicle working in a pulsed operation mode.

2. SYNTHESIS PROBING SIGNAL WITH ZACZ FOR GPR ONBOARD OF UNMANNED AERIAL VEHICLE

Let us consider the polyphase PCSK-signal, which is a sequence (train) of M pulses encoded with the ensemble of M p-ary sequences [24]. Each pulse with duration $T_p$ consists of N sub-pulses (discretes) with...
duration \( T_0 = T_p / N \) each. The repetition period of the pulses is \( T = QT_p = QT_0 \), where \( Q \geq 2 \) is the off-duty factor of the pulse train. The ensemble of \( M \) \( p \)-ary sequences can be set according to the matrix:

\[
A_{M,N} = \left[ a_{i,n} \right]_{i=1}^M_{n=1}^{N}, \quad a_{i,n} = \exp \left( \frac{j2\pi}{p} \tilde{a}_{i,n} \right),
\]

(1)

where \( p > 2 \) is the prime integer number (the signal with \( p = 2 \) is considered in [24]); \( \tilde{A}_{M,N} = \left[ \tilde{a}_{i,n} \right]_{i=1}^M_{n=1}^{N}, \quad \tilde{a}_{i,n} = 0,1, ..., p-1, \) is the matrix of \( p \)-ary code.

The complex envelope (CE) of the considered signal is as follows:

\[
\hat{u}(t) = \sum_{i=1}^{M} \sum_{n=1}^{N} a_{i,n} \bar{S}_n \left( t - (n-1)T_0 - (i-1)T \right),
\]

(2)

where \( \bar{S}_n \left( t - (n-1)T_0 \right), (n-1)T_0 \leq t < nT_0, \) is the CE of the \( n \)-th discrete of the pulse.

If \( \bar{S}_n(t) = \bar{S}_n(1) = ... = \bar{S}_n(t) \) and the rows of the matrix \( A_{M,N} \) (1) are complementary sequences, then expression (2) is the signal with the zero zone of the side lobes (SL) of autocorrelation function (ACF) \( R(\tau) \) at \(|\tau| \leq T_p \) [25]. Such signal at \( M = p \) and \( \bar{S}_n(t) = \bar{S}_n(t), \quad n = 1,2,...,N, \) was considered in [26, 27].

Let us consider that the coding matrix (1) at \( M = p \) is the following block matrix:

\[
A_{p,N} = \left( A_{p,N/p}^{(1)} A_{p,N/p}^{(2)} \ldots A_{p,N/p}^{(k)} \ldots A_{p,N/p}^{(p)} \right),
\]

(3)

where sub-matrices are,

\[
A_{p,N/p}^{(k)} = \left[ a_{i,n}^{(k)} \right]_{i=1}^{p} \quad n=1,,...,m; \quad k = 1,2,...,p;
\]

\[
\sum_{i=1}^{p} \sum_{n=1}^{m} a_{i,n}^{(k)} \bar{a}_{i,n}^{(l)} = 0,
\]

\( k,l = 1,2,...,p; \)

\( m = \left\{ 0,1,...,N/p-1 \right\} \quad k \neq l; \)

\( \left\{ 1,2,...,N/p-1 \right\} \quad k = l. \)

(4)

If \( \bar{S}_n^{(k)}(t) = \bar{S}_n^{(1)}(t), \quad k = 1,2,...,p \) and matrix (1) at \( M = p \) are of the form (3), then (2) is the signal with the zero zone of ACF SLs \( R(\tau) \) at \(|\tau| \leq T_p \) [24, 25, 28].

Let us consider the PCSK signal (2) at \( M = p \) encoded with the rows of the matrix (3), where the sub-matrices \( A_{p,N/p}^{(k)} \) are the adjacent \( p \)-pairs of \( p \)-ary D-code [24, 26-29]. Then any two of the \( p \) submatrices \( A_{p,N/p}^{(k)} \) in expression (3) will be as follows:

\[
A_{p,N/p}^{(k)} = \begin{pmatrix}
D_{kN/p}^{1} \\
D_{kN/p}^{2} \\
\vdots \\
D_{kN/p}^{p}
\end{pmatrix}, \quad A_{p,N/p}^{(l)} = \begin{pmatrix}
D_{lN/p}^{1} \\
D_{lN/p}^{2} \\
\vdots \\
D_{lN/p}^{p}
\end{pmatrix}, \quad k, l = 1,2,...,p.
\]

(5)
where $D_{i,N/p}^{k,i}$ and $D_{i,N/p}^{k,j}$, $D_{i,N/p}^{l,i}$ and $D_{i,N/p}^{l,j}$ at $i, j = 1, 2, ..., p$, $i \neq j$, are $p$-pair sequences (p-pairs) [26, 27], and $D_{i,N/p}^{k,i}$ and $D_{i,N/p}^{l,j}$ are the adjacent sequences of $p$-ary D-code [26, 27, 29]; $k_i, l_i = 1, 2, ..., N/p$ are the numbers of sequences in $p$-ary D code;

For $p$-pair sequences, the condition (4) is fulfilled at $k = l$, and for adjacent sequences of $p$-ary D-code, the condition (4) is fulfilled at $k \neq l$ ([24, 26-29].

Let us call the PCSK-signal (2) encoded with the rows of the matrix $A_{p,N}^r$ from (3) with submatrices from (5) a polyphase coherent complementary signal (CCS). Thus, the polyphase CCS is the signal with ZACZ at $pT_\tau \leq T_0$, with the CE of the discretes $S_k(t)$ of each of $p$ pulses of the train being equal to each other at $n = (k-1)N/p + 1, ..., kN/p$, where $k = 1, 2, ..., p$ is the number of the pulse part with equal complex envelopes of discretes.

In accordance with the aforesaid, let us consider the polyphase CCS with additional frequency shift keying of the discretes of the pulses of train (CCS-FSK). Each discrete here consists of $b$ bits with duration $T_b = T_0/b$. Each of $p$ CCS-FSK pulses consists of $N = p^{r+1}$ discrete and is divided into $p$ parts with the number of discrete in each equal to $p^q$. The discrete of the first $p-1$ parts are manipulated by linear law, and the discrete of the last $p$-th part are manipulated by frequency so that to ensure the orthogonality of their bits with the bits of the discrete of the first $p-1$ parts. Figure 1 shows a variant of the FSK law of discrete within one CCS-FSK pulse at $p = 3$ and $b = 9$, the first discrete of the first part, the last discrete of the second part and the last discrete of the third part of the pulse of the train.

![Figure 1. FSK law of the discrete within the CCS pulse at $p = 3$ and $b = 9$](image)

The law of frequency variation within $r$-bit with account for Figure 1 is as follows:

$$f_r(t) = \begin{cases} 
\left\{ \left[ b^{1-r}b_0^s \right]_2 + (-1)^{r-1}b_0^s (r-1)_b \right\} F_0, & \text{at } r = 1, ..., b(p-1)N/p; \\
\left\{ \kappa_{r-1}b_0N + 1 \right\} F_0, & \text{at } r = b(p-1)N/p + 1, ..., bN,
\end{cases}$$

(6)

where $\langle y \rangle_M$ is number $y$ by module $M$; $\left\lfloor y \right\rfloor_M$ is the integer part of number $y/M$; $r = 1, 2, ..., bN$ is the bit number in the CCS-FSK pulse; $F_S = bF_0 = b/T_b = b^2/T_0$ is the CCS-FSK spectrum width; $\kappa_r = 0, 1, ..., b-1$.
is the symbol of frequency code sequence (FCS) \( \{ \kappa_v \}_{v=1}^b \), which is orthogonal to two linear FCSs (for the case shown in Figure 1 \( \{ \kappa_v \}_{v=1}^9 = 1,0,3,2,8,4,5,6,7 \)).

Thus, CE (2) of CCS-FSK is as follows:

\[
\hat{u}(t) = \sum_{i=1}^{N} \left[ S_{(r-1)N/p} \left( \frac{t}{T_b} - \left( i \frac{T_b}{N} \right) \right) \right] \times \exp \left\{ \frac{2\pi i}{p} \left[ p \left[ b \left( \frac{t}{T_b} + \frac{T_b}{N} \left( i \frac{T_b}{N} \right) \right) \right] + \left( -1 \right)^{\frac{t}{T_b} + \frac{T_b}{N} \left( i \frac{T_b}{N} \right)} \right] \right\}.
\]

(7)

where \( S_n(t) = S_{k-1}(t) \), \( n = (k-1)N/p + 1, ..., kN/p \), \( k = 1, 2, ..., p \), is the envelope of the n-th discrete of CCS-FSK pulse; \( \hat{a}_{i,n} \) is the symbol of p-ary code defined by expressions (1), (3) and (5).

3. ANALYSIS OF THE CORRELATION CHARACTERISTICS OF THE PROBING PCSK-SIGNAL WITH ZACZ

Let us carry out a comparative analysis of the correlation characteristics of polyphase CCS without modulation of discrete signals (further we will denote it as CCS) [26, 27] with correlation characteristics of polyphase CCS-FSK at \( p = 3 \). To compare the relative level of the SLs of these two signals, it is necessary to provide an identical level of the main lobes of their ACFs, which is equal to the number of discrete (bits) in the three pulses of the train. Let us consider the CCS with the number of discrete in the pulse \( N = 3^3 \) and the CCS-FSK with \( N = 3^5 \) and with the number of bits in the discrete \( b = 9 \). Both signals have an identical off-duty factor \( Q = 2 \). Thus, the level of the main lobe of ACF of both signals is 6561.

It is known [30] that signals that have the minimal level of the maximal SL (MSL) of the aperiodic ACF, i.e. ones for which the criterion:

\[
R_{\text{max}} = \max_{1 \leq m \leq N-1} \left\{ \left| R_m \right| \right\} \Rightarrow \min,
\]

(8)

is met, where

\[
R_m = \frac{1}{N} \sum_{n=1}^{N-m} a_n^* a_{n+m}, \quad m = 0, \pm 1, ..., \pm (N-1),
\]

are called optimal discrete sequences (signals) with a length of N.

PCSK-signals with the relative level of the MSL \( R_{\text{max}} = 1/N \) that reach boundary (8) are called Barker codes in the literature. Binary Barker codes exist only for the lengths \( N = 2, 3, 4, 5, 7, 11, 13 \). There are no binary Barker codes for the other odd lengths, and for even within the range of \( 13 < N < 2 \cdot 10^{30} \) [31].

In building the optimal pulse sequences, current researches are aimed at two goals:

a) building the binary sequences with the least possible values \( R_{\text{max}} \) (8);

b) building the multiphase Barker sequences.

So far, no regular way of building the sequences optimal by criterion (8) is known. That is why, computer search algorithms are utilized when building the optimal binary sequences, and numeric optimization methods are used when building the optimal multiphase sequences.

By now, binary sequences with level 5 of the MSL of the unnormalized ACF have been found for all the lengths of sequences from the range \( 83 \leq N \leq 105 \) [32]. If the length N is further increased, the computational complexity of search algorithms becomes extremely high for modern computers. That is why, the following approach is used. At the first stage, periodic binary sequences with a two-, three-, and-so-on-
level periodic ACF are synthesized. At the second stage, cyclically shifted sequences are built on the basis on the source one, and the sequences that have the minimal value of the ACF MSL are selected from among them. This approach permits synthesizing very long binary sequences with the normalized aperiodic ACF’s SL level that does not exceed \( \frac{1}{\sqrt{N}} \) [30]. Such sequences include M-sequences, which are the most frequently used in radars as a probing signal.

The longest, for today, multiphase Barker sequences were obtained in study [33] for \( 65 \leq N \leq 70, \ N = 72, \ N = 76, \ N = 77 \). At that, as the lengths of the sequences increased, the phase alphabet from the range 0 to 2π increases infinitely. Study [34] argues that p-phase Barker codes must exist for large lengths \( N \), provided that the phases are graded from \( p \geq N \).

Also, multiphase Frank signals [35], the periodic ACF of which has zero side lobes, are known. The length of the Frank sequence is \( N = p^2 \), where \( p \) is the quantity of the phases. The aperiodic ACF has the relative level of the MSL at \( N \geq 9 \) \( \frac{R_{\text{max}}}{N} \approx \frac{1}{3\sqrt{N}} \). The ambiguity function (AF) of a Frank signal is close to the AF of a signal with the linear frequency modulation, i.e. it has a crest.

Thus, it is reasonable to use a truncated M-sequence for the comparative analysis of the correlational characteristics, since at the unlimited length of its period \( N_M \) it is optimal and has a button AF with the relative level of MSL approximately equal to \( \frac{1}{\sqrt{N_M}} \) in the delay-frequency plane.

Let us carry out a comparative analysis of the correlation characteristics of the CCS and the CCS-FSK with a PCSK-signal manipulated by phase using a ternary M-sequence (further we will denote it as MS) with the period \( N_M = 3^p - 1 \). To equalize the levels of the main lobes of the ACF of CCS and the MS let us add an element from the adjacent period to its period, i.e. the number of discrete in the MS pulse will be \( N = N_M + 1 = 6561 \).

Table 1 provides the indices of correlation characteristics of the CCS, CCS-FSK and MS for three sections of their AF \( R(\tau,F) \) with the planes \( F = 0, \ F = 0.3\Delta F \) and \( F = 0.5\Delta F \), where \( \Delta F = P_{QT} \frac{1}{p} \) is the width of the main lobe of the section of AF with the plane \( \tau = 0 \) \( R(0,F) \) at \( -3 \) dB. In Table 1 \( R_{\text{max}} \) and \( R_{\text{rms}} \) are the relative levels of the MSL of ACF outside of the ZACZ and in the ZACZ respectively, \( R_{z_{\text{rms}}} \) are the relative root-mean-square levels (rms) of the SL of ACF outside of the ZACZ and in the ZACZ respectively. Table 1 shows that the level of all SLs of CCS-FSK ACF is less than the level of the SLs of CCS ACF by the rms of SLs more than by 10 dB. The rms of the SLs of CCS-FSK ACF is more than by 10 dB less than the rms of the SLs of MS ACF.

| \( F \) | 0 | 0.3\( \Delta F \) | 0.5\( \Delta F \) |
|-------|---|----------------|----------------|
| \( R_{\text{max}}, \) dB | CCS | -25.5 | -23.0 | -21.5 |
| | CCS-FSK | -28.9 | -27.8 | -27.4 |
| | MS | -39.6 | -38.8 | -36.9 |
| | CCS | -45.7 | -45.7 | -45.6 |
| \( R_{\text{rms}}, \) dB | CCS-FSK | -55.4 | -55.3 | -55.2 |
| | MS | -45.9 | -44.7 | -43.4 |
| | CCS | -328.0 | -213.1 | -169.0 |
| \( R_{z_{\text{rms}}} , \) dB | CCS-FSK | -327.0 | -29.5 | -25.2 |
| | CCS | -348.8 | -48.0 | -44.4 |
| | CCS-FSK | -357.6 | -57.8 | -54.1 |

Figure 2 shows the zero zones of the ACF SLs \( R(\tau) \leq bNT_b \) (ZACZ) of the considered signals of the CCS and of the CCS-FSK, as well as a part of the MS ACF in case of a mismatch by frequency at \( F = 0.3\Delta F \). The time scale here is shown as the number of bits, and for the CCS and MS it is assumed that \( T_b = T_b \). Figure 2 shows that in case of a mismatch by frequency at \( F = 0.3\Delta F \), the level of the majority of the SLs of ACF of the CCS-FSK is less than the level of the SLs of MS, which is in accordance with the data provided in Table 1.

Table 1. Indices of correlation characteristics of the CCS, CCS-FSK and MS
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4. CONCLUSION

In the work we have proposed a UAV-based GPR for the rapid search for shallow aquifers. For a GPR onboard of a UAV, a polyphase (p-phase where p is a prime number) probing signal with ZACZ has been synthesized, which signal represents a sequence of p PCSK-pulses coded by complementary sequences of the p-ary D-code with additional frequency shift-keying of the sub-pulses of pulses. A comparative analysis of the correlation characteristics of the synthesized three-phase signal with a signal without modulation of discreetes and with a PCSK-signal coded by ternary MS has been performed. The analysis has revealed that in case of a mismatch by Doppler frequency, the rms level of the SLs of ACF of the synthesized signal is more than by 10 dB less than the rms level of the SLs of the ACF of the PCSK-signal coded by MS.
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