Realization of an Error-Correcting Surface Code with Superconducting Qubits
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Quantum error correction is a critical technique for transitioning from noisy intermediate-scale quantum (NISQ) devices to fully fledged quantum computers. The surface code, which has a high threshold error rate, is the leading quantum error correction code for two-dimensional grid architecture. So far, the repeated error correction capability of the surface code has not been realized experimentally. Here, we experimentally implement an error-correcting surface code, the distance-3 surface code which consists of 17 qubits, on the Zuchongzhi 2.1 superconducting quantum processor. By executing several consecutive error correction cycles, the logical error can be significantly reduced after applying corrections, achieving the repeated error correction of surface code for the first time. This experiment represents a fully functional instance of an error-correcting surface code, providing a key step on the path towards scalable fault-tolerant quantum computing.

INTRODUCTION

Progress towards scalable fault-tolerant quantum computation relies on exploiting quantum error correction (QEC) to protect quantum systems against inevitable noises [1–7]. Notable experimental implementations on a variety of QEC architectures include surface code [8–11], repetition code [9], Bosonic code [12–14], Shor code [15, 16], color code [17, 18], [[5,1,3]] code [19] etc. [20, 21]. The surface code is unarguably the leading candidate for fault-tolerant quantum computation, featuring a high threshold error rate and requiring only nearest-neighbor interactions on a 2-dimensional square lattice [22–24]. This property makes it perfectly compatible with the fabricate devices using planar photolithography, such as superconducting and quantum dot systems. In 2014, R. Barends et al. first realized high fidelity quantum gates at the fault-tolerant threshold for the surface code in a superconducting quantum processor [25]. Surface code experiments have since been progressively developed in terms of scale and utility. The entangling operations between two 4-qubit surface codes using lattice surgery has been demonstrated in a ion-trap quantum processor [10]. Most recently, the surface code with distance-two has been realized with seven qubits to demonstrate the repeated error detection [8, 9, 11]. Until now, all the surface code experiments have only the ability to detect errors, and repeated error correction of surface code has not been implemented in any experiment. However, as the system size and circuit depth grow, the fidelity decreases exponentially, making it impractical to rely solely on error detection and dropping error events.

The ability of repeated error correction is essential for realizing large-scale quantum algorithms, but it is significantly more difficult than just error detection. On the one hand, more redundant qubits are required for error correction than for error detection. However, scaling the number of qubits while maintaining high-fidelity quantum operations remains a key challenge for quantum computing. On the other hand, one needs to know the exact number of qubits that are corrupted and more importantly, their location in the quantum state and the type of error.

In this work, we present the first implementation of repeated error detection and correction of the surface code. Specifically, by encoding the logical state using a distance-three surface code on the Zuchongzhi 2.1 superconducting quantum system [26, 27], we show that the logical error can be reduced by approximately 20% after applying corrections in post-processing. We also test the error detection performance of this code, and observe that the lifetime of the logical qubit is longer than those of any constituent physical qubits, when we post-select the instances that no error is detected by both data qubits measurements and the stabilizer measurements in any cycle. Our studies, for the first time, demonstrate the feasibility of repeated quantum error correction using surface code, guiding future efforts to realize more powerful large-scale quantum error correction.

ENCODING THE LOGICAL QUBIT WITH A DISTANCE-3 SURFACE CODE

The surface code, as suggested by [22–24] can be implemented on a two-dimensional array of physical qubits with only nearest-neighbour coupling, making its realization readily available on the Zuchongzhi 2.1 superconducting qubit platform. Here, we have chosen 17 out of the 66 qubits from the Zuchongzhi 2.1 system and created a distance-three surface code.
A random circuit is made up of alternating layers of two-qubit gate and single-qubit gate, but it is slightly different from that a Hadamard gate can be decomposed as $H = Z R_Y (\pi/2)$ or $H = R_Y (\pi/2) Z$ and $(I \otimes Z) CZ (I \otimes Z) = CZ$.

As a last step of the surface code cycle, all states of the ancilla qubits are measured in the $Z$ basis, where an extra Hadamard gate, or more apparently an extra $Y$ gate, on the ancilla qubit produces the needed $X$ measurement. In the meanwhile, a dynamical decoupling operation (DD) [9] is applied to the data target to mitigate dephasing problem of the data qubits.

**SYSTEM CALIBRATION**

Figure 2(a) displays the integrated histogram for single-qubit gate, $CZ$ gate and readout error after performing calibration. Each single-qubit gate can be implemented in 25ns with an average error of 0.098%. The duration of each $CZ$ gates is set to be 32ns, with the average error being 1.035%. The measurement operation takes 1.5 $\mu$s. With this setting, average readout error is 4.752%. Since the readout readline width $\kappa/2\pi$ is large in our experimental setup, to reduce the effect of photon residue in the resonator before gate commence, we conservatively insert an idle operation of 2.4 $\mu$s after an measurement, extending the time cost to 3.9 $\mu$s for an measurement operation.

Not only do we need to know how well we are doing with basic quantum operations, it is also necessary to assure ourselves that the complex state preparation and circuit operation are well understood. For this purpose, we carried out a random circuit sampling task tailored for the surface code experiment, and compute the linear cross-entropy benchmarking fidelity, which is defined as

$$F_{\text{XEB}} = 2^n \langle P(x_i) \rangle - 1,$$

(1)
to characterize the performance in a circuit level, where $n$ is the number of qubits, $P(x_i)$ represents the probability of bit-string $x_i$ computed for the ideal quantum circuit.

The random circuit is made up of alternating layers of two-qubit gate and single-qubit gate, but it is slightly different...
from the previous works [26, 27, 30]. To properly extract the effect of gate sequence to the fidelity, the two-qubit gates are chosen from the set \{A, B, C, D\} in the same order as the surface code cycle. The single-qubit gate is set in the same fashion as how the Zuchongzhi 2.1 is benchmarked [26, 27]. To be explicit, a random gate is selected from the pool of gates \{R_X(\pi/2), R_Y(\pi/2) and R_X+Y(\pi/2)\} and applied to each of the 17 qubits, with the only requirement such that subsequent single-qubit gate cannot be the same. In total, we stack 21 single-qubit gate layers and 20 two-qubit gate layers in the circuit for the sampling task.

We have sampled 9 instances of random circuits with different random seeds (see Fig. 2(b)), and the average fidelity achieved is 0.021 ± 0.001. We also calculate a prediction of this value, which is 0.028, by taking the product of the Pauli fidelity of each single-qubit, two-qubit and measurement operation. As can be seen from the result, the fidelity of each gate is capable of predicting the circuit performance notwithstanding the inevitability of crosstalk and tailing in waveforms.

FIG. 2. System calibration. (a) Integrated histogram of single qubit $\pi/2$ rotation (1Q XEB), CZ gate (2Q XEB) and readout error (readout). (b) Cross entropy benchmarking fidelity from random sampling tasks for 9 instances of random circuits. Solid dots represents average fidelity over repetitions of sampling task with the same random seed. The average fidelity is 0.021. Error bars describes $\pm 5\sigma$ statistical deviation, color band is for $\pm 1\sigma$ with $\sigma = 1/\sqrt{N_{\text{sample}}}$, where $N_{\text{sample}} = 1,440,000$.

FIG. 3. Error detection rate. (a) Detection event fraction curve for logical $|0_L\rangle$ state as a function of surface code cycles. Various lines describe the fraction of samples with an error detected on the corresponding Z-type ancilla qubit. (b) Detection event fraction for logical $|-L\rangle$ state.

FIG. 4. Error detection correlation. (a) Correlation matrix for logical $|0_L\rangle$ state. The finer scale is used for the marking of ancilla qubits and each block has a definite cycle index. Color scheme is presented in the side color bar with the dark side for low correlation and yellowish side for strong correlation. (b) Correlation matrix for logical $|-L\rangle$ state.

EXPERIMENTAL RESULTS

With enough information about fidelity in both gate and circuit levels, we are ready to carry out the experiment. For the experiment, we repeat the surface code cycle as shown in Fig. 1(b) up to 11 times. At the end of each stack, the states of the four measure qubits, either X or Z ancilla, are taken. For the last clock cycle, we also measure the state of the data qubits in the same basis as the syndrome measurement. This will give us an extra piece of information about the stabilizer. In total, for the circuit with $n$ cycles, we record $n$ sets of measurement about the ancilla qubits and one set of outcome for data qubit.

A direct information one can extract from these data is error occurrence. To do so, the state of a measure qubit takes an XOR operator with that of its previous run, giving rise to the value of a stabilizer relating to this cycle. This operation serves the same purpose as a reset gate acting on the ancilla qubits, which is missing in our circuit. The stabilizer on the first run simply adopts the value of the reading from the first measure. Aside from these stabilizer values, an extra record is created by comparing the calculated ancilla qubit state from the parity of the data qubits to the values measured in the last run. Whenever a changes occurs in subsequent stabilizer values, a detection event of errors is fired.

Making use of the 12 columns of stabilizer values, we can execute detection event analysis. The result is shown in Fig. 3. Figure 3(a) describes the fraction of a detection event (DEF) for the logical $|0_L\rangle$ state. Each line corresponds to the DEF for one Z-ancilla qubit. Here, the value of the first and last round is apparently lower than the others. This is a result of skipping idle operation which applies to all measurements except the last one. Since the first set of data is copied directly from the measurement without comparing with a physical data, the influence of an idle operation is also reduced. The curves in the middle are flat across different rounds, with slight lifting in the trend. It relates to leakage into a state out of the computational basis. Since the effect is minor, it indicates a low
leakage error rate in our system. The average frequency for an error is about 37%. We contribute this high rate to our long measurement duration. Figure 3(b) describes the same quantity for the logical $|{-L}\rangle$ state. The experiment is done similarly except that we place a $R_Y(-\pi/2)$ gate in the beginning and $R_Y(-\pi/2)$ gate in the end of the circuit to each data qubit to produce $|{-L}\rangle$ state after the first cycle, and measure all the data qubits in X basis after the final cycle. We see similar result as we did for the logical $|0_L\rangle$ state, as expected.

The power of a surface code lies beyond its capability to detect errors. The pattern of the occurrence of these anomalies shed light on the errors happening on the data qubits. A powerful tool to visualize the correlation among each detection events is the correlation matrix. The correlation matrix describes the likelihood of observing a detection event at ancilla qubit $D_j$ around $R_j$ given an error occurs at site $D_i$ at round $R_i$, which can be written as

$$p_{ij} = \frac{\langle p_{D_iR_i} p_{D_jR_j} \rangle - \langle p_{D_iR_i} \rangle \langle p_{D_jR_j} \rangle}{\sqrt{\langle (p_{D_iR_i} - \langle p_{D_iR_i} \rangle)^2 \rangle \langle (p_{D_jR_j} - \langle p_{D_jR_j} \rangle)^2 \rangle}} - \delta_{ij}$$

(2)

with $\delta_{ij}$ being the Kronecker delta with $\delta_{ij} = 1$ if $i = j$ and 0 otherwise.

The measurement we have made and the resulting syndromes are converted into a correlation matrix as shown in Fig. 4(a) for logical $|0_L\rangle$ state and Fig. 4(b) for logical $|{-L}\rangle$ state. The major diagonal blocks describe simultaneous correlation of detections among various ancilla qubits. The patterns it presents are consistent with the topology of the surface code and can be explained with potential crosstalks between neighbouring gates. The blocks away from the main diagonal by a distance of one or two correspond to detection events one or two QEC cycles apart. The peaks in detection correlation in these blocks are due to error cumulation along the cycles since no reset operations are taken between two surface code cycles. As to the patterns further away, they may be explained by leakage to state out of the computational basis. Here, we have truncated the correlation matrix at $p = 0$. The negative correlations are ignored which comes from us ignoring higher order correlations.

Once an error has been detected, we can post-process the data and reduce the effect it brings to our system. One direct method is to drop erroneous data all in all. This simple treatment can greatly improve the fidelity of the logical state stored in our system by sacrificing efficiency of an data set. Here fidelity refers to the fraction of logical states that is intact after a certain clock cycles. The results are shown in Fig. 5(a)-(b). There are five lines in each graph. The purple line is obtained as described before. That is to say, the fidelity is calculated using data where no error is detected. Here the green line describes the situation where we only drop a data if the final measurement of the data qubits implies an error. The navy line corresponds to the case where detection are based on measurement on ancilla qubits only. The red lines is obtained with all data without any post-processing. We have also include a grey dotted line describing the calculated fidelity based on the maximum physical relaxation time $T_1$ of participating physical qubits. By comparing these lines, we can see that both the measurement on data qubits and that on the ancilla qubits helps detecting errors and neither of them is capable of detecting all instances of error by itself. The inset describes the retained rate as a function of QEC round. Due to exponential drop of the retained rate, we did not exercise analysis for round greater than 5 with the number of shots for each experiment set to 480,000.

We derived the logical error rate by fitting the curves with the expression used in [31]

$$\mathcal{F}_L(k) = \frac{1}{2} \left( 1 + (1 - 2\epsilon_L)^{k-k_0} \right)$$

(3)

Here $k_0$ and $\epsilon_L$ relates to shift in round index and logical error rates which are to be fit. The fitted logical error rate are shown by each line. We also calculate the coherent time for the logical state using the following formula modified from [31] by

FIG. 5. Results of error detection and error correction. (a) Fidelity of the post-selected logical $|0_L\rangle$ state by error detection as function of clock cycles, i.e. the portion of samples that retain the logical state through some clock cycles. Various lines correspond to different post-selection schemes. The purple(pentagon) lines are obtained by discarding all data with error detected from the measurements of either data qubits or ancilla qubits. The green(hexagon) line corresponds to the dropping scheme based on data qubits only while the navy (octagon) line is only affected by the measurement of ancilla qubits. The red(triangle) line describes the result with no post selection. The dotted line depicts the prediction based on relaxation time $T_1$ of the best physical qubit among all used physical qubits. Logical error rates $\epsilon_L$ are extracted from the curve and logical fidelities $T_L$ are calculated. These values are listed by each line. Inset describes the retained rate for the three post-processing schemes as a function of round. (b) Results for the post-selected logical $|{-L}\rangle$ state by error detection. (c) Fidelity of logical $|0_L\rangle$ state with the number of surface code cycles with error correction (blue line with square) or without (red line with triangular). (d) Same quantity for the logical $|{-L}\rangle$ state after error correction.
consider decoherence from $|0\rangle$ and $|1\rangle$ state.

$$T_L = \frac{\tau_{\text{cycle}}}{2\epsilon_L}$$

(4)

where $\tau_{\text{cycle}}$ is the wall-clock time for each cycle which can be calculated from the duration of single-qubit gate $\tau_{1Q}$, two-qubit gate $\tau_{2Q}$, and measurement with waiting time for photon depletion $\tau_{M+D}$. To mitigate the distortion in the Z-pulse signal of a CZ gate between layer B and C, we insert an idle operation in-between for the same duration of a single-qubit gate, resulting a total duration of $5\tau_{1Q} + 4\tau_{2Q} + \tau_{M+D} = 4.153\mu s$. Plug in this value, together as the error rate, we obtain the logical coherent time $T_L$ for each post-processing scheme. The result as listed by each line in Fig. 5(a)(b). As can be seen from the results, after dropping instances errors detected in data qubits or measurement qubits, the lifetime of post-selected logical qubit $|0_L\rangle$ is 64.4$\mu$s, which exceeds the lifetime, 35.9$\mu$s, of the best physical qubit among all used physical qubits.

Aside from dropping any corrupted data, a more efficient and sophisticated approach can be taken. That is to analyse the detection event, figure out when and where an error could possibly occur and propose a correction accordingly. One of the most widely used algorithm is the minimum weight perfect matching [32–34]. With the help of it, one can improve the fidelity of a logical state without losing a huge portion of the data generated. Figure 5 (c)-(d) show the fidelity of logical $|0_L\rangle$ and $|-L\rangle$ state. The Red line describes the fidelity without an error correction while the blue line is obtained after all possible error corrections are made. The fitting results show that the logical errors $\epsilon_L$ of $|0_L\rangle$ state and $|-L\rangle$ state are reduced by 19% and 21%, respectively, indicating the efficacy of the error correction algorithm we adopt. So far, the error rate is still higher compared to that of the physical error rate. We expect with number will be reduced with a longer code distance and shorter measurement time.

CONCLUSION AND OUTLOOK

Our experiment expands the surface code experiment’s capabilities beyond error detection to include error correction. This 17-qubit surface code, in principle, already enables us to create a single fault-tolerant surface code memory. Future work will concentrate on realizing larger-scale surface codes, to achieve the important goal of suppressing the logical error rate as the code distance increases. This necessitates further improvements to the quantum computing system’s performance, such as the number and quality of qubits, the fidelity of quantum gate operations, and rapid feedback of digital electronics.
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I. QUANTUM PROCESSOR AND EXPERIMENTAL WIRING

Our device is the same superconducting quantum processor in Ref [1] which consists of 66 Transmon qubits [2] and 110 capacitive tunable couplers. 17 qubits and 24 couplers are chosen to perform our experiment which is shown in Fig.1 in maintext. Data qubits and measure qubits are connected through couplers which is more convenient for expanding our experiment to larger scale, like $d = 5$ repetition code. Each qubit has an inductively coupled control line for both microwave control (XY) and flux control (Z) and each coupler has an control line for flux control (Z). For performing parallel CZ gates, each qubit is designed to have four arms to capacitively couple to its four nearest couplers and four nearest qubits [3, 4]. $\lambda/4$ readout resonators coupled to corresponding $\lambda/2$ bandpass filters [5, 6] are designed for fast and accurate readout. Data qubits and measurement qubits share different bandpass filters which lower the crosstalk of readout pulse between them. The experimental wiring setup and room temperature electronics are the same in Ref. [1]

II. BASIC CALIBRATION ON 17 QUBITS AND 24 COUPLERS

The basic calibration steps of the processor are the same with Zuchongzhi 2.0 including 17 qubits, 24 couplers, 17 readout resonators and 7 JPAs are involved in this process. One can see more details about the procedure in Ref [7].

A. Single-Qubit Gate Calibration and Readout

For realizing high-fidelity parallel single qubit gates, we use the following steps:

Step 1. Fine measurement of $T_1$ in large frequency range and XY crosstalk.

Step 2. Calculating qubits frequencies distribution with our classical optimizer.

Step 3. Adjusting frequencies of couplers to minimize the effective coupling strengths between nearest two qubits.

Step 4. Testing parallel single-qubit gates fidelities and adjust frequencies to avoid two-level-systems.

The $T_1$ performance may change significantly during the experiment so we repeat Step 3 and Step 4 several times to decrease the influence of decoherence. Due to our control method of the system, we then calibrate the square pulses of the qubit flux control lines to mitigate frequencies shift of qubits [1]. We then measure the single-qubit gate fidelity simultaneously by cross-entropy benchmarking(XEB) [8]. All selected qubits are placed at idle frequencies during measurement. Readout fidelity of each qubit is measured after qubits are prepared at $|00, \ldots, 0\rangle$ or $|11, \ldots, 1\rangle$. The device parameters of single-qubit are summarized in Table S1 and gate errors are average errors.

B. CZ Gate Calibration

CZ gates in our experiment are realized by tuning the frequencies of qubits to make $|11\rangle$ states in resonance with $|02\rangle$ states and carefully tuning the frequencies of couplers to open the coupling strengths [3, 4]. For realizing high-fidelity parallel CZ gates, we use the following steps:

Step 1. Fine measurement of $T_1$ in large frequency range.

Step 2. Calculating qubits working frequencies distribution when performing parallel CZ gates with our classical optimizer for different patterns.
Qubit maximum frequency, $\omega_{q}^\text{max}/2\pi$ (GHz),
5.079 5.103 4.990 5.118 5.146 5.079 5.226 5.097 5.105
Qubit idle frequency, $\omega_{q}/2\pi$ (GHz),
4.876 5.060 4.949 5.115 4.950 5.017 5.168 5.005
Readout drive frequency, $\omega_{r}/2\pi$ (GHz),
6.352 6.467 6.412 6.352 6.410 6.374 6.288 6.409 6.380
Qubit anharmonicity, $U/2\pi$ (MHz),
-248 -242 -244 -246 -243 -244 -248 -244 0.073
Energy relaxation time $T_1$ at idle frequency (µs),
30.3 18.5 26.9 26.2 20.9 22.3 21.1 23.5
Echo decay time $T_2$ at idle frequency (µs),
7.1 5.9 8.6 9.8 9.9 5.7 4.7 3.2 6.9
Ramsey decay time $T_2^*$ at idle frequency (µs),
3.4 3.3 5.7 5.4 4.7 4.3 1.3 1.3 4.3
Readout $P_{00}$ (%) of 1Q XEB $e_1$ (%) of 1Q XEB $P_{11}$ (%) of 1Q XEB $P_{00}$ purity (%) of 1Q XEB $e_1$ purity (%) of 1Q XEB 2Q XEB $e_2$ (%) of 2Q XEB $P_{00}$ (%) of 2Q XEB 2Q XEB $e_2$ (%) of 2Q XEB 2Q XEB $e_2$ (%) of 2Q XEB 2Q XEB $e_2$ (%) of 2Q XEB

### TABLE S1. Summary of single-qubit parameters.

| Parameters | X1 | Z1 | X2 | Z2 | Z3 | X3 | Z4 | X4 | Average |
|------------|----|----|----|----|----|----|----|----|---------|
| Qubit maximum frequency, $\omega_{q}^\text{max}/2\pi$ (GHz), | 5.079 | 5.103 | 4.990 | 5.118 | 5.146 | 5.034 | 5.079 | 5.226 | 5.097 |
| Qubit idle frequency, $\omega_{q}/2\pi$ (GHz), | 4.876 | 5.060 | 4.949 | 5.115 | 4.950 | 5.017 | 5.168 | 5.005 |
| Readout drive frequency, $\omega_{r}/2\pi$ (GHz), | 6.352 | 6.467 | 6.412 | 6.352 | 6.410 | 6.374 | 6.288 | 6.409 | 6.380 |
| Qubit anharmonicity, $U/2\pi$ (MHz), | -248 | -242 | -244 | -246 | -243 | -244 | -248 | -244 |
| Energy relaxation time $T_1$ at idle frequency (µs), | 30.3 | 18.5 | 26.9 | 26.2 | 20.9 | 22.3 | 21.1 | 23.5 |
| Echo decay time $T_2$ at idle frequency (µs), | 7.1 | 5.9 | 8.6 | 9.8 | 9.9 | 5.7 | 4.7 | 3.2 | 6.9 |
| Ramsey decay time $T_2^*$ at idle frequency (µs), | 3.4 | 3.3 | 5.7 | 5.4 | 4.7 | 4.3 | 1.3 | 1.3 | 4.3 |
| Readout $P_{00}$ (%) | 98.6 | 98.5 | 96.1 | 98.5 | 96.6 | 98.6 | 97.2 | 97.8 | 97.7 |
| Readout $P_{11}$ (%) | 94.0 | 95.0 | 91.7 | 93.4 | 91.4 | 90.7 | 91.3 | 93.9 | 92.7 |
| Readout linewidth, $\sigma/2\pi$ (MHz), | 1.11 | 0.47 | 1.08 | 1.53 | 1.87 | 0.85 | 0.51 | 0.96 | 1.05 |
| IQ XEB $e_1$ (%) | 0.060 | 0.121 | 0.116 | 0.152 | 0.124 | 0.125 | 0.124 | 0.076 | 0.102 |
| IQ XEB $e_1$ purity (%) | 0.058 | 0.102 | 0.111 | 0.128 | 0.104 | 0.100 | 0.066 | 0.087 | 0.094 |

### TABLE S2. Summary of CZ gates parameters.

| Parameters | D1 | D2 | D3 | D4 | D5 | D6 | D7 | D8 | D9 | Average |
|------------|----|----|----|----|----|----|----|----|----|---------|
| Qubit maximum frequency, $\omega_{q}^\text{max}/2\pi$ (GHz), | 5.017 | 4.831 | 4.846 | 5.292 | 5.184 | 5.108 | 5.244 | 5.261 | 5.185 | 5.108 |
| Qubit idle frequency, $\omega_{q}/2\pi$ (GHz), | 4.852 | 4.782 | 4.744 | 4.780 | 4.824 | 4.726 | 4.827 | 4.789 | 4.831 | 4.795 |
| Readout drive frequency, $\omega_{r}/2\pi$ (GHz), | 6.382 | 6.437 | 6.491 | 6.380 | 6.435 | 6.488 | 6.374 | 6.428 | 6.481 | 6.433 |
| Qubit anharmonicity, $U/2\pi$ (MHz), | -246 | -247 | -249 | -246 | -246 | -247 | -249 | -248 | -246 | -252 |
| Energy relaxation time $T_1$ at idle frequency (µs), | 35.9 | 35.8 | 26.6 | 22.0 | 30.2 | 31.4 | 24.5 | 27.8 | 21.5 | 28.4 |
| Echo decay time $T_2$ at idle frequency (µs), | 4.9 | 4.5 | 3.8 | 6.3 | 8.4 | 3.6 | 4.1 | 4.9 | 7.0 | 5.3 |
| Ramsey decay time $T_2^*$ at idle frequency (µs), | 2.1 | 1.8 | 2.6 | 3.2 | 6.2 | 1.6 | 1.3 | 2.2 | 5.2 | 2.9 |
| Readout $P_{00}$ (%) | 97.6 | 96.1 | 97.5 | 97.7 | 97.8 | 98.0 | 97.8 | 98.3 | 98.8 | 97.7 |
| Readout $P_{11}$ (%) | 92.3 | 90.1 | 94.1 | 92.7 | 93.0 | 92.9 | 93.9 | 93.9 | 92.8 | 92.9 |
| Readout linewidth, $\sigma/2\pi$ (MHz), | 0.99 | 1.16 | 0.33 | 0.96 | 0.47 | 0.36 | 1.22 | 0.77 | 0.59 | 0.76 |
| IQ XEB $e_1$ (%) | 0.087 | 0.117 | 0.072 | 0.102 | 0.077 | 0.063 | 0.074 | 0.084 | 0.118 | 0.088 |
| IQ XEB $e_1$ purity (%) | 0.073 | 0.121 | 0.066 | 0.096 | 0.093 | 0.054 | 0.065 | 0.082 | 0.087 | 0.082 |

#### IV. LOGICAL STATE PREPARATION WITHOUT MEASUREMENT

Step 3. Testing parallel CZ gates fidelities and adjust working frequencies to avoid two-level-systems.

In the main text, we initialize a logical $|0_L\rangle$ and $|-L\rangle$ state with one surface code cycle as presented in Figure 1(b). Here we describe another scheme for preparing logical states inspired by the method used in Ref. [9]. The steps are shown in Fig. S1. After 15 steps with either single-qubit or two-qubit gates, we obtain the exact target logical state. We also carry out error correction experiments based on states prepared in this way and compare the trend of logic state fidelity with that of the conventional method discussed in the main text. The result are shown in Fig. S2. As the plot shows, the results are close to each other. This provides another method that is friendly to systems without repetitive measurement.

In our classical optimizer to optimize the working frequencies of CZ gates, we consider several error estimation models, including decoherence error, residual coupling strength error and flux control pulse distortion error. To lower the two-level-systems’ influence, we adjust the working frequencies distribution by scanning the relationship between working frequencies and the speckle purity benchmarking(SPB) [8]. We then measure the CZ gates fidelities by cross-entropy benchmarking(XEB) [8] of four patterns. The device parameters of CZ gates are summarized in Table S2 and gate errors are average errors.
FIG. S1. a) Preparation of the $|0_L\rangle$ without measurement, starting from $|0\rangle^{\otimes 17}$, ending with 9 data qubits in logical state, 8 ancilla qubits in $|0\rangle^{\otimes 8}$. b) Preparation of the $|−_L\rangle$ without measurement.

FIG. S2. Fidelity of logical $|0_L\rangle$ and $|−_L\rangle$ state prepared with one surface code cycle (solid line) and those generated with steps described in Figure S1 (dashed line). $\epsilon_L$ are logical error rates extracted from the corresponding curve.

FIG. S3. Fidelity of logical state with different Y gate counts in dynamical decoupling operator. Logical states are prepared with approach described in the supplementary material. Blue line is for logical $|0\rangle$ state and orange line is for logical $|−\rangle$. 
V. Y-GATE COUNT OPTIMIZATION IN DYNAMICAL DECOUPLING

Dynamical decoupling is implemented by applying a Y rotation to a qubit flips the state relative to the plane of equator on a Bloch Sphere and reverses the drifting direction for some time. To find out the optimal structure of a dynamical decoupling operator, we test the influence of the Y-gate count on the logical fidelity with various number of Y gates. For each experiment, a logical state, be it $|0_L\rangle$ or $|-L\rangle$, is created using the method discussed immediately above. Then a measurement is taken on the ancilla qubits and dynamical decoupling operators are applied to the data qubits. Here we experiment with different number of Y gates and extract the fidelity of the logical state from the data qubit measurement. The result are shown in Fig. S3. With the data available, we set the optimal dynamical decoupling configuration to be with 6 Y gates.
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