Remote entanglement via adiabatic passage using a tunably-dissipative quantum communication system
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Effective quantum communication between remote quantum nodes requires high fidelity quantum state transfer and remote entanglement generation. Recent experiments have demonstrated that microwave photons, as well as phonons, can be used to couple superconducting qubits, with a fidelity limited primarily by loss in the communication channel [1–6]. Adiabatic protocols can overcome channel loss by transferring quantum states without populating the lossy communication channel. Here we present a unique superconducting quantum communication system, comprising two superconducting qubits connected by a 0.73 m-long communication channel. Significantly, we can introduce large tunable loss to the channel, allowing exploration of different entanglement protocols in the presence of dissipation. When set for minimum loss in the channel, we demonstrate an adiabatic quantum state transfer protocol that achieves 99% transfer efficiency as well as the deterministic generation of entangled Bell states with a fidelity of 96%, all without populating the intervening communication channel, and competitive with a qubit-resonant mode-qubit relay method. We also explore the performance of the adiabatic protocol in the presence of significant channel loss, and show that the adiabatic protocol protects against loss in the channel, achieving higher state transfer and entanglement fidelities than the relay method.
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Remote entanglement of superconducting qubits has recently been demonstrated using both microwave photon- and phonon-mediated communication [1–6]. Many of these demonstrations are limited by loss in the communication channel, due to loss in the various microwave components or intrinsic to the channel itself [1, 4, 6]; similar limitations apply to e.g. optically-based quantum communication systems. Adiabatic protocols analogous to stimulated Raman adiabatic passage (STIRAP) [7, 8] can mitigate such loss by adiabatically evolving an eigenstate of the system, using states that are “dark” with respect to the communication channel. These enable the high-fidelity coherent transfer of quantum states between sender and receiver nodes, even in the presence of large channel loss. Despite their use in a number of localized systems, such protocols have not been used for the generation of remote entangled states [7, 8].

In this Letter, we present a unique experimental system comprising a pair of superconducting transmon-style qubits linked by an on-chip, 0.73 m-long superconducting microwave transmission line. By changing the coupling of the transmission line to a resistive load, we can vary the transmission line’s energy lifetime $T_{1r}$ over two orders of magnitude. We demonstrate an adiabatic protocol for quantum communication between the qubit nodes, compare its performance to a qubit-transmission mode-qubit relay method [5, 9, 10], and explore the performance of both protocols as a function of transmission loss.

We first describe the experimental device, then the two state transfer methods. We test the performance of each protocol in the low-loss limit, then as a function of transmission loss. The adiabatic process achieves significantly improved performance compared to the relay method, especially at intermediate levels of loss in the channel.

The two quantum state transfer methods, and the device we use to test them, are shown in Fig. 1. The device comprises two frequency-tunable superconducting xmon qubits [11, 12], $Q_1$ and $Q_2$, each coupled to one end of the on-chip transmission line via an electrically-controlled tunable coupler [13], $G_1$ and $G_2$ respectively (Fig. 1b). We use the qubit ground $|g\rangle$ and excited $|e\rangle$ states, whose transition frequency is tunable from $\sim 3$ to 6 GHz. Qubit control is via low-frequency flux-tuning for $Z$ control and quadrature-resolved microwave pulses for $XY$ control. We read out the qubit states using standard dispersive measurements [14–16], via a capacitively-coupled readout resonator and a traveling-wave parametric amplifier. We projectively measure the excited state probability $P_e$ of each qubit with a fidelity of 88.8±0.8%.

The tunable couplers $G_1$ and $G_2$ allow us to externally control the coupling $g_{1,2}$ of each qubit to the individual resonant modes in the transmission line. A variable control consisting of two additional tunable couplers, $D_1$ and $D_2$, is integrated into the transmission line, 1.6 mm from the coupler $G_1$ and its associated qubit $Q_1$. This circuit element provides electrically-controlled coupling between its input port and two output ports [17]. The coupler $D_2$ is placed inline with the transmission line and is always set to provide maximum coupling (and minimal reflection) to the remaining length of transmission line. The other coupler $D_1$ connects to port 1 on the sample mount, which is terminated by a lumped 50 Ω microwave load outside the sample box. Varying the coupling to this load allows us to set the loss in the transmission line, quantified by the energy lifetime $T_{1r}$ of each resonant mode.

The transmission line of length $\ell = 0.73$ m supports multiple resonant modes, separated in frequency by the free spectral range $\omega_{FSR}/2\pi = 1/2T_\ell = 84$ MHz, where $T_\ell = 5.9$ ns is the photon one-way transit time in the channel. For sufficiently small qubit-resonator coupling, $g_{1,2} \ll \omega_{FSR}$, each qubit can be selectively coupled to a single resonant mode in the transmission line. This is shown in Fig. 2a, where the transition frequency $\omega_{ge}/2\pi$ of qubit $Q_1$ is tuned over 400 MHz, yielding four separate vacuum Rabi swap resonances spaced by the free spectral range $\omega_{FSR}/2\pi$. The loss coupler $D_1$ was set to minimum coupling, so the transmission line is limited only by its intrinsic loss. All experiments here were done with the mode at 5.351 GHz, just to the right of center in Fig. 2a.

In Fig. 2b, we demonstrate tunable control over the channel loss, using qubit $Q_1$ to measure the lifetime of the resonant mode.
at 5.531 GHz as we vary the coupler $D_1$ and thus the transmission line loss. The pulse sequence for this measurement is shown inset in Fig. 2b. The mode energy decay time $T_{1r}$ for each loss setting (controlled by the $D_1$ flux) is shown in Fig. 2b. With no coupling through $D_1$, we measure the intrinsic resonant mode lifetime $T_{1r} \approx 3410 \pm 40$ ns (orange), comparable to similar transmission lines without variable loss [5]. With maximum coupling to the load, we measure a lifetime $T_{1r} \approx 28.7 \pm 0.2$ ns (blue), corresponding to a loaded quality factor $Q_r = 960$, about 120 times smaller than the intrinsic quality factor of $1.1 \times 10^5$. We also measure the resonant mode’s Ramsey dephasing time $T_{2r}$ at various $D_1$ flux bias points, and find $T_{2r} \approx 2T_{1r}$, indicating the coupler $D_1$ introduces negligible additional phase decoherence. One non-ideality with this system is that qubit $Q_1$, due to its close proximity to the loss coupler $D_1$, also has its lifetime reduced when the couplers $G_1$ and $D_1$ are both set to non-zero coupling, allowing energy loss from $Q_1$ to the external load; this limits $Q_1$’s performance, and is discussed further in the Supplementary Information [18]. We note that this non-ideality can be avoided by placing the loss coupler $D_1$ in the middle of transmission line, as the transmission line would protect both qubits from the external load.

We used two different communication protocols, adiabatic transfer and a qubit-resonant mode-qubit relay method. Both methods were used for qubit state transfer via the transmission line as well as Bell state generation, both as a function of loss in the communication channel. The relay method uses a single extended mode in the transmission line, swapping an excitation from one qubit into that mode and subsequently swapping the excitation from that mode to the other qubit. This method is described in detail elsewhere [5]; here it achieves an intrinsic loss-limited state transfer efficiency of $\eta = 0.95 \pm 0.01$ and a Bell state fidelity of $F_\lambda = \langle \psi^- | \rho | \psi^- \rangle = 0.941 \pm 0.005$, where $\rho$ is the measured density matrix and $|\psi^-\rangle = (|eg\rangle - |ge\rangle) / \sqrt{2}$ is the reference Bell singlet state.

The adiabatic method uses the variable coupling of each qubit to the transmission line. When qubits $Q_1$ and $Q_2$ are set to the same frequency and couple to the same resonant mode in the channel with strengths $g_1(t)$ and $g_2(t)$, the single-excitation Hamiltonian for the system can be written in the rotating frame as

$$H = g_1(t) (|e0g\rangle\langle g1g| + |g1g\rangle\langle e0g|) + g_2(t) (|g0e\rangle\langle g1g| + |g1g\rangle\langle g0e|),$$

where $|aNb\rangle$ corresponds to $Q_1$ ($Q_2$) in $|a\rangle$ ($|b\rangle$) with $N$ photons in the resonant transmission line mode. This Hamiltonian supports a “dark” eigenstate $|D\rangle$ that has no occupancy in the resonant mode,

$$|D(t)\rangle = \frac{1}{\sqrt{2}} (\cos \theta(t)|e0g\rangle - \sin \theta(t)|g0e\rangle),$$

where the mixing angle $\theta$ is given by $\tan \theta(t) = g_1(t)/g_2(t)$. With $g_1$ set to zero and $g_2$ to its maximum, the dark state is $|D\rangle = |e0g\rangle$, while exchanging the coupling values $g_1 \leftrightarrow g_2$ yields the dark state $|g0e\rangle$. By adiabatically varying the ratio $g_1(t)/g_2(t)$ in time from zero to its maximum, the system will swap the excitation from $Q_1$ to $Q_2$, without populating the lossy intermediate channel [7, 19].

Here, we implement a simple adiabatic scheme [19, 20], where we vary the couplings in time according to $g_1(t) = \tilde{g} \sin (\pi t / 2 t_f)$ and $g_2(t) = \tilde{g} \cos (\pi t / 2 t_f)$. We choose the parameters $\tilde{g} / 2\pi = 15$ MHz and $t_f = 132$ ns, minimizing the impact of finite qubit coherence while maintaining sufficient adiabaticity (see [18]). We note that the adiabatic protocol supports better than 90% transfer efficiency even when $\tilde{g} = 0.4 \omega_{\text{FSR}}$; see [18].

In Fig. 3a, we demonstrate deterministic adiabatic state transfer from $Q_1$ to $Q_2$. With $Q_1$ in $|e\rangle$ and $Q_1$ and $Q_2$ set on-resonance with a single mode in the channel, we adjust the couplers $G_1$ and $G_2$ adiabatically to complete the state transfer. We show the excited state population of each qubit as a function of time $t$, measured with the resonant mode loss at its intrinsic minimum. We observe the expected gradual population transfer from $Q_1$ to $Q_2$, with $Q_2$’s population reaching its maximum at
\( t = t_f \), with a transfer efficiency \( \eta = P_{e,Q_2}(t = t_f)/P_{e,Q_1}(t = 0) = 0.99 \pm 0.01 \). We further characterize the state transfer by carrying out quantum process tomography [21], yielding the process matrix \( \chi \) shown inset in Fig. 3a, with a process fidelity \( \mathcal{F}_p = 0.96 \pm 0.01 \), limited by qubit decoherence. The process matrix calculated from a master equation simulation displays a small trace distance to the measured \( \chi \) matrix of \( D = \sqrt{\text{Tr}([\chi - \chi_{\text{sim}}]^2)} = 0.02 \pm 0.01 \), indicating excellent agreement with experiment.

The adiabatic protocol can also be used to generate remote entanglement between \( Q_1 \) and \( Q_2 \). With \( Q_1 \) prepared in \( |e\rangle \), we share half its excitation with \( Q_2 \) using the adiabatic protocol, by stopping the transfer at its midpoint \( t = t_f/2 \). This generates a Bell singlet state \( |\psi^-\rangle = (|eg\rangle - |ge\rangle)/\sqrt{2} \). The qubit excited state population is shown as function of time \( t \) in Fig. 3b. We further characterize the Bell state by quantum state tomography [22, 23], and the reconstructed density matrix \( \rho \) is shown inset in Fig. 3b. We find a Bell state fidelity \( \mathcal{F}_s = \langle \psi^- | \rho | \psi^- \rangle = 0.964 \pm 0.007 \), referenced to the ideal Bell singlet state \( \psi^- \), and a concurrence \( C = 0.95 \pm 0.01 \) (see [18]). The density matrix \( \rho_{\text{sim}} \) calculated from a master equation simulation shows a small trace distance to the measured \( \rho \), \( \sqrt{\text{Tr}([\rho - \rho_{\text{sim}}]^2)} = 0.01 \), indicating excellent agreement with experiment.

We explore the impact of loss on both the relay method and the adiabatic protocol, with results shown as a function of the resonant channel mode energy lifetime \( T_{1r} \) in Fig 4. For the highest level of dissipation, with \( T_{1r} = 28.7 \) ns, we measure an adiabatic transfer efficiency \( \eta = 0.67 \pm 0.01 \), even though the transfer time \( t_f \) is four times the resonant mode lifetime. The efficiency is primarily limited by loss in qubit \( Q_1 \) due to its spurious coupling loss through \( D_1 \) to the 50 \( \Omega \) load (see [18]), in good agreement with master equation simulations. Results from a simulation without the spurious coupling are plotted as black dashed lines in Fig 4a, limited by a small channel occupation due to the finite adiabaticity of the sequence. We compare these results to the relay method, where we use a weak coupling \( |g_{1,2}|/2\pi = 5.0 \) MHz to ensure the qubits only couple to a single transmission line mode; this results in a total transfer time \( 2\tau_{\text{swap}} = 100 \) ns. We find the adiabatic protocol consistently performs better than the relay method, with a \( 2.6 \times \) higher transfer efficiency \( \eta \) (2.3 \times \) reduction in transfer loss) and \( 1.5 \times \) higher process fidelity \( \mathcal{F}_p \) (2.3 \times \) reduction in process infidelity) compared to the relay method in the most dissipative case; the adiabatic protocol is primarily limited by spurious coupling loss in \( Q_1 \), while the relay method is limited by loss in the channel (see [18]).

In Fig. 4b, we display the entanglement fidelity using the adiabatic protocol with different levels of channel loss, and compare to the relay method. The adiabatic protocol outperforms the relay method in all levels of dissipation. At the highest loss level, where \( T_{1r} = 28.7 \) ns, the adiabatic protocol achieves \( 1.2 \times \) higher Bell state fidelity \( \mathcal{F}_s \) (1.5 \times \) reduction in Bell state infidelity) and \( 1.3 \times \) higher concurrence \( C \) (1.7 \times \) reduction in concurrence infidelity) compared to the relay method; the spurious-coupling-free simulation result for the adiabatic protocol is shown by the black dashed lines, limited by a small channel occupation due to the finite adiabaticity of the sequence.

In conclusion, we describe a unique experimental system in which we can explore the performance of quantum communication protocols in the presence of controllable communication loss. We demonstrate an adiabatic protocol that realizes high-fidelity transfer of quantum states and entangled Bell states, limited mostly by spurious coupling of one qubit to the controlled transmission line loss. The platform we have developed is well-suited to explore the impact of channel loss on other error-protecting quantum communication protocols, such as heralding [24–26] and entanglement distillation[27–29]. The ability to introduce controlled loss dynamically into the system opens the door to study dissipative dynamics in non-equilibrium systems, enabling approaches such as reservoir engineering [30, 31]. The adiabatic protocol demonstrated here is applicable to other quantum communication systems, for example phonon-based systems where the communication channel is significantly more lossy [6, 32, 33]. Future demonstrations could employ more advanced adiabatic protocols such as shortcuts to adiabaticity [34, 35] and composite adiabatic passage [36, 37] to further improve fidelity.
Figure 1. Experimental device. (a) Optical micrograph of the device (left), with magnified views of one qubit and its associated tunable coupler (right top), and one variable loss coupler (right bottom). (b) A simplified circuit schematic, with two superconducting qubits ($Q_1$ and $Q_2$, blue), coupled by tunable couplers ($G_1$ and $G_2$, purple) to a 0.73 m-long superconducting transmission line (orange). The transmission line is interrupted near $Q_1$ by a tunable switch. The switch comprises two tunable couplers $D_1$ (red) and $D_2$ (teal), with $D_1$ connected to an external 50 Ω load to ground (dashed box), while $D_2$ connects to the remainder of the transmission line. Complete circuit diagram and parameters are provided in [18].
Figure 2. Variable loss transmission channel. (a) Vacuum Rabi swaps between qubit $Q_1$ and four sequential resonant transmission line modes. The coupling is set to $|g_1|/2\pi = 5.0 \pm 0.1 \text{ MHz} \ll \omega_{\text{FSR}}/2\pi$. (b) Measurement of the energy lifetime $T_{1r}$ of one resonant mode in the transmission line, at 5.351 GHz, with equivalent quality factors $Q$ shown on right; inset shows pulse sequence. A $\pi$ pulse to qubit $Q_1$ puts it in the excited state, and this excitation is swapped into the resonant mode for a time $t$, after which it is recovered and the qubit $P_e$ measured. The corresponding lifetime is measured as a function of transmission line loss, controlled during the lifetime measurement using coupler $D_1$. With $D_1$ turned off, we find the intrinsic lifetime $T_{1r} = 3410 \pm 40 \text{ ns}$ (orange); with maximum loss, we find $T_{1r} = 28.7 \pm 0.2 \text{ ns}$ (blue). The standard deviation of each data point is smaller than the points. Dashed lines are results calculated with a circuit model; see [18].
Figure 3. Quantum state transfer and remote entanglement using the adiabatic protocol. (a) Adiabatic state transfer between qubits $Q_1$ and $Q_2$, measured with intrinsic loss in the transmission line. Blue (orange) circles represent excited state populations of $Q_1$ ($Q_2$) measured simultaneously at time $t$. Left inset: Control pulse sequence. The couplers are set so that coupling $g_2$ starts at its maximum with $g_1$ set to zero. Dissipation in the resonant channel mode is controlled using $D_1$, here set to zero coupling. Right inset: Quantum process tomography, yielding a process fidelity $F_p = 0.96 \pm 0.01$. (b) Adiabatic remote entanglement. Right inset shows control pulse sequence: With $Q_1$ initially prepared in $|e\rangle$, $G_1$ and $G_2$ are controlled using the adiabatic protocol to share half of $Q_1$’s excitation with $Q_2$, resulting in a Bell singlet state $|\psi^-\rangle = (|eg\rangle - |ge\rangle)/\sqrt{2}$. Blue (orange) circles represent excited state populations of $Q_1$ ($Q_2$) measured simultaneously at time $t$. Left inset: Reconstructed density matrix of the final Bell state, yielding a state fidelity $F_s = 0.964 \pm 0.007$ and concurrence $C = 0.95 \pm 0.01$. In all panels, dashed lines are from master equation simulations accounting for channel dissipation and qubit imperfections (see [18]).
Figure 4. Quantum communication in the presence of channel loss, using both the relay method and adiabatic protocol. (a) Measured transfer efficiency $\eta$ (left) and process fidelity $F_p$ (right) for the adiabatic protocol (red) and the relay method (blue), for different resonant channel mode lifetimes $T_{1r}$, with equivalent quality factors $Q$ shown on top. (b) Measured Bell state fidelity $F_s$ (left) and concurrence $C$ (right) for adiabatic protocol (red) and relay method (blue). In all panels, error bars are one standard deviation; red and blue dashed lines are from simulations including all sources of loss and black dashed lines are from a master equation simulation for the adiabatic protocol with no $Q_1$ spurious coupling loss (see [18]).
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Supplementary Materials for Remote entanglement via adiabatic passage using a tunably-dissipative quantum communication system

I. DEVICE AND EXPERIMENTAL SETUP

The experiment is carried out inside a dilution refrigerator with a base temperature below 10 mK. A detailed description of the experimental setup, as well as the process flow for the device fabrication, are provided in ref. 1. A circuit diagram is shown in Fig. S1 with detailed device parameters provided in Table S2.

![Circuit diagram for the experimental device. The qubits are in blue, their tunable couplers in purple, the two couplers making up the switch in teal and red, the transmission line in orange, and the 50 Ω load in black.]

Figure S1. Circuit diagram for the experimental device. The qubits are in blue, their tunable couplers in purple, the two couplers making up the switch in teal and red, the transmission line in orange, and the 50 Ω load in black.

A. Superconducting qubits

The superconducting qubits used in this experiment are frequency-tunable planar transmons [2, 3]. Microwave lines capacitively-coupled to each qubit are used to generate qubit rotations about the $X$ and $Y$ axes of the Bloch sphere; $Z$-axis rotations and frequency tuning of each qubit are controlled using dc flux-bias lines inductively-coupled to each qubit’s two-Josephson junction SQUID loop. To prevent spurious cross-excitations between the two qubits, the qubits are typically de-tuned from one another by 85 MHz, and each qubit’s coupler $G_1$ ($G_2$) is turned off during qubit state preparation and readout. Each qubit’s intrinsic qubit lifetime, coherence time, and idle frequency are provided in Table S2. Each qubit is read out simultaneously with the other qubit, using a dispersive single-shot readout [4, 5] via a capacitively-coupled quarter-wave coplanar waveguide resonator. We used a traveling-wave parametric amplifier [6] (MIT Lincoln Laboratories) to ensure nearly quantum-limited amplification of the readout signals. The $|g\rangle$ and $|e\rangle$ state readout fidelities for each qubit are shown in Table S2.

B. Flux-tunable couplers

The tunable coupling between each qubit and the communication channel is controlled via a galvanically-connected variable coupling $\pi$-bridge [1, 7], labeled as $G_1$ and $G_2$ in Fig. S1. A dc flux-bias line affords flux control of each coupler by changing its Josephson junction inductance. However, changes in the coupler junction inductance induces a sympathetic frequency shift in
the qubit connected to that coupler, as the inductance of the qubit is modified as well. Similarly, changes in the coupler junction inductance also shifts the transmission line frequency. We calibrate these frequency shifts for all qubit frequencies and coupling strengths used in the adiabatic transfer process. This ensures that the qubits and the channel mode remain in frequency resonance during the transfer, and that the couplings $g_1$ and $g_2$ vary precisely according to the desired sine and cosine forms described in the main text. We further note that our choice of total transfer time $t_f = 132$ ns corresponds to control pulses with $< 2$ MHz bandwidth, far below the maximum bandwidth of our control electronics (250 MHz).

C. Communication channel

The communication channel connecting the two qubits comprises a 0.73 m-long, on-chip coplanar waveguide. To suppress unwanted slotline modes, the transmission line is spanned by air-bridge crossovers every 2 mm, connecting the ground planes on either side of the transmission line [1]. Each resonant standing mode $n$ in the approximately short-circuited line can be modeled as a series $RLC$ resonant circuit with the equivalent lumped-element parameters [8].

\[
R_n = Z_0 \alpha \ell, \quad \text{(S1)}
\]
\[
L_n = \frac{1}{2} \mathcal{L} \ell, \quad \text{(S2)}
\]
\[
C_n = \frac{1}{\omega_n^2 L_n}, \quad \text{(S3)}
\]

where $Z_0 = 50 \, \Omega$ is the characteristic impedance of the line, determined by geometry and substrate, $\alpha = 0.010 \, \text{dB/m}$ is the (lossy) real part of the propagation parameter, determined from the intrinsic resonant mode lifetime $T_{1,\text{int}}$, $\mathcal{L} = 402 \, \text{nH/m}$ is the inductance per unit length, $\ell = 0.73 \, \text{m}$ is the total length, and $\omega_n = n\omega_{\text{FSR}} = n \times 2\pi \times 84 \, \text{MHz}$ is the resonant frequency of the $n$th standing mode.
D. Tunable switch

The tunable switch placed near qubit $Q_1$ and its tunable coupler $G_1$ consists of two couplers, $D_1$ and $D_2$, each comprising a DC SQUID in line with each branch of the network. These are used to control the flow of microwave signals through the coupler network. SQUID $D_1$ connects to an off-chip 50 Ω load via a wire bond connection, yielding a variable dissipative cold load to the system, while SQUID $D_2$ connects to the transmission line leading to the tunable coupler $G_2$ and qubit $Q_2$. When the SQUID plasma frequency is close to resonance with an incoming signal, the SQUID presents a high-impedance load that almost completely reflects the signal, while when the SQUID frequency is tuned well away from the signal frequency, nearly unit transmission is achieved. Independent experiments on identically-designed SQUID circuits were used to measure signal transmission though the SQUID as a function of tuning flux, and demonstrate greater than 1 GHz bandwidth with on/off ratios in excess of 35 dB [9]. The transmission dependence on bias flux as well as its frequency dependence for a typical SQUID are shown in Fig. S2.

![Figure S2](image_url)

Figure S2. Characterization of a DC SQUID tunable switch, designed identically to those used in the experiments in the main text. (a) Transmission through the SQUID tunable switch as a function of flux bias. The on and off flux settings are marked by blue and orange dashed vertical lines. Dashed lines are results from a circuit model. (b) Transmission measured as a function of frequency near 5.5 GHz for the on (blue) and off (orange) SQUID settings. These demonstrate an on/off ratio greater than 35 dB, isolation bandwidth (below -20 dB) of about 2.9 GHz, and transmission bandwidth (above -1 dB) larger than 1 GHz. The dashed line is the -20 dB transmission threshold used to define the isolation bandwidth.

II. QUANTUM STATE AND PROCESS TOMOGRAPHY

A. Readout correction

The qubit readout fidelities are displayed in Table S2. These are measured by preparing each qubit in $|g\rangle$ or $|e\rangle$ and performing measurements in the two-qubit basis, $|gg\rangle$, $|ge\rangle$, $|eg\rangle$ and $|ee\rangle$. These yield an assignment probability matrix, which is used for readout error correction through linear inversion [10, 11]. A typical assignment probability matrix is shown in Eq. S4. In the
main text, we display the qubit excited state populations, and the quantum process and state tomography fidelities, which are all corrected for measurement errors. As shown in Table S1, there is a modest difference between fidelities obtained with or without these readout corrections.

\[
M = \begin{bmatrix}
0.926 & 0.107 & 0.114 & 0.013 \\
0.040 & 0.865 & 0.005 & 0.120 \\
0.033 & 0.005 & 0.853 & 0.107 \\
0.001 & 0.023 & 0.028 & 0.759
\end{bmatrix}
\] (S4)

**B. Quantum state tomography**

We carry out quantum state tomography by applying the single tomography gates \( \{ I, R_x^\pi/2, R_y^\pi/2 \} \) and then reading out both qubits simultaneously. The density matrix is reconstructed using linear inversion to correct for measurement error and validated to ensure the resulting density matrix \( \rho \) is Hermitian, positive, and semi-definite with unit trace [10, 12]. In the experiment, \( Q_2 \)’s tomography pulse is rotated by a calibrated azimuthal angle \( \varphi \) on the Bloch sphere to account for the phase accumulated from the relative detunings of the two qubits during the transfer sequence.

**C. Quantum process tomography**

We perform quantum process tomography by preparing four representative single-qubit input states at the sending qubit, \( \{|g\rangle, (|g\rangle + |e\rangle)/\sqrt{2}, (|g\rangle + i|e\rangle)/\sqrt{2}, |e\rangle\} \), and subsequently carrying out the state transfer protocol. At the end of the transfer, we measure the resulting density matrix for the receiver qubit via quantum state tomography, and we calculate the process fidelity through linear inversion. The process matrix is validated to ensure that it is positive, Hermitian, and semi-definite with unit trace [13]. In Table S1, we show the process fidelities and trace distances obtained using the adiabatic protocol for the six dissipation settings explored in the main text.

| \( T_1c \) (ns) | Fidelity \( F_m \) | Fidelity (corrected) \( F_c \) | Trace distance \( D \) |
|-----------------|------------------|---------------------|-----------------|
| 28.7 ± 0.2      | 0.77 ± 0.01      | 0.79 ± 0.01         | 0.05            |
| 49.8 ± 0.3      | 0.80 ± 0.01      | 0.83 ± 0.01         | 0.06            |
| 101.1 ± 0.7     | 0.86 ± 0.01      | 0.87 ± 0.01         | 0.03            |
| 336 ± 3         | 0.91 ± 0.01      | 0.92 ± 0.01         | 0.03            |
| 503 ± 5         | 0.92 ± 0.01      | 0.93 ± 0.01         | 0.02            |
| 3410 ± 40       | 0.93 ± 0.01      | 0.96 ± 0.01         | 0.02            |

Table S1. Quantum process tomography for adiabatic state transfer at each dissipation level in the channel described in the main text. The measured fidelity is calculated from \( F_m = \text{Tr}(\chi_m \cdot \chi_{\text{ideal}}) \), where \( \chi_m \) is the process matrix without measurement correction, and the measurement-corrected fidelity \( F_c = \text{Tr}(\chi_c \cdot \chi_{\text{ideal}}) \), where \( \chi_c \) is corrected for readout error. The trace distance is calculated from \( D = \sqrt{\text{Tr}\left((\chi_c - \chi_{\text{sim}})^2\right)} \).
III. THEORY OF ADIABATIC STATE TRANSFER

A. State transfer via the dark state

We present here the theory for the adiabatic protocol implemented in the experiments described in the main text. We assume the three quantum systems (qubit $Q_1$, the transmission line standing mode, and qubit $Q_2$), are all frequency-resonant, and we restrict the discussion to the single-excitation subspace of this system. We can write the relevant terms in the system Hamiltonian in the rotating frame of the coupled system as

$$H/h = g_1(t)(|e0g⟩⟨g1g| + |g1g⟩⟨e0g|) + g_2(t)(|g0e⟩⟨g1g| + |g1g⟩⟨g0e|), \quad (S5)$$

where $g_1(t)$ is the time-dependent coupling between qubit $Q_1$ and the transmission line standing mode, and $g_2(t)$ that for qubit $Q_2$.

Diagonalizing the Hamiltonian reveals three instantaneous eigenstates of the coupled system:

$$|B_{±}(t)⟩ = \frac{1}{\sqrt{2}} (\sin(\theta(t))|e0g⟩ + \cos(\theta(t))|g0e⟩ ± |g1g⟩), \quad (S6)$$

$$|D(t)⟩ = \cos(\theta(t))|e0g⟩ - \sin(\theta(t))|g0e⟩, \quad (S7)$$

where the instantaneous mixing angle $\theta(t)$ is given by

$$\tan(\theta(t)) = g_1(t)/g_2(t). \quad (S8)$$

The “dark” eigenstate $|D(t)⟩$ has no occupancy in the transmission line mode and is at zero energy. The two eigenstates $|B_{±}(t)⟩$ are the so-called “bright” states, as they include photon occupancy of the transmission line mode. These states have the eigenenergies $E_{±} = \pm \hbar \bar{g}$ respectively, where $\bar{g} = \sqrt{g_1(t)^2 + g_2(t)^2}$.

The dressed eigenstates can be revealed using qubit spectroscopy. In Fig. S3, with $Q_2$ resonant with the channel mode and with fixed couplings $g_1 = g_2$, sweeping $Q_1$’s frequency through the channel mode frequency reveals three eigenstates separated in frequency by $g_{1,2}/2\pi$, as expected. A numerical simulation (Fig. S3b) correctly identifies the middle eigenstate as the dark state $|D(t)⟩$, with no occupancy in the channel, with the other two eigenstates above and below $|D(t)⟩$ identified as the two bright states $|B_{±}(t)⟩$.

The adiabatic protocol uses the dark state $|D(t)⟩$ to achieve the desired state transfer from $Q_1$ to $Q_2$ without populating the channel mode. This is achieved by using the sine and cosine time dependence for $g_1$ and $g_2$ respectively, as described in the main text, such that the dark state is $|e0g⟩$ at $t = 0$ and $|g0e⟩$ at $t = t_f$, and varies smoothly between these limits during the transfer.

B. Adiabatic condition

As the adiabatic protocol relies on remaining in the dark eigenstate throughout the transfer, the protocol needs to be executed slowly, to minimize non-adiabatic errors from coupling to the bright eigenstates. We control for this here by ensuring that integral of the two coupling functions in time satisfies [14–19]

$$\int_0^{t_f} \bar{g}(t) dt = \int_0^{t_f} \sqrt{g_1^2 + g_2^2} dt \approx 4\pi, \quad (S9)$$
Figure S3. Two-qubit coupled spectroscopy near the resonant channel mode $\omega_r/2\pi = 5.351$ GHz at two coupler settings, (a) $g_1/2\pi = g_2/2\pi = 5.9 \pm 0.1$ MHz and (b) $g_1/2\pi = g_2/2\pi = 20.0 \pm 0.1$ MHz. Upper panels are experimental measurements, lower panels are numerical simulations. $Q_2$ is set to be resonant with the channel mode and $Q_1$ is biased to frequency $\omega_r + \Delta \omega_1$, where $\Delta \omega_1$ is varied along the horizontal axis. Qubit spectroscopy is carried out by driving $Q_1$ with a weak $5 \mu s$-long pulse at each frequency $\omega_{XY}/2\pi$, then simultaneously measuring each qubit’s excited state population $P_{e,Q_1}$ and $P_{e,Q_2}$ using dispersive readout [4, 5]. The two bright states are frequency-offset from the zero-energy dark eigenstate by the coupling $\pm \bar{g}/2\pi = \pm \sqrt{g_1^2 + g_2^2}/2\pi$, which is much greater than the usual minimum threshold of $3\pi/2$ for efficient state transfer with greater than 85% efficiency [14].

We note that the simple coupling scheme adopted here keeps the effective coupling $\bar{g} = \sqrt{g_1^2 + g_2^2}$ constant, and correspondingly the energy splittings between the eigenstates are constant during the transfer. This type of coupling scheme is known as a parallel adiabatic passage (PAP) and is commonly adopted in STIRAP-like adiabatic protocol, as non-adiabatic errors are minimized by avoiding anti-level crossing points during the transfer [19, 20].

### IV. MASTER EQUATION MODEL

We model the quantum behavior of the coupled system using the multi-mode Jaynes-Cummings Hamiltonian $H$. Our simulation model comprises two qubits (lowering operators $\sigma_1, \sigma_2$) coupled to $2N + 1$ harmonic oscillator modes (lowering operators $a_n$). We can write the coupled Hamiltonian in the rotating frame of the resonant channel mode as

$$H/h = \Delta \omega_1 \sigma_1^\dagger \sigma_1 + \Delta \omega_2 \sigma_2^\dagger \sigma_2 + \sum_{n=-N}^{N} \Delta_n a_n^\dagger a_n$$  \hspace{1cm} (S10)

$$+ \sum_{n=-N}^{N} g_1(t) \left( \sigma_1 a_n^\dagger + \sigma_1^\dagger a_n \right) + \sum_{n=-N}^{N} g_2(t) (-1)^n \left( \sigma_2 a_n^\dagger + \sigma_2^\dagger a_n \right),$$  \hspace{1cm} (S11)

where $\Delta \omega_{1,2}$ are the qubit detunings from the central resonant mode $n = 0$, $\Delta_n = n\omega_{\text{FSR}}$ is the detuning of the $n$th channel mode from the $n = 0$ central mode, and $g_1(t)$ and $g_2(t)$ are the time-dependent couplings of $Q_1$ and $Q_2$ to the $n$th channel mode, assumed to be independent of $n$. This is justified by the high mode number ($\sim 64$) of the resonant channel modes used;
neighboring modes thus have similar coupling strength. We further note that even and odd channel modes have different signs for $g_2$ compared to $g_1$, owing to the parity of their wavefunctions $\psi_n(x)$\cite{21, 22}.

To simulate the time-domain evolution of our coupled quantum system, we numerically integrate the Lindblad master equation\cite{23, 24} with the Hamiltonian using the python package QuTiP \cite{25}. We account for qubit relaxation and decoherence by including the Lindblad collapse operators $\sigma_-/\sqrt{T_{1,\text{int}}}$ and $\sigma_z/\sqrt{2T_\phi}$, where $1/T_\phi = 1/T_{2,Ramsey} - 1/2T_{1,\text{int}}$. The energy lifetime of the channel modes $T_{1,r}$ is taken to be identical for all oscillator modes and is accounted for by the Lindblad collapse operators $a_n/\sqrt{T_{1,r}}$. Qubit parameters are obtained from independent qubit measurements, while $T_{1,r}$ is obtained using the method outlined in Fig. 2 of the main text. The numerical simulations include $2N + 1 = 5$ modes, each containing two Fock states $|0\rangle$ and $|1\rangle$. The coupling functions $g_{1,2}(t)$ are varied dynamically in time using the coupling described in Fig. 3 of the main text. We use this model to simulate the time evolution of $Q_1$ and $Q_2$ in Fig. 3 of the main text as well as to obtain the expected process and Bell state fidelities, which account for the finite qubit lifetime and coherence (Fig. 3, 4).

V. ADIABATIC PROTOCOL IN THE STRONG MULTI-MODE COUPLING REGIME

Using the master equation model (see above), we explore the performance of our adiabatic protocol as it approaches the strong multi-mode coupling regime, where the coupling between the qubit and the channel mode is of order the free spectral range ($\bar{g} \sim \omega_{FSR}$). We quantify the performance of the protocol by calculating the maximum transfer efficiency $\eta$ attainable at each effective coupling $\bar{g}$. The results of the simulations are shown in Fig S4. This simulation includes $2N + 1 = 15$ channel modes, each containing two Fock states $|0\rangle$ and $|1\rangle$. We did not perform numerical simulations for $\bar{g}/\omega_{FSR} > 1$, as this requires including more than 17 channel modes in the coupled Hamiltonian in Eq. (S10) for accurate simulations, consuming significant computational resources for the resulting large Hilbert space.

![Figure S4](image-url)

Figure S4. Calculated maximum transfer efficiency $\eta$ as a function of the coupling strength $\bar{g}$. In the numerical simulation, the free spectral range of the channel is kept fixed at $\omega_{FSR}/2\pi = 84$ MHz, while the effective coupling strength $\bar{g}$ is varied. For coupling strengths $\bar{g}/2\pi \gtrsim 36$ MHz, interference effects from interactions with neighboring resonant modes become significant, reducing the transfer efficiency attainable with the adiabatic protocol. Dashed line marks where $\eta = 90\%$. 
VI. SPURIOUS COUPLING OF Q$_1$ TO THE EXTERNAL LOAD

The primary source of infidelity for the adiabatic protocol is the reduced lifetime of Q$_1$ when the couplers $G_1$ and $D_1$ are both turned on, as this couples both the channel mode and the qubit to the external 50 Ω load. In the ideal case, this coupler only changes the loss in the channel; however, due to the close proximity of Q$_1$ to this coupler in the circuit, the qubit is also be coupled to the 50 Ω load. This can be understood by the simplified circuit model shown in Fig. S5a: When Q$_1$ is exactly resonant with the channel mode, the series resonance presented by the channel (represented by the series $L_r - C_r$ in the diagram) shorts the parallel load resistance $R_{L,\text{eff}}$, so there is little to no effect on the qubit. Conversely, a slight detuning of the qubit from this resonant frequency increases the $L_r - C_r$ impedance, so the external load is no longer exactly shorted and can load the qubit. This substantially reduces Q$_1$’s $T_1$ lifetime when the coupler to the load is turned on. We model this effect by first calculating the effective external load $R_{L,\text{eff}}$ at each dissipation settings in the channel mode

$$\frac{1}{T_{1r,\text{ext}}} = \frac{1}{T_{1r}} - \frac{1}{T_{1r,\text{int}}} \quad (S12)$$

$$R_{L,\text{eff}} = \frac{L_r}{T_{1r,\text{ext}}} \quad (S13)$$

Next, we calculate the equivalent impedance $Z(\Delta \omega_1)$ as seen by the qubit as a function of detuning from the channel mode (Fig. S5b). The loaded qubit lifetime $T_1$ is then given by:

$$T_1 = L_q/\text{Re}[Z(\Delta \omega_1)] \quad (S14)$$

In Fig. S5c,d, we show the calculated energy relaxation time $T_1$ of Q$_1$ due parasitic coupling to the external load at the largest loss case explored here ($T_{1r} = 28.7$ ns) using circuit parameters listed in Table S2. In Fig. S5c, we see that for the coupling $|g_1|/2\pi = 15$ MHz, a 0.4 MHz frequency detuning can reduce Q$_1$’s $T_1$ to 500 ns. We further show the coupling strength dependence of this effect assuming a constant detuning in Fig. S5d. The relaxation of Q$_1$ for each dissipation setting due to this parasitic coupling has been included in the simulation

A possible way to overcome this non-ideality and increase the transfer efficiency of the adiabatic protocol further is to decrease the total transfer time $t_f$, reducing the impact of loss from Q$_1$. However, this comes at the cost of populating the channel mode during the transfer, as a result of the reduced adiabaticity. We explore these trade-offs for the largest dissipation case explored here using the master equation model with actual device parameters outlined in Table S2. In Fig. S6, we show that a maximum transfer efficiency of $\eta = 0.73$ is possible with a $t_f = 66$ ns, 0.06 higher than the efficiency achieved in the experiment in the largest loss case, where $T_{1r} = 28.7$ ns, with a total transfer time of $t_f = 132$ ns. We also note that in Fig. S6, our choice of $t_f = 132$ ns in the experiment is a local maximum; this is not coincidental and is expected from theory. The time corresponds to the periodic return of the dark state at discrete times $t_f = (2\pi/\bar{g})\sqrt{n^2 - (1/4)^2}$ for non-zero integer $n$ [26]. For $\bar{g}/2\pi = 15$ MHz, our choice of total transfer time $t_f = 132$ ns is the $n = 2$ case.
Figure S5. (a) Electrical circuit for calculating the parasitic loading of $Q_1$ from the external 50 Ω load. The qubit is represented by the series $C_q - L_q$; the coupler by the $\pi$ bridge circuit $L_g - L_T - L_g$; the short length of transmission line to the load $R_{L,\text{eff}}$ by $L_s$; and finally the lumped model for the channel resonant mode is represented by the series $L_r - C_r$. We then transform the right-half of the circuit to an equivalent impedance $Z(\Delta \omega_1)$ as seen by the qubit (b). We use this circuit model to calculate the loaded energy relaxation times of $Q_1$ as a function of both detuning from the channel mode $\Delta \omega_1$ and coupling $|g_1|$ using circuit parameters listed in Table S2. (c) Calculated $Q_1$ relaxation times as a function of detunings from the resonant mode for the largest dissipation case ($T_{1r} = 28.7$ ns) and with coupling $|g_1|/2\pi = 15$ MHz. (d) Calculated $Q_1$ relaxation times as a function of coupling $|g_1|$ assuming a constant detuning of 0.4 MHz from the resonant mode.

Figure S6. Calculated maximum transfer efficiency as a function of transfer time $t_f$ for the largest loss case explored in the experiment, where $T_{1r} = 28.7$ ns. A maximum transfer efficiency of 0.73 occurs at transfer time of $t_f = 66$ ns, 0.06 higher than the efficiency achieved in the experiment with $t_f = 132$ ns.
VII. CONCURRENCE

The two-qubit concurrence $C$ of the Bell singlet state is calculated from the reconstructed density matrix $\rho$ using the standard definition [27, 28]:

$$C(\rho) \equiv \max\{0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4\}$$  \hspace{1cm} (S15)

where $\lambda_i$ are the square roots of the eigenvalues of the matrix $\rho(\sigma_y \otimes \sigma_y)\rho^*(\sigma_y \otimes \sigma_y)$, in descending order and $\rho^*$ is the elementwise complex conjugate of the density matrix $\rho$.

VIII. ADDITIONAL QUANTUM STATE TRANSFER AND REMOTE ENTANGLEMENT MEASUREMENTS

In Fig. S7–S10, we show additional measurements similar to those shown in Fig. 3a,b of the main text, for other dissipation settings in the channel mode. These measurements were made using both the adiabatic protocol and the relay method. Results from a master equation simulation, accounting for channel dissipation as well as qubit imperfections are shown as well.
Table S2. Device parameters for the two qubits, the flux-tunable couplers connecting each qubit to the channel, and the DC SQUID tunable couplers making up the tunable switch that couple the channel to an external 50 Ω load.
Figure S7. Quantum state transfer using the adiabatic protocol. (a) Control pulse sequence. (b-g) Adiabatic state transfer between qubits $Q_1$ and $Q_2$, measured with different dissipation settings for the resonant channel mode, quantified by the resonant mode lifetime $T_{1r}$. Blue (orange) circles represent simultaneously measured excited state populations of $Q_1$ ($Q_2$) at time $t$. (h-m) Quantum process tomography at the maximum transfer efficiency point for each dissipation setting in panels b-g. In all panels, dashed lines are the results from master equation simulations, accounting for channel dissipation and qubit imperfections.
Figure S8. Quantum state transfer using the relay method. (a) Control pulse sequence. (b-g) Quantum state transfer from $Q_1$ to $Q_2$ using the resonant channel mode as a relay, measured with different dissipation settings for the resonant channel mode, quantified by the resonant mode lifetime $T_{1r}$. Blue (orange) circles represent simultaneously measured excited state populations of $Q_1$ ($Q_2$) versus swap time $t$. (h-m) Quantum process tomography at the maximum transfer efficiency point for each dissipation setting in panels b-g. In all panels, dashed lines are the results from master equation simulations, accounting for channel dissipation and qubit imperfections.
Figure S9. Remote entanglement using the adiabatic protocol. (a) Control pulse sequence. (b-g) Reconstructed density matrix of the Bell states generated using the adiabatic protocol, measured with different dissipation settings for the resonant channel mode, quantified by the resonant mode lifetime $T_{1r}$. (h-m) Expectation values for the two-qubit Pauli operators $\langle \sigma_i \sigma_j \rangle$ for the Bell state density matrix in panels b-g. Solid lines show the expectation values for the ideal Bell singlet state $|\psi^-\rangle = (|e0\rangle - |g0\rangle) / \sqrt{2}$. In all panels, dashed lines are the results from master equation simulations, accounting for channel dissipation and qubit imperfections.
Figure S10. Remote entanglement using the relay method. (a) Control pulse sequence. (b-g) Reconstructed density matrix of the Bell states generated with the relay method, measured with different dissipation settings for the resonant channel mode, quantified by the resonant mode lifetime $T_{1r}$. (h-m) Expectation values for the two-qubit Pauli operators $\langle \sigma_i \sigma_j \rangle$ for the Bell state density matrix in panels b-g. Solid lines show the expectation values for the ideal Bell singlet state $|\psi^-\rangle = (|e0\rangle - |g0\rangle)/\sqrt{2}$. In all panels, dashed lines are the results from master equation simulations, accounting for channel dissipation and qubit imperfections.
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