A local regularity result for the relaxed micromorphic model based on inner variations
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Abstract

In this paper we study local higher regularity properties of a linear elliptic system that is coupled with a system of Maxwell-type. The regularity result is proved by means of a modified finite difference argument. These modified finite differences are based on inner variations combined with a Piola-type transformation in order to preserve the curl-structure in the Maxwell system. The result is applied to the relaxed micromorphic model.
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1 Introduction

In this paper we study local higher regularity properties of a linear elliptic system that is coupled with a system of Maxwell-type. As an application we have in mind the linear relaxed micromorphic model developed in [17, 16, 6, 21, 3]. The latter is formulated on a bounded domain Ω ⊂ R³ and reads as follows: given positive definite and symmetric material dependent coefficient tensors C_ε ∈ Lin(Sym(3), Sym(3)), C_micro ∈ Lin(Sym(3), Sym(3)) and L_c ∈ Lin(R³×3, R³×3) determine a displacement field u : Ω → R³ and a non-symmetric micro-distortion tensor P : Ω → R³×3 satisfying

0 = Div \left( C_ε \text{sym} (Du - P) \right) + f \quad \text{in } Ω, \quad (1.1)

0 = -\text{Curl} \left( L_c \text{Curl} P \right) + C_ε \text{sym} (Du - P) - C_micro \text{sym} P + M \quad \text{in } Ω. \quad (1.2)

Here, f : Ω → R³ is a given volume force density and M : Ω → R³×3 a body moment tensor. These equations need to be closed by boundary conditions. We refer to Section 4 for more information about the model and to Section 2 for details concerning the notation.

Weak solutions to this model satisfy u ∈ H¹(Ω) and P ∈ H(Curl; Ω) = \{ Q ∈ L²(Ω) | Curl Q ∈ L²(Ω) \}. Higher regularity properties of linear systems can be obtained by many different arguments. We present here a local regularity result that is based on a modified finite difference
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argument. Assuming enough regularity for the data $f$ and $M$ we show the higher local regularity $u \in H^2_{\text{loc}}(\Omega)$ and $P, \text{Curl } P \in H^1_{\text{loc}}(\Omega)$, see Theorem 3.1.

The obtained regularity result for the tensor $P$, in particular $P \in H^1_{\text{loc}}(\Omega)$, is at the same time surprising and not surprising: The bilinear form associated with (1.1)–(1.2) reads

$$a((u, P); (v, Q)) := \int_{\Omega} \langle \mathcal{C}_c \text{sym}(Du - P), \text{sym}(Dv - Q) \rangle + \langle \mathcal{C}_{\text{micro}} \text{sym } P, \text{sym } Q \rangle$$

$$+ \langle \mathcal{I}_c, \text{Curl } P, \text{Curl } Q \rangle \, dx.$$  \hfill (1.3)

From the positivity of the involved material tensors one then finds

$$a((u, P); (u, P)) \geq c \left( \|\text{sym } Du\|_{L^2(\Omega)}^2 + \|\text{sym } P\|_{L^2(\Omega)}^2 + \|\text{Curl } P\|_{L^2(\Omega)}^2 \right).$$  \hfill (1.4)

As a surprising fact it is shown in [19; 13; 12; 11] that on suitable subspaces of $H^1(\Omega) \times H(\text{Curl}; \Omega)$ the right hand side can further be estimated by generalized versions of Korn’s inequality as follows:

$$a((u, P); (u, P)) \geq c \|u\|_{H^1(\Omega)}^2 + \|P\|_{L^2(\Omega)}^2 + \|\text{Curl } P\|_{L^2(\Omega)}^2.$$  \hfill (1.5)

Hence, in particular the $L^2$-norm of the tensor $P$ and not only of its symmetric part is controlled. This coercivity estimate (see also assumption (A1) here below) is the starting point for the regularity arguments. By choosing well-adapted test functions based on modified finite differences one ultimately obtains an additional derivative (locally) in each of the terms on the right hand side of (1.4).

Let us give more details about the arguments developed in this paper: Standard proofs based on finite differences to obtain higher local regularity for elliptic PDEs (in the sense of higher differentiability in the scale of standard Sobolev spaces) start from the weak formulation of the PDE and work with test functions of the type $u_h(x) := \Delta h(v^2 \Delta hu)$, where $u \in H^1(\Omega)$ is a weak solution, $v \in C^{\infty}_0(\Omega)$ is a cut-off function, $h \in \mathbb{R}^3$ and $\Delta h(v(x) := v(x + h) - v(x)$, $\Delta h v(x) = v(x) - v(x - h)$. If $|h| > 0$ is small enough then $u_h \in H^1_0(\Omega)$, and hence, $u_h$ is an admissible test function for the weak formulation. With the help of this test function one next shows that for every $\Omega \Subset \Omega$ there is a constant $c > 0$ such that $|h|^{-1} \|u(\cdot + h) - u(\cdot)\|_{H^1(\Omega)} \leq c$ for small enough $h \in \mathbb{R}^3$. From this, by [8] Lemma 7.24 one finds $u \in H^2_{\text{loc}}(\Omega)$. To obtain such an estimate, the ellipticity/coercivity of the associated bilinear form is exploited and terms of lower order are estimated from above yielding suitable powers of $|h|$. Transferring this procedure to a bilinear form involving the Curl-term we are faced with the following problem that we explain here in a simplified setting: For vectors $p, q \in H_0(\text{curl}; \Omega, \mathbb{R}^3)$ (the completion of $C^\infty_0(\Omega, \mathbb{R}^3)$ with respect to the norm $\|p\|_{H(\text{curl}; \Omega)} = \|p\|_{L^2(\Omega)} + \|\text{curl } p\|_{L^2(\Omega)}$) let

$$a(p; q) := \int_{\Omega} \langle \text{curl } p, \text{curl } q \rangle \, dx$$

and assume that $p \in H_0(\text{curl}; \Omega)$ satisfies $a(p, q) = \int_{\Omega} \langle M, q \rangle \, dx$ for some smooth right hand side $M : \Omega \to \mathbb{R}^3$ and all $q \in H_0(\text{curl}; \Omega)$. With $q_h = \Delta h(v^2 \Delta hu)$ as above we find: $\text{curl } q_h = \Delta h(v^2 \Delta h \text{ curl } p + (\text{grad } v^2) \times \Delta h p) \in L^2(\Omega)$ and

$$a(p; q_h) = \int_{\Omega} \langle \text{curl } p, \Delta h(v^2 \Delta h \text{ curl } p + (\text{grad } v^2) \times \Delta h p) \rangle \, dx$$

$$= \int_{\Omega} v^2 |\Delta h \text{ curl } p|^2 \, dx + 2 \int_{\Omega} \langle \varphi \Delta h \text{ curl } p, (\text{grad } \varphi \times \Delta h p) \rangle \, dx.$$
Assume now that we have \( |\int_{\Omega} (M, q_h), \ dx| \leq c |h|^2 \|p\|_{H(\text{curl};\Omega)} \) with some \( M \)-dependent constant \( c > 0 \), and hence,
\[
\int_{\Omega} \phi^2 |\Delta_h \text{curl } p|^2 \ dx + 2 \int_{\Omega} \langle \phi \Delta_h \text{curl } p, (\text{grad } \phi \times \Delta_h p) \rangle \ dx \leq c |h|^2 \|p\|_{H(\text{curl};\Omega)}.
\]
(1.6)

An estimate of the type
\[
\int_{\Omega} \phi^2 |\Delta_h \text{curl } p|^2 \ dx \leq c |h|^2
\]
implies that \( \text{curl } p \in H^1_{\text{loc}}(\Omega) \). In order to obtain such an estimate, by Young’s inequality, the first factor in the second term on the left hand side of (1.6) can be absorbed in the first term so that we ultimately obtain
\[
\int_{\Omega} \phi^2 |\Delta_h \text{curl } p|^2 \ dx \leq c \left( \|\text{grad } \phi \times \Delta_h p\|^2_{L^2(\Omega)} + |h|^2 \|p\|_{H(\text{curl};\Omega)} \right).
\]
(1.7)

The problem now is that the term \( \|\text{grad } \phi \times \Delta_h p\|_{L^2(\Omega)} \) can neither be absorbed on the left hand side nor be estimated by \( c|h| \) since the latter would require \( p \in H^1(\Omega) \), which we do not have.

The main idea to circumvent this problem is to replace standard finite differences with finite differences that are based on inner variations and that involve a modified Piola transformation for \( p \), see formula (3.6) and Lemma 3.2. For such test functions, terms of the type \( \|\text{grad } \phi \times \Delta_h p\|_{L^2(\Omega)} \) do not appear.

In the context of regularity theory for nonlinear (and nonsmooth) elliptic systems, inner variations proved to be very powerful already in many different contexts and we mention here [20, 2] for regularity results in visco-plasticity, [18] for a global regularity result for weak solutions to a quasilinear elliptic equation emerging in a time-discretized plasticity-model, and [10] for the global regularity of minimizers of uniformly convex but not necessarily smooth functionals involving for example friction and being defined on domains with cracks and contact conditions. As already mentioned, for linear systems there are also many other ways to prove higher regularity of solutions. The arguments shown in this paper develop their full power in nonlinear problems and for problems formulated on domains with Lipschitz boundaries, [9].

The paper is organized as follows: In Section 2 we clarify the notation and introduce the spaces under consideration. Section 3 is devoted to the formulation of the main result, Theorem 3.1 and its proof via the modified finite differences. Finally, in Section 4 we apply the result to the above mentioned linear relaxed micromorphic model and discuss consequences for FEM approximations.

2 Notation

For vectors \( a, b \in \mathbb{R}^n \), we define the scalar product \( \langle a, b \rangle := \sum_{i=1}^n a_i b_i \), the Euclidean norm \( |a|^2 := \langle a, a \rangle \) and the dyadic product \( a \otimes b = (a_i b_j)_{i,j=1}^n \in \mathbb{R}^{n \times n} \), where \( \mathbb{R}^{m \times n} \) will denote the set of real \( m \times n \) matrices. The identity tensor on \( \mathbb{R}^{n \times n} \) will be denoted by \( \mathbb{I} \). For matrices \( P, Q \in \mathbb{R}^{m \times n} \), we define the standard Euclidean scalar product \( \langle P, Q \rangle := \sum_{i=1}^m \sum_{j=1}^n P_{ij} Q_{ij} \) and the Frobenius-norm \( \|P\|^2 := \langle P, P \rangle \). \( P^T \in \mathbb{R}^{n \times m} \) denotes the transposition of the matrix \( P \in \mathbb{R}^{m \times n} \) and for \( P \in \mathbb{R}^{n \times n} \), the symmetric part of \( P \) will be denoted by \( \text{sym } P = \frac{1}{2}(P + P^T) \in \text{Sym}(n) \). We recall the following scalar product rule for matrices \( P \in \mathbb{R}^{n \times k} \), \( Q \in \mathbb{R}^{k \times m} \) and \( R \in \mathbb{R}^{n \times m} \):
\[
\langle PQ, R \rangle = \langle P, RQ^T \rangle = \langle Q, P^TR \rangle.
\]
(2.1)
From now on we fix \( d = 3 \). Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain. Assumptions on the boundary \( \partial \Omega \) will be specified where they are needed. For a function \( u = (u^1, \ldots, u^n)^T : \Omega \to \mathbb{R}^m \) (with \( m \in \mathbb{N} \)), the differential \( Du \) is given by

\[
Du = \begin{pmatrix}
Du^1 \\
\vdots \\
Du^m
\end{pmatrix} \in \mathbb{R}^{m \times d},
\]

with \( (Du)_{k,l} = \partial_{x_l} u^k \) for \( 1 \leq k \leq m \) and \( 1 \leq \ell \leq d \) and with \( Du^k = (u^k_{x_1}, \ldots, u^k_{x_d}) \in \mathbb{R}^{1 \times d} \), while for scalar functions \( u : \Omega \to \mathbb{R} \) we also define \( \operatorname{grad} u := (Du)^T \in \mathbb{R}^{d \times 1} \). For a vector field \( w : \Omega \to \mathbb{R}^3 \), the divergence and the curl are given as

\[
\operatorname{div} w = \sum_{i=1}^3 w^i_{,x_i}, \quad \operatorname{curl} w = (w^3_{,x_2} - w^2_{,x_3}, w^1_{,x_3} - w^3_{,x_1}, w^1_{,x_2} - w^2_{,x_1}).
\]

For tensor fields \( Q : \Omega \to \mathbb{R}^{n \times 3} \) \((n \in \mathbb{N})\), \( \operatorname{Curl} Q \) and \( \operatorname{Div} Q \) are defined row-wise:

\[
\operatorname{Curl} Q = \begin{pmatrix}
\operatorname{curl} Q^1 \\
\vdots \\
\operatorname{curl} Q^n
\end{pmatrix} \in \mathbb{R}^{n \times 3}, \quad \text{and} \quad \operatorname{Div} Q = \begin{pmatrix}
\operatorname{div} Q^1 \\
\vdots \\
\operatorname{div} Q^n
\end{pmatrix} \in \mathbb{R}^n,
\]

where \( Q^i \) denotes the \( i \)-th row of \( Q \). With these definitions, for \( u : \Omega \to \mathbb{R}^m \) we have consistently \( \operatorname{Curl} Du = 0 \in \mathbb{R}^{m \times d} \).

\( C_0^\infty(\Omega) \) is the set of smooth functions with compact support in \( \Omega \). Additionally, \( L^2(\Omega) \) denotes the usual Lebesgue spaces of square integrable scalar functions, vector or tensor fields on \( \Omega \) with values in \( \mathbb{R}^d \) or \( \mathbb{R}^{m \times n} \), respectively. If needed, we will write more explicitly \( L^2(\Omega, \mathbb{R}^n) \) to indicate that we deal with \( \mathbb{R}^n \)-valued functions. The Sobolev spaces \( \mathcal{H} \) used in this paper are

\[
H^1(\Omega) = \{ u \in L^2(\Omega) \mid Du \in L^2(\Omega) \}, \quad \| u \|_{H^1(\Omega)}^2 := \| u \|_{L^2(\Omega)}^2 + \| Du \|_{L^2(\Omega)}^2,
\]

\[
H(\operatorname{curl}; \Omega) = \{ v \in L^2(\Omega; \mathbb{R}^d) \mid \operatorname{curl} v \in L^2(\Omega) \}, \quad \| v \|_{H(\operatorname{curl}; \Omega)}^2 := \| v \|_{L^2(\Omega)}^2 + \| \operatorname{curl} v \|_{L^2(\Omega)}^2,
\]

\[
H(\operatorname{div}; \Omega) = \{ v \in L^2(\Omega; \mathbb{R}^d) \mid \operatorname{div} v \in L^2(\Omega) \}, \quad \| v \|_{H(\operatorname{div}; \Omega)}^2 := \| v \|_{L^2(\Omega)}^2 + \| \operatorname{div} v \|_{L^2(\Omega)}^2.
\]

Moreover, \( H^1_0(\Omega) \) is the completion of \( C_0^\infty(\Omega) \) with respect to the \( H^1 \)-norm and \( H_0(\operatorname{curl}; \Omega) \) and \( H_0(\operatorname{div}; \Omega) \) are the completions of \( C_0^\infty(\Omega) \) with respect to the \( H(\operatorname{curl}) \)-norm and the \( H(\operatorname{div}) \)-norm, respectively. By \( H^{-1}(\Omega) \) we denote the dual of \( H^1_0(\Omega) \). Finally,

\[
L^2_{loc}(\Omega) = \{ u : \Omega \to \mathbb{R} \mid u \in L^2(\tilde{\Omega}) \text{ for all } \tilde{\Omega} \subset \Omega \},
\]

where \( \tilde{\Omega} \subset \Omega \) means that there exists \( K \) compact such that \( \tilde{\Omega} \subset K \subset \Omega \). This definition extends in a natural way to the above Sobolev spaces.

### 3 Local regularity via generalized finite differences

In a first step we study local regularity on a cube. For \( r > 0 \) and \( m, n \in \mathbb{N}, \ d = 3 \), let \( \Omega := C_r := (-r, r)^d \) denote the cube with side length \( 2r \) centered at the origin.
Given a coefficient tensor $\mathbb{A} : \Omega \to \text{Lin}(\mathbb{R}^m \times \mathbb{R}^{n \times d} \times \mathbb{R}^{m \times d} \times \mathbb{R}^{n \times d}, \mathbb{R}^m \times \mathbb{R}^{n \times d} \times \mathbb{R}^{m \times d} \times \mathbb{R}^{n \times d})$, for $u, v \in H^1(\Omega, \mathbb{R}^m)$ and $P, Q \in H(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$ we define the bilinear form

$$a((u, P); (v, Q)) := \int_\Omega \left\langle \mathbb{A}(x) \left( \begin{array}{c} u \\ v \\ P \\ Q \\ \text{Curl} P \\ \text{Curl} Q \end{array} \right) \right\rangle \ dx. \quad (3.1)$$

It is assumed that the coefficient tensor $\mathbb{A}$ and the associated bilinear form satisfy

(A1) $\mathbb{A} \in C^{0,1}(\overline{\Omega})$ and there exist constants $c \in \mathbb{R}$ and $\alpha > 0$ such that for all $u \in H^1_0(\Omega, \mathbb{R}^m)$ and $P \in H_0(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$ it holds

$$a((u, P); (u, P)) \geq \alpha \left( \|D u\|^2_{L^2(\Omega)} + \|P\|^2_{L^2(\Omega)} + \|\text{Curl} P\|^2_{L^2(\Omega)} \right) - c \|u\|^2_{L^2(\Omega)}. \quad (3.2)$$

The right hand sides shall be chosen as follows:

(A2) $f \in L^2_{\text{loc}}(\Omega, \mathbb{R}^m) \cap H^{-1}(\Omega, \mathbb{R}^m)$, $M \in H^1_{\text{loc}}(\Omega; \mathbb{R}^{n \times d}) \cap (H_0(\text{Curl}; \Omega, \mathbb{R}^{n \times d})^*)^*$, where $(H_0(\text{Curl}; \Omega, \mathbb{R}^{n \times d})^*)^*$ is the dual space of the Hilbert space $H_0(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$.

**Theorem 3.1** (Local regularity on a cube). Let $\Omega = C_r$ and assume (A1) and (A2). Let $u \in H^1(\Omega, \mathbb{R}^m)$ and $P \in H(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$ satisfy

$$a((u, P); (v, Q)) = \int_\Omega \left\langle f, v \right\rangle \ dx + \int_\Omega \left\langle M, Q \right\rangle \ dx \quad (3.3)$$

for all $v \in H^1_0(\Omega, \mathbb{R}^m)$ and all $Q \in H_0(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$. Then $u \in H^2_{\text{loc}}(\Omega; \mathbb{R}^m)$ and $P, \text{Curl} P \in H^1_{\text{loc}}(\Omega; \mathbb{R}^{n \times d})$.

The proof is based on a modified difference quotient argument. As already mentioned in the introduction, the challenge is to choose the test functions (finite differences of the solution $(u, P)$ with a suitable cut-off) in such a way that they belong to the test space $H^1_0(\Omega) \times H_0(\text{Curl}; \Omega)$ and that the curl-structure is maintained, see [38]. In particular for the $P$ component we have to modify the classical ansatizes. Instead of standard finite differences we work with differences based on inner variations and additionally transform the tensor valued function $P$ by a Curl-adapted version of the Piola-transform.

### 3.1 Preliminary information about inner variations

Let $\rho \in (0, r)$ and choose $\varphi \in C^\infty_0(C_r)$ with supp $\varphi \subset C_\rho$ and $\varphi(x) = 1$ for $x \in C_{\rho/2}$. For $h \in \mathbb{R}^d$ we define the following family of inner variations

$$T_h : \mathbb{R}^d \to \mathbb{R}^d, \quad T_h(x) = x + \varphi(x)h.$$

Obviously, we have $T_h(x) = x$ for $x \in \mathbb{R}^d \setminus C_\rho$ and

$$DT_h(x) = 1 + h \otimes \text{grad} \varphi(x), \quad \det DT_h(x) = 1 + \langle h, \text{grad} \varphi(x) \rangle.$$

There exists $h_0 > 0$ such that for every $h \in \mathbb{R}^d$ with $|h| \leq h_0$, the mapping $T_h$ is a diffeomorphism from $C_r$ onto itself, see e.g. [7]. For every $h \in \mathbb{R}^d$ with $|h| \leq h_0$ and every $x \in \mathbb{R}^d$ it further holds

$$(DT_h)^{-1}(x) = 1 - \left(1 + \langle h, \text{grad} \varphi(x) \rangle\right)^{-1} h \otimes \text{grad} \varphi(x). \quad (3.4)$$
Moreover, the following uniform estimate is valid:

\[
\sup_{|h| \leq h_0} \left( \|\det DT_h\|_{L^\infty(\mathbb{R}^d)} + \|\det(DT_h)^{-1}\|_{L^\infty(\mathbb{R}^d)} + \|T_h\|_{W^{1,\infty}(\mathbb{R}^d)} + \|T_h^{-1}\|_{W^{1,\infty}(\mathbb{R}^d)} \right) =: C_{h_0} < \infty .
\]  

(3.5)

For a function \( Q : \Omega \to \mathbb{R}^{n \times d} \) we define the Piola-type transformation

\[
T_h(Q)(x) := Q(T_h(x))DT_h(x)
\]  

(3.6)

and set \( S_h := T_h^{-1} \) and \( S_h(Q) := Q \circ S_hDS_h \) if \( |h| \leq h_0 \).

**Lemma 3.2.** For every \( h \in \mathbb{R}^d \) with \( |h| \leq h_0 \) the mapping \( T_h : H(Curl; \Omega, \mathbb{R}^{n \times d}) \to H(Curl; \Omega, \mathbb{R}^{n \times d}) \) is well defined, linear and continuous and there exists a constant \( c > 0 \) such that for all \( Q \in H(Curl; \Omega) \)

\[
\sup_{|h| \leq h_0} \left( \|T_h(Q)\|_{L^2(\Omega)} + \|Curl T_h(Q)\|_{L^2(\Omega)} \right) \leq c \left( \|Q\|_{L^2(\Omega)} + \|Curl Q\|_{L^2(\Omega)} \right). 
\]  

(3.7)

Moreover, for every \( Q \in H(Curl; \Omega, \mathbb{R}^{n \times d}) \) we have

\[
\text{Curl}(T_h(Q)) = (\det DT_h)(\text{Curl} Q) \circ T_h(DT_h)^{-T}. 
\]  

(3.8)

**Proof.** Let \( h \in \mathbb{R}^d \) with \( |h| \leq h_0 \). From (3.3), see for instance [25], we know that for every \( \psi \in C^\infty_0(\Omega; \mathbb{R}^{n \times d}) \) the identity (3.5) is satisfied for both \( T_h(\psi) \) as well as \( S_h(\psi) \). Hence, for the distributional curl of \( Q \in H(Curl; \Omega) \) and every \( \psi \in C^\infty_0(\Omega; \mathbb{R}^{n \times d}) \) we find after a transformation of coordinates \( (y = T_h(x), x = S_h(y)) \) and taking into account (2.4) and the identity (3.8)

\[
\langle \text{Curl} T_h(Q), \psi \rangle = \int_{\Omega} \langle T_h(Q), \text{Curl} \psi \rangle \, dx
\]

\[
= \int_{\Omega} \langle Q, (\text{Curl} \Psi) \circ S_h(DS_h)^{-T} \rangle \, dy
\]

\[
= \int_{\Omega} \langle Q, \text{Curl}(S_h(\psi)) \rangle \, dy = \int_{\Omega} \langle \text{Curl} Q, S_h(\psi) \rangle \, dy
\]

\[
= \int_{\Omega} \langle \det DT_h(\text{Curl} Q) \circ T_h(DT_h)^{-T}, \psi \rangle \, dx .
\]

Since by assumption \( \text{Curl} Q \) (and hence also \( (\text{Curl} Q) \circ T_h \)) belongs to \( L^2(\Omega) \), these calculations show that \( \text{Curl}(T_h(Q)) \in L^2(\Omega) \) as well and that (3.8) is satisfied. Estimate (3.7) is an immediate consequence of the identity (3.8) combined with (3.5).

With \( \rho \in (0, r) \), \( \varphi \in C^\infty_0(C_r) \) and \( T_h, S_h \) defined as above, for \( |h| \leq h_0 \) and \( w : \Omega \to \mathbb{R}^s \) we set

\[
\Delta_{T_h} w := w - w \circ T_h , \quad \Delta_{S_h} w := w - w \circ S_h(x).
\]

The next lemma recalls estimates for finite differences of functions from \( H^1(\Omega) \):

**Lemma 3.3.** There exists a constant \( c > 0 \) such that for every \( h \in \mathbb{R}^d \) with \( |h| \leq h_0 \) and every \( w \in H^1(\Omega; \mathbb{R}^m) \) we have

\[
\|\Delta_{T_h} w\|_{L^2(\Omega)} + \|\Delta_{S_h} w\|_{L^2(\Omega)} \leq c |h| \|w\|_{H^1(C_r)} .
\]  

(3.9)

Moreover, let \( \Delta_{S_h}^* : H^{-1}(\Omega, \mathbb{R}^m) \to H^{-1}(\Omega, \mathbb{R}^m) \) denote the adjoint operator of \( \Delta_{S_h} \) given by

\[
\langle \Delta_{S_h}^*(f), v \rangle := \langle f, \Delta_{S_h}(v) \rangle \quad \text{for all } v \in H^1_0(\Omega, \mathbb{R}^m).
\]

Then there exists a constant \( c > 0 \) such that for every \( f \in L^2_{loc}(\Omega; \mathbb{R}^m) \cap H^{-1}(\Omega, \mathbb{R}^m) \) and every \( h \in \mathbb{R}^m \) with \( |h| \leq h_0 \) it holds

\[
\|\Delta_{S_h}^*(f)\|_{H^{-1}(\Omega; \mathbb{R}^m)} \leq c |h| \|f\|_{L^2(C_r)} .
\]  

(3.10)
Proof. Estimate (3.9) follows by density of $C^\infty(\Omega)$ in $H^1(\Omega)$ and taking into account that $\text{supp}(\text{id} - T_h) \subset \overline{C_\rho}$. Estimate (3.10) is immediate by duality.

3.2 Proof of Theorem 3.1

Let $(u, P) \in H^1(\Omega; \mathbb{R}^m) \times H(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$ be given as in Theorem 3.1. We define

$$u_h := \triangle S_h(\triangle T_h u),$$

$$P_h := (1 - S_h)((1 - T_h)P).$$

(3.11) (3.12)

Clearly, $u_h \in H^1(\Omega; \mathbb{R}^m)$ and thanks to Lemma 3.4 we have $P_h \in H(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$. Moreover, since $T_h(x) = x$ on $\mathbb{R}^d \setminus C_\rho$, it holds $\text{supp}(u_h, P_h) \subset C_\rho$ which implies that $(u_h, P_h) \in H^1_0(\Omega, \mathbb{R}^m) \times H_0(\text{Curl}; \Omega, \mathbb{R}^{n \times d})$. Hence, these functions are admissible test functions for the weak formulation (3.3) implying that for all $h \leq h_0$ we have

$$a((u, P); (u_h, P_h)) = \langle f, u_h \rangle + \langle M, P_h \rangle.$$  

(3.13)

The aim is to derive estimate (3.21), from which the regularity result ensues. The first term on the right hand side of (3.13) can be estimated based on assumption (A2) and Lemma 3.3:

$$\langle f, u_h \rangle_{H^{-1}(\Omega), H^1_0(\Omega)} = \langle \delta_{S_h} f, \triangle T_h u \rangle_{H^{-1}(\Omega), H^1_0(\Omega)} \leq \| \delta_{S_h} f \|_{H^{-1}(\Omega)} \| \triangle T_h u \|_{H^1(\Omega)} \leq c |h| \|f\|_{L^2(C_\rho)} \| \triangle T_h u \|_{H^1(\Omega)}.$$  

(3.14)

Let us emphasize that the constant $c > 0$ does not depend on $h$ or $f$ (but of course on $\rho, \varphi$).

The second term on the right hand side of (3.13) is estimated in a similar way using again (A2): With $Q_h := (1 - T_h)P$ and after a transformation of coordinates

$$\langle M, (1 - S_h)(1 - T_h)P \rangle_{H^1_0(\text{Curl}; \Omega), H^1_0(\text{Curl}; \Omega)} = \int_\Omega \langle M - (\det DT_h)(M \circ T_h)(DT_h)^{-T}, Q_h \rangle \, dx$$

The assumption that $M \in H^1_{\text{loc}}(\Omega)$ and the structure of $T_h$ imply that

$$\| M - (\det DT_h)(M \circ T_h)(DT_h)^{-T} \|_{L^2(\Omega)} \leq \| M - M \circ T_h \|_{L^2(C_\rho)} + \| M \circ T_h (\mathbb{1} - \det DT_h)(DT_h)^{-T} \|_{L^2(C_\rho)} \leq c |h| \| M \|_{H^1(C_\rho)}$$

with a constant $c$ that is independent of $h$ and $M$. Hence,

$$\| \langle M, (1 - S_h)(1 - T_h)P \rangle_{H^1_0(\text{Curl}; \Omega), H^1_0(\text{Curl}; \Omega)} \|_{L^2(\Omega)} \leq c |h| \| M \|_{H^1(C_\rho)} \| (1 - T_h)P \|_{L^2(\Omega)}.$$  

(3.15)

In order to estimate the left hand side of (3.13) let $w_h := \triangle T_h u$ and $Q_h := (1 - T_h)P$. Observe that $w_h = \triangle S_h(\triangle T_h u) = w_h - w_h \circ S_h$ and $P_h = (1 - S_h)((1 - T_h)P) = Q_h - S_h Q_h$. Hence,

$$a((u, P); (u_h, P_h)) = a((u, P); (w_h, Q_h)) - a((u, P); (w_h \circ S_h, S_h Q_h)).$$  

(3.16)

In the next step, we rewrite the second term on the right hand side. For $v, w \in H^1(\Omega, \mathbb{R}^m)$,
\( Q, R \in H(\text{curl}; \Omega, \mathbb{R}^{n \times d}) \), we define
\[
a_h((v, R); (w, Q)) = \int_\Omega \det D_h(\mathcal{A} \circ T_h) \begin{pmatrix} v \\ R D T_h^{-1} \\ Dv D T_h^{-1} \\ \frac{1}{\det D_h} (\text{curl} R)(DT_h)^T \end{pmatrix} \begin{pmatrix} w \\ Q D T_h^{-1} \\ Dw D T_h^{-1} \\ \frac{1}{\det D_h} (\text{curl} Q)(DT_h)^T \end{pmatrix} \, dx \]
\[
\equiv \int_\Omega \left\langle A_h(x) \begin{pmatrix} v \\ R \nu \\ \text{curl} \end{pmatrix}, \begin{pmatrix} w \\ Q \nu \\	ext{curl} Q \end{pmatrix} \right\rangle \, dx.
\]

Direct calculations based on the transformation \( x = S_h(y) \) and on the identity (3.18), then yield
\[
a((u, P); (w_h \circ S_h, S_h(Q_h))) = a_h((u \circ T_h, T_h(P)); (w_h, Q_h)). \tag{3.17}
\]

With this, identity (3.16) can be rewritten as
\[
a((u, P), (w_h, P_h)) = a((u, P), (w_h, Q_h)) - a((u, P), (w_h \circ S_h, S_h(Q_h)))
\[
= a((u, P), (w_h, Q_h)) - a_h((u \circ T_h, T_h(P)); (w_h, Q_h))
\[
= a((w_h; Q_h); (w_h, Q_h)) + a((u \circ T_h, T_h(P)); (w_h, Q_h)) - a_h((u \circ T_h, T_h(P)); (w_h, Q_h)). \tag{3.18}
\]

Due to the coercivity assumption (A1) the first term is estimated as follows
\[
a((w_h, Q_h); (w_h, Q_h)) \geq a \left( \|\Delta T_h u\|_{H^1(\Omega)}^2 + (1 - T_h)(P)\|_{H^1(\Omega)}^2 \right) - c |h|^2 \|u\|_{H^2(\Omega)}^2 \tag{3.19},
\]
where we have also used that \( u \in H^1(\Omega, \mathbb{R}^m) \). The constant \( c \) is independent of \( u, P, h \) but depends on \( \rho \) and the chosen cut-off function \( \varphi \).

In order to estimate the last two terms in (3.18), observe first that thanks to assumption (A1) and the special structure of \( DT_h \) there exists a constant \( c > 0 \) such that for all \( |h| \leq h_0 \) we have
\[
\|A_h - A\|_{L^\infty(\Omega)} \leq c |h| \|A\|_{C^{0,1}(\Omega)}.
\]

Hence,
\[
|a((u \circ T_h, T_h(P)); (w_h, Q_h)) - a_h((u \circ T_h, T_h(P)); (w_h, Q_h))| \\
\leq c |h| \left( \|u\|_{H^1(\Omega)} + \|P\|_{H(\text{curl}; \Omega)} \right) \left( \|\Delta T_h u\|_{H^1(\Omega)} + (1 - T_h)(P)\|_{H(\text{curl}; \Omega)} \right), \tag{3.20}
\]

where we also applied estimate (3.17).

Combining estimates (3.14), (3.15), (3.19) and (3.20) and applying Young’s inequality on the right hand side (in order to absorb the terms \( \|\Delta T_h u\|_{H^1(\Omega)} \) and \( (1 - T_h)(P)\|_{H(\text{curl}; \Omega)} \) into the left hand side) we finally obtain:
\[
\|\Delta T_h u\|_{H^1(\Omega)}^2 + (1 - T_h)(P)\|_{H(\text{curl}; \Omega)}^2 \\
\leq c |h|^2 \left( \|f\|_{L^2(C_{\rho/2})} + \|M\|_{H^1(C_{\rho/2})} + \|u\|_{H^1(\Omega)} + \|P\|_{H(\text{curl}; \Omega)} \right)^2, \tag{3.21}
\]
which is the desired local regularity estimate. Indeed, from the previous estimate it follows that
\[
\sup_{h \in \mathbb{R}^n \setminus \{0\}, \|h\| \leq h_0} |h|^{-1} \left( \|u(\cdot + h) - u(\cdot)\|_{H^1(C_{\rho/2})} + \|P(\cdot + h) - P(\cdot)\|_{H(\text{curl}; C_{\rho/2})} \right) \\
\leq c \left( \|f\|_{L^2(C_{\rho/2})} + \|M\|_{H^1(C_{\rho/2})} + \|u\|_{H^1(\Omega)} + \|P\|_{H(\text{curl}; C_{\rho/2})} \right),
\]
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implying that \( u \in H^1(C_{\rho/2}) \) and \( P, \text{Curl} \; P \in H^1(C_{\rho/2}) \), see for instance [5] Lemma 7.24.

The above reasoning can be repeated for arbitrary cubes \( C_{\rho}(x_0) := \{ x \in \mathbb{R}^d \mid \| x - x_0 \|_\infty < \rho \} \) that are compactly embedded in \( \Omega \), which ultimately finishes the proof of Theorem 3.1.

### 4 Application to the relaxed micromorphic model

The relaxed micromorphic model [17 16 6 21 5] is a special variant of the classical Mindlin-Eringen micromorphic elasticity model [14 5]. It features the classical three translational degrees of freedom – the displacement \( u : \Omega \to \mathbb{R}^3 \) – as well as nine additional degrees of freedom – the non-symmetric micro-distortion \( P : \Omega \to \mathbb{R}^{3 \times 3} \). Contrary to the classical micromorphic model, the curvature part does not consider the full gradient \( D \in \mathbb{R}^{3 \times 3} \times 3 \), but only the matrix \( \text{Curl} \; P \) (hence the name ”relaxed”).

Let \( C_e \in \text{Lin} (\text{Sym}(3), \text{Sym}(3)) \), \( C_{\text{micro}} \in \text{Lin} (\text{Sym}(3), \text{Sym}(3)) \) and \( L_c \in \text{Lin} (\mathbb{R}^{3 \times 3}, \mathbb{R}^{3 \times 3}) \) all be symmetric and positive definite. The model reads as follows: given an external body force density \( f : \Omega \to \mathbb{R}^3 \) and a body moment tensor \( M : \Omega \to \mathbb{R}^{3 \times 3} \) find a displacement field \( u : \Omega \to \mathbb{R}^3 \) and a micro-distortion tensor \( P : \Omega \to \mathbb{R}^{3 \times 3} \) satisfying

\[
0 = \text{Div} \left( C_e \; \text{sym}(D u - P) \right) + f \quad \text{in} \; \Omega,
\]
\[
0 = - \text{Curl} \left( L_c \; \text{Curl} \; P \right) + C_e \; \text{sym}(D u - P) - C_{\text{micro}} \; \text{sym} \; P + M \quad \text{in} \; \Omega.
\]

This system needs to be closed by boundary conditions. In this system, the equations of linear elasticity are coupled with a matrix valued Maxwell-type problem. The curvature constitutive tensor \( L_c \) introduces a characteristic length in the model such that smaller samples are stiffer. The interest of such type of modelling derives from the need to describe micro-structured materials with a continuum model. Here, we only consider the more challenging case with symmetric force-stress tensor \( \sigma = C_e \; \text{sym}(D u - P) \), i.e. zero Cosserat couple moduli \( C_c \). In the dynamic case the relaxed micromorphic model has shown its unique capability to phenomenologically describe frequency-band gaps for periodic structures [23, 24]. Another strong point of the model, unknown for other generalised continuum models, is that the size-independent tensors \( C_e \) and \( C_{\text{micro}} \) can be directly interpreted [15]. We refer to [6, 22] for the discussion of dynamic versions of this model.

The bilinear form associated with this model is given by

\[
a((u, P); (v, Q)) := \int_{\Omega} \langle C_e \; \text{sym}(D u - P), \text{sym}(D v - Q) \rangle + \langle C_{\text{micro}} \; \text{sym} \; P, \text{sym} \; Q \rangle
\]
\[+ \langle L_c \; \text{Curl} \; P, \text{Curl} \; Q \rangle \; dx, \quad (4.1)
\]

and is defined for \( u, v \in H^1(\Omega; \mathbb{R}^3) \) and \( P, Q \in H(\text{Curl}; \Omega; \mathbb{R}^{3 \times 3}) \). This bilinear form satisfies condition (A1) for every bounded Lipschitz domain \( \Omega \subset \mathbb{R}^3 \), which is a consequence of [17] in combination with the incompatible Korn’s inequality discussed in [19 13 12 11].

Let now \( \Omega \subset \mathbb{R}^3 \) be a bounded domain with a Lipschitz boundary. Thanks to the coercivity of the bilinear form [17 11], by the Lax-Milgram Theorem for every \( f \in H^{-1}(\Omega; \mathbb{R}^3) \) and \( M \in (H_0(\text{Curl}; \Omega; \mathbb{R}^{3 \times 3}))^* \) there exist unique functions \( u \in H^1_0(\Omega, \mathbb{R}^3) \) and \( P \in H_0(\text{Curl}; \Omega; \mathbb{R}^{3 \times 3}) \) that satisfy

\[
\forall (v, Q) \in H^1_0(\Omega; \mathbb{R}^3) \times H_0(\text{Curl}; \Omega; \mathbb{R}^{3 \times 3}) \quad a((u, P); (v, Q)) = (f, u) + (M, Q).
\]
In [28, 29], finite element formulations for this problem have been investigated. From the latter derives the need to exactly understand with what kind of regularity beyond $H^1(\Omega) \times H(\text{Curl}; \Omega)$ one can work. As an immediate consequence of Theorem 3.1 one obtains

**Theorem 4.1.** Let $f \in L^2_{\text{loc}}(\Omega, \mathbb{R}^3)$ and $M \in H^1_{\text{loc}}(\Omega; \mathbb{R}^{3 \times 3})$. Then the weak solution pair $(u, P)$ satisfies $u \in H^2_{\text{loc}}(\Omega)$ and $P, \text{Curl} P \in H^1_{\text{loc}}(\Omega)$.

This allows, in the smooth case, to just use standard $H^1$-elements, avoiding the more demanding implementation of Nédélec - $H(\text{Curl}; \Omega)$ elements, see [26, 29, 27] for a discussion of the latter approach.

## A Some formulas from vector calculus

In this section we collect formulas from vector calculus adapted to the notation/definitions in Section 2. Let $\Omega, \tilde{\Omega} \subset \mathbb{R}^n$ be bounded domains, $v : \Omega \to \mathbb{R}$, $f : \Omega \to \mathbb{R}^m$, $A : \Omega \to \mathbb{R}^{n \times m}$ smooth functions. Then the following product rules involving the divergence operator are valid:

$$\text{div}(vf) = \langle \text{grad} v, f \rangle + v \text{div} f, \quad \text{div}(Af) = \langle \text{Div}(A^T), f \rangle + \langle A^T, Df \rangle. \quad (A.1)$$

For diffeomorphisms $\Phi : \Omega \to \tilde{\Omega}$ and tensor valued functions $A : \Omega \to \mathbb{R}^{k \times n}$ the (contravariant) Piola transform is defined as, [4]:

$$\mathcal{P}_\Phi(A) : \tilde{\Omega} \to \mathbb{R}^{k \times n}, \quad \mathcal{P}_\Phi(A) := (\det D\Phi) A \circ \Phi (D\Phi)^{-T},$$

and we have

$$\text{Div} \mathcal{P}_\Phi(A) = \det D\Phi (\text{Div} A) \circ \Phi,$$

which is a consequence of the Piola identity $\text{Div} \left((\det D\Phi)(D\Phi)^{-T}\right) = 0$ and (A.1), [4]. The covariant Piola transform is defined as follows for tensor valued functions $A : \Omega \to \mathbb{R}^{k \times n}$:

$$\mathcal{Q}_\Phi(A) : \tilde{\Omega} \to \mathbb{R}^{k \times n}, \quad \mathcal{Q}_\Phi(A) := (A \circ \Phi) D\Phi \quad (A.2)$$

For $n = 3$ (and $k \in \mathbb{N}$) the following identity is valid, [25]:

$$\text{Curl}(\mathcal{Q}_\Phi(A)) = \det D\Phi ((\text{Curl} A) \circ \Phi) (D\Phi)^{-T} \quad (A.3)$$
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