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Abstract. Markov decision processes are typically used for sequential decision making under uncertainty. For many aspects however, ranging from constrained or safe specifications to various kinds of temporal (non-Markovian) dependencies in task and reward structures, extensions are needed. To that end, in recent years interest has grown into combinations of reinforcement learning and temporal logic, that is, combinations of flexible behavior learning methods with robust verification and guarantees. In this paper we describe an experimental investigation of the recently introduced regular decision processes that support both non-Markovian reward functions as well as transition functions. In particular, we provide a tool chain for regular decision processes, algorithmic extensions relating to online, incremental learning, an empirical evaluation of model-free and model-based solution algorithms, and applications in regular, but non-Markovian, grid worlds.
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1 Introduction

Sequential decision making under uncertainty, often simply denoted by its core algorithmic subfield reinforcement learning (RL) [36,39,34], has been showing a huge amount of progress the last decades. Among the recent breakthroughs is the progression of DeepMind’s RL methods solving the board game Go [32], chess, Atari computer games, the real-time strategy game StarCraft II, and lately chip design [26]. The algorithms employ combinations of (Monte Carlo) planning and value function approximation using deep neural networks.

Underlying typical RL systems is the Markov decision process (MDP) [30] in which states carry all necessary information to choose (optimal) actions. The Markov property dictates that given the present, the future is independent of the past. To scale to more complex problems, one can exploit structure in the space of state(-action) spaces, or policies or value functions, to utilize abstractions and approximations, for example as value function approximation, state space abstractions [37], and hierarchical decompositions, cf. [36]. Many current deep RL algorithms too assume the environment behaves as an MDP [38].

To scale to larger problems, the Markov property is no longer adequate, and one may require dependence on a history of events and observations. For example, consider a robotic waiter working in a restaurant. It needs to deliver food and
beverages to tables, but only after it has been requested by guests, and at the end the guests need to pay the price of the items delivered earlier. However, keeping a history of every possible event that ever occurred soon becomes practically infeasible. One well-known class of non-Markov MDP extensions is the partially observable MDP [33] in which the current state can be represented as a probability distribution over (latent) state features, denoted a belief state. Despite the existence of effective POMDP algorithms, many in robotics domains, the general class of POMDPs is computationally much more complex than MDPs, it is not easy to decide what the belief state should include exactly, and how much history should be included, and updating and interpreting the belief states is non-trivial.

A prominent RL direction [23] is to model dependence on the arbitrary past explicitly resulting in non-Markovian variants of MDPs. Inspired by seminal work [3] the idea is to utilize modern logical languages such as linear temporal logic [29] to represent goals and reward functions over past traces, and to employ formal computer science techniques (e.g. automata, verification and model-checking) in decision making. A core idea here is to compile a temporal specification of a reward function into an automaton that monitors the fulfillment of the temporal formula. Monitors allow for compiling the original non-Markov problem back into the MDP framework such that all existing algorithms, including deep RL, can be employed. This fruitful marriage of RL and formal verification combines flexible behavior learning algorithms with formal performance guarantees.

One motivation for employing temporal logic in RL comes from the ability to elegantly specify complex reward structures as in the waiter example, where earnings depend on an ordered series of events in the history. Another, more general, motivation is the need to constrain RL behaviors using (declarative) knowledge about which behaviors are desired or considered safe [15], for example to teach an autonomous car how to drive while still obeying traffic rules. Transparent safety of learned behaviors is often part of a general desire for AI systems to behave responsibly and explainable [28,24,19].

In this paper we empirically investigate algorithmic variations in one of the most recently introduced models, regular decision processes (RDP) [6], in which reward functions and transition functions can be specified using temporal logic. We employ RDPs specifically for grid worlds, which are archetypical problem scenarios in RL and allow for focused experimentation with new representations and algorithms. More specifically, our contributions are i) a novel tool chain implementing RDPs, utilizing existing algorithms and tools for RL and model checking, ii) an empirical investigation of the recently introduced RDPs in grid worlds, iii) algorithmic RL extensions to learn RDP behaviors based on Monte Carlo value estimation and incremental (online) compilation of RDPs, and iv) initial steps towards an (empirical) investigation of the trade-offs between temporal logical specifications and the complexity of learning. The paper is organized as follows: we first provide all necessary background in the next section, after which we discuss our approach in Section 3 then we continue with an extensive experimental evaluation in Section 4 and we conclude in Section 5.
2 Background

Here we will formalize MDPs and basic solution algorithms, after which we introduce non-Markov reward functions and their corresponding temporal logic formalizations. Furthermore we introduce the general compilation of logical specifications into automata functioning as monitors that can be combined with the original MDP into extended MDPs, which can be solved using off-the-shelf solution methods. In addition, we describe automata-based shaping techniques to deal with the resulting sparse MDPs. Last we introduce RDPs, which support non-Markovian aspects in both reward and transition functions.

2.1 Markov Decision Processes

An MDP $M$ is a tuple $M = \langle S, A, T, R \rangle$, where $S$ is the set of states, $A$ the set of actions, $T : S \times A \times S \to [0, 1]$ the transition function yielding a transition probability and $R : S \times A \times S \to \mathbb{R}$ the real-valued reward function. Actions only applicable in state $s$ are denoted $a \in A(s)$. A policy maps to each state $s \in S$ an action $a \in A$ and is denoted $\pi$. Additionally, a discount factor $\gamma \in [0, 1]$ is used to discount rewards obtained in the future.

As said, MDPs adhere to the Markov Property: given the present $(s_t)$, the future $(s_{t+1})$ is independent on the past $(s_{t-1})$. In other words, everything that is needed to learn from the past is embedded in the present state $s_t$. The Markov Property holds for all states $s \in S$ and is formally expressed as:

$$p(s_{t+1}|s_t) = p(s_{t+1}|s_1, s_2, \ldots, s_t)$$

A labelling function $L : S \to 2^P$, where $P$ is a finite set of atomic propositions and $S$ the set of states enables a state representation using features.

Solving an MDP comprises computing an optimal policy. A policy is optimal if it maximizes the expected discounted sum of rewards for every state $s \in S$. Methods for solving decision making problems are generally divided into model-based and model-free methods [34]. Model-based methods, generally called dynamic programming (DP), can employ the full model ($T$ and $R$) to plan optimal sequences of actions. Model-free methods, generally called reinforcement learning (RL), do not have knowledge of the model and require sampling, i.e. trial-and-error learning and use that experience to find optimal policies.

Dynamic Programming (DP) methods such as value and policy iteration find optimal policies typically by employing a value function that expresses for each state how good is it for the agent to be in that particular state, and it represents the (expected) discounted future reward that can be obtained from that state, by employing a particular policy. The equation used to calculate a state value is known as the Bellman Equation, which formalizes how a state’s value, denoted $v(s)$, is evaluated in terms of expected returns, expressing a relationship between the value of a state and the values of its successor states. DP algorithms use it iteratively to update the value of all states until convergence to the optimal value.
function $v^*(s)$ using the following Bellman Optimality Equation:

$$v^*(s) = \max_{a \in A} \sum_{s' \in S} T(s'|s,a) \left[ R(s,a,s') + \gamma v^*(s') \right]$$

An optimal action $a$ for $s$ is computed using $v^*(s)$, $T$ and $R$.

Where DP methods are concerned with computing a value function, RL tries to learn value functions using returns obtained from interaction with the MDP. In order to find a policy in absence of a model, one needs the state-action value for each action $a \in A$ in state $s \in S$, denoted $q(s,a)$, in order to determine the best policy. A straightforward extension of the previous update rule results in

$$q^*(s,a) = \sum_{s' \in S} T(s'|s,a) \left[ R(s,a,s') + \gamma \max_{a' \in A} q^*(s',a') \right].$$

One-step RL algorithms employ it to update action-values after each step in the environment and select their actions based on $\pi^*(s) = \arg \max_a q(s,a)$.

In addition to bootstrapping methods above, where values of states (and actions) are computed using other values, one can employ more unbiased estimation methods for model-free RL such as Monte Carlo estimation (MC) in which a value is estimated based on the average return of full sample traces in the MDP, cf. [34]. In Section 3 we employ MC as our model-free RL algorithm for RDPs.

### 2.2 Non-Markovian Decision Processes

If rewards depend on more than just the current state, we end up with Non-Markovian Reward Decision Processes (NMRDPs) [3], a subset of Non-Markovian Decision Processes (NMDPs). Temporal logic can be used to specify the conditions under which reward is obtained. As with MDPs, the states of an NMRDP can be enhanced by labelling function $L : S \rightarrow 2^P$ and propositions $P$, where each state $s \in S$ is a valuation over $P$, thus $s \in 2^P$.

Formally, an NMRDP is denoted as the tuple $M = \langle S, A, T, \bar{R} \rangle$, where $S$, $A$ and $T$ are as in an MDP, and $\bar{R}$ is defined as $\bar{R} : (S \times A)^* \rightarrow \mathbb{R}$. In words, the reward is specified as a real-valued function over finite state-action sequences, or traces, where a trace captures the history of states and is denoted $h = \langle s_0, \ldots, s_k \rangle$. Because the reward is now dependent on the full history, it no longer fits to define state or state-action values as before. Instead, a temporally extended reward function for a given trace $h$ and reward formulae $\varphi$ is [4]:

$$\bar{R}(h) = \sum_{1 \leq i \leq n : h \models \varphi_i} r_i$$

where the set of pairs $\{(\varphi_i, r_i) \mid 1 \leq i \leq n\}$ is assumed to be specified for $\bar{R}$. That is, an agent receives reward $r_i$ at state $s \in S$ of trace $h$ that satisfies temporal formula $\varphi_i$. The value of a trace $h$ is in turn defined as the accumulation of rewards obtained during trace traversal, possibly discounted by discount factor $\gamma$ [4]. The value of such a trace can now formally be defined as follows:

$$v(h) = \sum_{k=1}^{\left\lfloor \frac{|h|}{k} \right\rfloor} \gamma^{k-1} \bar{R}(\langle h(1), h(2), \ldots, h(k) \rangle)$$
where discount factor $\gamma \in [0, 1]$ as usual and $h(k)$ denotes the pair $(s_{k-1}, a_k)$. Because NMRDPs define the value of traces instead of individual states, a policy no longer maps states to actions as before. Instead, a policy for an NMRDP is a mapping from histories to actions. The value of a policy in terms of expected return thus becomes the expected discounted sum of rewards over a possibly infinite amount of traces. The distribution over traces is defined by the initial state $s_0$, the transition function $T$ and policy $\pi$. The expected value of infinite traces can formally be defined as $v_\pi(s) = E_{h \sim M, \pi, s_0} v(h)$.

2.3 Temporal Logic, Automata and Product MDPs

Temporal logic to express non-Markovian aspects has a history containing, e.g., Linear Temporal Logic (LTL). It uses the standard Boolean connectives of propositional logic, i.e. $\land$, $\lor$ and $\neg$, with the addition of temporal connectives $G$ (always), $F$ (eventually), $X$ (next) and $U$ (until). More recent variations restrict to finite traces: Linear Temporal Logic over Finite Traces, denoted LTL$_f$, and Linear Dynamic Logic over Finite Traces which allows for regular expressivity. Using LTL$_f$, goals can be as expressive as regular expressions while at the same time providing a more attractive specification syntax. Formally, LTL$_f$ formulae $\phi$ can be built using an atomic property $tt$ for the logical true, a propositional formula $\varphi$ and a path expression $\rho$, which is a regular expression over propositional formulae $\varphi$. In addition to regular expression constructs, $\rho$ uses a test construct $\varphi?$, indicating to only continue evaluation when $\varphi$ evaluates to true. The LTL$_f$ formalism, as presented by [12], is expressed in Equations (2) and (3).

$$\varphi ::= tt | \neg \varphi | \varphi_1 \land \varphi_2 | \langle \varphi \rangle \varphi$$  \hspace{1cm} (2)

$$\rho ::= \varphi | \varphi? | \varphi_1 + \varphi_2 | \varphi_1; \varphi_2 | \varrho*$$  \hspace{1cm} (3)

Intuitively, one may interpret LTL$_f$ formula $\langle \rho \rangle \varphi$ as stating that, from the current step in the trace, there exists at least one (cf. $\exists$) execution path that satisfies regular expression $\rho$ such that the last step in the trace satisfies $\varphi$. Conversely, $[\rho] \varphi$ states that, from the current step in the trace, all (cf. $\forall$) execution paths satisfying regular expression $\rho$ are such that the last step in that execution path satisfies $\varphi$. For example, to formalize the property of a robotic waiter to always serve guests after they have placed an order, the formula $[true*](\text{order} \rightarrow \langle true*; served \rangle)end$ can be used.

Temporal formulae specified using LTL$_f$ can be compiled into Deterministic Finite Automata (DFA) [4]. Formally, a DFA for formula $\varphi$ is denoted $A_\varphi = \langle 2^P, Q, \delta, F, q_0 \rangle$, where $2^P$ is the input alphabet containing all truth assignments to propositions in $P$, $Q$ is the state space, $\delta$ the transition function, $F$ the set of accepting states and $q_0$ the initial state.

Core properties that can be expressed in LTL$_f$ are safety and liveness [12]. A safety property is used to indicate that something bad should never happen, or something good always holds, and can be expressed as $[true*](c*)end$, where $c$ indicates the good condition and the asterisk (*) indicates $c$ holds at every step.
Fig. 1: (left) Automata for LDLf formulae: a) \([true^*](c^*)end\), b) \((true^*; c; true^*)end\) (right) A grid world modeled as an RDP

up until and including the last step of the trace. That is, \textit{until the end of the trace}, \(c\) holds. Conversely, a liveness property indicates that some condition should be met \textit{before the end of the trace} and can be expressed as \((true^*; c; true^*)end\), where \(c\) is the condition to be met. In words, \textit{eventually before the end of the trace}, \(c\) holds. Figures 1a and 1b visualize this.

Solving an NMRDP \(M = \langle S, A, T, \{(\varphi_i, r_i)_{i=1}^m\}\rangle\), with temporal formulae \(\varphi_i\) and \(r_i\) the corresponding rewards, is tackled by formulating the \textit{extended} MDP \(M'\) as \(M' = \langle S', A, T', R'\rangle\) that is \textit{equivalent} to \(M\) in the sense that states can be mapped in such a way that the mapping yields identical transition probabilities for \(T\) and \(T'\). Each formula \(\varphi_i\) is compiled into an equivalent automaton, as in Figures 1a and 1b and the \textit{cross-product} between the original NMRDP \(M\) and these automata is computed, resulting in the extended MDP \(M'\). Some straightforward choices should still be made about discounting to prevent infinite reward exploitation and whether rewards belonging to a formula \(\varphi\) can be obtained only once or multiple times. We omit formal details of this standard construction (but cf. [4,21]) and refer here to an example later in this paper: Figure 5 shows a grid world MDP where a red square needs to be avoided, something which is specified using the LDLf formula \(\varphi \equiv [true^*](\neg x_{is1} \land \neg y_{is2})^*end\), and where the extended MDP depicted in Figure 5 is the result of the cross product between the automaton representing \(\varphi\), the grid world MDP, and the automaton representing an additional formula expressing a reward of +50 when reaching the top right corner. Note that the extended model is again an MDP where typical RL and DP algorithms can be employed.

2.4 Regular Decision Processes: Non-Markovian Dynamics

The concept of an NMRDP can be extended to a decision process in which not only the reward function, but the transition function too can depend on the arbitrary past, and where both are represented using a logic like LDLf. As described in Section 2.3, these, in turn, can be compiled into automata, which
allows for rewards and transitions to be monitored, and compiled into product models yielding an MDP. Such non-Markovian transitions were introduced in regular decision processes (RDP) \[6\], which is a fully observable, probabilistic, non-Markovian, sequential decision making model, where successor states and rewards can be stochastic functions of the entire history. Just like before, RDP states are endowed with a labeling function over a set of predicates.

An RDP \(M\) is defined as the tuple \(M = (P, S, A, T_{RL}, R_{L}, s_0)\), where \(P\) is the set of propositions that induces state-space \(S\) with initial state \(s_0\), \(A\) the set of actions, \(T_{RL}\) the transition function and \(R_{L}\) the reward function, where both \(T_{RL}\) and \(R_{L}\) are now non-Markovian. Transition function \(T_{RL}\) is defined by a finite set of \(T\) of quadruples of the form \((\varphi, a, P', \pi(P'))\), where \(\varphi\) is an LDL\(_f\) formula over \(P\), \(a \in A\) an action, \(P' \subseteq P\) the set of propositions \(p \in P\) that are affected by \(a\) when \(\varphi\) holds and \(\pi(P')\) the distribution over proposition in \(P'\) that describe the post-action distribution. The reward function \(R_{L}\) is specified using a finite set \(R\) of pairs \((\varphi, r)\), where \(\varphi\) is an LDL\(_f\) formula over propositions in \(P\) and \(r \in \mathbb{R}\) a real-valued reward. It is assumed that for the quadruples in \(T\), the value of variables not in \(P'\) are not affected by action \(a\) \[6\]. If the set \(\{(\varphi_i, a, P'_i, \pi_i(P'_i)) \mid i \in I_3\}\) defines all quadruples for \(a\), then all formulae \(\varphi_i\) must be mutually exclusive such that \(\varphi_i \land \varphi_j\) is inconsistent for \(i \neq j\). In other words, no two formulae \(\varphi_i\) and \(\varphi_j\) can hold at once if both apply to action \(a\) and \(\varphi_i\) and \(\varphi_j\) are not identical. In addition, let \(s'|_{P'}\) denote the restriction of \(s'\) to properties in \(P'\). Then, \(T_{RL}\) is defined as \(T_{RL}((s_0, \ldots, s_k), a, s') = \pi(s'|_{P'})\) if quadruple \((\varphi, a, P', \pi(P'))\) exists such that \(s_0, \ldots, s_k \models \varphi\) and \(s_0, \ldots, s_k \models \varphi\) and \(s'\) agree on all variables in \(P \setminus P'\). That is, given trace \(s_0, \ldots, s_k\), action \(a\) and quadruple \((\varphi, a, P', \pi(P'))\) with formula \(\varphi\) that is satisfied by \(s_0, \ldots, s_k\), \(s'\) is a possible next state if it assigns the same value to all propositions not in \(P'\). If this is the case, then the transition probability equals the probability \(\pi\) assigns to \(s'|_{P'}\). In all other cases, \(T_{RL}((s_0, \ldots, s_k), a, s') = 0\).

As an illustration, consider Figure \[13\] outlining a 3 \(\times\) 3 grid world with the upper-left state \(s_{11}\) being the initial state and the upper-right state \(s_{31}\) being a terminal state. Let us define a transition that intuitively states that, when an agent goes east in the bottom-left state \(s_{13}\) and ends up in the bottom-center state \(s_{23}\), immediately followed by going east again in \(s_{23}\), the probability of ending up in the bottom-right state \(s_{33}\) is set to 0.1, denoted \(\pi(s_{33}\{x_{i3}, x_{i3}\}) = 0.1\). Otherwise, \(T_{RL}(s_{23}, e, s_{33}) = 1\). In other words, the transition from \(s_{23}\) to \(s_{33}\) depends on the transition from \(s_{13}\) to \(s_{23}\). In addition, the propositions affected by this transition are defined by \(P'\) such that \(P' \subseteq P\) is \(\{x_{i3}, x_{i3}\}\). All other propositions are not affected by said transition. Both transitions can be captured by LDL\(_f\) formula \(\varphi_1\) and \(\varphi_2\) as \(\varphi_1 = \langle true^*; \neg x_{i1} \land \neg y_{i3}; x_{i2} \land y_{i3}\rangle\) and \(\varphi_2 = \langle true^*; x_{i3} \land y_{i3} \land x_{i3} \land y_{i3}\rangle\) end. Given \(\varphi_1\) and \(\varphi_2\), we can define a quadruple for \(e\) that uses \(\varphi_1\) or \(\varphi_2\) respectively as \((\varphi_1, \{x_{i3} \land y_{i3}\}, 1)\) and \((\varphi_2, e, \{x_{i3} \land y_{i3}\}, 0.1)\). For brevity, we assume these are the only quadruples for \(e\), conforming to exhaustiveness and mutual exclusion \[6\].

Then, let us define two traces \(h_1\) and \(h_2\) that each reach \(s_{33}\) differently as \(h_1 = (s_{11}, s_{12}, s_{13}, s_{23}, s_{33})\) and \(h_2 = (s_{11}, s_{12}, s_{22}, s_{23}, s_{33})\). Then, using the
aforementioned quadruple for \( e \), the affected propositions \( P' \) and the definition of \( Tr_L \), i.e. \( Tr_L((s_0, \ldots, s_k), a, s') = \pi(s'|P') \), the transition functions on \( h_1 \) and \( h_2 \) from \( s_{23} \) to \( s_{33} \) can be calculated as \( Tr_L(h_1, e, s_{33}) = \pi(s_{33}|\{x_{i=2}, x_{i=3}\}) = 1 \) and \( Tr_L(h_2, e, s_{33}) = \pi(s_{33}|\{x_{i=2}, x_{i=3}\}) = 0.1 \).

Solving an RDP involves the well known construction of an extended MDP as a product of all automata monitoring the satisfaction of (transition and reward) LDL\(_f\) formulae combined with the initial RDP state space [4,12], resulting in an MDP that can again be solved by off-the-shelf algorithms. Note that, because of the combinatorial nature of this construction, the extended MDP does not necessarily scale well. The equivalence between the RDP and the constructed MDP entails that optimal policies found in the constructed MDP can be mapped back to the RDP, thus yielding optimal policies for the initial RDP.

The product models employed in non-Markovian decision process solutions grow quickly with the number of formulas, see the example in Section 2.3. The result of non-Markovian dependencies is that paths to receiving rewards can become long, and complicate typical bootstrapping RL methods and exploration. One general solution for MDPs is reward shaping [27] (RS): giving intermediate rewards to speed up learning, with the restriction that the extra rewards do not alter the optimal policy. So-called potential-based RS replaces the original reward function \( R : S \times A \times S \rightarrow \mathbb{R} \) by an alternative reward function \( R'(s, a, s') + F(s, a, s') \rightarrow \mathbb{R} \), where \( F(s, a, s') \) is a shaping reward function. In turn, this function can be applied to potential-based RS of the form \( F(s, a, s') \rightarrow \gamma \Phi(s') - \Phi(s) \) for some \( \Phi : S \rightarrow \mathbb{R} \). The way in which RS is applied inherently depends on the representation of the reward function. For NMRDPs an opportunity arises to utilize the structure of the DFA representing a reward function [10]. Every step in the extended MDP can be given a reward proportional to the distance in that DFA to an accepting state (i.e. when the original reward would be given).

2.5 Related Work

The typical MDP context is well studied and there is an abundance of algorithms and representations [10,13,19,34]. Endowing MDPs with non-Markovian goal and reward functions has a history with seminal work on model-based settings [3,35] and more recently several subclasses are considered (e.g. probabilistic vs. deterministic) [15]. The most recent addition to the field are the general regular decision processes [6] we employ here. One aim of all these methods is to scale MDPs to more complex problems. However, another main reason to utilize temporal logics for reward specifications is that it opens up many new possibilities for reward function engineering, resulting in more intuitive and technically useful ways to specify tasks and goals. A more general view, based on automata as transducers [9] improves on the technical part by merging the non-Markovian parts into a single structure.

The use of temporal logics [29,12] in model-free RL settings is a recent trend [23], and comes with additional requirements since the model of the environment is unknown. Many ideas here come from constrained or safe [14] forms of RL, where the policy space is restricted either before learning, or during action
selection, based on a notion what are (un)desired actions. Safety issues have obvious connections with \textit{model checking} \cite{16} and some recent RL approaches instantiate that connection for safe RL \cite{21,13}. Very recently, several approaches have appeared combining formal temporal logic with RL \cite{22,10,11,9}. Some focus more on the representational devices such as \textit{reward machines} \cite{7}, some study additional mechanisms such as \textit{shaping} to aid in the more complex learning process \cite{27}, and others introduce variants such as \textit{geometric LTL} to capture a different semantics of goals \cite{25}. Overall, variations exist in different logics, different underlying automata (e.g. DFA vs Mealy) and inference algorithms, and different RL algorithms to solve the resulting extended MDPs.

The meaning of ”model-free” has variations here, since one can assume that nothing is known, or that at least the reward formula is (which is quite believable when we want an agent to adhere to certain rules or restrictions). In the latter case one can use the monitor automata states as extra state information and any form of deep function approximation \cite{18}. In general, reward and transition functions may need to be learned from traces for fully general RL systems. In the temporal logic settings we describe, this typically amounts to \textit{automaton induction} algorithms that can work on examples of traces (positive or negative) in deterministic or even probabilistic settings, which contains notoriously hard settings, but some promising work is emerging \cite{8,20,14}. In the context of RDPs, initial work with a Mealy machine representation shows promise \cite{1}. In addition, temporal logic allows for declarative and intuitive models, hence in terms of explainability in RL many possibilities are left, and only some work is just emerging \cite{19}.

3 Approach and Software Design

In this paper we develop a new \textit{tool chain} for the recently introduced RDPs and experiment with algorithmic variations, specifically applied to grid worlds (cf. \cite{21}). Figure 2 graphically shows a simplified high-level overview of how decision processes, temporal logic and model checking intertwine. Currently no software tool can conveniently model, visualize and solve all RDPs, which motivates our particular approach. Secondly, RDPs are introduced very recently and not much empirical evidence has been gathered so far \cite{11,10}. Also the familiar grid worlds in general are underrepresented in the temporal logical RL community despite their abundance in basic RL research, and despite their ability to quickly show insight into models. In general we follow the main paths through Figure 2 where rectangles, diamonds and circles represent formalisms (or models), processes and artifacts, respectively. On the left we see temporal logics such as LTL$_f$ / LDL$_f$ used to define non-Markov decision models, as we have seen in the previous sections, where we also described how these can be compiled into (extended) MDPs, which can then be solved by traditional MDP algorithms. Note that NMDPs are not solely dependent on temporal logic, but require other input such as a state space definition. In the lower-most flow, temporal formulae can be used to define
system properties that can be verified using model checking. Finally, experimental learning algorithms can be combined with formal verification methods to produce a policy.

Our prototype integrates existing software tools. First, an integration is made with FLLOAT [6], a tool that allows to construct automata from LTL$_f$ and LDL$_f$ formulae. Because the prototype is a TypeScript (TS) web application, and FLLOAT is built with Python, a small web server is put in place to communicate with FLLOAT. Communication then occurs by making HTTP requests from the prototype through a Browser HTTP Layer to the FLLOAT application through a Server API Layer. In addition, an integration with a browser-based Graphviz extension called Viz.js was made. It allows for visualization of automata within the prototype. Input to the software prototype is defined in terms of TS variables, stored in a single TS file an presented during execution at runtime.

### 3.1 Compilation: from RDP to MDP

A core component in our approach is the conversion of NMDPs to MDPs for both off-line, i.e. before learning, and on-line, i.e. during learning, use cases. Intuitively, one can think of the off-line case as a model-based control problem, where the reward function and transition function are fully known to the agent. However, in contrast to other work, we compute the extended MDP incrementally. On the other hand, the on-line case can be thought of as a model-free control problem where the agent has to interact with the environment to learn an optimal behavior. Also here the algorithm constructs the extended MDP incrementally, but now only in the areas of the state-action space that are actually

---

1. In the current paper there is no room to highlight it, but model-checkers such as Storm ([https://www.stormchecker.org/](https://www.stormchecker.org/)) can be employed for shaping and shielding purposes (and more) in this tool chain, cf. [21].
2. [https://github.com/mdaines/viz.js](https://github.com/mdaines/viz.js)
Algorithm 1: NMDP to MDP (off-line)

\begin{algorithm}
\textbf{input}: NMDP $M = \langle S, A, T, R \rangle$ with LDL$_f$ reward automata $Q^R_i$ and LDL$_f$ transition automata $Q^T_j$, with $Q_k \leftarrow Q^R_i \cup Q^T_j$ for convenience

\textbf{output}: Extended MDP $M' = \langle S', A', T', R' \rangle$

1. $t \leftarrow 0$; $s'_t \leftarrow s'_0 \leftarrow (q_{1,0}, q_{2,0}, \ldots, q_{k,0}, s_0)$; $A' \leftarrow A$; $S, T, R \leftarrow \emptyset$

2. \textbf{while} $s'_t \notin S'$ \textbf{do}

3. \quad $s_t \leftarrow \tau(s'_t)$

4. \quad \textbf{for} $a \in A(s_t)$ \textbf{do}

5. \quad \quad $s_{t+1} \leftarrow T(L(s_t), a)$

6. \quad \quad \textbf{for} $q_{k,t} \in Q_{k,t}$ \textbf{do}

7. \quad \quad \quad $q_{k,t+1} \leftarrow \text{transition}(q_{k,t}, L(s_{t+1}))$

8. \quad \quad \quad $s_{t+1} \leftarrow (q_{1,t+1}, q_{2,t+1}, \ldots, q_{k,t+1}, s_{t+1})$

9. \quad \quad $S' \leftarrow S' \cup \{s'_{t+1}\}$

10. \quad $T'(s'_t, a, s'_{t+1}) \leftarrow T(L(s_t), a, L(s_{t+1}))$

11. \quad $R'(s'_t, a, s'_{t+1}) \leftarrow \text{sum}\_\text{accept}(Q^R_i, t+1)$

12. \quad $s'_t \leftarrow s'_{t+1}$

13. \textbf{return} $M'$
\end{algorithm}

experienced by the agent in the interaction with the environment. In addition, in this model-free setting it is assumed that the agent has access to only the states of the automata tracking the formulae, just like in other works (e.g. [18]). Throughout the algorithms, automata for rewards are indicated by $Q^R_i$ and automata for transitions are indicated by $Q^T_j$ and their union is denoted $Q_k$.

The compilation of an NMDP can exploit knowledge of the known dynamics/reward model. Algorithm 1 outlines our algorithm, generalized to NMDPs. It incrementally builds an extended MDP off-line by incorporating all LDL$_f$ automata such that only reachable states are generated. Here, off-line means the compilation is done before solving the final MDP. The transition function in Algorithm 1 on Line 10 abstracts away the different transition dynamics between NMRDPs and RDPs by using labelling function $L$, making it applicable to both models. Furthermore, the state space generated by Algorithm 1 is minimal because it only generates states that are reachable, and thus solution algorithms do not waste time on irrelevant states. The resulting MDP can be solved using e.g. value iteration, cf. [21].

Because in the model-free setting the reward function and transition dynamics are not known a priori, compilation cannot occur in a similar fashion as in Algorithm 1. We employ a different, online, incremental approach in Algorithm 2. Similar to the off-line algorithm it incrementally builds the extended MDP, only here the automata $Q^R_i$ for rewards and automata $Q^T_j$ for transitions are not known to the agent. Hence, $Q_k$ is not defined as input like it is for Algorithm 1. Furthermore, the extended MDP is not fully defined in terms of dynamics of transitions and rewards. This, in turn, requires an environment capable of handling LDL$_f$ automata for rewards and transitions. In addition to Algorithm 2, a step function first gets the current state $s_t$ from the environment using
Algorithm 2: NMDP to MDP (on-line)

**input**: Environment *env* with *n*-step limit per episode, exploration factor *ϵ*, discount factor *γ* and max episodes

**output**: Policy π

1. \( s_t \leftarrow s_0 \leftarrow \text{env.reset}(); \) \( Q(s,a) \leftarrow \text{arbitrary}() \) for all \( s \in S, a \in A(s) \);
2. \( \pi \leftarrow \text{arbitrary}() \)
3. repeat
4. \( \text{ep} = \text{generate.episode}(n, A(s_t), \pi, \epsilon) \)
5. \( T \leftarrow |\text{ep}| \)
6. \( G \leftarrow 0 \)
7. foreach step of \( \text{ep}, t = T - 1, T - 2, \ldots, 0 \) do
8. \( G \leftarrow \gamma G + r_{t+1} \)
9. \( Q(s_t, a_t) \leftarrow G \)
10. \( \pi(s_t) \leftarrow \arg \max_a (Q(s_t, a)) \)
11. until max.episodes;
12. return \( \pi \)

sₜ ← env.snapshot(). In addition, all automata are retrieved through \( Q_{k,t} \leftarrow \text{env.get_automata_states}() \). Then, for each \( q_{k,t} \in Q_{k,t} \), both the original state and all automata states transition to their subsequent states through \( s_{t+1} \leftarrow \text{env.transition}(s_t, a) \) and \( q_{k,t+1} \leftarrow \text{transition}(q_{i,t}, L(s_{t+1})) \) respectively. Automata are then updated through \( \text{env.set_automaton_state}(Q_{k,t}, q_{k,t+1}) \) the reflect the state transition. Finally, when \( Q_{k,t} \) has been iterated over, i.e. all automata have transitioned, a next state is generated by \( s'_{t+1} \leftarrow (q_{1,t+1}, q_{2,t+1}, \ldots, q_{k,t+1}, s_{t+1}) \), i.e. the MDP state is extended with each monitor state. In addition, the rewards for all automata currently in an accepting state are summed by \( r \leftarrow \text{sum.accept}(Q_{k,t+1} \setminus Q_{k,t+1}^T) \). Indeed, the better part of Algorithm 2 aligns with first-visit MC [34], except that the underlying problem definition is assumed to be non-Markovian and hence compiled on-line from NMDP to MDP.

Similar to Algorithm 1, Algorithm 2 generate only reachable states and is therefore minimal. This is due to the transition function of automata being defined as \( q_{k,t+1} \leftarrow \text{transition}(q_{i,t}, L(s_{t+1})) \), where a transition cannot occur if the target state is unreachable. Due to the nature of RL, the implicitly extended MDP contains only states actually encountered by an agent through interaction with the environment. Note that, as opposed to Algorithm 1, Algorithm 2 does not contain all information on the history of states per se. Due to the trial-and-error nature of MC, some states might remain unobserved after Algorithm 2 has completed. Therefore, an optimal policy \( \pi^* \) is only guaranteed in the limit.

4 Experiments

Our experimental evaluation focuses on RDPs for grid worlds, utilizing a model-free online MC algorithm. Our experimental evaluation focuses on RDPs for
Regular Decision Processes for Grid Worlds

1.1 Experiment 1: Goal Sparsity

This experiment aims at relating goal sparsity to the performance first-visit MC. Here, goal sparsity describes the accumulated minimum length of traces $h_i$ accepted by LDL$_f$ formulae $\varphi_i$. The idea is to increase the grid world size, while keeping reward formulae constant, such that the traces increase in length due to an increase in the size of the state space. To illustrate this, temporal formulae encoding liveness properties are used such that the number of steps to satisfy a formula increases with the grid world size. The minimum length of a trace $h_i$ is measured in terms of the minimum number of states contained in $h_i$ for it to be accepted. The quantitative measurement is defined by the relative frequency of values within 10% of the maximum value. This range is deemed acceptable for a solution as it follows from the value used for $\epsilon$, being $\epsilon = 0.1$, that generates exploration noise. Data is gathered over 50 runs, where each run consists of 1000 episodes with a maximum of 50 steps per episode. Furthermore, $\gamma = 1$. In order to consistently increase the goal sparsity when the grid world size is increased, the agent always starts in state $s_{11}$ and an episode is terminated when the agent reaches $s_{13}$, after which a new episode is initiated until the maximum number of episodes is reached. Figure 3 outlines three goals, each rewarded +1000, with Figure 3a being the least sparse where goal states are adjacent, Figure 3b being somewhat sparse where goal states require the agent to travel through the center of the grid and Figure 3c being the most sparse where the agent is required to go reach the far-right state and then go back to its initial state again. The goals encoded in LDL$_f$ as $\langle \text{true }; x_{is2} \land y_{is3}; \text{true } \rangle ; x_{is3} \land y_{is3}; \text{true } \rangle \text{end},$
Fig. 4: Rel. freq. within 10% of max. value

\langle \text{true}^*; x_{i1} \land y_{i3}; \text{true}^*; x_{i5} \land y_{i5}; \text{true}^*; x_{i6} \land y_{i6}; \text{true}^* \rangle \text{end and } \langle \text{true}^*; x_{i6} \land y_{i6}; \text{true}^*; x_{i5} \land y_{i5}; \text{true}^* \rangle \text{end respectively.}

Figure 4 outlines the results for this experiment. It shows that the latter two goals quickly become harder to solve in this setting, as there is a steep decline in optimal behaviour between grid world sizes $3 \times 3$ and $4 \times 4$. In addition, the graph shows that for the more sparse goals the chance of finding optimal behaviour under the conditions outlined for this setting for a grid world of $7 \times 7$ becomes nil. Thus, the observed data indicates there is a relation between goal sparsity and the performance of first-visit MC.

4.2 Experiment 2: Reward Shaping

Recall that for Experiment 1 sparser goals quickly become harder to solve. Therefore, this experiment aims to apply RS to an RDP construction from Section 3 so as to identify whether the performance of MC can be improved when using a potential function from Section 2.4. In addition, Algorithm 2 will be used for on-line compilation in a model-free setting. A preliminary experiment showed that for a $5 \times 5$ grid world, in which $\langle \text{true}^*; x_{i1} \land y_{i3}; \text{true}^*; x_{i5} \land y_{i5}; \text{true}^*; x_{i6} \land y_{i6}; \text{true}^* \rangle \text{end}$ is used, an optimal policy is rarely found [21]. Therefore, this experiment outlines the effect of applying a potential function for RS. For this experiment, a $5 \times 5$ grid world is used, transitions are deterministic and MC is applied as the RL learning algorithm. The reward for the goal is set to $+1000$. Figure 5a outlines a possible optimal trace for the given goal. The quantitative measurements are defined by the averaged returns per episode and the size of the extended MDP. A total of 50 runs with each 1000 episodes and a maximum of 50 steps per episode is used. Parameters are defined as $\gamma = 1$ and $\epsilon = 0.1$. The agent always starts an episode in state $s_{11}$ and an episode is terminated when the agent reaches $s_{51}$, after which a new episode is initiated until the maximum number of episodes is reaches.
Figure 5 plots the results for this experiment. From Figure 6a it can be observed that a shaped reward takes somewhat longer to learn, but the averaged return is significantly higher for the $5 \times 5$ grid world. More specifically, the averaged return for unshaped rewards shows that unshaped rewards are, on average, not received, as the trend remains just below zero. Finally, Figure 6b outlines that shaped rewards reach far more states when compared to unshaped rewards. Given the observation that unshaped rewards are, on average, not received, all states reachable only after a goal is satisfied are very rarely explored for unshaped rewards. Hence, the size of the extended MDP is significantly smaller.

As an intuitive evaluation of the observed results, recall the $5 \times 5$ grid world as outlined in Figure 5a. Finding a trace that follows the critical path for the given goal without a potential function is then inherently hard. Consider, for example, the trace outlined by Figure 5a. This trace contains 16 consecutive steps, where the agent may stray from the path at each one of these steps with a probability $\epsilon$. Even if the agent reaches the end of the trace in the case of unshaped rewards, the back-propagation of the reward value may be insignificant when it updates the state-action value of state $s_{11}$, as the agent only gets rewarded for the trace when it finally reaches terminal state $s_{51}$. In turn, on average, the agent might only obtain the unshaped reward relatively rarely, leaving most of the states that account for the latter part of the trace uncharted. Note that, as discussed, this result is accounted for in Figure 6b. Conversely, a shaped reward encourages the agent to better follow the critical path, in turn increasing the probability of satisfying the reward formula by its trace and thus increasing the number of explored states in the extended MDP generated by Algorithm 2. In general, it can be observed that shaped rewards make learning perform better, while at the same time increasing the size of the (encountered) state space and the number of steps required in optimal traces.

When reward shaping is applied, a significant increase in MC performance can be observed from Figure 7 for a $5 \times 5$ grid world. Where the unshaped reward decreases rapidly between $3 \times 3$ and $4 \times 4$ grid world, the shaped reward decreases significantly less over the course of the increasing grid world sizes.
4.3 Experiment 3: Safety

The goal of this experiment is to empirically measure the effects of safety properties on the performance of learning. Here, a preemptive shield \cite{2} is applied such that the agent is provided a list of safe actions upon action selection. Moreover, on-line compilation as outlined in Algorithm \cite{2} is applied. Next, a 3 × 3 grid world is used and modeled as an RDP in which first-visit MC is applied as an RL learning algorithm. Transitions are deterministic to reduce experiment complexity. The quantitative measurement is defined by the performance of the learning algorithm. A total of 50 runs is performed, each of which consists of 1000 episodes and a maximum of 50 steps per episode. Furthermore, $\gamma = 1$ and $\epsilon = 0.1$. The agent always starts in state $s_{11}$ and an episode always terminates when the agent reaches state $s_{31}$. Goal $\langle true^*; x_{13} \land y_{13}; true^* \rangle end$ is specified for which the agent is rewarded $+50$ for reaching state $s_{13}$, i.e. the bottom-left state. A step cost of $-1$ is rewarded with each step the agent takes in the environment. An additional safety property $[true^*][\neg (x_{13} \land \neg y_{13})^*] end$ is specified in LDL$_f$ where the agent should never visit unsafe state $s_{21}$. Figure \ref{fig:5c} outlines possible optimal traces for unsafe and safe situations in Figure \ref{fig:5b} and Figure \ref{fig:5c}.
respectively. Note that terminal states, i.e. the top-right states in both Figures 5b and 5c are marked solid black and that unsafe states, i.e. the center-left states in both Figures 5b and 5c are marked solid red.

First, in order to verify no unsafe condition is met, Figure 9 outlines the extended MDP for this experiment. Because of a technical index mapping, an unsafe state would have a label that starts with $(1, 2, \ldots)$, corresponding to unsafe state $s_{12}$. As can be observed, there is no state $s' \in S'$ of extended MDP $M'$ for which $\tau(s') \rightarrow s_{21}$. In other words, the unsafe state is never encountered. Therefore, safety property $[true^*]!(\neg x_{is1} \land \neg y_{is2})^*end$ is never violated.

Furthermore, Figure 8 plots the results for this experiment. Let us reconsider the results from Figure 8a and Figure 8b. It can be observed that, when learning performance is decreased, the size of the state space has become smaller. However, the intuition is that, when less states are to be explored, performance is generally increased. It appears, then, that RL performance is not necessarily dictated by the size of the state space. To account for what does impact the decreased learning performance, let us reconsider the experiment setup. Where state $s_{13}$ in Figure 5b can be reached from two states, i.e. $s_{12}$ and $s_{23}$, the same state can only be reached from a single state $s_{23}$ in Figure 5c. This observation leads to the conjecture that RL performance is related to the accessibility of states required to satisfy goal formulae. That is, when states have less paths by which they can be reached, RL performance decreases.

4.4 Experiment 4: Non-Markovian Transitions

This experiment focuses on non-Markovian transition models. Here, on-line compilation using Algorithm 2 will be used in a model-free setting, with first-visit MC. The quantitative measurements are defined by the averaged returns per episode, the averaged number of steps per episode and the size of the extended MDP. The experiment consists of 50 runs, each 1000 episodes with a maximum of 50 steps per episode. Furthermore, $\gamma = 1$ and $\epsilon = 0.1$. The grid world is defined by a $5 \times 2$ rectangle. The agent always starts an episode in state $s_{11}$ and state $s_{51}$ is defined as a terminal state. There is a single goal $<true^*; x_{is3} \land y_{is1}; true^*> end$ rewarded when reaching $s_{41}$ of +10, with the addition of a step cost encoded in $\text{LDL}_f$ valued as $-1$. 

Fig. 8: MC performance for safety
The first set of 50 runs uses non-deterministic transitions. That is, in every state of the grid world the agent has a 0.8 probability of ending up in the next state and a 0.2 probability of remaining in its current state. For example, when in state $s_{21}$ and taking action $s$, there is a 0.8 probability that we end up in state $s_{22}$ and a 0.2 probability to remain in state $s_{21}$. The transition from $s_{31}$ for action $e$ is defined by $\langle true^*; x_{is3} \land y_{is1} \rangle end$ and will be different for the regular transition defined below. A possible optimal trace is visually displayed in Figure 10a.

The second set of 50 runs uses regular transitions. Now, when the agent reaches state $s_{31}$, a transition $\langle true^*; x_{is2} \land y_{is1}; x_{is3} \land y_{is1} \rangle end$ is defined that depends on whether the agent came from state $s_{21}$ or not. In case the previous state was $s_{21}$, the transition of action $e$ in $s_{31}$ is defined as a 0.1 probability of ending up in state $s_{41}$ and a 0.9 probability of remaining in state $s_{31}$. Otherwise, the same transition probabilities used for the non-deterministic transitions apply, i.e. a 0.8 probability of ending up in state $s_{41}$ and a 0.2 probability of remaining in state $s_{31}$. Here, the transition in state $s_{31}$ is regularly defined and depends on a history of states. A possible optimal trace for regular transitions is given in Figure 10b.

Fig. 10a: Possible optimal trace for non-deterministic transitions

Fig. 10b: Possible optimal trace for regular transitions

Fig. 11: Product MDP for safety experiment
keeps track of whether or not $s_{21}$ has been visited. In other words, a small increase in size can evidently generate a significantly harder problem.

5 Conclusions and Future Work

We have introduced a new tool chain to compute with regular decision processes, and experimented with novel algorithmic variations with the aim to gain insight in how complexity of temporal logic formulas relates to the complexity of learning algorithms such as MC RL for the resulting extended MDPs. We have shown that by increasing the world size for similar built formulas problems get harder (R1), but also that reward shaping on the automata representing those formulas can really help learning, and exploration (R2). The safety experiments (R3) have shown less states do not necessarily result in easier learning tasks, and the non-Markov transitions experiments (R4) showed that these only caused a small increase in state space size, but did complicate learning a lot more.

Our overall conclusions of the experiments point to our main future work direction. It seems that there are complex relations between i) the complexity and properties of the temporal formulae defining the non-Markovian aspects, ii) the resulting size and connection structure of the extended MDP, and iii) the learning performance of online RL algorithms for the extended MDP. Much more work is needed to evaluate a temporal specification for a particular problem, and assess its influence on the complexity of learning the original task in the presence of the new rule. For MDPs there is much work on measures relating to e.g. homomorphism and abstraction [36,37] and work is starting to emerge to gain more insight in the logical side [31] but their interaction needs study.
Other future work should focus on representations and applications. For the first, there is much to be gained by utilizing existing formal methods, for example the use of transducers and Mealy machines trading off the size of the state space with compositional modeling. Equally important is to focus more on utilizing model checking tools. Application-wise, there are plenty of opportunities to utilize the methods in this paper, for example to constrain RL dialogue agents, in medical domains with logically represented medical guidance and regulations, or to implement coaching strategies in RL coaching agents.
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