Observation of higher-order exceptional points in a non-local acoustic metagrating
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Higher-order exceptional points have attracted increased attention in recent years due to their enhanced sensitivity and distinct topological features. Here, we show that nonlocal acoustic metagratings that enable precise and simultaneous control over their multiple orders of diffraction, can serve as a robust platform for investigating higher-order exceptional points in free space. The proposed metagratings, not only could advance the fundamental research of arbitrary order exceptional points, but could also empower unconventional free-space wave manipulation for applications related to sensing and extremely asymmetrical wave control.

Exceptional points (EPs) are singularities in parameter space, uniquely supported by non-Hermitian systems [1–7]. EPs for classical waves have been realized by employing gain and/or loss, and unconventional wave behaviors have been demonstrated when the eigenvalues and eigenvectors of the system’s Hamiltonian or scattering matrix (S-matrix) simultaneously coalesce. Pivoted on the concept of EPs, new mechanisms for controlling light [8–12] and sound [13–16] have been identified. Examples include but are not limited to unidirectional wave propagation [9, 11, 12, 15], coherent perfect absorption [16], and phonon lasing [17]. Early research in non-Hermitian wave physics showed that 2nd order EPs can be realized by using two coupled cavities or waveguides, and such low-order EPs can be leveraged for sensing applications [18–20]. Subsequent studies, however, emerged to show that a far greater sensitivity can be realized at higher-order EPs [6]. These higher-order EPs were made possible by increasing the number of cavities or waveguides in the system [6, 14, 21, 22]. The major downside of this scheme, however, is that the waves are confined in closed systems and hence limited to 0-D or 1-D wave propagation. EPs for open systems permitting wave propagation in higher-dimensions, on the other hand, would entail richer physics and offer a greater variety of wave functionalities.

Driven by these prospects, more recent studies have drawn inspiration from the progress in 2D wave functional materials [23–28] and shown that lossy acoustic metasurfaces [15, 29–32] could serve as a fertile platform for engineering EPs. In particular, it was illustrated that a 2nd order EP derived from a $2 \times 2$ scattering matrix, which portrays a 2-channel metasurface, could give rise to extremely asymmetrical retro-reflection [29]. Extending this concept to higher-order EPs, however, is not trivial, since conventional metasurfaces do not offer precise and simultaneous control over the multiple propagating orders existing in the corresponding higher-order scattering matrices, which is instrumental for achieving higher-order EPs. This hurdle can be attributed to the fact that traditional metasurfaces treat each sub-unit separately without considering their nonlocal interaction, and as a result the diffraction efficiency is fundamentally limited.

This letter reports on the experimental observation of a higher-order EP in an open acoustic system, and illustrates that the nonlocal metagrating [33–36] is the key enabler for this observation. We start by establishing a mathematical framework to construct an S-matrix that can give rise to arbitrary order EPs. The metagratings that are then proposed comprise lossy and non-lossy sub-units, where the former represents loss in a passive $\mathcal{PT}$ symmetric medium [15]. Our nonlocal metagratings can be conveniently tuned to tailor the S-matrix, offering a robust approach for engineering EPs of arbitrary orders. Additionally, the design that is put forward here, harnesses the nonlocal response of the constituent sub-units via evanescent wave fields, thereby offering the ability to efficiently mold the energy flow to multiple channels of wave reflection. This is in stark contrast to the prior designs for nonlocal acoustic wave manipulation [34, 37] and higher order EPs [14], that rely on physical connections between their cavities. Our work illustrates that non-local metagratings could offer greater flexibility for the study of higher-order EPs in open systems while simultaneously enabling unprecedented wavefront engineering capabilities.

Without loss of generality, a square matrix, $A$, of arbitrary order, $N$, have its eigenvalues and eigenvectors coalesce simultaneously only when it is a similarity matrix of the Jordan-block canonical form, $J$, which can be expressed as,

$$A^{(N)} \sim J^{(N)}(E_0) = \begin{pmatrix} E_0 & 1 \\ E_0 & 1 \\ & \ddots \\ & & \ddots \\ & & & \ddots \\ & & & & E_0 \\ & & & & & 1 \\ & & & & & E_0 \end{pmatrix}. \quad (1)$$

where $\sim$ is the similarity symbol and $E_0$ is the degenerate eigenvalue. Here, we access the EPs in higher-order S-matrices via a non-local reflective metagrating that offers
complete control over the multiple modes of diffraction.

As per the classical diffraction theory, the relationship between the incoming wave and an \( n \)-th order reflected wave reads \( k_0 (\sin \theta_r - \sin \theta_i) = nG \). Here, \( k_0 \), is the wavenumber in free-space and \( \theta_i \) and \( \theta_r \) are the angles of incidence and reflection, respectively. \( G = 2\pi/D \) is the reciprocal lattice vector, where \( D \) is the grating period that can be tailored to enable different orders of diffraction. Here we assume the operating frequency is 3430 Hz. In the case of the 3rd order system, for example, we require the existence of three propagating channels - \( D \) must be \( \sqrt{2} \) times the wavelength, \( \lambda \), and would result in a \( G = (\sqrt{2}k_0)/2 \). The response of the resulting system can be then described as \( \{p_r^L, p_r^N, p_r^R\}^T = S\{p_i^L, p_i^N, p_i^R\} \), where the vector on the left denotes the output sound field (reflection) while that on the right denotes the input (incidence). Here, \( p \) is the complex pressure amplitude, whose superscript indicates the left (L), normal (N) and right (R) channels of the grating, and the subscript refers to the reflection (r) or incidence (i). The S-matrix that connects these two vectors can be written as,

\[
S = \begin{pmatrix}
  r_0^L & r_1^N & r_2^R \\
  r_1^L & r_2^N & r_2^R \\
  r_2^L & r_2^N & r_0^R
\end{pmatrix},
\]

where the individual elements denote the reflection coefficient of each mode. The superscripts indicate the directions of incidence (L, N and R refer to left 45°, normal 0°, and right -45°, respectively) and the subscripts represent the orders of reflection. The non-clinodiagonal terms correspond to the specular \( (r_0^L, r_0^R) \) and anomalous reflection \( (r_1^L, r_1^N, r_2^N, r_2^R) \) cases, where in both cases the wave gets reflected from a point different from that of the incident one. The clinodiagonal terms \( (r_2^L, r_2^N, r_2^R) \) of the matrix denote retro-reflection, where the wave goes back in the same direction from where it is incident. These retroreflection terms are of great interest in this study, since they hold the key to achieving interesting phenomena at the 3rd order EP that can be experimentally observed.

Here, we focus on an extreme scenario where \( r_0^L, r_0^N, r_0^R, r_1^N, r_1^R, \) and \( r_2^R \) all vanish, \( r_2^L \) is as large as possible, while \( r_1^L \) and \( r_2^N \) approach zero (they can not be exactly zero). According to linear algebra, the resulting S-matrix is clearly a similarity transformation of matrix \( J \) (with \( E_0 \) being zero) shown in Eq. 1, with the change of basis matrix \( P = \begin{pmatrix}
  0 & 0 & 1 \\
  0 & r_2^L & 0 \\
  r_2^L & r_2^N & r_2^R
\end{pmatrix} \).

Our design results in an acoustic mirror that strongly retro-reflects the wave that is incident from one direction, but near completely absorbs those incident from the other two directions, as shown in Fig. 1. Note that, we choose to demonstrate the 3rd-order EP with the most asymmetrical wave behavior, while other types of 3rd-order EPs also exist in the three-channel metagrating. See another example of a metagrating at a different 3rd-order EP in Section A of the Supplemental Material [38].

To engineer the S-matrix as described above, we design a metagrating that comprises six surface-etched grooves periodically arranged as shown in Fig. 1. As opposed to conventional metasurfaces that are designed based on a local phase gradient, the metagrating here leverages the interaction between the constituent grooves (sub-units). An analytical model based on the coupled-mode theory is utilized to take this non-local effect into account and to design a highly efficient three-channel metagrating via global optimization (see Section B in Supplementary Material [38]). Additionally, to induce non-Hermiticity to the system, the metagrating has three grooves that are lossy in one period. The lossy grooves possess complex effective sound speeds, whose imaginary parts can be conveniently tuned by embedding sound absorbing materials of appropriate thickness within the groove, as shown in Fig. 1.

As an example, Fig. 2(a) shows the trajectories of the theoretically calculated eigenvalues as a function of the loss factor of the second groove, \( c_2^L \) (normalized imaginary part of the sound velocity), while those of the fourth and sixth grooves, \( c_4^L \) and \( c_6^L \), are 0.053 and 0.601, respectively. As can be seen here, when \( c_2^L \) reaches 0.091, the trajectories of the three eigenvalues meet at a crossing point that is a direct manifestation of the 3rd-order EP. In addition, one of the eigenvalues remain stable against the varying loss while the other two vary dramatically in the vicinity of the intersection. This distinctive pattern of the eigenvalues in parameter space is the hallmark of an odd-order EP [39].
FIG. 2. (a) Variation of trajectories of the eigenvalues with the evolution of $c_2$. Gray globe in the center of figure represents the 3-order EP. (b) - (d) Calculated amplitude of retro-reflection coefficients as functions of $f_0$ and $c_2$ in the left, normal and right channels. $|r^N_i|, |r^R_i| \geq 0.1$ inside the white regions in (c) and (d). (e) - (g) Phase of the retro-reflection coefficients around the EP with the variation of $f_0$ and $c_2$.

Figures 2(b)-(d) show the amplitudes of the wave that is retro-reflected through the left, normal and right channels, respectively. The three channels respond very differently to the same varying loss. While the left channel retro-reflection remains stable (a high efficiency around 0.81 for the reflection coefficient), the normal and the right channels are highly sensitive to even small variations of the loss factor. As can be seen, the system reaches the 3rd-order EP, when $c_2 = 0.091$ and $f_0 = 3430$ Hz, and as a result, the retro-reflections to the right and normal channels vanish, while the one to the left channel still remains strong. Furthermore, the vanishing channels experience a peculiar increase in amplitude beyond the EP, despite the very high loss factor in these regions of parameter space. This peculiar phenomena is known as loss enhanced reflection and is very similar to what was previously observed in a lower-order system [29]. The phase variation shown in Figs. 2(e)-(g) also demonstrate the distinct behavior that correspond to the occurrence of the 3rd-order EP: a virtually constant phase shift throughout, for the left channel, but a trip point together with an abrupt phase shift at the EP for the normal and right channels. Furthermore, the amplitude and phase profiles are very much identical to those of the other diagonal coefficients ($r^{L}_i, r^{R}_i$), as well as $r^{N}_{i-1}$ and $r^{N}_{i+1}$ (Section C of the Supplemental Material [38]).

The strong parameter dependence that is seen here is rather intriguing and can be of great importance for detectors that require high sensitivity. Prior studies [6] have shown that the sensitivity, $\Delta$, of a non-Hermitian system would increase with the order of the EP, as $\Delta = \delta^{1/N}$, where $\delta$ represents the external perturbation. To corroborate this trend in the case of nonlocal metagratings, a 2-channel metagrating that features a 2nd-order EP is designed as shown in Section D of the Supplemental Material [38], and its sensitivity is compared with that of the 3rd-order metagrating discussed here. The external perturbation is induced in the lossy subunit as a disturbance in $c_2$. The green stars in Fig. 3(a) show results from the analytical model and the curve-fitted solid red line illustrates that the sensitivity of the designed 3-channel metagrating follows a cube-root dependence on the induced perturbation ($\Delta \propto \delta^{1/3}$). The 2nd order grating on the other hand has $\Delta = \delta^{1/2}$, as shown in Fig. S4 of the Supplemental Material [38]).

The proposed metagrating is then experimentally verified via a fabricated sample of length 1.42 m (10 periods) that was placed in a two-dimensional waveguide of height 4 cm, where a 0.62 m line array with 17 speakers was used as the source. To scan the field, a microphone moved with a step size of 0.01 m over the regions (0.4 x 0.2 m$^2$) that correspond to the three channels, marked by the dotted lines in Fig. 3. The scattered field was obtained by subtracting the incident field (scanned without the metagrating) from the total field (scanned with the metagrating). Figs. 3(b)-(d) show the results from numerical simulations carried out by COMSOL Multiphysics, in comparison to the measured results (normalized by the incident pressure) and indicates good agreement. Importantly, the strongly asymmetrical wave behavior is observable in experiments. When the left channel is excited, retro-reflection is clearly observable, and the estimated reflection coefficient reaches around 0.75 (from the simulation and measured data in the right inset of Fig. 3(b)). When sound is incident on the normal and right channels, however, the retro-reflection is strongly suppressed, as seen in Figs. 3(c) and (d). Additional details about the metagrating prototype and the experimental platform can be found in Section E of the Supplemental Material [38].
"lossy" regions, manifesting a strong nonlocality-induced lateral energy exchange with the neighboring grooves. Figures 4(d)-(f) show the intensity in the y-direction \( (I_y = \frac{1}{2} \text{Re} \left[ p \times (v_y)^* \right]) \), and illustrate that \( I_y \) is negative in the lossy regions due to absorption. It can be noted that in contrast to the other two cases, the intensity fluctuates only slightly for the left incidence case (Figs. 4(a) and (d)) and suggests that the lossy grooves respond weakly and therefore renders a stable, highly efficient retro-reflection. This is in accordance with what is observed in Fig. 2(b). Figures 4(g)-(i) show the energy flow fields, where green arrows in the figures indicate the direction of the local intensity, and the length of arrows represent the intensity amplitude. It can be found that the directions of the arrows are strongly distorted in the area very close to the surface, in sharp contrast to those in the far field. This unveils the fact that empowered by nonlocality, the designed metagrating utilizes the evanescent fields as a mechanism for channeling the energy along the surface of its sub-units.

To conclude, we have theoretically and experimentally investigated a nonlocal acoustic metagrating to illustrate the asymmetrical wave behavior that exists at the higher-order EP of its S-matrix. Since the general condition for engineering S-matrices with EPs of arbitrary orders is now established, more complicated wave behavior can be envisioned (see the 4th-order EP shown in section F of the Supplemental Material [38]). Our design suggests an efficient approach towards extremely asymmetric multi-channel wave manipulation with a high and controllable sensitivity, and more essentially, paves the way for acoustic impedance engineering via multi-functional anisotropic acoustic devices.
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To shed light on the mechanism that gives rise to the asymmetric behavior in this nonlocal non-Hermitian metagrating, the local intensity distribution of the sound field is numerically calculated by COMSOL. Figures 4(a)-(c) show the local acoustic intensity in the x-direction \( (I_x = \frac{1}{2} \text{Re} \left[ p \times (v_x)^* \right]) \), i.e., the product of pressure and complex conjugate of the local velocity in the x-direction) at the surface of metagrating for the cases of left, normal, and right incidence cases, respectively. Here, the “lossy” sites (three grooves with absorbing layers) are denoted by the regions in grey. It can be observed that \( I_x \) changes abruptly at the boundaries of these

---

\[ \frac{\Delta E}{E} \]
FIG. 4. Non-local intensity flow distribution. (a) - (c) The $x$- and (d) - (e) $y$-components of the sound intensity (normalized by the incident field) along the metagrating surface under left, normal and right incidences. The regions in grey identify the locations of lossy grooves. (g) - (i) The sound field distributions near the surface of the metagrating under left, normal and right incidences, where the color maps illustrate the acoustic pressure distributions and the arrows represent the energy flow. Areas bounded by dotted lines represent the lossy grooves.
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