QCD sum rules for parameters of the $B$-meson distribution amplitudes
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We obtain new estimates for the parameters $\lambda_E^2$, $\lambda_H^2$ and their ratio $\mathcal{R} = \lambda_E^2/\lambda_H^2$, which appear in the second moments of the $B$-meson light-cone distribution amplitudes defined in the heavy-quark effective field theory. The computation is based on two-point QCD sum rules for the diagonal correlation function and includes all contributions up to mass dimension seven in the operator-product expansion. For the ratio we get $\mathcal{R} = (0.1 \pm 0.1)$ with $\lambda_E^2 = (0.15 \pm 0.05)\text{GeV}^2$ and $\lambda_H^2 = (0.01 \pm 0.01)\text{GeV}^2$.

I. INTRODUCTION

Light-cone distribution amplitudes (LCDAs) are of great importance in exclusive $B$-meson decays like $B \to \pi\pi$ or $B \to \pi K$ in the heavy quark limit and allow for the study of CP-violation in weak interactions. They parametrize matrix elements of nonlocal heavy-light currents separated along the light-cone at leading order in the heavy-quark effective theory (HQET) [1] in terms of expansions in wave functions of increasing twist [2, 3]. In particular, LCDAs appear in factorization theorems such as QCD factorization [2, 4, 5], since these amplitudes encode the nonperturbative nature of the strong interactions and are crucial in $B$-meson decay form factor computations. General definitions have been obtained in [2, 3]. Contrary to light-meson distribution amplitudes, which also appear in factorization theorems, the properties of the $B$-meson distribution amplitudes are less known. However, they have been extensively studied recently. Their evolution equations have been investigated for the leading twist two-particle LCDA in [6, 10] and for higher twist amplitudes in [11]. Moreover, the decay $B \to \gamma\nu\bar{\nu}$ is of particular interest, because it provides a simple example to probe the light-cone structure of the $B$-meson. Here, the photon has a large energy compared to the strong interaction scale $\Lambda$, so QCD factorization can be used to study parameters like the inverse moment $\lambda_B$ [12, 13].

Three-particle LCDAs have also been investigated e.g. in [3, 19], where the corresponding Mellin moments have been defined and identities between two-particle and three-particle LCDAs have been found. In general, these three-particle LCDAs occur in higher dimensional vacuum to meson matrix elements including nonlocal quark operators. But in the case of local quark operators, these matrix elements can be expressed in terms of the parameters $\lambda_{E,H}^2$, which also contribute to the second Mellin moments of the three-particle $B$-meson distribution amplitudes.

These are the parameters of particular interest in this work. They have been first investigated by Grozin and Neubert [5] within the framework of QCD sum rules [20, 22]. All contributions to the operator-product expansion (OPE) [23] in local vacuum condensates up to mass dimension five have been considered there. Up to mass dimension four, the leading order contribution is of $\mathcal{O}(\alpha_s)$, while the leading order of the mass dimension five condensate contributes at $\mathcal{O}(\alpha_s^2)$.

The extraction of these parameters is connected to a rather large uncertainty, because the sum rules turn out to be unstable with respect to the variation of the Borel parameter. Notice that such a dependence is not unexpected, since it is well known [24–26] that higher dimensional condensates tend to give large contributions to correlation functions including higher dimensional operators.

Further study by Nishikawa and Tanaka [26] lead to deviations from the original values for $\lambda_{E,H}^2$. These authors argued in their work that a consistent treatment of all $\mathcal{O}(\alpha_s)$ contributions should resolve the stability problem, which is related to the fact that the OPE does not converge for the parameters $\lambda_{E,H}^2$ in [3]. For this analysis, they included the $\mathcal{O}(\alpha_s)$ corrections of the coupling constant $F(\mu)$ as well, which, albeit leading to good convergence of the OPE, obey large higher order perturbative corrections [27, 28]. Moreover, they included as an additional nonperturbative correction the dimension six diagram of $\mathcal{O}(\alpha_s)$ in order to check the convergence of the OPE beyond mass dimension five and calculated the $\mathcal{O}(\alpha_s)$ corrections for the dimension five condensate. After performing a resummation of the large logarithmic contributions, which results into more stable sum rules and into a more convergent OPE compared to [3], they obtained new estimates for the parameters $\lambda_{E,H}^2$. If we compare the estimates from [3] and [26] in Table I, we see that the values for $\lambda_{E,H}^2$ differ by approximately a factor of three, although the ratio $\lambda_E^2/\lambda_H^2$ gives nearly the same value.

It is therefore timely to investigate new alternative sum rules which also allow for the predictions of $\lambda_{E,H}^2$. Instead of analysing a correlation function with a three-particle and a two-particle current, we consider sum rules based on a diagonal correlation function of two quark-antiquark-gluon three-particle currents. We include all leading order contributions up to mass dimension seven. The advantage of this sum rule is that it is positive definite and hence we expect that the quark-hadron duality is more accurate compared to [3, 26]. But due to the high mass dimension of the correlation function, we see that the OPE does not show better convergence than in the
nondiagonal case. Moreover, the continuum and higher excited states are dominating the sum rule. This problem will be resolved by considering combinations of the parameters $\lambda_{E,H}^2$, in particular the $\mathcal{R}$-ratio $\mathcal{R} = \lambda_{E}^2/\lambda_{H}^2$.

The paper is organized as follows: In Sec. II we derive the sum rules for the parameters $\lambda_{E,H}^2$ and the sum ($\lambda_{E}^2 + \lambda_{H}^2$). Sec. III is devoted to the computation of the OPE contributions which enter the sum rules. In Sec. IV we present the numerical analysis of the sum rules and state our final results for the parameters $\lambda_{E,H}^2$. Additionally, we investigate the ratio given by the quotient of these parameters. Finally, we conclude in Section V.

II. DERIVATION OF THE QCD SUM RULES IN HQET

In this chapter we derive the sum rules for the diagonal quark-antiquark-gluon three-particle correlation function. Before we start, the definition of the HQET parameter $\lambda_{E,H}^2$ is in order [3]:

\begin{align}
(0) | g_s \bar{q} \bar{v} \bar{D} \gamma_5 h_v \bar{B}(v) \rangle &= F(\mu) \lambda_{E}^2, \tag{1} \\
(0) | g_s \bar{q} \bar{D} \gamma_5 h_v \bar{B}(v) \rangle &= iF(\mu) \lambda_{H}^2. \tag{2}
\end{align}

From a physical point of view, these quantities parametrize the local vacuum to $\bar{B}$-meson matrix elements, which contain the chromoelectric and chromomagnetic fields in HQET. The chromoelectric field is given by $E^i = G^{0i}$ and $H^i = -\frac{1}{2} \epsilon^{ijk} G^{jk}$ denotes the chromomagnetic field, with $G_{\mu\nu} = \tilde{G}_{\mu\nu} T^a$. Here, the tensor $G^{\mu\nu} = \frac{1}{g_s} [D^\mu, D^\nu]$ is the field strength tensor, while $g_s$ corresponds to the strong coupling constant. Furthermore, the fields $\bar{q}$ in Eq. 1 and 2 indicate light quark fields, whereas the field $h_v$ denotes the HQET heavy quark field. Moreover, $v$ is the velocity of the heavy $\bar{B}$-meson. The Dirac matrices $\alpha^i$ are given by $\gamma^0 \gamma^i$ and $\sigma^i = \gamma^i \gamma^5$. In addition to that, the HQET decay constant $F(\mu)$ is defined via the matrix element

\begin{equation}
(0) \bar{q} \gamma_{\mu} \gamma_5 h_v \bar{B}(v) = iF(\mu) v_{\mu} \tag{3}
\end{equation}

and can be related to the $B(\bar{B})$-meson decay constant in QCD up to one loop order [29]:

\begin{equation}
\frac{1}{\pi} \text{Im} \Pi_{\text{diag}}(\omega) = \sum_n (2\pi)^3 \delta(\omega - p_n) \langle 0 | \bar{q}(0) \Gamma_1 g_s G_{\mu\nu}(0) h_v(0) | n \rangle \langle n | \bar{h}_v(x) \Gamma_2 g_s G_{\rho\sigma}(x) q(x) | 0 \rangle \text{d} \Phi_n
\end{equation}

\begin{equation}
= \delta(\omega - \Lambda) \langle 0 | \bar{q}(0) \Gamma_1 g_s G_{\mu\nu}(0) h_v(0) | \bar{B} \rangle \langle \bar{B} | \bar{h}_v(0) \Gamma_2 g_s G_{\rho\sigma}(0) q(0) | 0 \rangle\
+ \rho_{\text{hadr}}(\omega) \Theta(\omega - \omega^\text{th}).
\end{equation}
In Eq. (10), we introduced the binding energy \( \bar{\Lambda} = m_B - m_b \), which is one of the important low-energy parameters in this formalism. Furthermore, we separated the full \( n \)-particle contribution in the first line into a ground state contribution, which will be the dominant contribution in our chosen stability window, and a continuum contribution including broad higher resonances. In the case of QCD correlation functions, the exponential in Eq. (7) would generally take the form \( e^{-iqx} \) with \( q \) denoting the external momentum. Due to the fact that there is no spatial component in the \( B \)-meson rest frame, transitions from the ground state to the excited states in Eq. (10) are possible by injecting energy \( q^0 \) into the system. In this work we explicitly chose \( q = \omega \cdot v \) such that we end up with the correlation function shown in Eq. (7).

The matrix elements occurring in (10) can be decomposed in the following way

\[
\langle 0 | \bar{q}(0) \Gamma_1 g_a G_{\mu\nu}(0) h_i(0) | \vec{B} \rangle = -\frac{i}{6} F(\mu) \{ \lambda_H^2(\mu) \\
\times \text{Tr}[\Gamma_1 P_+ \gamma_5 \sigma_{\mu\nu}] + [\lambda_E^2(\mu) - \lambda_E^2(\mu)] \\
\times \text{Tr}[\Gamma_1 P_+ \gamma_5 (i\nu_{\mu} \gamma_\nu - i\nu_{\nu} \gamma_\mu)] \}.
\]

Here, notice that the term involving the difference of both HQET parameter \( \lambda_H^2 - \lambda_E^2 \) does not change its sign under complex conjugation.

In order to derive the sum rules which ultimately determine the parameters \( \lambda_{E,H}^2 \), we make an explicit choice for the matrices \( \Gamma_1 \) and \( \Gamma_2 \) [3]. Following the same approach as [3], we choose our gamma matrices \( \Gamma_{1,2} \) as:

\[
\Gamma_1 = \frac{i}{2} \sigma_{\mu\nu} \gamma_5
\]

(14)

to obtain the \( (\lambda^2_H + \lambda^2_E)^2 \) sum rule. Furthermore, for the projection of the \( \lambda_H^2 \) sum rule we choose

\[
\Gamma_1 = i \left( \frac{1}{2} \delta_{\nu\lambda} - \nu_{\nu} \gamma_\lambda \right) \sigma_{\mu\alpha} \gamma_5
\]

(15)

\[1\] For more details on QCD sum rules or HQET sum rules, see [22, 30].

Notice that the second decomposition is indeed valid since the \( B \)-meson ground state explicitly depends on the velocity \( v \) and \( \sigma_{\mu\nu} = \frac{i}{2} [\gamma_\mu, \gamma_\nu] \) corresponds to the usual antisymmetric Dirac tensor. In [11] we made use of the covariant trace formalism, further investigated in [3, 31].

The next step will be to use the standard dispersion relation, after using the residue theorem and the Schwartz reflection principle.

\[
\Pi_{\text{diag}}(\omega) = \frac{1}{\pi} \int_0^\infty ds \frac{\text{Im} \Pi_{\text{diag}}(s)}{s - \omega - i0^+}
\]

\[
= \frac{1}{\Lambda - \omega - i0^+} (0 | \bar{q}(0) \Gamma_1 g_a G_{\mu\nu}(0) h_i(0) | \vec{B} \rangle \langle \vec{B} | h_i(0) \Gamma_2 g_a G_{\rho\sigma}(0) q(0) | 0) \\
+ \int_{\text{hadr.}} ds \frac{\rho_{\text{hadr.}}(s)}{s - \omega - i0^+}.
\]

In Eq. (12) we introduce the threshold parameter \( s^{th} \), which is another relevant low-energy parameter that separates the ground state contribution from higher resonances and continuum contributions.

We can now move on and evaluate the ground state contribution:

\[
\Pi_{E,H}(\omega) = F(\mu)^2 \cdot \lambda^4_{E,H} \cdot \frac{1}{\Lambda - \omega - i0^+} + \int_{\text{hadr.}} ds \frac{\rho_{\text{hadr.}}(s)}{s - \omega - i0^+}
\]

(17)

\[
\Pi_{H,E}(\omega) = F(\mu)^2 \cdot (\lambda^2_H + \lambda^2_E)^2 \cdot \frac{1}{\Lambda - \omega - i0^+} \\
+ \int_{\text{hadr.}} ds \frac{\rho_{\text{hadr.}}(s)}{s - \omega - i0^+}
\]

(18)

Note that the threshold parameter \( s^{th} \) in Eq. (17) does
not necessarily coincide with the threshold parameter in Eq. (18).

To parametrize the hadronic spectral density, we make use of the global and semilocal quark-hadron duality (QHD) in order to connect the hadronic spectral density with the spectral density which is described by the OPE. This is the essential idea of this formalism. However, power suppressed nonperturbative effects become dominant in comparison to the perturbative contribution for $-|\omega| \approx \Lambda_{\text{QCD}}$. In the QCD sum rule approach, these effects are parametrized in terms of a power series of local condensates as a consequence of the non-trivial QCD vacuum structure. These condensates carry the quantum numbers of the QCD vacuum. For convenience, we show explicitly in Appendix A the expansion and averaging of the vacuum matrix element in order to obtain the quark condensate $(0|\bar{q}q|0)$, the gluon condensate $(0|G_{\mu\nu}G^{\mu\nu}|0)$, the quark-gluon condensate $(0|\bar{q}g_\sigma \cdot G q|0)$ and the triple-gluon condensate $(0|qG_{\mu\nu}G_\sigma^\rho G_{\kappa\lambda}|0)$.

Although we can handle the Euclidean region, the physical states described by the spectral function in Eq. (7) in order to obtain the quark condensate, we need to make use of two statements. First, we exploit that for $\omega \ll 0$ the hadronic and the OPE spectral functions coincide at the global level:

$$\Pi_{X}^{\text{hadr}} = \Pi_{X}^{\text{OPE}} \quad \text{for} \quad X \in \{H, E, HE\}. \quad (19)$$

Asymptotic freedom guarantees that this equality holds. Moreover, we need to employ the semilocal quark-hadron duality, which connects the spectral densities:

$$\int_{s_X^Y}^\infty ds \rho_{X}^{\text{hadr}}(s) = \int_{s_X^Y}^\infty ds \rho_{X}^{\text{OPE}}(s), \quad (20)$$

where $X$ needs be chosen according to (19). In the low-energy region, where nonperturbative effects dominate, the duality relation is largely violated due to strong resonance peaks, while in the high-energy region these peaks become broad and overlapping. Once a sum rule is obtained, the approximations made by QHD are consistent (see Section IV for more details). So it is necessary to work in the transition region where the condensates are important, but still small and local enough such that perturbative methods can be applied.

Based on the relations in Eq. (19), (20), we separate the integral over the OPE spectral density by introducing the threshold parameter $s^{th}$. Hence, we end up with the following form for the sum rules:

$$F(\mu)^2 \cdot \lambda_{E,H}^{4} \frac{1}{\lambda - \omega - i0^+} = \int_{0}^{s^{th}} ds \frac{\rho_{E,H}^{\text{OPE}}(s)}{s - \omega - i0^+}, \quad (21)$$

$$F(\mu)^2 \cdot (\lambda_{H}^{2} + \lambda_{E}^{2}) \frac{1}{\lambda - \omega - i0^+} = \int_{0}^{s^{th}} ds \frac{\rho_{HE}^{\text{OPE}}(s)}{s - \omega - i0^+}. \quad (22)$$

Finally, we perform a Borel transformation, which removes possible subtraction terms and leads further to an exponential suppression of higher resonances and the continuum. In addition to that, the convergence of our sum rule is improved. Generally, the Borel transform can be defined in the following way:

$$B_Mf(\omega) = \lim_{n\rightarrow \infty, -\omega \rightarrow \infty} \left( \frac{d}{d\omega} \right)^n f(\omega), \quad (23)$$

where $f(\omega)$ illustrates an arbitrary test function. Furthermore, we keep the ratio $M = \frac{\lambda}{\omega}$ fixed, $M$ denotes the Borel parameter.

After applying this transformation, we derive the final form of our sum rule expressions:

$$F(\mu)^2 \cdot \lambda_{E,H}^{4} \cdot e^{-\lambda/M} = \int_{0}^{\omega^{th}} d\omega \rho_{E,H}^{\text{OPE}}(\omega) e^{-\omega/M} = \int_{0}^{\omega^{th}} d\omega \frac{1}{\pi} \text{Im} \Pi_{E,H}^{\text{OPE}}(\omega) e^{-\omega/M}, \quad (24)$$

$$F(\mu)^2 \cdot (\lambda_{H}^{2} + \lambda_{E}^{2}) \cdot e^{-\lambda/M} = \int_{0}^{\omega^{th}} d\omega \rho_{HE}^{\text{OPE}}(\omega) e^{-\omega/M} = \int_{0}^{\omega^{th}} d\omega \frac{1}{\pi} \text{Im} \Pi_{HE}^{\text{OPE}}(\omega) e^{-\omega/M}. \quad (25)$$

These are the QCD sum rules presented in the paper. In order to obtain reliable values for the parameters $\lambda_{E,H}$ from the sum rules in Eq. (24) and (25), the Borel parameter $M$ needs to be chosen accordingly together with the threshold parameter $\omega^{th}$. The next step will be to determine the spectral function $\Pi_{X}^{\text{OPE}}(s)$, which is given by the OPE:

$$\Pi_{X}^{\text{OPE}}(\omega) = C_{\text{pert}}^{X}(\omega) + C_{\bar{q}g}^{X} \langle \bar{q}q \rangle + C_{G_{a}}^{X} \left( \frac{\alpha_s}{\pi} G^2 \right)$$

$$+ C_{\bar{q}g_{\sigma}G_{a}}^{X} \langle \bar{q}g_{\sigma}G_{a} \rangle + C_{G_{a}G_{b}G_{c}}^{X} \langle g_{3} f^{abc}G_{a}G_{b}G_{c} \rangle + C_{\bar{q}qG_{a}}^{X} \langle \bar{q}q \rangle \left( \frac{\alpha_s}{\pi} G^2 \right) + \ldots \quad (26)$$

The Wilson coefficients $C$ in Eq. (26) will be discussed in Sec. III. Moreover, we define a more convenient notation for the condensate contributions:

$$\langle \bar{q}q \rangle := \langle 0|\bar{q}q|0 \rangle, \quad \langle G^2 \rangle := \langle 0|G_{\mu\nu}G^{\mu\nu}|0 \rangle,$$

$$\langle \bar{q}g_{\sigma}G_{a} \rangle := \langle 0|\bar{q}g_{\sigma}G_{a}G_{a} \rangle, \quad \langle g_{3} f^{abc}G_{a}G_{b}G_{c} \rangle := \langle 0|g_{3} f^{abc}G_{a}G_{b}G_{c} |0 \rangle. \quad (27)$$

As previously mentioned, the condensates are uniquely parametrized up to mass dimension five. Starting at dimension six and higher, there occur many different possible contributions, but some of them are related by QCD equations of motions and Fierz identities to each other. Note that in the power expansion of Eq. (26)

2 A list is given for example in the review

---

---
we have only stated the dimension six and seven condensates, which give a leading order contribution to the parameters $\lambda_{E,H}^2$.

Moreover, there are many estimates for the values of the condensates given in the literature, which have been obtained from e.g. lattice QCD, sum rules [22], but obtaining values for condensates of dimension six and higher is an ongoing task due to the mixing with lower dimensional condensates. Because of the lack of these values, the vacuum saturation approximation [22] is exploited in many cases, where a full set of intermediate states is introduced into the higher dimensional condensate and the assumption is used that only the ground state gives a dominant contribution. Thus, the higher dimensional condensate will be effectively reduced to a combination of lower dimensional condensates [3].

III. COMPUTATION OF THE WILSON COEFFICIENTS

In this chapter, the leading perturbative and nonperturbative contributions to the correlation function in (17) and (18) are calculated up to dimension seven. Since the leading order of the diagonal correlator of two three-particle currents is of $O(\alpha_s)$ in the strong coupling constant, we only investigate contributions up to this order in perturbation theory. For the perturbative contribution we choose the Feynman gauge for the background field, while the nonperturbative contributions to the OPE are evaluated in the fixed-point or Fock-Schwinger (FS) gauge [38, 39]:

$$x_\mu A^\mu(x) = 0 \quad \text{and} \quad A_\mu(x) = \int_0^1 du \, u x^\mu G_{\nu\mu}(ux).$$

In the FS gauge, we set the reference point to $x_0 = 0$. This reference point would occur in all intermediate steps of the calculation and cancel in the end of the calculation. It is well known that this gauge is particularly useful in QCD sum rule computations.

Within the framework of QCD sum rules, the long-distance effects are encoded in local vacuum matrix elements of increasing mass dimension. In order to obtain these local condensates, the gluon field strength tensor is expanded in its spacetime coordinate $x$, which results in a simple relation between the gluon field $A_\mu$ and the field strength tensor $G_{\mu\nu}$. Additionally, gluon fields do not interact with the heavy quark in HQET, which can be easily seen by considering the heavy-quark propagator in position space [24]:

$$h_\nu(0)h_\nu(x) = \Theta(-v \cdot x) \delta^{(d-1)}(x_\perp) P_\perp \mathcal{P} \times \exp \left( i g_s \int_0^0 ds v \cdot A(sv) \right). \quad (29)$$

Here, $x^\mu = x^\mu - (v \cdot x)v^\mu$, $P_\perp = (1 + \gamma_5)/2$ denotes the projection operator and $\mathcal{P}$ illustrates the path ordering operator. Besides these simplifications, there are three additional vanishing subdiagrams depicted in Fig. 5 due to the FS gauge.

Generally, all diagrams can be evaluated in position space like in [3, 20], but in this work we choose to work in momentum space. We make use of dimensional regularization for the loop integrals with the convention $d = 4 - 2\epsilon$. Fig. 1 [5] show the diagrams which need to be computed in order to obtain the Wilson coefficients in Eq. (26). The calculation of these coefficients proceeds in the following way: First, we use FeynCalc [41] to decompose tensor integrals to scalar integrals. In the next step, these scalar integrals are reduced to master integrals by integration-by-parts identities using LiteRed [42].

We start by considering the perturbative contribution and the contribution from the quark condensate in Fig. 1.

![Diagram](image)

FIG. 1: Feynman diagrams for the perturbative and $(\bar{q}q)$ condensate contribution. The double line denotes the heavy quark propagator. The solid line denotes the light quark propagator and the curly line denotes the gluon propagator.

$$C_{\text{pert}}^X(\omega) = \frac{2\alpha_s}{\pi} \cdot C_F \cdot N_c \cdot \text{Tr}[\Gamma_1 P_+ \Gamma_2 \bar{p}] \cdot \hat{\mu}^4 e\epsilon \times \Gamma(-6 + 4\epsilon) \cdot (2 - \epsilon) \cdot \lambda^{6-4\epsilon} e^{4\imath\pi\epsilon} \times \left[ \Gamma(2 - \epsilon) \cdot T^{1}_{\mu\rho\nu\sigma} + \Gamma(3 - \epsilon) \cdot T^{2}_{\mu\rho\nu\sigma} \right], \quad (30)$$

$$C_{\bar{q}q}^X(\omega) = -\frac{\alpha_s}{\pi} \cdot C_F \cdot \text{Tr}[\Gamma_1 P_+ \Gamma_2] \cdot \hat{\mu}^2 e\epsilon \times \lambda^{3-2\epsilon} e^{2\imath\pi\epsilon} \left[ \Gamma(2 - \epsilon) \cdot T^{1}_{\mu\rho\nu\sigma} + \Gamma(3 - \epsilon) \cdot T^{2}_{\mu\rho\nu\sigma} \right], \quad (31)$$

3 This has already been done for the dimension seven condensate in Eq. (26).

4 All diagrams in this work have been created with JaxoDraw [40].
with
\[\mu^2 := \frac{\mu^2 e^{\gamma_E}}{4},\] (32)
\[T_{\mu\nu\sigma}^1 := g_{\mu\rho}g_{\nu\sigma} - g_{\mu\sigma}g_{\nu\rho},\] (33)
\[T_{\mu\nu\sigma}^2 := -g_{\mu\sigma}v_\nu v_\rho + g_{\mu\nu}v_\rho v_\sigma - g_{\mu\rho}v_\nu v_\sigma.\] (34)

Notice that the tensor structures of \(T_{\mu\nu\sigma}^{1,2}\) satisfy the symmetries imposed by the field strength tensors \(G_{\mu\nu}\) and \(G_{\rho\sigma}\). In particular, the expressions are anti-symmetric under the exchange of \(\{\mu \leftrightarrow \nu\}\), \(\{\rho \leftrightarrow \sigma\}\) and symmetric under the combined exchanges \(\{\mu \leftrightarrow \rho, \nu \leftrightarrow \sigma\}\) and \(\{\mu \leftrightarrow \nu, \rho \leftrightarrow \sigma\}\). The Wilson coefficient for the gluon condensate and higher mass dimension correction for the quark condensate share the same tensor structure as the coefficients stated in Eq. (30) and (31). Furthermore, the mass dimension five contribution with the non-Abelian vertex in Eq. (39) and the dimension seven contribution in Eq. (41) make use of these tensor structures as well.
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**FIG. 2:** (a) shows the Feynman diagram for the dimension four contribution, (b) a schematic illustration of the dimension five condensate originating from the higher order expansion of the dimension three contribution in Fig. 1.

The Wilson coefficient of the gluon condensate, which corresponds to Fig. 2(a) can be expressed as:

\[C_{qGq,3}^X(\omega) = \frac{\alpha_s}{4\pi} \cdot \frac{C_F \cdot \bar{\mu}^{2\epsilon}}{(4 - 2\epsilon)(3 - 2\epsilon)} \Gamma(-1 + 2\epsilon) \cdot \Gamma(1 - \epsilon) \times \omega^{1 - 2\epsilon} e^{2i\pi\epsilon} \cdot \left[\text{Tr}[\Gamma_1 P_+ \Gamma_2 \sigma_{\mu\nu\rho\sigma}]\right],\] (38)

The mass dimension five contributions are given as:

\[C_{qGq,1}^X(\omega) = \frac{\alpha_s}{4\pi} \cdot \frac{C_F \cdot \bar{\mu}^{2\epsilon}}{(4 - 2\epsilon)(3 - 2\epsilon)} \Gamma(-1 + 2\epsilon) \cdot \Gamma(3 - \epsilon) \cdot \omega^{1 - 2\epsilon} e^{2i\pi\epsilon} \cdot \left[T_{\mu\nu\sigma}^1\right],\] (36)

\[C_{qGq,2}^X(\omega) = \frac{\alpha_s}{4\pi} \cdot \frac{C_F \cdot \bar{\mu}^{2\epsilon}}{(4 - 2\epsilon)(3 - 2\epsilon)} \Gamma(-1 + 2\epsilon) \cdot \Gamma(1 - \epsilon) \times \omega^{1 - 2\epsilon} e^{2i\pi\epsilon} \cdot \left[\text{Tr}[\Gamma_1 P_+ \Gamma_2 \sigma_{\mu\nu\rho\sigma}]\right],\] (37)

\[C_{qGq,4}^X(\omega) = \frac{i\alpha_s}{32\pi} \cdot \frac{C_A C_F \cdot \bar{\mu}^{2\epsilon}}{(2 - 2\epsilon)(3 - 2\epsilon)} \cdot \left[\Gamma(-1 + 2\epsilon) \cdot \Gamma(1 - \epsilon) \cdot \omega^{1 - 2\epsilon} e^{2i\pi\epsilon} \cdot \left[T_{\mu\nu\sigma}^1\right] \right],\] (39)

Although the other contributions for the mass dimension five condensate (Fig. 3) possess a more complicated tensor structure, all symmetries described before are still satisfied. We obtain the total Wilson coefficient for the mass dimension five condensate if we sum up all four previous contributions, namely \(C_{qGq}^X = \sum_{k=1}^{4} C_{qGq,k}^X\). The last two diagrams depicted in Fig. 4 are of mass dimension six and seven. Their contributions are expected to be smaller compared to the dimension five contributions, such that we observe that the OPE starts to converge. Other contributions to mass dimension six are vanishing or are of \(O(\alpha_s^2)\). Thus, the triple-gluon condensate is the only relevant condensate at this order and the Wilson coefficient reads:

\[C_{qGq}^X(\omega) = \frac{\bar{\mu}^{2\epsilon}}{64\pi^2} \cdot B_{\mu\lambda\rho\sigma\alpha} \cdot \Gamma(2\epsilon) \cdot \Gamma(1 - \epsilon) \cdot \omega^{2 - 2\epsilon} e^{2i\pi\epsilon} \times \left[\text{Tr}[\Gamma_1 P_+ \Gamma_2 \sigma_{\lambda\rho\alpha}] + \text{Tr}[\Gamma_1 P_+ \Gamma_2 (v^\alpha \gamma^\lambda - v^\lambda \gamma^\alpha)]\right],\] (40)
FIG. 4: Feynman diagrams for the dimension six and dimension seven condensate, which contribute to the leading order estimate of $\lambda_{E,H}^2$.

where the expression $B_{\mu\nu\rho\sigma\alpha}$ is defined in Appendix A.

Finally, we state the expression for the dimension seven contribution:

$$C_{\bar{q}qG^2}(\omega) = -\text{Tr}[\Gamma_1 P_+ \Gamma_2] \cdot \frac{T^1_{\mu\nu\rho\sigma}}{\omega + i0^+} \cdot \frac{\pi^2}{2N_c(4 - 2\epsilon)(3 - 2\epsilon)}.$$  

FIG. 5: Vanishing subdiagrams in the Fock-Schwinger gauge.

According to Eq. (17) and (18), we still need to take the imaginary part of these diagrams. We choose to compute directly the loop diagrams and take the imaginary part of the resulting expression. Following Cutkosky rules, another approach would be to perform the calculation by considering all possible cuts for the diagrams.

Apart from the diagrams in Fig. 3, the diagrams are finite. (a) and (b) in Fig. 3 include both a three-particle and a two-particle cut, where the latter requires a non-trivial renormalization procedure. The optical theorem states that both calculations yield the same result. Besides the diagram in Fig. 2(b), all diagrams in Fig. 4 can generally be calculated by using perturbative methods. Fig. 2(b) stems from higher order corrections in the expansion of the nonperturbative quark condensate in Eq. (A1). Moreover, the diagrams contributing to the quark-gluon condensate in Fig. 3(a) and (b) obey the same structure as the contributions in $\bar{q}qG$ and hence a cross-check is possible after replacing the quark condensate by the quark-gluon condensate and keeping in mind that the Lorentz structures differ. By taking the imaginary part of all Wilson coefficients discussed above, plugging the results into Eq. (44), (45) and performing the integration over $\omega$ up to the threshold parameter $\omega_{th}$, we obtain the final expression for the sum rules shown in Eq. (44) to Eq. (46).

For convenience, we introduced the function:

$$G_n(x) := 1 - \sum_{k=0}^{n} \frac{x^k}{k!} e^{-x}.$$  

We see that the sum rules for $\lambda_{E,H}^4$ in Eq. (45) and (46) have got the same expression for the perturbative contribution. This contribution is in addition to that positive, since we are studying a positive-definite correlation function in Eq. (7). Furthermore, the quark, the gluon and the triple-gluon condensate in Eq. (45), (46) have different signs and the Wilson coefficients in Eq. (37), (38) and (39) vanish for $\lambda_{E}^4$. This will have implications on the stability of the sum rule for the parameter $\lambda_{E}^4$ and will be investigated in Sec. IV. The dimension three, four and six condensates do not appear in Eq. (44), since the signs differ in Eq. (46) compared to (45).

All sum rules involve the decay constant $F(\mu)$, whose calculation in terms of the correlation function can be found, e.g. in Ref. [26]. For consistency, we will retain the result at leading order in $\alpha_s$.

$$F^2(\mu) \cdot e^{-\Lambda/M} = \frac{2N_c M^3}{\pi^2} \cdot G_2 \left( \frac{\omega_{th}}{M} \right) - \langle \bar{q}q \rangle + \frac{1}{16M^2} \langle \bar{q}q, G \cdot \sigma q \rangle.$$  

(43)
Eq. (44), (45), (46) and (43).

For parameters $\bar{\Lambda}$ and the decay constant $\Lambda$, we consider the ratios (44) to (46) divided by (43) following the procedure described in Sec. III. In particular, we use the sum rules in Eq. (43), (44), (45) and (46) for $M = 1$ GeV. Hence, we study different combinations of $\lambda_{\mu}^H$, $\lambda_{\mu}^{E,H}$, and (43) divided by (43) in order to cancel the dependence on the low-energy parameter $\bar{\Lambda}$ and the decay constant $F(\mu)$. The numerical inputs for the necessary parameters are given in Table 1. But when we investigate the optimal window for the Borel parameter $M$, we observe that the sum rules are dominated by higher resonances and the continuum contribution. This questions the reliability of our estimates.

IV. NUMERICAL ANALYSIS

In this section we first compute the HQET parameters by using the sum rules in Eq. (43), (44), (45) and (46) following the procedure described in Sec. III. In particular, we consider the ratios (44) to (46) divided by (43) in order to cancel the dependence on the low-energy parameter $\bar{\Lambda}$ and the decay constant $F(\mu)$. The numerical inputs for the necessary parameters are given in Table 1. But when we investigate the optimal window for the Borel parameter $M$, we observe that the sum rules are dominated by higher resonances and the continuum contribution. This questions the reliability of our estimates.

We plot higher dimensional contributions for $\lambda_{\mu}^H$ in the lower part of Fig. 5 (a) and we observe that each power correction enhances the total value of $\lambda_{\mu}^H$. The dimension five contribution leads to the largest contribution in Fig. 5 (a). The fact that correlation functions with a large mass dimension experience large contributions from local condensates with a high mass dimension for small values of the Borel parameter $M$ is a well known fact. Moreover, the contributions from dimensions greater than five become smaller indicating convergence of the OPE. The upper plot in Fig. 5 (a) shows the sum of all contributions up to mass dimension seven for different threshold parameters $\omega_{th}$. This variation of the parameter $\omega_{th}$ indicates the stability of the sum rule, since the Borel parameter $M$ and $\omega_{th}$ are correlated. Furthermore, it can be explicitly seen that in the highly nonperturbative regime with small $M$ the condensate contributions become dominant and therefore the sum rule becomes unreliable. To find the optimal window for the threshold $\omega_{th}$, we vary the function $F(\mu)$ in Eq. (43) for different values of $\omega_{th}$, see Fig. 7 (a). As we can see, the decay constant $F(\mu)$ gives reliable values in the interval $0.8 \text{ GeV} \leq \omega_{th} \leq 1.0 \text{ GeV}$. In order to confirm that our threshold choice gives reasonable results, we compute the physical decay constant $f_\mu$ by using Eq. (43), see Fig. 7 (b). We observe in Fig. 7 (b) that for $M \geq 0.8 \text{ GeV}$ the dependence on the threshold parameter $\omega_{th}$ between 0.8 GeV and 1.0 GeV becomes stable and reliable. Although the error of the decay constant $f_\mu$ given in Eq. (43) is small, we assume a conservative uncertainty of 50%, because we neglect the $O(\alpha_s)$ contributions for the HQET decay constant $F(\mu)$, which are known to be large and moreover our sum rules only account for the contributions up to mass dimension seven. The corresponding analysis in (26) shows the impact of

$$F(\mu)^2 \cdot (\lambda_{\mu}^H)^2 e^{-\bar{\Lambda}/M} = \frac{\alpha_s C A C_F}{\pi^3} \cdot 24M^7 \cdot G_6 \left( \frac{\omega_{th}}{M} \right) - \frac{\alpha_s C F C_A}{4\pi} \cdot \langle \bar{q}q, \sigma \cdot Gq \rangle \cdot M^2.$$

$$F(\mu)^2 \cdot \lambda_{\mu}^F e^{-\bar{\Lambda}/M} = \frac{\alpha_s C A C_F}{\pi^3} \cdot 12M^7 \cdot G_6 \left( \frac{\omega_{th}}{M} \right) - \frac{\alpha_s C F C_A}{8\pi} \cdot \langle \bar{q}g, \sigma \cdot Gq \rangle \cdot M^2.$$

$$F(\mu)^2 \cdot \lambda_{\mu}^{E,H} e^{-\bar{\Lambda}/M} = \frac{\alpha_s C A C_F}{\pi^3} \cdot 12M^7 \cdot G_6 \left( \frac{\omega_{th}}{M} \right) - \frac{\alpha_s C F C_A}{2\pi} \cdot \langle \bar{q}g, \sigma \cdot Gq \rangle \cdot M^2.$$

| Parameters | Value       | Ref. |
|------------|-------------|------|
| $\alpha_s$ (1 GeV) | 0.471 | [23] |
| $\langle \bar{q}q \rangle$ | $(-0.242 \pm 0.015)^3 \text{ GeV}^3$ | [45] |
| $\langle \bar{q}G \cdot G \rangle$ | $(0.012 \pm 0.004) \text{ GeV}^3$ | [47] |
| $\langle \bar{q}G \cdot \sigma q \rangle / \langle \bar{q}q \rangle$ | $(0.8 \pm 0.2) \text{ GeV}^2$ | [49] |
| $\langle \bar{q}f^{abc} G^a G^b G^c \rangle$ | $(0.045 \pm 0.045) \text{ GeV}^6$ | [22] |
| $\Lambda$ | $(0.55 \pm 0.06) \text{ GeV}$ | [17] |

TABLE I: List of the numerical inputs, which will be used in our analysis. The vacuum condensates are normalized at the point $\mu = 1$ GeV. For the strong coupling constant we use the two-loop expression with $\Lambda_{QCD}^{(4)} = 0.31 \text{ GeV}$.

$$R(\mu) = \frac{\lambda_{\mu}^2(\mu)}{\lambda_{\mu}^2(\mu)} \quad (47)$$

at $\mu = 1$ GeV. Hence, we study different combinations of Eq. (44), (45), (46) and (43).
these corrections, which reduce the uncertainty of the analysis to 15% – 20%. Another method to determine the interval for the threshold parameter \( \omega_{th} \) is by taking the derivative with respect to the Borel parameter \( \partial/\partial (1/M) \) in Eq. (45). Dividing this expression by the original sum rule in Eq. (45) yields an estimate for the parameter \( \Lambda \) which needs to be compatible with the value stated in Table I. Both methods give the same interval for \( \omega_{th} \), namely \( 0.8 \text{ GeV} \leq \omega_{th} \leq 1.0 \text{ GeV} \).

Similarly, we plot higher dimensional contributions for the sum rule in Eq. (44) in Fig. 6(b). The lower plot illustrates each order of the power expansion individually. Here, we see that the dimension three, four and six condensates do not contribute to the sum rule. The terms corresponding to the dimension five condensate provide again the largest contribution and beyond this dimension the power expansion is expected to converge, which is indicated by the small contribution of mass dimension seven. Again, the upper plot in Fig. 6(b) shows the value of \((\lambda_H^2 + \lambda_E^2)^2\) as a function of \(M\) for different threshold parameter \( \omega_{th} \). The determination of the threshold window for \( \omega_{th} \) follows the same argumentation as for the sum rule in Eq. (45). In particular, both methods lead again to the same conclusion and we obtain the interval \( 0.8 \text{ GeV} \leq \omega_{th} \leq 1.0 \text{ GeV} \).

The sum rule for the parameter \( \lambda_E^4 \) in Eq. (46) requires further investigation. Fig. 6(c) presents in the upper plot the sum of all contributions up to mass dimension seven, while in the lower plot each contribution is considered individually. In comparison to the sum rules in Eq. (44) and Eq. (45), the mass dimension three and four condensates contribute with the opposite sign to this sum rule. Since these contributions are large, this sum rule becomes unreliable and unstable compared to the previously studied sum rules. Additionally, the dominant dimension five contributions from Eq. (37), (38) and (39) do not appear in this sum rule, thus the extraction of an estimate for \( \lambda_E^4 \) from this sum rule gives an unreliable value. Moreover, we observe that the dimension seven contribution also gives a sizeable contribution, which questions the convergence of the OPE itself.

The fact that this sum rule becomes unstable can be seen from the threshold interval for \( \omega_{th} \). Only the argumentation via the decay constants \( F(\mu) \) and \( f_B \) give an appropriate interval, namely \( 0.55 \text{ GeV} \leq \omega_{th} \leq 0.65 \text{ GeV} \). Furthermore, the variation of the threshold seems to give larger deviations than for the sum rules in Eq. (44) and (45), indicating a less stable sum rule with larger uncertainties.

To obtain the lower bound for the Borel parameter \( M \), we choose a value where the dimension seven condensate contribution is smaller than 40% of the total OPE. Notice that too small values of \( M \) spoil the convergence of the OPE since the condensate contributions become dominant. For the sum rules in Eq. (44) and (45), this condition is fulfilled for \( 0.5 \text{ GeV} \leq M \). Based on Fig. 6(a) and 6(b), we also see that for \( 0.5 \text{ GeV} \leq M \) the sum rule starts to become more reliable. As already mentioned, the sum rule for \( \lambda_E^4 \) in Eq. (46) is more unstable compared to \( \lambda_H^4 \) and \((\lambda_H^2 + \lambda_E^2)^2\). Hence, this method to obtain the lower bound of \( M \) does not work for \( \lambda_E^4 \).

Instead, we choose the values based on Fig. 6(c). We see that for \( 0.5 \text{ GeV} \leq M \) the OPE becomes more reliable and therefore a good choice for the lower bound. This estimate of the lower bound is taken into account in the uncertainty analysis.

For the determination of the upper part of the Borel parameter we introduce:

\[
R_{\text{cont.}} = 1 - \int_{\omega_{th}}^{\omega_{max}} d\omega \frac{\text{Im} \Pi_{\text{OPE}}(\omega)}{\text{Im} \Pi_{\text{cont.}}(\omega)} e^{-\omega/M} \]  

(48)

for \( X \in \{ H, E, HE \} \). The value of \( R_{\text{cont.}} \) guarantees that the ground state still gives a sizeable contribution compared to the higher resonances and continuum contribution. For reliable results of the sum rule we expect \( R_{\text{cont.}} \leq 50\% \) for \( M \leq M_{\text{max}} \). Thus, Eq. (48) fixes the upper bound for the Borel parameter. But in the case of Eq. (44), (45) and (46), the continuum contribution is dominant, which is to be expected from the large mass dimension of the considered correlation function in Eq. (7). Therefore, an upper bound for \( M \) is not feasible according to this method.

To resolve this problem, we consider two combinations of the sum rules in Sec. III which have the feature that \( R_{\text{cont.}} \) becomes about 50% for a reasonable value of \( M \). The combinations are the following:

\[
\frac{(\lambda_H^2 + \lambda_E^2)^2}{\lambda_H^4} = (1 + \mathcal{R})^2 \quad \text{and} \quad \frac{F(\mu)^2 e^{-\Lambda/M} + F(\mu)^2 e^{-\Lambda/M} \lambda_H^4}{F(\mu)^2 e^{-\Lambda/M} - F(\mu)^2 e^{-\Lambda/M} \lambda_E^4} \]

(49)

with \( \mathcal{R} \) defined in Eq. (17). The combination \((1 + \mathcal{R})^2\) is an appropriate choice, because the dominant mass dimension five contributions due to Eq. (45) lower the value of \( R_{\text{cont.}} \) significantly. On the other hand, the second combination in Eq. (49) is dominated by the large \( \mathcal{O}(\alpha_s^0) \) contributions from \( F(\mu) \) such that \( \lambda_E^4 \) become only small corrections. For both combinations in Eq. (49) the parameter is \( R_{\text{cont.}} \leq 50\% \) for \( M_{\text{max}} = 0.8 \text{ GeV} \).

In Table I we summarize the lower and upper bounds for the parameters \( M \) and \( \omega_{th} \).

| Parameter | Lower Bound | Upper Bound |
|-----------|-------------|-------------|
| \( M \)   | \( 0.5 \text{ GeV} \) | \( 0.8 \text{ GeV} \) |
| \( \omega_{th} \) | \( 0.8 \text{ GeV} \) | \( 1.0 \text{ GeV} \) |

TABLE II: Summary of the threshold and Borel window for the combination in Eq. (49).

In Fig. 8(a) and 8(b) we plot both combinations as a function of \( M \) for different values of \( \omega_{th} \) within its threshold window.

Finally, we are at the point to extract \( \mathcal{R} \) and \( \lambda_E^2 \) based on Eq. (49). The uncertainties of \( \lambda_E^2 \) and for the ratio \( \mathcal{R} \) are partially determined by varying each input parameter individually according to their uncertainty, see Table I. For the strong coupling constant we
FIG. 6: Fig. (a), (b) and (c) show the full OPE of Eq. (44), (45) and (46) within the threshold interval $0.8 \, \text{GeV} \leq \omega_{th} \leq 1.0 \, \text{GeV}$, respectively. The lower figures illustrate the individual contributions to the OPE for $\omega_{th} = 0.9 \, \text{GeV}$. The plots only show the central values.

use the two-loop expression with $\Lambda_{QCD}^{(4)} = 0.31 \, \text{GeV}$ to obtain $\alpha_s(1 \, \text{GeV}) = 0.471$. We vary $\Lambda_{QCD}^{(4)}$ in the interval $0.29 \, \text{GeV} \leq \Lambda_{QCD}^{(4)} \leq 0.33 \, \text{GeV}$, which corresponds to the running coupling $\alpha_s(1 \, \text{GeV}) = 0.44 - 0.50$. In the last step, we square each uncertainty in quadrature:

$$R(1 \, \text{GeV}) = 0.1 + \left( \begin{array}{c} +0.03 \\ -0.03 \\ +0.01 \\ -0.02 \\ +0.01 \\ -0.01 \\ +0.02 \\ -0.03 \\ +0.05 \\ -0.04 \\ +0.02 \\ -0.02 \\ +0.02 \\ -0.03 \end{array} \right)_{\omega_{th}} + \left( \begin{array}{c} +0.01 \\ -0.01 \\ +0.01 \\ -0.01 \\ +0.02 \\ -0.02 \\ +0.02 \\ -0.03 \end{array} \right)_{\langle \bar{q}q \rangle} + \left( \begin{array}{c} +0.01 \\ -0.01 \\ +0.01 \\ -0.01 \\ +0.02 \\ -0.02 \end{array} \right)_{\langle \bar{q}G \cdot q \rangle} + \left( \begin{array}{c} +0.02 \\ -0.02 \\ +0.02 \\ -0.02 \end{array} \right)_{\langle g_s f_{abc}G^aG^bG^c \rangle}$$

$$= 0.1 \pm 0.07$$
For $\lambda_H^2$, the variation of the strong coupling constant $\alpha_s$, the dimension three and dimension six condensates do not change the central value significantly. Therefore, these uncertainties can be neglected.

$$
\lambda_H^2(1 \text{ GeV}) = \left[ 0.150 + \left(\frac{0.002}{\omega_{th}}\right) + \left(\frac{0.002}{\omega_{th}}\right)_M \right. \\
\left. + \left(\frac{0.001}{\omega_{th}}\right)\langle \frac{3}{2} G^2 \rangle + \left(\frac{0.001}{\omega_{th}}\right)\langle \bar{q}G\cdot q \rangle \right. \\
\left. + \left(\frac{0.001}{\omega_{th}}\right)\langle \bar{q}G\cdot G\cdot q \rangle \right] \text{ GeV}^2 \\
= (0.150 \pm 0.006) \text{ GeV}^2 \quad (51)
$$

Besides these contributions, there are other uncertainties due to several approximations and systematic errors. Since we truncated the perturbative series at $\mathcal{O}(\alpha_s)$ and the power corrections at dimension seven, we introduce another error which is more complicated to determine. Moreover, there is also an intrinsic uncertainty caused by the sum rule approach, for instance generated by the use of the quark-hadron duality. The total uncertainties stated in Eq. (50), (51) and (52) only list those quantities, which give deviations from the central values.

Before we state our final results, we will first derive upper bounds on the parameters $\lambda_{E,H}^2$. Due to the diagonal structure of the correlation function, we know that the spectral density is positive definite. By performing the limit $\omega_{th} \to \infty$ in Eq. (45) and (46), we include all possible higher resonances and continuum contributions into our analysis. Thus, we obtain a consistent upper bound onto these parameters as it was already done in the case of $f_D/f_{D_s}$ decay constants in [48]. The values for the upper bounds within the Borel window in Fig. 8 (a) and 8 (b) are:

$$
\lambda_E^2 < 0.48^{+0.17}_{-0.24} \text{ GeV}^2, \quad (53)
$$

$$
\lambda_H^2 < 0.41^{+0.19}_{-0.24} \text{ GeV}^2. \quad (54)
$$

Now we extract our predictions for these parameters based on our sum rule analysis. We expect that these estimates should lie within the bounds of (53) and (54). A conservative estimate of the uncertainties leads to the following final results:

$$
\lambda_E^2(1 \text{ GeV}) = (0.01 \pm 0.01) \text{ GeV}^2, \quad (55)
$$

$$
\lambda_H^2(1 \text{ GeV}) = (0.15 \pm 0.05) \text{ GeV}^2, \quad (56)
$$

$$
\mathcal{R} = 0.1 \pm 0.1. \quad (57)
$$

FIG. 7: Fig. (a) shows the comparison of the central values of the decay constant $F(\mu)$ for different values of $\omega_{th}$. The value of the binding energy can be found in Table I. Fig. (b) shows the comparison of the central values of the physical decay constant $f_B$ with different values of $\omega_{th}$. The dashed line indicates the lattice result and the shaded green area illustrates its corresponding uncertainty.
If we consider instead directly Eq. (44), (45) and take the Borel window and the threshold parameter \( \omega_{th} \) as shown in Table III we obtain the values:

\[
\begin{align*}
\lambda_E^2 (1 \text{ GeV}) &= (0.05 \pm 0.03) \text{ GeV}^2, \\
\lambda_H^2 (1 \text{ GeV}) &= (0.16 \pm 0.05) \text{ GeV}^2, \\
R &= 0.3 \pm 0.2. 
\end{align*}
\]

Note that we can also use (46) to obtain the value for \( \lambda_E^2 \), however the threshold window must be chosen as 0.55 GeV \( \leq \omega_{th} \leq 0.65 \) GeV as shown in Fig. 6 (c).

Although the sum rules in Eq. (44) to (46) are dominated by continuum contributions and higher resonances for the Borel window given in Table III we see that the set of parameters and their ratio \( R \) in Eq. (58) to (60) reproduce the values for \( \lambda_{E,H}^2 \) and \( R \) in Eq. (55) to (57) within the errors. In particular the estimate for \( \lambda_E^2 \) does not change much, which indicates that the continuum contributions are well approximated by the sum rules in Eq. (45). All values lie within the bounds given in Eq. (53) and (54). Our result for \( \lambda_E^2 \) in Eq. (55) is close to the result in (26) and agrees within the error, see Table III. Additionally, our result for \( \lambda_H^2 \) tends towards the previously studied correlation functions in [3,26]. But we observe dominant contributions from the continuum and higher resonances due to the large mass dimension of the correlation function within these sum rules. This is why we consider combinations of these sum rules studied in Section IV, which satisfy the condition that the ground state contribution still gives a sizeable effect. Moreover, the OPE is expected to converge for the two sum rules in Eq. (44) and (45) shown in Fig. 6 (a) and 6 (b), because the investigated contributions beyond mass dimension five become smaller. However, the OPE in Eq. (46) needs additional higher order corrections, since the contribution of dimension five and seven are both large, which makes the sum rule unstable, see Fig. 6 (c).

For a consistent treatment of the leading order contributions we also included only the \( \mathcal{O}(\alpha_s^0) \) contributions for the HQET decay constant \( F(\mu) \), although it is known that the \( \mathcal{O}(\alpha_s) \) contributions are sizeable [27]. Our results compared to the values obtained in [3,26] are listed in Table III.

### Table III: Comparison of our results for the parameters \( \lambda_{E,H}^2 \) and \( R \) at \( \mu = 1 \) GeV.

| Parameters | Ref. 13 | Ref. 26 | this work |
|------------|---------|---------|-----------|
| \( R(1 \text{ GeV}) \) | (0.6 \pm 0.4) | (0.5 \pm 0.4) | (0.1 \pm 0.1) |
| \( \lambda_E^2(1 \text{ GeV}) \) | (0.18 \pm 0.07) GeV\(^2\) | (0.06 \pm 0.03) GeV\(^2\) | (0.15 \pm 0.05) GeV\(^2\) |
| \( \lambda_H^2(1 \text{ GeV}) \) | (0.11 \pm 0.06) GeV\(^2\) | (0.63 \pm 0.02) GeV\(^2\) | (0.01 \pm 0.01) GeV\(^2\) |

V. CONCLUSION

In this work we suggested alternative diagonal QCD sum rules in order to estimate the HQET parameters \( \lambda_{E,H}^2 \) and their ratio \( R = \lambda_E^2/\lambda_H^2 \). We included all leading contributions to the diagonal correlation function of three-particle quark-antiquark-gluon currents up to mass dimension seven. The advantage of these sum rules are that they are positive definite and we expect that the quark-hadron duality is more accurate compared to the

With these new sum rules we obtain independent estimates for the parameters \( \lambda_{E,H}^2 \) and the \( R \)-ratio, which are important ingredients for the second moments of the \( B \)-meson light-cone distribution amplitudes in \( B \)-meson factorization theorems. For future improvements of our sum rules we suggest to include \( \mathcal{O}(\alpha_s^2) \) corrections to the OPE and consider even higher mass dimension in the power expansion of local vacuum condensates. In this
case it would also be necessary to include the \( O(\alpha_s) \) contributions for \( F(\mu) \). Especially the sum rule in [46] will benefit greatly since we expect the convergence of the OPE, which results in better determination of \( \lambda_E^2, \lambda_H \) and consequently \( R \).
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Appendix A: PARAMETRIZATION OF THE QCD CONDENSATES

Here we present the condensates that we have used in the work. All results are based on [49] if not stated otherwise. First, we Taylor expand the following matrix element:

\[
\langle 0 | \bar{q}(0) \Gamma_1 \cdots \Gamma_2 q(x) | 0 \rangle = (0 | \bar{q}(0) \Gamma_1 \cdots \Gamma_2 q(0) | 0) + x^\mu (0 | \bar{q}(0) \Gamma_1 \cdots \Gamma_2 D_\mu q(0) | 0) + \frac{x^\mu x^\nu}{2} (0 | \bar{q}(0) \Gamma_1 \cdots \Gamma_2 D_\mu D_\nu q(0) | 0) + \cdots
\] (A1)

The first term in Eq. (A1) corresponds to the quark condensate.

\[
\langle 0 | \bar{q}^i(0) \Gamma_1,\alpha,1 P_{+,\beta},\beta_1 \cdots \Gamma_2,\gamma,2 q^j(0) | 0 \rangle = \frac{1}{4N_c} \text{Tr}[\Gamma_1 P_1 \Gamma_2] \langle \bar{q}q \rangle \delta^{ij} \] (A2)

The third term in Eq. (A1) corresponds to the quark-gluon condensate.

\[
\frac{x^\mu x^\nu}{2} \langle 0 | \bar{q}^i(0) D_\mu D_\nu q^j(0) | 0 \rangle = \frac{x^2}{16N_c d} \delta^{ij} \langle \bar{q}q \rangle G_{\mu\nu} \] (A5)

The gluon condensate can be parametrized as:

\[
\langle 0 | G^a_{\mu\nu} C^b_{\rho\sigma} | 0 \rangle = \frac{\delta^{ab}}{d(d-1)(N_c^2-1)} \langle \bar{q}q \rangle (g_{\mu\nu} g_{\rho\sigma} - g_{\mu\rho} g_{\nu\sigma}).
\] (A6)

The decomposition of the triple-gluon condensate has been investigated in [50].

\[ \langle g_s^3 f^{abc} G^a_{\mu\nu} G^b_{\rho\sigma} G^c_{\alpha\beta} \rangle = \frac{\langle g_s^3 f^{abc} G^a G^b G^c \rangle}{d(d-1)(d-2)} \left( g_{\mu\lambda} g_{\nu\rho} g_{\sigma\alpha} + g_{\mu\sigma} g_{\nu\rho} g_{\lambda\alpha} + g_{\mu\lambda} g_{\rho\sigma} g_{\nu\alpha} + g_{\rho\sigma} g_{\lambda\alpha} - g_{\mu\rho} g_{\sigma\alpha} - g_{\mu\sigma} g_{\rho\alpha} - g_{\rho\lambda} g_{\nu\sigma} - g_{\nu\alpha} g_{\rho\mu} - g_{\mu\rho} g_{\nu\sigma} - g_{\rho\lambda} g_{\nu\alpha} - g_{\sigma\alpha} g_{\mu\rho} - g_{\sigma\rho} g_{\mu\alpha} \right). \] (A7)

The expression in Eq. (A7) corresponds to the tensor \( B_{\mu\lambda\rho\sigma\alpha} \) introduced in Eq. (40).
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