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Abstract

Let \((W, S)\) be a Coxeter system. A \(W\)-graph encodes a representation of the Hecke algebra \(\mathcal{H}\) of \(W\). We construct universal representations of multi-parameter Hecke algebras on certain quotients of path algebras, and study their relationships with \(W\)-graph representations. We also study the quotients of path algebras on their own, motivated by one example where the quotient path algebra is isomorphic to an ideal of Lusztig asymptotic Hecke algebra. Finally, we describe a method to obtain a generating set for the ideals by which we quotient the path algebras.

1 Introduction

Given a Coxeter system \((W, S)\), a \(W\)-graph \([7]\) is a combinatorial object that encodes a representation of the Hecke algebra \(\mathcal{H}\) of \(W\) over a commutative unital ring \(A\). In one version, a \(W\)-graph consists of a quiver (directed graph) with vertices labeled by subsets of \(S\), and edges labeled by elements of \(A\) subject to stringent conditions. These conditions ensure that certain endomorphisms (defined in terms of this data) of the free \(A\)-module on the set of vertices give rise to a representation of \(\mathcal{H}\). Recent developments on \(W\)-graphs include \([4, 5, 6, 10, 11, 12, 13]\).

In this paper we consider the relationships between representations (denoted \(\tau\)) attached to \(W\)-graphs for multi-parameter Hecke algebras and universal representations (denoted \(\tilde{\rho}\)) on quotients of path algebras attached to arbitrary quivers (called pre-\(D\)-graphs) with vertices labeled by subsets of \(S\), subject to only mild finiteness conditions. The precise meaning of “universal” is given in Section 7.3. Given a pre-\(D\)-graph, the universal representation \(\tilde{\rho}\) acts on, roughly, the largest quotient of the path algebra on
which the analogue of the formulae defining $W$-graph representations affords an actual representation. An important subtlety is that in the construction, $A$ is a free module over a subalgebra $A_0$, and the construction is done so that the representation is defined on $R := A \otimes_{A_0} R_0$ where $R_0$ is an $A_0$-algebra (and a quotient of a path algebra) produced by the construction. We construct an equivariant map between the representations $\tau$ and $\tilde{\rho}$ (Theorem 5.1) and state a more precise result (Theorem 5.2) closely relating $\tilde{\rho}$ to a representation Morita equivalent to $\tau$.

We also study the quotient path algebras $R$ on their own. The main motivation is given by a special example (Example 6.10) in which the quotient path algebra is isomorphic to the two-sided ideal of the asymptotic Hecke algebra associated to the two-sided cells of $a$-value 1 (see [9], Chapter 18). This example suggest a stronger connection (in general) between quotient path algebras and the asymptotic Hecke algebra. We show three formal properties of $R$ which are analogous to known (non-formal) properties of the asymptotic Hecke algebra and special representations of Weyl groups. First, given two specializations $H', H''$ of $H$ to algebras over a commutative unital ring $B$, the construction gives rise to a canonical $(H', H'')$-bimodule structure on $B \otimes_{A_0} R_0$ (Theorem 4.6). Secondly, given a pre-$D$-graph subject to mild finiteness conditions, the opposite ring of $R$ arises by applying the same construction to a dual pre-$D$-graph (Theorem 4.10). Thirdly, under suitable (strong) conditions, when the pre-$D$-graph comes from a $W$-graph, the $W$-graph representation $\tau$ appears at least once in each left ideal of $R$ generated by an idempotent corresponding to a vertex of the quiver (Corollary 5.5).

As is the case for the asymptotic Hecke algebra, it is hard to make computations or give an explicit description of these quotient path algebras. However, we describe a method to obtain a generating set for the ideal by which we quotient the path algebra. We first compute the generators of the ideals associated to relatively simple pre-$D$-graphs (called universal pre-$D$-graphs) and their images under a certain homomorphism give a generating set for the original ideal (Theorem 6.3).

The paper is organized in the following way. In Section 2 we discuss notation and some known properties, mostly on path algebras. In Section 3 we extend the notion of $W$-graphs to “pre-$D$-graphs” and “$D$-graphs” (which are essentially $W$-graphs for multi-parameter Hecke algebras). In Section 4 we discuss the main topic of this paper, quotient path algebras, and construct representations of Hecke algebras on them. In Section 5 we construct an equivariant map between the representations of Hecke algebras coming from $D$-graphs and those defined on quotient path algebras. In
Section 6 we describe a method to compute a generating set for the ideals by which we quotient the path algebras. We then discuss three interesting examples of this theory. In Section 7 we show how the objects of interests in this paper appear as examples of a more general notion of $W$-graphs, namely “$D$-graphs over non-commutative algebras”.

2 Preliminaries

Throughout this paper a ring is not required to have an identity and all modules are left modules unless otherwise noted. Let $A$ be a commutative unital ring. An $A$-algebra $R$ is a ring together with a unitary $A$-module structure such that the multiplication map $R \times R \to R$ is $A$-bilinear. An $A$-algebra homomorphism is defined as an $A$-linear ring homomorphism. A module $M$ over the $A$-algebra $R$ is a module over the ring $R$ together with an $A$-module structure such that for $r \in R, a \in A, m \in M$ we have $a(rm) = (ar)m = r(am)$. A module homomorphism over the $A$-algebra $R$ is defined as a module homomorphism over the ring $R$ which is also $A$-linear (i.e., for an $R$-module homomorphism $\theta : N \to M$ we have $\theta(an + n') = a\theta(n) + \theta(n')$ for all $a \in A, n, n' \in N$). Let $\text{End}_R(R)$ be the unital $A$-algebra consisting of $R$-module endomorphisms of $R$ under addition and composition with $A$-module structure given by $(a\theta)(r) := a\theta(r) \in R$ for all $a \in A, r \in R$. By the definitions above we have $\text{End}_R(R) \subseteq \text{End}_A(R)$. We now introduce some notation and present three known results (without proofs) to be used in subsequent sections.

2.1 Rings with enough orthogonal idempotents

A ring $R$ has enough orthogonal idempotents if there exists a set of orthogonal idempotent elements $\{e_x\}_{x \in I}$ (i.e., $e_xe_x = e_x$ and $e_xe_y = 0$ for $x \neq y$) such that $R = \bigoplus_{x \in I} e_xR = \bigoplus_{x \in I} Re_x$, where $I$ is some index set. Given a commutative unital ring $A$, we say an $A$-algebra $R$ is an $A$-algebra with enough orthogonal idempotents if it has enough orthogonal idempotents as a ring.

Proposition 2.1. Let $R$ be an $A$-algebra with enough orthogonal idempotents given by $\{e_x\}_{x \in I}$, then the following statements hold.

(I) Let $J$ be an ideal of $R$ then $R/J$ is an $A$-algebra with enough orthogonal idempotents given by $\{[e_x]\}_{x \in I}$, where $[e_x]$ is the image of $e_x$ in $R/J$. 
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(II) \( \text{End}_R(R) \cong \prod_{x \in I} e_x R \) as \( A \)-algebras, where the addition on \( \prod_{x \in I} e_x R \) is component-wise, the \( A \)-action is defined as \( \cdot (c_x)_{x \in I} := (ac_x)_{x \in I} \) and multiplication is given by \( (c_x)_{x \in I} \cdot (d_y)_{y \in I} := (\sum_{x \in I} d_y c_x)_{y \in I} \). An isomorphism is given by \( \theta \mapsto (\theta(x))_{x \in I} \).

### 2.2 Quivers and path algebras

A quiver is a collection of vertices and oriented edges, with loops and parallel arrows allowed. More formally, a quiver is a 4-tuple \( \Gamma = (V^\Gamma, E^\Gamma, s, t) \) where \( V^\Gamma, E^\Gamma \) are two sets, and \( s, t : E^\Gamma \to V^\Gamma \) are two set-theoretic maps. The elements of \( V^\Gamma \) are called vertices, the elements of \( E^\Gamma \) are called edges, and for any \( e \in E^\Gamma \) the elements \( s(e), t(e) \in V^\Gamma \) are called the source and target of \( e \), respectively. We denote an element \( e \in E^\Gamma \) as \( t(e) \leftarrow s(e) \). Given any quiver \( \Gamma \), we define a path \( p \) as a (possibly empty) finite sequence of edges \( (e_1, \ldots, e_n) \) such that \( s(e_i) = t(e_{i+1}) \) for all appropriate \( i \). If the sequence is non-empty, we say the length of \( p \) is \( n \), the source of \( p \) is \( s(e_n) \), and the target of \( p \) is \( t(e_1) \). If the sequence is empty we must choose an element in \( V^\Gamma \) to be both the source and target of \( p \). We call these elements paths of length zero and identify the set of paths of length zero with \( V^\Gamma \). Let \( P^\Gamma \) be the set of all paths. When convenient, we denote a path \( p = (e_1, \ldots, e_n) \in P^\Gamma \) as \( x_0 \overset{e_1}{\leftarrow} x_1 \overset{e_2}{\leftarrow} \cdots \overset{e_n}{\leftarrow} x_n \), where \( e_i \) is the edge \( x_{i-1} \overset{e_i}{\leftarrow} x_i \) for \( i \in \{1, 2, \ldots, n\} \).

We define the path algebra of \( \Gamma \) over a commutative unital ring \( A \) as follows. Let \( A[\Gamma] \) be the free \( A \)-module on the set \( P^\Gamma \). Given \( p = (e_1, \ldots, e_n), q = (f_1, \ldots, f_m) \in P^\Gamma \), define \( pq \) as the concatenation of \( p \) and \( q \) i.e., \( pq := (e_1, \ldots, e_n, f_1, \ldots, f_m) \) if \( s(p) = t(q) \) (or equivalently \( s(e_n) = t(f_1) \)) and 0 otherwise, and extend this product bilinearly to any elements in \( A[\Gamma] \). Under this product \( A[\Gamma] \) becomes an \( A \)-algebra.

**Remark 2.2.** Let \( A^\Gamma \) be the free \( A \)-algebra on the set \( V^\Gamma \cup E^\Gamma \) subject to the following relations

\[
x^2 = x, \quad xy = 0, \quad x(x \overset{e}{\leftarrow} z) = x \overset{e}{\leftarrow} z = (x \overset{e}{\leftarrow} z)z,
\]

where \( x, y, z \in V^\Gamma, x \neq y, e \in E^\Gamma \). The map \( \iota : A^\Gamma \to A[\Gamma] \) given by \( \iota(x) = x, \iota(e) = e \) is a well defined \( A \)-algebra isomorphism.

**Proposition 2.3.** Let \( \Gamma = (V^\Gamma, E^\Gamma, s, t) \) be a quiver and \( A \) a commutative unital ring, then \( A[\Gamma] \) is an \( A \)-algebra with enough orthogonal idempotents given by \( \{x\}_{x \in V^\Gamma} \) (the set of paths of length zero). Moreover if \( |V^\Gamma| \) is finite then \( A[\Gamma] \) is a unital \( A \)-algebra with identity \( 1_{A[\Gamma]} := \sum_{x \in V^\Gamma} x \).
2.3 Adjointness and bilinear forms

Let $A, B$ be rings. Let $M$ be an $(A, B)$-bimodule, $N$ an $B$-module, and $L$ an $A$-module. The following is a well-known result that will be used in Section 5.

**Proposition 2.4.** There is an isomorphism of (abelian) groups between $\text{Hom}_A(M \otimes_B N, L)$ and $\text{Hom}_B(N, \text{Hom}_A(M, L))$ where $(\phi : M \otimes_B N \to L) \mapsto (\psi : N \to \text{Hom}_A(M, L))$ such that $\psi(n) : M \to L$ maps $m$ to $\phi(m \otimes n)$ for all $n \in N, m \in M$. We say $\phi$ is the adjoint map of $\psi$.

**Definition 2.5.** Given two rings $A, B$, a left $A$-module $AM$, a right $B$-module $M_B'$ and an $(A, B)$-bimodule $M_B''$, we define an $(A, B)$-bilinear form $\langle , \rangle$ as an $(A, B)$-bimodule homomorphism from $AM \times M_B'$ to $AM_B''$.

3 Hecke Datums and pre-$D$-graphs

In this section we extend the notion of $W$-graphs (introduced in [7]) to pre-$D$-graphs and $D$-graphs, which are essentially $W$-graphs for multi-parameter Hecke algebras. We show these objects give rise to representations of Hecke algebras. Given a pre-$D$-graph (assuming mild finiteness conditions), we then construct a dual pre-$D$-graph and show that their respective representations are contragredient (Proposition 3.7).

3.1 Definition

Let $(W, S)$ be a Coxeter system, $A$ be a commutative unital ring, $(a_r)_{r \in S}$, $(b_r)_{r \in S}$ be families of elements in $A$ such that $a_r = a_s, b_r = b_s$ if $r$ and $s$ are conjugate in $W$. We say that a Hecke datum is a 5-tuple $D = (W, S, A, (a_r)_{r \in S}, (b_r)_{r \in S})$. Associated to each Hecke datum $D$ we have a unital Hecke algebra over the ring $A$, denoted $\mathcal{H}(D)$, defined as

$$\langle T_r | (T_r T_s T_r \cdots)_{m_{r,s}} - (T_s T_r T_s \cdots)_{m_{r,s}} = 0, (T_r - a_r)(T_r + b_r) = 0 \rangle,$$

where $r, s \in S$, $m_{r,s}$ denotes the order of $rs$ in $W$, $(T_r T_s T_r \cdots)_{m_{r,s}}$ means that we have $m_{r,s}$ generators in the product, and we only consider such products when $m_{r,s} < \infty$. For any $w \in W$ with reduced expression $w = r_1 r_2 \cdots r_n$ we set $T_w := T_{r_1} T_{r_2} \cdots T_{r_n}$. This expression does not depend on the reduced expression of $w$ since two reduced expressions differ by repeated application of braid relations of the form $(r s r \cdots)_{m_{r,s}} = (s r s \cdots)_{m_{r,s}}$.

For much of Section 6 we specialize to the datum $D_Z := (W, S, \mathbb{Z}[v, v^{-1}], v, v^{-1})$ (here $a_r = v, b_r = v^{-1}$ for all $r \in S$). In this case the algebra $\mathcal{H}(D_Z)$ is the equal parameter Hecke algebra associated to $(W, S)$ (see [7]).
Remark 3.1. The Hecke algebra $\mathcal{H}(D)$ has an alternate description as the $A$-module generated by $\{T_w\}_{w \in W}$ with multiplication defined as $T_r T_w = T_{rw}$ if $l(w) < l(rw)$, and $T_r T_w = (a_r - b_r) T_w + a_r b_r T_{rw}$ if $l(w) > l(rw)$, where $r \in S, w \in W$, and $l$ is the length function of the Coxeter system $(W, S)$.

Definition 3.2. Let $P(S)$ be the power set of $S$. For any Hecke datum $D$, we define a pre-$D$-graph as a quiver $\Gamma$ with vertex set $V^\Gamma$, edge set $E^\Gamma$ together with a map $L^\Gamma : V^\Gamma \rightarrow P(S)$ such that

1. for any $x \in V^\Gamma, r \in S$ with $r \notin L^\Gamma(x)$, there are only finitely many $y \in V^\Gamma, e \in E^\Gamma$ such that $r \notin L^\Gamma(y)$ and $x \not\in_\Gamma y$.

A pre-$D$-graph is called dualizable if

2. for any $x \in V^\Gamma, r \in S$ with $r \in L^\Gamma(x)$, there are only finitely many $y \in V^\Gamma, e \in E^\Gamma$ such that $r \notin L^\Gamma(y)$ and $y \not\in_\Gamma x$.

Conditions 1 and 2 hold automatically if both $V^\Gamma$ and $E^\Gamma$ are finite. A $D$-graph is a pre-$D$-graph $\Gamma$ together with a map $\mu^\Gamma : E^\Gamma \rightarrow A$ such that

3. for $E^\Gamma$, a free unital $A$-module on the set $V^\Gamma$, and for all $r, s \in S$ with $r \neq s, m_{r,s} < \infty$ we have

$$\tau^\Gamma_{r,s} = (\tau^\Gamma_{s} \tau^\Gamma_{r} \ldots)_{m_{r,s}} - (\tau^\Gamma_{s} \tau^\Gamma_{r} \ldots)_{m_{r,s}} = 0 \in \text{End}_A(E^\Gamma),$$

where $\tau^\Gamma_r$ is the endomorphism of $E^\Gamma$ given by

$$\tau^\Gamma_r(x) = \begin{cases} (a_r)x + \sum_{y \in L^\Gamma(y)} \mu^\Gamma(e)y & \text{if } r \notin L^\Gamma(x) \\ (-b_r)x & \text{if } r \in L^\Gamma(x), \end{cases} \quad (3.1)$$

for all $x \in V^\Gamma$. We say a $D$-graph is dualizable if it is dualizable as a pre-$D$-graph.

Proposition 3.3. Let $\Gamma$ be a $D$-graph then the map $\tau^\Gamma : \mathcal{H}(D) \rightarrow \text{End}_A(E^\Gamma)$ where $\tau^\Gamma(T_r) = \tau^\Gamma_r$ is a representation of the Hecke algebra $\mathcal{H}(D)$. When no confusion arises, we will drop all superscripts $\Gamma$.

Proof. Property 1 in Definition 3.2 shows $\tau_r$ is a well defined endomorphism of $E$ (the sum in (3.1) is finite). To show the map $\tau$ is well defined, by property 3, it suffices to show $(\tau_r - a_r \text{Id}_E)(\tau_r + b_r \text{Id}_E) = 0$. First notice

$$(\tau_r - a_r \text{Id}_E)(\tau_r + b_r \text{Id}_E) = \tau_r^2 - a_r \tau_r + b_r \tau_r - a_r b_r \text{Id}_E = (\tau_r + b_r \text{Id}_E)(\tau_r - a_r \text{Id}_E).$$
Now if \( x \in V \) such that \( r \in \mathcal{L}(x) \), then
\[
(\tau_r - a_r \text{Id}_\mathcal{E})(\tau_r + b_r \text{Id}_\mathcal{E})(x) = (\tau_r - a_r \text{Id}_\mathcal{E})(0) = 0.
\]
If \( r \notin \mathcal{L}(x) \), then
\[
(\tau_r + b_r \text{Id}_\mathcal{E})(\tau_r - a_r \text{Id}_\mathcal{E})(x) = (\tau_r + b_r \text{Id}_\mathcal{E}) \left( \sum_{y,e | r \in \mathcal{L}(y)} \mu(e)y \right) = 0.
\]

**Remark 3.4.** For any D-graph \( \Gamma \) we consider the D-graph \( \Gamma^{\text{red}} \) with vertex set \( V^{\text{red}} := V^\Gamma \), edge set \( E^{\text{red}} := \{ e \in E^\Gamma \mid \mu^\Gamma(e) \neq 0 \} \) together with the restrictions of \( \mathcal{L}^\Gamma \) and \( \mu^\Gamma \) to \( E^{\text{red}} \subset E^\Gamma \). It is easy to see that the representations \( \tau^\Gamma \) and \( \tau^{\text{red}}_r \) of \( \mathcal{H}(D) \) are equal as \( \tau^\Gamma_r = \tau^{\text{red}}_r \) for all \( r \in S \).

The following definition will be used in Proposition 3.7 and Remark 4.4.

**Definition 3.5.** Given two pre-D-graphs \( \Gamma \) and \( \Lambda \), an isomorphism of pre-D-graphs is a tuple \((i, j)\), where \( i : V^\Gamma \to V^\Lambda \) and \( j : E^\Gamma \to E^\Lambda \) are bijections such that \( i(s(e)) = s(j(e)) \) and \( i(t(e)) = t(j(e)) \) for all \( e \in E^\Gamma \), and \( \mathcal{L}^\Gamma(x) = \mathcal{L}^\Lambda(i(x)) \) for all \( x \in V^\Gamma \). If \( \Gamma \) and \( \Lambda \) are D-graphs, then an isomorphism of D-graphs is an isomorphism \((i, j)\) of pre-D-graphs such that \( \mu^\Gamma(e) = \mu^\Lambda(j(e)) \).

**Remark 3.6.** The notion of a D-graph can be regarded as a generalization of the W-graphs introduced by Kazhdan and Lusztig in [7]. In what follows, we adopt the notation introduced by Lusztig in [3]. Let \((W, S)\) be a Coxeter system and \( D_\mathbb{Z} = (W, S, \mathbb{Z}[v, v^{-1}], v, v^{-1}) \) (here \( a_r = v \) and \( b_r = v^{-1} \) for all \( r \in S \)). Given a W-graph \( \Lambda \) with vertex set \( V^\Lambda \), edge set \( E^\Lambda \), together with maps \( \mu^\Lambda \) (with image in \( \mathbb{Z} \setminus \{0\} \)), and \( \mathcal{L}^\Lambda \) as in [7], we can construct a \( D_\mathbb{Z}\)-graph \( \Gamma \) where \( V^\Gamma := V^\Lambda, E^\Gamma := \{ x \leftrightarrow y, y \leftrightarrow x \mid \{x, y\} \in E^\Lambda \} \), and maps \( \mu^\Gamma(x \leftrightarrow y) := \mu^\Lambda(\{x, y\}) \) and \( \mathcal{L}^\Gamma := \mathcal{L}^\Lambda \). In that case, the representation \( \tau^\Gamma \) defined above is the same as the one defined by Kazhdan and Lusztig, as both \( \tau^\Gamma_r \) (Definition 3.2) and \( \tau_r \) (see [7]) are defined by the same formula (after a change of basis described by Lusztig in [8]).

3.2 Duality

Let \( D = (W, S, A, (a_r)_{r \in S}, (b_r)_{r \in S}) \) be a Hecke datum and \( \Gamma \) a dualizable D-graph. We define \( D^d \) to be the Hecke datum \((W, S, A, (-b_r)_{r \in S}, (-a_r)_{r \in S})\).
Proposition 3.7. Let \( \Gamma \) be the quiver \((V^\Gamma, E^\Gamma, s, t)\) where

\[
V^\Gamma := \{x^d \mid x \in V\} \quad \text{and} \quad E^\Gamma := \{y^d \xleftarrow{e^d} x^d \mid x \xrightarrow{e} y \in E\}.
\]

For any subset \( S_1 \subseteq S \), let \( S_1^c \) be its complement in \( S \). We define

\[
L^{\Gamma^d}(x^d) := L^\Gamma(x)\subseteq P(S) \quad \text{and} \quad \mu^{\Gamma^d}(y^d \xleftarrow{e^d} x^d) := \mu^\Gamma(x \xrightarrow{e} y).
\]

Similar to Eq. (3.1), we have the endomorphism \( \tau_r^{\Gamma^d} \) of \( \mathcal{E}^{\Gamma^d} \) given by

\[
\tau_r^{\Gamma^d}(x^d) = \begin{cases}
(-b_r)x^d + \sum_{y^d,e^d \in \mathcal{L}^{\Gamma^d}(y^d)} \mu(e) y^d & \text{if } r \not\in \mathcal{L}^{\Gamma^d}(x^d) \\
(a_r)x^d & \text{if } r \in \mathcal{L}^{\Gamma^d}(x^d).
\end{cases}
\]

The fact that \( \Gamma \) satisfies property \( \mathcal{P} \) in Definition 3.2 guarantees that \( \tau_r^{\Gamma^d} \) is an endomorphism of \( \mathcal{E}^{\Gamma^d} \) (the sum in (3.2) is finite). Let \( < \cdot, \cdot > : \mathcal{E}^\Gamma \times \mathcal{E}^{\Gamma^d} \rightarrow A \) be the \((A,A)\)-bilinear form given by \( < x, y^d > = \delta_{x,y} \), where \( \delta_{x,y} \) is the Kronecker delta function. Let \( (\cdot)^\circ : h \mapsto h^\circ \) be unique involutive \( A \)-algebra anti-automorphism of \( \mathcal{H}(D) \) that sends \( T_w \) to \( T_{w^{-1}} \) for any \( w \in W \) (see \([9, 3.4] \)). The next proposition establishes a duality between \( \Gamma \) and \( \Gamma^d \).

**Proposition 3.7.** Let \( \Gamma \) be a dualizable \( D \)-graph, then

(I) The quiver \( \Gamma^d \), together with \( L^{\Gamma^d} \) and \( \mu^{\Gamma^d} \), is a dualizable \( D^d \)-graph. We say that \( \Gamma^d \) is the dual graph of \( \Gamma \).

(II) The representations of \( \mathcal{H}(D)(= \mathcal{H}(D^d)) \) given by \( \tau^\Gamma \) and \( \tau^{\Gamma^d} \) are contragredient in the following sense

\[
< \tau^\Gamma(h)(x), y^d > = < x, \tau^{\Gamma^d}(h^\circ)(y^d) > \quad \text{for all } h \in \mathcal{H}(D), x \in \mathcal{E}^\Gamma, y^d \in \mathcal{E}^{\Gamma^d}.
\]

(III) \( (\Gamma^d)^d \) is isomorphic to \( \Gamma \) as \( D \)-graphs.

It follows that if you replace \( D \)-graph (resp. \( D^d \)-graph) with pre-\( D \)-graph (resp. pre-\( D^d \)-graph) then the statements also hold.

**Proof.** For simplicity, for any \( r \in S \), denote \( \tau_r^\Gamma \) as \( \tau_r \) and \( \tau_r^{\Gamma^d} \) as \( \tau_r^d \). We first show that for any \( r_1, \ldots, r_n \in S, x \in \mathcal{E}^\Gamma, y^d \in \mathcal{E}^{\Gamma^d} \) we have

\[
< \tau_{r_1} \cdots \tau_{r_n}(x), y^d > = < x, \tau_{r_n}^d \cdots \tau_{r_1}^d(y^d) > .
\]
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When $n = 1$, this follows from equations (3.1) and (3.2). The general case then follows by induction. We now prove (I) by showing the three properties in Definition 3.2 hold for $\Gamma^d$. Property (I) (resp. (II)) for $\Gamma^d$ is equivalent to property 2 (resp. 1) for $\Gamma$. To prove property (II) notice that the left and right radicals of $\langle \cdot , \cdot \rangle$ are trivial. Since property (III) is satisfied for $\Gamma$,

$$0 = \langle (\tau_1 \tau_2 \tau_3 \ldots)_{d \varepsilon}, x \rangle - \langle (\tau_1 \tau_2 \tau_3 \ldots)_{d \varepsilon}, y \rangle,
\quad
= (-1)^{m_{r,s} - 1} \langle (\tau_1 \tau_2 \tau_3 \ldots)_{d \varepsilon}, y \rangle - \langle (\tau_1 \tau_2 \tau_3 \ldots)_{d \varepsilon}, y \rangle,
$$

which implies property (III) is satisfied for $\Gamma^d$. To prove (III), by Proposition 3.3 $\tau^{\Gamma^d}$ is a representation of $H(D)$. The result now follows by Eq. (3.3) and bilinearity of $\langle \cdot , \cdot \rangle$. To prove (III), let $i : V^{\Gamma} \to V^{(\Gamma^d)^d}$ such that $i(x) = (x^d)^d$ for all $x \in V^{\Gamma}$, and $j : E^{\Gamma} \to E^{(\Gamma^d)^d}$ such that $j(x \cdot \cdot \cdot y) = (x^d)^d \cdot \cdot \cdot (y^d)^d$ for all $e \in E^{\Gamma}$. This pair satisfies the conditions in Definition 3.5. □

4 Quotient Path Algebras

In this section we discuss the main topic of this paper, quotient path algebras. Throughout the section we let $D = (W,S,A,(a_r)_{r \in S},(b_r)_{r \in S})$ be a Hecke datum (unless otherwise noted). We consider a pre-$D$-graph $\Gamma$ and construct its path algebra $A_0[\Gamma]$ (over a subring $A_0 \subset A$ that satisfies certain conditions). We then quotient $A_0[\Gamma]$ by a specific ideal $J_0$ (Definition 4.1) that allows us to construct a “universal” representation of the Hecke algebra $H(D)$ on $\mathcal{R} := A \otimes A_0 A_0[\Gamma]/J_0$ (Proposition 4.3). We show $\mathcal{R}^{op}$ appears applying the same construction to the dual graph of $\Gamma$, and the representations of $H(D)$ on $\mathcal{R}$ and $\mathcal{R}^{op}$ are contragredient (Theorem 4.10). We also show $\mathcal{R}$ admits several bimodule structures (Theorem 4.6).

4.1 Introduction

In what follows, let $(D,A_0)$ be a tuple where $D = (W,S,A,(a_r)_{r \in S},(b_r)_{r \in S})$ is a Hecke datum and $A_0$ is a unital subring of $A$ (with $1_{A_0} = 1_A$) such that $A$ is a free $A_0$-module with some basis $\{c_i\}_{i \in I}$. We say $(D,A_0)$ is an extended Hecke datum. The main example discussed in this paper (Section 6) is the extended Hecke datum $D_{\mathbb{Z},\mathbb{Z}}$ introduced in Remark 3.6 where we consider $\mathbb{Z}[v,v^{-1}]$ as a free $\mathbb{Z}$-module with basis $\{v^i\}_{i \in \mathbb{Z}}$.

Let $\Gamma$ be a pre-$D$-graph with vertex set $V^{\Gamma}$, edge set $E^{\Gamma}$, and $E^{\Gamma} : V^{\Gamma} \to A$. Let $P^{\Gamma}$ be the set of paths of $\Gamma$ and $A_0[\Gamma]$ be the path algebra of $\Gamma$ over $A_0$. Extending scalars we can identify $A \otimes A_0 A_0[\Gamma]$ with $A[\Gamma]$, the path
algebra of $\Gamma$ over $A$. For simplicity we denote the element $a \otimes p$ as $ap$. We would like to define a representation of the Hecke algebra $H(D)$ given by $\rho^\Gamma : H(D) \to \text{End}_{A[\Gamma]}(A[\Gamma])$ such that $\rho^\Gamma(T_r) = \rho_r^\Gamma$ where

$$
\rho_r^\Gamma(x) = \begin{cases}
(a_r)x + \sum_{y, x | y \triangleleft x, r \in \mathcal{L}^\Gamma(y)} (x \triangleleft y) & \text{if } r \notin \mathcal{L}^\Gamma(x) \\
(-b_r)x & \text{if } r \in \mathcal{L}(x),
\end{cases}
$$

(4.1)

for $x \in V^\Gamma$. Again, when no confusion arises, we will drop the superscripts $\Gamma$.

By Proposition $2.3$ we have $\rho_r \in \text{End}_{A[\Gamma]}(A[\Gamma]) \subseteq \text{End}_{A}A[\Gamma]$. In general, the map $\rho$ is not well defined since the braid relations are not satisfied. Below, the general idea is to quotient $A_0[\Gamma]$ by the smallest (two-sided) ideal $J_0^\Gamma$ such that $\rho$ induces a representation of $H(D)$ on the $A$-algebra $A \otimes A_0$ ($A_0[\Gamma]/J_0^\Gamma$). For $x \in V$ and $r,s \in S$ with $r \neq s$, $m_{r,s} < \infty$, let $X_{r,s}^{r,s,x} \in A_0$ be defined such that

$$
(\rho_r \rho_s \rho_r \ldots)_{m_{r,s}} - (\rho_s \rho_r \rho_s \ldots)_{m_{r,s}}(x) = \sum_{i \in I} \sum_{p \in P} c_i X_{p,i}^{r,s,x} p.
$$

(4.2)

To simplify notation let $S^2_{fin} := \{(r,s) \in S \times S \mid m_{r,s} < \infty\}$ (introduced in [I]).

**Definition 4.1.** Let $J_0^\Gamma$ be the two-sided ideal of $A_0[\Gamma]$ generated by the set $\{\sum_p X_{p,i}^{r,s,x} p \mid x \in V^\Gamma, i \in I, (r,s) \in S^2_{fin}\}$.

A priori the ideal $J_0^\Gamma$ depends on the basis $\{c_i\}_{i \in I}$, however if $\{c_i\}_{i \in I}$ and $\{d_j\}_{j \in J}$ are bases of $A$ as a free $A_0$-module, then there exist $k_{ij} \in A_0$ such that $d_j = \sum_i k_{ij} c_i$ for all $j$. Write

$$
(\rho_r \rho_s \rho_r \ldots)_{m_{r,s}} - (\rho_s \rho_r \rho_s \ldots)_{m_{r,s}}(x) = \sum_{j \in J} \sum_{p \in P} d_j Y_{p,j}^{r,s,x} p,
$$

where $Y_{p,j}^{r,s,x} \in A_0$, then

$$
\sum_{i,p} c_i X_{p,i}^{r,s,x} p = \sum_{j,p} d_j Y_{p,j}^{r,s,x} p = \sum_i \left( c_i \sum_j k_{ij} \left( \sum_p Y_{p,j}^{r,s,x} p \right) \right).
$$

Since $\{c_i\}_{i \in I}$ is a basis, we obtain $\sum_p X_{p,i}^{r,s,x} p = \sum_j k_{ij} \left( \sum_p Y_{p,j}^{r,s,x} p \right)$ for any (fixed) $i \in I$, hence the ideal generated using the basis $\{c_i\}_{i \in I}$ is contained in the ideal generated using the basis $\{d_j\}_{j \in J}$. The reverse inclusion follows by the same argument interchanging the bases. Thus $J_0^\Gamma$ is independent of the basis of $A$ as a free $A_0$-module.
Definition 4.2. Let $J^\Gamma := A \otimes_{A_0} J_0^\Gamma, R_0^\Gamma := A_0[\Gamma]/J_0^\Gamma, \mathcal{R}^\Gamma := A \otimes_{A_0} R_0^\Gamma$. We say $\mathcal{R}^\Gamma$ is the quotient path algebra associated to $\Gamma$.

Again, when no confusion arises, we will drop the superscripts $\Gamma$. Since $A$ is free over $A_0$ (hence flat over $A_0$), then $\mathcal{R}$ can be identified with $(A \otimes_{A_0} A_0[\Gamma])/(A \otimes_{A_0} J_0)$ and furthermore with $A[\Gamma]/J$. To distinguish a class $p + J \in \mathcal{R}$ from the element $p \in A[\Gamma]$, we will use the notation $[p] \in \mathcal{R}$. In general $\mathcal{R}$ may be trivial, however in Sections 5.1 and 6.3 we discuss pre-$D$-graphs which give rise to non-trivial quotient path algebras.

By Proposition 2.1(1) the $A$-algebra $\mathcal{R}$ has enough orthogonal idempotents given by $\{[x]\}_{x \in V}$, and by Proposition 2.1(2), in order to define a left $\mathcal{R}$-module homomorphism of $\mathcal{R}$, we only need to specify the value of the map on the elements $[x]$ for all $x \in V$. For any $x \overset{i}{\leftarrow} y \in E$ define $\eta(e) := [x \overset{i}{\leftarrow} y] \in \mathcal{R}$, and let $\tilde{\rho}_r^\Gamma$ be the left $\mathcal{R}$-module endomorphism of $\mathcal{R}$ such that

$$
\tilde{\rho}_r^\Gamma([x]) = \begin{cases} 
(a_r)[x] + \sum_{y \in [x] \overset{i}{\leftarrow} y} \eta(e)[y] & \text{if } r \not\in \mathcal{L}(x) \\
(-b_r)[x] & \text{if } r \in \mathcal{L}(x),
\end{cases}
$$

for all $x \in V$. Even though $\eta(e)[y] = [x \overset{i}{\leftarrow} y]$, we write the definition of $\tilde{\rho}_r$ in that form to resemble the definition of $\tau_r$ in (3.1). Let $\pi : A[\Gamma] \to \mathcal{R}$ be the natural quotient map i.e., $\pi(p) = [p] \in \mathcal{R}$. By definition of $\rho_r$ and $\tilde{\rho}_r$, we get $\pi(\rho_r(x)) = \tilde{\rho}_r(\pi(x))$ for any $x \in V$.

Proposition 4.3. There is a representation $\hat{\rho} : \mathcal{H}(D) \to \text{End}_A(\mathcal{R})$ of $\mathcal{H}(D)$ such that $\hat{\rho}(T_r) = \tilde{\rho}_r^\Gamma$. When no confusion arises, we will write $\hat{\rho}_r$ for $\tilde{\rho}_r^\Gamma$.

Proof. Since $\text{End}_A \mathcal{R} \subseteq \text{End}_A \mathcal{R}$ we have $\hat{\rho}_r \in \text{End}_A \mathcal{R}$. It now suffices to show that the relations defining $\mathcal{H}(D)$ are preserved. Let $(r, s) \in S^2_{\text{fin}}$ and $m := m_{r, s}$. Then for $[p] \in \mathcal{R}$ we have

$$
((\hat{\rho}_r \hat{\rho}_s \hat{\rho}_r \ldots)_m - (\hat{\rho}_s \hat{\rho}_r \hat{\rho}_s \ldots)_m)([p]) = \pi((\rho_r \rho_s \rho_r \ldots)_m - (\rho_s \rho_r \rho_s \ldots)_m)(p)) \in J,
$$

thus $(\hat{\rho}_r \hat{\rho}_s \hat{\rho}_r \ldots)_m - (\hat{\rho}_s \hat{\rho}_r \hat{\rho}_s \ldots)_m = 0$. The relation $(\hat{\rho}_r - a_r \text{Id}_\mathcal{R})(\hat{\rho}_r + b_r \text{Id}_\mathcal{R}) = 0$ follows from an entirely similar computation to the one in Proposition 5.3. \qed

In Sec 5.1 we assert the connection between the representation of $\mathcal{H}(D)$ given by $\tau$ (Proposition 3.3) and the one given by $\hat{\rho}$. However, this connection comes a special case of a more general theory described in Section 7. Theorem 7.5 supports the claim that $\hat{\rho}$ is a universal representation, as any other representation of $\mathcal{H}(D)$ coming from a $D$-graph (or more generally a “$D$-graphs over a non-commutative algebra”, see Section 7) can be realized as a “specialization” of $\hat{\rho}$.
Applying the natural quotient map $\pi$

**Proof.** Equation (4) follows by induction. The last statement follows by applying the natural quotient map $\pi$. \hfill $\Box$

### 4.2 Explicit computation of $\tilde{\rho}_r \cdots \tilde{\rho}_1$

Let $\Gamma$ be any pre-D-graph where $(D, A_0)$ is an extended Hecke datum. In some circumstances it is helpful to have a concrete description of the following composition, $\tilde{\rho}_r \cdots \tilde{\rho}_1 ([p])$ for all $p \in P^\Gamma$. Since $\tilde{\rho}_r$ is a left $R$-module homomorphism, it is enough to consider $\tilde{\rho}_r([x_0])$, for $x_0 \in V^\Gamma$. In order to give a more precise and elegant description, we first extend the quiver $\Gamma$ by adding distinguished loops in every vertex, that is, let $\tilde{\Gamma}^{ext}$ be the quiver with vertex set $V^{\Gamma^{ext}} := V^\Gamma$ and edge set $E^{\Gamma^{ext}} := E \cup \{x \xleftarrow{e_i} x | x \in V\}$. Throughout this section we assume $q \in P^{\Gamma^{ext}}$. Define $\nu(q) \in P^\Gamma$ as the path that you get by removing the distinguished loops in $q$. For example, if $x, y \in V^\Gamma$, $x \xleftarrow{e_i} y, x \xleftarrow{f_j} x \in E^\Gamma$ then $\nu(x \xleftarrow{f_j} x \xleftarrow{e_i} y) = x \xleftarrow{f_j} x \xleftarrow{e_i} y \in P^\Gamma$.

**Proposition 4.5.** Fix $x_0$ in $V^\Gamma$, then for each $r_1, \ldots, r_n \in S$ we have

$$\rho_{r_n} \cdots \rho_{r_1}(x_0) = \sum_{q \in \Psi_n} \Xi(q)\nu(q) \in A[\Gamma], \quad (4.3)$$

where

1. $\Psi_n$ is the set of all paths $q = (x_0 \xleftarrow{e_1} x_1 \xleftarrow{e_2} \cdots \xleftarrow{e_{n-1}} x_{n-1} \xleftarrow{e_n} x_n) \in P^{\Gamma^{ext}}$ such that for all $i \in \{0, \ldots, n-1\}$ if $x_i \neq x_{i+1}$ then $r_{i+1} \notin L(x_i)$ and $r_{i+1} \in L(x_{i+1})$, while if $x_i = x_{i+1}$ then $e_{i+1} = e_i$.

2. $\Xi(q)$ is the product of the elements in the sequence $\{\xi_i(q)\}_{i=1}^n$ where

$$\xi_i(q) = \begin{cases} a_{r_i} & \text{if } x_{i-1} = x_i \text{ and } r_i \notin L(x_{i-1}) \\ -b_{r_i} & \text{if } x_{i-1} = x_i \text{ and } r_i \in L(x_{i-1}) \\ 1_A & \text{if } x_{i-1} \neq x_i \end{cases}$$

Moreover,

$$\tilde{\rho}_{r_n} \cdots \tilde{\rho}_{r_1}([x_0]) = \sum_{q \in \Psi_n} \Xi(q)[\nu(q)] \in R.$$

**Proof.** Equation (4.3) follows by induction. The last statement follows by applying the natural quotient map $\pi$. \hfill $\Box$
4.3 Bimodule structures on \( \mathcal{R} \)

In this section, we describe several bimodule structures on certain specializations of the Hecke algebra. We then discuss some of the most interesting examples. To be specific, let \((D, A_0)\) be an extended Hecke datum, \(\Gamma\) a pre-\(D\)-graph with finitely many vertices and edges, and \(\mathcal{R}\) the quotient path algebra associated to \(\Gamma\). Let \(1_{\mathcal{R}_0} := \sum_{x \in V} [x] \) be the identity in \(\mathcal{R}_0\), thus \(1_{\mathcal{R}} := 1_A 1_{\mathcal{R}_0}\) is the identity in \(\mathcal{R}\). As defined in Proposition 4.3, the map \(\tilde{\rho} : \mathcal{H}(D) \to \text{End}_{\mathcal{R}}(\mathcal{R})\) defines a representation of the \(A\)-algebra \(\mathcal{H}(D)\). Since \(\text{End}_{\mathcal{R}}(\mathcal{R}) \cong \mathcal{R}^{op}\), the map \(\tilde{\rho}\) can be regarded as an \(A\)-algebra anti-homomorphism from \(\mathcal{H}(D)\) to \(\mathcal{R}\), where \(T_r \mapsto \tilde{\rho}_r(1_{\mathcal{R}_0})\).

Let \(B\) be a commutative unital \(A_0\)-algebra and \(f : A \to B\) be an \(A_0\)-algebra homomorphism. We can now construct a specialization of \(\mathcal{H}(D)\) on \(B\) using the map \(f\). The \(A_0\)-algebra \(B\) has a right \(A\)-module structure given by \(b \cdot a = bf(a)\) for all \(a \in A, b \in B\). Let \(\mathcal{H}(D)' := B \otimes_A \mathcal{H}(D)\) and \(\mathcal{R}' := B \otimes_A \mathcal{R}\). Since \(\mathcal{R} = A \otimes_{A_0} \mathcal{R}_0\) then \(\mathcal{R}' \cong B \otimes_{A_0} \mathcal{R}_0\) as \(B\)-algebras. Extending the \(A\)-algebra anti-homomorphism \(\tilde{\rho} : \mathcal{H}(D) \to \mathcal{R}\) we get a \(B\)-algebra anti-homomorphism \(\tilde{\rho}' : \mathcal{H}(D)' \to \mathcal{R}'\) that sends \(bT_r\) to \(b\tilde{\rho}_r(1_{\mathcal{R}_0})\), where for any \(x \in V\) and \(y \in L(x)\) we have

\[
\tilde{\rho}'(x) = \begin{cases} 
 f(a_x)[x] + \sum_{y \leftarrow x} [x \rightarrow y] & \text{if } r \not\in L(x) \\
 -f(b_r)[x] & \text{if } r \in L(x). 
\end{cases}
\]  

The following theorem provides three bimodule structures on the \(B\)-algebra \(\mathcal{R}'\). A special case of this result should be compared to 14.15 in [9], as it is pointed out in Remark 4.8.

**Theorem 4.6.** Let \(f_1, f_2 : A \to B\) be two \(A_0\)-algebra homomorphisms, and \(\mathcal{H}(D)'\) (resp. \(\mathcal{H}(D)''\)) be the specialization of \(\mathcal{H}(D)\) on \(B\) using \(f_1\) (resp. \(f_2\)). Then the \(B\)-algebra \(\mathcal{R}' = B \otimes_{A_0} \mathcal{R}_0\) has an \((\mathcal{H}(D)', \mathcal{H}(D)'')\)-bimodule structure given by

\[
T'_r \cdot b[p] \cdot T''_r = b \left(\tilde{\rho}'_r(1_{\mathcal{R}_0})\right)[p] \left(\tilde{\rho}''_r(1_{\mathcal{R}_0})\right),
\]

where \(\tilde{\rho}'_r, \tilde{\rho}''_r\) are given as in Eq. (4.4) (replacing \(f\) with \(f_1\) and \(f_2\) respectively). Moreover, \(\mathcal{R}'\) has an \((\mathcal{H}(D)', \mathcal{R}')\)-bimodule structure and an \((\mathcal{R}', \mathcal{H}(D)'')\), where both (left and right) actions of \(\mathcal{R}'\) on itself are given by multiplication.
Proof. Let \( B' \) (resp. \( B'' \)) be the \( A \)-module \( B \) via the map \( f_1 \) (resp. \( f_2 \)). Notice that both \( B' \otimes_A (A \otimes A_0 R_0) \) and \( B'' \otimes_A (A \otimes A_0 R_0) \) are isomorphic to \( R' = B \otimes A_0 R_0 \) as \( B \)-algebras. Thus extending the map \( \tilde{\rho} : \mathcal{H}(D) \to R \) as described above we get \( B \)-algebra anti-homomorphisms \( \mathcal{H}(D)' \to R' \) (resp. \( \mathcal{H}(D)'' \to \mathcal{R}' \)) sending \( b T_r \) to \( b \tilde{\rho}_r(1_{R_0}) \) (resp. \( b T''_r \) to \( b \tilde{\rho}''_r(1_{R_0}) \)), where both \( \tilde{\rho}_r \) and \( \tilde{\rho}''_r \) are given as in Eq. (4.1), replacing \( f \) with \( f_1 \) and \( f_2 \) respectively. Thus we get the desired left \( \mathcal{H}(D)' \) action and right \( \mathcal{H}(D)'' \) action on \( R' \).

The fact that all actions commute (including those in the last statement) follows from associativity of multiplication in \( R' \). \( \square \)

One can check that the \( A \)-algebra \( \mathcal{H}(D)' \) is isomorphic to the Hecke algebra \( \mathcal{H}(D') \), where \( D' \) is the datum \( (W,S,B,(f_1(a_r))_{r \in S},(f_1(b_r))_{r \in S}) \). Similarly, \( \mathcal{H}(D)'' \) is isomorphic to \( \mathcal{H}(\mathcal{D}'') \), where \( D'' = (W,S,B,(f_2(a_r))_{r \in S},(f_2(b_r))_{r \in S}) \).

Corollary 4.7. Let \( \Gamma \) be a pre-\( D \)-graph with finitely many vertices and edges, and \( f \) be an \( A_0 \)-algebra endomorphism of \( A \), then we get an \( (\mathcal{H}(D), \mathcal{H}(D)') \)-bimodule structure on the quotient path algebra \( R \), where \( \mathcal{H}(D) \) is the Hecke algebra associated to \( D \) and \( \mathcal{H}(D)' \) is its specialization via \( f \). Moreover, \( \mathcal{H}(D)' \) is isomorphic as \( A \)-algebra to the Hecke algebra \( \mathcal{H}(D) \) where \( D = (W,S,A,(f(a_r))_{r \in S},(f(b_r))_{r \in S}) \).

Proof. Let \( B = A, f_1 = \text{Id}_A, \) and \( f_2 = f \) in Theorem 4.6. \( \square \)

Remark 4.8. Let \( A_0 = \mathbb{Z}, A = \mathbb{Z}[v,v^{-1}] \), where \( A \) is consider as a free \( A_0 \)-module with basis \( \{v^i\}_{i \in \mathbb{Z}} \). Let \( a_r = v, b_r = v^{-1} \) for all \( r \in S \). Let \( v' \) be another indeterminate and consider the \( A_0 \)-algebra \( B = \mathbb{Z}[v,v^{-1}, v', v'^{-1}] \) with \( A_0 \)-algebra homomorphism \( f_1 : A \to B \) (resp. \( f_2 : A \to B \)) taking \( v^k \) to \( v'^k \) (resp. \( v^k \) to \( v'^k \)) for every \( k \in \mathbb{Z} \). The result of Theorem 4.6 under these conditions should be compared to 14.15 in [9]. We can further specialize to \( v' = 1 \) to get an \( (\mathcal{H}(D), A[W]) \)-bimodule structure on \( R \).

4.4 Duality

In this section we describe several connections between a dualizable pre-\( D \)-graph \( \Gamma \) and its dual pre-\( D \)-graph \( \Gamma^d \), as well as connections between the quotient path algebras associated to these two pre-\( D \)-graphs. Let \( D = (W,S,A,(a_r),(b_r)) \). Let \( (D,A_0) \) be an extended Hecke datum, and \( \Gamma \) be a dualizable pre-\( D \)-graph with \( \Gamma^d \) as the dual pre-\( D \)-graph (recall from Section 3.2 that \( D^d = (W,S,A,(-b_r),(-a_r)) \)). For \( p = (x_0 \leftarrow e_1 \cdots \leftarrow e_n \cdot x_n) \in P^\Gamma \), let \( p^d := (x_n^d \rightleftarrows e_1^d \cdots \rightleftarrows e_n^d \cdot x_0) \in P^\Gamma^d \). Let \( \phi_0 : A_0[\Gamma] \to A_0[\Gamma^d] \)
be the $A_0$-algebra anti-homomorphism such that $\phi_0(p) = p^d$, and $\phi := \text{Id}_A \otimes \phi_0 : A[\Gamma] \to A[\Gamma^d]$. By the way we defined $\Gamma^d$, it is clear $\phi_0$ is an anti-isomorphism, thus so is $\phi$. From now on, for any $q \in A[\Gamma]$ let $q^d := \phi(q) \in A[\Gamma^d]$. The map $\phi$ defines a right $A[\Gamma]$-module structure on $A[\Gamma^d]$ given by $q^d \cdot p := p^dq^d$ for any $p \in A[\Gamma], q^d \in A[\Gamma^d]$.

Consider the left $A[\Gamma]$-module structure on $A[\Gamma]$ given by multiplication, then we get an $(A[\Gamma], A[\Gamma])$-bilinear form $\langle , \rangle : A[\Gamma] \times A[\Gamma^d] \to A[\Gamma]$ such that $\langle p, q^d \rangle := p\phi^{-1}(q^d) = pq$. The following lemma will be key in proving certain duality properties in Theorem 4.10.

**Lemma 4.9.** For any $p \in A[\Gamma], q^d \in A[\Gamma^d]$ we have

$$\langle \rho_{r_n}^\Gamma \cdots \rho_{r_1}^\Gamma (p), q^d \rangle = \langle p, \rho_{r_1}^{\Gamma^d} \cdots \rho_{r_n}^{\Gamma^d} (q^d) \rangle.$$  

**Proof.** To prove the statement we first show it is true when $n = 1$. Let $\text{RHS}$ (resp. $\text{LHS}$) be the right (resp. left) hand side of the equation. Let $p, q \in P^\Gamma$ (so $q^d \in P^{\Gamma^d}$), then it can be checked

$$\text{LHS} = \text{RHS} = \begin{cases} \sum_e p(s(p) <\sim t(q))q & \text{if } r_1 \notin \mathcal{L}^\Gamma(s(p)) \text{ and } r_1 \notin \mathcal{L}^{\Gamma^d}(s(q^d)) \\ -b_{r_1pq} & \text{if } r_1 \in \mathcal{L}^\Gamma(s(p)) \text{ and } r_1 \notin \mathcal{L}^{\Gamma^d}(s(q^d)) \\ a_{r_1pq} & \text{if } r_1 \notin \mathcal{L}^\Gamma(s(p)) \text{ and } r_1 \in \mathcal{L}^{\Gamma^d}(s(q^d)) \\ 0 & \text{if } r_1 \in \mathcal{L}^\Gamma(s(p)) \text{ and } r_1 \in \mathcal{L}^{\Gamma^d}(s(q^d)). \end{cases}$$

If $p, q$ are elements in $A[\Gamma]$ we use bilinearity of $\langle , \rangle$ and the result above to get $\langle \rho_{r_1}^\Gamma (p), q^d \rangle = \langle p, \rho_{r_1}^{\Gamma^d} (q^d) \rangle$. An easy induction completes the proof. 

The following theorem provides several duality properties regarding a dualizable pre-D-graph $\Gamma$ and its dual $\Gamma^d$.

**Theorem 4.10.** For any dualizable pre-D-graph $\Gamma$, the following statements hold.

(I) $\mathcal{R}_0^{\Gamma^d} \cong (\mathcal{R}_0^\Gamma)^{\text{op}}$ and $\mathcal{R}^{\Gamma^d} \cong (\mathcal{R}^\Gamma)^{\text{op}}$ as $A_0$-algebras and $A$-algebras respectively.

(II) The $(A[\Gamma], A[\Gamma])$-bilinear form $\langle , \rangle$ descends to a $(\mathcal{R}^\Gamma, \mathcal{R}^\Gamma)$-bilinear form $\langle , \rangle : \mathcal{R}^\Gamma \times \mathcal{R}^{\Gamma^d} \to \mathcal{R}^\Gamma$ such that $\langle [p], [q^d] \rangle = [pq]$.

(III) The representations $\tilde{\rho}^\Gamma$ and $\tilde{\rho}^{\Gamma^d}$ of $\mathcal{H}(D)$ are contragredient in the following sense, for $[p] \in \mathcal{R}^\Gamma, [q^d] \in \mathcal{R}^{\Gamma^d}, h \in \mathcal{H}(D)$ we have

$$\langle \tilde{\rho}^{\Gamma^d}(h)([p]), [q^d] \rangle = \langle [p], \tilde{\rho}^{\Gamma^d}(h^\dagger)([q^d]) \rangle,$$

where $(\cdot)^\dagger$ is the $A$-algebra anti-isomorphism of $\mathcal{H}(D)$ used in Proposition 3.7.
Proof. To prove (1) first we show \( \phi_0(J_0^\Gamma) \subseteq J_0^{\Gamma^d} \). Let \( \sum_p X_{p,i}^{r,s,x} p \) (resp. \( \sum_q Y_{q,i}^{r,s,x} q \)) be the generators of \( J_0^\Gamma \) (resp. \( J_0^{\Gamma^d} \)) as in Eq. (14.2). Since \( \sum_p X_{p,i}^{r,s,x} p = \sum_z \eta(\sum_p X_{p,i}^{r,s,x} p)z \), then \( J_0^\Gamma \) is generated by the set of elements of the form \( \sum_p X_{p,i}^{r,s,x} p z \) where \( z \in V^\Gamma \). Similarly, \( J_0^{\Gamma^d} \) is generated by elements of the form \( \sum_q Y_{q,i}^{r,s,x} q z^d \) where \( z^d \in V^\Gamma^d \). By definition of \( \langle, \rangle \) we have

\[
\sum_{i,p} c_i X_{p,i}^{r,s,x} p z = \langle \phi_0(\Gamma_0^{\Gamma^d}) \rangle \subseteq J_0^{\Gamma^d}.
\]

By Lemma 4.9 this is also equal to

\[
(1 - 1)^{m_{r,s}} < x, (\rho_r^{\Gamma^d} \rho_s^{\Gamma^d} \cdots)_{m_{r,s}}(z^d) = \langle (\rho_r^{\Gamma^d} \rho_s^{\Gamma^d} \cdots)_{m_{r,s}}(z^d) \rangle >.
\]

By definition of \( \langle, \rangle \) this is equal to \( (1 - 1)^{m_{r,s}} \phi_1^{-1}(\sum_{i,q} c_i Y_{q,i}^{r,s,x} q x^d) \). Picking out the coefficient of \( c_i \), we get

\[
\sum_{i,p} X_{p,i}^{r,s,x} p z = (1 - 1)^{m_{r,s}} \phi_1^{-1}(\sum_{i,q} Y_{q,i}^{r,s,x} q x^d) \in J_0^{\Gamma^d},
\]

which implies \( \phi_0(J_0^\Gamma) \subseteq J_0^{\Gamma^d} \). Therefore, the map \( \tilde{\phi}_0 : R_0^\Gamma \to R_0^{\Gamma^d} \) where \( \tilde{\phi}_0([p]) = [\phi_0([p])] = [p^{\Gamma^d}] \) is a well-defined \( A \)-algebra anti-homomorphism. Applying this result to \( \Gamma^d \), one obtains an \( A \)-algebra anti-homomorphism \( \tilde{\phi}_0 : R_0^{\Gamma^d} \to R_0^{(\Gamma^d)^d} \). By Remark 4.4 we have an isomorphism \( \iota : R_0^{(\Gamma^d)^d} \to R_0^{\Gamma^d} \). It is now straightforward to check that \( \tilde{\phi}_0 \) and \( \iota \circ \tilde{\phi}_0 \) are inverses of each other, thus \( \tilde{\phi}_0 \) is an \( A \)-algebra anti-isomorphism. It now follows that \( \tilde{\phi} := \text{Id}_A \otimes \tilde{\phi}_0 : R^\Gamma \to R^{\Gamma^d} \) is an \( A \)-algebra anti-isomorphism.

To prove (1.1) let \( (, ) : A[\Gamma] \times A[\Gamma] \to R^\Gamma \) be the composition \( \pi^\Gamma \circ (,) \) (so \( (p, q^{\Gamma^d}) = [p q] \)). It follows \( (,) \) is an \( (A[\Gamma], A[\Gamma]) \)-bilinear form. By Eq. (1.5) we have that \( J^\Gamma \) is contained in the left radical of \( (,) \). This, together with Lemma 4.9 implies that \( J^{\Gamma^d} \) is contained in the right radical of \( (,) \). Considering the left \( R^\Gamma \)-module structure on \( R^\Gamma \) given by multiplication, and the right \( R^\Gamma \)-module structure on \( R^{\Gamma^d} \) given by \( [q^{\Gamma^d}] \cdot [p] := [p q^{\Gamma^d}] \) we get an \( (R^\Gamma, R^\Gamma) \)-bilinear form \( <, > : R^\Gamma \times R^{\Gamma^d} \to R^\Gamma \) such that \( <[p], [q^{\Gamma^d}] > = (p, q^{\Gamma^d}) = [p q] \).

To prove (1.7), by Remark 3.1 \( H(D) \) is generated as an \( A \)-module by the elements \( T_w := T_{r_1} \cdots T_{r_n} \) (where \( w = r_1 \cdots r_n \in W \) is any reduced expression for \( w \)). By Lemma 2.9 and Theorem 4.10 we have \( \tilde{\rho^\Gamma}(T_w)([p], [q^{\Gamma^d}]) = < [p], \tilde{\rho^\Gamma}(T_{w^{-1}})([q^{\Gamma^d}]) > \). Since \( \tilde{\rho^\Gamma} \) and \( \tilde{\rho^{\Gamma^d}} \) are \( A \)-algebra homomorphisms then we get the result for any \( h \in H(D) \).
5 Relationship between various representations of $\mathcal{H}(D)$

In this section we study the relationship between several representations of the Hecke algebra $\mathcal{H}(D)$ (given a $D$-graph $\Gamma$). We first show there is an equivariant map between the representations $\tau$ and $\tilde{\rho}$ (Theorem 5.1); in fact this follows from a stronger result (Theorem 5.2). The general idea is to consider a Morita equivalent representation of $\tau$ (denoted $\mathcal{T}$) on a matrix algebra and study its connection with $\tilde{\rho}$. This approach provides more general and interesting results.

5.1 Equivariant map between $\mathcal{E}$ and $\mathcal{R}$.

Let $(D, A_0)$ be an extended Hecke datum, $\Gamma$ be a $D$-graph with vertex set $V$, edge set $E$ and set of paths $P$ (in this section we do not use the superscripts $\Gamma$ as we do not consider any interaction between two distinct $D$-graphs). Let $p = \left( x_0 \xleftarrow{e_1} x_1 \cdots \xleftarrow{e_n} x_n \right) \in P$. We extend $\mu : P \to A$ by setting $\mu(p) := \mu(e_1) \cdots \mu(e_n)$ for any path of length $n \geq 1$, and $\mu(x) := 1_A$ for $x \in V$. Define the map $u_0 : A_0[\Gamma] \to \mathcal{E}$ as $u_0(p) = \mu(p)s(p)$ for $p \in P$, and extend it linearly to any elements in $A_0[\Gamma]$. Since $A_0[\Gamma]$ is a free $A_0$-module on $P$ then $u_0$ is an $A_0$-module homomorphism. We apply Proposition 2.4 (regarding $\mathcal{E}$ as $\text{Hom}_A(A, \mathcal{E})$) to get an $A$-module homomorphism $u : A[\Gamma] \to \mathcal{E}$ ($u$ is the adjoint map of $u_0$). One can check $u(ap) = au_0(p) = au(p)s(p)$, for all $a \in A, p \in P$.

**Theorem 5.1.** The following statements hold.

(I) The maps $u_0$ and $u$ factor through $\mathcal{R}_0$ and $\mathcal{R}$ respectively i.e., there exist a unique $A_0$-module homomorphism $\tilde{u}_0$ and a unique $A$-module homomorphism $\tilde{u}$ such that the following diagrams commute

\[
\begin{array}{ccc}
A_0[\Gamma] & \xrightarrow{u_0} & \mathcal{E} \\
\downarrow{\pi_0} & & \downarrow{\mathcal{R}_0} \\
A[\Gamma] & \xrightarrow{u} & \mathcal{E}
\end{array}
\]

where $\pi, \pi_0$ are the natural quotient maps. Moreover, identifying $\mathcal{E}$ as $\text{Hom}_A(A, \mathcal{E})$, the map $\tilde{u}$ is the adjoint map of $\tilde{u}_0$ as in Proposition 2.4.
The map $\tilde{u}$ is an equivariant map (i.e., an $\mathcal{H}(D)$-module homomorphism) between $\mathcal{R}$ and $\mathcal{E}$.

The proof of the theorem will follow from Theorem 5.2.

5.2 Morita Equivalence

In what follows, let $(D, A_0)$ be an extended Hecke datum, let $\Gamma$ be a $D$-graph with vertex set $V$. For any two sets $X, Y$ let $A^{X,Y}$ be the set of matrices with entries in $A$, indexed by $X \times Y$, such that all but finitely many entries are zero. For any $x \in X, y \in Y$, we denote by $e_{x,y}$ the matrix with $1_A$ in the $(x, y)$ entry and zero elsewhere. The set $\{e_{x,y} \mid x \in X, y \in Y\}$ forms a basis for $A^{X,Y}$ as an $A$-module. If $Y = \{y\}$ we denote $A^{X,Y} = A^X$, and $e_{x,y}$ as $e_x$. If $X = Y$ then $A^{X,X}$ is an $A$-algebra with enough orthogonal idempotents given by $\{e_{x,x} \mid x \in X\}$.

Given a ring $R$ with enough orthogonal idempotents $\{e_x \}_{x \in I}$ we say an $R$-module $M$ is diagonalizable if $M = \bigoplus_{x \in I} e_x M$. We claim the category of left $A$-modules (denoted $A$-Mod) is equivalent to the category of diagonalizable left $A^V$-modules (denoted $A^V$-Mod) for the (possibly infinite) set $V$. The proof of this fact follows from the proof of Theorem 3.54 in [2], which can be extended to the pair of rings $A, A^V$ using the fact that both are rings with enough orthogonal idempotents. The equivalence is given by the pair of functors $(F, G)$ where $F : A$-Mod $\rightarrow A^V$-Mod such that $F(M) = A^V \otimes_A M$, and $G : A^V$-Mod $\rightarrow$ A-Mod such that $G(N) = A^V \otimes_{A^V} N$. Thus, the image of the free $A$-module (on the set $V$) $\mathcal{E}$ under the equivalence of categories is the $A^V$-module $A^V \otimes_A \mathcal{E}$.

In Section 3.1 we defined a representation $\tau$ of $\mathcal{H}(D)$ on $\mathcal{E}$. The associated Morita equivalent representation $T$ of $\mathcal{H}(D)$ on $A^V \otimes_A \mathcal{E}$ is given by

$$T : \mathcal{H}(D) \rightarrow \text{End}_{A^V}(A^V \otimes_A \mathcal{E})$$

$$h \mapsto T(h) := \text{Id}_{A^V} \otimes \tau(h) \quad \text{i.e., } T(h)(e_x \otimes y) = e_x \otimes \tau(h)(y).$$

For any $r \in S$, we denote $T_r$ the map $\text{Id}_{A^V} \otimes \tau_r$. Since $\mathcal{E}$ is a free $A$-module on the set $V$, there is a canonical $A^V$-module isomorphism

$$A^V \otimes_A \mathcal{E} \rightarrow A^V \text{ with } e_x \otimes y \mapsto e_{x,y}. \quad (5.2)$$

Throughout this section we use (5.2) to identify $A^V$ with $A^V \otimes_A \mathcal{E}$. We will later exploit the fact that $A^V$ has a natural $A$-algebra structure given by matrix multiplication, where as $A^V \otimes_A \mathcal{E}$ is only considered as an $A^V$-module.
Define the map $U_0 : V^\Gamma \cup E^\Gamma \to A^{V,V}$ such that
\[
x \in V^\Gamma \mapsto e_{x,x} \quad \text{and} \quad (x \xleftarrow{e} y) \in E^\Gamma \mapsto \mu(e) e_{x,y}.
\]
Using the presentation of $A_0[\Gamma]$ in Remark 2.2, one can quickly verify that $U_0$ is an $A_0$-algebra homomorphism. Similar to what we did in Section 5.1, we identify $A^{V,V}$ with $\text{Hom}_A(A, A^{V,V})$ and use Proposition 2.4 to get an $A$-module homomorphism $U : A[\Gamma] \to A^{V,V}$ adjoint to $U_0$. It follows that $U(ap) = aU_0(p) = a\mu(p) e_{t(p), s(p)}$ for all $a \in A, p \in P$, thus $U$ is an $A$-algebra homomorphism. We are ready to state the main theorem of this section.

**Theorem 5.2.** Given $A^{V,V}, A_0[\Gamma]$ and $A[\Gamma]$ as above, the following statements hold.

(I) The map $U_0$ factors through $\mathcal{R}_0$ and $U$ factors through $\mathcal{R}$, i.e., there exists an $A_0$-algebra (resp. $A$-algebra) homomorphism $\tilde{U}_0$ (resp. $\tilde{U}$) such that the following diagrams commute

\[
\begin{array}{ccc}
A_0[\Gamma] & \xrightarrow{U_0} & A^{V,V} \\
\pi_0 & \Downarrow \bar{U}_0 & \Downarrow \bar{U} \\
\mathcal{R}_0 & \xrightarrow{U} & \mathcal{R}
\end{array}
\]

where $\pi, \pi_0$ are the natural quotient maps. Moreover, regarding $A^{V,V}$ as $\text{Hom}_A(A, A^{V,V})$, the map $\bar{U}$ is the adjoint map of $\tilde{U}_0$ as in Proposition 2.4.

(II) The map $\bar{U}$ is an equivariant map (i.e, an $\mathcal{H}(D)$-module homomorphism) between $\mathcal{R}$ and $A^{V,V}$.

(III) For any $x \in V$ the submodules $[x]\mathcal{R}$ and $A^{\{x\},V}$ (or $Ae_x \otimes_A \mathcal{E}$ under the identification in (5.2)) are invariant submodules of $\mathcal{R}$ and $A^{V,V}$ respectively. Moreover, the restriction of $\bar{U}$ on $[x]\mathcal{R}$ (denoted $\bar{U}_x$) is an $\mathcal{H}(D)$-module homomorphism between $[x]\mathcal{R}$ and $A^{\{x\},V}$.

We need the following lemma to prove the theorem.

**Lemma 5.3.** Let $q \in A[\Gamma], r_1, \ldots, r_n \in S$ then
\[
U(\rho_{r_1}\rho_{r_2} \cdots \rho_{r_n}(q)) = \mu(q)(e_{t(q)} \otimes \tau_{r_1}\tau_{r_2} \cdots \tau_{r_n}(s(q))).
\]
Moreover, for $h \in \mathcal{H}(D)$ we have $U(\rho(h)(q)) = \mathcal{T}(h)(U(q))$. 
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Proof. In this proof we make use of the identification between $A^{V,V}$ and
$A^V \otimes_A E$ in (5.2). We will prove this by induction on $n$. Let $n = 1$ and
assume $p \in P$, then

$$U(\rho_{r_1}(p)) = \begin{cases}
    a_{r_1} \mu(p)(e_{t(p)} \otimes s(p)) + \sum_{y,c|_{r_1} \in \mathcal{L}(y)} \mu(p)\mu(e)(e_{t(p)} \otimes y) & \text{if } r_1 \notin \mathcal{L}(x) \\
    -b_{r_1}\mu(p)(e_{t(p)} \otimes s(p)) & \text{if } r_1 \in \mathcal{L}(x)
\end{cases}$$


$$= e_{t(p)} \otimes \mu(p)\tau_{r_1}(s(p)) = (\text{Id}_{A^V} \otimes \tau_{r_1})(e_{t(p)} \otimes \mu(p)s(p)) = \mathcal{T}_{r_1}(U(p)).$$

Now let $q \in A[\Gamma]$, then $q = \sum_p a_pp$ where $a_p \in A, p \in P$. By linearity,

$$U \left( \rho_{r_1} \left( \sum_p a_pp \right) \right) = \sum_p U(\rho_{r_1}(a_pp)) = \sum_p \mathcal{T}_{r_1}(U(a_pp)) = \mathcal{T}_{r_1} \left( U \left( \sum_p a_pp \right) \right).$$

This completes the $n = 1$ case. The general case follows by induction. The last statement follows from the fact that $\mathcal{H}(D)$ is freely generated (as an $A$-module) by \{ $T_{w|w \in W}$ \}.

Before proceeding to the proof of the theorem, we remark that both Theorem 5.2 and Lemma 5.3 are special cases of a more general result presented in Section 7 (Theorem 7.5).

Proof of Theorem 5.2. To prove (1) we first show $U_0(J_0) = 0$. Recall that $J_0$ is the two-sided ideal of $A_0[\Gamma]$ generated by elements of the form $\sum_p X^{r,s,x}_{p,i} p$ where

$$(\rho_r \rho_s \rho_r \ldots)_{m_{r,s}}(x) - (\rho_s \rho_r \rho_s \ldots)_{m_{r,s}}(x) = \sum_{i,p} c_i X^{r,s,x}_{p,i} p \quad (5.4)$$

and we do this for every pair $(r, s) \in S^2_{fin}$ and every $x \in V$. Let LHS (resp. RHS) be the left hand side (resp. right hand side) of Eq. (5.4). By Lemma 5.3 we get

$$U(\text{LHS}) = e_x \otimes (\tau_r \tau_s \tau_r \ldots)_{m_{r,s}}(x) - (\tau_s \tau_r \tau_s \ldots)_{m_{r,s}}(x) = 0,$$

therefore $U(\text{RHS}) = 0$ or equivalently $\sum_{i,p} c_i U_0(X^{r,s,x}_{p,i} p) = 0$. Since $A^{V,V}$ is a free $A_0$-module (it is a free $A$-module and $A$ is free over $A_0$), then for any fixed $i \in I$ we get $U_0(\sum_p X^{r,s,x}_{p,i} p) = 0$. Since $U_0$ is an $A_0$-algebra homomorphism, then $U_0(J_0) = 0$ and we get the map $\hat{U}_0$ as desired.

To prove $U(J) = 0$, let $a \in A, j_0 \in J_0$, so $aj_0 \in J = A \otimes_{A_0} J_0$, then $U(aj_0) = aU_0(j_0) = 0$ and thus we get the map $\hat{U}$. To prove the last statement in (2) let $\hat{U}$ be the adjoint map to $\hat{U}_0$ as in Proposition 2.4. We
wish to show $\hat{U} = \tilde{U}$. By definition of the adjoint map, one can check $\hat{U}(a[p]) = a\tilde{U}_0([p])$. By the left diagram in (5.3) (just proven) and the definition of $U$, we have $a\tilde{U}_0([p]) = aU_0(p) = U(ap)$. By the right diagram in (5.3) we have $U(ap) = \hat{U}(a[p])$. Thus $\hat{U} = \tilde{U}$.

To prove (II) let $h \in \mathcal{H}(D)$, then subdiagrams 2 and 3 in (5.5) commute by Theorem 5.2(I) and Lemma 5.3 respectively. Subdiagram 1 commutes by definitions of $\rho$ and $\tilde{\rho}$. Since $\pi$ is surjective, the full diagram commutes too.

\[ \begin{array}{ccc}
\mathcal{R} & & \mathcal{R} \\
\rho(h) & & \\
\hat{U} & \xrightarrow{\pi} & A[\Gamma] \xrightarrow{\rho(h)} A[\Gamma] \xrightarrow{\pi} \tilde{U} \\
A_{V,V} & \xrightarrow{2} & 1 \\
\mathcal{R}_0 & \xrightarrow{\hat{U}} & A_{V,V} \xrightarrow{T(h)} A_{V,V}
\end{array} \] (5.5)

To prove (III), by definition of $\tilde{\rho}$ and $T$ we have $\tilde{\rho}_r([x]\mathcal{R}) \subseteq [x]\mathcal{R}$ and $T_r(A^{(x),V}) \subseteq A^{(x),V}$ for all $r \in S$. It then follows that both submodules are invariant under the action of $\mathcal{H}(D)$. The fact that $im(\hat{U}_x) \subseteq A^{(x),V}$ follows from the definition of $\hat{U}$. Since $\hat{U}$ is an $\mathcal{H}(D)$-module homomorphism, so is any restriction of $\hat{U}$ on an invariant submodule.

As stated before, Theorem 5.1 follows as a corollary to Theorem 5.2.

**Proof of Theorem 5.1.** To prove part (I), let $\pi_2 : A^V \times V \to \mathcal{E}$ be the $A$-module homomorphism such that $e_{x,y} \mapsto y$, then $\pi_2(U_0(p)) = \mu(p)s(p) = u_0(p)$ and $\pi_2(\tilde{U}_0([p])) = \mu(p)s(p) = \tilde{u}_0([p])$. By Theorem 5.2(I) we have $U_0 \circ \pi_0 = U_0$, thus the left diagram in (5.6) commutes. Similarly, $\pi_2 \circ \hat{U} = u$, $\pi_2 \circ \tilde{U} = \tilde{u}$ and $\tilde{U} \circ \pi = U$, thus the right diagram in (5.6) commutes. Let $\hat{u}$ be the map adjoint to $\tilde{u}_0$ as in Proposition 2.4 Similar to Theorem 5.2(I), one can check $\hat{u}(a[p]) = a\tilde{u}_0([p]) = \tilde{u}(a[p])$.

\[ \begin{array}{ccc}
A_0[\Gamma] & & \mathcal{E} \\
A^V \times V & \xrightarrow{\pi_0} & A_{V,V} \xrightarrow{\pi_2} A[\Gamma] \xrightarrow{\pi} \mathcal{E} \\
\mathcal{R}_0 & \xrightarrow{\hat{U}_0} & A_{V,V} \xrightarrow{\tilde{u}_0} A[\Gamma] \xrightarrow{\tilde{u}} \mathcal{R} \\
\mathcal{E} & \xrightarrow{\pi} & A_{V,V} \xrightarrow{\pi_2} A[\Gamma] \xrightarrow{\pi} \mathcal{E}
\end{array} \] (5.6)
To prove Theorem 5.1 (II) notice that subdiagrams 2 in (5.7) commute as mentioned in the proof of Theorem 5.1 (I). Subdiagram 1 commutes by Theorem 5.2 (II). To show that subdiagram 3 commutes recall that $T = \text{Id}_{A^V \cdot \otimes \tau}$ (identifying $A^V \cdot \otimes A^E$). Thus when taking the projection onto the second component, we get $\pi^2 T = \tau$. It now follows that the full diagram in (5.7) commutes.

\[ \begin{array}{ccc}
\mathcal{R} & \xrightarrow{\tilde{\rho}(h)} & \mathcal{R} \\
\tilde{u} & \xrightarrow{\tilde{U}} & \mathcal{R} \\
\mathcal{E} & \xrightarrow{\tau^3} & \mathcal{E} \\
\downarrow & \xrightarrow{T(h)^1} & 2 \\
\downarrow & \xrightarrow{\tau^2} & \downarrow \\
\mathcal{E} & \xrightarrow{\tilde{U}} & \mathcal{R} \\
\end{array} \] (5.7)

Corollary 5.4. If $\Gamma$ is a non-empty $D$-graph, then the elements in $\{ [x] \}_{x \in V}$ are distinct non-zero orthogonal idempotents in $\mathcal{R}$. Moreover, for any $p \in P$ with $\mu(p) \neq 0$ we have $[p] \neq 0 \in \mathcal{R}$.

Proof. By Theorem 5.2 we have $\tilde{U}([x]) = e_{x,x} \neq 0$ for all $x \in V$, hence $[x] \neq 0 \in \mathcal{R}$. Similarly, for any $p \in P$ such that $\mu(p) \neq 0$ we have $\tilde{U}([p]) = \mu(p)e_{i(p),s(p)} \neq 0$, hence $[p] \neq 0$.

We say that a $D$-graph $\Gamma$ is connected if $(V,E)$ is a strongly connected quiver and $\mu(e) \neq 0 \in A$ for all $e \in E$. In what follows, suppose $A_0 \subseteq A$ is a domain with field of fractions $Q$. Given a $D$-graph $\Gamma$, let $A_Q := A \otimes A_0 Q$. Since $A$ is a free $A_0$-module with some basis $\{c_i\}_{i \in I}$ then $A \cong \bigoplus_{i \in I} A_0 \cdot c_i$ and $A_Q \cong \bigoplus_{i \in I} Q \cdot c_i$ is a free $Q$-module with the same basis. Let $D_Q = (W, S, A_Q, (a_r)_{r \in S}, (b_r)_{r \in S})$, then $(D_Q, Q)$ is an extended Hecke datum and $\Gamma$ is a $D_Q$-graph.

Corollary 5.5. Let $\Gamma$ be a $D_Q$-graph with $\mu(e) \in A_0 \subseteq A$ for all $e \in E$.

(I) If $\Gamma$ is connected or if $\mathcal{E}$ is irreducible under the representation $\tau$, then $\tilde{U}_x$ is surjective for all $x \in V$ and the representation $\tau$ on $\mathcal{E}$ is isomorphic to the restriction of $\hat{\rho}$ on $[x]\mathcal{R}/\ker(\tilde{U}_x)$.

(II) Let $\Gamma$ be the $D_Q$-graph associated to a $W$-cell (i.e., strongly connected component of a $W$-graph, see [14]) then for each $x \in V$ the representation of $H(D_Q)$ on $[x]\mathcal{R}/\ker(\tilde{U}_x)$ is a copy of the $\tau$ representation.
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Proof. By Theorem 5.2(II) we have that $\tilde{U}_x$ is an (injective) equivariant map between $[x]R/\ker(\tilde{U}_x)$ and $A^{[x]}_V$, with respect to the representations $\tilde{\rho}$ and $T$ respectively. Since $T$ restricted to $A^{[x]}_V$ is isomorphic to $\tau$, then to prove (I) it suffices to show that $\tilde{U}_x$ is surjective.

If $\Gamma$ is connected then for any $x, y \in V$ there is a path $p \in P$ with $t(p) = x, s(p) = y$ and $\mu(p) \neq 0$. Thus, $\tilde{U}_x(p/\mu(p)) = \mu(p)e_{x,y}/\mu(p) = e_{x,y}$, therefore $\tilde{U}_x$ is surjective. If $E$ is irreducible (under $\tau$) then $A^{[x]}_V$ is irreducible (under $T$). Since $\text{im}(\tilde{U}_x)$ is a non-trivial invariant submodule of $A^{[x]}_V$ then $\text{im}(\tilde{U}_x) = A^{[x]}_V$, thus $\tilde{U}_x$ is surjective. Statement (III) is a special case of (I).

6 Computing the generators of $J_0$

In this section we use a collection of graphs (called universal pre-$D$-graphs) to help compute the generators of the ideal $J^\Lambda_0$ for any finite pre-$D$-graph $\Lambda$ (i.e., with finitely many vertices and edges). The main idea is to compute the generators for the universal pre-$D$-graphs and the images of these generators (under a suitable map) will form a generating set for $J^\Lambda_0$. We show several explicit computations for the extended Hecke datum $(D_Z, \mathbb{Z})$.

6.1 Universal pre-$D$-graph

Let $(D, A_0)$ be an extended Hecke datum, $(r, s) \in S^2_{fin}$, and let $\Gamma^{U}$ be the complete quiver on $V^{U} := \{x, x_r, x_s, x_\emptyset\}$. We now define a map $L^{U}$ that makes $\Gamma^{U}$ a pre-$D$-graph. Let $L^{U}$ be such that $L^{U}(x_r) := \{r\}, L^{U}(x_s) := \{s\}, L^{U}(x_\emptyset) := \emptyset$ and $L^{U}(x_r) := \{r, s\}$ (see Figure 1). We say $\Gamma^{U}$ is the universal pre-$D$-graph with respect to $r, s$.

Let $\Lambda$ be any pre-$D$-graph with finite vertex set and finitely many edges, $r, s \in S, x \in V^{U}$ and $V^{\Lambda}_x := \{y \in V^\Lambda | L^\Lambda(y) \cap \{r, s\} = L^\Lambda(x)\} \subseteq V^\Lambda$. Let $\psi_{r,s}$ be the map

$$\psi_{r,s} : V^{\Gamma^{U}} \cup E^{\Gamma^{U}} \rightarrow A[\Lambda]$$

$$x \mapsto \sum y \quad \text{where} \quad y \in V^\Lambda_x$$

$$x_1 \leftarrow x_2 \mapsto \sum f \quad \text{where} \quad y_1 \leftarrow y_2 \in E^\Lambda, \quad y_1 \in V^\Lambda_{x_1}, \quad y_2 \in V^\Lambda_{x_2}$$

for $x \in V^{\Gamma^{U}}, x_1 \leftarrow x_2 \in E^{\Gamma^{U}}$. Using the description of $A[\Gamma^{U}]$ in Remark 2.2 we can show $\psi_{r,s}$ is an $A$-algebra homomorphism.
Figure 1: Universal pre-$D$-graph $\Gamma^U$ with respect to $r,s$.

Figure 2: An example of a finite pre-$D$-graph $\Lambda$
Example 6.1. Let $\Lambda$ be the pre-$D$-graph in Figure 2 (where the underlying Coxeter system of $D$ has at least three generators $r, s$ and $t$). The following tables show the image of $\psi_{r,s}$ for all vertices of $\Gamma_U$ and some of its edges.

| vertex  | $\psi_{r,s}(vertex)$ |
|---------|---------------------|
| $x_r$   | $x_1 + x_2$         |
| $x_s$   | $x_3$               |
| $x_r$   | 0                   |
| $x_s$   | $x_4 + x_5 + x_6$   |

| edge    | $\psi_{r,s}(edge)$ |
|---------|---------------------|
| $x_\varnothing \leftarrow x_r$ | $(x_5 \leftarrow x_1) + (x_6 \leftarrow x_2)$ |
| $x_r \leftarrow x_s$           | $x_1 \leftarrow x_3$                  |
| $x_r \leftarrow x_\varnothing$ | $x_1 \leftarrow x_4$                  |
| $x_s \leftarrow x_\varnothing$ | 0                                    |

The next lemma is key in the proof of Theorem 6.3.

Lemma 6.2. Let $(r, s) \in S_{fin}^2$, and $q \in A[\Gamma_U^t]$ then $\rho^\Lambda_z(\psi_{r,s}(q)) = \psi_{r,s}(\rho^\Gamma_z(q))$ for $z \in \{r, s\}$.

Proof. We show the result holds for $z = r$ and the case $z = s$ follows by symmetry. For $x \in V^\Gamma$,

$$\psi_{r,s}(\rho^\Gamma_r(x)) = \begin{cases} (a_r)\psi_{r,s}(x) + \psi_{r,s}(x \leftarrow x_r + x \leftarrow x_\varnothing) & \text{if } r \notin L^\Gamma(x) \\ (-b_r)\psi_{r,s}(x) & \text{if } r \in L^\Gamma(x), \end{cases}$$

$$= \begin{cases} (a_r) \sum_{y \in V^\Lambda_A} y + \sum_{z,e|e \in E^\Lambda(z)} y \leftarrow z & \text{if } r \notin L^\Gamma(x) \\ (-b_r) \sum_{y \in V^\Lambda_A} y & \text{if } r \in L^\Gamma(x), \end{cases}$$

$$= \rho^\Lambda_r(\psi_{r,s}(x)).$$

Since $\psi_{r,s}$ is an $A$-algebra homomorphism, then for $q \in P^\Gamma_U$,

$$\psi_{r,s}(\rho^\Gamma_r(q)) = \psi_{r,s}(q)\psi_{r,s}(\rho^\Gamma_r(s(q))) = \psi_{r,s}(q)\rho^\Lambda_r(\psi_{r,s}(s(q))) = \rho^\Lambda_r(\psi_{r,s}(q)).$$

Extend linearly to get the desired result.

Let $\{\sum_p X_{p,i}^{r,s,x}| x \in V^\Gamma_U, i \in I, (r, s) \in S_{fin}^2\}$ be the generating set for $J^\Gamma_U$ as in Eq. (4.2). The next theorem states that computing the generators of $J^\Gamma_U$ for any pre-$D$-graph $\Lambda$ with finitely many vertices and finitely many edges can be done by computing the generators of $J^\Gamma_U$ and then applying $\psi_{r,s}$.
Theorem 6.3. For any \( y \in V^\Lambda \), \((r, s) \in S_{fin}^2\) we get
\[
(r_r^\Lambda r_s^\Lambda \cdots)_{m_{r,s}}(y) - (r_r^\Lambda r_s^\Lambda \cdots)_{m_{r,s}}(y) = c_i y \psi_{r,s} \left( \sum_{i,p} X_{r,s}^{x,y} p \right),
\]
where \(x,y\) is the vertex in \( V^{\Gamma_0} \) with \( \mathcal{L}^{\Gamma_0}(x,y) = \mathcal{L}^\Lambda(y) \cap \{r, s\}. \) Moreover, a generating set for \( J_0^\Lambda \) is \( \{y \sum_{p} X_{r,s}^{x,y} \psi_{r,s}(p) \mid (r, s) \in S_{fin}^2, i \in I, y \in V^\Lambda\} \).

Proof. Let \( m := m_{r,s} \). Using the fact that \( y \psi_{r,s}(x,y) \in A[\Lambda] \) and Lemma 6.2 one can show
\[
(r_r^\Lambda r_s^\Lambda \cdots)m(y) = y(r_r^\Lambda r_s^\Lambda \cdots)m(\psi_{r,s}(x,y)) = y \psi_{r,s}((r_r^{\Gamma_0} r_s^{\Gamma_0} \cdots m)(x,y)).
\]
We now compute the braid relations on \( y \) to get
\[
(r_r^\Lambda r_s^\Lambda \cdots)m(y) - (r_r^\Lambda r_s^\Lambda \cdots)m(y)
= (r_r^\Lambda r_s^\Lambda \cdots)m(y \psi_{r,s}(x,y)) - (r_r^\Lambda r_s^\Lambda \cdots)m(y \psi_{r,s}(x,y))
= y \psi_{r,s} \left( \sum_{i,p} c_i X_{r,s}^{x,y} p \right).
\]
Since \( \psi_{r,s} \) is \( A \)-linear we get the result. The last statement follows directly by the definition of \( J_0^\Lambda \).

\( \square \)

6.2 Extended Hecke datum \((D_Z, \mathbb{Z})\)

We now explicitly compute the generators for \( J_0^{\Gamma_0} \) in the special case where the extended Hecke datum is \((D_Z, \mathbb{Z})\) (Theorem 6.6) and use Theorem 6.3 to compute the generators of \( J_0^\Lambda \), for three interesting pre-\( D \)-graphs \( \Lambda \) (see Examples 6.8, 6.9 and 6.10).

For the remainder of this section we work with the extended Hecke datum \((D_Z, \mathbb{Z})\) where \( D_Z = (W, S, \mathbb{Z}[v, v^{-1}], v, v^{-1}) \) (thus \( A = \mathbb{Z}[v, v^{-1}] \)) and let \( \{v^i\}_{i \in \mathbb{Z}} \) be the basis for \( \mathbb{Z}[v, v^{-1}] \) as a \( \mathbb{Z} \)-module. Throughout this section (unless otherwise noted) let \((r, s) \in S_{fin}^2\). In Section 6.2 we described an explicit formula to compute \((r_r^{\Gamma_0} r_s^{\Gamma_0} \cdots)_{m_{r,s}} - (r_r^{\Gamma_0} r_s^{\Gamma_0} \cdots)_{m_{r,s}} \) for any pre-\( D \)-graph. Here we will give a simplified version for when \((D, A_0) = (D_Z, \mathbb{Z})\). The main idea is to compute \((r_r r_s)^{m_{r,s}} - (r_r r_s)^{m_{r,s}} \) on the universal pre-\( D_Z \)-graph (this computation differ by a power of \(-1\) from one mentioned above).

Let \( \Gamma_0^{\Gamma} \) be the universal pre-\( D_Z \)-graph with respect to \( r, s \). Since there is only one (directed) edge from any one vertex to another, for any path
\[ p = \frac{x_{\alpha_1}}{\ell_1} \frac{x_{\alpha_2}}{\ell_2} \cdots \frac{x_{\alpha_n}}{\ell_n} \in P^{\Gamma_U} \text{ we denote } p \text{ as } \alpha_1 \alpha_2 \cdots \alpha_n \text{ for } \alpha_i \in \{r, s, \emptyset, \varphi\} \] (e.g. \( x_s \leftarrow x_r \leftarrow x_s \leftarrow x_\varphi \) is denoted as \( sr \varphi \)).

For \( m \) a positive integer, let

\[
c_m(r, s) = \sum_{j=0}^{\lfloor \frac{m-1}{2} \rfloor} (-1)^j \binom{m-1-j}{j} (\cdots srs)_{m-2j} \in \mathbb{Z}[\Gamma_U], \tag{6.1}
\]

where \( \lfloor \cdot \rfloor \) is the floor function on \( \mathbb{Z} \). Let

\[
d_m(r, s) = \begin{cases} c_m(r, s) & \text{if } m \text{ is even} \\ c_m(s, r) & \text{if } m \text{ is odd} \end{cases}, \quad b_m = \begin{cases} s & \text{if } m \text{ is even} \\ r & \text{if } m \text{ is odd} \end{cases}.
\]

For example,

\[
d_1(r, s) = r, \quad d_2(r, s) = rs, \quad d_3(r, s) = rsr - r, \quad d_4(r, s) = rsrs - 2rs, \quad d_5(r, s) = rsrsr - 3rsr + r, \quad d_6(r, s) = rsrsrs - 4rsrs + 3rs.
\]

For any element \( w \in W \) with a unique reduced expression \( w = r_1 \cdots r_n \), let \( \rho_w := \rho_{r_1} \cdots \rho_{r_n} \). For any sequence \( (r_1, \ldots, r_n) \) with \( r_i \in S \) for \( i = 1, \ldots, n \) such that \( w = r_1 \cdots r_n \) is reduced and every \( y \in W \) with \( y < w \) (in Bruhat order) has a unique reduced expression, let \( C_{r_1, \ldots, r_n} \) be the endomorphism of \( A[\Gamma_U] \) defined as

\[
C_{r_1, \ldots, r_n} := \rho_{r_1} \cdots \rho_{r_n} + \sum_{y < w} (-y)^{l(w) - l(y)} \overline{p_{y, w}}, \tag{6.2}
\]

where \( \rho_1 = \text{Id}_{A[\Gamma_U]} \), \( p_{y, w} \) are the Kazhdan-Lusztig polynomials as defined in [\( L \)], and \( \overline{p_{y, w}} := p_{y, w}(v^{-1}) \). If \( w = r_1 \cdots r_n \) is a unique reduced expression for \( w \) then we denote \( C_{r_1, \ldots, r_n} \) as \( C_w \). It then follows

\[
C_{(\cdots r, s, r, m), s} - C_{(\cdots s, r, s, m), r} = (\cdots \rho_r \rho_s \rho_r)_{m, s} - (\cdots \rho_s \rho_r \rho_s)_{m, s}. \tag{6.3}
\]

Since we will use the endomorphisms \( C_r \) often, it is worth pointing out that \( C_r = \rho_r - v \text{Id}_{A[\Gamma_U]} \).

**Lemma 6.4.** Let \( r, s \in S \), \( \Gamma_U \) be the universal pre-\( D_\mathbb{Z} \)-graph with respect to \( r, s \), and \( m \in \mathbb{N}_{\geq 2} \) such that \( m \leq m_{r,s} \) then

\[
C_{(\cdots r, s, r)} = \sum_{j=0}^{\lfloor \frac{m-1}{2} \rfloor} D_{m,j}(\cdots C_r C_s C_r)_{m-2j} \tag{6.4}
\]

\[
C_{(\cdots s, r, s)} = \sum_{j=0}^{\lfloor \frac{m-1}{2} \rfloor} D_{m,j}(\cdots C_s C_r C_s)_{m-2j}, \tag{6.5}
\]

where \( D_{m,j} = (-1)^j \binom{m-1-j}{j} \).
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\textbf{Proof.} First we prove the result when \(W\) is the universal Coxeter group on the set \(S\). Let \(\{T_s \mid s \in S\}\) be the generating set of \(\mathcal{H}(D_Z)\) as an \(A\)-algebra (recall \(A = \mathbb{Z}[v, v^{-1}]\)). The map \(\phi : \mathcal{H}(D_Z) \to \text{End}_{A[v]}(A[U])\) that sends \(T_s\) to \(\rho_s\) for all \(s \in S\) is a ring homomorphism since there are no braid relations in \(\mathcal{H}(D_Z)\). Let \(\{C_w\}_{w \in W}\) be the Kazhdan-Lusztig basis of \(\mathcal{H}(D_Z)\) (see \([6]\) 6.6), then \(\phi(C_w) = C_w\) as defined in \((6.2)\) (notice that \(C_w\) makes sense as every element \(w \in W\) has a unique reduced expression). We now show equations \((6.4)\) and \((6.5)\) are true for the Kazhdan-Lusztig basis and then apply \(\phi\) to get the result for the \(C_w\) endomorphisms. For \(m = 2\), it is known that \(\tilde{C}_{sr} = \tilde{C}_s \tilde{C}_r\). Let \(t = r\) if \(m\) is odd and \(t = s\) if \(m\) is even. For \(3 \leq m \leq m_{r,s}\) it is known that \(\tilde{C}_t \tilde{C}_{(rsr)m-1} = \tilde{C}_{(rsr)m} + \tilde{C}_{(rsr)m-2}\). Equation \((6.4)\) now follows by induction. The result for Eq. \((6.5)\) is obtained similarly.

Now let \(W\) be any Coxeter group. The definition of \(\rho_r\) and \(\rho_s\) does not depend on the value of \(m_{r,s}\) and hence \(\rho_r, \rho_s\) are the same endomorphisms of \(A[U]\) as the ones defined for the universal Coxeter group. Thus, \(C_r, C_s, C_{(r,s,r)m}\) and \(C_{(s,r,s)r_m}\) are also the same endomorphisms as the ones defined for the universal Coxeter group, hence the formulas \((6.4)\) and \((6.5)\) still hold.

For the following lemma let \(\beta = v + v^{-1}\).

\textbf{Lemma 6.5.} Let \(r, s, \emptyset\) and \(\varphi\) be the vertices of \(\Gamma_U\) (see Figure \([7]\)), then

\[
\begin{align*}
\cdots C_r C_s C_r m_1(r) &= -\beta (rsr \cdots)_m + \sum_{i=1}^{m-1} (-\beta)^i (rsr \cdots)_{m-i} \varphi \quad (6.6) \\
\cdots C_s C_r C_s m_1(r) &= (rsr \cdots)_{m+1} + \sum_{i=0}^{m-1} (-\beta)^i (rsr \cdots)_{m-i} \varphi. \quad (6.7) \\
\cdots C_r C_s C_r m_1(\emptyset) &= \emptyset (rsr \cdots)_{m} + \sum_{i=0}^{m-1} (-\beta)^i \emptyset (rsr \cdots)_{m-1-i} \varphi \quad (6.8) \\
\cdots C_s C_r C_s m_1(\emptyset) &= \emptyset (srs \cdots)_{m} + \sum_{i=0}^{m-1} (-\beta)^i \emptyset (srs \cdots)_{m-1-i} \varphi. \quad (6.9)
\end{align*}
\]

To find formulas for the alternating endomorphisms above on the vertex \(s\), interchange \(r\) with \(s\) in Equations \((6.6)\) and \((6.7)\). Finally, for any \(v_i \in \{r, s\}, i = 1, 2, \ldots, n\), we get \(C_{r_1} C_{r_2} \cdots C_{r_n}(\varphi) = (-\beta)^n \varphi\).

\textbf{Proof.} We use induction to prove Eq. \((6.6)\). For \(m = 1\), \(C_r(r) = -\beta r\), hence
By Lemmas 6.4 and 6.5 we get that

\[ C_{b_m}(\cdots C_r C_s C_r)_{m-1}(r) = C_{b_m}(-\beta(rsr\cdots)_{m-1} + \sum_{j=1}^{m-2} (-\beta)^j (rsr\cdots)_{m-1-j} \varnothing) \]

\[ = -\beta(rsr\cdots)_m + \sum_{i=1}^{m-1} (-\beta)^i (rsr\cdots)_{m-i} \varnothing, \]

thus Eq. (6.6) is true. The proof of Equations (6.7), (6.8) and (6.9) follow similarly. The final statement follows from the fact that \( C_{r}(\varnothing) = -\beta \varnothing = C_s(\varnothing) \).

The next theorem is key in the computations to follow. Together with Theorem 6.3 it allows us to compute the generators for \( J^A_0 \) for any finite pre-\( D \)-graph \( \Lambda \).

**Theorem 6.6.** Let \((r, s) \in S_{2\text{fin}}^2 \) with \( r \neq s \), \( m := m_{r,s} \), and \( \Gamma^d \) be the universal pre-\( D \)-\( \mathbb{Z} \)-graph with respect to \( r, s \in S \) then the relations coming from \((\rho_r \rho_s \rho_r \cdots)_m - (\rho_s \rho_r \rho_s \cdots)_m = 0\) are

\[ d_m(r,s) = 0, \quad d_m(s,r) = 0, \quad \varnothing(rsr\cdots)_i \varnothing = \varnothing(rsr\cdots)_i \varnothing \text{ for } i = 1, 2, \ldots, m - 1. \]

In other words, the ideal \( J^A_0 \) is generated by the elements \( d_m(r,s), d_m(s,r) \) and \( \varnothing(rsr\cdots)_i \varnothing = \varnothing(rsr\cdots)_i \varnothing \text{ for } i = 1, 2, \ldots, m - 1. \)

**Proof.** By Eq. (6.3), we have

\[ (-1)^{m-1}((\rho_r \rho_s \rho_r \cdots)_m - (\rho_s \rho_r \rho_s \cdots)_m) = C_{(\cdots r,s,r}_m - C_{(\cdots s,r,s}_m. \quad (6.10) \]

Recall, from the way we set up notation in Eq. (6.2), the element \( \sum_q X_{q,i}^{r,s} q \in \mathbb{Z}[\Gamma] \) is just the coefficient of \( v^i \) in either side of Eq. (6.10). We now compute the right-hand side of (6.10) on all 4 vertices.

**Step 1:** By Lemmas 6.4 and 6.5 we get that \( C_{(\cdots r,s,r}_m(r) - C_{(\cdots s,r,s}_m(r) \]
eq (r) equals (recall \( b_m = s \) for \( m \) even and \( r \) for \( m \) odd)

\[ \sum_{j=0}^{\lfloor \frac{m}{2} \rfloor} D_{m,j} (-\beta(rsr\cdots)_{m-2j} - (rsr\cdots)_{m-2j+1} - (rsr\cdots)_{m-2j} \varnothing), \]

which is \( -\beta d_m(r,s) - d_m(r,s)((b_m \leftarrow b_{m+1}) + (b_m \leftarrow \varnothing)) \). Thus

\[ \sum_q X_{q,1}^{r,s} q = \sum_q X_{q,-1}^{r,s} q = -d_m(r,s) \]

\[ \sum_q X_{q,0}^{r,s} q = -d_m(r,s)((b_m \leftarrow b_{m+1}) + (b_m \leftarrow \varnothing)) \]

\[ \sum_q X_{q,i}^{r,s} q = 0 \text{ for all } i \neq 0, 1, -1. \]
Therefore, the relation $d_m(r, s) = 0$ is enough to generate all relations $\sum q X_{q,i}^{r,s} q = 0$ for all $i \in \mathbb{Z}$. By symmetry we get that the relation $d_m(s, r) = 0$ is enough to generate all relations $\sum q X_{q,i}^{s,r} q = 0$ for all $i \in \mathbb{Z}$.  

Step 2: By Lemmas 6.4 and 6.5 we get

$$C_{(\ldots r,s,r,s)_{m}}(\varnothing) - C_{(\ldots s,r,s)_{m}}(\varnothing) = \sum_{j=0}^{m-2j-2} D_{m,j} \left( \varnothing(rsr\ldots)m-2j - \varnothing(srs\ldots)m-2j \right) + \sum_{i=0}^{m-2j-2} (-\beta)^i \left( \varnothing(rsr\ldots)m-2j-1-i \varnothing - \varnothing(srs\ldots)m-2j-1-i \varnothing \right) \right)$$  \(6.11\)

For any $N \in \mathbb{Z}_{\geq 1}$, the coefficient of $(-\beta^N)$ in the expression above is

$$\sum_{j \in \mathbb{Z}_{0 \leq N \leq m-2j-2}} D_{m,j} \left( \varnothing((rsr\ldots)m-2j-1-N) \varnothing - \varnothing((srs\ldots)m-2j-1-N) \varnothing \right)$$

The biggest exponent of $\beta$ in Equation (6.11) is $m - 2$, and thus the coefficient of $v^{m-2}$ and $v^{-(m-2)}$ (up to sign) is $(\varnothing r \varnothing - \varnothing s \varnothing)$. Hence, the relations $\sum q X_{q,i}^{r,s} q = 0$ and $\sum q X_{q,i}^{s,r} q = 0$ are equivalent to $\varnothing r \varnothing - \varnothing s \varnothing = 0$. Similarly, the coefficient of $v^{m-3}$ and $v^{-(m-3)}$ (up to sign) is $(\varnothing s r \varnothing - \varnothing s r \varnothing)$. The coefficient of $v^{m-4}$ and $v^{-(m-4)}$ (up to sign) is $(\varnothing r s r \varnothing - \varnothing s r \varnothing) + D_{m,1}(\varnothing r \varnothing - \varnothing s \varnothing)$.

For $N = 0$ we analyse the relation $\sum q X_{q,i}^{r,s} \varnothing q = 0$. Multiplying by the idempotents $r$, $s$, and $\varnothing$ on the right we obtain the relations $\varnothing((rsr\ldots)m-1) \varnothing = \varnothing((rsr\ldots)m-1) \varnothing$ and $\varnothing d_m(r, s) = 0 = \varnothing d_m(s, r)$.  

Step 3: it follows from the last statement of Lemma 6.5 that we get no relations from $C_{(\ldots r,s,r,s)_{m}}(\varnothing) - C_{(\ldots s,r,s)_{m}}(\varnothing) = 0$. This completes the proof.  

**Corollary 6.7.** Let $\Lambda$ be any pre-$D_\mathbb{Z}$-graph with finite vertex set and finitely many edges. For $(r, s) \in S^2_{\text{fin}}$, the relations coming from

$$(\rho_s^\Lambda \rho_s^\Lambda \rho_s^\Lambda \cdots)_{m_{r,s}} - (\rho_r^\Lambda \rho_r^\Lambda \rho_r^\Lambda \cdots)_{m_{r,s}} = 0$$

are $\psi_{r,s}(d_{m_{r,s}}(r, s)) = 0$, $\psi_{r,s}(d_{m_{r,s}}(s, r)) = 0$, and

$$\psi_{r,s}(\varnothing(srs\ldots) \varnothing - \varnothing(rsr\ldots) \varnothing) = 0 \text{ for } i \in \{1, 2, \ldots, m_{r,s} - 1\}.$$

**Proof.** The proof follows directly from Theorems 6.3 and 6.6.
Figure 3: In (a) we have a one vertex pre-$D_Z$-graph with associated subset $S' \subseteq S$. In (b) we have a pre-$D_Z$-graph coming from a $W$-cell for $W = B_3$.

6.3 Examples

We now consider three examples of pre-$D_Z$-graphs. First we consider a one vertex quiver, then a quiver coming from a left cell of $B_3$ and finally a special quiver which gives rise to a quotient path algebra isomorphic to an ideal of the asymptotic Hecke algebra of $(W,S)$. In all three examples we compute a generating set for the ideal $J_0^\Lambda$ using Corollary 6.7.

**Example 6.8** (One vertex quiver). Let $\Lambda$ be the pre-$D_Z$-graph with one vertex $x$, no edges, and $\mathcal{L}^\Lambda(x) = S' \subseteq S$ (see Figure 3(a)). Let $(r,s) \in S^2_{\text{fin}}$ with $r \neq s$ and $m := m_{r,s}$. Since we only have one vertex then either $\psi_{r,s}(\varnothing) = 0$ or $\psi_{r,s}(\varnothing) = 0$ (or both). Thus, by Corollary 6.7, the only relations coming from $(\rho_r \rho_s \rho_r \cdots)_m - (\rho_s \rho_r \rho_s \cdots)_m = 0$ are $\psi_{r,s}(d_m(r,s)) = 0$ and $\psi_{r,s}(d_m(s,r)) = 0$. If $r,s \notin S'$ or $r,s \in S'$ then we get no relations as $\psi_{r,s}(d_m(r,s))$ and $\psi_{r,s}(d_m(s,r))$ are already zero (because $\psi_{r,s}(r) = \psi_{r,s}(s) = 0$). If $r \in S'$, $s \notin S'$ and $m$ is even, then we get no relations as $\psi_{r,s}(d_m(r,s))$ and $\psi_{r,s}(d_m(s,r))$ are already zero (because $\psi_{r,s}(s) = 0$). If $r \in S'$, $s \notin S'$ and $m$ is odd, then no relation arises from $\psi_{r,s}(d_m(s,r)) = 0$ (because $\psi_{r,s}(s) = 0$). However, $\psi_{r,s}(d_m(r,s)) = x$ (up to a power of $-1$), thus we get the relation $x = 0$. By symmetry we get the same relation when $r \notin S'$, $s \in S'$. Thus $R_0 = \mathbb{Z}[\Lambda]/J_0$ is the trivial algebra if there exists a pair $r,s \in S$ such that $m_{r,s}$ is odd and $r \in S', s \notin S'$. Otherwise we have $R_0 \cong \mathbb{Z}[\Lambda] \cong \mathbb{Z}$. This example shows that even the most simple pre-$D_Z$-graph can have distinct extreme behaviours for different Coxeter groups.

**Example 6.9** (Cell of $B_3$). Let $W = B_3, S = \{r_1, r_2, r_3\}$ (with $m_{r_1,r_2} = 3, m_{r_2,r_3} = 4$, and $m_{r_1,r_3} = 2$). Consider the pre-$D_Z$-graph $\Gamma$ in Figure 3(b) (which comes from a Kazhdan-Lusztig $B_3$-cell) with vertices labelled $x_1, x_2, y, z$. Since there are no multiple edges between any two vertices we
denote a path $x_1 \xrightarrow{f_1} x_2 \cdots \xrightarrow{f_n} x_{n+1}$ simply as $x_1 x_2 \cdots x_{n+1}$. We now compute the generators of $J_0^\Gamma$ making use of Corollary 6.7. We split it up in three steps.

Step 1: first compute the relations coming from $\tilde{p}_{r_1} \tilde{p}_{r_2} \tilde{p}_{r_1} = 0$ on the universal pre-$D$-graph with respect to $r_1, r_2$ (see Figure 7). By Theorem 6.6, these relations are

$$r_2 r_1 r_2 - r_2 = 0, \quad r_1 r_2 r_1 - r_1 = 0, \quad \varnothing r_2 r_1 \varnothing - \varnothing r_1 r_2 \varnothing = 0, \quad \varnothing r_2 \varnothing - \varnothing r_1 \varnothing = 0.$$

(6.12)

By Corollary 6.7 the relations on $\Gamma$ come from applying $\psi_{r_1, r_2}$ to the relations in (6.12). From the first two relations (from left to right) we get $y z y - y = 0$ and $z y z = z = 0$. From the last two relations we do not get any as $\psi(\varnothing) = 0$ (there is no vertex with associated subset $\{r_1, r_2\}$).

Step 2: now we compute the relations coming from $\tilde{p}_{r_2} \tilde{p}_{r_3} \tilde{p}_{r_2} - \tilde{p}_{r_3} \tilde{p}_{r_2} \tilde{p}_{r_3} \tilde{p}_{r_2} = 0$ on the universal pre-$D$-graph with respect to $r_2, r_3$. By Theorem 6.6, these relations are

$$r_2 r_3 r_2 r_3 - 2 r_2 r_3 = 0, \quad r_3 r_2 r_3 r_2 - 2 r_3 r_2 = 0, \quad \varnothing (r_2 r_3 \cdots)_i \varnothing - \varnothing (r_3 r_2 \cdots)_i \varnothing = 0.$$

(6.13)

for $i = 1, 2, 3$. By Corollary 6.7 the relations on $\Gamma$ come from applying $\psi_{r_2, r_3}$ to the relations in (6.13) (note $\psi_{r_2, r_3}(r_2) = y$ and $\psi_{r_2, r_3}(r_3) = x_1 + x_2$). From the first equation we get $y x_1 y x_1 + y x_1 y x_2 + y x_2 y x_1 + y x_2 y x_2 - 2 y x_1 - 2 y x_2 = 0$. From the second one we get $x_1 y x_1 y + x_1 y x_2 y + x_2 y x_1 y + x_2 y x_2 y - 2 x_1 y - 2 x_2 y = 0$. From the third set of equations we do not get any relation as $\psi(\varnothing) = 0$.

Step 3: finally we compute the relations coming from $\tilde{p}_{r_1} \tilde{p}_{r_3} - \tilde{p}_{r_3} \tilde{p}_{r_1} = 0$ on the universal pre-$D$-graph with respect to $r_1, r_3$. By Theorem 6.4, these relations are $r_1 r_3 = 0$, $r_3 r_1 = 0$, and $tr_1 p = tr_3 p$. Since $\psi_{r_1, r_3}(r_1 r_3) = 0 = \psi_{r_1, r_3}(r_3 r_1)$ (there are no paths from any vertex with associated set $\{r_1\}$ to a vertex with associated set $\{r_3\}$ and viceversa) and $\psi_{r_1, r_3}(\varnothing) = 0$, then we get no relations.

From the steps above we conclude $R_0 = \mathbb{Z}[\Gamma]/J_0$ where $J_0$ is the two-sided ideal generated by

$$\{y z y - y, y z y - z, y x_1 y x_1 + y x_2 y x_1 - 2 y x_1, y x_1 y x_2 + y x_2 y x_2 - 2 y x_2, \quad x_1 y x_1 y + x_1 y x_2 y - 2 x_1 y, x_2 y x_1 y + x_2 y x_2 y - 2 x_2 y\}.$$

Example 6.10 (Asymptotic Hecke Algebra). Let $\Gamma$ be the pre-$D_Z$-graph where $(V, E)$ is the complete quiver on the vertex set $S$, and for $s \in V$, $L(s) = \{s\}$. Let $(r, s) \in S^2_{\text{fin}}$ with $r \neq s$, and let $\Gamma^{U}$ be the universal quiver with respect to $r, s$. To avoid confusion we use the original notation for the
vertices in \( \Gamma_U \) (i.e., \( V_{\Gamma_U} = \{x_r, x_s, x_\varnothing, x_\wp\} \), see Figure 1). Then \( \psi_{r,s}(x_r) = r \), \( \psi_{r,s}(x_s) = s \), \( \psi_{r,s}(x_\varnothing) = \sum_{t \in S \setminus \{r, s\}} \) and \( \psi_{r,s}(x_\wp) = 0 \).

By the above and Corollary 6.7 we conclude that the relations coming from \((\rho_s \rho_r \rho_s \cdots )_{m_{r,s}} - (\rho_s \rho_r \rho_s \cdots )_{m_{r,s}} = 0 \) are

\[
\psi_{r,s}(d_{m_{r,s}}(x_r, x_s)) = 0, \quad \psi_{r,s}(d_{m_{r,s}}(x_s, x_r)) = 0.
\]

Similar to \( c_m(r, s) \in \mathbb{Z}[\Gamma_U] \), lets define

\[
c_m(r, s) = \sum_{j=0}^{\lfloor \frac{m-1}{2} \rfloor} (-1)^j \binom{m-1-j}{j} (\cdots s r s)_{m-2j} \in \mathbb{Z}[\Gamma],
\]

Let \( d_m(r, s) = c_m(r, s) \) if \( m \) is even and \( d_m(r, s) = c_m(s, r) \) if \( m \) is odd. Then the relations defining \( J^c_{\Gamma} \) are \( d_{m_{r,s}}(r, s) = 0 \) and \( d_{m_{r,s}}(s, r) = 0 \). It follows then that \( R^c_{\Gamma_0} = \mathbb{Z}[\Gamma] / J_0 \) where \( J_0 \) is generated by the elements \( c_m(r, s) \) for all \((r,s) \in S_{fin}^2 \) with \( r \neq s \). It is known by Matthew Dyer [3] that the ring \( R^c_{\Gamma_0} \) is isomorphic to the ideal \( J^c \) of the asymptotic Hecke-algebra associated with the union of two-sided cells with \( \alpha \)-value 1 (see [9], Chapter 18). This theory provides a natural construction of \( J^c \) when defined (the asymptotic Hecke algebra has been proved to exist in numerous cases but it is still conjectural for a general Coxeter group).

### 7 D-graphs over non-commutative algebras

#### 7.1 Introduction

In this section we show how the main objects of study in this paper can be seen as examples of “D-graphs over non-commutative algebras”. Let \((D = (W, S, A, (a_r)_{r \in S}, (b_r)_{r \in S}), A_0)\) be an extended Hecke datum.

**Definition 7.1.** A D-graph over a (possibly non-commutative) A-algebra \( R \) is a pre-D-graph \( \Gamma \) together with a map \( \mu : E_\Gamma \rightarrow R \) such that

1. \( R \) is an A-algebra with a set of enough orthogonal idempotents \( \{e_x\}_{x \in V_\Gamma} \),
2. \( \mu(x \overset{\Gamma}{\longrightarrow} y) \in e_x Re_y \) for all \( f \in E_\Gamma \),
3. for all \((r,s) \in S_{fin}^2 \) we have

\[
(\tau_r^\Gamma \tau_s^\Gamma \tau_r^\Gamma \cdots )_{m_{r,s}} - (\tau_s^\Gamma \tau_r^\Gamma \tau_s^\Gamma \cdots )_{m_{r,s}} = 0 \in \text{End}_R(R),
\]
where

\[
\tau_{r}^{\Gamma}(e_{x}) = \begin{cases} 
  a_{r}e_{x} + \sum_{y,f:|x|\overset{f}{\looparrowright}y} \mu(f)e_{y} & \text{if } r \notin \mathcal{L}(x) \\
  -b_{r}e_{x} & \text{if } r \in \mathcal{L}(x).
\end{cases}
\]

Proposition 7.2. Given a $D$-graph $\Gamma$ over an $A$-algebra $R$ we get a representation of the Hecke algebra $\mathcal{H}(D)$ given by $\tau^{\Gamma} : \mathcal{H}(D) \rightarrow \text{End}_{A}(R)$ such that $\tau^{\Gamma}(T_{r}) = \tau_{r}^{\Gamma}$. 

Proof. This proof follows as in the proof of Proposition 3.3. \qed

7.2 Examples

Example 7.3 (Quotient path algebra). Given an extended Hecke datum $(D, A_{0})$ and a pre-$D$-graph $\Gamma$ as in Definition 7.2 we obtain a $D$-graph over (the quotient path algebra) $\mathcal{R}^{\Gamma}$, where $\mathcal{R}^{\Gamma}$ is an $A$-algebra with enough orthogonal idempotents $\{[x]|x \in V^{\Gamma}\}$ and map $\mu^{\Gamma}$ defined as $\mu^{\Gamma}(x \overset{f}{\leftarrow} y) := [x \overset{f}{\leftarrow} y] \in \mathcal{R}^{\Gamma}$ for all $x \overset{f}{\leftarrow} y \in E^{\Gamma}$. By the way we constructed $\mathcal{R}$, property (iii) in Definition 7.1 is guaranteed to be satisfied. In this specific example, the representation we obtain from Proposition 7.2 is denoted as $\tilde{\rho}^{\Gamma}$ (as it has been denoted throughout this document). In Section 7.3 we discuss a “universality” property of $\tilde{\rho}^{\Gamma}$.

Example 7.4 (Kazhdan-Lusztig module). Given a $D$-graph $\Gamma$ (in the original sense) as in Definition 3.2 we use the Morita equivalence result to construct the $A$-module (in fact, $A$-algebra) $A^{V,V}$ as established in Section 5.2. It is not hard to see that the set $\{e_{x,x}|x \in V^{\Gamma}\}$ is a set of enough orthogonal idempotents for $A^{V,V}$. Consider the map $\mu^{\Gamma}(x \overset{f}{\leftarrow} y) = \mu(e)_{x,y} \in e_{x,x} A^{V,V} e_{y,y}$ (where $\mu$ is the map coming from the $D$-graph). Under these conditions $\Gamma$ is a $D$-graph over the $A$-algebra $A^{V,V}$.

7.3 Universality of $\tilde{\rho}^{\Gamma}$

The representation $\tilde{\rho}^{\Gamma}$ is universal in the following sense: let $\Gamma$ be any $D$-graph over an $A$-algebra $R$, and suppose $R$ is a free $A$-module (e.g. $A^{V,V}$), and $\tau^{\Gamma}$ be the representation of $\mathcal{H}(D)$ described in Proposition 7.2, then $\tau^{\Gamma}$ is obtained as a “specialization” of the representation $\tilde{\rho}^{\Gamma}$ given by the $D$-graph $\Gamma$ over the quotient path algebra $\mathcal{R}^{\Gamma}$ (as described in Example 7.3). We make the statement precise in the following theorem.
Theorem 7.5. Let $\Gamma$ be any $D$-graph over an $A$-algebra $R = \bigoplus_{x,y \in V} e_x Re_y$, and assume $R$ is a free $A$-module. Let $\tau^\Gamma$ be the representation of $\mathcal{H}(D)$ described in Proposition 7.2, and $\tilde{\rho}^\Gamma$ be the representation of $\mathcal{H}(D)$ described in Example 7.3 on the quotient path algebra $R^\Gamma$. Let $\Theta$ be the map from $A[\Gamma]$ to $R$ that sends
\[ x \in V^\Gamma \mapsto e_x \text{ and } [x \xleftarrow{e} y] \mapsto \mu(e) \in e_x Re_y. \]
Then

(I) $\Theta$ is an $A$-algebra homomorphism.

(II) For $r_1, r_2, \ldots, r_n$ we get
\[ (\tau_{r_1}^\Gamma \tau_{r_2}^\Gamma \cdots \tau_{r_n}^\Gamma) \circ \Theta = \Theta \circ (\tilde{\rho}_{r_1}^\Gamma \tilde{\rho}_{r_2}^\Gamma \cdots \tilde{\rho}_{r_n}^\Gamma). \]

(III) The map $\Theta$ factors through $R^\Gamma$ i.e., there is a map $\tilde{\Theta} : R^\Gamma \to R$ such that $\tilde{\Theta}(p) = \Theta(p)$ for all $p \in A[\Gamma]$.

(IV) For any $r \in S$, $\tau_r^\Gamma(e_x) = \tilde{\Theta}(\tilde{\rho}_r^\Gamma(x)).$

(V) $\tilde{\Theta}$ is an equivariant map (i.e., $\tau^\Gamma \circ \tilde{\Theta} = \tilde{\Theta} \circ \tilde{\rho}^\Gamma$).

Proof. The proof follows similar to those in Theorem 5.2 and Lemma 5.3. \qed
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