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Abstract: Parametric representations of the model of recognition operators based on the selection of representative objects are considered. The main idea of the proposed model is to build a family of proximity functions in the parameter space. In this case, the proximity function is determined within the framework of the radial function. A distinctive feature of the proposed model is the formation of preferred features with respect to selected representative objects when constructing recognition operators. To verify the performance of the proposed model, experimental studies were carried out to solve the model problem.
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I. INTRODUCTION

For a long time, the problem of pattern recognition (PR) has been one of the most relevant and difficult problems of applied mathematics and computer science [1, 2]. To date, several types of models have been built and studied that allow us to distinguish the following fairly well-known PR algorithms: models based on the use of the separation principle [1, 3-6]; models based on the method of potential functions [6-9]; statistical models [5, 9]; models built on the basis of mathematical logic [1, 11-13]; models based on the calculation of estimates [1, 5, 14].

The analysis of these models is mainly focused on problem solving, where images are described in the space of signs of small dimension, although in practice there are more often applied problems associated with the PR defined in the space of signs of large size [3]. Therefore, the question of the practical applicability of certain models of recognition algorithms (RAs) for solving problems with large data dimensions remains insufficiently developed. Therefore, the issues of improvement, development and research of models of RAs focused on solving the problems of diagnosing, predicting and classifying objects in conditions of a large dimension of the attribute space are relevant [15].

The main goal of this work is to build a model of recognition operators (MROs) based on the selection of representative objects. In this construction, it is carried out in the framework of the model based on radial functions [16, 1]

II. BASIC CONCEPTS AND NOTATION

Based on the results of research of scientific schools Yu.I. Zhuravlev, we introduce some concepts and notation. Consider the set of admissible objects $D$ ($D = \{S_1, S_2, \ldots\}$), that are covered by $t$ subsets (of classes) $K_1, \ldots, K_t$ [5, 18]:

$$K_i \cap K_j = \emptyset, i \neq j.$$  (1)

Moreover, the partition (1) is not completely determined. Only some background information is available $I_0$ about classes $K_1, \ldots, K_t, K_i$.

Let $m$ be admissible objects of admissible objects: $S_1, \ldots, S_u, \ldots, S_m (S_u \in D, u = 1, m)$. We introduce the following notation:

$$\tilde{S}^m = \{S_1, \ldots, S_u, \ldots, S_m\},$$

$$R^m_i = \tilde{S}^m \cap K_i, \tilde{R}^m = \tilde{S}^m \setminus \tilde{R}^m_i.$$  (2)

Then, on the basis of (2), it is possible to define the concepts of initial information $I_0$ as a set of pairs consisting of $S_u$ and $\tilde{a}(S_u)$ [5, 19]:

$$I_0 = \{S_1, \tilde{a}(S_1); \ldots; S_u, \tilde{a}(S_u); \ldots; S_m, \tilde{a}(S_m)\}.$$  (3)

where $\tilde{a}(S_u)$ - object information vector $S_u$, which is given in the form

$$\tilde{a}(S_u) = (a_{u1}, \ldots, a_{uj}, \ldots, a_{ut}),$$  (4)

$$a_{uj} = \begin{cases} 1, & \text{if } S_u \in R^m_i; \\ 0, & \text{if } S_u \notin \tilde{R}^m_i. \end{cases}$$

The set of information vectors corresponding to objects $\tilde{S}^m$, forms an information matrix $\|a_{uj}\|_{m \times t}$.

It is known [5] that an arbitrary RA can be represented as the sequential execution of two operators:

$$A = B \cdot C$$  (5)

where B- RO, C-decision rule.

It follows from (5) that each RA $A$ can be represented as a two-level model. At the first stage, using the RO $B$, a numerical estimate for the object $S_u (S_u \in D)$ is calculated. As a result, we obtain the membership estimate for each object $S_u$, represented by the vector $\tilde{b}_u$:

$$B(S_u) = \tilde{b}_u, -$$  (6)

where $\tilde{b}_u = (b_{u1}, \ldots, b_{uw}, \ldots, b_{ut})$.

At the second stage, using decision rule $C$, according to the calculated numerical estimates $b_{uw}$, the membership of the object $S_u$ in the classes $K_1, \ldots, K_t, K_i$ is determined:

$$C(b_{uw}) = \begin{cases} 0, & \text{if } b_{uw} < c_1; \\ \Delta_i, & \text{if } c_1 \leq b_{uw} \leq c_2; \\ 1, & \text{if } b_{uw} > c_2, \end{cases}$$  (7)

where $c_1, c_2$ are the parameters of the decision rule. Moreover, the estimate $b_{uw}$ is calculated using the operator (6).
It should be noted that the materials given in this section were borrowed from [21, 24] and reproduced for the sake of completeness.

III. FORMULATION OF PROBLEM

Consider the set of ROs $\mathcal{B}$, based on radial functions and the corresponding set of parameters $\Psi$.

$$\mathcal{B} = \{B_1, ..., B_k, ...\} , \quad \Psi = \{\pi_1, ..., \pi_k, ...\}$$

From the considered set of parameters $\Psi$ we select a subset $\pi^\theta$, whose cardinality is $\theta$. The set of ROs $\mathcal{B}$ is called parametrizable in the parameter space if there is some bijective map, i.e. $\varphi : B \rightarrow \pi^\theta$ [14, 20].

The task is to present a MROs based on the selection of representative objects in the parameter space $\pi^\theta$. It is required that the data recognition the operator $B (B \in \mathcal{B})$ using the decision rule $C[5]$ calculates the values of the predicate $P_j (S_\nu)$ from the a priori information $I_0$:

$$B(S^\nu) = \|b_{uv}\|_{m \times t}, C(\|b_{uv}\|_{m \times t}) = \|\beta_{uv}\|_{m \times t}, \quad \beta_{uv} \in \{0,1,\Delta\}$$

Here $\beta_{ij}$ interpreted in the same way as in the works [20, 26].

IV. SUGGESTED APPROACH

To solve the stated problem, a heuristic approach is proposed based on an assessment of the interconnectedness of recognition objects. On the base this approach, a MROs based on the selection of representative objects is constructed. The main attention is paid to the issue of parametric representation of the proposed MROs. The importance of this issue is related to the task of constructing an extremal RA in the framework of the parametric model of RAs [14, 20, 21]. The main idea of the proposed model is to describe a family of ROs constructed in the space of preferred features with respect to selected representative objects. Defining these ROs involves the following main steps.

1. Highlighting subsets of tightly coupled objects. At this stage «independent» subsets of strongly coupled objects are determined. The formation of subsets of strongly connected objects is carried out on the basis of an assessment of the proximity of subsets of strongly connected objects. According to this method, the studied pair of subsets of strongly connected objects are combined into one if they are sufficiently close (in a sense) to each other.

Let $\mathcal{V}$ all kinds of disjoint subsets of the set of objects in the training set $\{S_1, ..., S_q, ..., S_m\}$. At this stage, $m'$ subsets of strongly connected objects $\mathcal{V}_B$ are determined based on pairwise comparison of these objects according to predefined criteria.

As a result of this stage, a set of $m'$ «independent» subsets of strongly connected objects is distinguished:

$$\mathcal{V}_B = \{V_1, ..., V_q, ..., V_{m'}\}, \mathcal{V}_B \subset \mathcal{V}.$$ 

The power of the subsets $V_q$ depends on the parameter $m'$ and on the initial data. Therefore, in the general case, they will be different for objects of each class $K$.

It should be noted that at this stage only those objects are determined that are typical representatives of the class $K$ in question. Thus, at this stage, the parameter $m'$, is set, the value of which is determined when solving specific problems.

2. Selecting representative objects. At this stage, a set of basic reference objects is formed. The main idea of choosing basic representative objects is to isolate the set of the most typical representatives of each class from the objects of the training sample. In the process of forming a set of representative objects, it is required that each selected object be close to the objects of its subset of strongly connected objects.

Consider the set of boolean vectors $[\sigma]$, which consists of $m$ components: $\sigma = (\sigma_1, ..., \sigma_q, ..., \sigma_m)$. We select all the unit coordinates of the vector $\sigma$, the number of which is $m'$. Let $l_1, l_2, ..., l_{m'}$ -th coordinates of the vector correspond to these elements $\sigma$.

We remove from consideration all valid objects with the exception of objects $S_1', S_2', ..., S_m'$ $(S_i' \in \mathcal{V}_E)$, which correspond to the unit coordinates of the vector $\sigma$. We denote the resulting part of the set of objects by $(S_1', S_2', S_3', ..., S_{m'}')$ and call it the $\sigma$- set of objects. The objects considered in the $\sigma$- set of objects are denoted by $\sigma_1, \sigma_2, ..., \sigma_m$.

Let $\Sigma$ - set of all possible set (subsets) of objects:

$$\Sigma = \{\sigma_1, ..., \sigma_m\}$$

(8)

Each element of the set (8) corresponds to a single boolean vector $\sigma$. The set of boolean vectors corresponding to all elements $\Sigma$, denote by $[\sigma]$. Then the set of representative objects can be defined as a boolean vector $\sigma$ $(\sigma \in [\sigma])$. Thus, the problem of choosing a set of representative objects is reduced to determining a vector $\sigma$.

It should be noted that the next two stages completely correspond to the initial three stages of the MROs considered in [18, 20]. However, for the sake of completeness, these steps are given with the corresponding unknown parameters.

3. Highlighting subsets of strongly related traits. At this stage «independent» usets of strongly coupled characters are determined [[18, 20]. The parameter is set $n$.

4. Formation of a set of representative features. At this stage, $n$ preferred attributes are determined for each class in question $K_i$ [18, 20]. The vector $\omega$ satisfying the condition $n = \|\omega\|$. Moreover, each component of the vector $\omega$, equal to 1 corresponds to a specific representative feature.

5. Highlighting preferred features. At this stage, preferred traits are determined for each class in question $K_i$ [21]. The set of preferred features is defined as $n$- dimensional boolean vector $\phi$ $(\phi \in [\phi])$. Thus, at this stage, a vector $\phi$, satisfying the condition $n = \|\phi\|$.

6. Definition of the difference function $d(S^E, S)$ between reference object $S^E$ and the object $S$. At this stage, the difference function between the reference object $S^E$ and the object $S$ in the new space of preferred features $X'$ is determined. It should be noted that the space $X'$ is formed as a result of a decrease in the dimension of the space of representative features $X$.

Let two objects be given $S^E$ and $S$ in space $X'$:
\[ S^E_u = (b_{u11}, ..., b_{u1q}, ..., b_{u1n}) \]

\[ S = (a_{i11}, ..., a_{i1q}, ..., a_{i1h}) \].

The difference between the objects represented in the form (9) in the space \( X^r \) is defined as follows:

\[ d(S^E_u, S) = \sum_{q=1}^{n} \lambda_q (b_{u1q} - a_{1q})^2 \]

where \( \lambda_q \) - weight coefficient that matches the attribute \( x_{i1q} \).

Thus, at this stage, the difference function (10) is set, which quantitatively determines the difference between the objects represented in the form (9).

Moreover, function (10) is determined by \( n \) parameters: \( \lambda_1, ..., \lambda_q, ..., \lambda_n \).

7. Determining the proximity function between objects \( S^E_u \) and \( S \). At this stage, the proximity function is determined, which characterizes the assessment of the similarity of the considered object \( S \) to the reference object \( S^E_u \). The similarity assessment of the object \( S \) to the reference object \( S^E_u \) is calculated as follows:

\[ Y(S^E_u, S) = 1 / (1 + \tau d(S^E_u, S)) \]

where \( \tau \) - RO parameter.

It should be noted that the proximity function (11) is determined by the parameter \( \tau \).

8. Determining the proximity function between an object \( S \) and the class \( K \).

At this stage, the proximity function (12) is determined, which estimates the proximity between the object \( S \) and the class \( K \) (\( j = 1, t \)). This score is defined as the total score for all reference objects belonging to the \( j \)-th class \( E_\delta \cap K_j = \{ S^E_j, ..., S^E_k \}, S^E_j \in K_j, k_j \leq \delta + 1 \leq k \}:

\[ E_j(S) = \sum_{u = k_{j-1} + 1}^{k_j} \zeta_u Y(S^E_u, S), \]

where \( \zeta_u \) - RO parameter (\( u = k_{j-1} + 1, ..., k_j \)).

This estimate is calculated using the proximity function between the class \( K_j \) and the object \( S \).

Note that the proximity function (12) is defined by the parameter \( \zeta_u \) and is used to estimate the proximity between the class \( K_j \) and the object \( S \).

Based on the analysis of the structures of the considered MROs, it is possible to carry out its parametric representation. Thus, each RO in the framework of the proposed MROs corresponds to a set of parameters \( \bar{\bar{\pi}} \):

\[ \bar{\bar{\pi}} = \{ m, (\bar{\delta}), n, (\bar{\omega}), (\bar{g}), (\bar{\lambda}), r, \{ \bar{\zeta} \} \}, \]

where \( n \) - number of set parameters.

An arbitrary RO \( B \) from this model is completely determined by defining a set of parameters \( \bar{\bar{\pi}} \). We denote by \( B(\bar{\bar{\pi}}, S) \) the family of all ROs constructed in the framework of the considered model. The best RO is determined in the parameter space \( \bar{\bar{\pi}} \).

Thus, after parametrization, it becomes possible to formulate and solve the problems of constructing an extremal recognition within the framework of the parametric representation of the proposed MROs. To assess the performance of the proposed MROs, it is necessary to bring experimental research.

V. EXPERIMENTS AND RESULTS

To test the operability of the proposed model of RAs, a functional block diagram of recognition programs has been developed. The software implementation of the developed algorithms and procedures is implemented in C++. The operability of the developed program was tested in solving the model and practical problems.

An experimental verification of the operability of the proposed MROs is carried out on the example of: 1) a model problem; 2) tasks of identification by images of the auricles. To solve these problems, the initial sample \( V \) is divided into two parts \( V_0 \) and \( V_k \) (\( V = V_0 \cup V_k, V_0 \) - sample for training, \( V_k \) - sample for control). In order to exclude successful (or unsuccessful) partitions when allocating \( V_0 \) and \( V_k \) the sliding control method is used [17, 22]. As subjects examined: a model of RAs based on potential functions \( (A_1) [6] \), a model of RAs based on the calculation of estimates \( (A_2) [14] \), and the proposed model of RAs \( (A_3) \).

5.1. Model problem. The initial data of recognized objects for the model problem are generated in the space of dependent features. The number of classes in this experiment is two. The initial sample size is 600 implementations (300 implementations for objects of each class). The number of attributes in the model example is 180. The number of subsets of strongly connected attributes is 6. It should be noted that the objects of each class consist of 3 subsets of strongly connected objects.

The results of experimental verification in solving this problem determined the accuracy (averaged over all experiments) of recognition in the control process (see table 1). The results obtained show that \( A_3 \) made it possible to increase the recognition accuracy of objects described in the space of features of large dimension (on average, 15 percent higher). This is because \( A_1 \) and \( A_2 \) do not take into account the structural features of the feature space. However, in the learning process for \( A_3 \), more time is spent than \( A_1 \) and \( A_2 \) in determining their unknown parameters. The reason for this is that the procedures for determining a number of parameters of model \( A_3 \) are laborious.

| Algorithm of recognition | Time (in seconds) | Recognition accuracy (in%) |
|--------------------------|-------------------|---------------------------|
| \( A_1 \)                | 3.7576            | 0.0131                    | 79.63                     |
| \( A_2 \)                | 6.5963            | 0.0199                    | 81.48                     |
| \( A_3 \)                | 8.0136            | 0.0012                    | 96.07                     |

5.2. Practical tasks. It is known [23-25] that biometric systems of human identification are one of the dynamically developing areas of modern information technology. Biometric systems for identifying a person’s personality, developed on the basis of digital image processing and PR methods, have various fields of application, namely access control to enclosed spaces and territories, to personal property, “computing and information resources”, to bank terminals, safes, and vaults etc.
A special place in the field of biometric technologies is occupied by methods and algorithms for identifying a person from the image of the auricles and has some advantages. For example, in contrast to the geometry of the face, the geometry of the auricle is independent of the psychological or emotional state of a person, makeup, almost does not undergo mimic changes. Therefore, biometric identification of a person based on the analysis of images of the auricles has great prospects.

In the training sample, 300 images of the auricles were presented (150 images of the left and right auricles). The number of classes (people) is 5. In each class there were 30 pairs of images of the auricles. To describe the image of the auricle, 147 signs were used.

In the control sample, 200 images of the auricles were presented (100 images of the left and right auricles).

The results of solving this problem are given in the table 2.

| Algorithm of recognition | Time (in seconds) | Recognition accuracy (in%) |
|--------------------------|-------------------|----------------------------|
| A₁                       | 1,3869            | 0,0083                     |
| A₂                       | 2,7641            | 0,0041                     |
| A₃                       | 4,1218            | 0,0004                     |

The recognition accuracy in the control process using A₁, A₂ and A₃, respectively, is 83.1%, 85.2%, and 97.8%. Comparison of these results shows that the proposed model made it possible to increase the recognition accuracy by more than 10% higher than A₁ and A₂.

The results of computational experiments in solving the considered recognition problems using A₃ showed higher accuracy compared to traditional algorithms, in particular [6, 14].

The conducted experimental studies showed a higher accuracy of the developed model when solving the problem of personality identification by the image of the auricles.

VI. CONCLUSION

This article discusses the parametric representation of the MROs based on the selection of representative objects. The results of the study can be formulated as follows:

1. At present, the solution of PR problems in conditions of a large dimension of the attribute space often encounters significant computational difficulties. This circumstance is due to the fact that in solving such problems the assumption of independence of signs is often not fulfilled. Therefore, the question of the practical applicability of certain algorithms in violation of the conditions for the independence of features in applied recognition problems is relevant.

2. A MROs based on the selection of representative objects is proposed, and its parametric representation is implemented. As a result, it becomes possible to formulate and solve problems of constructing an extremal RO in the framework of the parametric representation of the MROs.

3. Based on the conducted experimental study, it is shown that, within the framework of the proposed model, it is possible to construct an extreme RA that provides: 1) increased accuracy in solving the problem of recognizing objects defined in the space of large-dimensional signs; 2) a significant reduction in the number of computational operations in the control process.

4. The results of the experimental study revealed that in the absence of interconnectedness between the features, the proposed MROs will not be able to show high accuracy with respect to the compared algorithms A₁ and A₂. These results show that the A₁ family is not an alternative model to existing RAs, but simply supplements them.
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