Evidencing non-Bloch dynamics in temporal topoelectrical circuits
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One of the core concepts from the non-Hermitian skin effect is the extended complex wavevectors (CW) in the generalized Brillouin zone (GBZ), while the origin of CW remains elusive, and further experimental demonstration of GBZ is still lacking. We show that the bulk states of an open quantum system dynamically governed by the Lindblad master equation exhibit non-Bloch evolution which results in CW. Experimentally, we present temporal topoelectrical circuits to serve as simulators for the dynamics of an open system. By reconstructing the correspondence between the bulk states of an open system and circuit voltage modes through gauge scale potentials in the circuit, the non-Bloch evolution is demonstrated. Facilitated by the simulators and proper approach to characterize the dissipative topological modes and provide a versatile platform for exploring the unique evolution and topology for both closed and open systems.

Introduction.—In topological matter [1–4], the number of topological surface states is usually related to the topological structure of bulk states (or topological invariances), which is summarized as the bulk-boundary correspondences (BBC). Recently, those topological phase studies have been generalized to the systems with non-Hermitian (NH) Hamiltonians [5], which usually root in the intrinsic dissipative property (e.g., inelastic-scattering-induced finite quasiparticle lifetime [6], material gain/loss or resonantor Q factor [7]) or the interaction with the surrounding environments (e.g., Liouvillean dissipators [8]). The interplay between non-Hermiticity and topological phases has attracted intense interest not only because of the exotic phenomena, such as the gain/loss induced band attraction [9], but also because of the potential for exciting applications, such as the NH laser [10].

Nevertheless, recent studies show that reported BBC theories for Hermitian systems are not well defined in NH systems. Subsequent investigations revealed that a broad range of NH models inherently exhibits the non-Hermitian skin effect (NHSE) [11–15], which can be captured mathematically by complex wavevectors (CW). Namely, the bulk eigenstates of the NH Hamiltonian do not extend over the systems but prefer exponentially localize (or piling up) at its boundaries. Accordingly, the Bloch theorem is generalized to \( \psi_k(r) = e^{ik \cdot r} u_k(r) \), where \( k \) belongs to the generalized Brillouin zone (GBZ). The GBZ provides an amendment deals with anomalous BBC by replacing \( e^{ik} \) with \( e^{i\tilde{k}} \) in calculating the topological invariants, e.g., paradigmatic one-dimensional NH SSH model [12,16] as experimentally demonstrated in [17]. NH Chern insulators [18], NH second-order topological insulator [19] and etc. However, the underlying physical mechanism of this phenomenon-driven development of CW remains elusive. Furthermore, owing to the lack of the appropriate approach to characterizing the non-Bloch band, the GBZ has not been experimentally demonstrated.

In this letter, we investigate a second-order topological insulator that interacts with the environment, thereby its time evolution follows the Lindblad master equation. We show the time evolution of the bulk field coherences experiences an additional space-related negative damping term beyond Bloch theorem (dubbed as the non-Bloch evolution), which leads to CW. Also, the concept of topolectrical circuits is adapted to emulate the non-Bloch evolution. By contrast, the gauge scale potentials in the proposed circuits bridge the bulk field coherences and the voltage modes, which lay the necessary basis for emulating. Moreover, we reveal that Laplace transform rather than Fourier transform connects the reciprocal space and the real lattice space for non-Bloch problems, indicating an unexplored avenue to characterize the non-Bloch band. The above revelation, together with the proposed circuits, finally allows us to verify the existence of the GBZ experimentally. In separate work [20], we apply temporal topolectrical circuits to directly evidence non-Abelian nodal-line semimetals [21] as well as their unique earring nodal structure, which can not be reached by other platforms.

Non-Bloch evolution in quantum open systems.— Following the Lindblad master equation [22], the time evolution of a reduced density matrix \( \rho \) of an open sys-
Fig. 1. Non-Bloch evolution and its demonstration using a temporal topolectrical circuit. (a) Tight-binding representation of the model. Each unit cell contains four orbitals (solid blue circles). The green and brown arrows denote the intercell and intracell hopping, respectively. The dashed arrows have a relative negative sign to account for a flux of ϕ in real space. The red and black arrows represent the asymmetric intracell hopping, accounting for an imaginary flux 2iπ threading each plaquette. The dissipators $L^1$ and $L^2$ describe the boson loss and gain in a unit cell. (b) The effective Hamiltonian $H$ for $\phi_{k,i}(t)$ in real space. The node voltage of the bulk modes propagates in all directions after the pulse. In contrast, the node voltage propagates chirally toward the corner with the increasing amplitude, confirming the non-Bloch dynamics. Note that the chirality of the non-Bloch wave is controlled by the dissipators.

The configuration of $\phi_{k,i}$ after pulse is governed by:

$$\frac{d\rho}{dt} = -i [H_0, \rho] + \sum_u (2L_u \rho L_u^\dagger - \{L_u^\dagger L_u, \rho\}),$$

where $H_0$ is the Hermitian Hamiltonian of the original system. $L_u$ is the set of dissipators due to environment, and with the translational symmetry $L_u$ can be simplified as $L_u = \{L^2_k, L^1_k\}$ in BZ, which include the particle gain $L^2_k = \psi_k^\dagger D^2_k \psi_k, \psi_k = (a_{k,1}, a_{k,2}, ..., a_{k,n})^T$, $a_{k,i}$ is the annihilation operator, $n$ represents the degrees-of-freedom per unit cell. We further assume the element constitutions are bosons which are distinct from the fermions in commutation relation $[23]$. The field coherences $\phi_{k,i}(t) = (a_{k,i}(t)) = Tr[a_{k,i} \rho(t)]$ are employed to monitor the time evolution of $\rho$ because of its accessibility. Equation 1 implies that $\phi_{k,i}(t)$ evolve under an effective NH Hamiltonian $H$ $[24]$:

$$\frac{d\phi_{k,i}}{dt} = -i \sum_m [H_{m,n}, \phi_{k,j}],$$

$$H = H_0 + \frac{i}{2} \left(\begin{array}{cc} D^2_k & D^1_k \\ D^1_k^\dagger & D^2_k^\dagger \end{array}\right).$$

Above all, we have the eigenmodes of the field coherences $\phi_{k,n}(t)$:

$$\phi_{k,n}(t) = \Phi_{k,n} e^{iE_n(k)t - i\mathbf{k} \cdot \mathbf{r}}.$$

where $\Phi_{k,n}$ and $E_n(k)$ are the eigenvectors and eigenvalues of $H$, respectively. Notably, $H$ reduces to $H_0$ in the absence of the coupling.

Without loss of generality, we consider a 2D system consisting of four orbitals arranged on a square lattice (Fig. 1b). This non-dissipating model has been used to study the higher-order topological corner states $[25]$. Heuristically, we note that, to construct an intriguing model that exhibits the non-Bloch evolution and hosts the topological corner states, the dissipators should have the following properties: (i) ensure $H$ is NH, $H \neq H^\dagger$, (ii) introduce certain (i.e., asymmetric) hopping between the orbitals to enable non-Bloch behavior; and (iii) ensure $H$ respects certain symmetry to allow the topological phase. Regarding those properties, the dissipators
considered here are
\[ D_k^q = 2\sqrt{\gamma} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix}, \quad D_k^i = \sqrt{2\gamma} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]
and therefore
\[ H = [t + \lambda \cos(k_x)] \tau_x \sigma_0 - [\lambda \sin(k_x) + i \gamma] \tau_y \sigma_2 + [t + \lambda \cos(k_y)] \tau_y \sigma_y + [\lambda \sin(k_y) + i \gamma] \tau_y \sigma_z. \] (5)
where \((t, -t)\) and \((\lambda, -\lambda)\) are the intracell and intercell hopping, respectively. \(\tau_i\) and \(\sigma_i\) \((i = x, y, z)\) are Pauli matrices. To present a physical picture of the effective NH Hamiltonian \(H\), we transform it back into real space shown in Fig. 1b. The interactions \(L_u\) between the original system and the environment can be interpreted as asymmetric intracell hopping, which accounts for a complex flux threading the unit cell. The topological property in our model will be reported elsewhere.

Our calculation shows that bulk field coherences of an excitation (like a photon) centered at the lattice prefer to evolve toward the specific direction, while evolution along the opposite direction is suppressed. In other words, field coherences experiences a negative space-related damping term during the evolution, which behaves as the increasing number of excitation along the direction it prefers. The damping term is independent of boundary condition, quite different from the eigenvalue spectrum that shows great sensitivity to the boundaries. Even so, the system with periodic boundary conditions never reaches a steady state as the field coherences will exponentially and constantly accumulate along the periodic direction. We remark that the CW caused by non-Bloch evolution is independent of quantum coherence, which gives rise to a possibility of emulating the evolution with classical circuits. In fact, the NHSE (described by CW) may dramatically shape the long-time Lindblad dynamics after the jump [23].

**Emulating non-Bloch dynamics with temporal topological circuits.**—For the circuit in a lattice structure [28], its admittance matrix in BZ can be described as \(J(w, k) = YI + J_0(w, k)\), where the diagonal elements \(YI\) (so-called self admittances) are preset to be indetical. The node voltage \(V_{k,0}(t)\) that changes over time are [24]
\[ V_k(t) = V_{k,0} e^{i\omega(w) t - i \mathbf{k} \cdot \mathbf{r}}, \] (6)
where \(V_{k,0}\) are the eigenvectors of \(J(w, k)\) with respect to the zero-value eigenvalues, \(\omega\) is the resonant frequency of the circuit. The above equation reminds us of Eq. 3, and indicates that the response of the node voltage can potentially emulate the evolution of the field coherences, as long as \(J(w, k)\) is appropriately configured to be of the same form as that of \(H\) (a little different from Eq. 3, and we will solve this with gauge scale potentials).

---

The unit cell of the circuit designed to emulate \(\phi_{k,\lambda}(t)\) is specified in Fig. 1. Capacitors-inductors pairs \((C_t, L_t)\) and \((C_x, L_x)\) are used to emulate the intracell and intercell hopping of \(H\). \(C_y = C_x\) and \(L_y = L_x\) so that the pairs have the same \(LC\) resonant frequency \(w_0\). Furthermore, we implement the negative impedance converters with current inversion (INIC), which served as an indicator of the coupling between the system and the environment [24]. Each node is grounded via passive elements to guarantee the self admittance \(Y = Y_0\tau_0\sigma_0\). The admittance matrix \(J(w_0, k)\) of the resulting circuit reads
\[ (iw_0C_t)^{-1} J(w_0, k) = Y_0\tau_0\sigma_0 + H \] (7)
Neglecting the constant prefactor, \(H\) and \(J(w_0, k)\) take the same form when \(Y_0\tau_0\sigma_0 = 0\), nevertheless as we will see, \(Y_0\tau_0\sigma_0 \neq 0\) is essential in our temporal circuit.

The existing topological circuit has severe limitations preventing us from exploring non-Bloch evolution and further GBZ. For normal metamaterials or photonic crystals [3, 4, 29, 30], the frequency dimension plays a similar role as the eigenenergy of a solid. However, to keep \(J(w_0, k)\) the same form as \(H\), the circuit has to operate...
Observed in a normal Hermitian system (Fig. 1d). This is in sharp contrast to the symmetric damping factor (the amplitude increases as a function of the distance). Clearly, in the NH system (Fig. 1e) the field coherences are accessible. FTFS is widely used in artificial crystals and metamaterials, such as [33–35]. As mentioned above, the bulk field distribution is accessible and can be selected at will by adjusting $Y_0$, thus enabling FTFS to characterize the Bloch circuit band (Fig. 2b-2d).

Experimentally, to excite a bulk excitation, a current pulse signal with Gaussian form is injected into the center of the circuit (Fig. 3). For direct comparison, the same experiment was also carried out in a Hermitian circuit. Clearly, in the NH system (Fig. 1e) the field coherences are represented by the voltage response propagating toward the bottom-left corner of the lattice with a negative damping factor (the amplitude increases as a function of the distance). This is in sharp contrast to the symmetric propagation phenomenon (referred as Bloch evolution) observed in a normal Hermitian system (Fig. 1d).

**GBZ demonstration.**— The Gauge scalar potentials $Y_0$ also enables an alternating approach to characterize the circuit band, opening up possibilities for the demonstration of GBZ. In traditional circuits, the circuit bands are obtained through the (or block) diagonalization of the measured impedance matrix. The diagonalization approach has tremendous convenience in studying the sensitivity of the spectrums [31 32], but it fails in demonstrating GBZ as GBZ is a prerequisite in the diagonalization process. The desired approach is the Fourier-transformed field scan (FTFS) if the field distribution (e.g., field coherences) is accessible. FTFS is widely used in artificial crystals and metamaterials, such as [33 35]. As mentioned above, the bulk field distribution is accessible and can be selected at will by adjusting $Y_0$, thus enabling FTFS to characterize the non-Bloch band with Laplace transform. (a) Non-Bloch band of H with $\gamma = 0.5$. V and VI denote the cut plane with $E = 1.8$ and $3.3$ respectively. (b) Calculated voltage response due to a centered point source (not shown) in real space ($C_0 = 18nF$). (c) Corresponding voltage distribution in BZ after the Fourier transform. Clearly, Fourier transform cannot be used to characterize the non-Bloch band. (d) Corresponding voltage distribution in GBZ after the Laplace transform. The distribution is in great accord with the iso-contour (V in (a)). As for VI, see Fig. 5.

\[
\psi_n(r) = \mathcal{L}^{-1}[\psi_n(k)] = \int \psi_n e^{ik \cdot r} dr \]  

(8)
Fig. 5. Experimental demonstration of GBZ. (a) and (c) Measured voltage distribution (due to a centered point source) of the Hermitian system in real space and its iso-frequency contour after Fourier transform. (b) and (d) Measured voltage distribution of the NH system in real space and its iso-frequency contour after the Laplace transform. The voltage distribution in (d) is localized at the corner as a result of the NHSE. Gray dash lines indicate the calculated contour.

Fig. 5b and 5d present the measured voltage distribution and the voltage profile after the Laplace transformation, which is in great agreement with the theoretical analysis (more data about GBZ demonstration, see [24]). As a control for GBZ, we also measure the voltage field distribution of the Hermitian systems ($\gamma = 0$) and transform it into momentum space using the Fourier transform (Fig. 5a and 5c). Clearly, GBZ is experimentally demonstrated. Here, the $H(k)$ in GBZ is assumed in the calculation of the non-Bloch band shown in Fig. 4a. This assumption is based on real space and guarantees the energy levels are continuous for a large open lattice [37].

**Conclusion.**—Non-Hermitian systems promise a pathway to expand the parameter space (such as complex wavevectors) into the complex realm. Here, we show that the non-Bloch evolution of the open systems can result in complex wavevectors and experimentally demonstrate the GBZ, which accommodates the complex wavevectors. The temporal topolectric circuit developed in our work provides a simple-to-realize platform to study the dynamics and topology of open quantum systems (and of course closed systems, such as [20]). Our works could advance the application of topological systems, such as topological lasers whose topological lasing modes extend over the bulk or directional amplification with excellent isolation.
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