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Abstract

The main goal of this paper is to show that the blow up phenomenon (the explosion of the \( L^{\infty} \)-norm) of the solutions of several classes of evolution problems can be controlled by means of suitable global controls \( \alpha(t) \) (i.e. only dependent on time) in such a way that the corresponding solution be well defined (as element of \( L^{1}_{loc}(0, +\infty : X) \), for some functional space \( X \)) after the explosion time. We start by considering the case of an ordinary differential equation with a superlinear term and show that the controlled explosion property holds by using a delayed control (built through the solution of the problem and by generalizing the *nonlinear variation of constants formula* due to V.M. Alekseev in 1961, to the case of *neutral delayed equations* (since the control is only in the space \( W_{loc}^{-1,q}(0, +\infty : \mathbb{R}) \), for some \( q > 1 \)). We apply those arguments to the case of an evolution semilinear problem in which the differential equation is a semilinear elliptic equation with a superlinear absorption and the boundary condition is dynamic and involves the forcing superlinear term giving rise to the blow up phenomenon. We prove that, under a suitable balance between the forcing and the absorption terms, the blow up takes place only on the boundary of the spatial domain which here is assumed to be a ball \( B_{R} \) and for a constant as initial datum.

1 Introduction

It is well known than one of the more relevant qualitative behaviors of nonlinear evolution problems is the possibility to get the finite time blow-up of the \( L^{\infty} \)-norm of the solution of suitable parabolic problems. Without any aims to be exhaustive, we mention as general references the books [30, 31, 40] as well as the revision made in [13].

The main problem we will consider in this paper is a semilinear dynamic boundary condition for an elliptic diffusion absorption equation on a ball \( B_{R} \subset \mathbb{R}^{N} \), \( N > 1 \),

\[
P(\alpha) \begin{cases} 
-\Delta u + G(u, \alpha) = 0 & \text{in } B_{R} \times (0, +\infty), \\
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial n} = F(u, \alpha) & \text{on } \partial B_{R} \times (0, +\infty), \\
u(x, 0) \equiv u_{0}, & x \in \partial B_{R},
\end{cases}
\]

(1)

where \( F, G : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) are two locally Lipschitz real functions, \( u_{0} \) is a positive constant and the control \( \alpha \) is global, in the sense that \( \alpha \) is a *purely time-depending* scalar function \( \alpha(t) \). The crucial fact in our study is the assumption that, in the absence of control \( \alpha(t) \equiv 0 \), functions \( F(u, 0) \) and \( G(u, 0) \) are superlinear. More exactly, we will assume that

\[
F(u, 0) = \lambda f(u),
\]

(2)
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where $\Lambda > 0$ is a given parameter and $f : \mathbb{R} \to \mathbb{R}$ is a locally Lipschitz real function "superlinear near infinity" in the sense that

$$\int_{r_0}^{\infty} \frac{ds}{f(s)} < \infty,$$

for some $r_0 > 0$, and that

$$G(u, 0) = g(u),$$

where $g : \mathbb{R} \to \mathbb{R}$ is a locally Lipschitz real function "superlinear near the infinity" in the Keller–Osserman sense:

$$\int_{r_0}^{\infty} \frac{ds}{\sqrt{G(s)}} < \infty,$$

for some $r_0 > 0$, where $G(s) = \int_{0}^{s} g(s)ds$. Some examples intensively studied in the literature correspond to the cases $f(u) = e^u$, $f(u) = (k + u)^p$ for some $p > 1$ and $k \geq 0$, and similar choices also for $g$. We will need also the assumption that the forcing term dominates over the absorption one, in the sense that

$$\liminf_{\tau \to \infty} \frac{f(\tau)}{\sqrt{2G(\tau)}} \in (0, +\infty].$$

We will see later that this domination assumption has different consequences according to the above limit is infinite (strong domination) or positive (weak domination). In any case, we note that, under this domination assumption, the Keller–Osserman condition implies the superlinear condition for function $g$.

We will denote by $u^\alpha$ the solution of $P(\alpha)$, and thus $u^0$ will represent the solution of $P(0)$ (the problem without any control). We will show that solutions $u^\alpha$ attain their first blow-up only on the boundary of the spatial domain $\partial B_R$. This must be done in contrast with what happens in the usual case of semilinear parabolic problem with Dirichlet boundary conditions (for which the first blow-up may take place in a single point), or Neumann or Robin boundary conditions (with the first blow-up takes place taking place in the whole domain $\Omega$). As far as we know, problem $P(\alpha)$ was not considered in the previous literature and will be the object of a systematic study in Section 3.

After that, the second goal of this paper is to show that, given any small $\varepsilon > 0$ , it is possible to find a suitable control $\alpha(t)$ which allows to ensure that (after, perhaps, a small modification of the superlinear terms) the corresponding solution can be continued beyond the finite time blow-up of its $L^\infty$-norm (which is the same than the one of the solution corresponding to no control case $\alpha(t) = 0$, $F(u, 0) = \lambda f(u)$ and $G(u, 0) = g(u)$). This property should be contrasted with the complete blow-up phenomenon, which holds in most of the usual superlinear problems (see, e.g., [10] and [30]). As we will see, the key tool in our study will be the comparison principle jointly with the previous study of a simpler case: the superlinear ordinary differential equation

\[
\begin{align*}
P_{F(\cdot, \alpha)} \quad \begin{cases}
\frac{du^\alpha}{dt}(t) = F(u^\alpha, \alpha) & \text{in } (0, +\infty), \\
u^\alpha(0) = u_0,
\end{cases}
\end{align*}
\]

with $F(u, \alpha)$ satisfying (2) and the structure condition given below (see in (7)).

The property we will study in this paper can be stated in the following terms:

**Definition 1** We say that the solution $u^\varepsilon(\cdot, t)$ of problem $P(0)$ (respectively $P_{F(\cdot, 0)}$), with no control $\alpha = 0$ (with blow-up time $T_\infty(u^\varepsilon)$), has a "controllable explosion" if

i) for any given $\varepsilon > 0$ we can find a continuous deformation and an extension of the trajectory $u^\varepsilon(t, \cdot)$ on the interval $[0, T_\infty(u^\varepsilon) - \varepsilon]$, by $u^\varepsilon(\cdot, t)$, solution of the associate perturbed control problem defined by replacing $\lambda f(u)$ by $F(u, \alpha)$ and $g$ by $G(u, \alpha)$, for a suitable control $\alpha$, such that $u^\varepsilon(\cdot, t)$ also blows-up at the same time $T_\infty(u^\varepsilon) = T_\infty(u^\varepsilon)$,

ii) $u^\varepsilon(\cdot, t)$ can be extended beyond $T_\infty(u^\varepsilon)$ as a solution which is in the space $L^1_{loc}(0, +\infty : X)$ (i.e. in $L^1(0, T : X)$, for any $T \in (0, +\infty)$) where $X = L^\infty(B_R)$ (respectively $X = \mathbb{R}$).
As a matter of fact, we will prove a stronger conclusion for the corresponding solution $u^\alpha(t)$ of the problems $P(\alpha)$ and $P_{F(\cdot,\alpha)}$: we will prove that, in fact, $u^\alpha(t) = u^\delta(t)$ for any $t \in [0, T_\infty(u^\delta) - \varepsilon]$. Notice that we use the notation $T_\infty(u^\delta)$ since the blow up time depends not only on the initial datum $u_0$ but also on other parameters and data of the problem. In the rest of paper we will simplify the notation by writing $T_\infty(u^\delta) = \varepsilon$.

This philosophy of controlling in order to have the recuperation after the explosion was initiated in the previous papers by the authors dealing with some special multiplicative control of delayed feed-back form for some ordinary and partial differential equations ([16, 17] and [18]).

This approach applies even to certain linear delayed problems. Here we will extend, and improve, this approach by considering nonlinear terms leading to the explosion on the boundary of the spatial domain. We will make mention also of some other problems at the end of the paper (see Remark [27]). We will prove that the recuperation after the blow up time arises for controls $\alpha(t)$ with a quasi-bang-bang structure

$$F(u, \alpha) = S(\alpha)\lambda f(u),$$

with $S(\alpha) \in \text{sign}^\pm(\alpha)$. This is the case when, for instance, $f(u) = (k + u)^p$ with $p > 2$ and $k \geq 0$ (see Remark [5]). The dependence on $\alpha$ of the function $G(u, \alpha)$ is much weaker since we will need only to truncate function $g$ if $\alpha \neq 0$:

$$G(u, \alpha) = g_M(u) \quad \text{if} \ \alpha \neq 0,$$

where

$$g_M(u) = \begin{cases} g(u) & \text{if } 0 \leq u \leq M, \\ g(M) & \text{if } u > M, \end{cases}$$

for some $M > 0$.

It is clear that the recuperation of the solution after the blow up time $T_\infty$ requires that $u^\alpha(t) < 0$ for $t \in (T_\infty, T_\infty + \delta)$, for some $\delta > 0$ and thus it is natural to assume the quasi-bang-bang structure and to take $\alpha(t) < 0$ for $t \in (T_\infty, T_\infty + \delta)$. The quasi-bang-bang structure of the controls implies that the initial superlinear forcing term $\lambda f(u)$, on the interval $[0, T_\infty)$ becomes later a superlinear absorption term, $-\lambda f(u)$, at least in a short period after $T_\infty$ and the problem has infinity as initial value. The possibility to solve nonlinear parabolic problems with an infinite initial value, in presence of a superlinear absorption term was already proved for some special parabolic problems (see, e.g., [3] and its references). Here we must take into account the possibility of truncating $f(u)$ and the presence of a negative control $\alpha(t)$.

From the point of view of Control Theory, one of the pioneering works on control for blow-up problems for nonlinear parabolic equations with a forcing term was the book by J.L. Lions [36] (see also [21, 22, 13, 14, 6, 20, 39] and the references therein). In these, and many other works, the goal was to avoid the occurrence of the blow-up phenomenon by means of suitable controls (the case of controls given by measures was considered in [4]). The possibility to choose the blow-point time and points were considered in [38] and [13] for the nonlinear wave equation. The
approximate controllability for the case of dynamic boundary conditions leading to global solutions was considered in [11]. As far as we know, no previous attempt to control problem $P(\alpha)$, searching a continuation dynamics after the same blow-up time than the one of the solution without control, was considered before. Notice the structure of our control problem is not entirely conventional since we allow to consider the case in which $f$ is sign reversed (and truncated). Moreover, our control will be built as a solution of an auxiliary, singular ODE with delay. This point of view is in contrast with many of the above mentioned control papers on control of semilinear partial differential parabolic problems in which the main non-linearity is kept, the control is additive and many times with a localized spatial support of the control for a given time horizon $T$ (instead, $T = \infty$), etc. A quite complete list of references dealing with nonlinear problems with dynamic boundary conditions, starting already in 1901, can be found, e.g., in the survey papers [11] and [9]. The study of the special case in which only the nonlinear dynamic boundary conditions is the origin of blow-up phenomena was considered in [32] and later by several other authors (see, e.g., [3, 9, 37]) but for different elliptic equations on the spatial domain. Notice that this is a different situation to the case in which there is a nonlinear parabolic equation with a source term jointly with a dynamic boundary condition (see, e.g., [3, 9, 37]). In all the cases, the blow-up takes place also on the boundary, as it is the case of a nonlinear parabolic equation with a source term jointly with a static possibly nonlinear Robin type boundary condition (see, e.g., [35, 37] and the survey [27]).

We point out that in fact the blow-up phenomenon only occurs for large enough initial data (or large values of the parameter $\lambda$) since otherwise the solution is well defined for any $t > 0$ and converges (as $t$ goes to infinity) to a solution of the stationary problem. This is well known for the usual semilinear parabolic problem. For problem $P(\alpha)$ it can be proved as an easy modification of some previous papers in the literature (see, e.g. [28] and [5]). This is the reason why we shall always assume an additional condition

$$u_0 \text{ or/and } \lambda \text{ are large enough.} \quad (10)$$

The key idea in this paper is to start, in Section 2, by proving that problem $P_{F(\cdot,\alpha)}$ admits the controlled explosion property and then to use similar ideas, in Section 3, for the case of problem $P(\alpha)$.

For the case of $P_{F(\cdot,\alpha)}$, we will construct, in Section 2, the suitable control $\alpha(t)$ as a changing sign delayed term of the form $B'(t)y(t - \tau)$, for a suitable function $B(t)$, where $y(t)$ is the solution of the auxiliary “neutral delayed ordinary differential equation”

$$\begin{cases}
\frac{d}{dt} \left[ y(t) - B(t)y(t - \tau) \right] = \lambda f_{M_{\alpha}}(y) - B(t) \frac{d}{dt} \left[ y(t - \tau) \right], \quad t > 0 \\
y(\theta) = u^0(\theta), \quad 0 \leq \theta \leq T_\infty - \varepsilon,
\end{cases} \quad (11)$$

with the history initial condition

$$y^0(\theta) = u^0(\theta) \text{ for any } \theta \in [0, T_\infty - \varepsilon],$$

where $u^0(t)$ is the solution of problem $P_{F(\cdot,0)}$ with no control (i.e. $\alpha = 0$).

We emphasize that the good control will change sign with time and that

$$\alpha(t) = B'(t)y(t - \tau).$$

Moreover, as we will see, $\alpha \notin L_{loc}^1(0, T_\infty : \mathbb{R})$ but $\alpha \in W_{loc}^{-1,q'}(0, T_\infty : \mathbb{R})$, the dual space of $W_0^{1,q}(0, T_\infty : \mathbb{R})$, for some $q > 1$.

In fact, the previous paper [18] was devoted to a class of delayed problems (as for instance problem [11] with $\lambda = 0$) and so the searched control in that case was the function $B'(t)$, so the bang-bang term, sign$^+$($\alpha(t)$), was not needed. Here we will apply the main philosophy of the results of [18] (in which a refined nonlinear variation of constants formula, initially due to Alekseev [2], was a crucial tool), to prove that $y \in L^1(0, T_\infty)$, and that the extended solution satisfies problem $P_{F(\cdot,\alpha)}$ thanks to the quasi-bang-bang term (if $\lambda > 0$) and an argument of time reflection over $T_\infty$. 

for the consideration of the corresponding superlinear absorption equation with infinity as initial datum. Then we will continue the solution to the whole interval \((0, \infty)\), by periodicity. This will be detailed in Section 2.

We start Section 3 by developing the study of the problem \(P(0)\), i.e., without any control. We shall prove (Theorem 6) that if the elliptic equation is of superlinear type (i.e., \(g(u) = u^m\) with \(m > 1\)), as well as the forcing term on the boundary (assumed, for instance, as \(f(u) = u^p\) with \(p > 1\)), then, if the absorption rate is lower than the forcing one (this is the assumption (6); so that \(p \geq \frac{m+1}{2} > 1\)), in absence of any control (\(\alpha \equiv 0\)), the corresponding solution of (1) has a finite blow up time \(T_\infty\), so that

\[
\begin{aligned}
-\Delta u^0(\cdot, T_\infty) + g(u^0(\cdot, T_\infty)) &= 0 &\quad \text{in } B_R, \\
u^0(\cdot, T_\infty) &= +\infty &\quad \text{on } \partial B_R.
\end{aligned}
\]

Thus, at the explosion time \(u^0\) coincides with the unique large solution, \(U^{BR}_\infty\), of the associate elliptic problem (see (32) below). Since we have the inequality

\[
u^0(x,t) \leq U^{BR}_\infty(x) < +\infty, \quad x \in B_R, \quad 0 < t,
\]

then the explosion is only possible on \(\partial B_R\) after \(T_\infty\). It make sense thanks to the domination assumption (6) which in the case of powers it corresponds to the condition \(p > \frac{m+1}{2} > 1\). We will obtain also several time estimates on the behaviour of solutions near the finite blow up time \(T_\infty\). We will pay attention also to the limiting (weak domination) case \(p = \frac{m+1}{2}\) (see Theorem 9) of the domination assumption. In order to better illustrate the behaviour near the finite blow up time \(T_\infty\), we consider in this case a self-similar solution corresponding to the spatial domain given by the hyperplane \(\mathbb{R}^{N-1} \times \mathbb{R}_+\). In the case of general nonlinear terms, \(f\) and \(g\), some additional technical assumptions are required, as we will indicate below. For the controlled problem \(P(\alpha)\) we will show, again, that it is possible to choice a control \(\alpha(t)\), now acting on the boundary of the spatial domain \(\partial B_R\), such that the corresponding solution \(u^\alpha(t)\) satisfies the properties indicated in Definition 1 (see Theorem 3).

2 The control for the complete recuperation after the blow up time for problem \(P_{F(\cdot, \alpha)}\)

It is well known that the simpler and illustrative example of dynamical system for which there is blow up of solutions is the problem \(P_{F(\cdot, \alpha)}\) (before the blow up time)

\[
\begin{aligned}
\frac{du^0}{dt}(t) &= \lambda f(u^0(t)), \quad t > 0, \\
u^0(0) &= u_0 > 0.
\end{aligned}
\]

where \(\lambda\) is a positive constant and \(f: \mathbb{R}_+ \to \mathbb{R}_+\) is a continuous function. Since

\[
\frac{du^0}{dt}(t) = \frac{fu^0(t)}{f(u^0(t))} = \lambda,
\]

assuming condition (3) we deduce

\[
\int_{\omega_0(t)}^{u^0(t)} \frac{ds}{f(s)} = \lambda(\hat{t} - t), \quad 0 < t < \hat{t}.
\]

We note that (3) enables us to consider the decreasing function

\[
\Phi(r) = \int_r^{+\infty} \frac{ds}{f(s)}, \quad s > 0,
\]




with $\Phi(\pm \infty) = 0$. This function will be used systematically in Section 3. We have that
\[ t \mapsto \Phi(u^0(t)) + \lambda t \]
is a constant function. In particular, we may define $T = \frac{\Phi(u_0)}{\lambda}$ for which
\[
\begin{cases}
  u^0(t) = \Phi^{-1}(\lambda(T - t)) < +\infty, & 0 < t < T, \\
  u^0(T^-) \doteq \lim_{t \searrow T} u^0(t) = +\infty.
\end{cases}
\]
Notice that with the notation of the Introduction $T_\infty = \frac{\Phi(u_0)}{\lambda}$ in this problem and that here $\lambda > 0$ is arbitrary.

**Remark 1** For the power case $f_p(s) = s^p$, $p > 0$, the condition \[3\] corresponds to $p > 1$. Then $\Phi_p(s) = \frac{1}{p - 1} s^{p - 1}$ and
\[
  u^0(t) = \frac{1}{(p - 1)^{\frac{1}{p - 1}}} \frac{1}{(\lambda(T_\infty - t))^{\frac{1}{p - 1}}}, \quad 0 < t < T_\infty \doteq \frac{1}{\lambda(p - 1)u_0^{p - 1}}.
\]

**Remark 2** It is clear that if $\hat{f}(s) \geq f(s)$ for large $s$ then one deduces that if $f$ verifies \[3\] the same happens with $\hat{f}$. In particular, any function $\hat{f}(s) \geq sq(s)$, for large $s$, verifying
\[
\liminf_{s \to \infty} \frac{q(s)}{s^\gamma} \in (0, +\infty) \quad \text{for some } \gamma > 0,
\]
satisfies \[3\]. For instance, we may choose $q(s) \geq (\log s)^\gamma$, $\gamma \geq 1$, or $q(s) \geq \log(\log(\cdots \log(s)))$. \qed

**Remark 3** From Remark 2 it follows that if we assume the property
\[
\frac{f(s)}{s^\alpha} \quad \text{is increasing for large } s,
\]
for some $\alpha > 1$, then the assumption \[3\] is satisfied. Moreover, if $\nu > 1$, we deduce that
\[
\Phi(r) = \int_r^{+\infty} \frac{ds}{f(s)} = \nu \int_r^{+\infty} \frac{d\bar{s}}{f(\nu\bar{s})} \leq \nu^{1-\alpha} \Phi(\nu^{-1}r) \quad \text{for large } r.
\]
Therefore, the change of variables $\zeta = \Phi(r)$ implies that
\[
\nu \Phi^{-1}(\nu^{\alpha-1}\zeta) \geq \Phi^{-1}(\zeta), \quad \text{for small } \zeta,
\]
for $\nu > 1$. A similar argument enables us to obtain
\[
\nu \Phi^{-1}(\nu^{\alpha-1}\zeta) \leq \Phi^{-1}(\zeta), \quad \text{for small } \zeta,
\]
for $\nu < 1$. \qed

The main result of this section devoted to the nonlinear ordinary differential equation is the following:
**Theorem 1** Assume $f$ locally Lipschitz continuous and superlinear. Then, for any $u_0 > 0$ the blowing up trajectory $u^0(t)$ of the associated problem $P_{F(\cdot, 0)}$ has a controlled explosion (in the sense of Definition 1) by means of the control problem $P_{F(\cdot, \alpha)}$ for a suitable $\alpha \in W^{-1, q'(0)}(0, T_\infty : \mathbb{R})$, for some $q > 1$. Moreover, given $\varepsilon > 0$, if $u^\alpha \in L^1_{loc}(0, +\infty)$ is the solution of $P_{F(\cdot, \alpha)}$ corresponding to the (control) $\alpha(t)$, then $u^\alpha(t)$ coincides with the solution with no control $u^0(t) = u^0(t)$ for any $t \in [0, T_\infty - \varepsilon]$ and $u^\alpha(t)$ also blows-up at the time $T_\infty$ corresponding to $u^0(t)$. In addition, if $\alpha(t)$ is the searched control (in the sense of Definition 1) then the corresponding solution $u^\alpha(t)$ satisfies that $u^\alpha(t) > 0$ for any $t > 0$.

Our main tools, and the strategy, of the proof are the following: we start by taking a delayed feedback control (in the spirit of [16]), on the interval $[0, T_\infty]$, with $T_\infty = T_\infty(u^\alpha)$, in order to the associated solution to be in $L^1(0, T_\infty)$. To this end we will apply the so called nonlinear variation of constants formula to the problem with the truncated function $f_{M_\varepsilon}(u)$. After that, we pass to the consideration of the corresponding superlinear absorption problem with infinity as initial datum, for $t \in (T_\infty, 2T_\infty)$. Finally, a periodicity argument allow to extend the solution to the interval $t \in (2T_\infty, +\infty)$ (see Figure 1 below).

Concerning the nonlinear variation of constants formula we recall that it was first established in the literature for nonlinear terms $h$ of class $C^2$ (see Alekseev [2], Laksmikantham and Leela [34]). Here we will prove that the formula holds also for Lipschitz functions $h$ (which at this stage can be assumed to be in fact globally Lipschitz) and with a very general perturbation term (which in fact can be a multivalued term). Given a family of maximal monotone operators $\beta(t, y)$, on the space $H = \mathbb{R}^d$, with $\beta(\cdot, t) \in L^1_{loc}(0, +\infty : \mathbb{R}^d)$, we consider the perturbed problem

$$P^*(h, \beta, \xi) = \begin{cases}
\frac{dy}{dt}(t) + \beta(y(t), t) \ni h(y(t)), & \text{in } \mathbb{R}^d, \\
y(t_0) = \xi.
\end{cases}$$

We know that once that $h$ is globally Lipschitz function, the solutions of $P(h, \beta, \xi)$ are well defined, as absolutely continuous functions on $[0, T]$, for any given $T > 0$ (this is an easy consequence of the general theory: see [12] for the autonomous case, and [44], and its references, for the generalizations to the case of $\beta$ depending on $t$).

Now, we reformulate the trajectory $y^0(t)$ of (2) with $\beta \equiv 0$ in more general terms (by modifying the initial time and the initial condition). So, we define $y^0(t) = \phi(t, t_0, \xi)$, with $\phi(t, t_0, \xi)$ the unique solution of the ODE

$$P^*(h, 0, \xi) = \begin{cases}
y'(t) = h(y(t)), & \text{in } \mathbb{R}^d, \\
y(t_0) = \xi.
\end{cases}$$

We introduce the formal notation $\Phi(t, t_0, \xi) = \partial_\xi \phi(t, t_0, \xi)$, where $\partial_\xi$ denotes the partial differentiation. Then we shall prove:

**Theorem 2** The flow map $\phi$ is Lipschitz continuous, $\Phi$ is absolutely continuous and the solution $y(t)$ of the "perturbed" problem $P^*(h, \beta, \xi)$ has the integral representation

$$y(t) = y^0(t) - \int_{t_0}^{t} \Phi(t, s, y(s)) \beta(s, y(s)) ds \quad \text{for any } t \in [0, T],$$

where $y^0(t) = \phi(t, t_0, \xi)$ is the solution of the unperturbed problem $P^*(h, 0, \xi)$.

In the above formula we used, for simplicity, the notation corresponding to the case in which $\beta(\cdot, t)$ is single-valued, but a suitable similar expression can be formulated if $\beta(\cdot, t)$ is multivalued. As a matter of fact, we will also generalize (for the case $d = 1$) the Alekseev’s formula to the case in which the perturbation $\beta(t, y(t))$ of the equation is an element in the space $W^{-1, q}(0, T : \mathbb{R})$.

### 2.1 Proof of Theorem 1 assuming Theorem 2

We assume, for a while, that Theorem 2 holds. The proof of Theorem 1 can be divided in different steps.
Step 1: $t \in [0, T_\infty]$. Let us develop the indicated strategy on the initial interval $[0, T_\infty]$. Given $\epsilon > 0$, we define $\tau = T_\infty - \epsilon$ and $M_\epsilon = u^0(T_\infty - \epsilon)$ (this explains the dependence on $\epsilon$ of the truncation parameter $M_\epsilon$). Notice that then $f_{M_\epsilon}(u^0(t)) = f((u^0(t))$ if $t \in [0, T_\infty - \epsilon]$. We also make the change of variable

$$\tilde{t} = t - \tau$$

and consider the delayed problem

$$\tilde{P}(f, u^0, B) = \begin{cases} y'(t) = \lambda f_{M_\epsilon}(y) + B'(t)y(t - \tau), & 0 < t < \tau \\ y(\theta) = u^0(\theta), & -\tau \leq \theta \leq 0 \end{cases}$$

(where, for simplicity, we have denoted again $\tilde{t}$ by $t$, so that, for any $-\tau \leq \theta \leq 0$ we are identifying $u^0(\theta)$ with $u^0(\theta + T_\infty - \epsilon)$, for some suitable function $B(t)$. Here $u^0(t)$ denotes again the solution without control. Our goal is to show that we can chose the control in the form

$$\alpha(t) := B'(t)y(t - \tau)$$

such that the solution of $\tilde{P}(f, u^0, B)$ is defined on the whole interval $[0, \tau]$ and that $\alpha \in W^{-1,q}(0, \tau : \mathbb{R})$, for some $q > 1$.

Now, let us indicate the choice of function $B$ and the reformulation of $\tilde{P}(f, u^0, B)$ as a "neutral" equation. Given $q > 1$, $a > 0$, $\gamma \in (0, 1/2)$ and a continuous function $m$ (to be taken in order to have $B(0) = 0$, $B(t) > 0$ and $B'(t) > 0$ on $0 < t < \tau$) we define

$$B(t) = \frac{a}{t - \tau^*} + m(t), \quad t \in [0, \tau],$$

with $\tau^* = \epsilon$ in this new time scale (i.e. $t = T_\infty$ in the original time scale). We assume that $\tau^* \in (0, \tau)$, i.e., $2\epsilon < T_\infty$. One possibility to avoid the difficulty related to the singularity of $B'(t)$ is to reformulate $\tilde{P}(f, u^0, B)$ (as in [10]) as the "neutral" problem

$$\begin{cases} \frac{d}{dt} [y(t) - B(t)y(t - \tau)] = \lambda f_{M_\epsilon}(y) - B(t) \frac{d}{dt} [y(t - \tau)], & t \in [0, \tau], \\ y(\theta) = u^0(\theta), & -\tau \leq \theta \leq 0 \end{cases}$$

(15)

In addition, we will use the extension to the case of "neutral" equations of the version of the Alekseev’s nonlinear variation of constants formula [2] given in Theorem 2. We recall that (for regular functions), this formula can be stated in the following terms:

**Proposition 1 (Alekseev’s formula, [2])** Let $h : \mathbb{R} \to \mathbb{R}$ be $C^2$. Let $y^0(t) = \phi(t, t_0, \xi)$ be the unique solution of the ODE

$$\begin{cases} y'(t) = h(y(t)), \\ y(t_0) = \xi, \end{cases}$$

and let $\Phi(t, t_0, \xi) = \partial_\xi \phi(t, t_0, \xi)$, where $\partial_\xi$ denotes the partial differentiation. Then $\phi$ is $C^2$, $\Phi$ is $C^1$, and for any $H : \mathbb{R} \to \mathbb{R}$ in $L^1_{loc}$, the solution $z(t)$ of the so-called "perturbed" problem

$$\begin{cases} z'(t) = h(z(t)) + H(t), \\ z(t_0) = \xi, \end{cases}$$

has the integral representation

$$z(t) = y^0(t) + \int_{t_0}^t \Phi(t, s, z(s))H(s)ds. \quad \Box$$

**Remark 4** Notice that $\Phi(t, t_0, \xi)$ satisfies $\Phi(t, t, \xi) = 1$. Alekseev’s formula will be extended in Theorem 2 under a much greater generality and then applied in the framework of "neutral" equations. \quad \Box
Now, we can consider the delayed term as an external "forcing"

\[ H(t) = B'(t)y^0(t - \tau), \]

so that, by setting \( t_0 = 0, \) \( \xi = z(0) = u^0(0) = u_0, \) \( y^0(t) = \phi(t, 0, \xi), \) the Alekseev’s formula we can write (at least formally)

\[ z(t) = y^0(t) + \int_0^t \Phi(t, s, z(s))B'(s)u^0(s - \tau)ds. \]

If we approximate \( B(t) \) by regular functions (denoted again by \( B(t) \)), then the above formula can be equivalently written, after integrating by parts, as

\[
\begin{align*}
z(t) &= y^0(t) + \left[ \Phi(t, s, z(s))B(s)u^0(s - \tau) \right]_{s=0}^{s=t} - \int_0^t B(s) \frac{d}{ds} \left[ \Phi(t, s, z(s))u^0(s - \tau) \right] ds \\
&= y^0(t) + \Phi(t, t, z(t))B(t)u^0(t - \tau) - \int_0^t B(s) \frac{d}{ds} \left[ \Phi(t, s, z(s))u^0(s - \tau) \right] ds.
\end{align*}
\]

By the above remark, \( \Phi(t, t, z(t)) = 1. \) On the other hand, as we saw before, for \( u^0 \in W^{1,q}(-\tau, 0) \) its product by the \( C^1 \) function \( \Phi(t, s, z(s)) \) is also in \( W^{1,q}(-\tau, 0). \) Therefore, its derivative belongs to \( L^q(-\tau, 0) \) and the indefinite integral, as in all the previous cases, is an absolutely continuous function. Moreover the regularity of function \( h \) is not needed in the final conclusion and thus we can argue by approximation (as we will make in the proof of Theorem 2). This means that the integration by parts is legitimate and we may state the following result, which is an extension of the Alekseev’s formula to “neutral” equations:

**Proposition 2** The initial value problem

\[ \bar{P}(f, u^0, B) = \begin{cases} 
    y'(t) = \lambda f_M(y) + B'(t)y(t - \tau), & 0 < t < \tau \\
    y(\theta) = u^0(\theta), & -\tau \leq \theta \leq 0
\end{cases} \]

with \( f \) Lipschitz continuous and initial function \( u^0 \in W^{1,q}(-\tau, 0) \) has a precise integral sense in \([0, \tau]\) by means of the neutral equivalent equation (15), and its unique solution \( z \) admits the integral representation

\[ z(t) = y^0(t) + B(t)u^0(t - \tau) - \int_0^t B(s) \frac{d}{ds} \left[ \Phi(t, s, z(s))u^0(s - \tau) \right] ds, \tag{16} \]

(where \( y^0(t) = \phi(t, 0, u^0(0)) \) associated to \( h = \lambda f_M. \)) Then, for every \( u^0(\cdot) \in W^{1,r}(0, \tau) \) (where \( 1/q + 1/r = 1 \)) the neutral Cauchy problem has a unique solution given by the identity (16).

Therefore, \( z \in L^q(0, \tau), \) \( z(t) - B(t)u^0(t - \tau) \) is an absolutely continuous function on \((0, \tau), \) and then we may write

\[ z(t) = B(t)u^0(t - \tau) + AC, \]

where \( AC \) means an “absolutely continuous” function on the closed interval \([0, \tau]\) (notice that without the truncation operation this is not necessarily true). As a consequence, the singularity of the solution on \([0, \tau]\) coincides with the singularity of \( B. \) In particular, since \( t^* = \epsilon \) (recall that \( t^* = T_\infty \) in the original scale of time), and by taking \( 0 < \gamma < 1, \) we have that for some \( m \) continuous function on \([0, \tau]\) we have

\[ B(t) = \frac{a}{|t - t^*|^\gamma} + m(t). \]

Since the initial function \( u^0(\cdot) \) satisfies \( u^0(t^* - \tau) = y^0(\epsilon) \neq 0, \) then \( t^* \) is also a singularity of \( z \) (the controlled explosion) and

\[ z(t) \sim \frac{a}{|t - t^*|^\gamma} y^0(\epsilon), \quad \text{as } t \to t^*, \]
is an asymptotic expansion of $z$ near $t^* = T_\infty$, which gives the qualitative picture of the behavior of the solution near singularities of $B$. Obviously, from the choice of $\gamma$ we get, finally that $z \in L^q(0, \tau)$, which implies the desired property in this step: $y \in L^1(0, T_\infty)$.

Moreover, the control $\alpha(t) \doteq B'(t)y(t - \tau)$ is in $W^{-1,q^*(0, \tau : \mathbb{R})}$. Finally, notice that $u_0 > 0$ implies that $u^\alpha(\theta) > 0$ for any $-\tau \leq \theta \leq 0$. Then, by construction, we get that $u^\alpha(t) > 0$ for any $t \in [0, T_\infty)$.

**Remark 5** The integrability condition $u^\alpha \in L^1(0, T_\infty)$ holds, in some special cases of the forcing term $f(y)$ without any truncation and with $\alpha = 0$. This is the special case in which the function $\Phi^{-1} \in L^1(0, \tau)$ for some $\tau > 0$. In the case of powers, $f(u) = u^p$, it corresponds to the additional condition $p > 2$. Notice that this explains the non-uniqueness of the searched control. Some kind of optimality criterion on the set of searched controls could be introduced (see, e.g., the paper [4] and its references) but we will not enter here in this kind of considerations since the required techniques are of different nature.

**Step 2** $t \in [T_\infty, 2T_\infty)$. We will take a control such that $\alpha(t) \leq 0$ on $(T_\infty, 2T_\infty)$. Thus, we consider the problem

$$
\begin{aligned}
\frac{du}{dt}(t) + \lambda f_M(u) &= \alpha(t) \quad \text{in } (T_\infty, 2T_\infty), \\
u(T_\infty) &= +\infty.
\end{aligned}
$$

(17)

As mentioned before, the nonlinear term is of absorption type and problems of this nature were already considered in [8] (see problem (D)) but without any truncation argument and with $\alpha = 0$. The case with a truncation and $\alpha \leq 0$ can be solved by reflection with respect to the time $T_\infty$. Indeed, we define

$$Y_\tilde{\alpha}(t) = u^\alpha(t - T_\infty) \quad \text{for } t \in [T_\infty, 2T_\infty] \quad \text{and} \quad \tilde{\alpha}(t) = -\alpha(t - T_\infty).$$

It is a routine matter to check that $Y_\tilde{\alpha}(t)$ satisfies problem (17) for the control $\tilde{\alpha}(t)$. Notice that, $\tilde{\alpha}(t) = 0$ on the interval $(T_\infty + \varepsilon, 2T_\infty)$, $\tilde{\alpha}(t) < 0$ on $(T_\infty, T_\infty + \varepsilon)$ (in fact $\tilde{\alpha}(t) \nearrow -\infty$, if $t \searrow T_\infty$), $Y_\tilde{\alpha}(t) > 0$ on $(T_\infty, 2T_\infty]$, $Y_\tilde{\alpha}(2T_\infty) = u_0$ and $Y_\tilde{\alpha} \in L^1(T_\infty, 2T_\infty)$.

**Step 3** Finally, we use a $2T_\infty$-periodicity argument to extend the controlled solution to the interval $t \in (2T_\infty, +\infty)$. It is clear that for times in which the control changes sign we get some singularity on the time derivative of the solution but, as typical in control theory, the differential equation holds for almost any $t \in (0, +\infty)$, the controlled solution is in $L^1_{loc}(0, +\infty)$, and the proof of Theorem 1 is complete.

**Example 1** We consider the special case of $f(u) = u^2$ and $u_0 = 1$. Then we can identify easily the elements appearing in the proof of Theorem 1. Indeed, in this case, $\phi(t, t_0, \xi) = \frac{1}{\xi - (t - t_0)}$, and so $T_\infty = 1$. Thus we can take, e.g., $\varepsilon = 1/8$ (and, of course, $2\varepsilon < T_\infty$), $\tau = T_\infty - \varepsilon = 7/8$. Taking $\gamma = 1/5$ and $a = 1$ we get that $B(t) = \frac{1}{|1 - t|^{5\gamma}}$ and thus the searched control $\alpha(t)$ is given by

$$
\alpha(t) = \begin{cases} 
0 & \text{if } t \in (0, 7/8) \\
B'(t)u(t - 7/8) & \text{if } t \in (7/8, 1),
\end{cases}
$$

with $u(t)$ the solution of the delayed problem

$$
\begin{aligned}
u'(\bar{t}) &= f_M(u(\bar{t})) + \frac{5}{|1 - \bar{t}|^{6/5}}(u(\bar{t} - 7/8)), \quad \bar{t} \in (7/8, 1) \\
u(\theta) &= u^0(\theta), \quad -7/8 \leq \theta \leq 0,
\end{aligned}
$$
Figure 1. Illustrative example of the control $\alpha(t)$ and the effective bang-bang control if $f(s) = s^p, p > 2$. The blowing up solution without control $u^0(t)$ and the controlled solution $u^\alpha(t)$ defined in the whole $[0, +\infty[$.

where $u^0(\theta) = \frac{1}{1-\theta}$ if $\theta \in [-7/8, 0]$ and $f_{M_r}(u) = \begin{cases} u^2 & \text{if } u \in (0, 7/8) \\ 49/64 & \text{if } u \in (7/8, +\infty). \end{cases}$

\[ \Phi_n(t, t_0, \xi) = \frac{\partial \xi}{\partial \xi} \phi_n(t, t_0, \xi). \]

Let $\phi_n(t, t_0, \xi)$ be the unique solution of the unperturbed ODE

\[ \frac{dy_n}{dt}(t) = h_n(y(t)) \quad \text{in } \mathbb{R}^d, \]

and let $\Phi_n(t, t_0, \xi) = \frac{\partial \xi}{\partial \xi} \phi_n(t, t_0, \xi)$. Let us consider the sequence of "perturbed" problems

\[ \frac{dy_n}{dt}(t) + \beta(t, y_n(t)) \ni h_n(y_n(t)), \quad \text{in } \mathbb{R}^d; \]

Then, by the classical version of the Alekseev formula (also valid for $d \geq 1$) we know that

\[ y_n(t) = y^0_n(t) - \int_{t_0}^t \Phi_n(t, s, y_n(s)) \beta(s, y_n(s)) ds, \quad \text{for any } t \in [0, T], \]

(as before, in the above formula we assumed, for simplicity, that $\beta(t, \cdot)$ is single-valued but a suitable similar expression can be obtained if $\beta(t, \cdot)$ is multivalued). Since $h_n \to h$ and $h$ is locally Lipschitz, we know that $y^0_n \to y^0$ and $y_n \to y$ strongly in AC([0, T] : $\mathbb{R}^d$) for any fixed $T > 0$ (this
is an easy application of Theorem 4.2 of Brezis [12] for the autonomous case and from [44] in the non-autonomous case. Moreover since any maximal monotone operator is strongly-weakly closed we know that, at least, \( \beta(y_n(\cdot), \cdot) \to \beta(y(\cdot), \cdot) \) in \( L^2(0, T: \mathbb{R}^d) \). Then, from the classical Peano Theorem we know that there exists a \( \Phi(t, s, y) \) such that

\[
\Phi_n(t, t_0, y) \to \Phi(t, t_0, y), \quad \text{for a.e. } t \in (0, T),
\]

strongly in \( L^2(0, T: \mathcal{M}_{d \times d}) \). Indeed, \( \Phi_n(t, t_0, \xi) \) is the solution of the problem

\[
\begin{cases}
\Phi'(t) = H_n(t, t_0, \xi) \Phi(t), & \text{in } \mathcal{M}_{d \times d}, \\
\Phi(t_0) = I,
\end{cases}
\]

where

\[
H_n(t, t_0, \xi) = \partial_x h_n(\phi_n(t, t_0, \xi)).
\]

But, we know that, if \( M \) is given by (18) then

\[
\|H_n(t, t_0, \xi)\|_{L^\infty((t_0, T: \mathcal{M}_{d \times d})} \leq M \quad \text{for any } t_0 \in (0, T) \text{ and for any } \xi \in \mathbb{R}^d.
\]

Thus, by Gronwall inequality, there exists a positive constant \( \bar{M} = \bar{M}(t_0, \xi) \) such that

\[
\|\Phi_n(t, t_0, \xi)\|_{W^{1, \infty}(0, T)} \leq \bar{M}.
\]

This implies that there exists a Lipschitz function \( \Phi(t, s, \xi) \) such that \( \Phi_n(t, t_0, y_n(\cdot)) \to \Phi(t, t_0, y(\cdot)) \)

in \( W^1 q(0, T: \mathcal{M}_{d \times d}) \) for any \( q \in (1, \infty) \). This leads to the strong convergence in \( L^2(0, T: \mathcal{M}_{d \times d}) \). Then we can pass to the limit in formula (19) and we get that

\[
y(t) = y^0(t) - \int_{t_0}^{t} \Phi(t, s, y(s)) \beta(s, y(s)) ds, \quad \text{for any } t \in [0, T].
\]

\[\square\]

3 The complete recuperation after the blow up time for problem \( P(\alpha) \)

Previously to the consideration of the controlled problem, it is useful to establish some basic properties for the uncontrolled problem \( P(0) \)

\[
\begin{cases}
-\Delta u^0 + g(u^0) = 0 & \text{in } B_R \times (0, \infty), \\
\frac{\partial u^0}{\partial t} + \frac{\partial u^0}{\partial n} = \lambda f(u^0) & \text{on } \partial B_R \times (0, \infty), \\
u^0(R, 0) = u_0 > 0, & x \in \partial B_R,
\end{cases}
\]

where \( g \) and \( f \) are continuous non-negative increasing real functions as indicated in the Introduction and \( \lambda \) is a positive constant. The framework of our study concerns the case in which the forcing term dominates over the absorption one, in the sense of the condition \([6]\)

\[
\lim_{\tau \to \infty} \frac{f(\tau)}{\sqrt{2G(\tau)}} \in (0, +\infty).
\]

The main goal of this section is not only to prove that it is possible to build a control \( \alpha(t) \) such that the solution \( u^\alpha \) of problem \( P(\alpha) \) be well defined for any \( t > 0 \), but to prove previously that in the isolated times in which the solution blows up it takes place only on the boundary \( \partial B_R \). So,
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we will prove that at the blow up time the solution without control will coincide with the unique large solution of the problem

\[
\begin{cases}
-\Delta U_{B_R}^\infty + g(U_{B_R}^\infty) = 0 & \text{in } B_R, \\
U_{B_R}^\infty = \infty & \text{on } \partial B_R.
\end{cases}
\]  
(20)

Beside condition (5) we will require other technical assumptions:

\[
\limsup_{s \to \infty} \frac{\Psi(\eta s)}{\Psi(s)} < 1 \quad \text{for any } \eta > 1
\]  
(21)

(see (30) below) and

\[
g(s) \quad \text{is increasing for large } s.
\]  
(22)

Among other examples, the conditions (5), (21) and (22) hold for the power-like case \( g_m(s) = s^m \), when \( m > 1 \).

It is clear that there are two different subcases in which the forcing term dominates over the absorption one:

a) Forcing term strongly dominating over absorption term. It corresponds to the case in which the following condition holds

\[
\lim_{\tau \to \infty} \frac{f(\tau)}{\sqrt{2G(\tau)}} = \infty,
\]  
(23)

with \( G(s) = \int_0^s g(s)ds \). Here, for any \( \lambda > 0 \) the domination at infinity of the forcing term over the expression \( \sqrt{2G} \) associated to the absorption term is satisfied.

b) Forcing term weakly dominating over absorption terms. It concerns the case in which we have

\[
\liminf_{\tau \to \infty} \frac{f(\tau)}{\sqrt{2G(\tau)}} = L > 0.
\]  
(24)

In some sense, the functions \( \sqrt{2G(\tau)} \) and \( f(\tau) \) are of the same order at infinity. We will see that the domination at infinity of the effective forcing term \( \lambda f \) over \( \sqrt{2G} \) requires the assumption

\[
\lambda > \frac{1}{L},
\]

which is obvious when the forcing term strongly dominates to the absorption (condition (23)).

Remark 6 For the power-like case \( f_p(r) = s^p, \ p > 0 \), and \( g_m(s) = s^m, \ m > 0 \). It implies \( G_m(s) = \frac{1}{m+1}s^{m+1} \). They imply

\[
\frac{f_p(\tau)}{\sqrt{2G_m(\tau)}} = \sqrt{\frac{m+1}{2} \tau^\frac{2p-(m+1)}{2}}.
\]

Then, the condition (23) holds if \( 2p > m + 1 \). On the other hand, (24) requires the equality \( 2p = m + 1 \) and then \( L = \sqrt{\frac{m+1}{2}} \) (we will come back on it in Theorem 9 below).

In fact, we are interested in a global domination

\[
\lambda f(\tau) > \sqrt{2G(\tau)}, \quad \text{for any } \tau > 0,
\]  
(25)

for \( \lambda > 0 \). In some cases, the local domination (6) can imply the global domination for suitable large values of the parameter \( \lambda \) (see (10)).
Proposition 3 Assume (6). If
\[ \liminf_{\tau \searrow 0} \frac{f(\tau)}{\sqrt{2G(\tau)}} > 0, \] (26)
there exists \( \lambda_0 > 0 \), depending only on \( f \) and \( g \), for which one has the restricted global domination
\[ \lambda f(\tau) > \sqrt{2G(\tau)} \quad \text{for any } \tau > 0, \] (27)
provided \( \lambda > \lambda_0 \). Therefore a global domination is verified under (25) or under the couple of condition (6) and (26).
Whenever (26) fails, thus
\[ \liminf_{\tau \searrow 0} \frac{f(\tau)}{\sqrt{2G(\tau)}} = 0, \]
we only may extend the local domination (6) to
\[ \lambda f(\tau) > \sqrt{2G(\tau)} \quad \text{for any } \tau > 0, \] for \( \lambda > \lambda_0 \). Here \( \lambda_0 > 0 \), depending on \( f, g \) and \( \tau_- \).

Proof. The assumption (24) implies that there exists \( \tau_0 > 0 \), large enough, such that
\[ \frac{f(\tau)}{\sqrt{2G(\tau)}} > L > 0 \quad \text{for any } \tau > \tau_0. \] (28)
Since \( f \) and \( \sqrt{2G} \) are positive continuous functions, we deduce
\[ \frac{f(\tau)}{\sqrt{2G(\tau)}} > L_* \equiv \min_{0 < \tau \leq \tau_0} \frac{f(\tau)}{\sqrt{2G(\tau)}} \geq 0, \quad \text{for } 0 < \tau \leq \tau_0. \]
Therefore (26) implies
\[ \frac{f(\tau)}{\sqrt{2G(\tau)}} > L_0 \equiv \min\{L, L_*\} > 0, \quad \text{for any } \tau > 0, \]
and then (27) holds for \( \lambda > \lambda_0 \equiv \frac{1}{L_0} \). The reasoning also applies to the case in which (23) holds and we have an inequality similar to (28) for any \( L > 0 \). \( \square \)

Remark 7 Since for \( f_c(s) = s^p \) and \( g_m(s) = s^m \) one has
\[ \frac{f_c(\tau)}{\sqrt{2G_m(\tau)}} = \sqrt{\frac{m+1}{2} \tau^{2p-(m+1)/2}}, \]
the condition (26) holds if \( 2p = m + 1 \) (see Theorem 9).

The main result of this Section is the following:

Theorem 3 Assume (5), (6), (10) and (25). Then:
i) For any \( u_0^0(R, C) = u_0 > 0 \) there exists a finite time \( T_\infty(u^0) \) such that the solution without control coincides at this time with the large solution of the problem (20). In fact the continuation, \( u^0(\cdot, t) = U^\infty_0(\cdot) \) for \( t > T_\infty(u^0) \) is a global solution of problem \( P(0) \) blowing up on the boundary for any \( t > T_\infty(u^0) \).

ii) For any \( u_0 > 0 \) large enough, the blowing up trajectory \( u^0(\cdot, t) \) of the associated problem \( P(0) \) has a controlled explosion (in the sense of Definition 1) by means of the control problem \( P(\alpha) \), with the structure conditions (8) and (9), for a suitable \( \alpha \in W^{-1,q'}_{loc}(0, T_\infty : \mathbb{R}) \), for some \( q > 1 \). Moreover, if \( u^0(\cdot, t) \), in \( L^q_{loc}(0, +\infty : L^\infty(\Omega)) \), is the solution corresponding to the built control \( \alpha(t) \), then \( u^0(x,t) < +\infty \) for any \( t > 0 \) and any \( x \) in \( B_R \).
As above we use the notation $T_\infty(u^0)$ since this time depends not only on the initial datum $u_0$ but the other parameters. Again in the following we will simplify the notation by writing $T_\infty(u^0) = T_\infty$.

The crucial step in our study is to consider previously the case without any control $P(0)$. We will need some previous results (collected in Section 3.1) and to get the existence and uniqueness of solutions of problem $P(0)$ and to prove part i) of Theorem 3. Finally, in Section 3.3 we will give the proof of part ii) of Theorem 3.

3.1 The boundary blow up for the uncontrolled problem

Some of the results of this Section are applicable to the case of an arbitrary (non necessarily symmetric) open set $\Omega \subset \mathbb{R}^N$, $N > 1$. We collect here some useful technical properties derived from the condition (5).

**Lemma 1 (Lemma 6.1 of [1])** Let us assume (5). Then

$$\lim_{s \to \infty} \frac{s}{\sqrt{G(s)}} = \lim_{s \to \infty} \frac{s}{g(s)} = \lim_{s \to \infty} \frac{\sqrt{G(s)}}{g(s)} = 0,$$

where $G(s) = \int_0^s g(s)ds$. Hence

$$\frac{s}{g(s)} = o\left(\frac{s}{\sqrt{G(s)}}\right) \quad \text{and} \quad \frac{s}{g(s)} = o\left(\frac{\sqrt{G(s)}}{g(s)}\right).$$

An useful tool in this subsection is the decreasing function associated to the improper finite integral (5),

$$\Psi(\delta) = \int_{\delta}^{\infty} \frac{ds}{\sqrt{2G(s)}} \quad \text{for any } \delta > 0$$

with $\Psi(\infty) = 0$. Straightforward computations allows to see that for $\zeta$ small we have

$$\frac{d}{d\zeta} \Psi^{-1}(\zeta) = -\sqrt{2G(\Psi^{-1}(\zeta))} \quad \text{and} \quad \frac{d^2}{d\zeta^2} \Psi^{-1}(\zeta) = g(\Psi^{-1}(\zeta)).$$

Properties (31) can be used to characterize the unique explosive profile on the boundary of the large solution of the problem

$$\begin{cases}
-\Delta U_\Omega + g(U_\Omega) = 0 & \text{in } \Omega, \\
U_\Omega = \infty & \text{on } \partial\Omega,
\end{cases}$$

provided (22). More precisely

**Theorem 4** Let $\Omega \subset \mathbb{R}^N$, $N > 1$ be a bounded open set where $\partial\Omega$ satisfies an inner and outer sphere condition. Assume (5), (21) and (22). Then there exists a unique classical solution $U_\Omega^\infty$ of (32) whose explosive boundary profile satisfies

$$\lim_{\text{dist}(x, \partial\Omega) \to 0} \frac{U_\Omega^\infty(x)}{\Psi^{-1}(\text{dist}(x, \partial\Omega))} = 1.$$  

In fact, when $\Omega = B_R$ the rate behaviour (33) becomes

$$\lim_{|x| / R \to 1} \frac{U_\Omega^\infty(x)}{\Psi^{-1}(R - |x|)} = 1.$$
Remark 8 For the power like case $g(s) = s^m$, condition (5) becomes $m > 1$ and

$$\Psi_m(\delta) = \frac{\sqrt{2(m+1)}}{m-1} \frac{1}{\delta^{\frac{1}{m-1}}}$$

Moreover, the technical conditions (21) and (22) also hold. Then

$$U^{\Omega}_{\infty}(x) = \left(\frac{2(m+1)}{(m-1)^2}\right)^{\frac{1}{\delta-1}} (\text{dist}(x, \partial\Omega))^{-\frac{1}{\delta-1}} + o(\text{dist}(x, \partial\Omega))$$

(see [1]).

Remark 9 Among other illustrative choices satisfying (5), (21) and (22) studied in [1] we pick up the function $g(s) = e^s$ for which

$$U^{\Omega}_{\infty}(x) = \log\left(\frac{2}{(\text{dist}(x, \partial\Omega))^2}\right) + o(\text{dist}(x, \partial\Omega)).$$

Another example is $g(s) = se^{2s}$, for which

$$U^{\Omega}_{\infty}(x) = \sqrt{2} \text{erfc}^{-1}\left(\frac{\text{dist}(x, \partial\Omega)}{\sqrt{\pi}}\right) + o(\text{dist}(x, \partial\Omega)),$$

where $\text{erfc}(\delta) = 1 - \text{erf}(\delta) = \frac{2}{\sqrt{\pi}} \int_{\delta}^{\infty} e^{-s^2} ds.$

Remark 10 Reasoning as in Remark 2, from the inequality

$$\tilde{g}(s) \geq g(s) \quad \text{for large } s,$$

it follows that if $g$ verifies (5) the same happens with $\tilde{g}$. In particular, any function $\tilde{g}(s) \geq sq(s)$ verifying

$$\liminf_{s \to \infty} \frac{q(s)}{s^{\gamma}} \in (0, +\infty] \quad \text{for some } \gamma > 0$$

satisfies (5). For instance, we may choose $q(s) \geq (\log s)^{\gamma}$, $\gamma \geq 1$, or $q(s) \geq \log(\log(\cdots \log(s) \cdots))$. It is also clear that an assumption like

$$\frac{g(s)}{s^\alpha} \quad \text{increasing for large } s,$$

for some $\alpha > 1$, implies (5).

Remark 11 Sometimes it is more useful to write (21) as

$$\liminf_{s \to \infty} \frac{\Psi(\eta s)}{\Psi(s)} > 1 \quad \text{for } 0 < \eta < 1.$$

We note that for some example as $g(s) = s(\log s)^m$, $m > 2$, which verifies (5), the condition (21) fails. In [1] a sharp argument enables us to extend Theorem 4 to the so called borderline case given by

$$\limsup_{s \to \infty} \frac{\Psi(\eta_0 s)}{\Psi(s)} = 1 \quad \text{for some } \eta_0 > 1. \quad (34)$$

This happens for the above choice or when $g(s) = c_1 s(\log s)^m + c_2 (\log s)^{m-1}$, $s > 1$, $m > 2$, for $c_1 > 0$ and $c_2 \in \mathbb{R}$ or $g(s) = s(\log s)^2 (\log(\log(s)))^m$, $s > 0$, $m > 2$. We send to [1] for some comments and other examples. We will not consider the borderline case in this paper.

We note that the spatial explosive profile given by (33) does not depend on the geometrical properties of $B_R$ as curvature or dimension. These influences can appear in lower term of the explosive expansion near $\partial B_R$ (see again [1]). We point out that some authors have approached the boundary behaviour of the large solutions, e.g., Bandle, Essén, Lazer, Marcus, Mc Kenna, Matero and many others (see [7, 20, 1] and the references therein).
3.2 Blowing up time-profile for the uncontrolled problem: the radially symmetric case

Here we will get some growing time-estimates near the blow-up time for problem P(0) on the radial domain B_R. The radially symmetric solution \( u^0(x,t) = u^0(|x|,t) \), corresponding to a constant initial datum satisfy

\[
\begin{aligned}
\begin{aligned}
- \frac{1}{r^{N-1}} \frac{\partial u^0}{\partial r} \left( r^{N-1} \frac{\partial u^0}{\partial r} (r,t) \right) + g(u^0(r,t)) &= 0, \quad r < R, \ t > 0 \\
\frac{\partial u^0}{\partial r} (0,t) &= 0, \quad t \geq 0, \\
\frac{\partial u^0}{\partial r} (R,t) + \frac{\partial u^0}{\partial r} (R,t) &= \lambda f(u^0(R,t)), \quad t \geq 0, \\
u^0(R,0) &= u_0 > 0.
\end{aligned}
\end{aligned}
\]  

(35)

As the center of the ball does not play any important role we may assume that it is the origin of the space.

**Theorem 5 (Blow up time on the boundary)** Assume \( \lambda > 0 \) satisfying the global domination of the Proposition 3. Assume also (35). Then \( P(0) \) has a unique radially symmetric solution, \( u^0(|x|,t) \), on \( \overline{B}_R \times [0,T_{\infty}] \), for some \( T_{\infty} \leq \Psi(u_0) \), such that

\[
\begin{aligned}
0 \leq u^0(|x|,t) < U^B_{\infty}(x), \quad (x,t) \in B_R \times [0,T_{\infty}], \\
\lim_{t \to T_{\infty}} u^0(|x|,t) = U^B_{\infty}(x), \quad x \in \overline{B}_R,
\end{aligned}
\]

where \( U^B_{\infty} \) is the relative stationary large solution on the ball \( B_R \) (see (32)). Moreover, under the solution of (35) has the explosive boundary behaviour

\[
\lim_{t \to T_{\infty}} u^0(R,t) \Psi^{-1}(T_{\infty} - t) \geq 1.
\]

**Remark 12** As it was deduced from the below proofs, in some case as for the power choices \( f_p(s) = s^p \) and \( g_m(s) = s^m \) with \( 2p > m + 1 \) the constant \( \lambda_0 \), introduced in Proposition 3 can also depend on the data \( R \) and \( u_0 \).

The proof of Theorem 5 is based on a result taking the advantage that for radially symmetric functions the comparison principle holds even if there are some singularities at the origin.

**Proposition 4** Assume \( \lambda > 0 \) satisfying the global domination of the Proposition 3 as well as (5). Define the function

\[
U(r,t) = \Psi^{-1}(\nu(T-t + R - r)), \quad 0 \leq r < R, \ 0 \leq t < T,
\]

(36)

for \( \nu > 1 \) and \( T > 0 \). Then we have

\[
\begin{aligned}
\begin{aligned}
- \frac{1}{r^{N-1}} \frac{\partial U(r,t)}{\partial r} \left( r^{N-1} \frac{\partial U(r,t)}{\partial r} (r,t) \right) + g(U(r,t)) &= E(r,t), \quad r < R, \ 0 < t < T, \\
U(0,t) &= \Psi^{-1}(\nu(T-t + R)), \quad 0 \leq t < T, \\
\frac{\partial U(0,t)}{\partial r} &= \nu \sqrt{2G(U(0,t))}, \quad 0 \leq t < T, \\
\frac{\partial U(R,t)}{\partial r} + \frac{\partial U(R,t)}{\partial r} &\leq \lambda f(U(R,t)), \quad 0 \leq t < T, \\
U(R,0) &= \Psi^{-1}(\nu T),
\end{aligned}
\end{aligned}
\]
where
\[ E \in C((0,T) : L^2(\epsilon, R)), \quad \text{for any } \epsilon > 0 \] (37)
and
\[ E(r, t) < 0 \quad \text{for any } t \in (0,T) \text{ and a.e. } r \in (\epsilon, R]. \] (38)

**Proof.** Given an arbitrary long future horizon \( T > 0 \) and each constant \( \nu > 1 \) we introduce the function
\[ U(|x|, t) = \Psi^{-1}(\nu(T - t + R - |x|)), \quad 0 \leq |x| < R, \ 0 \leq t < T. \]

Clearly
\[
\begin{aligned}
0 < U(|x|, t) < +\infty, & \quad \text{if } 0 \leq |x| \leq R, \ 0 \leq t < T, \\
\lim_{t \to T} U(R, t) = +\infty. & \quad (38)
\end{aligned}
\]

Straightforward computations on the function
\[ U(|x|, t) = \Psi^{-1}(\zeta), \]
for \( \zeta = \nu(T - t + R - |x|) \in [\nu(T - t), \nu(T - t) + R] \) and \( 0 \leq t < T \), shows that
\[
-\Delta U(|x|, t) + g(U(|x|, t)) = -\Delta \Psi^{-1}(\zeta) + g(\Psi^{-1}(\zeta)) \\
\leq (1 - \nu^2)g(\Psi^{-1}(\zeta)) - \nu \frac{N-1}{|x|} \sqrt{2G(\Psi^{-1}(\zeta))} < 0
\]
(see (31)).

On the other hand, one has
\[
\begin{aligned}
\frac{U_t(R, t)}{\nu} &= \sqrt{2G(\Psi^{-1}(\nu_1(T - t)))}, \\
\langle \nabla U(R, t), n \rangle &= \nu \sqrt{2G(\Psi^{-1}(\nu_1(T - t)))},
\end{aligned}
\]
for \( 0 \leq t < T \). Thus
\[
U_t(R, t) + \frac{\partial}{\partial n} U(R, t) = 2\nu \sqrt{2G(\Psi^{-1}(\nu(T - t)))},
\]
(39)
for \( 0 \leq t < T \). Under the assumptions (6), the Proposition 3 implies
\[ 2\nu \sqrt{2G(U(R, t))} \leq \lambda f(U(R, t)), \]
where the lower bound
\[
\Psi^{-1}(\nu(T + R)) \leq U(|x|, t), \quad 0 \leq |x| < R, \ 0 \leq t < T,
\]
is considered (see the comments of Remark 12). So that, the inequality (39) leads to
\[
U_t(R, t) + \frac{\partial}{\partial n} U(R, t) \leq \lambda f(U(R, t)), \quad 0 \leq t < T.
\]
Finally, (37) and (38) follow from the above arguments. \( \square \)

Function \( U(r, t) \) looks like a subsolution but it is not in a strict sense since \( \Delta U(\cdot, t) \) generates a measure, a Dirac mass at the origin (see Figure 2 below). The crucial fact to justify the comparison with the unique solution of \( P(0) \) is that this measure is negative. A direct proof of the comparison can be given in term of radially symmetric functions.
Proof of Theorem 5 and (40) follows.

Thus, we get

\[
\int_{\varepsilon}^{R} r^{N-1} \left( \frac{\partial}{\partial r} (U - u^0)_+ (r, t) \right)^2 \, dr + \int_{\varepsilon}^{R} r^{N-1} \left( g(U(r, t)) - g(u^0(r, t)) \right) (U - u^0)_+ (r, t) \, dr \\
= \int_{\varepsilon}^{R} r^{N-1} E(r, t) \, dr + R^{N-1} \left[ \frac{\partial}{\partial r} (U - u^0)(R, t) \right] (U - u^0)_+ (R, t) \\
- \varepsilon^{N-1} \left[ \frac{\partial}{\partial r} (U - u^0)(\varepsilon, t) \right] (U - u^0)_+ (\varepsilon, t).
\]

Since \( \frac{\partial}{\partial r} U(0, t) > 0 \), \( \frac{\partial}{\partial r} u^0(0, t) = 0 \) and

\[
\frac{\partial}{\partial r} u^0(r, t) \geq 0, \quad r < R, \quad 0 < t < T,
\]

we deduce that there exists \( \varepsilon > 0 \) small enough for which

\[
\frac{\partial}{\partial r} U(\varepsilon, t) > 0 \quad \text{for any } t \in [0, T].
\]

So that

\[
\liminf_{\varepsilon \to 0} \varepsilon^{N-1} \left[ \frac{\partial}{\partial r} (U - u^0)(\varepsilon, t) \right] (U - u^0)_+ (\varepsilon, t) \geq 0.
\]

Thus, we get

\[
\frac{1}{2} \left( \frac{\partial}{\partial t} (U - u^0)_+ (R, t) \right)^2 + \frac{1}{2} \int_{\varepsilon}^{R} r^{N-1} \left( \frac{\partial}{\partial r} (U - u^0)_+ (r, t) \right)^2 \, dr \\
\leq \lambda \int_{\varepsilon}^{R} \left( f(U(\cdot, t)) - f(u^0(\cdot, t)) \right) (U - u^0)_+ (r, t) \, dr.
\]

for any \( t \in [0, T) \). We choose \( T = \Psi(u_0) \) for which

\[
U(R, 0) = \Psi^{-1}(\nu T) < \Psi^{-1}(T) = u_0.
\]

Being \( f \) locally Lipschitz, by applying the Gronwall Lemma we have

\[
U(R, t) \leq u^0(R, t), \quad 0 < t < T.
\]

Finally, by repeating the integration by parts argument, now using (41), we get

\[
\frac{1}{2} \int_{\varepsilon}^{R} r^{N-1} \left( \frac{\partial}{\partial r} (U - u^0)_+ (\cdot, t) \right)^2 \, dr \leq 0, \quad 0 < t < T
\]

and (40) follows.

**Proof of Theorem 5** With the notation of Proposition 3, Lemma 2 implies

\[
\Psi^{-1}(\nu(T - t + R - r)) \leq u^0(r, t), \quad 0 \leq r < R, \quad 0 < t < T,
\]
with \( T = \Psi(u_0) \). Since \( \Psi(\infty) = 0 \) one deduces
\[
u^0(R,T) = +\infty.
\]
Therefore there exists a first boundary blow up time \( T_\infty \) satisfying \( T_\infty \leq \Psi(u_0) \) and
\[
u^0(R,t) \geq \frac{\Psi^{-1}(\nu(T_\infty - t))}{\Psi^{-1}(T_\infty - t)} > 1, \quad 0 < t < T_\infty.
\]
Finally we argue as in [1, Lemma 4.1]. We write the condition (21) as
\[
\lim_{s \to \infty} \frac{\Psi(\eta s)}{\Psi(s)} > 1 \quad \text{for} \quad 0 < \eta < 1.
\]
(see Remark 11). We may suppose that \( 0 < (\nu - 1) \) so small that
\[
\lim_{s \to \infty} \frac{\Psi(\eta s)}{\Psi(s)} > \nu \quad \text{for any} \quad 0 < \eta < 1.
\]
Thus if \( 0 < \eta < 1 \) the assumption (42) implies
\[
\Psi(\eta s) > \nu \Psi(s) \quad \text{for large} \quad s.
\]
Therefore the monotonicity of \( \Psi \) and the choice \( s = \Psi^{-1}(T_\infty - t) \) leads to
\[
\eta \Psi^{-1}(T_\infty - t) < \Psi^{-1}(\nu(T_\infty - t)) \]
and
\[
\frac{\nu^0(R,t)}{\Psi^{-1}(T_\infty - t)} \geq \frac{\Psi^{-1}(\nu(T_\infty - t))}{\Psi^{-1}(T_\infty - t)} > \eta, \quad 0 < T_\infty - t \ll 1.
\]
Then
\[
\lim_{t \to T_\infty} \frac{\nu^0(R,t)}{\Psi^{-1}(T_\infty - t)} > \eta.
\]
Since \( \eta < 1 \) is arbitrary one concludes the explosive boundary behaviour
\[
\lim_{t \to T_\infty} \frac{\nu^0(R,t)}{\Psi^{-1}(T_\infty - t)} \geq 1
\]
individually on \( \nu > 1 \).
\[\square\]

**Remark 13**: Is is clear that the domination balance
\[
\lambda f(s) \geq \sqrt{2G(s)} \quad \text{for large} \quad s
\]
implies
\[
\Psi(s) = \int_s^{+\infty} \frac{ds}{\sqrt{2G(s)}} \leq \frac{1}{\lambda} \int_s^{+\infty} \frac{d\tau}{f(\tau)} = \frac{1}{\lambda} \Phi(s) \quad \text{for large} \quad s.
\]
Then
\[
\frac{\Psi(u^0(R,t))}{T_\infty - t} \leq \frac{1}{\lambda} \Phi(u^0(R,t)) \leq 1, \quad T_\infty - t \ll 1
\]
and
\[
\lim_{t \to T_\infty} \frac{\Phi(u^0(R,t))}{T_\infty - t} \leq \lambda \quad \Rightarrow \quad \lim_{t \to T_\infty} \frac{\Psi(u^0(R,t))}{T_\infty - t} \leq 1.
\]
From suitable properties on \( \Psi \) and \( \Phi \), as (21), one can deduce
\[
\lim_{t \to T_\infty} \frac{\nu^0(R,t)}{\Phi^{-1}(\lambda(T_\infty - t))} \leq 1 \quad \Rightarrow \quad \lim_{t \to T_\infty} \frac{\nu^0(R,t)}{\Psi^{-1}(T_\infty - t)} \leq 1.
\]
\[\square\]
The precise time growing rate of the trace of the solution $u(R, t)$ depends on the way in which the forcing term dominates over the absorption term. We will argue in the following by using assumption (3).

**Remark 14** As it was pointed out in Remark 13, under (6) the condition (5) implies the superlinear condition (3). So that, under (6) the Remarks 8, 9 and 10 and (see also Remark 11) provide some examples for which (3) holds (see also Remark 2).

![Figure 2. Spatial profile of the subsolution $u$ and time profiles of the solution at $r = R$ for some values of $p$.](image)

We split the analysis in two different subsections.

### 3.2.1 Time estimates for the strongly dominating forcing over absorption case

We assume, in this Subsection, the condition (23). We have

**Theorem 6** Assume the hypothesis of Theorem 5 as well as (23). Then the solution $u^0(r, t)$ of the problem (35) verifies

$$\lim_{\substack{t \to T^\infty \\ t < T^\infty}} \Phi(u^0(R, t)) \frac{\Phi^{-1}(\lambda(T^\infty - t))}{T^\infty - t} \geq \lambda.$$  

More precisely, if we also assume

$$\limsup_{s \to \infty} \Phi(\eta s) < \Phi(s) \quad \text{for any } \eta > 1.$$  

(43)

then we have the inequality

$$\limsup_{\substack{t \to T^\infty \\ t < T^\infty}} \frac{u^0(R, t)}{\Phi^{-1}(\lambda(T^\infty - t))} \leq 1.$$  

**Proof.** We consider the interior equation

$$- \frac{1}{r^{N-1}} \frac{\partial}{\partial r} \left(r^{N-1} \frac{\partial u^0}{\partial r}(r, t)\right) + g(u^0(r, t)) = 0, \quad r < R, \ 0 < t < T^\infty.$$  

Multiplying by \( r^{N-1} \frac{\partial u^0}{\partial r} \) one obtains

\[
- \frac{1}{2} \frac{\partial}{\partial r} \left( r^{N-1} \frac{\partial u^0}{\partial r}(r,t) \right)^2 + r^{2(N-1)} \frac{\partial}{\partial r} G(u^0(r,t)) = 0, \quad r < R, \ 0 < t < T_\infty. \tag{44}
\]

Integrating from 0 to \( r < R \) we find

\[
0 < \left( r^{N-1} \frac{\partial u^0}{\partial r}(r,t) \right)^2 = 2 \int_0^r s^{2(N-1)} \frac{\partial}{\partial r} G(u^0(s,t)) ds \leq 2r^{2(N-1)}G(u^0(r,t)).
\]

Thus

\[
\frac{\partial u^0}{\partial r}(r,t) \leq \sqrt{2G(u^0(r,t))}, \quad r < R, \ 0 < t < T_\infty. \tag{45}
\]

Therefore the boundary condition leads to the ordinary differential inequality

\[
\frac{\partial u^0}{\partial t}(R,t) + \sqrt{2G(u^0(R,t))} \geq \lambda f(u^0(R,t)), \quad 0 < t < T_\infty. \tag{46}
\]

So that, applying assumption \((23)\) we deduce that for \( 0 < \varepsilon < 1 \)

\[
f(u^0(R,t)) \geq \varepsilon \sqrt{2G(u^0(R,t))} \quad \text{for large values of } u^0(R,t).
\]

and then

\[
\frac{\partial u^0}{\partial t}(R,t) \geq \lambda(1-\varepsilon)f(u^0(R,t)) \quad \text{for large values of } u^0(R,t),
\]

\(i.e.\)

\[
\frac{\partial u^0(R,t)}{f(u^0(R,t))} \geq \lambda(1-\varepsilon), \quad \text{for large values of } u^0(R,t).
\]

Integrating from \( t \) to \( T_\infty \) we get

\[
\Phi(u^0(R,t)) = \int_{u^0(R,t)}^{\infty} \frac{ds}{f(s)} \geq \lambda(1-\varepsilon)(T_\infty - t), \quad 0 < T_\infty - t \ll 1. \tag{47}
\]

Sending \( \varepsilon \searrow 0 \) we obtain

\[
\liminf_{t \nearrow T_\infty} \frac{\Phi(u^0(R,t))}{T_\infty - t} \geq \lambda.
\]

We may make more precise this inequality as follows. From \((47)\) we have

\[
u^0(R,t) \leq \Phi^{-1}(\lambda(1-\varepsilon)(T_\infty - t)), \quad 0 < T_\infty - t \ll 1, \tag{48}
\]

where the upper bound of the approach \( T_\infty - t \) depends on \( \varepsilon \) and it does not make to send \( \varepsilon \) to 0.

Finally, given \( \eta > 1 \) assumption \((43)\) implies

\[
\Phi(\eta s) < (1-\varepsilon)\Phi(s) \quad \text{for large } s.
\]

Hence the monotonicity of \( \Phi \) and the choice \( s = \Phi^{-1}(\lambda(T_\infty - t)) \) leads to

\[
\Phi^{-1}((1-\varepsilon)\lambda(T_\infty - t)) < \eta \Phi^{-1}(\lambda(T_\infty - t)),
\]

whence

\[
\frac{u^0(R,t)}{\Phi^{-1}(\lambda(T_\infty - t))} \leq \frac{\Phi^{-1}((1-\varepsilon)\lambda(T_\infty - t))}{\Phi^{-1}(\lambda(T_\infty - t))} < \eta, \quad 0 < T_\infty - t \ll 1,
\]

and

\[
\limsup_{t \nearrow T_\infty(k)} \frac{u^0(R,t)}{\Phi^{-1}(\lambda(T_\infty - t))} \leq \eta
\]

since \( \eta > 1 \) is arbitrary the result holds. \( \square \)
Remark 15 If we consider the power-like choices $g_m(s) = s^m$ and $f_p(s) = s^p$ the assumptions of Theorem 6 hold whenever $p > \frac{m + 1}{2} > 1$. Then, since (43) holds, one has

$$\limsup_{t \nearrow T_\infty} u^0(R, t)(T_\infty - t)^{-\frac{1}{p-1}} \leq \left( \frac{1}{\lambda(p-1)} \right)^{\frac{1}{p-1}}$$

We note that $u^0(\cdot,t)$ is integrable near $T_\infty$ if $p > 2$. Once again, as in Remark 5, this explains the non-uniqueness of the searched control.

□

Remark 16 Under the technical assumption (21) we deduce, as in [1, Theorem 1.1],

$$\lim_{|x| \nearrow \infty} u^0(|x|, T_\infty) = 1.$$

(49)

□

Remark 17 Theorem 6 also holds when we replace the assumptions (3) and (43) by (12). Indeed, from (48) we obtain

$$\frac{u^0(R, t)}{\Phi^{-1}(\lambda(T_\infty - t))} \leq \frac{\Phi^{-1}((1 - \varepsilon)\lambda(T_\infty - t))}{\Phi^{-1}(\lambda(T_\infty - t))} \leq (1 - \varepsilon)^{-\frac{1}{p-1}}, \quad 0 < T_\infty - t \ll 1,$$

by taking \(\zeta = (1 - \varepsilon)\lambda(T_\infty - t)\) and \(\nu = (1 - \varepsilon)^{-\frac{1}{p-1}} > 1\) in [13] (see Remark 3). Then

$$\limsup_{t \nearrow T_\infty} \frac{u^0(R, t)}{\Phi^{-1}(\lambda(T_\infty - t))} \leq (1 - \varepsilon)^{-\frac{1}{p-1}}, \quad 0 < T_\infty - t \ll 1,$$

and the result follows by letting \(\varepsilon \searrow 0\).

□

3.2.2 Time estimates for the weakly dominating forcing over absorption case

Theorem 7 Assume the hypothesis of Theorem 5 as well as (24). Then the solution of the problem (35) behaves on the boundary as

$$\liminf_{t \nearrow T_\infty} \frac{\Phi(u^0(R, t))}{T_\infty - t} \geq \frac{\lambda L - 1}{L}.$$ 

More precisely, under (43) the inequality

$$\limsup_{t \nearrow T_\infty} \frac{u^0(R, t)}{\Phi^{-1}\left(\frac{\lambda L - 1}{L}(T_\infty - t)\right)} \leq 1,$$

holds.

Proof. Arguing as in the proof of Theorem 6 we obtain the ordinary differential inequality

$$\frac{\partial u^0}{\partial t}(R, t) + \sqrt{2G(u^0(R, t))} \geq \lambda f(u^0(R, t)), \quad 0 < t < T_\infty$$

(see (46)). So that, for $0 < \varepsilon < L$ assumption (24), used in (46), leads to

$$\frac{\partial u^0}{\partial t}(R, t) + \frac{1}{L - \varepsilon} f(u^0(R, t)) \geq \lambda f(u^0(R, t)) \quad \text{for large values of } u^0(R, t),$$

or equivalently

$$\frac{\partial u^0}{\partial t}(R, t) \geq \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon} f(u^0(R, t)) \quad \text{for large values of } u^0(R, t).$$
Then
\[ \frac{\partial u^0}{\partial t}(R, t) \geq \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon} \text{ for large values of } u^0(R, t), \]
and
\[ \Phi(u^0(R, t)) = \int_{u^0(R, t)}^{\infty} ds f(s) \geq \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon}(T_\infty - t), \quad 0 < T_\infty - t \ll 1, \tag{50} \]
by an integration from \( t \) to \( T_\infty \). Sending \( \varepsilon \downarrow 0 \) in \( (50) \) we obtain
\[ \liminf_{t \to T_\infty} \frac{\Phi(u^0(R, t))}{T_\infty(R) - t} \geq \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon} \]
and
\[ \liminf_{t \to T_\infty} \Phi(u^0(R, t)) \geq \frac{\lambda L - 1}{L}. \]
On the other hand, \( (50) \) implies
\[ u^0(R, t) \leq \Phi^{-1} \left( \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon}(T_\infty - t) \right), \quad 0 < T_\infty - t \ll 1, \tag{51} \]
where upper bound of the approach \( T_\infty - t \) depends on \( \varepsilon \) and it not has sense to send \( \varepsilon \) to 0. Again we argue as in \( [1] \) Lemma 4.1. Given \( \eta > 1 \) assumption \( (43) \) implies
\[ \Phi(\varepsilon s) < \frac{\lambda(L - \varepsilon)}{(L - \varepsilon)(\lambda L - 1)} \Phi(s) \text{ for large } s. \]
Therefore the monotonicity of \( \Phi \) and the choice \( s = \Phi^{-1} \left( \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon}(T_\infty - t) \right) \) leads to
\[ \Phi^{-1} \left( \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon}(T_\infty - t) \right) < \eta \Phi^{-1} \left( \frac{\lambda L - 1}{L}(T_\infty - t) \right) \]
whence
\[ \frac{u^0(R, t)}{\Phi^{-1} \left( \frac{\lambda L - 1}{L} \right)} \leq \frac{\Phi^{-1} \left( \frac{\lambda L - (\varepsilon + 1)}{L - \varepsilon}(T_\infty - t) \right)}{\Phi^{-1} \left( \frac{\lambda L - 1}{L} \right)} < \eta, \quad 0 < T_\infty - t \ll 1, \]
and
\[ \limsup_{t \to T_\infty} \frac{u^0(R, t)}{\Phi^{-1} \left( \frac{\lambda L - 1}{L}(T_\infty - t) \right)} \leq \eta. \]
Since \( \eta > 1 \) is arbitrary one concludes the result. \( \square \)

**Remark 18** Once more, by \( [1] \) Theorem 1.1 one deduces
\[ \lim_{|x| \to R} \frac{u^0(|x|, T_\infty)}{\Psi^{-1}(R - |x|)} = 1, \]
provided \( [21] \). \( \square \)

**Remark 19** For power-like choice \( g_m = s^m \), with \( m > 1 \), the assumption \( (24) \) becomes
\[ \lim_{s \to \infty} f(s)s^{-\frac{m+1}{m+1}} = L \sqrt{\frac{2}{m+1}}, \quad L > 0. \]
Controlled explosions

In particular, for $f_p(s) = s^p$, $p > 1$, one has

$$\Phi_p(s) = \frac{1}{(p-1)s^{p-1}}, \quad s > 0.$$  

Then, one obtains

$$\limsup_{t \uparrow T_\infty} u^0(R, t) (T_\infty - t)^{-\frac{1}{p-1}} \leq \left( \frac{L}{(\lambda L - 1)(p-1)} \right)^{\frac{1}{p-1}},$$

provided $p = \frac{m+1}{2}$ (see Theorem 9). We note that $u^0(\cdot, t)$ is integrable near $T_\infty$ if $p > 2$.

Remark 20 We may proceed as in Remark 17 in order to prove that Theorem 7 also holds when we replace the assumptions (3) and (43) by (12). Indeed, from (51) we obtain

$$\frac{u^0(R, t)}{\Phi^{-1}\left( \frac{\lambda(L - \varepsilon) - 1}{L} (T_\infty - t) \right)} \leq \left( \frac{\lambda L - 1}{L} \right)^{\frac{1}{p-1}},$$

for $0 < T_\infty - t < 1$, by taking $\zeta = \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon}(T_\infty - t)$ and $\nu = \left( \frac{\lambda L - 1}{L} \right)^{\frac{1}{p-1}}$ in (13) (see Remark 3). Since the function

$$\varepsilon \mapsto \frac{\lambda(L - \varepsilon) - 1}{L - \varepsilon}$$

is decreasing, we have $\nu > 1$. Then

$$\limsup_{t \uparrow T_\infty} \frac{u^0(R, t)}{\Phi^{-1}\left( \frac{\lambda(L - \varepsilon) - 1}{L} (T_\infty - t) \right)} \leq \left( \frac{\lambda L - 1}{L} \right)^{\frac{1}{p-1}},$$

and the result follows by letting $\varepsilon \searrow 0$.

The study of the behaviour at the finite blow up time is completed now as it is collected in the following result.

**Theorem 8 (Behaviour at the finite blow up time)** Suppose

$$\liminf_{\tau \to \infty} \frac{f(\tau)}{\sqrt{2G(\tau)}} = \ell > 1 \quad (52)$$

and the assumptions of Theorem 5. Then the boundary behaviour of the solution, $u^0(r, t)$ of (35), verifies

$$\liminf_{t \uparrow T_\infty} \frac{u^0(R, t)}{\Phi^{-1}\left( \frac{\lambda L - 1}{L} (T_\infty - t) \right)} \geq 1.$$

If (24) also holds one has

$$\limsup_{t \uparrow T_\infty} \frac{u^0(R, t)}{\Phi^{-1}\left( \frac{\lambda L - 1}{L} (T_\infty - t) \right)} \leq 1 \leq \liminf_{t \uparrow T_\infty} \frac{u^0(R, t)}{\Phi^{-1}\left( \frac{\lambda L - 1}{L} (T_\infty - t) \right)}. \quad (53)$$

In particular, the property

$$\lim_{\tau \to \infty} \frac{f(\tau)}{\sqrt{2G(\tau)}} = \ell > 1 \quad (54)$$
implies
\[
\lim_{t \to T_\infty} \frac{u^0(R,t)}{\Phi^{-1}\left(\frac{M - 1}{t} (T_\infty - t)\right)} = 1.
\]

**Proof.** First of all we note that from Theorem 7 one satisfies
\[
\lim_{t \to T_\infty} \sup \frac{u^0(R,t)}{\Phi^{-1}\left(\frac{A L - 1}{L} (T_\infty - t)\right)} \leq 1.
\]

Once more, we recall that under (52) the assumption (5) implies (3). In order to complete (53) we use the inequality
\[
\frac{\partial u^0}{\partial r}(r,t) \leq \sqrt{2 G(u^0(r,t))}, \quad r < R, \quad 0 < t < T_\infty
\]
(see (45)) on the interior equation
\[
\frac{\partial^2 u^0}{\partial r^2}(r,t) + \frac{N-1}{r} \frac{\partial u^0}{\partial r}(r,t) = g(u^0(r,t)), \quad r < R, \quad 0 < t < T_\infty.
\]

Then
\[
\frac{\partial^2 u^0}{\partial r^2}(r,t) + \frac{N-1}{r} \sqrt{2 G(u^0(r,t))} \geq g(u^0(r,t)), \quad 0 < r < R, \quad 0 < t < T_\infty.
\]

On the other hand, by using (29) of Lemma 1 we deduce for each \(\varepsilon > 0\)
\[
\frac{\partial^2}{\partial r^2} u^0(r,t) + \varepsilon \frac{N-1}{r} g(u^0(r,t)) \geq g(u^0(r,t))
\]
whenever
\[
0 < (T_\infty - t) + (R - r) \leq \delta \ll 1.
\]

In particular, as \(\delta < \frac{R}{2}\) we have \(r > \frac{R}{2}\) and
\[
\frac{\partial^2}{\partial r^2} u^0(r,t) \geq \left(1 - 2\varepsilon \frac{N-1}{R}\right) g(u^0(r,t)).
\]

Multiplying by \(\frac{\partial}{\partial r} u^0(r,t) > 0\) in these region we deduce
\[
\frac{1}{2} \frac{\partial}{\partial r} \left( \frac{\partial}{\partial r} u^0(r,t) \right)^2 \geq \left(1 - 2\varepsilon \frac{N-1}{R}\right) \frac{\partial}{\partial r} G(u^0(r,t)).
\]

Next, an integration from \(R - \delta\) to \(R\) leads to
\[
\frac{\partial}{\partial r} u^0(R,t) \geq \sqrt{2 \left(1 - 2\varepsilon \frac{N-1}{R}\right) (G(u^0(R,t)) - G(u^0(R - \delta,t)))}.
\]

Since \(T_\infty\) is the first time in which \(u(R,\cdot)\) becomes infinity, we may suppose \(t\) so close to \(T_\infty\) as
\[
G(u^0(R,t)) \geq \frac{1}{\varepsilon} G(U^B_{\infty}(R - \delta)) + \frac{1}{\varepsilon} G(u^0(R - \delta,t)),
\]

Hence
\[
G(u^0(R,t)) \geq \frac{1}{\varepsilon} G(U^B_{\infty}(R - \delta)) > \frac{1}{\varepsilon} G(u^0(R - \delta,t)),
\]
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provided $t$ near $T_\infty$ and $\delta$ small (here by $U^B_{\infty}$ we are denoting the relative radial symmetric large solution of (32)). It implies

$$\frac{\partial}{\partial t} u^0(R, t) \geq \sqrt{2 \left( 1 - 2\varepsilon \frac{N-1}{R} \right) \left( 1 - \varepsilon \right) G(u^0(R, t))}, \quad 0 < T_\infty - t \ll 1,$$

consequently from the boundary condition we get to the ordinary differential inequality

$$\frac{\partial u^0}{\partial t}(R, t) + \sqrt{2 \left( 1 - 2\varepsilon \frac{N-1}{R} \right) \left( 1 - \varepsilon \right) G(u^0(R, t))} \leq \lambda f(u^0(R, t)).$$

Since assumption (52) implies

$$\ell - \varepsilon \leq f(u^0(R, t)) \leq \ell + \varepsilon \quad \text{for large values of } u^0(R, t),$$

we deduce

$$\frac{\partial u^0}{\partial t}(R, t) \leq \left( \frac{\lambda(\ell + \varepsilon) - \sqrt{1 - 2\varepsilon \frac{N-1}{R} (1 - \varepsilon)}}{\ell + \varepsilon} \right) f(u^0(R, t)) \quad \text{for large values of } u^0(R, t)$$

and

$$\frac{\partial u^0}{\partial t}(R, t) \leq \frac{\lambda(\ell + E(\varepsilon))}{\ell + \varepsilon} \quad \text{for large values of } u^0(R, t)$$

where the function $E(\varepsilon) \equiv \lambda \varepsilon - \sqrt{1 - 2\varepsilon \frac{N-1}{R} (1 - \varepsilon)}$ satisfies $\lim_{\varepsilon \to 0} E(\varepsilon) = -1$. So that, an integration from $t$ to $T_\infty$ leads to

$$\Phi(u^0(R, t)) = \int_{u^0(R, t)}^{\infty} \frac{ds}{f(s)} \leq \frac{\lambda(\ell + E(\varepsilon))}{\ell + \varepsilon} (T_\infty - t)$$

whence

$$\lim_{t \to T_\infty} \frac{\Phi(u^0(R, t))}{T_\infty - t} \leq \frac{\lambda(\ell + E(\varepsilon))}{\ell + \varepsilon}$$

and

$$\lim_{t \to T_\infty} \frac{\Phi(u^0(R, t))}{T_\infty - t} \leq \frac{\lambda - 1}{\ell}$$

by letting $\varepsilon \to 0$. Once more, we note that in the inequality

$$u^0(R, t) \geq \Phi^{-1} \left( \frac{\lambda(\ell + E(\varepsilon))}{\ell + \varepsilon} (T_\infty - t) \right), \quad 0 < T_\infty - t \ll 1$$

the upper bound of the approach $T_\infty - t$ depends on $\varepsilon$ and it does not make sense to send $\varepsilon$ to 0. However we may argue by using the assumption (43). Indeed, reasoning as in Remark 11 we may write (43) as

$$\liminf_{s \to \infty} \frac{\Phi(\eta s)}{\Phi(s)} > 1 \quad \text{for any } 0 < \eta < 1.$$  

Since $\frac{\ell(\lambda \ell + E(\varepsilon))}{(\ell + \varepsilon)(\lambda \ell - 1)} > 1$, for $\varepsilon$ small, given $0 < \eta < 1$, (56) implies

$$\frac{\ell(\lambda \ell + E(\varepsilon))}{(\ell + \varepsilon)(\lambda \ell - 1)} \Phi(s) < \Phi(\eta s) \quad \text{for large } s.$$
Consequently the monotonicity of $\Phi$ and the choice $s = \Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right)$ leads to

$$\eta \Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right) < \Phi^{-1}\left(\frac{\lambda\ell + E(\varepsilon)}{\ell + \varepsilon} (T_\infty - t)\right),$$

whence

$$\frac{u_0(R, t)}{\Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right)} \geq \frac{\Phi^{-1}\left(\frac{\lambda\ell + E(\varepsilon)}{\ell + \varepsilon} (T_\infty - t)\right)}{\Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right)} > \eta,$$

for $T_\infty - t$ small, and we have

$$\liminf_{t \uparrow T_\infty} \frac{u_0(R, t)}{\Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right)} \geq \eta,$$

since $\eta < 1$ is arbitrary one concludes the result.

**Remark 21** For power-like choice $g_m = s^m$, with $m > 1$, the assumption (54) becomes

$$\lim_{s \to \infty} f(s) s^{-\frac{m+1}{2}} = \ell \sqrt{\frac{2}{m+1}}, \quad \ell > 1.$$

In particular, for $f_p(s) = s^p$, $p > 1$ one has

$$\Phi_p(s) = \frac{1}{(p-1)s^{p-1}}, \quad s > 0.$$

Then, one obtains

$$\lim_{t \uparrow T_\infty} u_0(R, t)(T_\infty - t)^{-\frac{1}{p-1}} = \left(\frac{\ell}{(\lambda\ell - 1)(p-1)}\right)^{\frac{1}{p-1}},$$

provided $p = \frac{m+1}{2}$. We note that $u_0(\cdot, t)$ is integrable near $T_\infty$ if $p > 2$.

**Remark 22** As in Remark 11 one may extend the arguments to a kind of borderline case given by

$$\limsup_{s \to \infty} \frac{\Phi(\eta_0 s)}{\Phi(s)} = 1 \quad \text{for some } \eta_0 > 1,$$

but by simplicity we will do not consider that in this paper.

**Remark 23** Once more, we may prove Theorem 8 when we replace the assumptions (9) and (43) by (12). Indeed, from (55) we obtain

$$\frac{u_0(R, t)}{\Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right)} \geq \frac{\Phi^{-1}\left(\frac{\lambda\ell + E(\varepsilon)}{\ell + \varepsilon} (T_\infty - t)\right)}{\Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right)} \geq \left(\frac{\lambda\ell - 1}{\ell} \frac{\ell + \varepsilon}{\lambda\ell + E(\varepsilon)}\right)^{\frac{1}{p-1}},$$

for $T_\infty - t$ small, by taking $\zeta = \frac{\lambda\ell + E(\varepsilon)}{\ell + \varepsilon} (T_\infty - t)$ and $\nu = \left(\frac{\lambda\ell - 1}{\ell} \frac{\ell + \varepsilon}{\lambda\ell + E(\varepsilon)}\right)^{\frac{1}{p-1}}$ in (14) (see Remark 3). We note that $\nu < 1$ as it was pointed out in the above proof of Theorem 8. Then

$$\liminf_{t \uparrow T_\infty} \frac{u_0(R, t)}{\Phi^{-1}\left(\frac{\lambda\ell - 1}{\ell} (T_\infty - t)\right)} \geq \left(\frac{\lambda\ell - 1}{\ell} \frac{\ell + \varepsilon}{\lambda\ell + E(\varepsilon)}\right)^{\frac{1}{p-1}},$$

and the result follows by letting $\varepsilon \downarrow 0$.

We emphasize that this reasoning, as well as the ones of Remarks 17 and 20, includes the borderline case announced in Remark 22.
We consider now the limiting (weak domination) case \( p = (m+1)/2 \), appearing in the power-like problem governed by the choices \( g_m(r) = r^m \), \( m > 0 \), and \( f_p(r) = r^p \), \( p > 0 \), of the domination assumption. To better illustrate the behaviour near the finite blow up time \( T_\infty \), we consider the case of the self-similar solution corresponding to the spatial domain given by the hyperplane \( \mathbb{R}^{N-1} \times \mathbb{R}_+ \). This special case provides some intrinsic information in this limit case. We have

**Theorem 9** Assume \( 2p = m + 1 \). Then, the system

\[
\begin{align*}
-\Delta u + u^m &= 0 \quad \text{in} \ (\mathbb{R}^{N-1} \times \mathbb{R}_+) \times (0, \infty), \\
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial n} &= u^p \quad \text{on} \ (\mathbb{R}^{N-1} \times \{0\}) \times (0, \infty),
\end{align*}
\]

is invariant by the change of variables \( v(x,t) = \mu^q u(\mu x, \mu t) \), \( \mu > 0 \). In this case, any self-similar solution must be of the form

\[
u(x,t) = \frac{1}{t^{\frac{1}{p-1}}} H \left( \frac{x}{t} \right), \quad x \in \mathbb{R}^{N-1} \times \mathbb{R}_+, \ 0 < t,
\]

for some \( p \neq 1 \) and some function \( H : \mathbb{R}^{N-1} \times \mathbb{R}_+ \to \mathbb{R} \), called as the similarity profile of the self-similar solution, satisfying the boundary value problem

\[
\begin{align*}
-\Delta H(\eta) + (H(\eta))' &= 0, \quad \eta \in \mathbb{R}^{N-1} \times \mathbb{R}_+, \\
\sum_{i=1}^{N-1} \eta_i D_i H(\eta) - D_N H(\eta) &= \frac{1}{p-1} H(\eta) + (H(\eta))^p, \quad \eta \in \mathbb{R}^{N-1} \times \{0\}.
\end{align*}
\]

In particular, the function with a regional blowing-up set

\[
H(\eta) = \left( \frac{2(m+1)}{(m-1)^2} \right)^{-\frac{1}{m-1}} \left[ \eta_N - \frac{1}{2} (2(m+1) - 2) \right]_{0+}^{\frac{2}{m-1}}, \quad \eta \in \mathbb{R}^{N-1} \times \mathbb{R}_+
\]

is the similarity profile of the self-similar solution

\[
u(x,t) = \left( \frac{2(m+1)}{(m-1)^2} \right)^{-\frac{1}{m-1}} \left[ x_N - t \frac{2(m+1) - 2}{2} \right]_{0+}^{\frac{2}{m-1}},
\]

for \( x = (x', x_N) \in \mathbb{R}^{N-1} \times \mathbb{R}_+ \), \( 0 < t \), where expression (60) is uniform on \( x' \in \mathbb{R}^{N-1} \).

**Proof.** The function \( v(x,t) = \mu^q u(\mu x, \mu t) \), \( \mu > 0 \), verifies

\[
\begin{align*}
-\Delta v + g(v) &= \mu^{2-q(m-1)} v^m, \\
\frac{\partial v}{\partial t} - \frac{\partial v}{\partial x_N} &= \mu^{1-q(p-1)} v^p.
\end{align*}
\]

So that, the invariance of the equations follows if

\[
2 - q(m-1) = 0 \quad \text{and} \quad 1 - q(p-1) = 0,
\]

whence \( 2p = m + 1 \). The self-similarity equality is

\[
u(x,t) = \mu^{\frac{2}{p-1}} u(\mu x, \mu t).
\]

Then, if we take \( \mu = 1 \), after a derivation with respect to \( \mu \), one concludes

\[
\langle x, \nabla u(x,t) \rangle + tu_t(x,t) + \frac{1}{p-1} u(x,t) = 0.
\]
Then, by means of the classical characteristics method, we obtain that any self-similar solutions is represented by
\[ u(xe^s, te^s) = u(x, t)e^{-\frac{s}{\sqrt{r(t)}}}, \quad s > 0, \]
whence
\[ u(x, t) = \frac{1}{t^{\frac{1}{2(m-1)}}}H \left( \frac{x}{t} \right), \quad (x, t) \in (\mathbb{R}^{N-1} \times \mathbb{R}_+) \times (0, \infty) \]
for a profile function \( H : \mathbb{R}^{N-1} \times \mathbb{R}_+ \to \mathbb{R} \) verifying
\[
\begin{cases}
-\Delta H(\eta) + (H(\eta))^m = 0, & \eta \in \mathbb{R}^{N-1} \times \mathbb{R}_+, \\
\sum_{i=1}^{N-1} \eta_i D_i H(\eta) - D_N H(\eta) = \frac{1}{p-1} H(\eta) + (H(\eta))^p, & \eta \in \mathbb{R}^{N-1} \times \{0\}.
\end{cases}
\]
Let us prove that we can take, as a possible solution, the profile function given by
\[ H(\eta) = k(\eta_N - C) \alpha, \quad \eta \in \mathbb{R}^{N-1} \times \mathbb{R}_+ \]
for some suitable positive constants \( k, \alpha \) and \( C \). Indeed, clearly
\[ -\Delta H(\eta) + (H(\eta))^m = 0 \iff H(\eta) = k_m(\eta_N - C)^{-\frac{2}{m-1}}, \quad \eta_N > 0 \]
and \( k_m = \left( \frac{2(m+1)}{(m-1)^2} \right)^{\frac{1}{m-1}} \). Moreover, the boundary condition becomes
\[ k_m^p (-C)^{-\frac{2}{m-1}} + \frac{k_m}{p-1} (-C)^{-\frac{2}{m-1}} - \frac{2k_m}{m-1} (-C)^{-\frac{2}{m-1}} = 0, \]
and thus we must require
\[ k_m^p (-C)^{-\frac{2}{m-1}} + \frac{k_m}{p-1} (-C)^{-\frac{2}{m-1}} - \frac{2k_m}{m-1} (-C)^{-\frac{2}{m-1}} = 0. \]
Since \( 2p = m + 1 \) we know that \( \frac{2(p-1)}{m-1} = \frac{m+1-2}{m-1} = 1 \) and we have
\[ \left( k_m^{p-1} - \frac{2}{m-1} \right) (-C)^{-1} = -\frac{1}{p-1}, \]
whence
\[ C = (p-1) \left( k_m^{p-1} - \frac{2}{m-1} \right) = \frac{1}{2} \left( \sqrt{2(m+1)} - 2 \right). \]

**Remark 24 (Blow up finite time property)** Since \( 2p = m + 1, \ p \neq 1 \), the self-similar solution defined by (60) can be represented as
\[ u(x, t) = \left( \frac{\sqrt{p}}{(p-1)(\sqrt{p}-1)} \right)^{\frac{1}{p-1}} \left[ \frac{x_N}{\sqrt{p-1}} - t \right]^{-\frac{1}{p-1}}, \quad (x, t) \in \mathbb{R}^{N-1} \times \mathbb{R}_+, \ t > 0. \]
for \( x = (x', x_N) \in \mathbb{R}^{N-1} \times \mathbb{R}_+ \), \( t > 0 \). Then for each \( x_N > 0 \) the solution at this point blows up at the finite time
\[ T_\infty(x_N) = \frac{x_N}{\sqrt{p-1}}, \quad (x, t) \in \mathbb{R}^{N-1} \times \mathbb{R}_+, \ t > 0. \]

i.e.,
\[
\begin{cases}
0 < u(x, t) < +\infty & \text{if } t < T_\infty(x_N), \\
u(x, t) = +\infty & \text{if } t \geq T_\infty(x_N).
\end{cases}
\]

Notice that, again (61) is uniform on \( x' \in \mathbb{R}^{N-1} \). \( \square \)
Remark 25 (Large solution at the blow up time) Consider now the spatial domain $\mathbb{R}^N - 1 \times (R, +\infty)$, $R > 0$. From (60) we obtain the representation

$$u(x, T_\infty(R)) = \left(\frac{2(m + 1)}{(m - 1)^2}\right)^{\frac{1}{2m}} [x_N - R]_+^{-\frac{1}{m-1}},$$

for $x = (x', x_N) \in \mathbb{R}^{N-1} \times (R, +\infty)$, where

$$T_\infty(R) = \frac{R}{\sqrt{p} - 1} = \frac{2R}{\sqrt{2(m + 1)} - 2}.$$

Thus

$$0 < u(x, T_\infty(R)) < +\infty \quad \text{if } x_N > R,$$

$$u(x, t) = +\infty \quad \text{if } x_N = R.$$

Once more, (63) is uniform on $x' \in \mathbb{R}^{N-1}$. Notice that we have that

$$\frac{\partial u}{\partial t}(R, t) + \frac{\partial u}{\partial n}(R, t) - u^p(R, t) = \gamma(t), \quad 0 < t < T_\infty(R),$$

where

$$\gamma(t) = \left(\frac{\sqrt{p}}{(p - 1)(\sqrt{p} - 1)}\right)^{\frac{1}{p-1}} \frac{\sqrt{p} - (p + 1)}{(p - 1)(\sqrt{p} - 1)} [T_\infty(R) - t]_+^{-\frac{p}{p-1}}.$$

Remark 26 Notice that the above boundary condition can be equivalently formulated as an "oblique boundary" condition with a nonlinear forcing term which, as far as we know, was not previously treated in the literature. Some techniques and references on nonlinear oblique problems can be found in [22].
3.3 Proof of the controlled explosions for problem $P(\alpha)$

Now we return to the treatment of the problem $P(\alpha)$.

**Lemma 3** Let $u^0(r,t)$ be the unique solution of problems $P(0)$ with blow-up time on the boundary $T_\infty$ and let a given $\varepsilon > 0$. Let $V^\alpha(t)$ be the solution of problem $P_{F(\cdot,\alpha)}$, given in Theorem 1, corresponding to the control $\alpha(t)$ associated to the time $T_\infty$ and initial datum $V^\alpha(0) \geq u_0$. Then we have the comparison

$$0 \leq u^\alpha(t,x) \leq V^\alpha(t) \text{ for any } t \in [0,T_\infty) \text{ and any } x \in B_R.$$

**Proof.** We know that $V^\alpha(t) \geq 0$ for almost every $t > 0$. Then the function $w^\alpha(t,x) = V^\alpha(t)$ satisfies that

$$\begin{cases}
-\Delta w^\alpha + G(w^\alpha,\alpha) \geq 0 & \text{for } (x,t) \in B_R \times (0,T_\infty), \\
\frac{\partial w^\alpha}{\partial t} + \frac{\partial w^\alpha}{\partial n} = \lambda f_{M^-}(u) + \alpha(t) & \text{for } (x,t) \in \partial B_R \times (0,T_\infty), \\
w^\alpha(R,0) \geq u_0, & \text{for } |x| = R,
\end{cases}$$

with $M_\varepsilon > 0$. We recall that, usually, the comparison principle is stated under the assumption that $\alpha \in L^1(0,T)$ for any $T \in (0,T_\infty)$ and that in our case we only have $\alpha \in W^{-1,q'}(0,T)$ for some $q > 1$. Nevertheless, the comparison principle still holds since there exists $A \in L^q(0,T)$, which, as in the proof of Theorem 1, we can also assume also in $C([T_\infty - \varepsilon,T_\infty))$, for some $\delta > 0$, such that

$$\alpha(t) = \frac{d}{dt} A(t).$$

Thus, to justify the comparison principle we can argue in a similar manner to the case of some stochastic parabolic equations with an additive noise (see, e.g., [21]). We make a change of variables which is

$$U^\alpha(t,x) = u^\alpha(t,x) - A(t).$$

Then

$$\begin{cases}
-\Delta U^\alpha + G(U^\alpha + A(t),\alpha) = 0 & \text{for } (x,t) \in B_R \times (0,T_\infty), \\
\frac{\partial U^\alpha}{\partial t} + \frac{\partial U^\alpha}{\partial n} = \lambda f_{M^-}(U_\alpha + A(t)) & \text{for } (x,t) \in \partial B_R \times (0,T_\infty), \\
U_\alpha(R,0) = u_0, & \text{for } x \in \partial B_R.
\end{cases}$$

Analogously, if we define

$$W^\alpha(t) = V^\alpha(t) - A(t)$$

we get that

$$\begin{cases}
-\Delta W^\alpha + G(W^\alpha + A(t),\alpha) \geq 0 & \text{for } (x,t) \in B_R \times (0,T_\infty), \\
\frac{\partial W^\alpha}{\partial t} + \frac{\partial W^\alpha}{\partial n} = \lambda f_{M^-}(W_\alpha + A(t)) & \text{for } (x,t) \in \partial B_R \times (0,T_\infty), \\
W^\alpha(R,0) \geq u_0, & \text{for } x \in \partial B_R.
\end{cases}$$

Now the comparison principle can be applied (even if the right hand side is a time depending nonlinear term: see, e.g., [21]) and we get that $U^\alpha(x,t) \leq W^\alpha(x,t)$, which implies the desired comparison.

**End of the proof of Theorem 3.** For $t \in (0,T_\infty)$ the dynamic boundary condition can be equivalently expressed as

$$\frac{\partial u}{\partial \nu}(R,t) = \lambda f_{M^-}(u(R,t)) - c(t) + \alpha(t)$$

where

$$c(t) = \frac{\partial u}{\partial \nu}(R,t).$$
Now, we take $\alpha(t)$ as in the proof of Theorem 1. In fact, if $t \in (T_\infty - \varepsilon, T_\infty)$, since $G(u, \alpha)$ is truncated, we deduce from the identity \(44\) and the above comparison Lemma that

$$0 \leq c(t) \leq K(R) \sqrt{\alpha(t)}$$

for some $K(R) > 0$. Then, from the form of the control $\alpha(t)$ we arrive to the non-homogeneous neutral equation

$$\begin{cases}
  \frac{d}{dt} [y(t) - B(t)(y(t) - \tau)] = \lambda f_M(y(t)) - B(t) \frac{d}{dt} [y(t) - \tau] - c(t) \\
y(\theta) = u^0(\theta), \quad 0 \leq \theta \leq T_\infty - \varepsilon,
\end{cases}$$

where now $y(t) = u^0(R, t)$. Then we can apply the generalized Alekseev nonlinear variation of constants formula and get that its unique solution $z(t)$ admits the integral representation

$$z(t) = y^0(t) + B(t)u^0(R, t - \tau) - \int_0^t \left( B(s) \frac{d}{ds} \Phi(t, s, z(s))u^0(R, s - \tau) - c(s) \right) ds,$$

where, again, $y^0(t) = \phi(t, 0, u_0)$. Then, since the singularity of $c(t)$ is weaker than the one of $V^\alpha(t)$ (which, for this control $\alpha(t)$, is of the form $\frac{d}{|T_\infty - t|}$ with $\gamma \in (0, 1)$) we conclude that $z \in L^1(0, T_\infty)$). In consequence, since $0 \leq u^0(r, t) \leq u^0(R, t)$ we have that $u \in L^1(0, T_\infty : L^\infty(B_R))$ and the extension is integrable in the whole domain. The extension to the rest of the interval $(T_\infty, +\infty)$ is similar and follows as steps 2 and 3 of the proof of Theorem 1.

**Remark 27** The controlled explosions can be also shown for other different partial differential problems leading to a global blow up time *(i.e. with the region of blow up given by the entire spatial domain)*. That was presented in [16] for the case of the usual semilinear heat equation with Neumann boundary conditions

$$\begin{cases}
  \frac{\partial u}{\partial t} - \Delta u = F(u, \alpha) & \text{for } (x, t) \in \Omega \times (0, +\infty), \\
  \frac{\partial u}{\partial n} = 0 & \text{for } (x, t) \in \partial\Omega \times (0, +\infty), \\
  u(0, x) = u_0(x) & \text{for } x \in \Omega,
\end{cases}$$

where $\Omega$ is a regular open bounded set of $\mathbb{R}^N$, $N \geq 1$ and $F(u, \alpha)$ is associated to a linear delayed term (for the case of separable solutions: Section 4.1 of [16]) or nonlinear delayed term (Section 4.2 of [16]). A different problem, with a global blow up time was considered in [17]. The formulation was very similar to problem P(\alpha) but with a linear elliptic equation \((g = 0)\). As a matter of fact, this problem can be understood as an special case of the fractional semilinear heat equation:

$$\begin{cases}
  \frac{\partial u}{\partial t} + (-\Delta)^s u = F(u, \alpha) & \text{for } (x, t) \in \Omega \times (0, +\infty), \\
  u = 0 & \text{for } t \in (0, +\infty) \text{ and } x \notin \Omega, \\
  u(0, x) = u_0(x) & \text{for } x \in \Omega,
\end{cases}$$

where \((-\Delta)^s u\) represents the fractional Laplacian on $\Omega$, for $s \in (0, 2)$, in the sense of Caffarelli and Silvester [15]. A pioneering 1975 paper dealing with the blow-up question when $\Omega = \mathbb{R}^N$ was [11]. For the case of $\Omega$ bounded see [29]. It seems possible to apply the results of Section 2 of this paper to get some controlled explosions but now stated in some different terms. We recall that the fractional Laplacian operator when the spatial domain is the whole space $\mathbb{R}^N$, by means of the formula

$$(-\Delta)^s u(x) = c_{N,s} P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} dy,$$

with parameter $s \in (0, 1)$ and a precise constant $c_{N,s} > 0$ that we do not need to make explicit for our purposes. The operator can also be defined via the Fourier transform on $\mathbb{R}^N$. With an
appropriate value of the constant $c_{n,s}$, the limit $s \uparrow 1$ produces the classical Laplace operator $-\Delta$, while the limit $s \to 0$ is the identity operator. An equivalent definition of this fractional Laplacian uses the so-called extension method, that was well known for $s = \frac{1}{2}$ and has been extended to all $s \in (0,1)$ by [15]. We recall that the existence, comparison principle (implying the uniqueness) for local in time solutions for this type of problems are consequence of well known results (see, e.g., [43, 41, 29] and their many references). It can be shown (see, e.g., [23]) that a good space to solve this problem is $X = L^1(\Omega : \delta) = \{ w \in L^1_{loc}(\Omega) : \delta w \in L^1(\Omega) \}$, with $\delta(x) = \text{dist}(x, \partial \Omega)$. The adaptation, to this problem, of many of the results of [13] is automatic and then if $f$ satisfies (3), $f$ is convex and $f(0) > 0$, then there exists a $\lambda^* > 0$ such that the local very weak solutions blows up in finite time if and only if $\lambda > \lambda^*$. Then, it is possible to show that if $u_0 \in L^\infty(\Omega)$, $u_0 \geq 0$, and $\lambda > 0$ is such that the local very weak solution $u^0(x,t)$ of problem with no control, blows up in a finite time $T_\infty$. The proof of the control of the the trajectory $u^0(\cdot,t)$ in a sense quite similar to the one of Definition 1 will be given in a separated work.
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