Schwinger pair production rate and time for some space-dependent fields via worldline instantons formalism

Orkash Amat\textsuperscript{1}, Li-Na Hu\textsuperscript{1}, Adiljan Sawut\textsuperscript{3}, Melike Mohamedsedik\textsuperscript{1}, M. A. Bake\textsuperscript{4}, and B. S. Xie\textsuperscript{1,2,a}

1 Key Laboratory of Beam Technology of the Ministry of Education, and College of Nuclear Science and Technology, Beijing Normal University, Beijing 100875, China
2 Institute of Radiation Technology, Beijing Academy of Science and Technology, Beijing 100875, China
3 State Key Laboratory for GeoMechanics and Deep Underground Engineering, China University of Mining and Technology, Beijing 100083, China
4 School of Physics Science and Technology, Xinjiang University, Urumqi 830046, Xinjiang, China

Received 22 June 2022 / Accepted 27 September 2022 / Published online 10 October 2022
© The Author(s), under exclusive licence to EDP Sciences, SIF and Springer-Verlag GmbH Germany, part of Springer Nature 2022

Abstract. Schwinger pair production rate and time in some space-dependent fields are studied analytically by using the worldline instantons formalism. The instanton path, action, production rate, vacuum-decay time and tunneling time are obtained, which depend on the Keldysh parameter significantly. It is found that under a given field the instanton paths with different Keldysh parameter are exactly in the same plane. Moreover, the normalized instanton actions are all bounded within the region from $\pi$ to $2\pi$. We also find the relationship between vacuum-decay time and tunneling time.

1 Introduction

The instanton was first proposed in Ref. [1], which was obtained as a classical solution to the Euclidean field equations with finite action [2,3]. In general it is difficult to get the analytical solutions, as an alternative method, the Feynman path integral approach is developed [4,5] successfully. Thus, the solutions of paths are also called as worldline instantons. By this approach, many studies on the vacuum pair production have been performed, e.g., a typical case is a constant field in scalar quantum electrodynamics (sQED) [6].

It is well known that the vacuum pair production in a strong external field is not only one of the interesting non-perturbative phenomena in the QED, but also a testable field in a high field science in present and future planned experiments. Since Dirac predicted the existence of positrons [7] theoretically, many works have been performed on the vacuum decay and the electron–positron pair production [8–11], in particular, the vacuum pair production rate was first obtained by Heisenberg and Euler [10] with an effective Lagrangian as $\exp(-\pi E_{cr}/E)$, where $E_{cr} = m^2 c^3/\hbar \approx 1.32 \times 10^{18} \text{ V/m}$ is the critical field strength. And later by the proper-time approach [11], Schwinger studied the vacuum pair creation process in detail and recovered the pair production rate in a constant field as

$$\text{Im} \mathcal{L}[E] = \frac{e^2 E^2}{16\pi^3} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^2} \exp\left[\frac{-n\pi m^2}{eE}\right]. \quad (1)$$

Therefore, the non-perturbative vacuum pair creation process is now called as Sauter–Schwinger effect or Schwinger pair production.

It should be pointed out that due to the very high critical field strength, it is still a great challenge to achieve this extreme field experimentally for the present laser technology [12–14]. Theoretically, however, in recent years, many topics on Sauter–Schwinger effect have been investigated by different methods that the current widely used includes the worldline instanton technique [15–28], the real-time Dirac–Heisenberg–Wigner (DHW) formalism [29–37], the computational quantum field theory (CQFT) [38–42], the quantum Vlasov equation (QVE) [43–47], the Wentzel–Kramers–Brillouin (WKB) approach [48–54] and so on.

For most of methods among them, the study relies on the numerical calculation strongly while the worldline instanton is the very effective approach that can provide many analytical solutions for various chosen fields. On the other hand, in the research community of pair production, it seems lacking of enough care about the quantum tunneling time with the Schwinger effect in external fields [55]. However, the worldline
instanton approach is a good candidate to investigate the quantum tunneling time because it can get the instanton path which contains the time information in a period motion of an instanton. So it is a convenient way to study the tunneling time [15] and can be made a comparison with the vacuum-decay time.

Motivated by the factors mentioned above, in this paper, we investigate the pair production in some chosen space-dependent inhomogeneous fields via the worldline instanton approach. Furthermore, we would get the analytical solutions of instantons for these fields and also discuss their paths, effective actions and the corresponding tunneling times, as a comparison, the vacuum-decay time, which is the measure of field energy depletion in vacuum, is also examined. It should be pointed out that in our study of the pair production rate for the various fields, due to the special choices about the electric and magnetic field that they are mutual perpendicular, meanwhile, they have the same spatial dependence form; thus, by an appropriate Lorentz transformation (we will further introduce it in detail in Sect. 3), the fields would take the same form as that of only electric fields are presenting.

Even if they are reduced to the case of pure electric field under Lorentz transformation, however, to our knowledge, the case of elliptic cosine field in present study has not been reported before so that this is our new result. By the way, the other four cases of fields (constant, cosine, hyperbolic-secant and Lorentz) would become that has been considered previously in the literature, which are not new. The including of them is necessary in the sense of the convenience for the study and discussion on the later new study about the pair production time; meanwhile, they can provide more examples to illustrate the relation between instanton results like of pair production rate and time.

Our paper is organized as follows. In Sect. 2, we briefly introduce the general form of the one loop worldline instanton formalism for sQED in the electromagnetic fields. In Sect. 3, we consider the model for the space-dependent inhomogeneous crossed electric and magnetic fields. The instanton paths and actions for fields are obtained and discussed. We also discuss the implicit relation of results between only space-dependent and only time-dependent fields. In Sect. 4, we analytically discuss the vacuum-decay and tunneling time for the Schwinger effect and also the relation between the tunneling time and pair production rate. In Sect. 5, we examine the relationship between the vacuum-decay time and the tunneling time. In Sect. 6, we study the variation of the instanton trajectories for studied fields and confirm that all of the instanton paths under a fixed field are in the same planar two-dimensional subspace of the three-dimensional instanton space. Finally, the summarized results and outlook are given briefly in Sect. 7.

### 2 Worldline instanton formalism

Our calculations start with effective action $\Gamma^{\text{Mink}}$ in the Minkowski space; we define it as

$$e^{\Gamma^{\text{Mink}}} : = \langle \mathcal{O}_{\text{out}} \mid \mathcal{O}_{\text{in}} \rangle,$$

where the subscripts in and out represent the initial and final states of vacuum, $\langle \mathcal{O}_{\text{out}} \mid \mathcal{O}_{\text{in}} \rangle$ is the vacuum persistence amplitude, and the pair production probability can be written as

$$P = 1 - |\langle \mathcal{O}_{\text{out}} \mid \mathcal{O}_{\text{in}} \rangle|^2 = 1 - e^{-2\text{Im}\Gamma^{\text{Mink}}} \approx 2\text{Im}\Gamma^{\text{Mink}},$$

where $\text{Im}\Gamma^{\text{Mink}} \ll 1$. The relationship between Minkowski effective action and Euclidean effective action $\Gamma^{\text{Mink}} = i\Gamma^{\text{Eucl}}$ is given in Ref. [16], so that we can obtain

$$\text{Im}\Gamma^{\text{Mink}} = \text{Re}\Gamma^{\text{Eucl}},$$

i.e., we are going to Wick rotate $\text{Im}\Gamma^{\text{Mink}}$ from Minkowski space to Euclidean space in order to simplify the path integral via $x_4 = i\tau$, and we use the $\text{Re}\Gamma^{\text{Eucl}}$ to compute the pair production probability. Now the Minkowski four-potential $A_\mu^M = (\phi, A^M) = (A_0^M, A_1^M, A_2^M, A_3^M)$ turns into the Euclidean four-potential $A_\mu^E = (A_0^E, A_1^E, A_2^E, A_3^E) = (A_4, A)$. The relationship between each component in the Minkowski space and the Euclidean space can be written as

$$A_4^E = \frac{1}{i} A_0(t = -i\tau),$$

$$A_j^E = A(t = -i\tau),$$

where index $j = 1, 2, 3$ mean the $x, y$ and $z$ direction in the position space, and we denote that $x = x_1$, $y = x_2$ and $z = x_3$.

The one loop Euclidean effective action in an Abelian space-time-dependent background gauge field $A_\mu^E$ for the scalar particle is written by the worldline path integral form [15]

$$\Gamma^E[A] \simeq \sqrt{\frac{2\pi}{m}} \int \mathcal{D}x \frac{1}{\left(\int_0^1 du u^2\right)^{\frac{1}{2}}} \times e^{-\left(m\int_0^1 du u^2 + ie \int_0^1 du A \cdot \dot{x}\right)},$$

where the functional integral $\int \mathcal{D}x$ contains all closed space-time paths $x^\mu(u)$ with period 1. The Eq. (7) satisfies the weak-field condition as

$$m\int_0^1 du u^2 \gg 1.$$
The worldline action (instanton action [15]) $S_0$ which is nonlocal is defined as

$$S_0 = m \sqrt{\int_0^1 du \dot{x}^2 + ie \int_0^1 du A \cdot \dot{x}}. \tag{9}$$

The path $x_\mu(u)$ satisfies nonlinear differential equations system [15]

$$m \frac{\ddot{x}_\mu}{\sqrt{\int_0^1 du \dot{x}^2}} = ieF_{\mu\nu}\dot{x}_\nu, \tag{10}$$

where $m$ is instanton mass, $-e$ is the electron charge, and the field strength $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is an antisymmetric tensor. Solutions of Eq. (10) which satisfies the periodicity condition $x_\mu(0) = x_\mu(1)$ are called worldline instantons. We can get

$$\dot{x}^2 = \text{constant} \equiv a^2, \tag{11}$$

and the stationary instanton path $x_\mu(u)$ satisfies Eq. (11) for any $F_{\mu\nu}(x)$. Thus, the Eq. (8) can be rewritten as $ma \gg 1$. Therefore, we just deal with worldline action $S_0$ to calculate one loop Euclidean effective action $\Gamma^E[A]$. Equations (7), (9) and (10) can be written as

$$m\dot{x}_\mu = i e A_\mu, \tag{12}$$

$$S_0 = ma + ie \int_0^1 du A \cdot \dot{x}, \tag{13}$$

$$\Gamma^E[A] \approx \sqrt{\frac{2\pi}{ma}} \int Dxe^{-S_0}. \tag{14}$$

It is not only easy to deal with above three equations, but also to get the basic physical information of the pair production we need. In the next section, we discuss how to deal with space-dependent electromagnetic fields.

### 3 Spatially inhomogeneous electromagnetic fields

In this section, we solve instanton action and effective action analytically in a series of classical space-dependent background electromagnetic fields.

We choose a four-potential $A_\mu$ which has nonzero two components, and it is functions of $x_3$ as

$$A_\mu = A_\mu^E = (A_1^E, A_3^E, 0, 0) = (-iA_0^M(x_3), A_1^M(x_3), 0, 0). \tag{15}$$

From Eq. (15), the electromagnetic fields can be written as

$$E = -\nabla \phi - \frac{\partial A}{\partial t} = E_z(x_3)e_z, \tag{16}$$

$$B = \nabla \times A = B_y(x_3)e_y, \tag{17}$$

where $e_y$ and $e_z$ are the unit vectors, $E_z(x_3)$ and $B_y(x_3)$ are the magnitudes of the electric fields in the $z$ direction and the magnetic fields in the $y$ direction. In our cases, we compute paths $x_\mu$, worldline action $S_0$, and discuss the effective action $\Gamma^E[A]$ for the four-potential $A_\mu$. Finally, we can get the equations of motion

$$m\dot{x}_1 = -i e A_1, \tag{18}$$

$$m\dot{x}_2 = i e A_2, \tag{19}$$

$$m\dot{x}_3 = i e \left(\frac{\partial A_1(x_3)}{\partial x_3} \frac{\partial x_1}{\partial u} + \frac{\partial A_3(x_3)}{\partial x_3} \frac{\partial x_3}{\partial u}\right), \tag{20}$$

$$m\dot{x}_4 = -i e \frac{\partial A_4(x_3)}{\partial x_3} \frac{\partial x_3}{\partial u}. \tag{21}$$

If we assume that $A_1(x_3)$ and $A_4(x_3)$ are odd functions of $x_3$, we get $\dot{x}_3^2 = 1$ and $\dot{x}_1^2 + \dot{x}_2^2 + \dot{x}_3^2 = a^2$ from above equations, which leads to the result

$$\dot{x}_1 = -i e A_1(x_3), \tag{22}$$

$$\dot{x}_4 = -i e A_4(x_3), \tag{23}$$

$$|\dot{x}_3| = a \sqrt{1 + \left(\frac{e}{m} A_1(x_3)\right)^2 + \left(\frac{e}{m} A_4(x_3)\right)^2}. \tag{24}$$

When $\dot{x}_3 = 0$ in Eq. (24), we can get

$$1 + \left(\frac{e}{m} A_1(x_3^*)\right)^2 + \left(\frac{e}{m} A_4(x_3^*)\right)^2 \equiv 0. \tag{25}$$

At the turning point $x_3^*$, the kinetic energy equals to potential energy of the instanton (see Ref. [56]). It is vital to calculate the path integral in the effective action.

Note that the resulting worldline action is obtained by taking Eq. (15) into Eq. (13) as

$$S_0 = ma + ie \int_0^1 du (A_1 \dot{x}_1 + A_4 \dot{x}_4) = ma + ie \int_0^1 du \left(\frac{im}{ae} \dot{x}_1^2 + \frac{im}{ae} \dot{x}_2^2\right) = ma + \frac{m}{a} \int_0^1 du (\dot{x}_1^2 + \dot{x}_2^2), \tag{26}$$

$$= ma - \frac{m}{a} \int_0^1 du (a^2 - \dot{x}_3^2) = \frac{m}{a} \int_0^1 du \dot{x}_3^2.$$
In general, the expressions of \( A_1(x_3) \) and \( A_4(x_3) \) in the Euclidean space can be written as

\[
A_1(x_3) = \frac{B}{k} f(kx_3), \\
A_4(x_3) = -\frac{iE}{k} f(kx_3),
\]

(27, 28)

where \( i \) is the imaginary unit, \( k \) is the field frequency with space, \( 1/k \) characterize the length scale of the spatial inhomogeneity, \( E \) and \( B \) are peak values of the electric and magnetic fields strength, respectively. Note that \( f \) is the odd function with respect to \( x_3 \).

After substituting Eqs. (27) and (28) into the differential Eqs. (22), (23) and (24), we get

\[
\dot{x}_1 = -\frac{iacB}{mk} f(kx_3), \\
\dot{x}_4 = -\frac{aeE}{mk} f(kx_3), \\
|\dot{x}_3| = a\sqrt{1 - \frac{f^2(kx_3)}{\gamma_{k,e}^2}}.
\]

(29, 30, 31)

For convenience of calculation, we define a modified Keldysh parameter that \( \gamma_{k,e} = mk/e\sqrt{E^2 - B^2} \) and \( \gamma_{\omega,e} = m\omega/e\sqrt{E^2 - B^2} \), which implies that \( \gamma_{k,e}^2 = (\gamma_{k,e} - \gamma_{k,e}^{-2}) \) and \( \gamma_{\omega,e}^2 = (\gamma_{\omega,e} - \gamma_{\omega,e}^{-2}) \), where \( \gamma_{k,e} = mk/eE \) and \( \gamma_{k,b} = mk/eB, \gamma_{\omega,e} = m\omega/eE \) and \( \gamma_{\omega,b} = m\omega/eB \). If \( B = 0, \gamma_{\omega,b} \) determines tunneling or multiphoton process. The instanton action can be written as

\[
S_0 = \frac{m}{a} \int_0^1 du \dot{x}_3^2 = ma \int_0^1 du \left( 1 - \frac{f^2(kx_3)}{\gamma_{k,e}^2} \right)
\]

\[= \frac{4mn^2}{k\gamma_{k,e} b} \int_0^1 dy \sqrt{1 - \frac{y^2}{|f|^2}} = \pi mn \gamma_{k,e} g(\gamma_{k,e}),
\]

(32)

where \( y = \frac{1}{\gamma_{k,e}} f(v) \) with \( v = kx_3 = f^{-1}(\gamma_{k,e} b) \), thus, \( f'(v) \) can be reexpressed as a function of \( y \) again, and the function \( g(\gamma_{k,e}) \) is defined as

\[
g(\gamma_{k,e}) = \frac{2}{\pi} \int_{-1}^1 dy \sqrt{1 - \frac{y^2}{|f|^2}}.
\]

(33)

where integral bounds are related to the turning points [56]

\[
x_3^* = \pm \frac{f^{-1}(\gamma_{k,e})}{k} = x_3^*.
\]

(34)

In the following, we study five types of field; meanwhile, we compare their instanton action in Eqs. (26) and (32) in order to check whether the two results are equivalent.

### 3.1 Elliptic cosine field

In this subsection, we examine an electric field \( E_z(x_3) = E\c(\kx_3|q) \) and magnetic field \( B_y(x_3) = B\c(\kx_3|q) \) for various values of parameter \( q \) in the Minkowski space as shown in Fig. 1. Corresponding Euclidean space-dependent gauge potential is

\[
A_\mu(x_3) = \left( -\frac{iE}{k} f(kx_3), \frac{B}{k} f(kx_3), 0, 0 \right),
\]

(35)

where \( f(kx_3) = \sn(v|q), f' = \sqrt{1 - \gamma_{k,e}^2 y^2} \sqrt{1 - q^2 \gamma_{k,e}^2 y^2}, \text{sn}(v|q) \) and \( \text{cn}(v|q) \) are the Jacobi elliptic sine and cosine functions [57,58], the two variables \( v \) and \( q \) in the elliptic functions denote the terms of the amplitude and elliptic modulus. Note that \( \text{cn}(\kx_3|0) = \cos(\kx_3) \) and \( \text{cn}(\kx_3|1) = \sech(\kx_3) \), because the \( \text{cn}(\kx_3|q) \) contains an infinite number of functions as shown in Fig. 1. We can obtain the instanton action \( S_0 \) from Eq. (32) directly

\[
S_0 = \frac{4mn^2}{k\gamma_{k,e} b} \int_0^1 dy \sqrt{1 - \frac{y^2}{|f|^2}} = \frac{4mn^2}{\sqrt{E^2 - B^2} \gamma_{k,e} - 1} \Pi \left( \frac{1}{\gamma_{k,e} - 1}, \frac{\arcsin \left( \sqrt{\frac{\gamma_{k,e} - 1}{\gamma_{k,e} + 1}} \right)}{1 - \frac{q^2 \gamma_{k,e}^2}{1 - q^2}} \right)_0^1,
\]

(36)

where \( \Pi(\alpha, \phi, \beta) \) is the incomplete elliptic integral of the third kind in which it has three parameters independently [57,58]

\[
\Pi(\alpha, \phi, \beta) = \int_0^\phi \frac{1}{1 - \sin^2\theta} \sqrt{1 - (\sin\theta\sin\beta)}
\]

(37)

If \( q = 0 \), the instanton action can be written as

\[
S_0 = \frac{4mn^2}{\sqrt{E^2 - B^2} \gamma_{k,e}^2} \left( E \left( \gamma_{k,e} ^2 - 1 \right) - K \left( \gamma_{k,e}^2 \right) \right)
\]

\[= \frac{4mn^2}{\sqrt{E^2 - B^2}} \left( E \left( \gamma_{k,e}^2 - 1 \right) - K \left( \gamma_{k,e}^2 \right) \right) \times \left( \sqrt{\frac{1 - \gamma_{k,e}^2}{\gamma_{k,e}^2}} \right),
\]

(38)

Note that it would be reduced to the result in Eq. (68) when \( q = 0 \), and the approximate result in Eq. (56) when \( q = 1 \), see the latter cases studied in the paper. The general results are shown in Fig. 2, in which the action is normalized in unit of \( mn^2/e\sqrt{E^2 - B^2} \).

We can find that the instantons action increases and the pair production rate decreases with \( \gamma_{k,e} \). The instantons action equals to \( \pi \) and \( 4 \) for \( \gamma_{k,e} = 0 \) and \( \gamma_{k,e} = 1 \) when \( q = 0 \), and \( \pi \) and \( 2\pi \) for \( \gamma_{k,e} = 0 \) and \( \gamma_{k,e} = 1 \) when \( q = 1 \). The instantons action values
Plot of the space-dependent electromagnetic fields $E_z(x_3) = E \text{cn}(kx_3|q)$ and $B_y(x_3) = B \text{cn}(kx_3|q)$ for different values of the parameter $q$. The distributions for blue, yellow, green, magenta, lightblue and orange in the figure correspond to 0, 0.1, 0.5, 0.7, 0.9 and 1 of $q$.

Plot of the stationary worldline instanton action $S_0$ in the $E(x_1, x_3, x_3)$ space for the cases the spatially inhomogeneous electromagnetic fields $E_z(x_3) = E \text{cn}(kx_3|q)$ and $B_y(x_3) = B \text{cn}(kx_3|q)$ of strength $E$ and $B$ with different values of the parameter $q$. The distributions for blue, yellow, green, magenta, lightblue and orange in the figure correspond to 0, 0.1, 0.5, 0.7, 0.9 and 1 of $q$. The $S_0$ have been expressed in units of $nm^2/e \sqrt{(E^2 - B^2)}$ for other fields between $0 \leq q \leq 1$ are within the region from $\pi$ to $2\pi$, as shown in Fig. 2. This is the same result with in Sects. 3.3 and 3.4. We can obtain the same value of instanton action of $S_0$ as $B = 0$ in Ref. [15].

3.2 Constant field

For the simplest constant electromagnetic background fields, we can set $f(kx_3) = kx_3$ and $k = 1$, then we can obtain the Euclidean four-potential for constant electromagnetic background fields

$$A^E_\mu = (-iEx_3, Bx_3, 0, 0). \quad (39)$$

The solutions of Eqs. (29), (30) and (31) are

$$x_1 = i\frac{\gamma_{keb}}{\gamma_{kb}} \cos(2n\pi u), \quad (40)$$

$$x_3 = \gamma_{keb} \sin(2n\pi u), \quad (41)$$
Fig. 3 Parametric plot of the stationary worldline instanton paths in the (Im$x_1$, $x_3$, $x_4$) space for the cases of constant electric and magnetic fields of strength $E$ and $B$. The paths are elliptic curves in (Im$x_1$, $x_3$, $x_4$) space in units of $mB/e(E^2 - B^2)$, $m/e\sqrt{E^2 - B^2}$ and $mE/e(E^2 - B^2)$ for Im$x_1$, $x_3$ and $x_4$.

$$x_4 = \frac{\gamma^{2}_{keb}}{\gamma_{keb}} \cos(2n\pi u),$$

\[ (42) \]

where

$$a = 2n\pi\gamma_{keb}, \quad n \in \mathbb{Z}^+,$$

\[ (43) \]

$n$ is integer number of the closed paths.

The stationary worldline instanton paths are the elliptic curves with different $\gamma_{keb}$, as shown in Fig. 3.

We find the same trajectories for different $\gamma_{keb}$ in (Im$x_1$, $x_3$, $x_4$) space. For $B = 0$, we can obtain the same result with Eq. (26) in Ref. [15].

By taking Eq. (43) into the Eq. (8), we get the weak field condition

$$\frac{2n\pi m^2}{e\sqrt{E^2 - B^2}} \gg 1.$$  

\[ (44) \]

The physical meaning of Eq. (44) is that $\sqrt{E^2 - B^2} \ll \frac{2\pi m^2 c^3}{e\hbar} \sim 10^{16}$ V/cm = $E_{cr}$ or $\sqrt{E^2 - B^2} \ll \frac{2\pi m^2 c^2}{e\hbar} \sim 10^6$ T = $B_{cr}$, which is satisfied for experimentally accessible electromagnetic fields, and the result is the same with Eq.(25) in Refs. [11,15] when $B = 0$.

The corresponding instanton action by using Eq. (26) is

$$\mathcal{S}_0 = 2n\pi m\gamma_{keb} \int_{0}^{1} du \cos^2(2n\pi u) = \frac{n\pi m^2}{e\sqrt{E^2 - B^2}}.$$  

\[ (45) \]

Obviously, the instanton action $\mathcal{S}_0$ obtained from Eqs. (32) and (45) has the same results with that in Refs. [11,15], which guarantee the correctness of our definition of the instanton action in Eq. (32). The pair production does not occur when $E \geq B$ or $\gamma_{keb}$ is imaginary number. Therefore, we only consider the pair creation cases when $\gamma_{keb}$ is real number.

### 3.3 Hyperbolic secant field

For the Minkowski space-dependent electric field $E_z(x_3) = E sech^2(kx_3)$ and magnetic field $B_y(x_3) = B sech^2(kx_3)$, the corresponding Euclidean space-dependent gauge potential is

$$A_{\mu}(x_3) = \left(\frac{-iE}{k} \tanh(kx_3), \frac{B}{k} \tanh(kx_3), 0, 0\right).$$

\[ (46) \]

By using Eqs. (22), (23) and (24), we can get the following equations

$$\dot{x}_1 = -\frac{iaeB}{mk} \tanh(kx_3),$$

\[ (47) \]

$$\dot{x}_4 = -\frac{iaeE}{mk} \tanh(kx_3),$$

\[ (48) \]

$$|\dot{x}_3| = a\sqrt{1 + \left(\frac{eB}{mk} \tanh(kx_3)\right)^2 - \left(\frac{aeE}{mk} \tanh(kx_3)\right)^2}.$$  

\[ (49) \]

And the stationary solution for $x_3(u)$ is determined by integrating Eq. (49)

$$x_3 = \frac{1}{k} \arcsinh\left(\frac{\gamma_{keb}}{\sqrt{1 - \gamma^2_{keb}}} \sin\left(\sqrt{1 - \gamma^2_{keb}} k au\right)\right).$$  

\[ (50) \]

We know that $\dot{x}_1^2 + \dot{x}_2^2 + \dot{x}_3^2 = a^2$ is satisfied. Therefore, the $a$ can be obtained as

$$a = \frac{\gamma_{keb}}{k\sqrt{1 - \gamma^2_{keb}}} 2\pi n, \quad n \in \mathbb{Z}^+.$$

\[ (51) \]

For this inhomogeneous case, we can rewrite Eq. (8) as

$$\frac{m\gamma_{keb}}{k\sqrt{1 - \gamma^2_{keb}}} 2\pi n \gg 1.$$  

\[ (52) \]

It is a weak-field condition, and must satisfies $E > B$ and $\sqrt{E^2 - B^2} \ll E_{cr}$ or $B_{cr}$.

The periodic stationary instanton paths can be obtained from Eqs. (47), (48) and (49)

$$x_1 = \frac{i}{k} \frac{\gamma_{keb}}{\gamma_{keb} \sqrt{1 - \gamma^2_{keb}}} \arcsinh\left[\gamma_{keb} \cos\left(2\pi m n u\right)\right],$$  

\[ (53) \]
The stationary worldline instanton paths are elliptic curves for the different $\gamma_{keb}$ as shown in Fig. 4. As $\gamma_{keb}$ increases, the instanton paths shrinks in size. Note that, when $\gamma_{keb} \to 0$, these loop trajectories of the instantons tend to become the same elliptic curves as shown in Fig. 3. However, the loop paths expand enormously for $\gamma_{keb} = 1$, and no pair creation in this case. Because the spatial width of the electromagnetic field is smaller than the Compton wavelength (see Ref. [15]), thus, there are pair creation only for field is smaller than the Compton wavelength (see Ref. [15]).

The stationary worldline instanton paths are elliptic curves for the different $\gamma_{keb}$ as shown in Fig. 4. As $\gamma_{keb}$ increases, the instanton paths shrinks in size. Note that, when $\gamma_{keb} \to 0$, these loop trajectories of the instantons tend to become the same elliptic curves as shown in Fig. 3. However, the loop paths expand enormously for $\gamma_{keb} = 1$, and no pair creation in this case. Because the spatial width of the electromagnetic field is smaller than the Compton wavelength (see Ref. [15]), thus, there are pair creation only for $\gamma_{keb} < 1$. We can find that all of the elliptical shapes are in the same plane for any value of $\gamma_{keb}$. The stationary instanton paths have the same result with Eq.(61) in Ref. [15] when $B = 0$.

The stationary instanton action $S_0$ is

$$S_0 = m a \int_0^1 du \cos^2 \left( \frac{2\pi nu}{1 + \frac{\gamma_{keb}}{1 - \gamma_{keb}}} \right) \sin^2 \left( \frac{2\pi nu}{1 + \frac{\gamma_{keb}}{1 - \gamma_{keb}}} \right).$$

$$S_0 = \frac{\pi \eta m^2}{e \sqrt{E^2 - B^2}} \frac{2}{1 + \sqrt{1 - \gamma_{keb}}}.$$

This stationary instanton action is plotted in Fig. 5. Note that the instantons action $S_0$ increases with $\gamma_{keb}$, and $S_0 = \pi$ and $2\pi$ for $\gamma_{keb} = 0$ and 1, respectively. We can also obtain the same result for instanton action $S_0$ with in Ref. [15] when $B = 0$.

### 3.4 Cosine field

In the Minkowski space, we consider the electric field $E_x(x_3) = E \cos(kx_3)$ and magnetic field $B_y(x_3) = B \cos(kx_3)$, and corresponding Euclidean space gauge potential is

$$A_\mu(x_3) = \left( -\frac{E}{k} \sin(kx_3), \frac{B}{k} \sin(kx_3), 0, 0 \right).$$

By using Eq. (57), we can obtain the following equations from Eqs. (22), (23) and (24)

$$\dot{x}_1 = -\frac{iae}{m} B \sin(kx_3),$$

$$\dot{x}_4 = -\frac{ae}{m} E \cos(kx_3),$$

$$|\dot{x}_3| = a \sqrt{1 + \left( \frac{e}{m} B \sin(kx_3) \right)^2 - \left( \frac{e}{m} E \sin(kx_3) \right)^2}.$$
the electric fields can be written as blue, pink and green for 0. We get a result from the Eq. (8) which is the real quarter-period of the Jacobi elliptic function [11]. We can find that instanton loop paths tend to become the same elliptical shapes as shown in Fig. 3 when $\gamma_{keb} = 0$. However, the loop paths become infinitely large when $\gamma_{keb} = 1$, and does not occur pair production. The reason of this phenomenon is the same with in Sect. 3.3. Thus, there are pair creation only for $\gamma_{keb} < 1$, and all of the elliptical shapes are in the same plane for any value of $\gamma_{keb}$. The stationary instanton paths have the same result with Eq. (65) in Ref. [15] when $B = 0$.

The stationary instanton action $S_0$ can be written as

$$S_0 = ma \int_0^1 du \, c d^2 \left( \frac{\alpha(u)}{\nu} \right)$$

$$= \frac{4m^2}{k} \frac{\sqrt{1 - \gamma_{keb}^2}}{E^2 - B^2} (E - K)$$

$$\approx \begin{cases} n \frac{m^2 \pi}{e \sqrt{E^2 - B^2}} (1 + \frac{\gamma_{keb}^2}{8} + \frac{3\gamma_{keb}^4}{64} + \ldots), & \gamma_{keb} \ll 1, \\ n \frac{m^2 \pi}{e \sqrt{E^2 - B^2}}, & \gamma_{keb} \to 1, \end{cases}$$

where $E \equiv E(\nu)$ is the complete elliptic integral of the second kind which is the real quarter-period of the Jacobi elliptic function [57,58].

This stationary instanton action $S_0$ is plotted as a function of the $\gamma_{keb}$ in Fig. 7. Note that the instantons action $S_0$ increases with $\gamma_{keb}$, and $S_0 = \pi$ and for $\gamma_{keb} = 0$ and 1, respectively. This result also is the same with in Ref. [15] when $B = 0$.

Note that, unlike three cases of B-D demonstrated above, in case A and the following case E, it is hard to solve analytically via Eqs. (22), (23) and (24). However, we can find the instanton action directly from Eq. (32) without calculation of instanton paths.

It is easy to verify that the periodic instanton paths are

$$x_1 = \frac{i}{k} \frac{\gamma_{keb}}{\gamma_{kb}} \arcsinh \left( \frac{\gamma_{keb}}{\sqrt{1 - \gamma_{keb}^2}} \frac{cd(\alpha(u)|\nu)}{kau} \right)$$

$$x_3 = \frac{1}{k} \arcsin \left( \frac{\gamma_{keb}}{\sqrt{1 - \gamma_{keb}^2}} \frac{sd(\alpha(u)|\nu)}{\nu} \right),$$

$$x_4 = \frac{1}{k} \frac{\gamma_{keb}}{\gamma_{keb}} \arcsinh \left( \frac{\gamma_{keb}}{\sqrt{1 - \gamma_{keb}^2}} \frac{cd(\alpha(u)|\nu)}{\nu} \right),$$

where $\alpha(u) = 4nKu$, $K \equiv K(\nu)$ and $\nu \equiv -\frac{\gamma_{keb}^2}{1 - \gamma_{keb}^2}$.

![Parametric plot of the stationary worldline instanton paths in the (Im$x_1$, $x_3$, $x_4$) space for the cases of the electric fields $E(x_3) = E\cos(kx_3)$ and the magnetic fields $B(x_3) = B\cos(kx_3)$ of strength $E$ and $B$. The paths are shown for various values of the parameter $\gamma_{keb}$ (red, blue, pink and green for 0.1, 0.5, 0.7 and 0.9), Im$x_1$, $x_3$ and $x_4$ have been expressed in units of $mB/e(E^2 - B^2)$, $m/e\sqrt{E^2 - B^2}$ and $mE/e(E^2 - B^2)$, respectively.](image)
fields \( E \) and \( B \) which (locally) one can form only two scalars. Fact the electromagnetic field is a rank two tensor, from results in this section, we have to say a few words. In the following, for the studied fields and obtained section in the (Im\( x_3 \), \( x_3 \), \( x_3 \)) space for the cases of the electric fields \( E(x_3) = E \cos(kx_3) \) and the magnetic fields \( B(x_3) = B \cos(kx_3) \) of strength \( E \) and \( B \). The \( S_0 \) have been expressed in units of \( \text{nm}^2/e\sqrt{(E^2 - B^2)} \).

### 3.5 Lorentzian field

Now we study the electric field \( E_z(x_3) = E/(1 + (kx_3)^2)^{3/2} \) and magnetic field \( B_y(x_3) = B/(1 + (kx_3)^2)^{3/2} \) in the Minkowski space, and corresponding Euclidean space-dependent gauge potential is

\[
A_\mu(x_3) = \left( -i \frac{E}{k} f(kx_3), \frac{B}{k} f(kx_3), 0, 0 \right),
\]

where \( f(kx_3) = kx_3/(1 + (kx_3)^2) \) and \( f'(kx_3) = (1 - \gamma_{\text{keb}}^2)^{3/2} \) then we can obtain the instanton action \( S_0 \) directly from Eq. (32)

\[
S_0 = \frac{4mn}{k\gamma_{\text{keb}}} \int_0^1 dy \frac{\sqrt{1 - y^2}}{|f'|} = \frac{4nm^2}{\sqrt{E^2 - B^2} \gamma_{\text{keb}}} \left( K \left( \gamma_{\text{keb}}^2 \right) - E \left( \gamma_{\text{keb}}^2 \right) \right).
\]

The instanton action \( S_0 = \pi \) and \( 2\pi \) for \( \gamma_{\text{keb}} = 0 \) and 1, respectively, see Fig. 8. We can find that the instantons action increases and pair creation rate decreases with \( \gamma_{\text{keb}} \). It is similar to results in Sects. 3.3 and 3.4. We can obtain the same result of instanton action \( S_0 \) in Ref. [15] when \( B = 0 \).

Before starting the pair production time examination in the following, for the studied fields and obtained results in this section, we have to say a few words. In fact the electromagnetic field is a rank two tensor, from which (locally) one can form only two scalars

\[
\mathcal{F} = \frac{1}{4} F_{\mu\nu} F^{\mu\nu} = \frac{1}{2} (B^2 - E^2),
\]

\[
\mathcal{G} = \frac{1}{4} F_{\mu\nu} F^{\mu\nu} = E \cdot B.
\]

For the fields we have considered in this paper, \( \mathcal{G} = 0 \); only \( \mathcal{F} \) is nonzero. Therefore, in any form of \( f \) we considered, we can find the results, except the case of elliptic cosine field, are related to known results from Ref. [15] by simply replacing

\[
-\mathcal{F} \leftrightarrow E.
\]

Note that the arrow goes both ways: the \( B \) dependence is completely fixed by the \( E \) dependence and can be removed through keeping the same \( \mathcal{F} \).

We can obtain instanton path, action, production rate, production time and tunneling time in time-dependent electromagnetic field by replacing modified Keldysh parameter \( \gamma_{\text{keb}} \) for time-dependent fields with \( \gamma_{\text{keb}} \) after performing above Lorentz boost according to Ref. [15,16]. We can just use this technique to obtain time-dependent result, and thus, we do not need to discuss time-dependent field. The magnitudes of the normalized instantons action are all bounded within the region from 0 to \( \pi \) in the temporally inhomogeneous fields we study [15,16]. For example, the instanton paths, instanton action and pair production rate had been studied by constant, cosine, hyperbolic secant and Lorentzian fields with time-dependent form in Ref. [15,16]. But we have not any analytical expression of pair production time, therefore, we must further investigate it in the next section.

### 4 Pair production time

#### 4.1 Vacuum-decay time

In this section, we discuss the vacuum-decay time (include tunneling process, multiphoton absorption process) for space-dependent electromagnetic fields analytically. Physically, the vacuum-decay time is the time when all the energy of the electromagnetic field is transferred to the particle. Because the vacuum decay
in our cases belongs to the energy transformation process from field to particles, from Eq. (6) in Ref. [59] we can obtain the total pair production time as

$$T_d = U_f \left( \frac{d\langle U_m \rangle}{dt} \right)^{-1},$$

(74)

where $T_d$ denotes the vacuum-decay time, $U_m$ and $U_f$ are the transverse energy density and the field energy density. This energy density of the field is expressed in terms of the invariants $F$ and $G$ as [59,60]

$$U_f = \sqrt{(F^2 + G^2)} f^2 (F, G) + A^2 (F, G),$$

$$L = -\mathcal{F} + \frac{8\alpha^2}{45m^4} F^2 + \frac{14\alpha^2}{45m^4} G^2,$$

(75)

(76)

where $L$ is the effective Heisenberg–Euler Lagrangian, $f = \partial L/\partial F \rightarrow -1$ for the Maxwell’s equation when the lowest-order approximation is taken into account, $A$ is the conformal anomaly induced by external fields, $T_\mu^\nu = 4A$ [59].

If we redefine the rate of vacuum decay (combine with Eqs. (2) and (4) in Ref. [59]) by replacing the worldline instantons action $S_0$ with the action under constant electric field as

$$\frac{d\langle U_m \rangle}{dt} = \frac{eE}{2\pi^2} \int_m^{\infty} d\epsilon \int_{E/B}^{\infty} e^{-\beta(\gamma_{c\text{eb}})\epsilon^2} \left( 1 + \frac{\sqrt{\pi} e^S_0}{2\sqrt{S_0}} \text{erfc} \left( \sqrt{S_0} \right) \right),$$

(77)

where $\beta(\gamma_{c\text{eb}}) = S_0/m^2$, $\epsilon = \sqrt{m^2 + p^2}$, $\gamma_{c\text{eb}} = \sqrt{m^2 + p^2}$. Therefore, the vacuum-decay time can be obtained as

$$T_d = U_f \left( \frac{eE}{4\pi^2} \frac{m e^{-S_0}}{\beta(\gamma_{c\text{eb}})} \left( 1 + \frac{\sqrt{\pi} e^{S_0}}{2\sqrt{S_0}} \text{erfc} \left( \sqrt{S_0} \right) \right) \right)^{-1}.$$

(78)

If we consider constant electric field, the vacuum-decay time becomes that

$$T_d = U_f \left( \omega_0 E^2 e^{-\omega_0/4} \left( 1 + h \left( \sqrt{\frac{\pi E_0}{E}} \right) \right) \right)^{-1},$$

(79)

where $\omega_0 = \alpha c/\pi^2$, $\omega = \alpha m c^2/\pi^2 h = 5.740 \times 10^{17} s^{-1}$ and $h(z) = \sqrt{\pi} e^{z^2} \text{erfc}(z)/2z$. If we ignore the second and third terms of $\mathcal{L}$ in Eq. (76), it is the same result with Eq. (6) in Ref. [59] when $B/E = 0$ (see Fig. 9). The orange line in Fig. 9 (left) represents the minimum value ($\omega_0^{-1}/4$) of the vacuum-decay time for constant electric field. We can find that the time increases with the decrease of $\gamma_{c\text{eb}}$ for the same parameter $B/E$, but does not depend on the $x_3$.

From Eq. (78), we can find that the vacuum-decay time depends on $x_3$ and electromagnetic field modes. To facilitate the discussion of the effect of coordinate $x_3$ and electromagnetic field modes, we give four examples of different electromagnetic fields with parameters $k = 0.3$ and $E/B = 0.01$ for the Maxwell’s equation as shown in Fig. 10. We can find that the time increases with decrease of parameter $\gamma_{c\text{eb}}$ when $x_3$ is fixed. Meanwhile, if we consider the overall effect in the distributions of vacuum-decay time for sech$^2$ ($kx_3$), cos ($kx_3$), $1/(1 + (kx_3)^2)^{3/2}$ and cn ($kx_3|0.7$), the distributions of these times are similar to those shapes of the applied electromagnetic field modes for the same parameter $E/E_{cr}$.

Certainly, we can apply Eq. (78) not only to higher-order Heisenberg–Euler Lagrangian, but also to multiphoton and tunneling processes (or mixing process).
4.2 Tunneling time

In this subsection, we discuss the expression of the tunneling time of the Bohm viewpoint by using the instanton action. The time taken by the particle from $x_3^+$ in the barrier region is quantum tunneling time or tunneling time. From Ref. [55], the tunneling time can be written by using Eq. (B7) in Appendix B

$$T_t = \int_{u(x^-)}^{u(x^+)} \dot{x}_4 du = \int_{x_3^+}^{x_3^-} \dot{x}_4 dx_3, \quad (80)$$

where $T_t$ denotes the tunneling time. According to Eqs. (30) and (31), we can obtain that

$$T_t = \int_{x_3^+}^{x_3^-} -\frac{ae}{f} \frac{f(kx_3)}{\gamma_{ke}^2} dx_3 = -\frac{2}{\gamma_{ke}} \int_{x_3^+}^{x_3^-} \frac{f(kx_3)}{\sqrt{1 - \frac{f^2(kx_3)}{\gamma_{ke}^2}}} dx_3. \quad (81)$$

Thus, the tunneling times corresponding to the space-dependent electromagnetic fields researched in Sect. 3 are

$$T_t = \begin{cases} \frac{2\gamma_{ke}}{\gamma_{ke}} \arcsin \left[ \gamma_{ke} \right], & \text{constant} \\ \frac{2}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \arcsinh \left[ \frac{2\gamma_{ke}}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \right], & \text{sech}^2(kx_3) \\ \frac{2}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \arcsinh \left[ \frac{2\gamma_{ke}}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \right], & \cos(kx_3) \\ \frac{2\gamma_{ke}^2}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \left(1 - \gamma_{ke}^2 \right)^{1/2}, & \text{sech}^2(kx_3) \\ \frac{2}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \arcsinh \left[ \frac{2\gamma_{ke}}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \right], & \text{cos}^2(kx_3) \\ \frac{2}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \arcsinh \left[ \frac{2\gamma_{ke}}{\gamma_{ke} \sqrt{1 - \gamma_{ke}^2}} \right], & \text{cos}^2(kx_3) \end{cases} \quad (82)$$

respectively. On the other hand, we know that there is a simple relationship between the tunneling time $T_t$ and the $x_4$ as

$$T_t = 2x_4(0) = \left( x_4^{\text{max}} - x_4^{\text{min}} \right). \quad (83)$$

For example, it is valid for cases of constant, sech$^2(kx_3)$ and cos$(kx_3)$ fields by comparing Eqs. (42), (55) and (67) with (82) where the instanton number $n = 1$ is given. Obviously, the relationship Eq. (83) is valid generally for any field that has instanton solutions, which is proven in Appendix B by using different methods. Physically, the tunneling time is just one that an instanton "particle" takes when it travels the half loop path from $x_3^+$ to $x_3^-$, see Figs. 3, 4 and 6.

We can find another nature of tunneling time for the worldline instanton approach that according to Eq. (82), the tunneling time increases with parameter $\gamma_{ke}^2$ when $\gamma_{ke}$ and $k$ are given, while the pair production rate decreases. Thus, the larger the tunneling time, the smaller the pair creation. Interestingly, the tunneling time no longer depends on the $x_3$, which is different from the vacuum-decay time.

4.3 Tunneling time and production rate

In order to prove this relationship between tunneling time and particle number, we find out the analytical solution of the production rate and prove whether this relationship is correct. By the way, if it is not easy to observe the pair production by using our studied electromagnetic field, then we can instead of it observe it in the pure electric field since the Lorentz transformation.
enables two cases to be equivalent with each other as mentioned above at the end of Sect. 3.

Now the production rate can be written as (for the convenience of discussion, we only write the analytical solutions of three kinds of fields)

\[
\frac{\text{Im} \Gamma_{\text{semi}}}{(V_2 T)^{\text{Mink}}} = \begin{cases} 
\exp \left[ -\frac{\pi m^2}{e\sqrt{E^2 - B^2}} \right], \\
(1-\gamma_{kebp})^{3/4} \exp \left[ -\frac{4m^2}{e\sqrt{E^2 - B^2}} \sqrt{1-\gamma_{kebp}} \right] \left[ E \left( \frac{-\gamma_{kebp}^2}{1-\gamma_{kebp}} \right) - K \left( \frac{-\gamma_{kebp}^2}{1-\gamma_{kebp}} \right) \right], \\
\frac{(1-\gamma_{kebp})^{5/4}}{1} \exp \left[ -\frac{m^2 \pi}{e\sqrt{E^2-B^2}} \right] \left( \frac{2}{1+\sqrt{1-\gamma_{kebp}}} \right), \\
\frac{(1-\gamma_{kebp})^{3/4}}{1} \exp \left[ -\frac{2m^2 \pi}{e\sqrt{E^2-B^2}} \right] \left( \frac{2}{1+\sqrt{1-\gamma_{kebp}}} \right), \\
\frac{1}{d(\gamma_{kebp}^2 g(\gamma_{kebp}))} \left( \frac{2m^2 \pi}{e\sqrt{E^2-B^2}} \right), \\
\text{constant} \\
\cos (kx_3) \\
\text{sech}^2 (kx_3) \\
\text{cn} (kx_3 | q) \\
\end{cases}
\]

For these three fields, the tunneling times and production rates are shown in Fig. 11 on the left and right side, respectively. We can find that the tunneling time is from small to large for \(\cos (kx_3)\), \(\text{sech}^2 (kx_3)\) and \(\frac{1}{1+(kx_3)^2} \text{sech}^2 (kx_3)\), respectively and vice versa for the production rate from high to low for these fields. This result is consistent with the result in the Sect. 4.2. The particle number decreases with the increase of tunneling time, and increases with the decrease of tunneling time.

5 Relationship between the decay time and the tunneling time

In this subsection, we will study the relationship between the decay time and the tunneling time for external field though we do not have any mathematical expression to connect. Note that the decay time depends on space coordinate, but the tunneling time does not. Thus, we can find a ratio about the average decay time for space coordinate and the tunneling time, and then can discuss this relationship. If we define the average decay time as

\[
\bar{T}_d := \frac{\int_a^b T_d dx_3}{\int_a^b dx_3},
\]

where we choose \(-2\pi/k\) and \(2\pi/k\) for \(a\) and \(b\) in our work.

The ratio \(\bar{T}_d/T_t\) is plotted for different fields in Fig. 12. Note that the ratios for \(\text{sech}^2 (kx_3)\) and \(1/(1+(kx_3)^2)^{3/2}\) are very similar because the distributions of the two fields are approximately the same. We can find that there are different distributions for different fields, but on the whole, they have two common features. First, this ratio increases linearly with the increase of the \(E/E_{cr}\) (note that \(E/E_{cr} \approx 0.03\) ). The order of the ratio of various fields from small to large is Lorentzian, secant, elliptic cosine and cosine. Second, the decay time for \(E/E_{cr} \approx 0.05\) is always greater than the tunneling time. The physical meaning is that the process of transferring the energy of the external field to the electron is not over yet, but the tunneling process is over.

6 Discussion

In this section, we would like to discuss whether all of the instanton paths for electromagnetic fields as the Eqs. (16) and (17) are within the same plane in the \((\text{Im} x_1, x_3, x_4)\). To do so, we compare the instanton paths of different electromagnetic fields with different parameter \(\gamma_{kebp}\), as shown in Fig. 13. We can find that the paths of the instantons are in the same plane for all electromagnetic fields. As the parameter \(\gamma_{kebp} \to 0\), all paths tend to become the same elliptical shape, and the size of the instantons paths expands with \(\gamma_{kebp}\). For the same \(\gamma_{kebp}\), the size of instanton path that caused by constant electromagnetic fields is the smallest, \(\cos (kx_3)\) is in the middle, and \(\text{sech}^2 (kx_3)\) is the largest.

In the previous section, we discussed that for the same electromagnetic field, the paths of instantons are in the same plane. Therefore, all of the paths of instantons in our work are in the same plane indeed. For the same \(\gamma_{kebp}\), the instanton action \(\mathcal{S}_0\) is the smallest for the constant electromagnetic field. However, the instanton actions are the middle and the largest for \(\cos (kx_3)\) and \(\text{sech}^2 (kx_3)\). According to Eq. (3), for the same parameter \(\gamma_{kebp}\), the pair production probabilities are the largest, middle and the smallest for constant,
Fig. 11 Plots of the tunneling time $T_t$ (left) and the production rate $\text{Im} \Gamma_{\text{semi}}/(V_2 T)^{\text{Mink}}$ (right) for fields $\cos(kx_3)$ (green), $\text{sech}^2(kx_3)$ (magenta) and $1/(1+(kx_3)^2)^{3/2}$ (blue), where $(V_2 T)^{\text{Mink}}$ is the volume in the Minkowski space. The $S_0$ part in the production rate has been expresses in units of $m^2/e\sqrt{(E^2 - B^2)}$.

Fig. 12 Ratio plot of the average vacuum-decay time $T_d$ and the tunneling time $T_t$ for fields $\cos(kx_3)$ (red), $\text{sech}^2(kx_3)$ (cyan), $1/(1+(kx_3)^2)^{3/2}$ (blue) and $\text{cn}(kx_3|0.7)$ (green) with $k = 0.03$ and $B/E = 0.5$

where the function $g(\gamma_{keb})$ is defined as

$$g(\gamma_{keb}) = \frac{2}{\pi} \int_{-1}^{1} dy \sqrt{\frac{1 - y^2}{|f'(y)|}},$$

(87)

where $y = \frac{1}{\gamma_{keb}}f(v)$, $f'(v)$ is to be reexpressed as a function of $y$. For the electromagnetic fields we discussed, the path of the instanton expands with $\gamma_{keb}$. At the same time, the instanton action and the tunneling time increase with $\gamma_{keb}$, the pair production rate decreases with $\gamma_{keb}$ decrease. Most importantly, the magnitudes of the instantons produced by various external electromagnetic fields are in the region between $\pi$ and $2\pi$ in normalized unit according to the analytical solutions of instantons action. Furthermore, we investigated how to obtain all results for time-depended field through space-depended results, and those results can be found by replacing modified Keldysh parameter $\gamma_{\omega eb}$ with $i\gamma_{keb}$ after perform above Lorentz boost. The magnitudes of the normalized instantons action are all bounded within the region from 0 to $\pi$ in the temporally inhomogeneous fields we study.

At last, for the pair production time, we have identified two definitions and obtained the analytical expression of them. The distributions of the vacuum-decay times are similar to those shapes of the applied electromagnetic field modes for the same parameter $E/E_{cr}$. We find a nature of tunneling time for the worldline instanton approach that the tunneling time increases with the increase of parameter $\gamma_{keb}$ while $\gamma_{ke}$ and $k$ are fixed. Physically, the time it takes for an instanton to travel half loop path from $x_3^-$ to $x_3^+$ is the tunneling time. The larger the tunneling time, the smaller the pair creation. Interestingly, the tunneling time no longer depends on the $x_3$. Finally, we obtain the relationship between tunneling time and $x_3$

$$T_t = 2x_4(0) = (x_4^{\text{max}} - x_4^{\text{min}}).$$

(88)

Meanwhile, we studied the relationship between the vacuum-decay time and the tunneling time. Ratio of

7 Conclusion

In conclusion, we have investigated the Schwinger effect in different space-dependent inhomogeneous electromagnetic fields with variation of parameter $\gamma_{keb}$ via the worldline instanton approach. It is found that all results would recover to that in Ref. [15] if $B = 0$. Also we found that the range of loop paths of all instantons expand with $\gamma_{keb}$. All of the paths of instantons in our paper are in the same plane with various electromagnetic fields for different parameter $\gamma_{keb}$.

Moreover, the instanton action can be written generally as

$$S_0 = \frac{\pi m n}{k\gamma_{keb}} g(\gamma_{keb}),$$

(86)
Fig. 13  Parametric plot of the stationary worldline instanton paths in the $(\text{Im}x_1, x_3, x_4)$ space for the cases of the constant (blue), sech$^2(kx_3)$ (pink) and cos$(kx_3)$ (green) electric fields of strength $E$ and $B$. The paths are shown for various values of the parameter $\gamma_{kEB}$ (top right, top left, bottom right and bottom left for 0.1, 0.5, 0.7 and 0.9). $\text{Im}x_1$, $x_3$ and $x_4$ have been expressed in units of $mB/e(E^2 - B^2)$, $m/e\sqrt{E^2 - B^2}$ and $mE/e(E^2 - B^2)$

the average vacuum-decay time and the tunneling time increases linearly with the increase of the $E/E_{cr}$ (note that $E/E_{cr} \geq 0.03$) when $k = 0.03$ and $B/E = 0.5$.

These results suggest that the Schwinger effect in the space- and time-dependent inhomogeneous electromagnetic fields is vital when we consider real laser pulses analytically. Our results may not only help the analytical interpretation of pair production, but also has great prospects for the study on the essence of the pair production time.
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Appendix A: Tunneling time in the QED

For the tunneling process, the particle energy is smaller than the potential energy of the particle so that the particle momentum is the imaginary number. It is convenient to calculate the tunneling time easily by using momentum of the instanton after perform Wick-rotation in the space-time $x_{\mu} = (t, -x)$, where $x = |x| = \sqrt{x_1^2 + x_2^2 + x_3^2}$, because the instanton momentum is the real value in the tunneling process. Thus, the relativistic momentum can be expressed with the instanton momentum via the Einstein’s mass-energy relation

$$p = \sqrt{\mathcal{E}^2/c^2 - m_0^2c^2} = i\sqrt{m_0^2c^2 - \mathcal{E}^2/c^2} = iq,$$  
(A1)

$$\mathcal{E} = mc^2 = m_0c^2/\sqrt{1 - v^2/c^2} = \gamma m_0c^2,$$  
(A2)

where $p, \mathcal{E}, m_0$ and $m$ are the particle momentum, energy, rest mass and the relativistic mass of motion, $c$ is the speed of the light, $v$ denotes the magnitude of particle velocity $v = (v_1, v_2, v_3)$, and $\gamma$ is the relativistic factor. We define the instanton momentum $q$ in order to calculate the tunneling time, and the tunneling time can be written as [55]

$$T_t = \int_{x_-}^{x_+} \frac{dx}{v},$$  
(A3)

where $T_t$ and $x_{\pm}$ are the tunneling time and the classical turning points where $q(x_{\pm}) = 0$ [61].

Now we calculate the tunneling time under constant electric field $E$ in order to compare with worldline instanton result conveniently. Thus, we can obtain the tunneling time in this case

$$T_t = \int_{x_-}^{x_+} \frac{dx}{\gamma/\sqrt{1 - (W - eEx)^2}},$$  
(A4)

here, $W$ denotes the energy of the instanton. If we define $u = (W - eEx)/m_0c^2$ in order to performing integral transformation, $\gamma = (W - eEx)/m_0c^2 = u$ because of the $\mathcal{E} = \gamma m_0c^2 = W - eEx$ under the constant electric field. Therefore, the tunneling time can be written as

$$T_t = 2 \int_0^1 \left( \frac{(1 - u E/m_0c^2)^{-1}}{E/c\sqrt{1 - u^2}} \right) du = 2m_0c \int_0^1 \frac{udu}{E/c\sqrt{1 - u^2}}$$
$$= \frac{2m_0c}{E/c}. $$  
(A5)

We can find that the tunneling time $T_t = 2x_4(u = 0)$ when $B = 0$, $n = 1$ and $\hbar = c = 1$ in Eq. (42). Therefore, it can be written as

$$T_t = (x_4^{max} - x_4^{min}).$$  
(A6)

Appendix B: Tunneling time via the Hamilton–Jacobi equation

We derive the same result Eq. (A6) by using the Hamilton-Jacobi equation (HJE). From Eq. (16.11) in Ref. [62], the HJE can be written as

$$\left( \nabla S - \frac{e}{c} A \right)^2 - \frac{1}{c^2} \left( \frac{\partial S}{\partial t} + eA_t \right)^2 + m_0^2c^2 = 0,$$  
(B1)

where $A_\mu = (A_t, A)$, $S$ is the action. The first and second terms represent particle energy and momentum according to the Einstein’s mass-energy relation $p^2 - \mathcal{E}^2/c^2 + m_0^2c^2 = 0$. Thus, the tunneling time can be expressed by the instanton momentum $q$

$$T_t = \int_{x_-}^{x_+} \frac{dx}{v} = 2 \int_0^1 \frac{\mathcal{E}^2/c^2 dx}{|p|}$$
$$= 2 \int_0^{x_+} \frac{\mathcal{E}/c^2 dx}{q}$$
$$= 2 \int_0^{x_+} \frac{(\partial S/c^2 + eA_t) dx}{c^2 \left( \nabla S - \frac{e}{c} A \right)}.$$  
(B2)

After change the Einstein’s mass-energy relation to $\mathcal{E}^2/m_0^2c^4 - p^2/m_0^2c^2 = \mathcal{E}^2/m_0^2c^4 + q^2/m_0^2c^2 = 1$ form and two side multiply constant $a^2$ from Eq. (11), we can obtain

$$\frac{\mathcal{E}^2a^2}{m_0^2c^4} + \frac{q^2a^2}{m_0^2c^2} = a^2 \equiv \dot{x}_1^2 + \dot{x}_2^2 + \dot{x}_3^2 + \dot{x}_4^2 = \dot{x}_4^2 + \dot{x}_2^2.$$  
(B3)

We can obtain the energy $\mathcal{E}$ and momentum $p$ by comparing with each term in above equation

$$\mathcal{E}^2 = \left( \frac{\partial S}{\partial t} + eA_t \right)^2 = \frac{m_0^2c^4}{a^2} \dot{x}_4^2.$$  
(B4)

$$p^2 = \left( \nabla S - \frac{e}{c} A \right)^2 = -\frac{m_0^2c^2}{a^2} x_4^2 \equiv -q^2.$$  
(B5)

After we take above equations into Eq. (B2), the tunneling time can be rewritten as
\[ T_I = 2 \int_0^{x_+} \frac{\dot{x}_4}{x} dx = 2 \int_{1/4}^{0} \frac{\dot{x}_4}{x} \frac{dx}{du} = 2 \int_{1/4}^{0} \dot{x}_4 du = 2 \left( x_4(0) - x_4(1/4) \right) = 2x_4(0) = \left( x_4^{\text{max}} - x_4^{\text{min}} \right), \] (B6)

where \( x_4^{\text{min}} \) and \( x_4^{\text{max}} \) are maximum and minimum values for \( x_4 \). It is the same result Eq. (A6), but Eq. (B6) does not depend on the external electromagnetic field.

Most importantly, we can use this result for the space-time-dependent inhomogeneous electromagnetic field

\[ T_I = \int_{u(x_-)}^{u(x_+)} \dot{x}_4 du. \] (B7)

Equation (B7) is general form for any field. We can prove Eq. (B7) via another convenient way: the tunneling time can be found by using instanton velocity

\[ T_I = \int_{x_-}^{x_+} \frac{dx}{\dot{u}} = \int_{x_-}^{x_+} \frac{dx}{\dot{x}_4} = \int_{u(x_-)}^{u(x_+)} \dot{x}_4 du. \] (B8)

This illustrates that the three results in the appendix are equivalent.

References

1. C.N. Yang, R.L. Mills, Phys. Rev. 96, 191 (1954)
2. A.A. Belavin, A.M. Polyakov, A.S. Schwartz, Y.S. Tyupkin, Phys. Lett. B 59, 85 (1975)
3. A.M. Polyakov, Nucl. Phys. B 120, 429 (1977)
4. R.P. Feynman, Phys. Rev. 80, 440 (1950)
5. R.P. Feynman, Phys. Rev. 84, 108 (1951)
6. I.K. Affleck, O. Alvarez, N.S. Manton, Nucl. Phys. B 197, 509 (1982)
7. P.A.M. Dirac, Proc. R. Soc. A 117, 612 (1928)
8. O. Klein, Z. Phys. 53, 157 (1929)
9. F. Sauter, Z. Phys. 69, 742 (1931)
10. W. Heisenberg, H. Euler, Z. Phys. 98, 714 (1936)
11. J.S. Schwinger, Phys. Rev. 82, 664 (1951)
12. T. Heinzl, A. Ilderton, Eur. Phys. J. D 55, 359 (2009)
13. M. Marklund, J. Lundin, Eur. Phys. J. D 55, 319 (2009)
14. A. Ringwald, Phys. Lett. B 510, 107 (2001)
15. G.V. Dunne, C. Schubert, Phys. Rev. D 72, 105004 (2005)
16. G.V. Dunne, Q.H. Wang, H. Gies, C. Schubert, Phys. Rev. D 73, 065028 (2006)
17. G.V. Dunne, Q.H. Wang, Phys. Rev. D 74, 065015 (2006)
18. G.V. Dunne, C. Schubert, A.I.P. Conf. Proc. 857, 240248 (2006)
19. G.V. Dunne, J. Phys. A 41, 164041 (2008)
20. G.V. Dunne, Eur. Phys. J. D 55, 327340 (2009)
21. C.K. Dumlu, G.V. Dunne, Phys. Rev. D 84, 125023 (2011)
22. B.S. Xie, M. Mohamedsedik, S. Dulat, Chin. Phys. Lett. 29, 021102 (2012)
23. A. Ilderton, G. Torgirimsson, J. Wärth, Phys. Rev. D 92, 025009 (2015)
24. C. Schneider, R. Schützhold, JHEP 02, 164 (2016)
25. B.S. Xie, Z.L. Li, S. Tang, Radiat. Extremes 2, 225 (2017)
26. C. Schneider, G. Torgirimsson, R. Schützhold, Phys. Rev. D 98, 085009 (2018)
27. G. D. Esposti, G. Torgirimsson, arXiv:2112.11433
28. K. Rajeev, Phys. Rev. D 104, 105014 (2021)
29. F. Hebenstreit, R. Alkofer, H. Gies, Phys. Rev. Lett. 107, 180403 (2011)
30. C. Kohlfürst, Phys. Rev. D 101, 096003 (2020)
31. I.A. Aleksandrov, C. Kohlfürst, Phys. Rev. D 101, 096009 (2020)
32. M. Ababeki, B.S. Xie, J. Zhang, Phys. Rev. D 100, 016003 (2019)
33. O. Olugh, Z.L. Li, B.S. Xie, R. Alkofer, Phys. Rev. D 99, 036003 (2019)
34. Z.L. Li, C. Gong, Y.J. Li, Phys. Rev. D 103, 116018 (2021)
35. L.J. Li, M. Mohamedsedik, B.S. Xie, Phys. Rev. D 104, 036015 (2021)
36. M. Mohamedsedik, L.J. Li, B.S. Xie, Phys. Rev. D 104, 016009 (2021)
37. C. Kohlfürst, F. Queisser, R. Schützhold, Phys. Rev. Res. 3, 033153 (2021)
38. P. Krekora, Q. Su, R. Grobe, Phys. Rev. Lett. 92, 040406 (2004)
39. P. Krekora, Q. Su, R. Grobe, Phys. Rev. A 73, 022114 (2006)
40. S. Tang, B.S. Xie, D. Lu, H.Y. Wang, L.B. Fu, J. Liu, Phys. Rev. A 88, 012106 (2013)
41. L. Wang, B. Wu, B.S. Xie, Phys. Rev. A 100, 022127 (2019)
42. L. Wang, L. J. Li, M. Mohamedsedik, R. An, J. J. Li, B. S. Xie, F. S. Zhang, arXiv:2109.05399
43. Y. Kluger, E. Mottola, J.M. Eisenberg, Phys. Rev. D 58, 125015 (1998)
44. S.M. Schmidt, D. Blaschke, G. Ropke, S.A. Smolyansky, A.V. Prozorkevich, V.D. Toneev, Int. J. Mod. Phys. E 7, 709 (1998)
45. Z.L. Li, D. Lu, B.S. Xie, Phys. Rev. D 89, 067701 (2014)
46. Z.L. Li, D. Lu, B.S. Xie, L.B. Fu, J. Liu, B.F. Shen, Phys. Rev. D 89, 093011 (2014)
47. C. Gong, Z.L. Li, Y.J. Li, Q. Su, R. Grobe, Phys. Rev. A 101, 063405 (2020)
48. E. Brezin, C. Itzykson, Phys. Rev. D 2, 1191 (1970)
49. V.S. Popov, Z. Eksp, Teor. Fiz. 61, 1334 (1971)
50. S.P. Kim, D.N. Page, Phys. Rev. D 75, 045013 (2007)
51. F. Hebenstreit, R. Alkofer, G.V. Dunne, H. Gies, Phys. Rev. Lett. 102, 150404 (2009)
52. C.K. Dumlu, G.V. Dunne, Phys. Rev. Lett. 104, 250402 (2010)
53. E. Strobel, S.S. Xue, Phys. Rev. D 91, 045016 (2015)
54. J. Oertel, R. Schützhold, Phys. Rev. D 99, 125014 (2019)
55. R. Landauer, T. Martin, Rev. Mod. Phys. 66, 217228 (1994)
56. S. Christian, Ph.D. thesis, https://doi.org/10.17185/deupublico/70116.
57. M. Abramowitz, I. Stegun, *Handbook of Mathematical Functions* (Dover, New York, 1972)
58. D.F. Lawden, *Elliptic Functions and Applications* (Springer, New York, 1989)
59. L. Labun, J. Rafelski, Phys. Rev. D **79**, 057901 (2009)
60. L. Labun, J. Rafelski, Phys. Rev. D **81**, 065026 (2010)
61. W. Greiner, J. Reinhardt, *Quantum Electrodynamics*, 4th edn. (Springer, Berlin, 2009)
62. L. D. Landau, E. M. Lifshitz, The Classical Theory of Fields: Volume 2 (Course of Theoretical Physics Series), Fourth Edition (Butterworth Heinemann, New York, 1980)

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.