Research on Image Feature Point Matching Based on ORB and RANSAC Algorithm
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Abstract. Image matching is one of the basic problems in the field of machine vision research. In order to improve the accuracy of image feature point matching and enhance the anti-interference ability of the algorithm, for the shortcomings of traditional ORB algorithm, an image feature point matching algorithm based on ORB and RANSAC algorithm is proposed. The algorithm can filter out false matches on the basis of coarse matching results, and filter out exact matching points through the homography matrix. Experiments show that this method can effectively improve the accuracy of image matching and shorten the execution time, and it is very robust to image matching with different scales, ambiguities, brightness and rotation.

1. Introduction
Image matching is one of the basic problems in the field of machine vision research, which is widely used in medical images[1], remote sensing images[2-3], face recognition[4], visual SLAM[5] and three-dimensional reconstruction[6] and other fields, through the corresponding relationship among content, feature and structure, the texture and gray level of the image are analyzed, and the similarity and consistency are analyzed to seek similar image targets. In the image matching algorithm, there are many feature extraction and matching methods, SIFT, SURF, BRISK, ORB and so on. Among them, SIFT algorithm was proposed by David Lowe[7] in 1999, and was further developed and improved in 2004. This algorithm is the most robust local feature algorithm, but it has a large amount of calculation and cannot meet the real-time requirements well. To this end, Ehtan Rublee et al. proposed the ORB[8] algorithm in 2011, which uses an improved FAST[9] algorithm and an improved BRIEF[10] algorithm. Both algorithms have the advantage of fast calculation speed, so the ORB is very good at the calculation speed, which is 1 to 2 orders of magnitude faster than the SIFT and SURF algorithms. However, in terms of matching accuracy, the ORB algorithm is relatively weak, and the matching results contain a lot of error information. The matching accuracy is low and the anti-interference ability is poor. In this paper, the ORB and RANSAC algorithms are used to complete the extraction of image feature points and eliminate the false matching. On the basis of ensuring strong real-time processing and fast feature point extraction, the matching accuracy is improved.
Image feature point extraction

2.1. Feature point detection

The first step of ORB feature detection is to use the FAST algorithm to find the key points in the image, namely the feature points. The FAST algorithm determines whether it is a key point by comparing the gray levels of pixels around a candidate pixel. With the candidate pixel \( P \) as the center and 3 pixels as the radius, a circle is formed, which passes through a total of 16 pixels and is numbered 1 to 16 in the clockwise direction. Given a threshold \( h \), compare the gray value of the \( P \) point with the gray value of these 16 pixels. If there are \( N \) (generally 12) consecutive pixels and the absolute value of the gray value of the \( P \) point is greater than or equal to \( h \), that is, the brightness is higher or lower than \( P \), then point \( P \) is determined as a feature key point. To speed up the determination process, only point \( P \) is compared with 4 equally spaced pixel points 1, 5, 9, 13 on the circle. If there are 3 or more pixels whose brightness is higher or lower than \( P \), then \( P \) is selected as the key point. This optimization reduces the time to search for key points in the entire image by four times. The judgment formula is as follows:

\[
N = \sum_{x \in \text{circle}(P)} f_{\text{det}}(I_x, I_p)
\]

Among them, \( I_p \) is the gray value of the candidate pixel point \( P \), and \( I_x \) is the gray value of the points 1 to 16 around the \( P \) point.

In order to solve the direction sensitivity problem of the FAST algorithm, the ORB algorithm uses the improved oFAST algorithm to add direction information to the FAST feature. This direction depends on how the intensity around the key point changes.

The ORB algorithm first finds the intensity centroid in the neighborhood of the feature point, and the location of the average pixel intensity in the given neighborhood, also known as the centroid, and then determines the direction of the key point by the vector direction from the key point to the centroid, and the brightness in the neighborhood. The formula for the neighborhood moment can be expressed as:

\[
m_{pq} = \sum_{x,y \in S} x^p y^q I(x, y)
\]

Among them, \( S \) represents the domain of the key point, and \( I(x, y) \) is the gray value at the point \( (x, y) \). The centroid coordinates of the neighborhood can be expressed as:

\[
C = \left( \frac{m_{00}}{m_{01}}, \frac{m_{01}}{m_{11}} \right)
\]

Among them, \( m_{00}, m_{01} \) and \( m_{10} \) are the values when \( p \) and \( q \) in the formula (3) are 0 or 1, respectively. Therefore, the main directions of the feature points are:

\[
\theta = \arctan(m_{01}, m_{10})
\]

2.2. Feature descriptor

The second step of the ORB algorithm is to use the BRIEF algorithm to convert the key points found by the FAST algorithm into binary feature vectors, which can collectively represent an object. Binary feature vectors, also known as binary descriptors or descriptors, are feature vectors that contain only 1s and 0s. Each key point in the BRIEF is described by a binary feature vector, which is generally a string of 128-512 bits. The brief algorithm process is as follows:

1. Use Gaussian filter kernel to smooth the target image (Gaussian filter kernel is set to 9×9, variance is 2) to prevent the descriptor from being too sensitive to high-frequency noise and increase stability.
(2) Pick a key point.
(3) A pair of pixels are randomly selected from the well-defined neighborhood around the key points selected in the above steps. The neighborhood around the key point is a square with a specific pixel width and height. The first pixel in a random pair is a pixel drawn from a Gaussian distribution centered on key points, with a standard deviation or dispersion trend of $\sigma$. The second pixel in the random pair is a pixel extracted from the Gaussian distribution centered on the first pixel, with a standard deviation of $\sigma/2$. Experience shows that such Gaussian selection can improve the feature point matching rate.
(4) Construct a binary descriptor by comparing the brightness of two pixels in a random pair as key points. If the first pixel is brighter than the second, the corresponding bit in the descriptor is assigned 1, otherwise it is assigned 0. The first bit of the feature vector corresponds to the first random point pair of this key point, then BRIEF selects a new random pixel pair for the same key point, compares their brightness and assigns 1 or 0 to the next bit in the feature vector. Assuming a smooth image, the $\tau$ test is performed in the field $P$ of size $S \times S$, then the binary formula for grayscale difference can be expressed as:
$$
\tau(p; x, y) = \begin{cases} 
1: & I(p, x) < I(p, y) \\
0: & I(p, x) \geq I(p, y) 
\end{cases}
$$
(6)

Among them, $I(p, x)$ is the pixel gray value of the smoothed image neighborhood $P$ at point $x = (u, v)^T$.
(5) BRIEF repeats steps (3) (4) $N$ times for the same key point, uses formula (6) to obtain the response value, and puts the comparison results of the brightness of $N$ pixels into the binary feature vector of the key point to form a feature point And then turn to the next key point until the descriptor is created for each key point in the image. The generated binary descriptor can be expressed as:
$$
f_n(p) = \sum_{1 \leq i \leq N} 2^{i-1} \tau(p; x_i, y_i)
$$
(7)

Among them, $N$ can be 128, 256 and 512 bits, and the comprehensive generation speed and the distribution and accuracy of descriptors, 256-bit descriptors are the most advantageous.

The BRIEF algorithm does not have rotation invariance and scale invariance, and is more sensitive to noise. The ORB algorithm improves the BRIEF algorithm in two ways:
(1) The main direction of the feature points obtained by the improved FAST algorithm, first rotate the descriptor generated by BRIEF, and then discriminate and binary encode, so that the descriptor has rotation invariance, called steered BRIEF descriptor.
(2) The integrated image is used to solve the noise sensitivity of the BRIEF algorithm and enhance
the anti-noise ability of the descriptor.

The brief descriptor has an average value of about 0.5 and a variance of 0.25, which is very distinguishable. Although the improved rotation BRIEF has rotation invariance, the mean is more discrete, the variance is unevenly distributed, and the distinguishability is lower. The ORB algorithm uses statistical learning algorithm, recalculate the set of binary test point pairs, the steps are as follows:

Within the $31 \times 31$ neighborhood of feature points, random point pairs are generated, with the random point as the center, and a sub-window of $5 \times 5$ is taken. The average gray value of the sub-window is used to replace the original single pixel value for comparison, and $N=(31-5+1)(31-5+1)=729$ patches that can be compared, there are $M = (C, 2)$ point pairs, that is, $M$ 0.1 character strings, $M$ is much greater than 256, According to the principle of maximizing the variance between the mean and the points, the greedy algorithm is used to screen out 256. If the screening is less than 256, the threshold is lowered until 256 is satisfied.

This algorithm is a greedy search for an uncorrelated test whose mean is close to 0.5, which is called rBRIEF. The rBRIEF descriptor is significantly better than steered BRIEF in variance and correlation, with better discrimination and low dimensional correlation.

3. Image feature point matching

When the default matching algorithm of the ORB algorithm is used, there are many wrong matches and the matching accuracy is not high. You can use the RANSAC algorithm to filter the wrong matches and improve the matching accuracy. The RANSAC algorithm is the abbreviation of RANdom SAmple Consensus, which means that the random sampling is consistent. It is based on a set of sample data sets containing abnormal data (also known as outliers), and through multiple iterations, the mathematical model parameters of the data are calculated to obtain valid sample data (also known as inside points). Is used to find an optimal homography matrix $H$. It was first proposed by Fischler and Bolles in 1981. The size of matrix $H$ is $3 \times 3$, which can be expressed as:

$$
\begin{bmatrix}
  x' \\
  y' \\
  1
\end{bmatrix} =
\begin{bmatrix}
  h_{11} & h_{12} & h_{13} \\
  h_{21} & h_{22} & h_{23} \\
  h_{31} & h_{32} & h_{33}
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix}
$$

(12)

$(x, y)$ is the feature point position of the target image, $(x', y')$ is the feature point position of the scene image, and $s$ is the scale parameter.

The purpose of the RANSAC algorithm is to find the optimal parameter matrix so that the number of data points satisfying the matrix is the most, usually let $h_{33} = 1$ normalize matrix. This matrix has 8 unknown parameters, so at least 8 linear equations need to be solved. Corresponding to the point position information, a set of point pairs can list two equations, then at least 4 sets of matching point pairs are required. The RANSAC algorithm randomly draws 4 samples from the matching data set and ensures that these 4 samples are not collinear, calculates the homography matrix, and then uses this model to test all the data, and calculates the number of data points and projections error (ie. cost function) that satisfy this model. If this model is the optimal model, the corresponding cost function is the smallest. The cost function can be calculated using the following formula:

$$
\sum_{i=1}^{n} ((x' - \frac{h_{11}x_i + h_{12}y_i + h_{13}}{h_{31}x_i + h_{32}y_i + h_{33}})^2 + (y' - \frac{h_{21}x_i + h_{22}y_i + h_{23}}{h_{31}x_i + h_{32}y_i + h_{33}})^2)
$$

(13)

The specific steps of the algorithm are as follows:

1. Randomly extract 4 sample data from the data set (the four samples cannot be collinear), calculate the transformation matrix $H$, and record it as model M;
2. Calculate the projection error of all data in the data set and the model M. If the error is less than the threshold $t$, add the interior point set I;
3. If the number of elements in the current interior point set I is greater than the optimal interior
point set I_best number $d$, update $I_{\text{best}}=I$ and update the number of iterations $k$ at the same time;

(4) If the number of iterations is greater than $k$, then exit; otherwise, increase the number of iterations by 1 and repeat the above steps.

The parameters $t$ and $d$ are determined through experiments according to specific problems and data sets. The number of iterations $k$ is continuously updated when it is not greater than the maximum number of iterations. It can be inferred from the theoretical results and can be calculated by the following formula:

$$k = \frac{\log(1 - p)}{\log(1 - w^s)} \quad (14)$$

Among them, $p$ is the confidence level, usually 0.995, $w$ is the probability ratio of selecting a valid sample from the data set each time.

After obtaining the homography matrix, retain the valid points after filtering, and discard the invalid points, thus completing the filtering of false matches.

4. Experimental results and analysis

In order to truly embody the traditional ORB and RANSAC combination algorithm in various types of images, the matching degree of the ORB algorithm is higher and shorter, and this experiment uses the Mikolajczyk standard image library in the Oxford classic image matching database, which contains 8 sets of image sequences. Each group of 6 images with different changes. In the image data set, the Wall and Graffiti image groups are the angle change sequences, the Boat and Bark image groups are the scale and rotation change sequences, the Bikes and Trees image groups are the blur degree change sequences, and the Leuven image group is the brightness change sequence [12]. We selects the first and second images in each group to form an experimental group. The platform is Spyder, the programming language is Python3.7, the computer processor is Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz 2.20 GHz CPU, and the memory is 64.0 GB.

The experiment compares the traditional ORB algorithm and the algorithm combining ORB and RANSAC, and compares the pros and cons of the algorithm through the matching accuracy of the feature points and the matching time-consuming, as shown in the table, and is visually represented by the line chart, as shown in the figure.
From the above chart, it can be seen that compared with the ORB algorithm, the matching accuracy of the algorithm combined by ORB and RANSAC is improved by 22.96%, and the time consumption is reduced by 24.38%.

5.Conclusion
This paper analyzes the realization process of traditional ORB and ORB combined with RANSAC two algorithms to achieve feature point matching, and through experiments using the Mikolajczyk standard image library in the Oxford classic image matching database as the data set, it is verified that the
algorithm combined with RANSAC is better than the traditional matching algorithm. Both accuracy and time-consuming are far superior to the traditional ORB algorithm.
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