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Abstract: As an important technology in computer science, data mining aims to mine hidden, previously unknown, and potentially valuable patterns from databases. High utility negative sequential rule (HUNSR) mining can provide more comprehensive decision-making information than high utility sequential rule (HUSR) mining by taking non-occuring events into account. HUNSR mining is much more difficult than HUSR mining because of two key intrinsic complexities. One is how to define the HUNSR mining problem and the other is how to calculate the antecedent’s local utility value in a HUNSR, a key issue in calculating the utility-confidence of the HUNSR. To address the intrinsic complexities, we propose a comprehensive algorithm called e-HUNSR and the contributions are as follows. (1) We formalize the problem of HUNSR mining by proposing a series of concepts. (2) We propose a novel data structure to store the related information of HUNSR candidate (HUNSRC) and a method to efficiently calculate the local utility value and utility of HUNSRC’s antecedent. (3) We propose an efficient method to generate HUNSRC based on high utility negative sequential pattern (HUNSP) and a pruning strategy to prune meaningless HUNSRC. To the best of our knowledge, e-HUNSR is the first algorithm to efficiently mine HUNSR. The experimental results on two real-life and 12 synthetic datasets show that e-HUNSR is very efficient.
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1. Introduction

Data mining is a very important technology in the field of computer science. It is a non-trivial process of revealing hidden, previously unknown and potentially valuable information from a large amount of data in the database. In recent years, utility-driven mining and learning from data has received emerging attentions from researchers due to its high potential in many applications, covering finance, biomedicine, manufacturing, e-commerce, social media, etc. Current research topics of utility-driven mining focus primarily on discovering patterns of high value (e.g., high profit) in large databases or analyzing the important factors (e.g., economic factors) in the data mining process [1]. High utility sequential pattern (HUSP) mining is an important task in utility-driven mining [2–8]. It focuses on extracting subsequences with a high utility (importance) from quantitative sequential databases. Current HUSP mining algorithms, however, only consider occurring events and do not take non-occurring events into account, which results in the loss of a lot of useful information [9–11]. Thus, high utility negative sequential pattern (HUNSP) mining is proposed to address this issue by considering both occurring events and non-occurring events. HUNSP can provide more valuable
information that HUSP can not because a non-occurring event may influence its following event. For example, given HUSP \(<ab>\) and HUSP \(<a\neg bd>\), \(<abc>\) indicates that a first occurs, then b, and then c while \(<a\neg bd>\) indicates that a first occurs, if b does not occur, then \(d\) (not c) will occur. That is, whether \(b\) occurs (or not) may result in the occurrence of \(c\) (or \(d\)). Therefore, HUNSP is really important. But few studies on HUNSP have been proposed so far [12,13]. The high utility negative sequential pattern mining (HUNSPM) algorithm solved the key problem of how to calculate the utility of negative sequences by setting the utility of negative elements (not items) to 0 and choosing the maximum utility as the sequence’s utility [14]. Nevertheless, both HUSP and HUNSP have a limitation in that they cannot indicate the probability that some subsequences will occur after other subsequences occur or not. For example, we assume HUSP \(p_1 = <abcX>\) and HUNSP \(p_2 = <a\neg bdY>\), where \(a\), \(b\), \(c\), and \(d\) denote four symptoms, i.e., headache, sorethroat, fever, and cervicalpain, and \(X\) and \(Y\) denote two diseases, i.e., cold and cervicalspondylosis. \(p_1\) shows that patients who have headache, then sorethroat and then fever are likely to have a cold, whereas \(p_2\) indicates that patients who have headache but not a sorethroat and then cervicalpain probably have cervical spondylosis. Although \(p_1\) and \(p_2\) are useful apparently, we can not know the exact probability that patients will have disease \(X\) (or \(Y\)) after they show symptom \(a\), then \(b\) (or not) and then \(c\) (or \(d\)) from them.

To address this issue, high utility sequential rule (HUSR) mining has been proposed in HUSP mining. HUSR, such as \(<\ abc \ \Rightarrow \ X \ >\), can precisely tell us the probability that patients will have a cold after they show headache, then a sorethroat and then a fever. Unfortunately, research studies on HUSR mining are few. The HUSRM algorithm was proposed in HUSR mining [15]. HUSRM first scans the database to build all sequential rules for which the sizes of the antecedent and consequent are both one. Then, it recursively performs expansions starting from those sequential rules to generate sequential rules of a longer size based on the support-confidence framework and minimum utility threshold. However, the rules mined by HUSRM only guarantee the items in the consequent occur after the items in the antecedent but the items in the antecedent and consequent are internally unordered (e.g., \(a\), \(b\), and \(c\) are unordered in HUSR \(<abc\rightarrow<X>\)). In addition, HUSRM has a very strict constraint for datasets, that is, an item cannot occur more than once in a sequence (e.g., \(<aba\>) is not allowed because \(a\) appears two times in the sequence), similar to the association rule mining. In fact, the constraint is too strict to be applicable for many real-life applications. Moreover, HUSRM does not take non-occurring events into account, which can lead to the loss of a lot of valuable information.

In order to mine high utility sequential rules that consider non-occurring events, high utility negative sequential rules (HUNSR) should be proposed. With HUNSR: \(<a\neg bd\rightarrow\ Y\ >\), we can clearly know the probability that patients will have cervicalspondylosis after they show a headache, but not a sorethroat and then cervicalpain. Unfortunately, we have not found any existing research on HUNSR mining so far. In fact, HUNSR mining is very challenging due to the following three intrinsic complexities.

Firstly, it is very difficult to define the HUNSR mining problem because of the hidden nature of non-occurring events in HUNSR. For example, what is a valid HUNSR? There is no unified measurement to evaluate the usefulness of rules. The traditional support-confidence framework is not applicable to mine HUNSR because it does not involve the utility measure [16–18]. Furthermore, the utility-confidence framework in high utility association rule (HUAR) mining is not applicable either because it does not involve the ordinal nature of sequential patterns [19]. So, it is very important to formalize the problem properly and comprehensively.

Secondly, it is very difficult to calculate the antecedent’s local utility value in a high utility negative sequential rule candidate (HUNSRC), which is a core step in calculating the utility-confidence of a HUNSRC. For simplicity, we take HUSP \(<abad\) and HUSP \(<ab\ 

\(\Rightarrow \ <ad\) > for example to illustrate how to obtain the local utility value of \(<ab\) in \(<abad\). Different from HUAR mining where all items appear only once in a rule, the ordinal nature of sequential patterns determines that \(<ab\) and \(<abad\) may have multiple matches in a \(q\)-sequence (such as \(s_1 = <abcabcdcd\)), which makes the problem quite complicated. In order to calculate the local utility value of \(<ab\) in
<abad>, we first need to obtain all the utility values of the matches of <abad> in \(s_1\), then choose the maximum one and record its items’ transaction ID (TID) (such as \{1, 2, 4, 6\}) and find the TID of <ab> at this time, i.e., \{1, 2\}. Next, find the corresponding utility of this <ab> (its TID is \{1, 2\}) in \(s_1\). Find and sum the utility values of <ab> in each \(q\)-sequence containing <abad> in the database using the above method, and the sum is the local utility value of <ab> in <abad>. However, it is much more difficult to calculate the antecedent’s local utility value (such as <a¬b>) in a HUNSR (such as <a¬b> ⇒ <a¬d>) than a HUSR for the following two reasons. One is that it is rather difficult to determine the TID of a negative item in a \(q\)-sequence [20]. The other is that the necessary information of sequence ID (SID), TID and utility to calculate the local utility value is not saved by current algorithms as these algorithms do not need to calculate the local utility value [12–14].

Finally, the antecedent’s utility may not exist, that is, it may not be saved by current algorithms because it may be less than the minimum utility threshold. In fact, the antecedent’s utility is also a necessary condition to calculate the utility-confidence of HUNSRC. Therefore, we must modify the existing algorithms to save the related information of the antecedent and recalculate its utility.

To address the above intrinsic complexities, this paper proposes a comprehensive algorithm called e-HUNSR. The main ideas of e-HUNSR are as follows. First, we formalize the HUNS problems by defining a series of important concepts, including the local utility value, utility-confidence measure, and so on. Second, a novel data structure called a SLU-list (sequence location and utility) is proposed to record all the required information to calculate the antecedent’s local utility value, including the information of SID, TID, and utility of the intermediate subsequences during the generation of HUSP which corresponds to the HUNSRC. Third, in order to efficiently calculate the local utility value and utility of the antecedent, we convert the HUNS problem to its corresponding HUSR’s calculation problem to simplify the calculation based on high utility negative sequential patterns discovered by the HUNSPM algorithm [14]. In addition, we propose an efficient method to generate HUNSRC based on the HUNSP mined by the HUNSPM algorithm and a pruning strategy to prune the large proportion of meaningless HUNSRC.

Our main contributions are summarized as follows.

1. We formalize the problem of HUNS mining by proposing a series of concepts;
2. We propose a novel data structure to store the related information of HUNSRC and a method to efficiently calculate the local utility value and utility of HUNSRC’s antecedent;
3. We propose an efficient method to generate HUNSRC based on HUNSP and a pruning strategy to prune meaningless HUNSRC;
4. Based on the above, we propose an efficient algorithm named e-HUNSR to mine HUNS. To the best of our knowledge, this is the first study to mine HUNS. The experimental results on two real-life and 12 synthetic datasets show that the e-HUNSR is very efficient.

The rest of the paper is structured as follows. In Section 2, we briefly review the existing works proposed in the literature. In Section 3, we provide some basic preliminaries. Section 4 introduces our proposed e-HUNSR algorithm. Section 5 presents the experimental results. Finally, the paper ends with concluding remarks in Section 6.

2. Related Work

In this section, we review the existing methods of HUSR mining, HUNSP mining, HUAR mining, and HUSP mining.

2.1. High Utility Sequential Rule Mining (HUSR Mining)

In this section, we mainly introduce the HUSRM [15] algorithm in high utility sequential rule (HUSR) mining. Based on the support-confidence framework, the HUSRM algorithm combines sequential rule (SR) mining and utility-driven mining, and adds the minimum utility threshold to mine HUSR. It assumes that sequences cannot contain the same item more than once and explores
the search space of sequential rules using a depth-first search. It firstly scans the database to build all the sequential rules for which the sizes of the antecedent and consequent are both one. Then, it recursively performs left/right expansions starting from these sequential rules to generate sequential rules of a longer size. It uses the sequence estimated utility measure to prune unpromising items and rules and uses the utility table structure to quickly calculate support and utility, and bit vector to calculate confidence.

However, the rules mined from HUSRM are partially-ordered sequential patterns, where the antecedent and consequent of the rules are unordered. Moreover, HUSRM can only mine HUSR instead of HUNSR.

2.2. High Utility Negative Sequential Pattern Mining (HUNSP Mining)

Negative sequential pattern (NSP) mining referring to frequent sequences with non-occurring items plays an important role in many real-life applications, such as health and medical systems and risk management [20]. Although a few algorithms [21–23] have been proposed to mine NSP based on a minimum support threshold, they do not consider utility. This means some important sequences with low frequencies will be lost. Thus, HUNSP mining was proposed. The HUNSPM algorithm [14] solves the key problems of how to calculate the utility of negative sequences, how to efficiently generate high utility negative sequential candidates (HUNSC), and how to store the HUNSC’s information. The utility of negative elements (not items) in a negative sequence is 0, which can simplify the utility calculation and HUNSPM chooses the maximum utility as the sequence’s utility. For a $k$-size HUSP, the sets of its HUNSC are generated by changing any $n$ non-continuous elements to their corresponding negative elements based on HUSP, $n = 1, 2, \ldots, \lceil k/2 \rceil$, not less than $\lceil k/2 \rceil$.

To efficiently calculate the HUNSC’s utility, HUNSPM uses a novel data structure called the utility of positive and negative elements (PNU)-list to store HUNSC-related information. In fact, negative unit profit is also interesting. The work in [12] proposes an algorithm named efficient high utility itemsets mining with negative utility (EHIN) to find all high utility itemsets with negative utility. The work in [13] proposes a generalized high utility mining (GHUM) method that considers both positive and negative unit profits. The method uses a simplified utility-list data structure to store itemset information during the mining process.

Although HUNSPM takes non-occurring events and utility into account, it cannot mine HUNSR.

2.3. High Utility Association Rule Mining (HUAR Mining)

HUAR mining is an interesting topic which refers to association rule generation based on high utility itemsets (HUI). It helps organizations make decisions on sale and promotion activities and realize higher profit by analyzing their business, sale activities, and customer trends [24]. Sahoo et al. [19] proposed an approach to mine non-redundant high utility association rules and a method for reconstructing all high utility association rules. This approach consists of three steps: The first step is to mine high utility closed itemsets (HUCI) and generators; the second step is to generate high utility generic basic (HGB) association rules; and the last step is to mine all high utility association rules based on HGB. Since the approach consumes a lot of time in the third stage when the HGB list is large and each rule in HGB has many items, a lattice-based algorithm called LARM for mining high utility association rules was proposed in [25]. It has two phases: (1) Building a high utility itemsets lattice (HUIL) from a set of high utility itemsets; and (2) mining all high utility association rules from the HUIL. Lee et al. [26] determine three key elements (opportunity, effectiveness, and probability) to define user preferences and operate them as utility functions, and evaluate association rules by measuring the specific business benefits brought by association rules to enterprises.

Although several algorithms have been proposed to mine HUAR, they cannot mine HUNSR. The ordinal nature of HUNSR means that algorithms for HUAR mining cannot be directly used to mine HUNSR, rather they need to be modified.
2.4. High Utility Sequential Pattern Mining (HUSP Mining)

HUSP mining can provide more comprehensive information for decision-making and many algorithms have been proposed to mine HUSP. The work in [2] proposes UtilityLevel (UL) and UtilitySpan (US) algorithms by extending the traditional sequential pattern mining algorithm. The UL algorithm uses a level-wise candidate generation approach to mine HUSP, whereas the US algorithm adopts a pattern growth approach to avoid generating large numbers of candidates. The work in [3] proposes a lexicographic quantitative sequence tree to extract the complete set of high utility sequences and two concatenation mechanisms are designed to calculate the utility of a node with two effective pruning strategies. The work in [4] introduces a pure array structure, which reduces memory consumption compared with the utility matrix. A new pruning strategy and parallel mining strategy are also proposed. The work in [5] proposes an effective algorithm to mine HUSP from incremental databases without generating candidate data. Based on the list data structure, the algorithm scans the database only once during the mining process. The work in [6] designs an approximate algorithm memory-adaptive high utility sequential pattern mining (MAHUSP), which employs a memory adaptive mechanism to use limited memory so as to effectively discover HUSP over data streams. The work in [7] uses a lexicographic quantitative sequence tree (LQS-tree) to extract the complete set of HUSP and two pruning methods are used to reduce the search space in the LQS-tree. The work in [8] considers the negative item value in HUSP mining and an algorithm named HUSPNIV is proposed to mine HUSP with a negative item value. The work in [9] proposes an efficient sequence-utility (SU)-chain structure to improve mining performance. The work in [10] extends the occupancy measure to assess the utility of patterns in transaction databases and proposes an efficient algorithm named high-utility occupancy pattern mining (HUOPM). The work in [11] proposes a method for the effective mining of closed high utility itemsets in both dense and sparse datasets.

These algorithms, however, cannot be used to mine HUSRN because they do not take non-occurring events into account.

3. Preliminaries

In this section, we introduce some basic preliminaries.

Let $I = \{i_1, i_2, ..., i_n\}$ be a set of distinct items. Each item $i_k \in I (1 \leq k \leq n)$ is associated with a positive number $p(i_k)$, called its quality or external utility. A $q$-item $(i, q)$ is one in which $i \in I$ represents an item and $q$ is a positive number representing the quantity or internal utility of $i$, e.g., the purchased number of $i$. A $q$-itemset, which is a set of $q$-items $(i_k, q_k)$ for $(1 \leq k \leq n)$, is denoted and defined as $l = [(i_1, q_1) (i_2, q_2) ... (i_n, q_n)]$. If a $q$-itemset contains only one $q$-item, the brackets can be omitted for brevity. A $q$-sequence is defined as $s = <l_1, l_2, ..., l_m>$, where $l_k (1 \leq k \leq m)$ is a $q$-itemset. A negative $q$-sequence denoted as $s = <-l_1, l_2, ..., l_x>$ is composed of more than one negative item, where $l_k (1 \leq k \leq x)$ is called a positive $q$-itemset, and $-l_k (1 \leq k \leq x)$ is called a negative $q$-itemset. A $q$-sequence database $D$ is composed of many tuples like $<sid, s>$, where $s$ is a $q$-sequence and $sid$ represents the unique identifier of $s$. Size($s$) represents the number of itemsets (positive or negative) in $s$. Length($s$) represents the number of items (positive or negative) in $s$.

We use the examples in Tables 1 and 2 to illustrate the concepts. In $q$-sequence $s_1 (sid = 1), (a, 2), (b, 2), (f, 3), (b, 3),$ and $(d, 3)$ are $q$-items, where 2, 2, 3, 3, and 3 represent the internal utility of $a, b, f, b,$ and $d$ respectively. $[(b, 2)(f, 3)]$ is a $q$-itemset consisting of two $q$-items. According to the utility table given in Table 1, the external utilities of $a, b, f,$ and $d$ are respectively 2, 4, 1, and 5. For convenience, we use "$q$" to name the object associated with quantity, that is, "$q$-item", "$q$-itemset", and "$q$-sequence" are related to quantity. We denote the $sid = 1$ $q$-sequence in Table 2 as $s_1$, and the other $q$-sequences are numbered accordingly.
Table 1. Utility table.

| Item | Utility |
|------|---------|
| a    | 2       |
| b    | 4       |
| c    | 1       |
| d    | 5       |
| e    | 3       |
| f    | 1       |

Table 2. Q-sequence database.

| Sid | q-sequence |
|-----|------------|
| 1   | < (a, 2) [(b, 2)(f, 3)](b, 3)(d, 3) > |
| 2   | < [(c, 2) (e, 2)] [(a, 3) (b, 3) (d, 1)] [(b, 3) (f, 3)] > |
| 3   | < (b, 1) (f, 6) [(d, 2) (e, 3)] > |
| 4   | < [(b, 1) (c, 4)] [(e, 4) (f, 2)] > |
| 5   | < [(a, 3) (d, 2)] [(b, 2) (c, 3) (f, 1)] [(a, 4) (d, 2)] (b, 1) > |

Definition 1. For a q-sequence \( s = < (s_1, q_1) (s_2, q_2) \ldots (s_n, q_n) > \) and a sequence \( t = < t_1 t_2 \ldots t_m > \). \( s \) matches \( t \) if \( n = m \) and \( s_k = t_k \) for \( 1 \leq k \leq n \), denoted as \( t \sim s \).

For example, \( < a > \) has match \( < (a, 2) > \) in \( s_1 \). \( < b > \) has two matches \( < (b, 2) > \) and \( < (b, 3) > \) in \( s_1 \). A sequence may have multiple matches in a q-sequence.

Definition 2. The utility of a q-item \( (i, q) \) is denoted as \( u(i, q) \) and is defined as:

\[
 u(i, q) = p(i) \times q. \tag{1}
\]

For example, \( u(b, 2) = 4 \times 2 = 8 \).

Definition 3. The utility of a q-itemset \( l = [(i_1, q_1) (i_2, q_2) \ldots (i_n, q_n)] \) is denoted as \( u(l) \) and is defined as:

\[
 u(l) = \sum_{k=1}^{n} u(i_k, q_k). \tag{2}
\]

For example, \( u([(b, 2)(f, 3)]) = 4 \times 2 + 1 \times 3 = 11 \).

Definition 4. The utility of a q-sequence \( s = < l_1, l_2, \ldots, l_n > \) is denoted as \( u(s) \) and is defined as the sum of the utilities of \( l_k \):

\[
 u(s) = \sum_{k=1}^{n} u(l_k). \tag{3}
\]

For example, \( u(< (b, 1) (f, 6) [(d, 2) (e, 3)] >) = 4 \times 1 + 1 \times 6 + 5 \times 2 + 3 \times 3 = 29 \).

Definition 5. The utility of a sequence \( t \) in a q-sequence \( s \) is denoted as \( u(t, s) \) and is defined as:

\[
 u(t, s) = \bigcup_{t \sim s' \land s' \subseteq s} u(s'). \tag{4}
\]

The utility of \( t \) in a q-sequence database \( D \) is denoted as \( u(t) \) and is defined as:

\[
 u(t) = \bigcup_{s \in D} u(t, s). \tag{5}
\]
For example, the utility of sequence \(< ab >\) in \(q\)-sequence \(s_1\) is \(u(< ab >, s_1) = \{ u(< (a, 2) (b, 2) >, s_1), u(< (a, 2) (b, 3) >, s_1) \} = \{ 12, 16 \} \). The utility of sequence \(< ab >\) in \(D\) is \(u(< ab >) = \{ u(< ab >, s_1), u(< ab >, s_2), u(< ab >, s_3) \} = \{ 12, 16, 18, 14, 10, 12 \} \).

**Definition 6.** We choose the maximum utility as the sequence’s utility. The maximum utility of sequence \(t\) is denoted and defined as \(u_{\text{max}}(t)\):

\[
 u_{\text{max}}(t) = \sum_{s \in D} \max \{ u(t, s) \} .
\]

According to Definition 6, the utility of sequence \(< ab >\) in \(D\) is \(u(< ab >) = 16 + 18 + 14 = 48\).

4. The e-HUNSR Algorithm

In this section, we present the framework and working mechanism of the e-HUNSR algorithm, which is illustrated in Figure 1. More specifically, we first introduce the framework of e-HUNSR, and then propose the utility-confidence concepts, the method of HUNSRC generation, the pruning strategy, the data structure to store the related information of HUNSRC, and the utility-confidence of the HUNSRC calculation.

![Figure 1. The framework of the e-HUNSR (high utility negative sequential rule) algorithm.](image)

4.1. The Framework of the e-HUNSR Algorithm

Given a \(q\)-sequence database, e-HUNSR captures HUNSR in terms of the following four steps.

**Step 1.** Mine all HUNSP from the \(q\)-sequence database using a traditional HUNSP mining algorithm, i.e., HUNSPM algorithm;

**Step 2.** Use a HUNSRC generation method to obtain all HUNSRC based on HUNSP;

**Step 3.** Remove unpromising HUNSRC and calculate the utility-confidence of promising HUNSRC;

**Step 4.** Find all HUNSR satisfying the user-specified minimum utility-confidence threshold.

4.2. The Utility-Confidence Concepts in HUNSR Mining

In this section, a series of definitions are proposed to construct the utility-confidence framework in HUNSR mining. Calculating the local utility value is the core step of calculating the utility-confidence of a rule, therefore we propose a series of definitions, i.e., Definitions 7–11 to illustrate the local utility value in HUNSR mining as follows.

**Definition 7.** Given \(q\)-sequences \(t_1 = < l_1 l_2 \ldots l_n >\) and \(t_2 = < l'_1 l'_2 \ldots l'_{n'} >\) are subsequences of \(q\)-sequence \(s\), where \(t_1 \subseteq t_2 \subseteq s\) and \(s \in D\). The local utility value of \(t_1\) in \(t_2\) is the sum of the utility values of \(q\)-itemset \(l_k\) \((l_k \in t_1 \cap t_2, 1 \leq k \leq n)\), which is denoted as \(luv(t_1, t_2, s)\) and is defined as:

\[
 luv(t_1, t_2, s) = \sum_{l_k \in t_1 \cap t_2} l_k .
\]

For example, in \(q\)-sequence \(s_1\), \(q\)-subsequence \(t_1 = < (a, 2) (b, 2) >\), \(q\)-subsequence \(t_2 = < (a, 2) [(b, 2)(f, 3)] >\), \(luv(t_1, t_2, s_1) = luv(< (a, 2) (b, 2) >, < (a, 2) [(b, 2)(f, 3)] >, s_1) = 2 \times 2 + 4 \times 2 = 12\).
Definition 8. Given sequences X and Y such that X ⊆ Y, y is the q-sequence with the maximum utility value among all the q-sequences matching Y in q-sequence s and x is the q-sequence that matches X in q-sequence y. The local utility value of X in Y in the q-sequence s is denoted as $luv(X, Y, s)$ and is defined as:

$$luv(X, Y, s) = luv(x, y, s). \tag{8}$$

For example, we need to calculate the local utility value of sequence $<a>$ in sequence $<ab>$ in q-sequence $s_1$, i.e., $luv(<a>, <ab>, s_1)$. $<ab>$ has two matches in $s_1$, i.e., $<(a, 2)(b, 2)>$ and $<(a, 2)(b, 3)>$ where $u(<(a, 2)(b, 2)>) = 2 \times 2 + 2 \times 4 = 12$ and $u(<(a, 2)(b, 3)>) = 2 \times 2 + 3 \times 4 = 16$, therefore $<(a, 2)(b, 3)>$ has the maximum utility of the above two matches. The match of sequence $<a>$ in q-sequence $<(a, 2)(b, 3)>$ is $<(a, 2)>$. Thus, $luv(<a>, <ab>, s_1) = luv(<(a, 2)>, <(a, 2)(b, 3)>, s_1) = 2 \times 2 = 4$.

Definition 9. The local utility value of sequence X in Y such that X ⊆ Y in a quantitative sequence database D is denoted as $luv(X, Y)$ and is defined as:

$$luv(X, Y) = \sum_{s \in D} luv(X, Y, s). \tag{9}$$

For example, the local utility value of sequence $<a>$ in sequence $<ab>$ in D, i.e., $luv(<a>, <ab>) = luv(<a>, <ab>, s_1) + luv(<a>, <ab>, s_2) + luv(<a>, <ab>, s_3) = luv(<(a, 2)>, <(a, 2)(b, 3)>, s_1) + luv(<(a, 3)>, <(a, 3)(b, 3)>, s_2) + luv(<(a, 3)>, <(a, 3)(b, 2)>, s_3) = 4 + 6 + 6 = 16$.

In particular, if Y is a negative sequence, it is extremely difficult to calculate the local utility value $luv(X, Y)$ due to the hidden nature of non-occurring events. In this paper, X and Y are converted to their corresponding maximum positive subsequences in order to simplify the calculation. The definition is shown below.

Definition 10. The maximum positive subsequence of a negative sequence $s = <\neg l_1, l_2, ..., l_n>$ is denoted as $MPS(s)$ and is defined as:

$$MPS(s) = MPS(<\neg l_1l_2...l_n>) = <l_2...l_n>. \tag{10}$$

For example, $MPS(< \neg ab>) = <b>, MPS(<ab>) = <ab>$.

Definition 11. The local utility value of a sequence s (positive or negative) in another negative sequence ns such that $s \subseteq ns$ in a database D is denoted and defined as $luv(s, ns)$:

$$luv(s, ns) = luv(MPS(s), MPS(ns)), \tag{11}$$

where $MPS(s)$ and $MPS(ns)$ represent the maximum positive subsequences of s and ns respectively. For example, $luv(<b>, <b-def>) = luv(<b>, <b-def>), luv(<b-def>, <b-def>) = luv(<b>, <b-def>)$.

To address the problem that the utility of the antecedent in a negative sequential rule may be less than the minimum utility threshold, we replace the antecedent with its maximum positive subsequence. The definition is shown below.

Definition 12. The utility of a HUNSR’s antecedent an is denoted and defined by:

$$u_{\text{max}}(MPS(an)) = \sum_{s \in D} \max \{ u(MPS(an), s) \}. \tag{12}$$
Based on Definitions 11 and 12, we know that the antecedent’s local utility value and utility can be calculated by only using the corresponding HUSP information of the HUNSRC. Hence, there is no need to consider the problem of determining a negative item’s TID and storing the related information of HUNSP.

The utility-confidence measure is an important criterion to evaluate the usefulness of rules. The detailed definition is shown below.

**Definition 13.** A high utility negative sequential rule is an implication of the form \( R : X \Rightarrow Y \), where \( X, Y \neq \emptyset \), \( X \) is antecedent of the rule, \( Y \) is consequent of the rule, and \( X \bowtie Y \) is a HUNSP.

The utility-confidence of the rule \( R \) is denoted by \( u_{\text{conf}}(R) \) and is defined by:

\[
u_{\text{conf}}(R) = \frac{\text{luv}(\text{MPS}(X), \text{MPS}(X \bowtie Y))}{\text{umax}(\text{MPS}(X))}
\]

where \( \text{MPS}(X) \) and \( \text{MPS}(X \bowtie Y) \) represent the maximum positive subsequences of \( X \) and \( X \bowtie Y \) respectively.

\( R : X \Rightarrow Y \) is called a HUNSR if its utility-confidence, i.e., \( u_{\text{conf}}(R) \) is more than or equal to the specified minimum utility-confidence (\( \text{minuconf} \)) threshold.

For example, if the minimum utility (\( \text{minutil} \)) threshold is 37.8, the \( \text{minuconf} \) is 0.5, \( R : < a \neg (b f) > \Rightarrow < b \neg d > \) is a HUNSR since \( u(R) = 48 \geq 37.8 \) and \( u_{\text{conf}}(R) = 0.89 \geq 0.5 \).

4.3. e-HUNSR Candidate Generation

To generate all HUNSRC based on HUNSP, we use a straightforward method. The basic idea of the method is to divide a HUNSP into two parts, i.e., the antecedent and consequent. The detail is described as follows.

For a \( k \)-size (\( k > 1 \)) HUNSP \( P = < e_1 e_2 e_3 \ldots e_k > \), the set of its corresponding HUNSRCs is generated by dividing it into two parts, i.e., the antecedent = \( < e_1 e_2 \ldots e_{i-1} > (i \in \{2 \ldots k\}) \) and the consequent = \( < e_i \ldots e_k > \). We can get \((k-1)\) HUNSRCs.

For example, given a HUNSP \( < a \neg (bc) d \neg ef \neg g > \), its corresponding five HUNSRCs are listed as follows: \( < a > \Rightarrow < \neg (bc) d \neg ef \neg g >, < a \neg (bc) > \Rightarrow < d \neg ef \neg g >, < a \neg (bc) d > \Rightarrow < \neg ef \neg g >, < a \neg (bc) d \neg e > \Rightarrow < f \neg g >, < a \neg (bc) d \neg ef > \Rightarrow < \neg g > \).

4.4. Pruning Strategy

We obtain all HUNSRCs using the e-HUNSR candidate generation method. However, not all of them are promising. To avoid calculating the unpromising rules’ utility-confidence, we propose a pruning strategy to remove these rules. We define a HUNSP as an unpromising rule if its antecedent or consequent only contains one negative element. As the utility of a negative element is 0, it is meaningless if the utility of an antecedent or consequent in a HUNSRC is 0. A HUNSRC will be removed from the list if it satisfies one of the following two conditions:

1. There is only one element in the antecedent and it is negative.
2. There is only one element in the consequent and it is negative.

For instance, \( < \neg a > \Rightarrow < bc >, < ab > \Rightarrow < \neg c > \) and \( < \neg a > \Rightarrow < \neg c > \) are unpromising rules, while \( < \neg ab > \Rightarrow < c >, < a > \Rightarrow < b \neg c > \), and \( < \neg ab > \Rightarrow < \neg cd > \) are promising.

4.5. Data Structure

In order to efficiently calculate the local utility value and utility of HUNSRC’s antecedent, we design a novel data structure called the sequence location and utility list (SLU-list). It records the SID, TID, and utility information of the intermediate subsequences during the generation of HUSP which corresponds to HUNSRC. The SLU-list is composed of a Seq-table and LU-table. The Seq-table stores the intermediate subsequence of the HUSP generation process and the LU-table stores the
corresponding SID, TID, and Utility. That is, each intermediate subsequence corresponds to multiple tuples like (SID, TID, and Utility).

Table 3 gives an example, showing the SID, TID, and utility information of the generation from $<a>$ to $<a(bf)>$. Take $<ab>$ for example, $<ab>$ has six matching $q$-sequences in the database in Table 3, and the six $q$-sequences are from $s_1$, $s_2$ and $s_5$ respectively. In $s_1$, it matches two $q$-sequences; in the first matching $q$-sequence, item $a$ is from itemset 1 (TID = 1) and item $b$ comes from itemset 2 (TID = 2) and its utility is 12; in the second matching $q$-sequence, item $a$ is from itemset 1 (TID = 1) and item $b$ comes from itemset 3 (TID = 3) and its utility is 16. Similarly, $<ab>$ has one and three matching sequences in $s_2$ and $s_5$ respectively.

4.6. The Utility-Confidence of HUNSRC Calculation

We can efficiently calculate HUNSRC’s utility-confidence based on the above proposed definitions and the SLU-list structure. Firstly, we need to know the local utility value of the antecedent in HUNSRC. Then, we need to know the utility of the antecedent. Finally, the local utility value divided by the utility value is the utility-confidence.

For example, if we want to calculate the utility-confidence of HUNSRC: $<a> \Rightarrow <b \neg d>$, the first step is to calculate $luv(<a>, <ab \neg d>)$, the second step is to calculate $u_{max}(MPS(a))$, then the $uconf(a \Rightarrow b \neg d)$ can be determined. The steps are as follows.

Step 1: Calculate the local utility value of the antecedent.

According to Equation (11), calculating $luv(<a>, <ab \neg d>)$ is equal to calculating $luv(<a>, <ab>)$. Firstly, sequence $<ab>$ has two matches in $s_1$ and the corresponding utilities are 12 and 16 respectively in Table 3. Next, the maximum utility is 16 and the corresponding TID of 16 is $\{1, 3\}$ in Table 3. Then, the TID of $<a>$ is $\{1\}$ and the corresponding utility is 4. Finally, we can obtain the utility of $<a>$ in $s_2$ and $s_5$ by using the same method, i.e., 6 and 6 respectively and the sum is 16. Therefore, the local utility value of the antecedent is $luv(<a>, <ab \neg d>) = 4 + 6 + 6 = 16$.

Step 2: Calculate the utility of the antecedent.

According to Equation (12), $u_{max}(MPS(a)) = 4 + 6 + 8 = 18$ in Table 3.

Step 1: Calculate the utility-confidence $uconf(a \Rightarrow b \neg d) = \frac{luv(a, ab)}{u_{max}(MPS(a))} = \frac{16}{18} = 0.89$.

The HUNS5Rs extracted from the $q$-sequence database given in Table 1 and Table 2 with $minutil = 37.8$, $minuconf = 0.5$ are shown in Table 4. There are 94 HUNS5Rs in the mining result. Here we only show a small number of them due to the limited space.

Table 3. The SLU-list (sequence location and utility) structure.

| Seq-Table | LU-Table |
|-----------|----------|
| SID | TID | Utility |
|----------|----------|
| $<a>$ | 1 | [1] | 4 |
| 2 | [2] | 6 |
| 5 | [1] | 6 |
| 5 | [3] | 8 |
| $<ab>$ | 1 | [1,2] | 12 |
| 1 | [1,3] | 16 |
| 2 | [2,3] | 18 |
| 5 | [1,2] | 14 |
| 5 | [1,4] | 10 |
| 5 | [3,4] | 12 |
| $<a(bf)>$ | 1 | [1,2,2] | 15 |
| 2 | [2,3,3] | 21 |
| 5 | [1,2,2] | 15 |

SID represents sequence ID; TID represents transaction ID; LU represents location and utility.
### 4.7. The e-HUNSR Algorithm

The pseudocode of the e-HUNSR algorithm is shown in Algorithm 1. It takes a quantitative sequential database $D$, $\text{minutil}$, $\text{minuconf}$ as inputs, and outputs all the HUNSR.

**Algorithm 1 e-HUNSR Algorithm**

1. **Input:** A quantitative sequential database $D$, $\text{minutil}$, $\text{minuconf}$.
2. **Output:** All HUNSRs.
3. mine all HUNSPs by HUNSPM algorithm;
4. HUNSRC = e-HUNSR candidate generation (HUNSP);
5. for each rule $R : X \Rightarrow Y$ in HUNSRC do
6. if $(\text{size}(X) = 1 \text{ and } X.\text{utility} = 0) \text{ or } (\text{size}(Y) = 1 \text{ and } Y.\text{utility} = 0)$ then
7. Remove it from HUNSRC;
8. else
9. Calculate $\text{luv}(X, X \bowtie Y)$ based on the SLU-list by Equation (11)
10. Calculate $\text{u}_{max}(MPS(X))$ based on the SLU-list by Equation (12)
11. Calculate $\text{uconf}(R : X \Rightarrow Y)$ by Equation (13)
12. if $\text{uconf}(R : X \Rightarrow Y) \geq \text{minuconf}$ then
13. HUNSR.add(R)
14. end if
15. end if
16. end for
17. Return HUNSR.

### 4.8. Theoretical Analysis about the Utility-Confidence Framework

Since the utility-confidence framework is the core of our proposed e-HUNSR algorithm, we give a theoretical analysis to prove the rationality of the utility-confidence framework in this section.

Traditional association rules mining algorithms depend on support-confidence framework in which all items are given the same importance [16,21–23]. The goal of the algorithms is to extract all the valid association rules whose confidence has at least the user defined confidence. But they

| HUNSR | Utility | Uconf |
|-------|---------|-------|
| $< a >\Rightarrow < (bf) \neg d >$ | 51 | 0.89 |
| $\neg ab >\Rightarrow < b \neg d >$ | 56 | 0.7 |
| $(ad \neg c) >\Rightarrow < (ad) b >$ | 38 | 0.55 |
| $d(bc) >\Rightarrow < ad \neg b >$ | 40 | 1.0 |
| $a \neg (bf) >\Rightarrow < b \neg d >$ | 48 | 0.89 |
| $\neg (ad)(bf) >\Rightarrow < d \neg b >$ | 45 | 0.57 |
| $\neg (ce)(abd) >\Rightarrow < bf >$ | 38 | 1.0 |
| $\neg (ad) \neg (c(ad)) >\Rightarrow < b >$ | 38 | 1.0 |

...
do not consider utility, this means some important patterns with low frequencies will be lost [14]. For example, consider a sequential rule $R : f \Rightarrow e$ in Table 2. The support of $R$, i.e., $\text{support}(fe)$ is one because the number of the $q$-sequences in Table 2 containing $fe$ is one, i.e., $s_3$. Similarly, $\text{support}(f) = 5$. The confidence of $R$ is 0.2 which is calculated by \( \text{confidence}(R) = \frac{\text{support}(fe)}{\text{support}(f)} \). If the minimum confidence is 0.3, $R : f \Rightarrow e$ will be considered an invalid rule. But if we consider utility, the utility confidence of $R$ is \( \text{uconf}(R) = \frac{\text{luv}(f, fe)}{\text{u}(f)} = \frac{6}{15} = 0.4 \). $R : f \Rightarrow e$ will be considered a valid rule when $\text{minuconf}$ is 0.3.

Why is the same rule treated differently under different frameworks? In fact, the support-confidence framework does not provide any additional knowledge except the measures that reflects the statistical correlation among items [19,24]. $R : f \Rightarrow e$ is considered an invalid rule just because $f$ only contributes one time to $fe$ when $f$ has already occurred five times in Table 2. In addition, it does not reflect their semantic implication towards the mining knowledge, that is, it does not take utility into account [25,26]. However, the $\text{uconf}(R) = 0.4$ indicates that the utility contribution of $f$ to $fe$ accounts for 40% of the total utility of $f$ under the utility-confidence framework. Hence, $R : f \Rightarrow e$ is considered a valid rule. The support-confidence model may not measure the usefulness of a rule in accordance with a user’s objective (for example, profit) and the utility-confidence framework is more reasonable for decision-making.

5. Experiments

We conduct experiments on two real-life and 12 synthetic datasets to evaluate the efficiency of e-HUNSR. Since e-HUNSR is the first algorithm for high utility negative sequential rule mining, there are no baseline algorithms to compare with, we only test the performance of e-HUNSR in terms of execution time and number of HUNSRs under different factors. In the experiments, all HUNSPs are mined by the HUNSPM algorithm and all HUNSRs are identified by e-HUNSR. The algorithm is written in Java and implemented in Eclipse, running on Windows 10 PC with 16GB memory, Intel (R) Core (TM) i7-6700 CPU of 3.40 GHz.

5.1. Datasets

We use the following data factors: C, T, S, I, DB, and N defined in [27] to describe the impact of data characteristics.

- C: Average number of elements per sequence; T: Average number of items per element; S: Average length of maximal potentially large sequences; I: Average size of items per element in maximal potentially large sequences; DB: Number of sequences; and N: Number of items.

DS1 (C8_T2_S6_I2_DB10k_N0.6k) and DS2 (C10_T2_S6_I2_DB10k_N1k) are synthetic datasets generated by the IBM data generator [27]. DS3 and DS4 are real-life datasets. DS3 is the BMS-WebView-2 dataset from KDDCUP 2000 [28,29]. It includes click-stream data from Gazelle.com. The dataset contains 7631 shopping sequences and 3340 products. The average number of elements in each sequence is 10, the max length of a customer’s sequence is 379, and the most popular product is ordered 3766 times. DS4 is a dataset of sign language utterance containing 800 sequences [30]. It is a dense dataset with very long sequences with 267 distinct items and the average sequence length is 93.

Table 5 shows the four datasets and their different characteristics. Since only synthetic datasets have data factors S and I (real-life datasets do not), we do not show them in Table 5. DS1 is moderately dense and contains short sequences. DS2 is moderately dense and contains medium length sequences. DS3 is a sparse dataset that contains many medium length sequences and a few very long sequences. DS4 is a dense dataset having very long sequences.

For all datasets, external utilities of items are generated between 0 and 50 using a log-normal distribution and the quantities are generated randomly between 1 and 10, similar to the settings of [3,28].
Table 5. Data characteristics.

| Dataset | C | T | N   | DB          | Type of Data |
|---------|---|---|-----|-------------|--------------|
| DS1     | 8 | 2 | 600 | 10,000      | synthetic dataset |
| DS2     | 10| 2 | 1000| 10,000      | synthetic dataset |
| DS3     | 10| 3 | 3340| 7631        | clickstream data |
| DS4     | 93| 1 | 267 | 800         | sign language |

5.2. Evaluation of minutil Impact

We analyze the impact of minutil on the algorithm performance in terms of the running time and number of HUNSRs, thus the minuconf is fixed and the minutil is varied. Since the four datasets have different characteristics, we set different minutil and minuconf values to better reflect the impact of minutil respectively.

Figure 2a shows that with the increase of minutil, the execution time and number of HUNSRs decreases gradually. This is because the number of HUNSPs decreases with the increase of minutil. Figure 2b–d show a similar trend for both synthetic and real-life datasets from DS2 to DS4. The results in Figure 2 also show that e-HUNSR can extract HUNSR under very low minutil (e.g., 0.00092 for DS2). It is worth noting that DS4 is a very dense dataset, and the result shown in Figure 2d indicates that e-HUNSR also has good adaptability to dense datasets.

![Figure 2](image_url)

Figure 2. Impact of minutil on algorithm performance. This figure shows the impact of minutil on execution time and number of HUNSRs. (a) The experiment on DS1. (b) The experiment on DS2. (c) The experiment on DS3. (d) The experiment on DS4.
5.3. Evaluation of minuconf Impact

In this experiment, we assess the impact of minconf on the algorithm performance in terms of the running time and number of HUNSRs. The minutil is fixed and the minuconf is varied.

Figure 3a shows that with the increase of minconf, the number of HUNSRs decreases gradually, while the execution time does not change much. A similar trend can be found in the results of Figure 3b–d from DS2 to DS4.

5.4. Data Characteristics Analysis

In this section, we explore the impact of data characteristics on the performance of e-HUNSR as well as the sensitivity of e-HUNSR to particular data factors.

DS1 is extended to 10 new datasets by tuning each factor and we mark the different factors in bold for each dataset as shown in Table 6. For example, DS1.1 (C6_T2_S6_I2_DB10k_N0.6k) and DS1.2 (C10_T2_S6_I2_DB10k_N0.6k) have a different data factor C compared with DS1 (C8_T2_S6_I2_DB10k_N0.6k) and we test the influence of data factor C on algorithm performance through the three datasets. We analyze the performance of e-HUNSR in terms of the running time and the number of HUNSRS from the perspective of minutil and minconf based on different datasets respectively.

According to the results shown in Figures 4–7, factors C and T significantly affect the performance of the e-HUNSR algorithm, while factors S and I have little effect on it. In general, with the increase of factors C, T, S, and I, the running time and the number of HUNSRS increase accordingly. Taking the
results in Figure 5 for example, when factor T is higher, such as DS1.4, the e-HUNSR generates more rules and takes more time than DS1. However, factor N is the opposite as the running time and the number of HUNSRs first increase and then decrease with the increase of N according to the results shown in Figure 8. Moreover, from Figures 4–8, the descending gradient of factors C and N is larger than that of T, S, and I. This indicates that e-HUNSR is more sensitive to factors C and N than T, S, and I.

Table 6. DS1 and its extended datasets.

| Factor | Dataset ID | Data Characteristics       |
|--------|------------|----------------------------|
| DS1    | C8_T2_S6_I2_DB10k_N0.6k |
| C      | DS1.1      | C6_T2_S6_I2_DB10k_N0.6k   |
|        | DS1.2      | C10_T2_S6_I2_DB10k_N0.6k |
| T      | DS1.3      | C8_T1_S6_I2_DB10k_N0.6k   |
|        | DS1.4      | C8_T2_5_S6_I2_DB10k_N0.6k |
| S      | DS1.5      | C8_T2_S2_5_I2_DB10k_N0.6k |
|        | DS1.6      | C8_T2_S4_2_DB10k_N0.6k   |
| I      | DS1.7      | C8_T2_S6_I2_5_DB10k_N0.6k |
|        | DS1.8      | C8_T2_S6_I4_DB10k_N0.6k   |
| N      | DS1.9      | C8_T2_S6_I2_DB10k_N1k    |
|        | DS1.10     | C8_T2_S6_I2_DB10k_N10k   |

Figure 4. Performance comparison on data factor C. This figure shows the impact of data factor C on algorithm performance in terms of execution time and number of HUNSRs from different perspectives. DS1, DS1.1, and DS1.2 have different data factor on C. (a) The impact of C on number of HUNSRs from the perspective of minutil. (b) The impact of C on execution time from the perspective of minutil. (c) The impact of C on number of HUNSRs from the perspective of minuconf. (d) The impact of C on execution time from the perspective of minuconf.
Figure 5. Performance comparison on data factor T. DS1, DS1.3, and DS1.4 have different data factor on T. (a) The impact of T on number of HUNSRS from the perspective of minutil. (b) The impact of T on execution time from the perspective of minutil. (c) The impact of T on number of HUNSRS from the perspective of minuconf. (d) The impact of T on execution time from the perspective of minuconf.
Figure 6. Performance comparison on data factor S. Dataset DS1, DS1.5, and DS1.6 have different data factor on S. (a) The impact of S on number of HUNSRs from the perspective of minutil. (b) The impact of S on execution time from the perspective of minutil. (c) The impact of S on the number of HUNSRs from the perspective of minuconf. (d) The impact of S on execution time from the perspective of minuconf.
**Figure 7.** Performance comparison on data factor I. Dataset DS1, DS1.7, and DS1.8 have different data factor on I. (a) The impact of I on number of HUNSRs from the perspective of minutil. (b) The impact of I on execution time from the perspective of minutil. (c) The impact of I on number of HUNSRs from the perspective of minuconf. (d) The impact of I on execution time from the perspective of minuconf.
Figure 8. Performance comparison on data factor N. Dataset DS1, DS1.9, and DS1.10 have different data factor on N. (a) The impact of N on number of HUNSRs from the perspective of \textit{minutil}. (b) The impact of N on execution time from the perspective of \textit{minutil}. (c) The impact of N on the number of HUNSRs from the perspective of \textit{minuconf}. (d) The impact of N on execution time from the perspective of \textit{minuconf}.

5.5. Scalability Test

Since the algorithm’s performance is affected by the dataset size, we conducted a scalability test to evaluate e-HUNSR’s performance on large \(q\)-sequence datasets. Figure 9 shows the results on datasets DS2 and DS3 based on different sizes: From 5 (i.e., 2.05 M) to 20 (41.1 M) times of DS2, and from 5 (3.78 M) to 20 (75.7 M) times of DS3.

The results in Figure 9 show that the growth of the runtime of e-HUNSR on large \(q\)-sequence datasets follows a roughly linear relationship with the datasets size increasing with different \textit{minutil} values. The results also show that e-HUNSR works particularly well on huge \(q\)-sequence datasets.
Figure 9. Scalability test. This figure shows the impact of a number of sequences on execution time. Each curve in the figure represents a specified minutil value. (a) The scalability test on DS2. (b) The scalability test on DS3.

5.6. A Real-Life Application of the e-HUNSR Algorithm

In this section, we apply the e-HUNSR algorithm to prefabricated chunks extraction and prediction. Prefabricated chunks are composed of more than one word that occur frequently and are stored and used as a whole, such as "put off", "by the way", "it is important that", etc. Prefabricated chunks has played an important role in language learning [31], including helping teachers establish some new teaching models [32], improving fluency and accuracy of an interpreter [33], increasing students’ listening predictive ability [34], etc.

The dataset used for this application is Leviathan, which is a conversion of the novel Leviathan by Thomas Hobbes (1651) as a sequence database (each word is an item) [30]. The dataset has 5834 sequences, 9025 items, and the average sequence length is 33.8. We randomly selected 100 sequences to conduct this experiment. In total, 171 rules were obtained with minutil = 0.078 and minuconf = 0.4. Since converting items to words is time-consuming, we only show five rules to analyze the meaning of the rules. The five rules are shown in Table 7.

Table 7. The extracted results.

| Rule ID | Extracted Rules                                      | uconf |
|---------|-------------------------------------------------------|-------|
| 1       | < controversies, ¬ and, the, cause, of, war > ⇒ < against, the, law > | 0.9   |
| 2       | ¬ < life, sickness > ⇒ < civil, war, death,>         | 0.7   |
| 3       | < cause, of, sense > ⇒ < is, ¬ no, the, external, body > | 0.43  |
| 4       | < several, motions, diversely > ⇒ < to, counterfeit, ¬ some, just, trust > | 0.82  |
| 5       | < things, suggested, ¬ then > ⇒ < the, memory, and, equity, and, laws > | 0.8   |

Rule 1 indicates that if "controversies, the, cause, of, war" occurs in order first (¬ and does not occur), then we can predict with 90% certainty that "against, the, law" will occur next in order in the novel Leviathan. Rule 2 indicates that if "sickness" occurs in order first, we can predict with 70% certainty that "civil, war, death" will occur next. Rule 3 indicates that if "cause, of, sense" occurs in order first, we can predict with 43% certainty that "is, the, external, body" will occur next in order. Rule 4 indicates that if "several, motions, diversely" occurs in order first, we can predict with 82% certainty that "to, counterfeit, just, trust" will occur next. Rule 5 indicates that if "things, suggested" occurs in order first, we can predict with 80% certainty that "the, memory, and, equity, and, laws" will occur next in order.

In fact, there are sentences like "So, the controversies, that is, the cause of war, remains against the Law of nature", "Concord, health; sedition, sickness; and civil war, death" and so on in the original novel. This proves that our extracted rules are useful. The antecedents and consequents like "sickness"
“civil, war, death” are extracted prefabricated chunks. The value of uconf represents the possibility of the occurrence of the predictive prefabricated chunks. These prefabricated chunks can help people understand the novel better and quickly to a certain extent.

6. Conclusions and Future Work

HUSR mining can precisely tell the probability that some subsequences will happen after other subsequences happen, but it does not take non-occurring events into account, which can result in the loss of valuable information. So, this paper has proposed a comprehensive algorithm called e-HUNSR to mine high utility negative sequential rules. First, in order to overcome the difficulty of defining the HUNSR mining problem, we have defined a series of important concepts, including the local utility value, utility-confidence measure, and so on. Second, in order to overcome the difficulty of calculating the antecedent’s local utility value in a HUNSR, we proposed a novel data structure called a SLU-list to record all required information, including information of SID, TID, and utility of the intermediate subsequences during the generation of HUSP. Third, in order to efficiently calculate the local utility value and utility of the antecedent, we converted the HUNSR’s calculation problem to its corresponding HUSR’s calculation problem to simplify the calculation. In addition, we proposed an efficient method to generate HUNSR based on the HUNSP mined by the HUNSPM algorithm and a pruning strategy to prune a large proportion of meaningless HUNSRs. To the best of our knowledge, e-HUNSR is the first study to mine HUNSR. The experimental results on two real-life and 12 synthetic datasets show that e-HUNSR is very efficient.

From the experiments, we can see that the number of HUNSRs mined from HUNSP is very large and our recent research shows that not all of the HUNSRs can be used to make decisions. Our future work is to find strategies to select those actionable HUNSRs. In addition, many research studies are based on a quantitative database or fuzzy data and are very useful [35]. But with the development of economy and the progress of Internet technology, the amount of information generated in social media channels (e.g., Twitter, LinkedIn, Instagram, etc.) or economical/business transactions exceeds the usual bounds of static databases and is in continuous movement [36]. Therefore, it is important to design a streaming rule extraction algorithm in a dynamic databases.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| HUNSR        | High Utility Negative Sequential Rule            |
| HUSR         | High Utility Sequential Rule                     |
| HUSP         | High Utility Sequential Pattern                  |
| HUNSP        | High Utility Negative Sequential Pattern         |
| HUAR         | High Utility Association Rule                    |
| HUNSRC       | High Utility Negative Sequential Rule Candidate  |
| minutil      | minimum utility threshold                        |
| minuconf     | minimum utility-confidence threshold             |
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