Grid-scale energy storage has been identified as a key technology for improving sustainability in the electricity generation sector by increasing the efficiency of the existing fossil fuel infrastructure, alleviating intermittency of renewables (e.g., wind, solar), and providing regulatory services. In particular, redox flow batteries (RFBs) have emerged as attractive devices for grid storage. In these rechargeable electrochemical cells, energy is stored and released by reducing or oxidizing electroactive species that are dissolved in liquid-phase electrolyte solutions. The electrolytes are housed in large, inexpensive tanks and pumped through a power-converting electrochemical reactor. Within the reactor, a selective membrane, which permits transport of charge-balancing ions but blocks active species, separates two porous electrodes where the respective reduction and oxidation reactions take place. The decoupling of the electrochemical reactor and the energy storage tanks enables independently scalable power (reactor size) and energy capacity (tank size), as well as simplified manufacturing, easy maintenance, and improved safety.

Designing the electrochemical reactor to deliver sufficiently high power is a critical consideration toward achieving the low battery costs required for economic viability and enabling the efficient delivery of various grid services. Cell-level resistive losses in RFBs can originate from one of three areas: ohmic, charge transfer, or mass transport losses. Ohmic losses arise from the current collector, the porous electrodes, or, most significantly, the membrane, while charge transfer losses stem from sluggish reaction kinetics on the electrodes. Current collector and porous electrode ohmic losses can be mitigated through improved cell engineering (i.e., zero-gap architecture). 11,12 Membrane and charge transfer losses tend to be chemistry-specific challenges; for example, all-vanadium RFBs typically utilize specific catalysts or electrode pre-treatments to enhance rates of the desired electrochemical reactions. 13 Mass transport losses are caused by inadequate delivery of active species to the electrode surface and apply to all RFB chemistries.

Mass transport losses limit electrochemical performance due to increases in cell overpotential caused by an inability to deliver reactant to the electrode surface at a sufficient rate. As overpotential losses across the cell increase, the energy efficiency of the battery during cycling will decrease. Further, high overpotentials can limit the accessible state-of-charge (SOC) of the battery and increasing the effective electrolyte cost. In general, improving the convective mass transport rate can mitigate overpotential loss. Such rates are a function of the active species concentration, electrolyte velocity, active species diffusion coefficient, flow field design, and electrode structure. Increasing active species concentration is a straightforward approach, and the maximum feasible operating concentration is governed by the least soluble oxidation state of the active species, as well as high viscosity or sluggish kinetics in concentrated electrolytes. At extreme SOCs (near 0% or 100%), active species supply for either the forward or backward reactions is limited, decreasing the thermodynamic driving force for reactant delivery. The flow field distributes the liquid electrolyte into the porous electrode, and subsequently the electrolyte must permeate through the electrode pores, where active species can react at the fiber surface. Thus, for a fixed electrolyte chemistry, the flow field and electrode are the most critical components in enhancing convective transport rates, which reduces cell resistance and expands the accessible SOC range. To date, most flow field designs for RFBs have evolved from bipolar plate design for polymer electrolyte fuel cells. Commonly, literature reports have investigated the parallel (PFF), serpentine (SFF), interdigitated (IDFF), and flow through (FTFF) flow fields, though other niche designs exist, such as the spiral or pin-type flow fields. An excellent description of the benefits, shortcomings, and fluid transport mechanisms of the four common RFB flow field types can be found in Ref. 14.

Several recent studies have shown that large performance gains are possible in RFBs through changes in the flow field type, as well as the electrode geometry or morphology. While such reports represent excellent engineering efforts to improve RFB power density, increases in mass transfer rates are rarely quantified, arguably due to insufficient knowledge of relevant transport processes within the electrochemical reactor of a redox flow battery (RFB) is critical to delivering sufficiently high power densities, as state-of-charge, electrode morphology, flow rate, electrolyte properties, and flow field design. The relationship among flow rate, flow field, and cell performance has been qualitatively investigated in prior experimental studies, but mass transfer coefficients are rarely systematically quantified. To this end, we develop a model describing one-dimensional porous electrode polarization, reducing the mathematical form to just two dimensionless parameters. We then engage a single electrolyte flow cell study, with a model iron chloride electrolyte, to experimentally measure cell polarization as a function of flow field and flow rate. The polarization model is then fit to the experimental data, extracting mass transfer coefficients for four flow fields, three active species concentrations, and five flow rates. The relationships among mass transfer coefficient, flow field, and electrolyte velocity inform engineering design choices for minimizing mass transfer resistance and offer mechanistic insight into transport phenomena in fibrous electrodes.
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specific electrode material. The porous electrodes used for RFBs are typically comprised of loose cylindrical fiber beds where the porosity is \(\sim 70–90\%\), but prior electrochemical modeling efforts have described the mass transport rates in RFBs as a function of either mass transfer coefficients for packed bed reactors or Bruggeman-corrected diffusion coefficients. Additional reports have suggested that flow rate dependent reactor performance improvements vary for different flow field types. For example, Darling and Perry observed that increasing flow rate with the IDFF yielded a diminishing rate of return on reactor performance enhancement, hinting at complicated relationships between overall cell performance and flow rate. While several reports have quantified mass transfer rates in electrochemical reactors containing parallel plate electrodes, with and without turbulence promoters, only a limited number of studies have investigated mass transfer rates for RFBs with porous electrodes.

Quantifying and validating mass transfer rates in a RFB electrode requires a model of sufficient complexity to capture the underlying physics, but of sufficient simplicity to be coupled with experimental studies. Specifically, in the case of extracting mass transfer coefficients, the model must be flexible enough to apply across a broad range of flow cell operating conditions and configurations, but also must not require knowledge of many experimental parameters. Several studies have engaged finite element analysis to offer a detailed including boundary conditions and key dimensions. (b) Schematic of the single electrolyte flow cell employing the \(\text{Fe}^{2+/3+}\) couple.

the overall kinetic rate per unit area of electrode \((\text{mol m}^{-2} \text{s}^{-1})\), assuming Butler-Volmer kinetics, can be written as \(\Phi\), where \(k\) is the heterogeneous reaction rate coefficient \(m \text{s}^{-1}\), \(c^*\) is the active species concentration at the electrode surface \((\text{mol m}^{-2})\), \(n\) is the number of electrons transferred, \(\beta\) is the cathodic transfer coefficient, \(F\) is the Faraday constant \((\text{C mol}^{-1})\), \(R\) is the gas constant \((\text{J mol}^{-1} \text{K}^{-1})\), and \(T\) is temperature \((\text{K})\). The \(a\) and \(c\) subscripts on the reaction rate coefficients denote the anodic and cathodic reactions, respectively.

\[
\begin{align*}
    r_k &= k_a c_{\text{Fe}^{2+}}^a \exp \left[ \frac{(1 - \beta) nF}{RT} (\Phi_1 - \Phi_2) \right] \\
    &= -k_c c_{\text{Fe}^{3+}}^c \exp \left[ -\beta nF (\Phi_1 - \Phi_2) \right]
\end{align*}
\]

Model Theory

Thermodynamics and reaction kinetics.—The single electron transfer, redox reaction of interest is: \(\text{Fe}^{2+} \leftrightarrow \text{Fe}^{3+} + e^-\). As such, the overall potential \((\Phi_1 - \Phi_2)\) describes the potential difference \((V)\) across the interface between the solid (electrode fiber) and liquid (electrolyte in pores) phases of the porous electrode. The potential in the solid phase is denoted as \(\Phi_1\), and the potential in the liquid phase is denoted as \(\Phi_2\). At equilibrium, the kinetic rate \(r_k = 0\). Thus, the equilibrium potential \((\Phi_1 - \Phi_2)_{eq}\) is:

\[
(\Phi_1 - \Phi_2)_{eq} = \frac{RT}{nF} \ln \left( \frac{k_a c_{\text{Fe}^{3+}}^a}{k_c c_{\text{Fe}^{2+}}^c} \right)
\]

We can then define the standard potential \((V^0)\) under the condition that \(c_{\text{Fe}^{2+}} = c_{\text{Fe}^{3+}} = c^0\), where \(c^0\) is the standard concentrations \((1 \text{ M}, 298 \text{ K})\) of \(\text{Fe}^{2+}\) and \(\text{Fe}^{3+}\) ions, respectively. For the \(\text{Fe}^{2+} \leftrightarrow \text{Fe}^{3+} + e^-\) reaction, \(V^0 = 0.771 \text{ V}\) vs. SHE.

\[
V^0 = (\Phi_1 - \Phi_2)^0 = \frac{RT}{nF} \ln \left( \frac{k_a}{k_c} \right)
\]
\[ r_k = k_n c_{Fe^{2+}}^0 \exp \left( \frac{(1 - \beta) nFV^\eta}{RT} \right) \]
\[ \cdot \left[ \frac{c_{Fe^{2+}}}{c_{Fe^{3+}}} \exp \left( \frac{(1 - \beta) nF (\Phi_1 - \Phi_2 - V^n)}{RT} \right) - \frac{c_{Fe^{3+}}}{c_{Fe^{2+}}} \exp \left( -\frac{\Phi_1 - \Phi_2 - V^n}{RT} \right) \right] \]

From 4, the exchange current density \( (i_0, \text{A} m^{-2}) \) can be explicitly defined in 5. Note that in the present formulation, \( i_0 \) is invariant with concentration.

\[ i_0 = F n k_n c_{Fe^{2+}}^0 \exp \left( \frac{(1 - \beta) nFV^\eta}{RT} \right) \]

We also define overpotential \( (\eta, \text{V}) \) as:

\[ \eta = \Phi_1 - \Phi_2 - V^n \]

Subsequently, we define the kinetic current density \( (i_k, \text{A} m^{-2}) \) by substituting 5 and 6 into 4, simultaneously replacing \( \beta \) and \((1-\beta)\) with a cathodic \( (\alpha_c) \) and anodic \( (\alpha_a) \) transfer coefficient, respectively. Additionally, we substitute \( n = 1 \) for the iron redox reaction:

\[ i_k = i_0 \left[ \frac{c_{Fe^{2+}}^0}{c_{Fe^{3+}}} \exp \left( \frac{\alpha_a F \eta}{RT} \right) - \frac{c_{Fe^{3+}}}{c_{Fe^{2+}}} \exp \left( -\frac{\alpha_c F \eta}{RT} \right) \right] \]

**Mass transfer.—** The current density \( (i_n, \text{A} m^{-2}) \) at the surface of the electrode is directly proportional to the total effective reaction rate \( (r_{eff}, \text{mol m}^{-2} \text{ s}^{-1}) \) throughout the electrode 8, assuming the number of electrons transferred is equal to one \((n = 1)\):

\[ i_n = r_{eff} F \]

Additionally, the molar fluxes of \( Fe^{2+} \) and \( Fe^{3+} \) can be written as shown in 9 and 10, respectively, where \( k_m \) is the mass transfer coefficient \( (\text{m} \text{s}^{-1}) \) of iron or to/from the electrode surface. Our formulation assumes that \( k_m \) is identical for both \( Fe^{2+} \) and \( Fe^{3+} \):

\[ r_{Fe^{2+}} = k_m (c_{Fe^{2+}} - c_{Fe^{3+}}^{k_m}) \]
\[ r_{Fe^{3+}} = k_m (c_{Fe^{3+}}^{k_m} - c_{Fe^{2+}}) \]

The total concentration of iron \( (c_{Fe^{2+}} + c_{Fe^{3+}}) \) is constant in the diffusion layer near the surface of the electrode according to 9 and 10; we neglect migration in the diffusion layer due the presence of excess supporting electrolyte. Next, a combined expression for current density at the electrode surface includes reaction kinetics and mass transfer. We substitute 9 and 10 into 7 to relate current density to a mass transfer coefficient:

\[ i_n = i_0 \left[ \frac{(c_{Fe^{2+}} - i_k F^{-1}c_{Fe^{3+}}^{-1})}{c_{Fe^{2+}}^0} \exp \left( \frac{\alpha_a F \eta}{RT} \right) - \frac{(c_{Fe^{3+}} + i_k F^{-1}c_{Fe^{2+}}^{-1})}{c_{Fe^{3+}}^{k_m}} \exp \left( -\frac{\alpha_c F \eta}{RT} \right) \right] \]

Finally, we can combine 15, 17, and 18 to relate overpotential to current:

\[ \frac{d^2 \eta}{dx^2} = \frac{a}{\kappa_m a_i (\eta)} = \frac{a_i \kappa_m}{\kappa_m} (\eta) \]

Where the function, \( f(\eta) = i_0 \kappa_m/a_i \), is shown in 20. In the following experimental work, \( c \) is fixed by the electrolyte concentration and SOC and does not vary as a function of position in the electrode due to low conversion per pass. As such, \( c \) is a fixed parameter for each experimental set-up.

\[ f(\eta) = \frac{2 c F \sinh \left( \frac{V^n}{RT} \right)}{1 + 2 \frac{c F}{RT} \cosh \left( \frac{V^n}{RT} \right)} \]
**Dimensionless form and boundary conditions.** —The dimensionless overpotential (˜η) is defined as the overpotential normalized by the thermal potential (RT/F, θ):

\[ ˜η = \frac{F \eta}{RT} \tag{21} \]

The dimensionless position inside the electrode is defined as the position normalized by the electrode thickness (L, m):

\[ ˜x = \frac{x}{L} \tag{22} \]

θ is defined as the ratio of the exchange and limiting current densities:

\[ \theta = \frac{i_0}{i_l} \tag{23} \]

Finally, the dimensionless bulk active species concentration (˜c) is defined as the bulk concentration normalized by the standard state concentration:

\[ ˜c = \frac{c}{c^0} \tag{24} \]

We can write 19 in dimensionless form by normalizing the total cell current density by the thermal potential, electrode thickness, and effective electrolyte conductivity, while defining a dimensionless exchange current density (v^2):

\[ \frac{d^2 ˜\eta}{dx^2} = \frac{F a_\text{diff} L^2}{\kappa_a \eta RT} f(˜\eta) = v^2 f(˜\eta) \tag{25} \]

As such, we must also define the dimensionless reaction rate, ˜f(˜η), as a function of the dimensionless overpotential, f(˜η), with θ and ˜c as parameters:

\[ f(˜\eta) = \frac{2\theta \sinh \left( \frac{θ}{2} \right)}{1 + 2θ \cosh \left( \frac{θ}{2} \right)} \tag{26} \]

The dimensionless ionic current density can then be derived from ˜η(˜x) as:

\[ ˜j(˜x) = -\frac{1}{2} \frac{d ˜\eta}{dx} \tag{27} \]

At the separator-electrode interface (Figure 1a, left), we impose a constant overpotential boundary condition (ϕ) such that:

\[ ϕ = \left. ˜\eta \right|_{x=0} \tag{28} \]

Ionic current cannot flow at the electrode-current collector interface (Figure 1a, right), providing the basis for a zero ionic current density boundary condition:

\[ \left. ˜j \right|_{x=1} = -\frac{1}{2} \frac{d ˜\eta}{dx} \bigg|_{x=1} = 0 \tag{29} \]

In the present analysis, we numerically solve for the dimensionless overpotential as a function of dimensionless position in the electrode, ˜η(˜x), and derive the dimensionless ionic current density, ˜j(˜x). The Supplementary Material defines integrals that could be used as an alternative method to compute ˜η(˜x) and ˜j(˜x).

**Electrolyte conductivity measurements.** —Electrolyte conductivity measurements were collected using a two electrode, Swagelok style conductivity cell. The conductivity cell was identical to prior literature descriptions, except now employing graphite current collectors, instead of stainless steel, to mitigate corrosion in the presence of HCl. Conductivity standards containing 0.5, 1.5, 2.0, 3.5, and 6.0 M HCl were prepared, and a 7-point calibration curve was constructed by measuring cell impedance at 0 °C or 25 °C, according to prior literature procedures. Known conductivity values of the standard solutions were collected from reference tables.

**Flow battery preparation and experiment.** —The zero-gap flow cell design, with a geometric active area of 2.55 cm², was prepared using two dimensional engineering drawings in the Supplementary Material (Figures S1–S4). Two layers of heat treated carbon paper electrode were used on each side of the cell and sealed with Teflon gaskets. The gaskets compressed the electrodes by 20 ± 2%. A glass scintillation vial, sealed with a rubber stopper, served as the reservoir for 10 mL of electrolyte. The electrolyte was continuously sparged with nitrogen gas (Airgas, >99.999%). The electrolyte was pumped from the reservoir to the cell assembly using a peristaltic pump (Masterflex L/S Series) through perfluoroalkoxy alkane tubing (3.2 mm inner diameter, Swagelok), connected to the cell and pump head, with Norprene tubing (3.2 mm inner diameter, Masterflex) inside the pump head. All flow cell components and pump tubing were selected due to their chemical compatibility with the electrolytes of interest.

Prior to beginning polarization measurements, all flow cells were preconditioned by applying a constant cell potential of 100 mV for 30 min using an Arbin battery tester (BTS-200). The electrolyte flow rate was 3 mL min⁻¹ during the cell preconditioning step. After preconditioning, a high-frequency impedance measurement (Biologic VMP3) was collected over the frequency range of 20 kHz to 1 Hz at open circuit potential to determine the ohmic contribution (R_Ω) to the total cell resistance. Polarization data was collected by applying potentiostatic holds for 2 min in 25 mV increments from 0 V to 0.2 V, with data recording every 1 s. Polarization curves were generated by identifying the mean of the last 50% of data points from the current response. The overpotential loss associated with the ohmic contribution to the total cell resistance (contributions from the membrane, contact resistances, current collectors, and test leads) was subtracted from the overpotential measurement at each current to generate IR-corrected polarization data in accordance with literature precedence.

The solid conductivity of the electrodes contributes negligibly to the high-frequency impedance. Polarization measurements were collected at five flow rates (0.5, 1, 2, 3, and 10 mL min⁻¹) and three active species concentrations (0.2, 0.5, and 0.8 M FeCl₂∕₃₃ +) for each flow field design.

**Model Trends**

The porous electrode model in 25 and 26 describes the dimensionless overpotential distribution as a function of position in the porous electrode. Figure 2 shows representative overpotential distributions for multiple values of v^2 and θ, at fixed concentration (˜c = 1). For all plots in Figure 2, the dimensionless overpotential at the separator-electrode interface is fixed at ˜η|_{x=0} = ϕ = 3 (Figure 1a, left), which corresponds to an electrode overpotential of η = 77 mV under the experimental conditions employed later in this work. At the electrode-current collector interface (x = 1), the overpotential achieves a plateau, as dictated by the zero ionic current boundary condition at the electrode-current collector interface (Figure 1a, right). Generally, as v^2 increases, the overpotential gradient in the electrode becomes larger. A higher value of v^2 indicates faster charge transfer kinetics and subsequently larger exchange current density. Similarly, as θ decreases, the overpotential
Figure 2. Dimensionless representation of overpotential ($\tilde{\eta}$) as a function of position in the porous electrode ($\tilde{x}$) for multiple values of $\nu^2$ and $\theta$. (a) $\nu^2 = 0.5$, (b) $\nu^2 = 1$, and (c) $\nu^2 = 2$. For all analyses, the dimensionless concentration is set equal to unity ($\tilde{c} = 1$).

The ionic current density ($\tilde{j}$) also becomes larger. Smaller values of $\theta$ imply larger limiting currents and higher mass transfer rates, and $\theta = 0$ represents the case of infinitely fast mass transfer. Interestingly, increasing the exchange (larger $\nu^2$) or limiting (smaller $\theta$) currents achieves the same effect of a steeper overpotential gradient in the electrode.

To better understand the roles of the exchange and limiting current densities in defining electrode performance, consider the dimensionless ionic current density distribution profiles in Figure 3, which are derived from the overpotential profiles in Figure 2, for multiple values of $\nu^2$ and $\theta$. Note that for all current density distributions in Figure 3, $\tilde{j}|_{\tilde{x}=1} = 0$, in accordance with the zero ionic current boundary condition at the electrode-current collector interface (Figure 1a, right). Given that the ionic current density is directly proportional to the gradient in electrode overpotential (Eq. 27), a larger overpotential gradient yields greater current densities across the electrode, implying improved electrode performance. Thus, increasing $\nu^2$ or decreasing $\theta$ leads to a better performing electrode because a larger current density can be achieved for the same applied potential drop across the porous electrode. Physically, this trend originates because a higher exchange current density or larger limiting current density will increase the total current density through the electrode by alleviating charge transfer or mass transfer limitations, respectively.

The earlier assumption that the electronic conductivity of the electrode fibers is much larger than the electrolyte conductivity ($\sigma \gg \kappa_{\text{eff}}$) implies that the path of least resistance for charge to exit the porous electrode is through the electrode fibers. As such, the electrode prefers to push current out of the electrolyte and into the electrode fibers, which can only be achieved by invoking the electrochemical reaction to transfer charge from the active material to the electrode fibers. The electrochemical reaction, however, is limited by the reaction rate ($\nu^2$) and mass transfer ($\theta$). Consequently, higher reaction (larger $\nu^2$) or...
mass transfer (smaller $\theta$) rates, yield a larger gradient in the ionic current and subsequently larger gradient in the electrode overpotential. Essentially, slow mass transfer or reaction rates have the same physical effect in the porous electrode because the electrode cannot quickly transfer the flow of charge from the electrolyte to the electrode. From the computed overpotential and current density distributions in the porous electrode, we can develop dimensionless polarization curves that describe the current-overpotential characteristic of the electrode. Figure 4 shows dimensionless polarization curves, plotting the dimensionless overpotential at the separator-electrode interface ($\phi$) as a function of the dimensionless current density passing through the separator ($\delta$), which is defined in \[ \delta = \frac{F L}{2 \kappa_{\text{eff}} R T} \] \[ \phi = \theta_0 \] \[ \theta = 0 \] \[ \theta = 0.5 \] \[ \theta = 1 \] \[ \theta = 2 \] \[ \delta = \frac{F L}{2 \kappa_{\text{eff}} R T} \cdot |i_2|_{x=0} \] [30] now the electrode performance dependence on $\nu^2$ and $\theta$ becomes even more apparent. As $\nu^2$ increases or $\theta$ decreases, the electrode overpotential at a fixed current decreases, implying that the electrode can drive a larger current for a smaller overpotential loss. Additionally, the role of mass transfer at large overpotentials becomes apparent; slower mass transfer rates (larger $\theta$) drive the polarization curve toward limiting current more quickly. Ultimately, this model captures the effects of charge transfer and mass transfer as they impact the overall electrode polarization.

**Experimental Results and Model Fitting**

Conveniently, the dimensionless porous electrode model contains only two parameters ($\nu^2$ and $\theta$), enabling relatively simple curve fitting of the model to experimental data. Extracting dimensional information from these curve fits, however, requires knowledge of the electrolyte conductivity because the dimensionless exchange current is normalized by the effective electrolyte conductivity (Eq. 25). Figure 5 shows measured and effective conductivities of the electrolytes employed in this work. All electrolytes contain a 50% SOC mix of $\text{Fe}^{2+/3+}$ with 2 M HCl, and the total iron concentration is denoted on the $x$-axis in Figure 5. Notably, the electrolyte conductivity decreases with increasing iron concentration, most likely caused by increasing electrolyte viscosity and inter-species interactions. The electrolyte conductivities ($\kappa$) are intrinsic to the electrolyte, and these conductivities are corrected using the Bruggeman relation $31$ to compute an effective electrolyte conductivity ($\kappa_{\text{eff}}$) within the porous electrode.\[ \kappa_{\text{eff}} = \kappa_{\text{intrinsic}} b^\varepsilon \] [31] The single electrolyte flow cell configuration (Figure 1b) is a useful diagnostic tool for investigating flow cell performance.\[18,37-39\] In this configuration, a flow cell is connected to a single reservoir with one active species present at 50% SOC. The electrolyte stream circulates through the flow cell; the active material is oxidized at the positive electrode and then reduced at the negative electrode before returning to the reservoir. As such, the reservoir SOC does not change with time, and the cell operates at steady state over a wide range of flow rates and current densities.\[39\] Additionally, crossover effects will not degrade the cell performance since the same electrolyte composition...
is present on both sides of the cell. This diagnostic technique permits cell-level analysis without reference electrodes, since nearly identical electrochemical processes are taking place on either side of the cell. When this technique is employed with low active species conversion per pass (i.e., small change in SOC), overpotential losses due to the electrolyte can simply be divided across the two sides. In the present work, the Fe$^{2+/3+}$ redox couple serves as a stable active material, with facile redox kinetics, for probing cell performance, and under all experimental conditions, the conversion per pass ($\eta$) is $\eta \leq 0.07$, calculated via (32), where $I$ is the total current (A) through the cell and $Q$ is the flow rate (m$^3$ s$^{-1}$).

$$f = \frac{I}{\epsilon_{Fe^{2+/3+}} F Q}$$

The small 2.55 cm$^2$ flow cell employed in this work offers key benefits and limitations for quantitating mass transfer in a RFB. Practically, the 2.55 cm$^2$ cell requires relatively small quantities of electrolyte materials to perform the desired experiments. Additionally, shrinking the cell permits investigations of flow cell performance in a well-controlled environment, where only flow distribution is anticipated. Under such conditions, mass transfer rates within the porous electrode and flow field channels, as well as between the two domains, can be directly investigated. At scale (400–900 cm$^2$), other factors arise that impact mass transfer in a RFB, such as transport losses associated with stack manifolds or uneven reactant distribution across a large electrochemical active area, which cannot be probed in the small cell. For example, heterogeneous flow dispersion in filter-press reactor stacks for polysulfide-bromine RFBs have shown non-negligible effects on overall transport rates. Finally, non-linear scaling of the pressure drop with increasing geometric active area and shunt currents cannot be studied with small scale cells.49

Figure 6 shows representative experimental polarization curves of flow cells in the single electrolyte configuration under various conditions to illustrate several key trends. Note that all experimental polarization measurements have been iR-corrected to remove the resistance contribution due to the membrane, contacts, current collectors, and test leads. In this work, polarization measurements are performed on cells with four flow fields, three iron concentrations, and five flow rates, resulting in sixty unique experimental conditions. Measurements not presented in the main text are available in the Supplementary Material (Figures S5–S8).

Figure 6a demonstrates the effect of flow rate on cell polarization for the FTFF at fixed active species concentration (0.2 M Fe$^{2+/3+}$). Increasing flow rate improves electrochemical performance by enhancing the rate of convective mass transfer inside the porous electrode, thus reducing overpotential for a fixed current density. Additionally, increasing flow rate increases the limiting current density for the cell, again due to improved mass transfer in the porous electrode. This behavior is anticipated from prior experimental reports, as well as our model, which indicates that faster mass transfer rates (smaller $\theta$) lead to improved electrochemical performance. Figure 6b illustrates another trend previously reported in literature, where increasing the active material concentration for one field (SFF) at a fixed flow rate (2 mL min$^{-1}$) alleviates cell polarization despite a decrease in electrolyte conductivity (Figure 5). Increasing active material concentration increases both the kinetic (Eq. 7) and limiting currents, simultaneously reducing change and mass transfer losses within the porous electrode. In the particular experimental case outlined in Figure 6b, these kinetic and mass transport gains outweigh the negative impact of decreasing electrolyte conductivity, across the concentration range investigated.

Figure 6c compares cell polarization for the four flow field types at fixed active species (0.5 M Fe$^{2+/3+}$) and electrolyte flow rate (3 mL min$^{-1}$), revealing more complicated relationships between cell performance and flow field selection. The cell polarization for the PFF is much larger in comparison to the polarization for the three other flow field types, indicating that the PFF offers the worst electrochemical performance. In the PFF design, minimal convective force directly pushes electrolyte into the porous electrode, yielding small mass transfer rates. Under the electrolyte concentration and flow rate conditions implemented in Figure 6c, the FTFF, IDFF, and SFF perform similarly and much better than the PFF. Comparing the flow field performance at fixed electrolyte flow rate, however, is not a good representation because each flow field design displays a different characteristic electrolyte velocity.

To enable a fair comparison among the mass transport characteristics of the various flow fields, we must compare mass transfer coefficients as a function of characteristic electrolyte velocity ($\nu$, m s$^{-1}$), defined in (33), where $N_i$ is the number of inlet channels, $h_i$ is the characteristic flow height, and $L_i$ is the characteristic flow length (Table I). For the FTFF and IDFF, $h_i$ is equal to the electrode thickness, whereas for the PFF and SFF, $h_i$ is the channel height. For the FTFF and IDFF, $L_i$ is the width and length of the flow field, respectively, whereas for the PFF and SFF, $L_i$ is the channel width. The calculations
for characteristic velocity in the FTFF, IDFF, and PFF are identical to a prior publication.\textsuperscript{15} Since the FTFF and IDFF designs requires that all electrolyte pass through the electrode, the characteristic velocity for these flow fields describes the mean electrolyte velocity through the porous electrode. By contrast, the characteristic electrolyte velocity for the PFF represents the mean velocity through the flow field channel. The intra-electrode velocity associated with the PFF represents the maximum possible pressure drop through the channel.

Using the porous electrode model in conjunction with the experimental polarization data, $v^2$ and $\theta$ can serve as fitting parameters to describe the electrode behavior for each experimental condition. For each combination of flow field and iron concentration, a single value of $v^2$ is fitted alongside five values of $\theta$ to capture the varying mass transfer rates with changing flow rate. The model is fitted to the experimental data using a sum of squares minimization, more heavily weighing data points at higher flow rates where the experiment best represents the physical assumptions of the model. Specifically, at high flow rates, single electrolyte flow cell exhibits the lowest conversion per pass, indicating the most uniform concentration profiles and SOC as close to 50\% as possible, mimicking the model assumptions. Figure 7 illustrates good fitting of the model to the experimental data for the FTFF with 0.5 M Fe$_2$SO$_4$. As mentioned, each model fit extracts a value of $v^2$ and $\theta$ for each individual polarization curve, and these fitting parameters enable a quantitative analysis of mass transfer rates for all experimental conditions examined.

$$v_c = \frac{Q}{N_i h_i L_c}$$ \hspace{1cm} (33)

**Table I. Relevant dimensions for calculating characteristic velocity ($v_c$) through each flow field type.**

| Flow Field | $N_i$ | $h_i$ (mm) | $L_c$ (mm) |
|-----------|------|-----------|------------|
| FTFF      | 1    | 0.228     | 14         |
| PFF       | 7    | 0.5       | 1          |
| IDFF      | 4    | 0.228     | 16         |
| SFF       | 1    | 0.5       | 1          |

Figure 8. Computed values of the product of electrode area per unit volume and mass transfer coefficient ($a \cdot k_m$) as a function of the characteristic velocity of the electrolyte in a particular flow field design. (a) All computed values of $a \cdot k_m$ for each flow field and each active species concentration: 0.2 M Fe$_2$SO$_4$ ($\bigcirc$), 0.5 M Fe$_2$SO$_4$ ($\square$), and 0.8 M Fe$_2$SO$_4$ ($\square$). (b) Mean values of $a \cdot k_m$ for each flow field and velocity condition with best fit lines (solid lines). The slopes of the best fits are denoted next to the flow field labels.

Extracting mass transfer coefficients from fitted values of $v^2$ and $\theta$ begins with substituting the term $\theta \cdot \xi$ into the definition of $v^2$, and subsequently defining $v^2$ in terms of a mass transfer coefficient and active species concentration in $34$. Fitted values of $v^2$, $\theta$, and $a \cdot k_m \cdot L$ (A m$^{-2}$) are listed in the Supplementary Material (Tables S1–S6).

$$v^2 = \frac{F a_i L^2}{k_{\text{eff}} RT} = \frac{F a(\theta_i) L^2}{k_{\text{eff}} RT} = \frac{F a(0nFk_{\text{eff}}c) L^2}{k_{\text{eff}} RT}$$ \hspace{1cm} (34)

Since the electrode area per unit volume ($a$) is unknown, we cannot extract independent values of $k_m$. The electrode area per unit volume, however, is considered a constant in this work since the same electrode type, pretreatment, and compression ratio are employed across all experiments. The expression $a \cdot k_m$ (s$^{-1}$), defined in 35, can provide a relative understanding of mass transfer coefficients for each flow field type and is a common performance factor used to describe flowing electrochemical systems.$^{23,30}$

$$a \cdot k_m = \frac{v^2 k_{\text{eff}} RT}{\theta F^2 L c}$$ \hspace{1cm} (35)

Figure 8 shows values of $a \cdot k_m$ as a function of the characteristic electrolyte velocity through the various flow field designs. In the present model derivation, the mass transfer coefficient is a quantity with no dependence on active material concentration. As a confirmation of the validity of our approach, we plot $a \cdot k_m$ for each active material concentration individually (Figure 8a), which indicates only small variations in the extracted values of $a \cdot k_m$ for electrolytes with different active material concentrations, when the flow field and flow rate are fixed. Potential sources of error include slight variations in cell geometry between assemblies, drift in membrane con-
ductivity during the experiment, and the allowable tolerance during curve fitting. Additionally, the flow fields with channels and ribs (e.g., IDFF, PFF, SFF) could lead to inhomogeneous electrode deformation under compression, causing local variations in electrode properties. Furthermore, we note that the model assumptions best describe the FTFF and do not capture the more complex, multidimensional flow patterns in the IDFF, PFF, or SFF, which, in turn, yield poorer model fits than the FTFF case (Figures S3–S8). These differences between the assumed and experimental velocity distributions within the electrode are an additional source of error and likely explain the larger spread in \( a \cdot k_m \) for the non-FTFF cases, however, the reasonably similar quantitative agreement among multiple measurements at different iron concentrations adds confidence to the overall methodology. The level of detail embedded in our polarization model balances sufficient complexity to describe the underlying physics with the flexibility to fit a large number of data sets. Figure 8b plots the mean values of \( a \cdot k_m \) from the three iron concentrations employed for each flow field and flow rate combination, where the error bars represent the standard error from the three concentration measurements. Solid lines in Figure 8b are a best fit line to the experimental data, and numbers next to the legends denote the slopes of the best fit lines. The variation in \( v_c \) for the different flow fields is a result of the treatment in 33 and varying characteristic flow dimensions (Table I); for comparison, \( a \cdot k_m \) is plotted as a function of electrolyte flow rate in the Supplementary Material (Figure S9).

The FTFF offers experimental conditions that best mimic the model assumptions, considering that electrolyte transport through the FTFF is one-dimensional with a uniform velocity profile as a function of position in the electrode. Since the FTFF only invokes transport within a porous electrode (i.e., no flow channels), this flow field also offers the best understanding of transport within the electrode. The FTFF may not be the best choice for implementation in full size RFBs, however, due to an unacceptably large pressure drop through the porous media in cells with large active areas. The FTFF data suggests that the carbon paper employed in this work exhibits \( k_m \propto v^0.18 \) (Figure 8b), which is similar to a study of mass transfer coefficients in a carbon felt electrode, where \( k_m \propto v^0.12\). \(^{18}\) From these relationships, \( k_m \) and \( v_c \) appear to scale in a linear fashion. Few reports investigate mass transfer in electrochemical reactors with zero-gap flow field designs. The near-linear scaling between mass transfer coefficient and intra-electrode velocity observed in this study and by Xu and Zhao\(^ {28}\) contrasts the quantitative investigations of mass transfer coefficients in filter-press (or flow-by) reactors, where an electrolyte gap (typically several millimeters thick) exists between the electrode and membrane.\(^ {23,26,29,30}\) The filter-press design, with flat plate electrodes and inert turbulence promoters, typically affords \( k_m \propto v^6 \), where \( 0.39 < b < 0.78 \).\(^ {23,29,30}\) Considering transport within only porous media, Fedkiw\(^ {31}\) aggregated data\(^ {31}\) from several studies measuring mass transfer coefficients in packed beds as a function of Peclet number (Pe), defined in 36, where \( d_f \) is the fiber or particle diameter (m) and \( D \) is the diffusion coefficient (m\(^2\) s\(^{-1}\)) of the active species. Fedkiw’s analysis highlights that for \( Pe \leq 20 \), the mass transfer coefficient is linearly proportional to fluid velocity.\(^ {31-35}\) Contrastingly, for \( Pe \geq 20 \), the mass transfer coefficient is proportional to the cube-root (1/3 power) of velocity.\(^ {56-60}\) which has been observed in some carbon fiber / felt electrodes.\(^ {61-63}\) and utilized to estimate mass transfer in prior RFB studies.\(^ {18,26,49}\) Additionally, one study on platinated-titanium mesh electrodes for zinc-cerium RFBs identified this cube-root scaling behavior.\(^ {23}\) While prior data collected for packed beds indicates significant precedent for linear scaling between \( k_m \) and \( v_f \), at low \( Pe \), \( 3.55 \) the estimated values for \( Pe, \) with the FTFF, in this work are quite high. Assuming a fiber diameter of \( \approx 7 \mu m \) and typical aqueous diffusion coefficient of \( \approx 5 \times 10^{-9} \) cm\(^2\) s\(^{-1}\), we estimate \( 36 < Pe < 730 \) for the electrolyte velocities applied in the single electrode cell. Given the high Pe and linear dependence, we hypothesize that mass transfer within highly porous, fibrous media (e.g., SGL 25AA) resembles that of a packed particle bed with low fluid velocity, and the Pe dependence shifts due to significant morphological differences. These results motivate further study in fibrous porous media.

\[
P_e = \frac{v_c d_f}{D} \quad \left[36\right]
\]

The low values of \( a \cdot k_m \) for the PFF reiterate the poor mass transfer rates afforded by that flow field design. The PFF mass transfer coefficients also exhibit the weakest dependence on electrolyte velocity, further supporting the claim that convection does not play a significant role on mass transport in this configuration. By comparison, the FTFF, IDFF, and SFF all achieve mass transfer coefficients that can be \( 100 \times \) greater than those of the PFF because of forced convection through the porous electrode. In the case of the FTFF, all of the electrolyte is directly pushed through the porous electrode, while the IDFF requires all electrolyte to interface with the porous electrode through a shortened path length.\(^ {17,18}\) The SFF does offer a straight path for the electrolyte to pass through the flow field without entering the electrode, however, the pressure drop across the snaking channel of the flow field is likely so large that electrolyte permeates significantly into the porous electrode.\(^ {17}\)

The IDFF has been regarded in recent literature as the best flow field design to balance electrochemical performance with pressure drop,\(^ {17,18,64}\) although the electrode compression and electrode-to-flow-field contact area must be optimized to mitigate ohmic losses.\(^ {18}\) This flow field relies on dead-ended channels to force electrolyte through a short path of porous electrode, and, as such, comprises multiple flow segments that resemble Poiseuille flow in the channels and Darcy flow in the porous electrode. While all electrolyte must interface with the porous electrode, the highest mass transfer coefficients are not as high as in the FTFF, which is likely due to the non-uniform electrolyte velocity profile within the IDFF; the local electrolyte velocity within the porous electrode is spatially dependent\(^ {65}\) and yields non-uniform mass transfer rates. Additionally, the IDFF exhibits an exponential dependence in between those of the PFF and FTFF designs, hinting that the IDFF behaves as a hybrid of the PFF and FTFF designs. Such hybrid mass transport properties are reasonable given that the pressure drop through the IDFF is also between those of the PFF and FTFF. In fact, the pressure drop through the IDFF can be computed analytically as a product of the pressure drop through a rectangular channel and a geometric factor relating to the porous electrode.\(^ {18}\) For a quantitative comparison of pressure drop through the IDFF, FTFF, and PFF, Darling and Perry offer approximate analytical expressions for each as a function of flow field geometry, electrode permeability, and flow rate.\(^ {18}\) Ultimately, the combination of channels and porous electrode in series makes the IDFF an intriguing mass transfer case that warrants future, detailed study.

Surprisingly, the SFF and FTFF exhibit remarkably similar magnitudes of \( a \cdot k_m \), and, when plotted as a function of flow rate (Figure S9), the SFF and FTFF data points overlay almost perfectly. The similar mass transfer rates and their nearly identical velocity dependence indicate that the FTFF and SFF are promoting mass transfer in a similar fashion. The pressure drop along the SFF channel is likely so large that nearly all of the electrolyte is forced through the porous electrode, effectively converting the SFF to a FTFF. While pressure drop is not the focus of this work, we calculate that the pressure drop through just the serpentine channel, without any porous media above, evinces a pressure drop that is \( \approx 2.85 \times \) higher than the FTFF, indicating that electrolyte flow through the porous electrode is more favorable than through the serpentine channel. Additionally, the single connected channel in the SFF is not a scalable flow field design; the electrolyte penetration into the electrode will depend on the total pressure drop through the single SFF channel, which increases nonlinearly with increasing cell active area. Consequently, when moving toward larger cell designs for practical applications (i.e., > 400 cm\(^2\)),\(^ {46-48}\) the pressure drop through the SFF will become unacceptable.\(^ {17}\) Exploring SFF designs with multiple, separated snaking segments, such as those commonly used in polymer electrolyte fuel cells,\(^ {19}\) could be a viable option for balancing performance with pressure drop and may offer scalable behavior.
Conclusions

Mass transfer rates have a significant impact on RFB electrochemical performance, and varying active species concentration, flow rate, flow field design, or electrode morphology will all affect the rate of active species delivery to the electrode surface. Several recent experimental studies have investigated flow field and electrode designs that best improve performance.17,18,45 Despite experimental interest and the key role of mass transfer in RFBs, mass transfer coefficients in these devices have seldom been reported.14,28 As such, this study quantifies mass transfer rates in RFBs as a function of active species concentration, flow rate, and flow field design in a systematic fashion. We develop a steady-state, one-dimensional porous electrode model to describe electrode polarization, considering losses due to the electrolyte resistivity, charge transfer, and convective mass transfer. A series of dimensionless plots illustrate how the RFB electrode behaves across a range of exchange and limiting current values, considering variations in overpotential and current distribution throughout the electrode, as well as overall cell polarization (I-V characteristic). The dimensionless nature of the model reduces the physical description of the RFB electrode to two parameters, enabling facile curve fitting of the model to experimental polarization curves. Several key physical assumptions (i.e., \( u_a = u_r \), \( c_{p,0} = c_{p,\infty} \)) lead to the concise mathematical form. In conjunction with the model, we implement a single electrolyte diagnostic flow cell technique,18,37,39,45 with an iron chloride electrolyte, to probe the polarization performance as a function of the aforementioned experimental parameters. Quantitative mass transfer coefficients are extracted by fitting the two model parameters to experimental polarization curves, and the only additional experimental data required is the electrolyte conductivity. In this work, power-law proportionalities between mass transfer coefficient and electrolyte velocity are revealed for four flow field types: flow through, interdigitated, parallel, and serpentine.

Quantifying mass transfer rates for the four common RFB flow fields offers mechanistic insight into transport phenomena, and provides tangible parameters for future engineering optimization. The small 2.55 cm² cell permits controlled evaluation of transport phenomena within the porous electrode and flow field, but prohibits study of additional mass transfer effects that only manifest in large-scale cells, such as poor flow distribution. In terms of mechanistic understanding, our FTFF measurements indicate that traditional mass transfer coefficient correlations for packed particle beds are shifted relative to porous carbon paper electrodes. The small \( k_w \) values associated with the PFF and weak flow rate dependence confirms the findings of prior studies that the PFF does not promote forced convection in the porous electrode and is thus unsuitable for implementation in RFBs.17,18 Additionally, the surprisingly high mass transfer rates associated with the SFF and the intermediate velocity dependence of the IDFF raise interesting questions as to the role of mixed transport associations with the SFF and the intermediate velocity dependence of the IDFF raise interesting questions as to the role of mixed transport
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List of Symbols

| Symbol | Description | Units |
|--------|-------------|-------|
| \( a \) | Electrode area per unit volume | \( m^2 \) |
| \( b \) | Bruggeman coefficient | - |
| \( c \) | Concentration | \( mol \cdot m^{-3} \) |
| \( \bar{c} \) | Dimensionless concentration | - |
| \( c^e \) | Surface concentration | \( mol \cdot m^{-3} \) |
| \( \bar{c}^0 \) | Standard state concentration | \( mol \cdot m^{-3} \) |
| \( D \) | Diffusion coefficient | \( m^2 \cdot s^{-1} \) |
| \( d_f \) | Fiber (or particle) diameter | \( m \) |
| \( f \) | Conversion | - |
| \( F \) | Faraday constant | \( C \cdot mol^{-1} \) |
| \( h_t \) | Characteristic flow height | \( m \) |
| \( I \) | Total cell current | \( A \) |
| \( i_0 \) | Exchange current density | \( A \cdot m^{-2} \) |
| \( i_2 \) | Electrolyte phase current density | \( A \cdot m^{-2} \) |
| \( i_k \) | Kinetic current density | \( A \cdot m^{-2} \) |
| \( i_i \) | Limiting current density | \( A \cdot m^{-2} \) |
| \( i_m \) | Kinetic + mass transfer current density | \( A \cdot m^{-2} \) |
| \( j \) | Dimensionless ionic current density | - |
| \( k_a \) | Anodic heterogeneous reaction rate | \( m \cdot s^{-1} \) |
| \( k_c \) | Cathodic heterogeneous reaction rate | \( m \cdot s^{-1} \) |
| \( k_m \) | Mass transfer coefficient | \( m \cdot s^{-1} \) |
| \( L \) | Electrode thickness | \( m \) |
| \( L_c \) | Characteristic flow length | \( m \) |
| \( n \) | Number of electrons | - |
| \( N_i \) | Number of inlet channels | - |
| \( P_e \) | Peclet number | - |
| \( Q \) | Flow rate | \( m^3 \cdot s^{-1} \) |
| \( r \) | Reaction rate | \( mol \cdot m^{-2} \cdot s^{-1} \) |
| \( r_k \) | Kinetic reaction rate | \( mol \cdot m^{-2} \cdot s^{-1} \) |
| \( r_{eff} \) | Effective reaction rate | \( mol \cdot m^{-2} \cdot s^{-1} \) |
| \( R \) | Gas constant | \( J \cdot mol^{-1} \cdot K^{-1} \) |
| \( V^o \) | Standard potential | \( V \) |
| \( v_c \) | Characteristic electrolyte velocity | \( m \cdot s^{-1} \) |
| \( X \) | Position | \( m \) |
| \( \bar{x} \) | Dimensionless position | - |

Greek Symbols

| Symbol | Description | Units |
|--------|-------------|-------|
| \( \alpha_a \) | Anodic transfer coefficient | - |
| \( \alpha_c \) | Cathodic transfer coefficient | - |
| \( \beta \) | Cathodic transfer coefficient | - |
| \( \delta \) | Dimensionless geometric current density | - |
| \( \varepsilon \) | Electrode porosity | - |
| \( \eta \) | Overpotential | \( V \) |
| \( \bar{\eta} \) | Dimensionless overpotential | - |
| \( \kappa \) | Electrolyte conductivity | \( S \cdot m^{-1} \) |
| \( \kappa_{eff} \) | Electrode pore phase conductivity | \( S \cdot m^{-1} \) |
| \( v^2 \) | Dimensionless exchange current density | - |
| \( \psi \) | Overpotential at separator-electrode interface | \( V \) |
| \( \Phi_1 \) | Electrode solid phase potential | \( V \) |
| \( \Phi_2 \) | Electrolyte phase potential | \( V \) |
| \( \sigma \) | Electrode solid phase conductivity | \( S \cdot m^{-1} \) |
| \( \theta \) | Ratio of exchange to limiting current densities | - |
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