Methodology for Data-Informed Process Improvement to Enable Automated Manufacturing in Current Manual Processes
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Abstract: Manufacturing industries are constantly identifying ways to automate machinery and processes to reduce waste and increase profits. Machines that were previously handled manually in non-standardized manners can now be automated. Converting non-digital records to digital formats is called digitization. Data that are analyzed or entered manually are subject to human error. Digitization can remove human error, when dealing with data, via automatic extraction and data conversion. This paper presents methodology to identify automation opportunities and eliminate manual processes via digitized data analyses. The method uses a hybrid combination of Lean Six Sigma (LSS), CRISP-DM framework, and “pre-automation” sequence, which address the gaps in each individual methodology and enable the identification and analysis of processes for optimization, in terms of automation. The results from the use case validates the novel methodology, reducing the implant manufacturing process cycle time by 3.76%, with a 4.48% increase in product output per day, as a result of identification and removal of manual steps based on capability studies. This work can guide manufacturing industries in automating manual production processes using data digitization.
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1. Introduction

The manufacturing industry contributes to 15.39% of the global gross domestic product (GDP) and 22.8% of overall employment [1,2]; it also makes up more than 20% of the GDP in the EU [3]. Manufacturing output is growing as more machines are being installed on factory floors in order to maximize machine availability, and satisfy product quality, delivery, and cost demands for the customers [4]. Therefore, there is a drive to reduce operating costs and limit material and energy usage to ensure sustainability and profits. According to Fera et al. [5], companies can gain competitive advantages by focusing on the six competitive priorities: quality products and services, reliability, flexibility, speed, cost, and innovation. Quality is arguably the most important priority for sustaining business and maintaining customer satisfaction in such industries [6]. The key elements that impact a company’s decision to improve quality are: cost, risk management, firm size, and the cost implications of scraps [7].

Accurate dimensional specifications are required in complex and high-valued manufacturing industries [4]. Components that fall outside specification limits are rejected or reworked when possible. Rework costs can add wasteful elements to a process; such as material costs, labor hours, labor hour costs, and tool costs [8].

In 2018, 30.5% of the EU-27’s total energy consumption belonged to transport, 25.8% to the industrial sector, 2.9% to the agricultural sector, and 26.1% to the households sector. These stats included 27 countries of the European Union; rework contributed to 3–15% of...
economic losses [9,10]. Therefore, it is crucial to establish the main problems, causes, and actions to reduce defect levels. Defects can occur as a result of machine and human errors. Errors can be analyzed, systematically and accurately, by using data analyses methods. However, industries are still struggling to appropriately use data to minimize waste; thus, a systematic data-driven analysis method is required. Human error can be minimized by eliminating manual, non-value added steps, in order to standardize and automate processes via data analyses. This is described in detail in the following sections.

This work contributes to process automation by providing a methodology that (1) utilizes in-process digitized data for identifying processes to automate, and (2) automates previously unautomated parts of a process. There are methods available to improve processes (e.g., Lean and Six Sigma), data analytics (e.g., CRISP-DM), and process automation (such as robotic process automation). However, no validated method exists in literature to:

1. Identify the manual complex process steps with the most potential of adding value when automated in terms of standardization and process improvement.
2. Automate the identified steps in a complex manufacturing process via analysis of digitized data.

The process improvement method in this study does not solely rely on traditional Lean or Six Sigma alone, as these methods lack the capacity of processing Industry 4.0 data. The methodology outlined in this paper uses digitized data and a combination of process improvement techniques to identify and standardize processes to achieve automation. Section 2 of the paper details the different process improvement methods that were previously used in industries. Section 3 describes challenges faced in industries that are associated with process improvement and data analysis. Section 4 presents the methodology used to identify and solve existing problems in industries. Section 5 explains the implementation of the methodology. Sections 6 and 7 discuss the implementation results and conclusion, respectively. Section 8 suggests future work in this area.

2. Literature Review
2.1. Data Driven Process Improvement

Many process improvement models were developed over the years for improving specific aspects in the manufacturing industry, based on the six competitive priorities above-mentioned. Models, such as total quality management (TQM), Lean manufacturing, Six Sigma, and Lean Six Sigma (LSS) are most widely known for process improvement [11].

Lean was a systematic concept introduced by Toyota in the 1950s after World War II; it was labelled as Lean manufacturing in 1990, in a book by Womack, Jones, and Roos [12]. It was the more common process improvement model adopted by industries for reducing waste and improving processes. Eliminating waste allows reducing process cycle time [13]. Cycle time is defined as the total time taken by the component in the production cycle [14]. Reducing cycle time will increase overall product output and ensure that customer demand is met.

Six Sigma was first developed in 1986 by Motorola [15]. It uses statistical means to produce high-quality products by reducing process variation [16]. The aim of Six Sigma is to maintain a defect rate of below 3.4 defective parts per million for a process. This means that 99.99% of the process output will consist of fault-free good parts. Reduction in defective parts will reduce the cost of non-conformance and energy consumption. Two methodologies can be applied in Six Sigma: DMAIC for improving existing process and DMADV for developing a new improved process [12]. Al Kindi and Abbas [7] stated that large companies have benefited (i.e., profit increasing) by implementing Six Sigma, which is a tool used by organizations to minimize process variation and eliminate waste. With the implementation of Six Sigma, it is possible to determine the critical factors, the optimal operating levels or tolerances, and other improvement opportunities [7]. Six Sigma was used to reduce electrical defects in a circuit cartridge manufacturing plant [17]. It was also used to improve product dents in forging plants [16]. Chaudhary [18] used Six Sigma to improve the heat treatment process and hardness quality of tools and dies. Safwat and
Ezzat [19] decreased the scrap rate in a plastic injection molding plant by using the Six Sigma methodology. IT departments have also benefited from using Six Sigma by reducing customer support issues [20]. Tchidi and He [21] investigated the existing problems in a software industry and proposed the improved engineering process improvement model (using an engineering design process called Design for Six Sigma). A corrugated box manufacturing company reduced 22.7% of its waste by applying the DMAIC Six Sigma framework [22]. Implementation of Six Sigma in automobile industries and thermal power plants have also shown positive outcomes [23,24]. Table 1 summarizes the methodologies described in various research publications on the subject.

Table 1. Summary of literature review in application of Lean Six Sigma and its tools in industries.

| Reference | Industry | Purpose | Methodology |
|-----------|----------|---------|-------------|
| [17]      | Semiconductor industry | Reduce electrical defects during manufacturing circuit cartridges for inkjet printers | DMAIC |
| [16]      | Forging manufacturing plants | Improve dents from forging in parts | DMAIC |
| [18]      | Precision tools and dies manufacturer | Improve heat treatment process and hardness quality of tools and dies | Value stream mapping and DMAIC |
| [19]      | Plastic injection molding industry | Reduce the scrap rate in the plant | DMAIC |
| [20]      | IT industry | Reduce support issues with the IT infrastructure | DMAIC |
| [21]      | Software industry | Develop a new model to bridge the gaps, such as inefficient methods or tools, in process improvement methodologies | IDDOV (Identity, Define, Develop, Optimize, Verify) |
| [22]      | Corrugated boxes manufacturer | Reduce waste during production | DMAIC |
| [23]      | Automobile industry | Emphasize the importance of Six Sigma experts in enhancing the productivity, customer satisfaction, and savings | Questionnaire |
| [24]      | Thermal power plant | Reduce expensive de-mineralized water consumption to compensate for the losses during power generation | DMAIC |
| [25]      | Aerospace industry | Reduce non-value added activities and improve delivery times | DMAIC with Lean thinking cycle |
| [26]      | Garment industry | Reduce the defect rates during production | DMAIC |
| [27]      | Oil and gas industry | Detect process anomalies before failure occurs | Measure–validate–predict (MVP) and statistical process control (SPC) in Six Sigma |
| [28]      | Telecommunication providers | Reduce the repeated complaint tickets issued through customer service | DMAIC and CRISP-DM |
| [29]      | Banking | Evaluate a framework by solving organizational IT problems | Lean and Robotic Process Automation (RPA) |

Lean Six Sigma (LSS) has also been used in equipment maintenance in industries for quality management and process optimization [13,30]. Thomas et al. [25] successfully reduced non-value-added activities and delivery time by implementing LSS in the aerospace industry. Lean and Six Sigma were previously used in conjunction because Six Sigma uses statistical means to improve the process and Lean focuses on value stream mapping (VSM) for reducing waste and non-value-added operations [31]. Lean was also used with robotic process automation (RPA) in literature for process improvement, in terms of automation [29]. RPA is defined as a category of software tools that allows repeated or routine actions to be automated using structured data, rules, or logged interactions [32,33]. Therefore, the identification of automation opportunities using RPA is very limited. The Lean strategy helped identify the action to be automated in this study [29].
2.2. ‘Continuous’ Process Improvement

The Lean and Six Sigma concepts, when used together, can enhance the performance of industrial products, better than when each concept is individually implemented [34]. However, these models typically use manual methods of data collection, where automated collection is not available, to drive decision-making, with a view of making improvements. Thus, data are not available in automated ways to enable ‘continuous’ process improvements. Collection of these data could allow a kind of continuous Lean Six Sigma loop to be put in place. The manual data collections and analyses that the process improvement mechanisms are heavily reliant on are subject to human errors. Several researchers have conducted studies on assessing human reliability in industries; it was concluded that errors resulting from incorrect operator actions accounted for around 20–40% of the defects, on average [35]. This is because factors, such as time, machine design, and stress on factory floors can impact perception, information-processing, and actions of the operators [36]. Havlikova, Jirgl, and Bradac [36] highlighted significant operator errors, include misreading information, incorrect data collection, failed or delayed response, leaving out important steps, and incorrect diagnoses or decision-making. The variabilities associated with human errors make production processes less standard. Heinrich and Deutschländer [37] described standardization as a key step to optimize the process and achieve automation. A process can only be automated once all of the variations that compromise a standard process (e.g., manual interaction, decision-making, etc.) have been eliminated. One way to potentially overcome the human–machine interaction issues is through the implementation of Industry 4.0 [38].

2.3. Tacit Knowledge and Digitization

Industry 4.0 is the fourth industrial revolution in manufacturing, where machines are integrated with each other, and are capable of monitoring processes and making smart decisions using training data autonomously [39,40]. Thus, standardizing the processes by reducing human error variabilities. One key feature of Industry 4.0 is decentralized production, where all machines are connected to the cloud, allowing data to be accessed from a secured line for fault analysis and data-driven decision-making [41]. However, collecting and storing data are challenges due to non-interoperability of machines and tools [42,43]. Deriving and sharing useful knowledge from the dataset for optimizing processes still poses as a challenge for industries as production data are usually inconsistent [44]. Implementing advanced functions, such as fault diagnosis, fast recovery, and fast reconfiguration of the machine parameters to adapt to production changes, increases the complexity of automatic machines, requiring technical understanding. The rise in complexity will require highly-educated and well-informed workers [45]. Proprietary communication protocols also need to be maintained. Data formats need to be unified to allow data to be shared across different levels of manufacturing without information being lost [46]. Villagran [47] explained that there are several issues that hinder standardization, which is crucial for fully transitioning to Industry 4.0. For instance, it is difficult to create a common language for all interconnected platforms for data exchange. The existing standards developed for Industry 4.0 may not be applicable to all systems; new or modified standards are required in such cases. Data exchange between platforms require secured lines to protect the privacy of businesses. More importantly, there is a lack of data availability for effective decision-making in the manufacturing sector, because acquiring data related to machine faults for monitoring the degradation progress is very challenging, and impossible in certain scenarios [48]. One study explained that the absence of detailed and functional computer numerical control (CNC) databases compels operators to select suitable machining parameters based on tacit knowledge [46]. Tacit knowledge is defined as the valuable heuristic knowledge accumulated by the operator over years of experience [49]. However, studies have shown that sharing tacit knowledge is difficult due to the knowledge gap and the terminologies used between workers from different roles and experience levels. For instance, process engineers might face difficulty in fully understanding a data analyst
and vice versa. Decision-making becomes mentally exhaustive to a skilled, knowledgeable worker, because tacit knowledge is not properly defined [50]. The machining parameters are adjusted using tacit knowledge and tested during the first-off inspections (which are wasteful, in terms of time and resources) [46]. First-off inspections are conducted when the machine configuration is changed between production batches, to check whether the first part that is machined is correct. It is then assumed that the rest of the parts in the batch will be machined correctly. If the correct specification on the part is not achieved, then the machine configuration is adjusted. This is to prevent a batch of faulty parts from being produced, which can have a significant impact on revenue (i.e., reducing scrap reduces material loss and energy consumption) [51]. Processes in industries are still controlled and constantly supervised by people, leading to inefficiencies; thus, indicating that industries are far from making processes completely autonomous [52,53]. If such issues with machine interoperability, data availability, non-automated production lines, etc., could be improved, then lights-out manufacturing is possible without human supervision, where machines can manufacture products without lights and operators [54].

One method to assist users would be to enable machines to perform the value-adding decision-making automatically, with the aid of data. Petrillo et al. (2018) explained that digitization and automation are essential components of Industry 4.0, which can enable machines to be intelligent [54,55]. ‘Intelligent’ machines use cutting-edge technologies, such as advanced digital systems, networked control systems, or machine learning algorithms, to auto-correct themselves, and run on their own systems via self-made decisions [56]. Data digitization allows data collection, which was previously manually collected, and data mining affects the quality of products in industries, by either detecting faults in the production process or by predicting a fail; thus, minimizing waste using digitized data [44]. Minimizing energy consumption and cost of production can help in adding value to the process [56–58]. Digitization can also identify useful information from the data and facilitate in automating process steps.

Rule-based expert systems for decision-making can be developed using tacit knowledge in absence of historical data [59]. For instance, the authors developed an adaptive expert system in an earlier study that automatically made CNC tool adjustments based on a digitized coordinate measuring machine (CMM) and CNC data [60]. The expert system acted as a bridge between the CMM and CNC machines to allow continuous data sharing and processing; therefore, automating data collection and standardizing the decision-making process by eliminating manual tool adjustment. This helped in eliminating one aspect of the manual interaction during the production process. In order to achieve a more standardized and automated manufacturing process, more non-value added tasks need to be identified and eliminated using the newly digitized data.

2.4. Proposed Problem Statement and Research

Automation is a key aspect of Industry 4.0, which is still very challenging for some industries to adopt [61]. This is because full automation across the factory floor requires interconnected machines, reliable communication lines, data collection from multiple sensors, standardized processes, expert knowledge, and skills to tackle the increased complexity, etc. Standardization can address the interoperability issues in machines and data [43,62]. There was a direct correlation observed between the degree of standardization and the RPA usage in a process in organizations [63]. Geyer-Klingeberg et al. [64] presents an overview of how process mining and RPA has benefitted industries where RPA automates the tasks that are highly repetitive and error free, since processes are required to be simplified and standardized before RPA can be applied. One study [65] presented an overview of the implementation of RPA and described that the function of the RPA needs to be specified, as software robots are data-related, integration-related, or process-related. The data-related function allows data transfer, formatting, and analysis, while the integration-related function ensures connection and control between different machines and processes. The process-related function facilitates event triggers and control. The key RPA skills are
listed as, collect and collate information; validate; record data; calculate and generate results; plan; transport and connect; and report. Depending on the level of human interaction to maintain with the process, RPA applications can be of three types—attended (performs alongside human), unattended (performs without human interaction), and hybrid (can perform with or without human) [66]. Researchers are investigating tools and approaches to identify automation opportunities, as the field is still nascent. This is explained by the low volume of application and adoption of RPA [67]. The adopted RPA have limited and specific functionalities, such as customer service and risk assessment [33]. To address this issue, the authors in [68] proposed a methodology to identify the level of automation (manual, hybrid or automated) of an existing task from textual description via supervised machine learning. The limitation of this study was the reliability of the proposed RPA approach. Further testing and real-world implementation were suggested to validate the approach. Dey and Das [69] reviewed the motivation and challenges in adopting RPA and found that, despite the benefits gained from successful RPA implementation, most companies are not adopting RPA because the compatibility and integration of RPA tools for the IT sector are still not understood clearly. Another study [32] presented the basic concept and challenges involved in a pipeline robotic process mining (RPM) tool. It was explained in this study that there is a risk of identifying partially automated tasks for full automation, in certain cases, because the robotic software is incapable of determining the partially automated task with the given input data. The information or data to identify potential tasks to automate requires cleaning to improve the accuracy of the process discovery algorithm, as explained by the study conducted by [70] on emerging trends in RPA. The European Commission [43] stated that the data currently available in industries for re-use are limited. This indicates that data are processed manually because collecting, processing, and storing data are still challenging. Rule-based, knowledge-based, and learning-based software robots use predefined rules, information search, and machine learning techniques, respectively, to analyze given data in RPA [63]. Rule-based software robots are mostly used compared to the other two. As the complexity of the process increases, RPA adoption decreases. Therefore, RPA adoption for industrial manufacturing processes is not common due to the complex nature of the processes [63]. Kumar and Prasad [71] listed the examples of common RPA applications as data entry or information retrieval, automatic e-mail response, user registration, identity verification, and processing of customer orders and payment.

Data digitization can aid in automating process steps in Industry 4.0. Heinrich and Deutschländer [37] listed the steps required to automate an industrial process and referred to it as a “pre automation” sequence, which includes:

Step 1—Stabilization.
Step 2—Standardization.
Step 3—Optimization.
Step 4—Automation.

However, the “pre-automation” sequence method cannot assist in identifying areas where improvement is required, and it does not describe the tools used in each step in detail. It is important to note that no detailed step-by-step guidelines were found in literature for both identifying and transitioning manual operations to full automation using digitized data. Other existing techniques can be utilized in combination with the “pre-automation” sequence to add more structure to the framework. By coupling industry 4.0 capabilities with Lean and Six Sigma methodologies, further improvements could potentially result in standardizing and fully automating the production process because the purpose of Lean and Six Sigma is to reduce waste or non-value added steps, which in turn will reduce manual interactions and make the process more automated. Lean and Six Sigma principles have been used in businesses and academia for many years. However, the traditional Six Sigma method alone may be restrictive or inapplicable for some problem scenarios. For example, traditional Six Sigma alone is unsuitable in an Industry 4.0 setting because of the noisy in-process data produced from complex technologies [72]. Digitization
of data produces large quantities of unorganized data, which can be difficult and time consuming to analyze manually. The Lean and Six Sigma implementations listed in Table 1 in Section 2.1 were specific to particular issues in their respective industries with no automation intention [16–28]. The Strategic Lean Six Sigma Framework proposed to reduce build time in an aerospace industry that required validation from new areas within the industry [25]. The authors in [27] used Six Sigma and measure–validate–predict (MVP) to predict faults using alert notifications. However, the methodology used was unclear as no detailed description was provided. The interactions between all of the variables affecting the process makes it difficult to use the traditional Six Sigma method alone; it is important to understand the process to identify problems and offer suggestions for improvements [73]. In contrast to digitized data, the traditional Lean Six Sigma data contain clean data of the required variables that can be measured manually. Digitized data require pre-processing prior to analyses because such large datasets can contain data from multiple variables, and only relevant variables are selected for analysis [74]. Therefore, the Cross-Industry Standard Process for Data Mining (CRISP-DM) framework was utilized in literature for data mining [28,75]. Numerous studies have shown that modifying the phases of Six Sigma methodologies or integrating data mining techniques with the traditional Six Sigma methodology can customize the process improvement method to cater to a specific problem and provide better outcome for the study [21,25,27,28]. While Lean Six Sigma can help in providing tools to be used for identifying and analyzing problem areas [76] prior to the “pre-automation” sequence, data mining techniques can guide in handling digitized data for process optimization. Combining the techniques can allow the researcher to customize the phases of the techniques, and the use of the process improvement tools based on what the study requires. For example, one study reported that the number of defects were only reduced in the software industry with the help of Six Sigma alone, but it failed to effectively eliminate them [21]. Another study reported that the data-mining technique CRISP-DM lacks a detailed method description in literature and existing quality management tools can be utilized for process improvement. It was also noted in that study that data mining was more capable at handling a large dataset and analyzing the unknown parameters than Six Sigma [75]. According to Lugert, Batz, and Winkler [77], integrating Lean thinking with Industry 4.0 presents a far better framework to reduce waste and improve processes than Lean methodology alone. As explained earlier in Section 2.1, Lean can be combined with RPA for automating tasks in a process since the automation opportunities discovery using RPA is very limited and the Lean strategy has helped in identifying the action to be automated. However, RPA can only be applied to repetitive tasks that run 24/7 in the background [29]. Table 2 summarizes the advantages and the gap in each of the methodologies described in this paper.

Table 2. Methodology comparison.

| Methodology          | Advantages                                   | Gaps                                                   |
|----------------------|----------------------------------------------|--------------------------------------------------------|
| Lean                 | Focuses on process flow and reduces waste    | Lacks statistical analysis and Industry 4.0 data capabilities |
| Six Sigma            | Focuses on process capability and reduces variation | Lacks Industry 4.0 data capabilities                      |
| Lean Six Sigma       | Reduces waste and variation                  | Lacks Industry 4.0 data capabilities                      |
| CRISP-DM             | Possesses Industry 4.0 data capabilities      | Lacks a detailed method description                      |
| RPA                  | Allows processes or tasks to be automated    | Lacks the capability to automate complex processes. The problem identification step is not well understood or validated |
| “Pre-automation” sequence | Lists the general guidelines to achieve process automation | Lacks the problem identification step and detailed description of tools used. Moreover, no information is available on Industry 4.0 data capabilities |
The authors of this paper created a novel methodology to assist decision-making in selecting the optimal combination of methodologies to use for process improvement in a data-rich environment. This is shown in Figure 1. Priority was given to the goals and data availability to select the appropriate methodologies.

Figure 1. Process improvement methodology selection flowchart.
Since the aim of this study is to automate the medical device manufacturing process used as a case study by analyzing digitized data, the LSS, CRISP-DM, and the “pre-automation” sequence methodologies were selected from the flowchart in Figure 1. The manufacturing process was standardized by using digitized data that was previously manually or not collected at all and automated by removing the problems associated with non-standardized complex decision-making and operations, and human error in data collection and analysis. The combined method proposed adds Industry 4.0 and digitization capabilities to LSS, while adding structure to the existing CRISP-DM methodology via LSS. The “pre-automation” sequence also adds an automation framework to LSS and CRISP-DM, while LSS and CRISP-DM adds a defined structure to process digitized data for analysis in the “pre-automation” sequence. The proposed methodology also addresses the gaps in RPA implementation, as described in the literature, in terms of automation opportunity identification, by providing an alternative method to identify processes and automate them.

3. Methodology

The proposed methodology derived from the novel flowchart uses combined steps from the LSS, CRISP-DM, and the “pre-automation” sequence to find and solve problems related to automation in an industrial process. The novel flowchart enables selection and customization of the required steps used for improving or automating a chosen process. The combined methodology bridges the gaps in individual techniques to allow better understanding and analysis of processes and its data. The general order of the steps that can be used in the integrated methodology chosen from the flowchart is shown in Figure 2, which shows the three basic phases involved in optimizing processes. The combination of the methodologies described, and the order of the steps used in each phase, are other novel aspects of this study, as no other study has outlined the positioning of the steps in the overall methodology to this detail.

The methodology is outlined in detail below, in three phases, with the following steps,

- **Phase 1—Process Selection for Improvement**
  1. Define and business understanding—it is crucial to understand the problems in the current business and recognize useful data. A project charter can then be created as a quality management tool in CRISP-DM to set a clear scope for this study.
  2. Measure and data understanding—this step involves mapping out the processes and listing the critical processes based on scrap history or operational records.

- **Phase 2—Methodology Selection for Process Improvement Based on Flowchart**

  Phase 2 involves selection of a combination of methodologies to use for process improvement in a data-rich environment using the novel flowchart shown in Figure 1.

- **Phase 3—Selected Methodology Application**
  3. Data preparation and modeling—if Industry 4.0 data are used for process improvement, then the raw data might require some pre-processing such as filtering, cleaning or data transformation. This step was adopted from the CRISP-DM methodology since LSS cannot assist with Industry 4.0 data.
  4. Analyze and evaluation—this step is used to conduct test for process capability and root cause identification.
  5. Improve and deploy/stabilization/standardization/optimization—once the issues have been identified from step 2, the suggestions for improvement are provided in this step. The tasks that require user management or any causes of instabilities are removed for stabilization. Any modification of equipment, tasks, or processes that allow the task or process to perform or function automatically facilitates standardization of the process. This step also involves an evaluation of the improved task or process for optimization.
  6. Control—this step involves continued process verification.
7. Automation—if the process requires new hardware connections as improvements, and then the connections are integrated in this step.

The steps used from the Six Sigma methodology are: define, measure, analyze, improve, and control. Each step requires thorough knowledge analysis and several tools are available to analyze process metrics [53]. The Lean tools are designed to remove wasteful steps from the process. The steps for LSS are data driven where prioritized parameters are used in statistical analysis [75]. These data for LSS traditionally lean on both automated data collection and human centric data collection. The digitization of currently manually collected data could offer further efficiency gains and streamline the DMAIC process further to answer the research question, “Can digitized CNC and CMM data be used to identify, reduce or remove manual non-value added interactions from a medical device manufacturing process using the “pre-automation” sequence, LSS and CRISP-DM methodology to automate and improve the process?”

The phases in the CRISP-DM framework are shown in Figure 3 [78].
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The phases in the CRISP-DM framework are shown in Figure 3 [78].

Integrating CRISP-DM with Lean Six Sigma methodology adds more structure to the Six Sigma methodology, in obtaining more accurate results from large datasets [28]. An expert system was developed for a process on the factory floor as a part of previous research using tacit knowledge. An adaptive system that served as a communication bridge using MTConnect between CNC and CMM was developed during this research work [60]. MTConnect is a standard communication protocol that recently gained popularity, since its first release in 2008, for open exchange of data between two machines using a network connection [79]. As part of the expert system development, MTConnect was installed that can retrieve CNC tool data and CMM data directly from the machines; it allowed the steady flow of digitized data to be recorded for analysis. However, the usability of these data depended on data preparation, which included data selection, cleaning, classification, and formatting. Once the data were analyzed, the “pre-automation” sequence steps (stabilization, standardization, optimization, and automation) was integrated with the LSS and CRISP-DM methodologies to add more structure around the automation output aspect of this study by.

In summary, the integration of the DMAIC method in LSS, CRISP-DM, and the “pre-automation” sequence was proposed to analyze and interpret digitized data to find effective ways to improve the current process by reducing manual operation and waste [75].

4. Case Study Description

This study focused on a medical device company dedicated to the production of knee, hip, and shoulder implants, where Lean and Six Sigma was used for many years, and achieved good results in this regard. The manufacturing plant in this study faced issues, such as non-standard processes and complex manual-based decision-making that could have resulted in a high waste volume on the production line. These challenges were considered when outlining the proposed methodology to find potential areas where the highest waste occurred due to non-standard ways, and used data-centric approaches to solve and automate the solution via standardization. CNC and CMM constituted the majority of the machines on the manufacturing floor. The implant parts were measured in the CMM after being machined in the CNC machine to check whether the dimensional accuracy of the implant was acceptable. Digitization allowed collection of previously
untapped data from CNC and CMM via MTConnect for data mining, adding value to the production process. LSS and CRISP-DM allowed the newly digitized data to be analyzed for identifying areas of improvement in the production process and the “pre-automation” sequence provided guidelines to achieve an automated process. A process map of the current and digitized state is shown in Figure 4.

![Process map—current and future states.](image_url)

**Figure 4.** Process map—current and future states.

5. Implementation

The proposed methodology was applied to the use case in a real manufacturing environment. Details of the implementation are described in the following phases.

5.1. Phase 1—Process Selection for Improvement

The breakdown of the steps involved in Phase 1 is summarized in Figure 5 and the implementation is discussed in detail in the subsections below.

![Combined methodology—Phase 1.](image_url)

**Figure 5.** Combined methodology—Phase 1.

5.1.1. Define and Business Understanding

In this phase, a detailed description of the problems with the current business was required to identify manual steps in a process, and implement solutions for machining operations. Waste can be reduced if the dimensional accuracy of the part is maintained perfectly. This would mean that the machine and the tools would always have to be in perfect order. Botsaris and Tsanakas [80] described tool failure as responsible for 20% of the sudden disruption during manufacturing; thus, leading to revenue losses and decreased
productivity. Two types of faults were discussed in Botsaris and Tsanakas’ [80] research that caused tool failure: hard and soft faults. Hard faults are unpredictable and abruptly halt the production process, e.g., tool breakage, whereas soft faults occur gradually over a period, such as tool wear. In this study, indications of both soft and hard faults have been traced in the data and their associations with scrap rates were analyzed. A project charter is shown in Table 3. Tools, such as Ishikawa diagram, flow diagram, histogram, Pareto chart, scatter diagram, control charts, and trend chart are used in literature for process improvement in Six Sigma and CRISP-DM [34]. The primary objective of this study is to optimize the machining process using data digitization and Six Sigma.

### Table 3. Project charter.

| Charter Element | Focus |
|-----------------|-------|
| Current situation | Process is operating with manual non-standardized decision-making based on static dataset. |
| Purpose | Optimize production process using digitized data: Standardize manual steps and automate when possible. Reduce process variation. |
| Scope | Use best operating conditions. Reduce non-value-added work. Reduce cycle time |
| Approaches | Brainstorming, process-mapping, Pareto chart, Ishikawa diagram, capability analysis, histogram, Poka-yoke, cycle-time analysis. |
| Constraints | Mitigation of random tool fail was out of scope for this study. |
| Risks | Poor quality of data. |
| Key team members | Operator, quality engineer, automation engineer, Process engineer, machining engineer. |
| Success criteria | Eliminate non-value added manual steps. |

#### 5.1.2. Measure and Data Understanding

In this phase, the current operations involved in manufacturing a medical implant were mapped and measured to detect potential areas for improvement. Figure 6 illustrates the process map for the manufacturing operation.

![Figure 6. Process flowchart.](image)

Scrap history over 9 months was collected for targeting the operation with the lowest performance for improvement. The source of this scrap data were available in manual scrap records. The operation with the highest scrap rate from the Pareto chart in Figure 7 was then selected for further analysis.

Milling operation 2, which involved the CNC-CMM pair, had the highest percentage of scrap (36.96%). The total cycle time for this operation was 314 min/batch. The daily target output from this operation was 67 parts/day.
A focus group with engineers and operators was organized to discuss the causes of scrap, which is primarily tool variation. Key factors that contributed towards scrap were identified from scrap history for milling operation 2 and illustrated in the Ishikawa diagram in Figure 8, which presents the relationship between the causes of scrap and the effect.

![Figure 7. Pareto chart of operational scrap.](image)

![Figure 8. Ishikawa diagram of scrap causes.](image)

A Pareto chart of the causes of scrap in milling operation 2 was plotted to identify the most significant factor that was responsible for the highest number of scraps (Figure 9).
A focus group with engineers and operators was organized to discuss the causes of scrap, which is primarily tool variation. Key factors that contributed towards scrap were identified from scrap history for milling operation 2 and illustrated in the Ishikawa diagram in Figure 8, which presents the relationship between the causes of scrap and the effect.

Figure 8. Ishikawa diagram of scrap causes.

A Pareto chart of the causes of scrap in milling operation 2 was plotted to identify the most significant factor that was responsible for the highest number of scraps (Figure 9).

Figure 9. Pareto chart of causes of scrap in CNC–CMM.

It was observed that the highest percentage of scrap detected was due to process parameter #1 (26.31%), and scraps resulting from the failed dimensional profile of the machined part can be caused by misaligned or damaged CNC tools. Therefore, it was critical to check which tools had significant contribution to the scrap rate. An observational study was conducted for one shift to monitor the milling operation 2 process. The CNC tools were then mapped to the related dimensions of the part measured on the CMM, shown in Table 4. The dimensions on the medical implants were referred to as DIM.

Table 4. Tool map.

| Tool Number | Dimensions Affected on CMM       |
|-------------|---------------------------------|
| 25          | DIM 7, DIM 8                    |
| 11          | DIM 1, DIM 6, DIM 7, DIM 8, DIM 9, DIM A |
| 7           | DIM 33                          |
| 3           | DIM 13, DIM 14, DIM 15, DIM A   |
| 9           | DIM 2, DIM 3, DIM 4, DIM 5      |
| 15          | DIM 10, DIM 11, DIM 12, DIM C   |
| 19          | DIM 16, DIM 17                  |

From the observational study, an Ishikawa diagram was used to highlight all the manual actions in milling operation 2, as shown in Figure 10. Reducing manual operations will reduce scrap that results from product mishandling while making the process more automated. It was noticed that first-off inspection included all the major manual steps, i.e., visual inspection, product movement, documentation, and system setup. First-off inspection is required in industries to ensure that the process setup is in order for production operations.
It was observed that the highest percentage of scrap detected was due to process parameter #1 (26.31%), and scraps resulting from the failed dimensional profile of the machined part can be caused by misaligned or damaged CNC tools. Therefore, it was critical to check which tools had significant contribution to the scrap rate. An observational study was conducted for one shift to monitor the milling operation. The CNC tools were then mapped to the related dimensions of the part measured on the CMM, shown in Table 4. The dimensions on the medical implants were referred to as DIM.

Table 4. Tool map.

| Tool Number | Dimensions Affected on CMM |
|-------------|-----------------------------|
| 25          | DIM 7, DIM 8                |
| 11          | DIM 1, DIM 6, DIM 7, DIM 8, DIM 9, DIM A |
| 7           | DIM 33                      |
| 3           | DIM 13, DIM 14, DIM 15, DIM A |
| 9           | DIM 2, DIM 3, DIM 4, DIM 5  |
| 15          | DIM 10, DIM 11, DIM 12, DIM C |
| 19          | DIM 16, DIM 17              |

From the observational study, an Ishikawa diagram was used to highlight all the manual actions in milling operation 2, as shown in Figure 10. Reducing manual operations will reduce scrap that results from product mishandling while making the process more automated. It was noticed that first-off inspection included all the major manual steps, i.e., visual inspection, product movement, documentation, and system setup. First-off inspection is required in industries to ensure that the process setup is in order for production operations.

However, the amount of scrap produced from milling operation 2 was insignificant compared to the total product output. This indicated that the process was stable and did not require a first-off inspection step. Thorough analysis was required to confirm process stability in order to remove first-off inspection from milling operation 2. Previous work in this area involved developing a decision-making expert system using tacit knowledge that can make automatic CNC tool adjustments [60]. The expert system allowed CNC and CMM data to be captured and used in tool adjustment decisions, which was one-step forward in automating milling operation 2. This newly digitized CNC–CMM data can allow this process to be automated through,

1. Investigation of the process parameter #1 caused by CNC tools.
2. Analysis of the stability of the process to remove first-off inspection.

5.2. Phase 2—Methodology Selection for Process Improvement Based on Flowchart

The focus of this study was to identify and automate a selected process with an emphasis on the use of digitized data. The steps from the novel process selection flowchart (Figure 11) indicated that using digitized CNC–CMM data meant that the CRISP-DM methodology sequence needed to be used in conjunction with LSS and the “pre-automation” sequence was required to meet the automation objective. The traditional Six Sigma method alone was not capable of handling this newly tapped digitized data that was previously documented manually, thus adding great value to the study. The path taken in the flowchart in Phase 2 is highlighted in Figure 11.

5.3. Phase 3—Selected Methodology Application

The breakdown of the steps involved in Phase 3 is summarized in Figure 12 and the implementation is discussed in detail in the subsections below.

5.3.1. Data Preparation and Modeling/Analyze/Evaluation

The root cause of the problem in milling operation 2 and process stability was analyzed in this phase. The data on tool wear and drift were obtained from a newly developed CNC–CMM line and it was disorganized because the size of the medical implants being machined, and its production demand was different for each batch. The data preparation step in CRISP-DM was employed to examine the raw data and preprocess it for analysis. The dimensions of the parts were referred to as DIM on the CMM report and each DIM was machined by a particular tool. The validity of the measurement was assessed by conducting the normality
Statistical strategies, such as capability studies and Design of Experiments (DoE), have been used in literature to reduce variation [81]. Capability studies are used to analyze process performance with respect to its specifications, and DoEs provide more information on process performance by emphasizing on how different factors affect the process significantly [81,82]. Since the number of sensors installed were limited, designing a DoE using different factors in this study was unfeasible. The stability of milling operation 2 was analyzed in this phase using the Six Sigma capability analysis tool on Minitab to emphasize on the need for first-off inspection. Process capability index (Cpk) and process performance index (Ppk) are the two indexes that can be used to conduct capability study. Cpk determines how well the output of a process lies within the customer’s specification limit. A capable process has less variation, and it is well within the specification limit. It is given as,

\[
C_p = \frac{\text{Tolerance band}}{6\sigma}
\]

(1)

\[
C_{pk} = \min \left( \frac{\text{USL} - \bar{x}}{3\sigma}, \frac{\bar{x} - \text{LSL}}{3\sigma} \right)
\]

(2)

where,
\(\sigma\)—within standard deviation.
\(\text{USL}\)—upper specification limits.
\(\text{LSL}\)—lower specification limits.
\(\bar{x}\)—mean [83].

Ppk gives information about how the process varies from the specification limits. Ppk evaluates the performance of the actual process. It is given as,

\[
P_p = \frac{\text{Tolerance band}}{6s}
\]

(3)

\[
P_{pk} = \min \left( \frac{\text{USL} - \bar{x}}{3s}, \frac{\bar{x} - \text{LSL}}{3s} \right)
\]

(4)

where,
\(s\)—overall standard deviation.
\(\text{USL}\)—upper specification limits.
\(\text{LSL}\)—lower specification limits.
\(\bar{x}\)—mean [83].

Cpk and Ppk values of higher than or equal to 1.67 indicates that the process is in statistical control whereas the process might be within specification limits, but not centered, which would indicate that the performance is low.

- Low capability is when \(C_p \leq 1\), \(C_{pk} \leq 1\), \(P_p \leq 1\) and \(P_{pk} \leq 1\).
- Good capability is when \(1 < C_p \leq 1.67\), \(1 < C_{pk} \leq 1.67\), \(1 < P_p \leq 1.67\) and \(1 < P_{pk} \leq 1.67\).
- High capability is when \(C_p > 1.67\), \(C_{pk} > 1.67\), \(P_p > 1.67\) and \(P_{pk} > 1.67\) [82,83].

The variables for CNC milling operation 2 from the CMM were measured for 330 sample parts and then collected for analysis via MTConnect. In statistics, a population is defined as a collection of people about whom certain information must be gathered. A statistical population does not only have to be made up entirely of people. There can be a population of heights, weights, BMIs, or any other set of data points [84]. A sample consists of one or more observations drawn from the population. A sample may have fewer observations than the population, the same number of observations as the population, or more observations depending on the sampling process. From the same population, several samples can be obtained. Sample size determination is a way of selecting the number of observations to comprise in a sample. It is an important feature of any study in which the objective is to make implications about the population from a sample [85]. The sample size
for this study was selected as 330 because the default sample size used in medical device industries for capability studies is 59 at the minimum [86].

Cpk and Ppk values were calculated for each DIM and it was observed that the data were not normal \( (p < 0.005) \) for any DIM, but Cpk and Ppk values were greater than 1.67 for all except 18 DIMs (detailed in Table 5). The Anderson–Darling test was used to check if the data fit normal distribution because it is sensitive to data variability [87].

The test was based on null \( (H_0) \) and an alternative hypothesis \( (H_1) \), where [88],

**Hypothesis 0** \( (H_0) \): the data follows the normal distribution.

**Hypothesis 1** \( (H_1) \): the data does not follow the normal distribution.

\( \alpha \): level of significance (normally set at 5%, \( \alpha = 0.05 \)).

If \( p < \alpha \), then the null hypothesis is rejected and the alternative hypothesis is true i.e., the data does not follow the normal distribution.
If \( p > \alpha \), then we fail to reject the null hypothesis and alternative hypothesis is rejected i.e., the data follows the normal distribution.

A plot of the capability index for all the DIMs is shown in Figure 13.

![Figure 12. Combined methodology—Phase 3.](image)

| DIM     | p-Value | Cpk | Ppk | DIM     | p-Value | Cpk | Ppk |
|---------|---------|-----|-----|---------|---------|-----|-----|
| 1 Max   | <0.005  | 3.36| 3.36| 14 Max  | <0.005  | 3.52| 3.52|
| 1 Min   | <0.005  | 6.24| 6.25| 14 Min  | <0.005  | 5.82| 5.83|
| 2       | <0.005  | 0.88| 0.88| 15 Max  | <0.005  | 2.9 | 2.91|
| 3       | <0.005  | 0.6 | 0.61| 15 Min  | <0.005  | 3.82| 3.83|
| 4       | <0.005  | 0.6 | 0.6 | 16 Max  | <0.005  | 1.37| 1.37|
| 5       | <0.005  | 4.22| 4.22| 16 Min  | <0.005  | 1.27| 1.27|
| 6       | <0.005  | 1.25| 1.25| 17      | <0.005  | 2.09| 2.09|
| 7       | <0.005  | 1.05| 1.05| 18      | <0.005  | 2.35| 2.35|
| 8       | <0.005  | 0.86| 0.86| 19      | <0.005  | 2.54| 2.54|
| 9       | <0.005  | 0.85| 0.85| 20      | <0.005  | 2.77| 2.77|
| 10 Max  | <0.005  | 0.98| 0.98| 31      | <0.005  | 5.43| 5.43|
| 10 Min  | <0.005  | 1.38| 1.38| A (M-N) | <0.005  | 0.84| 0.84|
| 11 Max  | <0.005  | 2.36| 2.37| A (Q-R) | <0.005  | 0.8 | 0.8 |
| 11 Min  | <0.005  | 3.23| 3.23| A (S-T) | <0.005  | 0.79| 0.79|
| 12 Max  | <0.005  | 1.35| 1.35| B (RR-TT)| <0.005  | 0.46| 0.46|
| 12 Min  | <0.005  | 1.77| 1.77| B (TT-RR)| <0.005  | 1.09| 1.09|
| 13 Max  | <0.005  | 0.37| 0.37| C       | <0.005  | 2.8 | 2.81|
| 13 Min  | <0.005  | 5.19| 5.2 |        |         |     |    |

- Cpk and Ppk \( \leq 1 \);
- \( 1 < \text{Cpk and Ppk} \leq 1.67 \).

Table 5. Capability study.
Figure 13. Plot of capability index for all DIMs.

Thorough analysis of the capability index showed that only 11 DIMs have low capability (capability index $\leq 1$), which accounts for 31.4% of the total 35 DIMs. Only seven DIMs showed good capability ($1 < \text{capability index} \leq 1.67$). The DIMs with low capability were analyzed on a case-by-case basis and the following conclusions were derived after discussion with the process engineers: DIM 2 and 10 MAX had an outlier, DIM 13 MAX had very narrow limits which made it a critical dimension, DIM 3, 4, 9, and B (RR-TT) might have had the wrong machine setup and plenty of variation was observed for DIM 8, A (M-N), A (Q-R), and A (S-T) due to unknown reasons. The histograms for the 11 DIMs with low capabilities are shown in Figure 14.

Figure 14. Histogram for low capability DIMs.

Since the number of parts machined for each size were not consistent, the analysis was difficult, and more consistent data were required for proper analysis. Traditional Six Sigma would not be able to incorporate a large unfiltered dataset into its framework and
integrating CRISP-DM methodology to prepare the data from digitization for analysis is the novel aspect of this study. The CRISP-DM data preparation step was used again to prepare the data for evaluating whether the different sizes of the implants in the batches was a factor contributing to low capability index. It was assumed that a smaller dataset with reduced variables will provide better consistency. Therefore, the data were filtered out for each size using the data for the DIM with lowest index (DIM 13 Max). It was found that the data were not normal for only four instances ($p < 0.005$) as shown in Table 6. A plot of the capability index for all the DIMs based on sizes is shown in Figure 15. All capability index values were very high, except for the instance when an outlier was detected.

Table 6. Normality and capability analysis based on size.

| Size | Number of Parts Machined | Cpk | Ppk | $p$-Value |
|------|--------------------------|-----|-----|-----------|
| 3    | 27                       | 5.73| 5.78| $<0.005$ |
| 4    | 30                       | 2.91| 2.94| $<0.005$ |
| 3    | 10                       | 19.52| 20.07| 0.444 |
| 6    | 34                       | 14.18| 14.29| 0.066 |
| 4    | 32                       | 14.62| 14.74| 0.117 |
| 5    | 2                        | 19.56| 24.51| 0.227 |
| 4    | 7                        | 21.31| 22.21| 0.355 |
| 5    | 3                        | 19.98| 22.55| 0.487 |
| 3    | 11                       | 22.59| 23.16| 0.482 |
| 5    | 9                        | 32.63| 33.67| 0.074 |
| 5    | 21                       | 16.47| 16.68| 0.059 |
| 3    | 8                        | 18.98| 19.66| 0.122 |
| 3    | 35                       | 0.06| 0.06| $<0.005$ |
| 2    | 34                       | 26.10| 26.3| $<0.005$ |
| 5    | 8                        | 19.51| 20.21| 0.076 |
| 4    | 19                       | 23.75| 24.08| 0.09 |

Cpk and Ppk ≤ 1; $p$-value < 0.005.

Figure 15. Plot of capability index for all DIMs based on sizes.

The data were then filtered out for the DIM with lowest Ppk (DIM 13 Max) based on both sizes and LengthA (tool adjustment) changes. LengthA is the measurement of the tip of the tool to the roof of the tool fixture. As the tool wore down during operation, LengthA shortened and the associated CNC tool required an adjustment in the $y$-axis. The changes
in LengthA over the duration of machining parts is shown in Figure 16. It was found that the data were not normal for three instances ($p < 0.005$). All capability index values were very high, except for the instance when an outlier was detected. The Cpk and Ppk values were calculated again after removing the outlier. This is shown in Table 7. A plot of the capability index for all the DIMs based on sizes and LengthA is shown in Figure 17.

![Figure 16. LengthA changes for Tool 3 over number of parts machined.](image1)

### Table 7. Normality and Ppk analysis based on size and LengthA.

| LengthA  | Size | Ppk          | Cpk          | $p$ Value   |
|----------|------|--------------|--------------|-------------|
| 1,038,101| 3    | 0.06 (18.46 after removing outlier) | 0.06 (18.32 after removing outlier) | <0.005 (0.034) |
| 1,038,201| 5    | 24.51        | 19.56        | 0.227       |
| 1,038,501| 3    | 5.78         | 5.73         | <0.005      |

![Figure 17. Plot of capability index for all DIMs based on sizes and LengthA.](image2)
However, it was not possible to filter data for all DIMs based on sizes and LengthA changes because,

- The DIM-tool association was identified for only specified DIMs and tools.
- Each tool had more than 1 DIM associated.
- Some tools had no LengthA changes, so there was nothing to filter.
- Some tools had too many LengthA changes.
- Traceability of any drift in the CMM data were difficult to identify because it was difficult to correlate the CMM data with the LengthA changes (assuming they are tool adjustment changes).
- Tool adjustments could be automatically made by the machine (NOT operator) in certain cases, such as for DIM A where the operator has little control over tool adjustments to keep DIM A within specification.

The Cpk and Ppk values were higher than the index ‘1.67’ after the data were filtered to sizes and LengthA changes. Outliers were identified in the dataset, which were removed during the data preparation step to improve the accuracy of the results. The capability study reflected the low scrap rate from profile damage, which has a defect rate of 0.6%, i.e., 5 parts out of 882 machined parts were scrapped due to process parameter #1 caused by CNC tools over a period of 9 months. Thus, the statistical analysis showed that the variables had minimal effect on the dimensional accuracy of the part and the process was considered stable.

5.3.2. Improve and Deploy/Stabilization/Standardization/Optimization

The results from evaluation showed that the selected process ‘Milling operation 2’ was stable and it did not require the first-off inspection process, which is the most manual task that was highlighted earlier in this paper. The business objectives were met by the results as a manual action was identified to be removed from the overall process, and the capability study supported the removal of the inspection step, thus standardizing and automating the process by reducing the number of non-value added manual steps. The strategy for deploying this improvement to the process was discussed via brainstorming sessions with the team of process engineers and operators to recommend significant improvement to the process. Other than removal of the manual step, several other solutions were proposed. Around 80% of the scrap from milling operation 2 results from defects caused by the CNC tool (i.e., process parameter #1, machine lines, tool breakage, process parameter #3), machine set-up and first-off. The following solutions were proposed for process optimization based on the scrap causes and results achieved from the analyze phase,

- Solution 1—remove the manual step, first-off inspection.
- Solution 2—based on the categorization of different levels of capability in CNC tools, the training protocol for new operators can be simplified by focusing only on the critical tools, thus saving training time. Monitoring only the critical tools will also reduce cognitive load on the operator since the nature of the tool adjustment calculations is complicated.
- Solution 3—improve accuracy of the previously developed expert system for automating CNC tool adjustments to correct faults [60].
- Solution 4—install more sensors on the line and collect more data. This can be used to isolate the different variables that have an impact on the CNC tool during machining.

Deploying Solution 1 reduced the average cycle-time and increased the output of the implant manufacturing process. The average cycle time, with and without manual steps, were calculated using Equations (5) and (6), respectively. The difference and the percentage difference in cycle time from removing manual steps were calculated using Equations (7) and (8), respectively.

\[
T_M = \frac{t_M}{N} \tag{5}
\]

\[
T_{WM} = \frac{t_{WM}}{N} \tag{6}
\]
\[ \Delta T = T_M - T_{WM} \]  \hspace{1cm} (7) \\
\[ \Delta T\% = \frac{\Delta T}{T_M} \times 100 \]  \hspace{1cm} (8)

where 
- \( t_M \) = total time taken to machine a number of parts with the manual steps during the process in minutes.
- \( t_{WM} \) = total time taken to machine a number of parts without the manual steps during the process in minutes.
- \( N \) = number of parts machined during the process.
- \( T_M \) = average cycle time with manual steps in minutes.
- \( T_{WM} \) = average cycle time without manual steps in minutes.
- \( \Delta T \) = difference in cycle time from removing manual steps in minutes.
- \( \Delta T\% \) = difference in cycle time from removing manual steps as a percentage.

The percentage difference in daily product output was calculated using Equations (9) and (10).

\[ \Delta P = P_{WM} - P_M \]  \hspace{1cm} (9)
\\
\[ \Delta P\% = \frac{\Delta P}{P_M} \times 100 \]  \hspace{1cm} (10)

where
- \( P_M \) = product output per day with manual steps.
- \( P_{WM} \) = product output per day without manual steps.
- \( \Delta P \) = difference in cycle time from removing manual steps.
- \( \Delta P\% \) = difference in cycle time from removing manual steps as a percentage.

The comparison of the process before and after removing the first-off inspection manual step is given in Table 8. The operational efficiency was set as 82% by the organization. Thus, the process was optimized with an improvement made to the standardization aspect.

| With Manual Steps | Without Manual Steps |
|-------------------|----------------------|
| Total cycle time  | 314 min              | 302.18 min          |
| \( \Delta T\% \) decrease | 3.76%                |                     |
| Product output/day | 67 parts             | 70 parts            |
| \( \Delta P\% \) increase | 4.48%                |                     |

After implementing the first-off removal, the validation process included:
- Creating a change control to manage the implementation in a structured manner.
- Completing a risk assessment.
- Executing a sectional installation qualification (IQ).
- Setting a target or nominal value for the operation qualification (OQ) and performance qualification (PQ).

The success of the process validations can be determined by a process capability calculation. A confidence statement needed to be developed for the outcome (pass or fail) of the validation steps.

Thus, the manual interaction involving first-off inspection was removed from the process; and removing first-off inspection added value to the process by reducing cycle-time and increasing product output.

5.3.3. Control and Automation

The improved process was monitored to control the changes over time by maintaining the implemented changes and collecting more data for ongoing monitoring and modifications. New policies and training plans were presented to sustain the changes. Implementation of first-off inspection removal required commitment from the team and
consent from quality engineers. Poka-yoke was used to reduce the number of defects from machine set-up by providing operators with updated training that outlines all the new critical tools and related quality issues [89]. A checklist was prepared to be used by the operator before proceeding to machine a batch in the CNC to ensure that the tools are in the right condition. The steps carried out were documented as a standard. It was essential to store quality records and manage document control using a secured line and allowing for future access. Data storage requirements needed assessment. Process validation steps provided input into determining which process parameters need to be monitored and/or controlled and these factors be used for Continued Process Verification. Risk management included designing change controls to account for any changes and to assess the impact of the change.

6. Discussion of Results

The combined LSS, CRISP-DM methodology, and the “pre-automation” sequence was successfully executed, and the process was improved in terms of reduced manual steps, reduced cycle times, and improved product output by using newly digitized CNC–CMM data. The process cycle time was reduced by 3.76% and the output was 4.48% higher after implementing first-off removal, which was the removal of the non-value added manual step since the capability analysis proved that the process was stable with the capability index Cpk > 1.67. These values obtained help in answering the research question by confirming that digitized CNC and CMM data can be used to identify, reduce, or remove manual non-value added interactions from a medical device manufacturing process using the “pre-automation” sequence, LSS, and CRISP-DM methodology to automate and improve the process. A sample size of 330 parts were machined and measured for analysis. However, the data collected lacked in both quantity and quality. This made the capability analysis very challenging. Although the defect rates were low and the process was stable, the lower quantity of scrap that resulted from the CNC tool and machine set-up can be prevented with better training and by completely automating milling operation 2 via an expert system, which will help standardize the process by reducing operator interaction. Removing the first-off inspection process further reduces manual interaction in the overall process. It was vital to inform and work with the operators from the initial phase of this study because some operators feel more productive with more manual interactions, and they would not have welcomed the idea of reduced labor. Furthermore, reduced manual actions will allow the operators to focus on other tasks. The reduction of cycle time and increase in product output showed that the methodology was effective at identifying the manual step that did not add value to the process, and could be removed; thus, allowing standardization and automation. RPA described in literature for automation can automate processes by automating repetitive actions within the processes while our method can automate by reducing manual steps, thus improving the overall automation of the process.

The novel methodology selection flowchart aided in selecting the appropriate strategy to approach the non-standard automation issue on the factory floor. The “digitization of data” addition to a traditional Six Sigma process improvement technique facilitated the capability study significantly, as the analysis would not have been as efficient with manually acquired data. The transformation of digitized data from tacit knowledge allowed a continuous automatic flow of data that was not prone to human errors. Traditional Six Sigma approaches are only limited to small-scale applications when data are involved. The data mining techniques in CRISP-DM and the process improvement tools in LSS greatly helped in analyzing a large dataset and preparing the data for capability study for making the process better. The “pre-automation” sequence added emphasis on the automation objective of this study, which was achieved by standardization via the removal of a manual step in the process. The flow of the steps fit better with the combined methodology as it expanded the pool of tools to use and tasks to carry out in each step. The combined steps bridged the gaps in the methodology and assisted in meeting the main objective of the study.
The methodology proposed is repeatable and can be deployed to optimize any process regardless of availability of data. This is because automatic flow of data can be obtained using tacit knowledge to create digitized data in absence of sensors and historical data. Analysis of digitized data will add value to the process by successfully identifying areas that require standardization and automation. Digitization of data enabled process automation, as it is a crucial element in analysis for automation. Raw production data are noisy, which is not ideal for automation. The CRISP-DM methodology functioned as a tool in addition to Lean Six Sigma and the “pre-automation sequence” to format the noisy data to a more manageable format. By integrating Lean Six Sigma and data mining tools into the methodology, it was possible to identify automation opportunities as the two strategies were widely and successfully used for root cause analysis of a problem. Higher product output from the same operator will save on overheads as labor hours are reduced. Methods to identify potential automation opportunities in academia are still very limited and several researchers have been investigating this area. This was indicated by the number of review articles found in literature that discussed the gaps in theoretical knowledge around process or task identification for automation in RPA. The low maturity of the space was evident due to no evaluated and validated methods being found in literature for identifying the steps in a process, which would be most beneficial to automate from both standardization and process improvement perspectives. The “pre-automation” sequence in our methodology provided a framework to reach the automation goal via standardization and optimization. Our study contributes to the knowledge around process automation by presenting a methodology with an implementation that can be used to guide future studies to identify value from digitized data and automate processes using digitized data.

7. Conclusions

The digitization of CNC–CMM data, DMAIC methodology in LSS, CRISP-DM technique in data mining, and the “pre-automation” sequence were used to successfully identify the most significant areas of non-standard manual interaction and propose an effective solution to mitigate the problem with automation. The solution was then implemented and controlled for the updated production process. All manual interactions in the process were listed and the concept was to eliminate manual steps to achieve standardization and automation. The first-off inspection step was discarded from the process after conducting thorough analysis using the newly digitized data. The originality of this study results from selecting the most suitable methodologies to identify non-standard manual processes in a newly developed CNC–CMM pair for a medical implant manufacturing plant and automate them by eliminating waste and manual interactions. Using digitized data, developed from operators’ tacit knowledge, added significant value to the process as it provided the LSS and the CRISP-DM methods the means to reduce waste and non-value added steps.

8. Limitations and Future Research

Two major limitations in this study could be addressed in future research:

1. Although the presented methodology can facilitate automation by reducing manual steps from the process, it can only focus on an individual process or step at a time. A method to identify multiple different processes with varying dataset to automate would be beneficial in terms of scalability in industries. However, controlling the number of the variables in a dynamic production environment for multiple processes will be challenging.

2. The methodology uses standardization and the elimination of manual steps to achieve automation. Therefore, it does not guarantee full automation of the process as some manual aspect might still need to be addressed in the process.

The next phase of this research will monitor, calculate, and verify the tangible and intangible benefits such as cost savings and reduced labor hour, respectively, from the implemented process improvement by liaising with process engineers. This will add to the capability study, which proved that the CNC–CMM process under investigation was
stable with a capability index greater than 1.67. The authors will also identify ways to automatically detect and prevent soft faults using the digitized data with the goal to fully automate the production process. It was observed from this study that the tools drift slowly during machining and it could lead to a part failure if not noticed. Further research will experiment with an ARMA tool drift model that should be able to identify a tool drifting outside the specification limits. The model will allow continuous monitoring of CNC tool data and aid the current ad hoc nature of manual interaction, or potentially take an automated correction step to further move the line towards full automation.
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