PKR and PKR-like Endoplasmic Reticulum Kinase Induce the Proteasome-dependent Degradation of Cyclin D1 via a Mechanism Requiring Eukaryotic Initiation Factor 2α Phosphorylation
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Cyclin D1 plays a critical role in controlling the G1/S transition via the regulation of cyclin-dependent kinase activity. Several studies have indicated that cyclin D1 translation is decreased upon activation of the eukaryotic initiation factor 2α (eIF2α) kinases. We examined the effect of activation of the eIF2α kinases PKR and PKR-like endoplasmic reticulum kinase (PERK) on cyclin D1 protein levels and translation and determined that cyclin D1 protein levels decrease upon the induction of PKR and PERK catalytic activity but that this decrease is not due to translation. Inhibition of the 26 S proteasome with MG132 rescued cyclin D1 protein levels, indicating that rather than inhibiting translation, PKR and PERK act to increase cyclin D1 degradation. Interestingly, this effect still requires eIF2α phosphorylation at serine 51, as cyclin D1 remains unaffected in cells containing a non-phosphorylatable form of the protein. This proteasome-dependent degradation of cyclin D1 requires an intact ubiquitination pathway, although the ubiquitination of cyclin D1 is not itself affected. Furthermore, this degradation is independent of phosphorylation of cyclin D1 at threonine 286, which is mediated by the glycogen synthase kinase 3β and mitogen-activated protein kinase pathways as described in previous studies. Our study reveals a novel functional cross-talk between eIF2α phosphorylation and the proteasomal degradation of cyclin D1 and that this degradation is dependent upon eIF2α phosphorylation during short, but not prolonged, periods of stress.
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(7) The abbreviations used are: eIF4E, eukaryotic initiation factor; 4E-BP1, eIF4E-binding protein; dsRNA, double-stranded RNA; PKR, protein kinase activated by dsRNA; ER, endoplasmic reticulum; PERK, PKR-like ER kinase; GCN2, general control non-derepressible 2; TG, thapsigargin; MEF, mouse embryonic fibroblast; eIF2α, A/A, MEFs containing a homozygous S51A mutation in the eIF2α protein; MAPK, mitogen-activated protein kinase; ERK, extracellular signal-related kinase; NQO1, NAD(P)H quinone oxidoreductase 1; MEK, mitogen-activated protein kinase/extracellular signal-regulated kinase kinase; WT, wild type; RT, reverse transcription; GAPDH, glyceraldehyde-3-phosphate dehydrogenase; Ab, antibody; GSK-3β, glycogen synthase kinase 3β.

cyclin D1 protein levels and that this down-regulation requires eIF2α phosphorylation at serine 51. We further demonstrate using polysome profiles that it is not translation of the cyclin D1 message that is affected by activation of the kinases, as the cyclin D1 message is translated equally well regardless of the state of eIF2α kinase activity or the inhibition of global protein synthesis. We determine that PKR and PERK function to induce the proteasomal degradation of cyclin D1 independent of any previously described mechanism but still requiring cyclin D1 ubiquitination. Furthermore, our data also shows that eIF2α kinases themselves may activate different pathways to regulate the “early” and “late” degradation of cyclin D1. Our study reveals a novel ability of PKR and PERK to promote the proteasome-dependent degradation of cyclin D1 in a manner that depends on eIF2α phosphorylation.

EXPERIMENTAL PROCEDURES

Cell Culture and Treatments—HT1080 cells expressing GyrB.PKR wild type (WT) were established as described (32). HT1080 parental and GyrB.PKR WT cells were maintained in Dulbecco’s modified Eagle’s medium supplemented with 10% calf serum (Invitrogen) and 100 units/ml of penicillin-streptomycin (Wisent). eIF2α S/S and A/A immortalized mouse embryonic fibroblasts (MEFs) were generated and maintained as described (33). SV-40 immortalized PERK+/+ and PERK−/− MEFs (34) as well as temperature-sensitive ts20 and control E36 cells (35) were grown in Dulbecco’s modified Eagle’s medium supplemented with 10% fetal bovine serum, and the latter was maintained at the permissive temperature of 31°C. GyrB.PKR WT cells were treated with 100 ng/ml coumermycin (Sigma) to activate the fusion protein. Thapsigargin (Sigma) treatment was performed at a concentration of 1 μM, and MG132 treatment was performed at a concentration of either 10 or 20 μM as indicated in the figure legends. Treatment with Sal003 (gift from Dr. J. Pelletier) occurred at a concentration of 75 μM, 1-azakenapaulone (Calbiochem) at a concentration of 5 μM and U0126 (BIOSOURCE) at 10 μM. Cells were treated with dicoumarol (Sigma) at a concentration of 200 μM. dsRNA transfection occurred at a concentration of 10 μg/ml for 4 h as previously described (36).

Vaccinia Virus Transfection—WT and T286A mutant cyclin D1 constructs in pcDNA3 were kindly provided by Dr. B. Law. 3 × 105 HT1080 GyrB.PKR cells were plated in 60-mm plates and infected with vaccinia virus/17 as described in Li and Koromilas (37). Cells were co-transfected with 1 μg of cyclin D1 WT or T286A vector DNA and 1 μg of HA-tagged ubiquitin. 24 h post-transfection cells were treated with coumermycin and MG132 as indicated.

Sucrose Gradient Polysome Profiles—Polysome profiles were performed as previously described (38). Briefly, after the indicated treatments, 100 μg/ml cycloheximide was added directly to growth media and then immediately removed, and the plates kept on ice. Plates were washed 3 times with ice-cold 1× phosphate-buffered saline plus 100 μg/ml cycloheximide and lysed directly on the plate. After a 10-min incubation on ice, samples were cleared by centrifugation at 13,000 rpm for 10 min, and the lysate was loaded onto 10–55% sucrose gradients prepared on the Teledyne ISCO Density Gradient System. Gradients
were centrifuged in a Beckman L7–65 vacuum ultracentrifuge with a SW40.Ti rotor at 40,000 rpm for 2.5 h at 4 °C under vacuum. 18 fractions were collected per sample using the Foxy Jr. Fraction Collector.

**RNA Isolation and Reverse Transcriptase (RT)-PCR**—RNA was isolated from collected polysome fractions as follows. 600 μl of Trizol reagent (Invitrogen) and 120 μl of chloroform (Sigma) were added to each sucrose fraction and centrifuged, and the aqueous phase was removed to a separate tube. 600 μl of isopropanol was added to each fraction, and RNA was precipitated overnight at −20 °C. Samples were centrifuged at 13,000 rpm for 30 min, and the pellets were washed with ice-cold 75% ethanol and resuspended in 10 μl of Milli-Q H2O. 3 μl of RNA was used as a template for RT reactions with the AncT primer (5′-TTTTTTTTTTTTTTTTVN-3′). cDNA samples were diluted 10-fold, and 2 μl of template used to carry out PCR reactions for CCND1 (forward human primer, 5′-GCC GCC TCT GGT GTC CTA CTT-3′; reverse human primer, 5′-ACG CTC CCC GCT GCC ACC AT-3′; forward mouse primer, 5′-CTG GAG GTC TGT GAG GAG CA-3′; reverse mouse primer, 5′-GCC GTA GCA GGA GAG GAA GTT) and glyceraldehyde-3-phosphate dehydrogenase (GAPDH; forward primer, 5′-CAT CAT CTC TGC CCC CTC TCG T-3′; reverse primer, 5′-CAG CGG TCG T ACC ACC TTC T-3′). It should be noted that the fractions collected from these polysome profiles were also used in a previous publication by our laboratory studying the effect of eIF2α kinases on p53 (38). In that case RT-PCR was performed for different mRNAs.

**[35S]Methionine Labeling**—HT1080 cells were either treated with MG132 for 1 h followed by coumermycin treatment for 2 h or treated with coumermycin for 3 h with MG132 added at the 2-h mark. Both treatments were performed in Dulbecco’s modified Eagle’s medium lacking methionine and supplemented with 10% dialyzed fetal bovine serum. Tran35S-label (ICN) was then added to the cells at a concentration of 100 μCi/106 cells, and the culture was continued for an additional 30 min in the presence of MG132 and coumermycin. Precipitation of radio-labeled proteins was carried out as follows; 250 μg of total protein was aliquot into microcentrifuge tubes in triplicate. Trichloroacetic acid was added to each sample to a final concentration of 10% w/v and incubated on ice for 3 h. Samples were centrifuged at 13,000 rpm for 15 min, washed with 300 μl of ice-cold acetone, and centrifuged again. Pellets were re-suspended in 50 μl of 1× phosphate-buffered saline plus 2% SDS and spotted on filter paper. CytoScint ESTM liquid scintillation fluid (MP Bio) was added to each sample, and the counts/min were determined.

**Immunoblotting**—Protein extraction and immunoblotting was performed as described (39). For immunoprecipitation and/or immunoblotting, the following antibodies were used: anti-cyclin D1 monoclonal Ab (BD Biosciences), anti-cyclin D1 Thr(P)-286 polyclonal Ab, anti-ERK 1/2 phospho-Thr-202/Tyr-204 polyclonal Ab and anti-ERK 1/2 total polyclonal Ab (Cell Signaling Technology), anti-eIF2α Ser(P)-51 polyclonal Ab (37), and anti-eIF2α (FL-315; Santa Cruz Biotechnology). All antibodies were used at a final concentration of 0.1–1 μg/ml. After incubation with horseradish peroxidase-conjugated anti-mouse or anti-rabbit IgG antibodies (1:10,000 dilution; Amersham Biosciences), proteins were visualized with the enhanced chemiluminescence (ECL) detection system according to the manufacturer’s instructions (PerkinElmer Life Sciences). Quantification of the bands in the linear range of exposure was performed by densitometry using the NIH Image 1.54 software.

**RESULTS**

**Cyclin D1 Protein Levels Are Decreased upon Endoplasmic Reticulum Stress**—Previous reports have indicated that translation of cyclin D1 is affected by the induction of ER stress and the unfolded protein response (28–30). To further investigate the role of eIF2α phosphorylation in regulating cyclin D1 in our system, we treated HT1080 cells with the pharmacological agent thapsigargin, which induces the UPR by promoting calcium release from the ER. Treatment of these cells with thapsigargin induced a decrease in cyclin D1 levels (Fig. 1A, panel a) coincident with increased eIF2α phosphorylation (Fig. 1A, panel b). To investigate the specific effect of eIF2α phosphorylation on cyclin D1 regulation, we used the compound Sal003, which inhibits eIF2α dephosphorylation (40). Cyclin D1 levels decreased significantly upon Sal003 treatment in HT1080 cells (Fig. 1B, panel a), once again accompanied by an increase in eIF2α phosphorylation (Fig. 1B, panel b), indicating a strong relationship between eIF2α phosphorylation and the level of cyclin D1. To determine whether the observed effect on cyclin D1 was due to decreased translation as previously proposed, we examined translation of cyclin D1 mRNA using polysome profiles on HT1080 cells treated with either thapsigargin or Sal003. This technique involves the separation of large cellular components using a sucrose gradient and the monitoring of the A254 across the gradient. In this manner the 40 S and 60 S ribosomal subunits as well as monosomes and polysomes can be isolated and studied. Although GAPDH mRNA underwent a shift from the translating polysomes to the stalled monosomes (Fig. 1C, panel a), cyclin D1 mRNA remained associated with the polysome fractions (Fig. 1C, panel a). The observable shift in GAPDH, but not in cyclin D1, confirms that a general translation is being inhibiting but suggests that a mechanism other than translation regulation contributes to the down-regulation of cyclin D1.

**Down-regulation of Cyclin D1 Requires eIF2α Phosphorylation**—Because phosphorylation of eIF2α is believed to be essential for the observed regulation of cyclin D1 (30), we sought to elucidate whether it alone can affect cyclin D1 translation. We treated eIF2α A/A MEFs in which Ser-51 was replaced with a non-phosphorylatable alanine (33) and their wild type eIF2α S/S counterparts with thapsigargin and immunoblotted for cyclin D1 (Fig. 2A, panel a). Cyclin D1 was quickly and significantly decreased by more than 50% in eIF2α S/S MEFs (Fig. 2A, lanes 1–5, and B) but remained steady in eIF2α A/A knock-in cells (Fig. 2A, lanes 6–10, and B). Once again we performed polysome profiles to examine the translation of cyclin D1 in these cells (Fig. 2C, panels i–iv). Treatment with thapsigargin induced inhibition of global translation initiation in eIF2α S/S, but not A/A cells (compare panels ii and iv), but cyclin D1 mRNA remained associated with the polysome fractions (Fig. 2C, panel a). It is interesting to note that although
inhibition of general translation does not result in a shift of cyclin D1 mRNA to earlier polysome fractions, the CCND1 transcript is localized to earlier fractions in eIF2α/S/S cells compared with their knock-in counterparts. This may be due to slight differences in the overall translational activity of these cell lines, as the profiles themselves also show slight variances. Together these data suggest that although the observed regulation of cyclin D1 protein levels is not a result of the ability of eIF2α to inhibit translation, phosphorylation of this factor is essential.

Activation of a Conditionally Active Form of PKR Decreases Cyclin D1 Protein Levels—The role of several eIF2α kinases in regulating cyclin D1 has been investigated in a number of previous studies. However, the treatments used to induce stress in these cases could potentially activate a large number of other cellular responses in addition to eIF2α kinase activity. Because eIF2α phosphorylation at Ser-51 is predominantly associated with inhibiting global translation initiation, we therefore investigated whether cyclin D1 was translationally regulated in a system containing a conditionally active form of PKR (41).

HT1080 cells stably expressing a chimeric protein in which the catalytic domain of PKR was fused to the first 220 amino acids of the Escherichia coli gyrase B protein were analyzed (32). Treatment of these cells with the antibiotic coumermycin caused dimerization of the GyrB domain and autophosphorylation and activation of PKR (32). Cells were treated with coumermycin, and the protein extract immunoblot was probed with an anti-cyclin D1 antibody (Fig. 3A, panel a). As early as 3 h after activation of GyrB.PKR, as shown by an induction of eIF2α phosphorylation at serine 51 (Fig. 3A, panel b), cyclin D1 protein levels decreased significantly. This down-regulation was maintained for at least 12 h after coumermycin treatment (data not shown). To determine whether this regulation occurred at the translational level, we performed polysome profiles as described above. HT1080 GyrB.PKR cells were left untreated (Fig. 3B, panel i) or treated with coumermycin for 4 h (Fig. 3B, panel ii). RT-PCR performed on cyclin D1 transcripts associated with monosomes and polysomes (panel a) revealed that upon coumermycin treatment cyclin D1 mRNA undergoes no shift and remains bound with the late polysomes. Translation of
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**FIGURE 1.** Cyclin D1 protein levels are decreased upon endoplasmic reticulum stress. HT1080 cells were treated with TG (1 μM) (A) or Sal003 (75 μM) (B) for the times indicated. Cell lysates (50 μg of protein) were resolved by SDS-PAGE and immunoblot for cyclin D1 (panel a), eIF2α Ser(P)-51 (panel b), and total eIF2α (panel c). C, HT1080 cells were left untreated (i) or treated with TG (1 μM, 2 h) (ii) or Sal003 (75 μM, 5 h) (iii). Lysates were subjected to sucrose gradient centrifugation, and 18 fractions collected per sample. RT-PCR for CCND1 (panel a) and GAPDH (panel b) was performed on RNA isolated from each fraction.
GAPDH was evaluated as a control (panel b) and undergoes a significant shift from fraction 15 in the polysomes to fraction 8 in the stalled monosomes upon activation of GyrB.PKR and subsequent eIF2\alpha/H9251 phosphorylation. These observations suggest that, contrary to the conclusions of previous studies (28–30), the decrease in cyclin D1 protein levels upon activation of eIF2\alpha/H9251 kinases is due to a mechanism other than translational inhibition.

Activation of PKR and PERK Leads to Cyclin D1 Degradation—Because our studies, thus, far strongly indicated that a mechanism other than translational inhibition was responsible for the decrease in cyclin D1 protein levels, we investigated whether protein degradation may contribute to the observed effect. Transfection of HT1080 cells with dsRNA caused a significant decrease in cyclin D1 levels (Fig. 4A, panel a, lane 3), but this effect was absent when cells were pretreated with the proteasome inhibitor MG132 (Fig. 4B, panel a, lane 6). A similar effect was observed in HT1080 GyrB.PKR WT cells pretreated with MG132 before coumermycin treatment, as no decrease in cyclin D1 protein was observed (Fig. 4B, panel a, lanes 6–10) compared with coumermycin treatment alone, which caused a dramatic decrease in cyclin D1 levels. Cyclin D1 levels remained stable for the entire 8-h time course of GyrB.PKR activation (Fig. 4C). eIF2\alpha phosphorylation was equally induced by coumermycin in the presence or absence of MG132 treatment (Fig. 4B, panel b), indicating that the lack of cyclin D1 down-regulation is not due to a lack of translation inhibition. Activation of PERK upon ER stress also appears to induce the degradation of cyclin D1 in an eIF2\alpha/H9251 phosphorylation-dependent manner, as pretreatment with MG132 prevented a cyclin D1 decrease upon thapsigargin treatment of eIF2\alpha/S/S cells (Fig. 4D, panel a, compare lanes 2 and 4). Cyclin D1 levels remained unchanged in eIF2\alpha/A/A cells regardless of treatment (Fig. 4, D, panel a, lanes 5–8, and E). Several pathways have been implicated in regulating cyclin D1 degradation by inducing phosphorylation of cyclin D1 on threonine 286, including the glycogen synthase kinase 3\beta (GSK-3\beta) pathway (42), PTEN (43), activated Ras (44), and the mitogen-activated protein kinase (MAPK) pathway (45). Using 1-azakenpaullone, a specific inhibitor of GSK-3\beta (46), we determined that cyclin D1 degradation upon GyrB.PKR activation does not proceed through GSK-3\beta (supplemental Fig. 1A, panel a), as cyclin D1 levels were not rescued upon inhibition of GSK-3\beta activity. Although previous studies have demonstrated that GSK-3\beta can phosphorylate the e-subunit of eIF2B (47), the guanine nucleotide exchange factor that targets eIF2, in our experiments eIF2\alpha phosphorylation remained unaffected by 1-azakenpaullone treatment (supplemental Fig. 1A, panel b). The same lack of effect was observed when GSK-3\beta was inhibited by treatment with LiCl (data not shown) or when GSK-3\beta\textsuperscript{−/−} and GSK-
3β−/− MEFs were used (data not shown). We also examined signaling through the MAPK pathway and observed that inhibition of MEK activity by the inhibitor U0126 did not rescue cyclin D1 levels after coumermycin treatment (supplemental Fig. 1B, panel a). Similar to our results obtained with 1-azakavllone, eIF2α phosphorylation was not affected by the MEK inhibitor (supplemental Fig. 1B, panel b). Combined, these data indicate that cyclin D1 degradation via the proteasome pathway is not mediated by one of the traditional pathways. 

Induction of eIF2α Phosphorylation Does Not Significantly Affect Global Proteasome-dependent Protein Degradation—The effect we observed regarding the ability of eIF2α kinases to mediate the proteasome-mediated degradation of cyclin D1 led us to investigate whether there were other proteins regulated in a similar manner. [35S]Methionine labeling revealed that a significant amount of labeled proteins were up-regulated in cells pretreated with MG132 (Fig. 5A, panel a, lanes 3 and 4) compared with MG132-untreated cells (lanes 1 and 2) either before (lanes 1 and 3) or after activation of GyrB.PKR with coumermycin (lanes 2 and 4). However, GyrB.PKR activation was still capable of decreasing the amount of 35S-labeled protein even when MG132 was present, as assessed by autoradiography and scintillation counting (Fig. 5A, panels a and c). We obtained a similar result when the effects of MG132 were examined after GyrB.PKR activation by coumermycin (Fig. 5A, panel a, lanes 5 and 6). These data indicated that the eIF2α kinases exert their inhibitory effects on protein synthesis mainly at the level of translation. It is important to note, however, that a few radio-
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FIGURE 5. Induction of eIF2α phosphorylation does not alter global proteasome-dependent protein degradation. A, HT1080 GyrB.PKR WT cells were left untreated (lanes 1 and 2), pretreated with MG132 (20 μM; 1 h), and subsequently treated with coumermycin (coum; 100 ng/ml; 3 h) or treated with coumermycin (100 ng/ml; 3 h) with MG132 (20 μM) added 2 h after the addition of coumermycin for an additional hour. The [35S]methionine labeling of the cells was performed as described under "Experimental Procedures." Whole cell extracts (50 μg of protein) were separated by SDS-PAGE, and novel protein synthesis was evaluated by autoradiography (panel a). Coomassie Blue staining of the protein extracts are shown in panel b. The level of labeled protein in each lane was quantified by trichloroacetic acid precipitation and scintillation counting and is shown in panel c. The values in panel c represent the average of two experiments performed in triplicate. HT1080 GyrB.PKR WT cells were treated with coumermycin (100 ng/ml) (B) or cycloheximide (CHX; 20 μg/ml) (C) for the times indicated followed by MG132 (20 μM) treatment 2 h after initial coumermycin or cycloheximide treatment for the total times indicated. D, HT1080 GyrB.PKR WT cells were left untreated (lanes 5–8) or were pretreated with coumermycin (100 ng/ml) for 2 h (lanes 1–4 and 9–12). Cycloheximide (20 μg/ml) was added (lanes 5–12) for the times indicated. Extracts were subjected to SDS-PAGE and immunoblot for cyclin D1 (panel a), eIF2α Ser(P)-51 (panel b), or total eIF2α (panel c).

active bands retained their original intensity upon GyrB.PKR activation in the presence of MG132 (panel a), suggesting that in some cases eIF2α kinases can also regulate the degradation of specific proteins. The resistance of specific labeled proteins to degradation in the presence of MG132 as well as the ability of MG132 pretreatment to prevent cyclin D1 degradation upon eIF2α phosphorylation prompted us to examine whether MG132 post-treatment could similarly rescue cyclin D1 protein levels. HT1080 GyrB.PKR cells were treated with coumermycin followed by MG132 treatment 2 h after induction of GyrB.PKR activity. Inhibition of proteasome-dependent degradation caused a substantial rescue of cyclin D1 protein levels in cells treated with coumermycin (Fig. 5B, panel a) but not in cells treated with cycloheximide (Fig. 5C, panel a), a compound that inhibits the elongation step of protein synthesis and is, therefore, independent of eIF2α. To further confirm that induction of eIF2α kinase activity targeted the degradation and not translation of cyclin D1, we studied the two events separately and in conjunction. GyrB.PKR cells were treated either with coumermycin alone for 2 h, cycloheximide alone for short time points as controls, or both reagents together. These treatments were performed at shorter than normal intervals due to the fact that prolonged treatment with either reagent rapidly degrades cyclin D1 signal. Coumermycin treatment alone caused a gradual decrease in cyclin D1 protein levels as previously observed (Fig. 5D, panel a, lanes 1–4), whereas cycloheximide caused a more rapid decline in cyclin D1 (lanes 5–8). When cells were treated with cycloheximide after coumermycin treatment, the decrease in cyclin D1 protein levels was immediate and dramatic, falling below detectable levels after only 30 min of treatment (lanes 9–12). Because cycloheximide inhibits translation by a mechanism independent of eIF2α phosphorylation, if PKR targeted the translation of cyclin D1 we would not expect to see the additive effect of the two reagents observed in this experiment. This indicates that the proteasomal degradation of cyclin D1 is dependent upon eIF2α phosphorylation but not on the inhibition of overall protein translation. It should also be noted that in both experiments treatment of GyrB.PKR cells with MG132 alone caused an increase in the basal levels of cyclin D1, confirming that cyclin D1 is a very labile protein subject to a high rate of turnover.

Cyclin D1 Phosphorylated at Thr-286 Is Not Subject to Degradation upon eIF2α Kinase Activation—Although known upstream pathways are not affected in our system, we examined phosphorylation of cyclin D1 at a key threonine residue (Thr-286) in the carboxyl terminus of the protein. This phosphorylation causes a relocalization of cyclin D1 from the nucleus to the cytoplasm where it can be processed by the proteasome. Therefore, since we have demonstrated that the regulation of cyclin D1 in our system is at the level of degradation and not translation, we examined the effect of eIF2α kinase activity on cyclin D1 phosphorylation at this site. Using a phosphospecific antibody, we observed no increase in phosphorylation at Thr-286 (Fig. 6A, panels a and b). In fact, the level of phosphorylated cyclin D1 remained stable, whereas that of total cyclin D1 decreased (compare panels a and b with panel c). Specificity of this antibody was verified in quality control experiments probing extracts of cells overexpressing either wild type or T286A mutant forms of cyclin D1 (supplemental Fig. 2). Because cyclin D1 is rapidly degraded upon treatment with coumermycin, stimulation was also performed in the presence of MG132 to prevent this degradation (Fig. 6A, lanes 5–8). No discernable induction of Thr-286 phosphorylation is observed up to 4 h of coumermycin in cells pretreated with MG132, indicating that
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PKR and PERK mediate cyclin D1 degradation. Although degradation of cyclin D1 was not affected by the lack of phosphorylation at Thr-286, it does not necessarily follow that the proteasomal degradation of cyclin D1 is not dependent on protein ubiquitination.
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FIGURE 7. eIF2α kinases promote the ubiquitin-dependent degradation of cyclin D1 but do not directly affect its ubiquitination. (A) and E36 cells (B) were incubated at 31 °C (lanes 1–5) or 39 °C (lanes 6–10) and treated with thapsigargin (1 μM) for the times indicated. Extracts were separated by SDS-PAGE and immunoblotted for cyclin D1 (panel a), eIF2α Ser(P)-51 (panel b), eIF2α total (panel c), and tubulin (panel d). C, HT1080 GyrB.PKR WT cells were transfected with HA-tagged ubiquitin (Ub) and either cyclin D1 WT (lanes 4–6) or cyclin D1 T286A (lanes 7–9) by vaccinia virus infection. Cells were treated with coumermycin (100 ng/ml) for the times indicated, and extracts were separated by SDS-PAGE. Membranes were probed with anti-HA (panel a), anti-cyclin D1 (panel b), or anti-actin (panel c) antibodies.

FIGURE 8. Additional pathways contribute to the degradation of cyclin D1. A, HT1080 GyrB.PKR WT cells were treated with coumermycin (100 ng/ml; lanes 1–5) or dicoumarol (200 μM; lanes 6–10) for the times indicated. eIF2α S/S and A/A (B) and PERK+/+ and PERK−/− (C) cells were treated with TG (1 μM) or dicoumarol (200 μM) as indicated. Extracts were separated by SDS-PAGE and probed for cyclin D1 (panel a), eIF2α Ser(P)-51 (panel b), and eIF2α total (panel c).

Discussion

In this study we observed a similar negative regulation of cyclin D1 protein levels after eIF2α kinase activation as noted previously (28–30, 51) and further revealed a novel property of eIF2α kinases in promoting the proteasome-dependent degradation of cyclin D1. Our data provide evidence that the decrease in cyclin D1 levels observed upon activation of PKR and PERK is not due to their ability to inhibit translation initiation but via their ability to induce degradation of the protein. Results obtained from both a conditionally active PKR system and human fibrosarcoma cells demonstrate that whereas cyclin D1 protein levels decrease upon activation of the eIF2α kinases (Figs. 1, A and B, and 3A), translation of the CCND1 transcript does not differ once overall

ined the regulation of cyclin D1 in cells treated with dicoumarol, a competitive inhibitor of NQO1. We determined that in GyrB.PKR WT cells dicoumarol could indeed induce cyclin D1 degradation but with kinetics much slower than that of coumermycin (Fig. 8A, panel a, compare lanes 1–5 with lanes 6–10). Coumermycin caused a decrease in cyclin D1 levels as early as 2 h post-treatment, whereas it took 8 h for dicoumarol to take effect. This suggests that eIF2α kinase activation and inhibition of NQO1 binding do not function through related pathways and that the two mechanisms may be responsible for early and late cyclin D1, respectively. To confirm this and to investigate whether eIF2α phosphorylation affects the response to dicoumarol, we treated eIF2α S/S and A/A cells with either thapsigargin or dicoumarol for prolonged periods (Fig. 8B). As previously observed, both treatments induced the decrease of cyclin D1 protein levels but at different rates (Fig. 8B, panel a, compare lanes 2–4 with lanes 5–7 and lanes 9–10 with 12–14). Furthermore, the efficacy of dicoumarol treatment was independent of eIF2α phosphorylation, and dicoumarol itself did not induce eIF2α phosphorylation (Fig. 8B, panel b). Interestingly, we also observed that prolonged thapsigargin treatment could induce cyclin D1 degradation in eIF2α A/A as well as S/S cells (Fig. 8B, compare lanes 1–4 with 8–11). This is in contrast to short thapsigargin treatments in the same cell lines, in which no decrease in cyclin D1 protein levels is detected (Fig. 2A, panel a). To determine whether this late regulation is dependent upon eIF2α kinase activity, we performed thapsigargin and dicoumarol treatments in PERK+/+ and PERK−/− cells for 24 h (Fig. 8C). In PERK wild type cells, as in eIF2α S/S cells, both thapsigargin and dicoumarol induced the down-regulation of cyclin D1 (Fig. 8C, panel a, lanes 2 and 3). Prolonged treatment with both reagents also induced the degradation of cyclin D1 in PERK−/− cells (Fig. 8C, panel a, lanes 5 and 6). Together this data indicates that the degradation of cyclin D1 upon prolonged thapsigargin treatment occurs independently of both eIF2α phosphorylation and kinase activity.

DISCUSSION

In this study we observed a similar negative regulation of cyclin D1 protein levels after eIF2α kinase activation as noted previously (28–30, 51) and further revealed a novel property of eIF2α kinases in promoting the proteasome-dependent degradation of cyclin D1. Our data provide evidence that the decrease in cyclin D1 levels observed upon activation of PKR and PERK is not due to their ability to inhibit translation initiation but via their ability to induce degradation of the protein. Results obtained from both a conditionally active PKR system and human fibrosarcoma cells demonstrate that whereas cyclin D1 protein levels decrease upon activation of the eIF2α kinases (Figs. 1, A and B, and 3A), translation of the CCND1 transcript does not differ once overall...
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translation is inhibited (Figs. 1C and 3B). We further demonstrated that although cyclin D1 is not inhibited at the translational level after PKR or PERK activation, eIF2α phosphorylation is still required for the down-regulation of cyclin D1 protein (Fig. 2A). How cyclin D1 mRNA bypasses the global inhibitory effects of eIF2α phosphorylation on translation is not immediately clear. Previous work demonstrated an important role of eIF4E in stimulating cyclin D1 mRNA translation (52). We recently reported that activation of eIF2α kinases can also lead to the phosphorylation of 4E-BP1 (53). Inasmuch as 4E-BP1 phosphorylation results in the dissociation of eIF4E/4E-BP1 complex (54), the possibility remains that free eIF4E selectively maintains cyclin D1 mRNA translation under conditions of increased eIF2α phosphorylation. The presence of the proteasome inhibitor MG132 ablated the down-regulation of cyclin D1 upon induction of PKR and PERK activity, strongly supporting the hypothesis that eIF2α kinases induce degradation of the protein rather than inhibiting its synthesis (Fig. 4, A, B, and E, and 5B). Cyclin D1 levels also decreased upon treatment of cells with the translation inhibitor cycloheximide (Fig. 5C, panel a, lanes 1–3), but this down-regulation could not be rescued by MG132 (Fig. 5C, panel a, lanes 4 and 5). Furthermore, when the same cells were treated with both courmymycin and cycloheximide in conjunction, cyclin D1 levels decreased more rapidly than when either agent used alone (Fig. 5D). This suggested that activated GyrB.PKR promotes the proteasomal degradation of cyclin D1 that remains in the cells after the blockade of mRNA translation by cycloheximide. Our study also indicated that this function of eIF2α kinases is limited to a small number of specific proteins. That is, activation of GyrB.PKR did not exhibit a global effect on proteasome-dependent degradation of cellular proteins (Fig. 5A), strongly suggesting that the effect of eIF2α kinases in mediating the degradation of cyclin D1 is specific rather than general.

A number of different cellular pathways have been identified that contribute to the ubiquitination and subsequent degradation of cyclin D1. As described above, phosphorylation at Thr-286 by GSK-3β is required for the ubiquitination of cyclin D1 (42). The SCFβTrCP/αB-crystallin complex has been identified as an E3 ubiquitin ligase-targeting cyclin D1 (55). Our group recently published a study in which we demonstrated that GSK-3β is downstream of the eIF2α kinases (38). However, recent studies have called into question the significance of the contribution of GSK-3β to cyclin D1 regulation (56). Furthermore, data obtained in our study indicate that eIF2α kinases do not induce the degradation of cyclin D1 via this particular pathway (supplemental Fig. 1A).

Further studies have also implicated another well characterized signaling pathway, the MAPK pathway in regulating the degradation of cyclin D1. In cancer cells increased signaling through the Ras/Raf/MEK/MAPK pathway leads to increased phosphorylation at Thr-286 and the subsequent destabilization of cyclin D1 (44). A separate study also implicated another SCF E3 ubiquitin ligase, the S-phase kinase-associated protein (SKP1), and the scaffolding protein Cullin 7 (CUL7) in this regulation (57). SKP1 and CUL7 associate via the F-box protein FBXW8, and the co-operative action of these pathways regulates cyclin D1. Inhibition of the MAPK pathway using a specific inhibitor of MEK indicates that the action of eIF2α kinases is not exerted via MAPK activation (supplemental Fig. 1B). In combination, these data indicate that the regulation of cyclin D1 stability is not mediated by either of these previously described mechanisms. This hypothesis is further supported by the fact that although cyclin D1 is rapidly degraded upon induction of eIF2α phosphorylation, inhibition of 26 S proteasome activity after activation of PKR is sufficient to cause a nearly complete rescue of cyclin D1 levels (Fig. 5B). This indicates that the upstream pathways that contribute to cyclin D1 ubiquitination and degradation remain functional. Indeed, our study revealed that upon eIF2α kinase activation, ubiquitination of cyclin D1 occurs and remains unchanged. Based on this evidence, however, it cannot be concluded that PKR and PERK act in an ubiquitin-independent manner. On the contrary, PERK activation was unable to induce the degradation of cyclin D1 in temperature-sensitive cells defective in E1 ubiquitin ligase activity (Fig. 7A).

Although the ubiquitin-dependent degradation of cyclin D1 has been extensively examined, a number of other, ubiquitin-independent pathways leading to cyclin D1 degradation have been discovered. A 2004 study also identified an alternative mechanism of cyclin D1 degradation (58) in which the regulatory protein antizyme that predominantly functions to regulate the degradation of another enzyme, ornithine decarboxylase (59), binds to cyclin D1 and directs it to the 26 S proteasome. Because it does not depend on the presence of ubiquitin, this regulation is also independent of phosphorylation of cyclin D1 at Thr-286. The T286A mutant form of the protein is degraded in an identical manner as wild type cyclin D1 upon induction of antizyme expression (58). We postulated that due to the unique mechanism in which antizyme is translated (60), the eIF2α kinases may induce antizyme expression, but induction of PERK and GyrB.PKR activity caused no significant change in antizyme expression (data not shown). The ubiquitin-independent degradation of ornithine decarboxylase can be regulated by a separate mechanism involving NQO1 (48). In contrast to the action of antizyme, NQO1 binds to ornithine decarboxylase and consequently stabilizes the protein. NQO1 has also been demonstrated to regulate the tumor suppressor protein p53 via the same mechanism (49, 50). We determined that in addition to ornithine decarboxylase and p53, NQO1 can also negatively regulate the degradation of cyclin D1 (Fig. 8, A–C). Treatment of cells with dicoumarol caused a decrease in cyclin D1 protein levels, albeit at a later time than either courmymycin or thapsigargin treatment. This suggests that the two pathways are capable of independently regulating cyclin D1. The existence of this additional mechanism of regulation is supported by our observation that prolonged treatment with reagents inducing eIF2α kinase activity (in this case, thapsigargin) can induce cyclin D1 degradation independent of eIF2α phosphorylation and PERK activity (Fig. 8, B and C). It is possible, therefore, that early degradation of cyclin D1 depends on eIF2α phosphorylation, whereas late degradation proceeds through a mechanism independent of eIF2α altogether.
This is the second instance we have documented of eIF2α kinases inducing the degradation of a protein (38). That is, we recently demonstrated that the eIF2α kinases can promote the degradation of tumor suppressor p53 (38). However, unlike cyclin D1, the proteasomal degradation of p53 is independent of eIF2α phosphorylation and involves the activation of GSK-3β. In regard to cyclin D1 and eIF2α phosphorylation, there is a precedent for a link between translational inhibition and protein degradation. For example, Rad23 and Rpn10 are two proteins that play a role in the recognition of ubiquitinated proteins by the proteasome by interacting with both the degradation targets and the proteasomal machinery. The yeast rad23Δrpn10Δ strain is hyper-sensitive to translational inhibitors; however, this sensitivity can be suppressed by the overexpression of the translation elongation factor 1A (eEF1A) (61). In addition to its traditional role of promoting the binding and release of aminoacyl tRNAs from the ribosome, eEF1A also binds to nascent and unfolded proteins and peptides (62, 63) and can escort them to the proteasome. This suggests that Rad23 and Rpn10 perform a type of translation quality control, promoting the degradation of damaged immature translation products in conjunction with eEF1A. Unlike eEF1A, the function of phosphorylated eIF2α in proteasomal degradation appears to be rather specific (Fig. 5A).

The implications of our study may be significant, as our data expand on the current knowledge of the function of eIF2α kinases. It suggests that in addition to regulating cellular protein synthesis, eIF2α also promotes the proteasome degradation of specific target proteins. Because it promotes progression through the cell cycle, expression of cyclin D1 is frequently increased in various forms of cancer (for review, see Ref. 2). Therefore, pharmacological activation of eIF2α phosphorylation, as is now possible with salubrinal (64) and its derivative Sal003 (40), may prove to be useful in the treatment of cancers overexpressing cyclin D1. Moreover, the ability of PKR to contain virus replication may not be linked to translation inhibition only but also to proteasomal degradation. For example, our previous studies showed the ability of PKR to down-regulate the human papilloma virus E6 protein (32) in a manner that is dependent on the proteasomal degradation of the viral oncoprotein.3 There may be other implications as well, as PERK also contributes to normal pancreatic function, and the loss of this kinase has been implicated in the development of diabetes (66). eIF2α phosphorylation itself has also been implicated in the induction of gluconeogenesis in the liver, possibly via GCN2 activity (67). Induction of proteasome-mediated degradation in response to eIF2α phosphorylation might play a role in maintaining the balance of proteins in the cell and contributing to glucose homeostasis given the emerging view about a link between proteasomal degradation and insulin resistance (65). Thus, the cross-talk between pathways regulating protein synthesis by eIF2α phosphorylation and protein degradation may have a significant impact in diseases such as viral infection and diabetes as well as cancer.

REFERENCES

1. Motokura, T., Bloom, T., Kim, H. G., Juppner, H., Ruderman, J. V., Kronenberg, H. M., and Arnold, A. (1991) Nature 350, 512–515
2. Fu, M., Wang, C., Li, Z., Sakamaki, T., and Pestell, R. G. (2004) Endocrinology 145, 5439–5447
3. Wang, C., Pattabiraman, N., Zhou, J. N., Fu, M., Sakamaki, T., Albanese, C., Li, Z., Wu, K., Hultt, J., Neumeister, P., Novikoff, P. M., Brownlee, M., Scherer, P. E., Jones, J. G., Whitney, K. D., Donehower, L. A., Harris, E. L., Rohan, T., Johns, D. C., and Pestell, R. G. (2003) Mol. Cell. Biol. 23, 6159–6173
4. Lamb, J., Ramaswamy, S., Ford, H. L., Contreras, B., Martinez, R. V., Kitits, R. S., Zahnow, C. A., Patterson, N., Golub, T. R., and Ewen, M. E. (2003) Cell 114, 323–334
5. Bienvenu, F., Gascan, H., and Coqueret, O. (2001) J. Biol. Chem. 276, 16840–16847
6. Horstmann, S., Ferrari, S., and Klemm, K. H. (2000) Oncogene 19, 298–306
7. Albanese, C., D’Amico, M., Reuten, A. T., Fu, M., Watanabe, G., Lee, R. J., Kitits, R. S., Henglein, B., Avantaggiati, M., Somasundararam, K., Thimmappaya, B., and Pestell, R. G. (1999) J. Biol. Chem. 274, 34186–34195
8. Holthoener, W., Pilling, M., Groger, M., Wolff, K., Ashton, A. W., Albanese, C., Neumeister, P., Pestell, R. G., and Petzelbauer, P. (2002) J. Biol. Chem. 277, 45847–45853
9. Nelsen, C. J., Rickheim, D. G., Tucker, M. M., McKenzie, T. J., Hansen, L. K., Pestell, R. G., and Albrecht, J. H. (2003) J. Biol. Chem. 278, 25853–25858
10. Fu, M., Rao, M., Wang, C., Sakamaki, T., Wang, J., Di, V. D., Zhang, X., Albanese, C., Balk, S., Chang, C., Fan, S., Rosen, E., Palvio, J. I., Janne, O. A., Muratoglu, S., Avantaggiati, M. L., and Pestell, R. G. (2003) Mol. Cell. Biol. 23, 8563–8575
11. Suzui, M., Misuda, M., Lim, J. T., Albanese, C., Pestell, R. G., and Weinstein, I. B. (2002) Cancer Res. 62, 3997–4006
12. Albanese, C., Johnson, J., Watanabe, G., Eklund, N., Vu, D., Arnold, A., and Pestell, R. G. (1995) J. Biol. Chem. 270, 23589–23597
13. Lee, R. J., Albanese, C., Stenger, R. J., Watanabe, G., Inghirami, G., Haines, G. K., III, Webster, M., Muller, W. J., Brugge, J. S., Davis, R. J., and Pestell, R. G. (1999) J. Biol. Chem. 274, 7341–7350
14. Lee, R. J., Albanese, C., Fu, M., D’Amico, M., Lin, B., Watanabe, G., Haines, G. K., III, Siegel, P. M., Hung, M. C., Yarden, Y., Horowitz, J. M., Muller, W. J., and Pestell, R. G. (2000) Mol. Cell. Biol. 20, 672–683
15. Lin, S. Y., Xia, W., Wang, J. C., Kwong, K. Y., Sphoh, B., Wen, Y., Pestell, R. G., and Hung, M. C. (2000) Proc. Natl. Acad. Sci. U. S. A. 97, 4262–4266
16. Shutnuta, M., Zhurinsky, J., Simcha, I., Albanese, C., D’Amico, M., Pestell, R., and Ben-Ze’ev, A. (1999) Proc. Natl. Acad. Sci. U. S. A. 96, 5522–5527
17. Bromberg, J. F., Wrzeszczynska, M. H., Devgan, G., Zhao, Y., Pestell, R. G., Albanese, C., and Darnell, J. E. Jr. (1999) Cell 98, 295–303
18. Matsumura, I., Kitamura, T., Wako, H., Tanaka, H., Hashimoto, K., Albanese, C., Downward, J., Pestell, R. G., and Kanakura, Y. (1999) EMBO J. 18, 1367–1377
19. Muise-Helmerics, R. C., Grimes, H. L., Bellacosa, A., Malstrom, S. E., Tschilis, P. N., and Rosen, N. (1998) J. Biol. Chem. 273, 29864–29872
20. Koziczak, M., and Hynes, N. E. (2004) J. Biol. Chem. 279, 50004–50011
21. Rosenwald, I. B., Kaspar, R., Rousseau, D., Gehrke, L., Lebouch, P., Chen, J. J., Schmidt, E. V., Sonenberg, N., and London, I. M. (1995) J. Biol. Chem. 270, 21176–21180
22. Shi, Y., Sharma, A., Wu, H., Lichtenstein, A., and Gera, J. (2005) J. Biol. Chem. 280, 10964–10973
23. Gebauer, F., and Hentze, M. W. (2004) Nat. Rev. Mol. Cell Biol. 5, 827–835
24. Dever, T. E. (2002) Cell 108, 545–556

* S. Kazemi and A. E. Koromilas, unpublished observations.
PKR and PERK Mediate Cyclin D1 Degradation

25. Ron, D. (2002) J. Clin. Investig. 110, 1383–1388
26. Chen, J. I. (2007) Blood 109, 2693–2699
27. Dever, T. E., Chen, J. I., Barber, G. N., Cigan, A. M., Feng, L., Donahue, T. F., London, I. M., Katze, M. G., and Hinnebusch, A. G. (1993) Proc. Natl. Acad. Sci. U. S. A. 90, 4616–4620
28. Brewer, J. W., Hendershot, L. M., Sherr, C. J., and Diehl, J. A. (1999) Proc. Natl. Acad. Sci. U. S. A. 96, 8505–8510
29. Brewer, J. W., and Diehl, J. A. (2000) Proc. Natl. Acad. Sci. U. S. A. 97, 12625–12630
30. Hamanaka, R. B., Bennett, B. S., Cullinan, S. B., and Diehl, J. A. (2005) Mol. Biol. Cell 16, 5493–5501
31. Salzberg, S., Vilchik, S., Cohen, S., Heller, A., and Kronfeld-Kinar, Y. (2000) Exp. Cell Res. 254, 45–54
32. Kazemi, S., Papadopoulou, S., Li, S., Su, Q., Wang, S., Yoshimura, A., Matlashewski, G., Dever, T. E., and Koromilas, A. E. (2004) Mol. Cell. Biol. 24, 3415–3429
33. Scheuner, D., Song, B., McEwen, E., Liu, C., Laybutt, R., Gillespie, P., Saunders, T., Bonner-Weir, S., and Kaufman, R. J. (2001) Mol. Cell. 7, 1165–1176
34. Harding, H. P., Zhang, Y., Bertolotti, A., Zeng, H., and Ron, D. (2000) Mol. Cell 5, 897–904
35. Kulka, R. G., Raboy, B., Schuster, R., Parag, H. A., Diamond, G., Ciechomski, J. W., and Marcus, M. (1988) J. Biol. Chem. 263, 15726–15731
36. Baltzis, D., Qu, L. K., Papadopoulou, S., Blais, J. D., Bell, J. C., Sonenberg, N., and Koromilas, A. E. (2004) J. Virol. 78, 12747–12761
37. Li, S., and Koromilas, A. E. (2001) J. Biol. Chem. 276, 13881–13890
38. Baltzis, D., Pluquet, O., Papadakis, A. I., Kazemi, S., Qu, L. K., and Koromilas, A. E. (2007) J. Biol. Chem. 282, 31675–31687
39. Stewart, D., Kazemi, S., Li, S., Massimi, P., Banks, L., Koromilas, A. E., and Matlashewski, G. (2004) J. Gen. Virol. 85, 1419–1426
40. Robert, F., Kapp, L. D., Khan, S. N., Acker, M. G., Kolitz, S., Kazemi, S., Kaufman, R. J., Merrick, W. C., Koromilas, A. E., Lorsch, J. R., and Pelletier, J. (2006) Mol. Cell. Biol. 17, 4632–4644
41. Ung, T. L., Cao, C., Lu, J., Ozato, K., and Dever, T. E. (2001) EMBO J. 20, 3728–3737
42. Diehl, J. A., Cheng, M., Roussel, M. F., and Sherr, C. J. (1998) Genes Dev. 12, 3499–3511
43. Radu, A., Neubauer, V., Akagi, T., Hanafusa, H., and Georgescu, M. M. (2003) Mol. Cell. Biol. 23, 6139–6149
44. Shao, J., Sheng, H., DuBois, R. N., and Beauchamp, R. D. (2000) J. Biol. Chem. 275, 22916–22924
45. Terada, Y., Inoshita, S., Nakashima, O., Kuwahara, M., Sasaki, S., and Marumo, F. (1999) Kidney Int. 56, 1258–1261
46. Kunick, C., Lauenroth, K., Leost, M., Meijer, L., and Lemcke, T. (2004) Bioorg. Med. Chem. Lett. 14, 413–416
47. Wang, X., Paulin, F. E., Campbell, I. E., Gomez, E., O’Brien, K., Morrice, N., and Proud, C. G. (2001) EMBO J. 20, 4349–4359
48. Asher, G., Bercovich, Z., Tsvetkov, P., Shaul, Y., and Kahana, C. (2006) Mol. Cell. 17, 645–655
49. Asher, G., Lotem, J., Sachs, L., Kahana, C., and Shaul, Y. (2002) Proc. Natl. Acad. Sci. U. S. A. 99, 13125–13130
50. Asher, G., Lotem, J., Kama, R., Sachs, L., and Shaul, Y. (2002) Proc. Natl. Acad. Sci. U. S. A. 99, 3099–3104
51. Kronfeld-Kinar, Y., Vilchik, S., Hyman, T., Leibkowicz, F., and Salzberg, S. (1999) Cell Growth Differ. 10, 201–212
52. Rousseau, D., Kaspar, R., Rosenwald, L., Gehlke, R., and Sonenberg, N. (1996) Proc. Natl. Acad. Sci. U. S. A. 93, 1065–1070
53. Kazemi, S., Mounir, Z., Baltzis, D., Raven, J. F., Wang, S., Krishnamoorthy, J. L., Pluquet, O., Pelletier, J., and Koromilas, A. E. (2007) Mol. Cell. Biol. 17, 3635–3644
54. Gingras, A. C., Raught, B., and Sonenberg, N. (1999) Annu. Rev. Biochem. 68, 913–963
55. Liu, D. I., Barbash, O., Kumar, K. G., Weber, J. D., Harper, J. W., Klein-Szanto, A. J., Rustgi, A.,uchs, S. Y., and Diehl, J. A. (2006) Mol. Cell 24, 355–366
56. Yang, K., Guo, Y., Stacey, W. C., Harwalkar, J., Freethold, J., Hitomi, M., and Stacey, D. W. (2006) BMC Cell Biol. 7, 33
57. Okabe, H., Lee, S. H., Phuchareon, J., Albertson, D. G., McCormick, F., and Tetsu, O. (2006) PLoS ONE 1, e128
58. Newman, R. M., Mobascher, A., Mangold, U., Koike, C., Diah, S., Schmidt, M., Finley, D., and Zetter, B. R. (2004) J. Biol. Chem. 279, 41504–41511
59. Coffino, P. (2001) Biochimie (Paris) 83, 319–323
60. Rom, E., and Kahana, C. (1994) Proc. Natl. Acad. Sci. U. S. A. 91, 3959–3963
61. Chuang, S. M., Chen, L., Lamberton, D., Anand, M., Kinzy, T. G., and Madura, K. (2005) Mol. Cell. Biol. 25, 403–413
62. Hotokezaka, Y., Tobbe, U., Hotokezaka, H., Van, L. K., Beatrix, B., Smith, D. H., Nakamura, T., and Wiedmann, M. (2002) J. Biol. Chem. 277, 18545–18551
63. Malki, A., Caldas, T., Parmeggiani, A., Kohiyama, M., and Richarme, G. (2002) Biochem. Biophys. Res. Commun. 296, 749–754
64. Boyce, M., Bryant, K. F., Jousse, C., Long, K., Harding, H. P., Scheuner, D., Kaufman, R. J., Ma, D., Coen, D. M., Ron, D., and Yuan, J. (2005) Science 307, 935–939
65. Balasubramanyam, M., Sampathkumar, R., and Mohan, V. (2005) Mol. Cell. Biochem. 275, 117–125
66. Shi, Y., Taylor, S. L., Tan, S. L., and Sonenberg, N. (2003) Endocr. Rev. 24, 91–101
67. Sonenberg, N., and Newgard, C. B. (2001) Science 293, 818–819