Target-driven visual navigation in indoor scenes using reinforcement learning and imitation learning
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Abstract
Here, the challenges of sample efficiency and navigation performance in deep reinforcement learning for visual navigation are focused and a deep imitation reinforcement learning approach is proposed. Our contributions are mainly three folds: first, a framework combining imitation learning with deep reinforcement learning is presented, which enables a robot to learn a stable navigation policy faster in the target-driven navigation task. Second, the surrounding images are taken as the observation instead of sequential images, which can improve the navigation performance for more information. Moreover, a simple yet efficient template matching method is adopted to determine the stop action, making the system more practical. Simulation experiments in the AI-THOR environment show that the proposed approach outperforms previous end-to-end deep reinforcement learning approaches, which demonstrate the effectiveness and efficiency of our approach.

1 | INTRODUCTION

Autonomous navigation plays an important role in the field of robotics. In recent decades, due to the benefits of low cost, lightweight and rich information, visual navigation has attracted considerable attention, and many studies have been presented. In general, most of the traditional methods for visual navigation are rule-based methods [1–5] that locate the robot’s position accurately for the planning and control modules. However, these rule-based methods are relatively complex, involving considerable manual design work and computational resources.

Considering human navigation, there is no need to calculate the exact position; we only need to determine where to go according to the scenes we have seen. Inspired by such behaviour, there has been an increasing interest in end-to-end visual navigation approaches that directly navigate from images to actions. Deep learning (DL) can extract useful features directly from pixels, which has made great progress in many fields, such as image classification [6], object detection [7] and image segmentation [8]. Reinforcement learning (RL) is similar to the learning processes of humans, where policies are optimized through continuous trial-and-error and feedback with the environment to achieve a higher level of intelligence [9, 10]. Moreover, the deep reinforcement learning (DRL) method combining DL with RL has been proposed and achieved exciting performance in dealing with input problems for continuous high-dimensional states [11], so using the DRL method to solve end-to-end visual navigation is a good choice. Zhu [12] proposed a target-driven DRL (TD-DRL) architecture to solve end-to-end visual navigation problems and achieved good navigation performance; however, there are some limitations. Firstly, four sequential images are considered as the observation; in fact, the robot has access to the surrounding observations, which might provide more information. Secondly, the stop action is not considered, although it can be automatically determined in the simulation environment by judging whether the ID number of the current state is that of the target state, but such an approach is not suitable in reality because there is no ID number but only images. Last but most importantly, DRL requires a large number of samples to learn a good navigation policy during training, which leads to a long training time and low efficiency for training processes. To improve sample efficiency during training, the imitation learning (IL) method is an alternative that can imitate expert experience accurately, and it requires less training time to achieve a navigation model. However, using IL alone might result in the problem of overfitting compared to DRL.
Inspired by the limitations of TD-DRL and the advantages of IL, here, we focus on the challenges of sample efficiency and navigation performance in RL for the visual navigation task and propose a deep imitation reinforcement approach (DIRL), which combines IL with DRL. The main contributions are summarized as follows:

- A framework combining IL with RL is presented, which enables a robot to learn a stable navigation policy faster in the target-driven navigation task.
- For the observation, the surrounding images are considered as the observation instead of sequential images, which can improve navigation performance and accelerate the learning process for more information. Additionally, a simple template matching method is adopted to determine the action, which makes the system more practical.
- Simulation experiments are evaluated, which demonstrates the effectiveness of our approach compared with the state-of-the-art approaches.

The remainder of the paper is organized as follows: we introduce the related work in Section 2 and describes our proposed approach in Section 3. Experiments in AI2-THOR environment are evaluated and results are discussed in Section 4. Finally, a conclusion is drawn in Section 5.

2 | RELATED WORK

Robot visual navigation can be categorized into two methods: rule-based and learning-based. Here, we focus on the latter, so we will introduce the related work of learning-based navigation, especially the IL and DRL used in visual navigation.

IL is the process of learning a behaviour policy from a set of demonstrations, and a survey about IL can be found in [13]. Some IL methods treat the task as special supervised learning, that is, behaviour cloning (BC). NVIDIA [14] proposed a typical BC-based end-to-end visual navigation method used in unmanned driving areas, which collects a large number of expert samples from three cameras. Based on IL, Yang [15] proposed a multi-task architecture that can simultaneously predict the vehicle’s speed and steering angles using image sequences. To drive a vehicle, Wang [16] proposed a novel angle-branch network, where the inputs include sequential images, the vehicle speed and the desired angle of the subgoal. Codevilla [17] proposed a condition-imitation-learning method based on high-level input, which might partly address the generalization ability of the models trained using IL. To address the limitation that most IL methods need a specifically calibrated actuation setup for the training dataset to be performed, Xu [18] proposed a novel framework (FCN-LSTM) to learn the policy of driving from uncalibrated large-scale videos. Although those imitation-learning-based methods are useful for visual navigation, the systems are easy to overfit using IL alone.

RL has recently been applied in robot navigation tasks due to its ability to interact with the environment, especially DRL. In general, one typical DRL method is the deep Q-learning algorithm (DQN) proposed by DeepMind, which successfully enabled robots to learn control policies at the human level in Atari games [19]. Subsequently, many algorithms for improving the DQN network model were successively presented and achieved impressive results in different fields [20–23]. Other methods based on the policy gradient include the deep deterministic policy gradient (DDPG) [24] and the A3C [25]. Based on the DRL methods, DeepMind proposed a dual-agent architecture [26] that trains different long short-term memories (LSTMs) through RL to achieve outdoor visual navigation and improves the mobility of the model. In [27], the authors aimed to learn a deep successor representation and proposed a feedforward architecture, which is flexible to the changing of rewards and is tested in the MazeBase gridworld such as 3D VizDoom. The AutoRL method [28] combining DRL with gradient-free hyperparametric optimization was also proposed to solve navigation tasks. However, in many cases, the reward function required by RL is difficult to design and cannot guarantee its optimality. Zhu [12] proposed a target-driven DRL (TD-DRL) architecture to solve end-to-end visual navigation problems and achieved good navigation performance. Although DRL can be used in visual navigation, the authors in [29] summarized nine challenges in RL; one of them is the low-sample efficiency, meaning it needs large samples to train, which is not suitable in real-world systems and limits its application in many tasks. The approaches combining DRL with IL have been proposed in many other tasks, such as the grasping task [30], the MuJoCo task [31, 32] and the traffic control task [33], however, such methods utilize some sequence data of trajectory for IL, while here, we propose an approach combining DRL with IL to address the sample efficiency for visual navigation tasks.

3 | PROPOSED APPROACH

3.1 | Markov decision process

The process of end-to-end vision navigation can be modelled as a Markov decision process (MDP) [9], where the agent considers the current observed images and the goal as input and obtains a new state and relevant reward from the environment by performing an action. Then, the MDP can be expressed as $< s_k, a_k, s_{k+1}, r_{k+1} >$, where $s_k$ represents the states at step $k$, $a_k$ is the corresponding action, and $r_{k+1}$ is the reward function. The main goal is to find an optimal policy $\pi^*$ to obtain the maximum return during the navigation process:

$$\pi^* = \arg \max_{\pi} E(R|\pi)$$  (1)

The next state is dependent on the current state and on the decision/action by the involved entity/person; in other words, once the system knows its present state, the future is conditionally independent of the past.
3.2 | Actor-critic algorithm

To deal with MDPs with large (continuous) state or action spaces, here, we adopt the actor-critic algorithm [9] to deal with the end-to-end visual navigation task due to the ability to learn a policy and a state-value function simultaneously. The state-value function \( V^\pi(s) \) is the expected return and can be formulated as:

\[
V^\pi(s) = E[R | s, \pi] \tag{2}
\]

Since the optimal state-value \( V^*(s) \) is related to the optimal policy \( \pi^* \), the function \( V^R(s) \) can be further defined as:

\[
V^*(s) = \max V^\pi(s) \tag{3}
\]

Note that in the actor-critic learning algorithm shown in Figure 1, a critic network is designed to learn the value functions of the MDP, and an actor network is used to learn near-optimal policies using the estimated value functions in the critic to perform policy searching.

The current state value can be obtained by the value function network in experiments, and the values of actions can be used to evaluate the quality of actions as follows:

\[
Q(s, a) = r + \gamma V(s') \tag{4}
\]

Since the advantage function \( A(s, a) = Q(s, a) - V(s) \) can eliminate the effect of the current state value and reflect values of actions better, it is assumed that some states are inherently better. If some states are always better, the value of each action will be higher only by using the current state value, resulting in exaggerated evaluations that are considered good actions. However, we can evaluate the qualities of actions more objectively after the state value is subtracted for the advantage function. The value of action is positive if it is higher than the evaluation value and negative if it is lower than the evaluation value. The n-step update method for the advantage function is defined as:

\[
V(s_0) = r_0 + \gamma r_1 + \cdots + \gamma^n V(s_n) \tag{5}
\]

The multi-steps update method can make changes in the advantage function spread faster. If the agent earns an occasional reward, the value function will only slowly move backwards by one step with each iteration. However, each iteration propagates back with an n-step iteration, so it is faster. The estimated \( V(s) \) of the algorithm should be convergent. Then, errors can be calculated by the following equation:

\[
e \leftarrow r_0 + \gamma r_1 + \cdots + \gamma^{n-1} r_{n-1} + \gamma^n V(s_n) - V(s_0) \tag{6}
\]

According to the policy gradient method, the policy loss function is:

\[
L_\pi = \sum_{i=1}^{n} A(s_i, a_i) \log \pi(a_i | s_i; \theta') + \beta \sum_{i=1}^{n} H(\pi(s_i; \theta')) \tag{7}
\]

where \( H \) represents the entropy, and the parameter \( \beta \) adjusts the step length of the entropy regularization term. The value loss function can be calculated as follows:

\[
L_V = \frac{1}{2} \sum_{i=1}^{n} \epsilon_i^2 \tag{8}
\]

The update formula of the policy network is defined as:

\[
d\theta_\pi \leftarrow d\theta_\pi + \nabla_{\theta} \log \pi(a_i | s_i; \theta) e + \beta \nabla_{\theta} H(\pi(s; \theta')) \tag{9}
\]

The parameters of the value function network \( \theta_v \) can be updated by calculating the square of the TD error:

\[
d\theta_v \leftarrow d\theta_v + \partial \frac{\epsilon^2}{\partial \theta_v} \tag{10}
\]

3.3 | Imitation learning

Here, we first collect expert data \((s, a)\) to achieve experience with navigation [13]. The state \( s \) is the input for the expert network, and the action \( a \) is the expected output. Note that the output for the expert network is a four-dimensional vector, which is a vector obtained by the softmax regression function. Assuming that the original output is \( y_1, y_2, \ldots, y_m \), the softmax regression is as follows:

\[
\text{softmax}(y_i) = \frac{e^{y_i}}{\sum_{j=1}^{m} e^{y_j}} \tag{11}
\]

The cross entropy is used as the loss function for the neural network. The cross entropy can reflect differences in the distribution of two samples. If the difference in the sample distribution is large, the cross entropy will also be large, and vice versa. The cross entropy \( H(p, q) \) can be expressed as follows:
\[ H(p, q) = - \sum p(x) \log q(x) \] (12)

\(q(x)\) are the actual output and \(p(x)\) are the desired output, between which the cross entropy can be used to obtain the deviation. After obtaining the loss function, we use the Adam optimizer to optimize and train the network, which is a specialized gradient descent algorithm that uses the computed gradient, its statistics, and its historical values to take small steps in its opposite direction inside the input parameter space as a means of minimizing a function.

### 3.4 Template matching

Template matching is a general approach for determining the similarity of two feature vectors (or matrices), especially image features. Since the features of the observation and target images are both extracted from the same networks, here, we use the normalized cross correlation (NNC) [34] method to match the relation of the two inputs to sequentially determine whether the robot has arrived at the goal location. The method is formulated as follows:

\[
V_{\text{NNC}} = \sum_{i=1}^{N} \frac{(s_i - \bar{s})(g_i - \bar{g})}{\sqrt{\sum_{i=1}^{N}(s_i - \bar{s})^2} \sqrt{\sum_{i=1}^{N}(g_i - \bar{g})^2}} \quad (13)
\]

where \(N\) is the dimension of the feature vector, \(s_i\) and \(g_i\) represent the \(i\)th feature values of observation and target, respectively, \(V_{\text{NNC}}\) is the value of NNC, which is limited in \([-1, 1]\], and the higher the value is, the better the method, and vice versa.

### 3.5 Deep imitation reinforcement learning

Our purpose is to find the best actions to move a robot from its initial location to a goal using only an RGB camera. We focus on learning a good visual navigation policy function \(\pi\) via DRL, and the action \(a_t\) at time \(t\) can be formulated as [9]:

\[ a_t \sim \pi(s_t, g | \theta), \quad (14) \]

where \(\theta\) is the system parameter, \(s_t\) is the current observation, and \(g\) is the observation of the target.

Our network, shown in Figure 2, is inspired by the TD-DRL method proposed in [12], which consists of two parts. The first part is the generic Siamese layers, which are the pretrained ResNet-50, and the outputs are embedded into a 512-day space. The second part is the scene-specific layers that capture the common representations of the same scene. The output of the network contains four policy outputs and a single value output. However, there are some improvements that are marked in red. First, the initial parameters of the network are copied from the training results of the IL. Since the robot can capture the surrounding four views in AI-THOR, which is also possible in the real world for the low-speed robot or with a panoramic camera, the second modification adopts the surrounding images to represent the current observation of a robot instead of the sequential four images. Since both use four images, the computational complexities are the same. Moreover, we add a template matching module to determine whether to stop just after the feature extraction. We attempted to add the done action directly into the policy output, but during the training process, we found it is not a good choice. The reason might be that the value of the done action is too sparse, which only occurs at the end of each episode.

The explicit deep imitation reinforcement learning (DIRL) algorithm is summarized in Algorithm 1. The initial weights are from IL. Here, we use the simple BC method, where most of the network is the same as the DRL shown in Figure 2. The difference is that the policy outputs are known and labelled by experts. Moreover, the parameters related to the value output are not trained and frozen during imitation training. Note that the performed action is determined by an additional template matching process because it can be calculated online using Equation (13), so there is no need to train.

**Algorithm 1: Deep imitation reinforcement learning (DIRL) algorithm framework**

1: Collect expert data to obtain sample set \(D_e\).
2: Imitation learning: train the expert network.
3: Set the weights obtained from imitation learning as the initial weights of the networks.
4: Set the target \(T\), the matching coefficient \(r_0\), the number of episodes \(M\) and the max steps \(N\) in each episode.
5: for episode = 1 to \(M\) do
   6: Initialize observation \(S_0\).
   7: for \(t = 1\) to \(N\) do
      8: Obtain action \(a_t\) according to the DRL algorithm;
      9: Obtain reward \(R_{t+1}\) and state \(S_{t+1}\) from the environment;
     10: Train the model by data \((S_t, a_t, S_{t+1}, R_{t+1})\);
     11: Update the network parameters based on gradients for DRL.
     12: Calculate the NNC using Equation (13), if \(V_{\text{NNC}}\) is larger than a threshold, go to the new episode.
7: end for
13: end for
4 | EXPERIMENTS AND RESULTS

We evaluate our approach on visual navigation tasks based on the AI2-THOR [12] environment. The main purpose of visual navigation here is to find the minimum steps from a random initial location to the goal location. We first train and evaluate the navigation results using our model. Then, an additional experiment is performed to investigate the ability of our approach to transfer knowledge across new targets. All of the models are implemented in TensorFlow and trained on an Nvidia GeForce RTX 2080Ti GPU.

4.1 | The AI2-THOR framework

To efficiently train and evaluate our model, we use The House Of InteRactions (AI2THOR) framework proposed in [19], which is a good representation of the real world in terms of the physics of the environment. We use four scenes of the simulated environment [1]: bathroom 02, bedroom 04, kitchen 02 and living room 08. Note that the number of indoor areas is scalable using our model. Figure 3 illustrates some sample images from different scenes, and each scene space is represented as a grid world with a constant step size of 0.5 m. To be more specific, the following information is listed:

State space. In our experiments, the input includes two parts, $S = < F, T >$ and $F$, which represent first-person views of the agent, where the resolution of one image is $224 \times 224 \times 3$. In addition, $T$ represents the goal. We use four surrounding images to represent the observation. Each image is embedded as a 2048D feature vector, which is pretrained on ImageNet with Resnet-50.

Action space. We consider five discrete actions: ahead, backwards, left, right and done. The robot takes 0.5 m as a fixed step length, and its turning angle is $90^\circ$ in the environment. Note that the former four actions are trained by the proposed network, while the done action, which is the termination action, is obtained and determined by the template matching methods.
4.2 Implementation details

For training, the navigation performance is performed on 20 goals randomly chosen from four indoor navigation environments in our data set. All of the learning models are trained within 10 million frames, and it takes about 1.5 h to pass through one million training frames across all threads. An episode ends when either the robot arrives at the goal location, or after it takes more than 5000 steps and for evaluation, we perform 4000 different episodes (1000 for each scene). In the matching process, the matching coefficient is set to 0.9. We select 5% of the total states as the expert data for IL training. The expert data is collected and stored automatically based on the shortest length to the target point and is selected in a fixed interval across the ID in each scene. The reward is set as 10.0 once the robot reaches the goal, and to encourage shorter trajectories and collision avoidance, the reward is set as −0.01 and −0.1 as an immediate reward.

4.3 Evaluation metrics

The performance of our approach is evaluated using three metrics: the average trajectory length (ATL), success rate (SR) and success weighted by path length (SPL). All of the metrics are used to reflect information about navigation efficiency. ATL represents the average steps per episode it takes for a robot to reach a goal. SR is defined as \( \frac{1}{N} \sum_{i=1}^{N} S_i \) and SPL is defined as \( \frac{1}{N} \sum_{i=1}^{N} \frac{L_i}{\max(p_i, L_i)} \) where \( N \) is the number of episodes, \( S_i \) is a binary indicator of success in episode \( i \), \( P_i \) denotes the evaluated step length and \( L_i \) is the shortest length of the trajectory.

4.4 Baselines

Here, five baselines are chosen for comparison, which are shown as follows:

1. **Shortest path.** The shortest path is from the initial location to the goal location. Here, it is considered the ideal result.
2. **Random action.** The action is randomly sampled using a uniform distribution at each step. Here, the robot randomly selects the action from four actions during navigation.
3. **IL.** The output of the policy is directly determined using the networks trained by expert data.
4. **TD-DRL.** The original target-driven method using DRL was proposed in [12]. Targets use and update the same Siamese parameters but different scene-specific parameters.
5. **A3C.** It is an asynchronous advantage actor-critic approach. It has been demonstrated that the more threads the system uses, the higher the data efficiency during training. Here, we use four threads to train, and the observation is the same as TD-DRL.

4.5 Results

In this subsection, we focus on three results: the sample efficiency during training, the navigation performance of our approach to the trained targets and the generalization to the new targets. Additionally, the baselines are evaluated for comparison.

4.5.1 Sample efficiency

One of the main purposes of our proposed approach is to improve the sample efficiency during training. To analyse the sample efficiency in the training process, for all learning models, the training performances are measured by the ATL over all targets, and the performances are reported after being trained within 10 million frames (across all threads).

Figure 4 shows the performance of sample efficiency during training among different approaches: DIRL, TD-DRL and A3C. Note that the shortest path, random action and IL are not considered here because these approaches can be directly evaluated in the testing process, so they are used in the following navigation comparison. All of the approaches are trained in 10 million frames, and the curves in the figure represent the ATL of all training targets versus the training frames. It can be seen that it only takes approximately 1.5 million frames (2.25 h) to achieve a stable navigation policy in our approach. Although the ATL also decreases after some training frames in the other two approaches, it costs nearly 9.0 million frames and 6.1 million frames to train in A3C and TD-DRL, respectively. The reason that TD-DRL performs better than A3C is the specific layers used in TD-DRL, which was demonstrated in [12]. Therefore, the results indicate that the performance of our approach is the best and demonstrate the efficient learning performance of our approach.

4.5.2 Navigation performance on trained targets

To analyse the navigation performance of our approach, we first analyse the performance on the trained targets. We compare our method with five baselines: shortest path, random action, IL, A3C and TD-DRL. Three evaluation metrics (ATL, SR and SPL) are used to reflect the navigation performance. For each target, we randomly select the initial location of the robot and evaluate 500 episodes. An episode ends when either the robot arrives at the target or after it takes more than 200 steps. We focus on the influence of the training frames, so two models are used where the parameters are trained in 5 and 10 million frames. The navigation results are given in Tables 1 and 2.

Table 1 shows the results on trained targets after 5 million training frames. Our approach performs best in terms of ATL, SR and SPL metrics. For ATL, the fewer steps taken, the better the performance is. The shortest path is approximately 12.66 steps, and our method is approximately 13.62 steps, which is the closest to the ideal result; however, it takes more navigation...
TABLE 1 Quantitative results on trained targets after 5 million training frames

| Algorithm metrics | ATL  | SR  | SPL |
|-------------------|------|-----|-----|
| Shortest path     | 12.66| 1.00| 1.00|
| Random action     | 200  | 0.00| 0.00|
| IL                | 146.19| 0.19| 0.01|
| A3C               | 179.55| 0.32| 0.10|
| TD-DRL            | 50.84 | 0.71| 0.33|
| DIRL (ours)       | 13.62| 1.00| 0.62|

Abbreviations: ATL, average trajectory length; DRL, deep imitation reinforcement learning approach; IL, imitation learning; SPL, success weighted by path length; SR, success rate; TD-DRL, target-driven deep reinforcement learning.

FIGURE 4 Comparison results of sample efficiency with the baselines: DIRL (blue), TD-DRL (red) and A3C (black). All of the approaches are trained in 10 million frames and the ATL of all targets is adopted to reflect the performance. In DIRL, it needs about 1.5 million frames to learn a stable navigation policy, however, it costs nearly 6.1 million frames and 9.0 million frames to train in TD-DRL and A3C, respectively, which indicates that our approach learns fastest to obtain a good navigation policy. ATL, average trajectory length; DIRL, deep imitation reinforcement learning approach; TD-DRL, target-driven deep reinforcement learning.

steps in TD-DRL, A3C and IL, which are approximately 3.7 times, 13 times and 10.7 times those of ours, respectively. The SR is 1 using our approach, meaning the system can arrive at the goal in 200 steps because after 5 million training frames, our model has learned a good navigation policy, which can also be seen in Figure 4, while for the other methods, the SR is very low for imperfect learned policy, so does the performance of SPL. These results indicate that our approach can learn good performance faster.

We further analyse the navigation performance on trained targets after 10 million training frames, where both TD-DRL and A3C have learned good navigation policies. Table 2 shows the comparison results. We find that although the performances of SR are 1 in T-DRL, A3C and our approach, our approach DIRL performs the best in SPL, which is approximately 6% improvement compared to TD-DRL and two times compared to that of A3C; the reason might be the different observations. The results further indicate the efficiency of our approach.

4.5.3 Generalization across new targets

To analyse the ability of generalization for navigation, we evaluate our model to new targets for the visual navigation task. Note that these new targets are not trained in advance, but they might share the same routes as the trained targets. During testing, we randomly select eight new targets from a series of locations that have a fixed distance (one, two, four or eight steps) from the nearest trained targets. For each new target, we randomly select the initial location of the robot and evaluate 500 episodes. An episode ends when either the robot arrives at the target or after it takes more than 500 steps. We compare our method with A3C and TD-DRL and use the SR metric to analyse the navigation performance, as shown in Figure 5. We find that all the approaches have the ability to generalize new targets, but our approach performs the best under different conditions. This indicates that our learned model has a stronger ability to understand the surrounding regions of the trained targets than other approaches.

We can also intuitively analyse what systems have learned by the navigation policies using different approaches from Figure 6, which shows the explicit control state at three different steps. Note that the initial location and the goal are set the same among all of the approaches during testing. We take visual navigation in the bathroom as an example. It takes just 55 steps to arrive at the goal location using our approach; however, it is 151 steps and 432 steps in TD-DRL and A3C, respectively. Moreover, we can further investigate the policy of the system among different approaches. In TD-DRL, the robot rotates frequently, shown in three consecutive steps (t = 18, 19, 20). For A3C, the robot moves in the wrong direction frequently, which is also shown in three consecutive steps (t = 46, 47, 48). It can be seen that the control policy is good using our approach, which further indicates the generalizability of the system learned by our proposed approach.
4.5.4 Ablation study

In this subsection, we perform ablations from different views on our approach to obtain further insight into the results.

To perform the action, we introduce an additional module using the template matching method to determine whether it is finished; however, in TD-DRL and A3C, the done action is automatically determined by the environment, there is no problem in the simulation environment, and we find that during the simulation environment, the matching coefficient is always equal to 1 once the robot arrives at the goal location because the actions are discrete and the scenes are stations in AI-THOR. However, in real-world navigation tasks, the matching coefficient is below 1 due to image noise or the dynamic environment; moreover, the navigation system should determine the done action. Therefore, our approach is more practical.

For the observation, Figure 7 shows the ablation results using two observations: sequential (red) and surrounding (black). Note that the former is the method proposed in TD-DRL, where four sequential images are considered as the input, and the latter is our proposed approach using four surrounding images. We still compare the sample efficiency, and both approaches are trained in 10 million frames, and the ATL of all targets is adopted to reflect the performance. The former needs nearly 6.1 million frames to learn a stable navigation policy, but it costs only approximately 2.3 million frames for our approach, which indicates that our proposed approach learns faster.

![Figure 7](image)

**Figure 7** Observation ablation. Sample efficiency using different observation: surrounding observation (black) and sequential observation (red). We compare the sample efficiency and both approaches are trained in 10 million frames, and the ATL of all targets is adopted to reflect the performance. To the former, it needs about 2.3 million frames to learn a stable navigation policy, however, it costs nearly 6.1 million frames for the latter, which indicates that the observation affects the navigation performance and our proposed approach learns faster. ATL, average trajectory length

![Figure 6](image)

**Figure 6** Visualization of the control processes. It takes just 55 steps to arrive at the goal location using our approach, however, it is 151 steps and 432 steps in TD-DRL and A3C, respectively. Moreover, the robot frequently rotates around in TD-DRL and moves to wrong direction in A3C. It can be seen that the control policy is almost good using our approach, which further indicates the ability of generalization of the system learned by our proposed approach TD-DRL, target-driven deep reinforcement learning
According to our intuition, the more expert samples we select from the state distribution, the better performance we might achieve during training. We report the performances among different numbers of expert data: none, 5%, 10% and 50% of the total states. It can be seen that the sample efficiency improves according to the increasing number of expert data for IL, which needs about 2.3 million frames, 1.5 million frames, 0.7 million frames and 0.2 million frames to learn a stable navigation policy, respectively. It further indicates that it is useful to combine DRL with IL to deal with visual navigation tasks. DRL, deep reinforcement learning; IL, imitation learning.

5 Conclusions and Future Work

Here, we proposed an approach for indoor visual navigation combining IL and DRL. The proposed navigation system improved not only the data efficiency during the training process but also the navigation performance. Unlike traditional visual navigation methods, which require calculating the robot's position accurately, our approach is an end-to-end method, so it might provide an alternative method for visual navigation. Moreover, simulation results demonstrate that the proposed DIRL approach is general and efficient compared with previous DRL methods, such as TD-DRL and A3C. Generally, the proposed approach can adapt to other DRL networks, such as DDPG and PPO. Our future work includes using the meta-learning method in our framework to improve the generalization to new scenes and evaluating our model in real-world navigation environments.
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