Numerical Simulation Study of Brittle Rock Materials from Micro to Macro Scales Using Digital Image Processing and Parallel Computing
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Abstract: The multi-scale, high-resolution and accurate structural modeling of rocks is a powerful means to reveal the complex failure mechanisms of rocks and evaluate rock engineering safety. Due to the non-uniformity and opacity of rocks, describing their internal microstructure, mesostructure and macro joints accurately, and how to model their progressive fracture process, is a significant challenge. This paper aims to build a numerical method that can take into account real spatial structures of rocks and be applied to the study of crack propagation and failure in different scales of rocks. By combining the failure process analysis (RFPA) simulator with digital image processing technology, large-scale finite element models of multi-scale rocks, considering microstructure, mesostructure, and macro joints, were created to study mechanical and fracture behaviors on a cloud computing platform. The Windows-Linux interactive method was used for digital image processing and parallel computing. The simulation results show that the combination of a parallel RFPA solver and digital image modeling technology can achieve high-resolution structural modeling and high-efficiency calculation. In microscopic simulations, the influence of shale fractures and mineral spatial distribution on the fracture formation process can be revealed. In the mesostructure simulation, it can be seen that the spatial distribution of minerals has an impact on the splitting mode of the Brazilian splitting model. In the simulation of a joined rock mass, the progressive failure process can be effectively simulated. According to the results, it seems that the finite element parallel computing simulation method based on digital images can simulate the multi-scale failure process of brittle materials from micro to macro scales. Primarily, efficient parallel computing based on a cloud platform allows for the multi-scale, high-resolution and realistic modeling and analysis of rock materials.
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simplify the numerical calculation, the inhomogeneity of the material is ignored, which will cause a deviation between the simulated crack morphology and the actual crack morphology [15]. Therefore, to consider the influence of heterogeneity in the model, many scholars have adopted different statistical methods to incorporate heterogeneity into the numerical model, and to assign different mechanical properties to the units in the numerical model [16–19]. For example, heterogeneity was introduced into materials through the Weibull statistical model [14].

The above methods are used to characterize the heterogeneity of rock materials; they are random-level models that cannot entirely reflect the actual geometric changes taking place in the microstructures of the materials [20]. Additionally, few documents describe how the virtual structure generated by this method reflects the natural structure of the rocks [21]. The internal microstructure and composition determine the macroscopic mechanical properties of rocks, and the contours of different components determine their macroscopic fracture mechanisms [22]. Therefore, the actual internal structure of rocks should be considered as much as possible in mechanical analysis and fracture research [23].

Reconstructing digital models based on digital images has been applied in fields such as petroleum engineering [15,24]. Previous studies have shown that digital image data, such as mineral and fracture data, can be used to characterize the heterogeneity of materials quantitatively [25]. Digital image processing (DIP) technology can accurately introduce the heterogeneity of materials into numerical models, and depict the physical qualities and microstructures of actual materials more accurately [26–28]. These investigations have shown that models that take into account real microscopic heterogeneity may better predict materials’ mechanical behavior and fracture reactions. However, these studies are limited to the establishment and research of two-dimensional (2D) numerical models.

The accuracy and efficiency of numerical simulation research depend on the computing performance of numerical codes. This method has reduced advantages in three-dimensional (3D) numerical research due to the limitations of computational performance. The coarse mesh of the 3D dimensional model fails to characterize the actual structure of rocks, so this method is not widely used in mechanical and fracture behaviors research. For instance, Yu et al. [28] reconstructed a 3D finite element (FE) numerical model of a jointed rock mass based on X-ray microcomputed tomography (micro-CT), and studied its mechanical behavior. The pixel size of the micro-CT image is 30 µm, and the element size of the reconstructed finite element numerical model is 2/3 mm × 2/3 mm × 2/3 mm. The element size of the reconstructed finite element model is about 22 times larger than the pixel size of the original image, which affects the accuracy of the reconstructed finite element model. Ref. [2] used the same method to reconstruct the numerical model of volcanic rock, and studied the failure behavior of volcanic rock through uniaxial compression and Brazilian splitting numerical experiments. The numerical model replicated the pore microstructure of natural volcanic rock. Some mechanical parameters, such as the strength and elastic modulus of the constituent minerals, are not reflected in the numerical simulation because of the limitations of calculation scale and model accuracy. Therefore, it is necessary to develop a more effective method to eliminate these problems, and to improve the 3D numerical model’s calculation scale and efficiency.

In this paper, multi-scale three-dimensional (3D) finite element numerical models characterizing the actual structures of rocks were reconstructed based on digital image processing techniques and high-performance computing methods to study their mechanical behavior and failure processes. First, different scanning techniques were used to obtain digital images characterizing the actual structures of rocks at different scales. Microscale digital images were obtained from FIB-SEM (Focused Ion Beam Scanning Electron Microscopes), mesoscale digital images were obtained via the micro-CT scanning technique, and macroscale digital images were obtained from a video camera. A numerical code Parallel Rock Failure Process Analysis (RFPA3D) simulator was used to reconstruct multiple-resolution 3D numerical models considering natural structure, such as microscopic shale models, mesoscale models, and CJRM (Columnar jointed rock mass) models, using the digital im-
ages. Finally, the numerical models were simulated and analyzed for their failure processes under external loadings.

2. Methodology
2.1. Brief Description of RFPA3D

Through continuum mechanics, RFPA3D is programmed to simulate discontinuous mechanical problems by reducing parameters after element failure. This code reproduces nonlinear deformation characteristics by introducing the heterogeneity of material properties into the model and assuming that the mechanical parameters conform to the distribution statistics (Weibull distribution function, distribution function, or normal distribution function). This paper assumes that the strength and elastic modulus follow the Weibull distribution function [14,19,29,30], as:

\[ P(u) = \frac{m}{u_0} \left( \frac{u}{u_0} \right)^{m-1} \exp\left( \frac{u}{u_0} \right)^m, \]  

(1)

where \( u_0 \) is the mean value of the elements (such as strength or elastic modulus) put into the numerical simulation program, and \( u \) is the mechanical parameter of the element. In addition, the parameter \( m \) describes the shape of the distribution function and reflects the degree of homogeneity of the material; it is called the homogeneity index.

It is initially linearly elastic until the specified damage threshold is reached. This study has calculated the damage thresholds using the maximum tensile strain criterion and the Mohr–Coulomb criterion. As expressed in Equation (2), the maximum tensile strain criterion primarily determines whether a crack has been initiated. The second damage threshold, defined in Equation (3), is the Mohr–Coulomb criterion, which determines whether an element is damaged in the shear mode in the absence of tensile damage.

The maximum tensile strain criterion is:

\[ \varepsilon_3 \leq \frac{\sigma_0}{E}, \]  

(2)

The Mohr–Coulomb criterion is:

\[ F = \sigma_1 - \sigma_3 \frac{1 + \sin \phi}{1 - \sin \phi} \geq \sigma_{c0}, \]  

(3)

Until the element stress satisfies the above criteria, the elastic modulus remains constant and the same as before loading. According to the strain equivalence assumption, the elastic modulus of an element degrades gradually with damage progress, as follows:

\[ E = (1 - D)E_0, \]  

(4)

It is characterized by an elastic–brittle damage constitutive relation, with a given residual strength (illustrated in Figure 1). As shown in the negative half of the axis of Figure 1, there are three kinds of elements determined by the damage variable, namely, elastic elements \((D = 0)\), damaged elements \((0 < D < 1)\), and complete failure elements \((D = 1)\). Under multiaxial stress states, we can express the parameter \( D \) of an element as [31–33]:

\[ D = \begin{cases} 1 - \frac{\sigma_1}{E_{tu}}, & \varepsilon > \varepsilon_{tu} \\ 1, & \varepsilon \leq \varepsilon_{tu} \end{cases}, \]  

(5)

\[ \varepsilon_{tu} = \eta \varepsilon_{i0}, \]  

(6)

where \( \varepsilon \) is the equivalent principal strain. It is defined as follows:

\[ \varepsilon = -\sqrt{(-\varepsilon_1)^2 + (-\varepsilon_2)^2 + (-\varepsilon_3)^2}, \]  

(7)
where \( \varepsilon_1, \varepsilon_2, \) and \( \varepsilon_3 \) are the three principal strains and \( \langle \rangle \) is a function defined as follows:

\[
\langle x \rangle = \begin{cases} 
  x & x \geq 0 \\
  0 & x < 0,
\end{cases}
\]

(8)

Figure 1. Elastic–brittle damage constitutive law of elements.

As shown in the positive half of the axis in Figure 1, for a shear mode element under multiaxial stress states, the damage variable \( D \) can be described as follows [31–33]:

\[
D = \begin{cases} 
  0 & \varepsilon_1 < \varepsilon_{c0} \\
  1 - \frac{\varepsilon_1}{\varepsilon_{c0}} & \varepsilon_{c0} \leq \varepsilon_1,
\end{cases}
\]

(9)

According to the constitutive law of elastic damage, the element gradually deteriorates. It is important to emphasize that the finite element analysis will fail if the modulus equals zero. Therefore, the limit of the elastic modulus is specified as a relatively small number, i.e., \( 10^{-5} \).

2.2. Parallelization Strategy

The RFPA3D system consists of pre-processing, elastic stress analysis, failure analysis, and post-processing. The RFPA3D procedures are completed with coordinated processing on an interactive Windows-Linux platform. The linear elastic stress analysis module is implemented on the Linux operating system cluster, and the other modules are completed on the Windows platform. After the data of the Windows platform are prepared, they are completely transferred to the Linux cluster, and the finite element parallel computing program on the Linux cluster is automatically started to complete the parallel computing. After the parallel calculation, it sends the results back to windows to view the results in real-time. A Hybrid OpenMP/MPI (message passing interface) parallel programming model is used to solve the finite element problem [34]. First, the whole domain is separated into local data sets scattered across the domain. A processing node is given to each partition, and MPI is used to communicate between processors and interconnect computing nodes between distributed memories. It is the most time-consuming process in the entire analysis process. It is also the core of the numerical realization, because each loading step requires a stiffness calculation and the resolving of the system equation. Parallelism and coarse-grained domain decomposition can improve the computational scale and speed of the master–slave solution.

This parallel computing structure uses a master–slave programming model, dividing the computational process into several slave processes (see Figure 2). It is a control program that does not participate in calculations, but is responsible for obtaining global machine
numbers, initializing data, and processing data before receiving it. The data include unit information, node information, and material properties. According to the domain decomposition algorithm (See Figure 3, where the grid nodes in the I partition are divided into two types: internal nodes and boundary nodes. When solving the physical quantity of the partition boundary node, it is also necessary to exchange information with the adjacent area of the I partition to obtain the information of the node connected to the boundary of the I partition, that is, the information of the external node. The internal nodes and boundary nodes are the nodes to be solved in the I partition. When solving the boundary nodes, the external nodes are auxiliary nodes that provide boundary information), the program automatically decomposes the entire solution region into relatively independent sub-regions, and distributes the sub-region data into the corresponding processors. When the calculation of each slave process is completed, the master process retrieves the results of each sub-region from each slave process. It outputs the results of the entire solution region. Each slave process is a calculation program responsible for completing subtask calculations. Each slave process receives the master process data and individually completes the unit stiffness matrix, the total stiffness matrix synthesis, and the load vector assembly of each sub-region. The sub-region system equations are solved iteratively using the Krylov subspace preconditioner biconjugate gradient stabilized method. It is necessary to exchange data with adjacent sub-regions to update the data during solving. The sub-area solution is completed via the slave process, and the physical quantities of the stress and strain waiting to be solved are output into the master process.

Figure 2. Flowchart of the parallel FEM solver.

Figure 3. Example of the partitioning of a finite element grid.
The calculations in this study are completed on the Int Cloud computing platform, which integrates the resources of nearly 20 mainstream cloud service providers and super-computing centers in China as the infrastructure, which can provide parallel computing for 10,000-core clusters. At present, a single cloud workstation node can provide more than 100 core Xeon platinum processors (Intel Xeon platinum 8260 series, main frequency 3.1 Ghz, L3 cache 36 MB), 8 Tesla V100 computing cards, 40,960 core CUDA (Compute Unified Device Architecture) computing cores, 736 GB memory, 256 GB video memory, 10 Gbps internal network bandwidth and 100 Mbps public network bandwidth for each user. The current comprehensive theoretical calculation peak of the platform exceeds 500 TFlops, and the storage capacity exceeds 100 PB. The underlying server virtualization system is the KVM (Keyboard Video Mouse) architecture. The platform uses the CentOS (Community Enterprise Operating System) system. The user cloud operating system is Windows Server 2016 Datacenter version.

2.3. Three-Dimensional Numerical Model Reconstruction by Digital Image Processing

Using the DIP technology, the actual microstructure of heterogeneous rocks could be precisely extracted from images and incorporated into numerical models. Pixels make up a digital image on a computer. Each pixel consists of the intersection area on either side of horizontal and vertical scan lines of equal width, resulting in a square element with a width of w. Each pixel is represented by three primary colors, namely, red (R), green (G), and blue (B). The reconstruction of 3D numerical samples was divided into four steps based on the digital image. As a first step, we collected high-resolution pictures of the research object, which provided information about its microstructure—numerical models of different scales with different image sources. The shale images at the microscale in Section 3.1 were obtained using Focused Ion Beam Scanning Electron Microscopes technology (Figure 4a). Mesoscale shale images were obtained using the micro-CT scanning technique in Section 3.2. The columnar jointed rock mass image of Section 3.3 was obtained using a video camera [35]. Second, the image vectorization processing used DIP technology to convert the image into vectorized data that could be recognized by numeric codes. In order to construct a 3D model, the extracted digital microstructures were stacked layer by layer in a particular sequence and at specific intervals based on variation within a certain thickness t (Figure 4c,d). The 3D FE meshes were simultaneously established (Figure 4c). A pixel’s size determines the dimensions of the elements, which were all hexahedral quads. The thickness of each element was equal to the distance between layers. That is, the length and width of each element mesh are w, and the height is h. Third, we determined the segmentation threshold to distinguish and segment the constructed 3D microstructure of the finite element model, with microcracks, cracks, voids, and mineral particles. Finally, the DIP method was applied to assign the corresponding mechanical properties to the elements of the components (Figure 4d). In the following section, we describe the third step in detail.

In order to accurately characterize the microscopic and macroscopic structures of the models, the image processing methods and segmentation thresholding methods were slightly different for each model. The following briefly introduces the method of determining the segmentation threshold, taking the microscale shale in Section 3.1 as an example. The gray histogram threshold method was adopted to segment microstructural segmentation [2] from the solid matrix to determine the segmentation threshold. Figure 4b shows a microscopic image of the shale and the corresponding grayscale histograms of the I values. I represents the average of R, G, and B, while the X-axis represents the level of grey and the Y-axis represents the pixel count. The gray level is similar in the same material, but there are significant differences among different materials. The peaks reflect this difference in the histogram. Therefore, the different rock components can be classified by identifying the grayscale at the start and end of each peak. That is, the gray value at the location of each trough is the segmentation threshold. After this, we artificially adjusted the repeated segmentation threshold until the derived model could accurately reflect the reality of the microstructural and mineral distribution inside the shale. The final segmentation thresh-
olds of this model are 25, 75, and 225. Here, the I value in the range of 0–25 corresponds to fractures, the I value in the range of 25–75 corresponds to organic matters, the I value in the range of 75–225 corresponds to the carbonate mineral matrix dominated by calcite, and the I value in the range of 225–255 corresponds to pyrite.

Figure 4. Reconstruction of 3D numerical models by digital image processing. (a) Getting the picture of the study model. (b) Determination of segmentation threshold. (c) A layer generated with a vertical extension of a slice image (Vectorization). (d) The 3D image stacking and numerical reconstruction model of shale specimens.

3. Multi-Scale Numerical Modeling of Rock Failure Process under Compression

3.1. Microscale Simulation

Shale is a natural composite material composed of various inorganic minerals and organic matter [36,37], and its macro-mechanical behavior depends on its microstructure and mineral composition [2,38]. During the fracturing process, the microstructure of shale will affect fracture propagation and fracture morphology, resulting in more tortuous and complex fractures [12,39]. Therefore, it is vital to study the mechanical properties and crack propagations of shale at the microscale. However, it is difficult to directly or indirectly observe and record the interaction between fractures and different mineral components of shale, and describe the crack propagation path, at the microscopic scale. Understanding of the shale failure mechanism on the microscale is not complete as yet [40]. Numerical experimental methods provide an effective way to solve the above problems. While the heterogeneity index can introduce the heterogeneity of the rock matrix, along with the statistical distribution, it cannot accurately represent the heterogeneity of the actual
material [20]. The actual spatial distribution of the microscopic heterogeneity and some mechanical parameters of the mineral composition of the shale should be considered during numerical modeling [2].

3.1.1. Microscale Numerical Model

FIB-SEM has been widely used to characterize shale’s nanoscale structural features [41,42]. Based on the images obtained by FIB-SEM, this section reconstructed an actual 3D multi-mineral component shale numerical model to study the influence of mineral distribution on the shale fracture process at the microscopic scale. In this way, the interaction between cracks and different mineral components can be observed, and the propagation process of cracks at the microscopic scale can be presented. The shale samples in this section were collected from the Yanchang Formation in the Ordos Basin, Gansu, China. The experimental equipment used in this section was the FIB-SEM HELIOS NANOLAB650 from the Research Institute of Petroleum Exploration and Development of China, and the acquisition pixel was about 10 nm.

Figure 4a shows shale sample 3D FIB-SEM images, and the single image resolution is 1500 pixels by 1500 pixels, with a pixel size of 10 nm × 10 nm. The interval of longitudinal cutting was 10 nm for each layer, and 750 layers were cut. Therefore, the size of the 3D FIB-SEM image of the shale sample obtained was about 15 × 15 × 7.5 µm (Figure 4a(I)). In our research, the FIB-SEM image analysis results show that the white particles are pyrite, the light gray minerals are silicate minerals, the dark gray minerals are carbonate minerals, the gray-black minerals are organic matter, and the black is fractures (Figure 4a,b).

The objective of this section (Figure 4a(II)) was to select the region of interest from Figure 4a(I)), the size of which was about 15 × 7.5 × 7.5 µm. In an attempt to increase the calculation speed without affecting the calculation accuracy of the model, when constructing the numerical model, the pixels of the image were reduced five-fold, and one image was taken at intervals (the size of the element is 50 × 50 × 50 nm). The method introduced in Section 2.3 reconstructs the three-dimensional numerical model of shale at the microscopic scale, as shown in Figure 5c,d ((c) front view, (d) back view), represented by the elastic modulus diagram. Comparing Figure 5a,b and Figure 5c,d, it can be found that the reconstructed numerical model (Figure 5c,d) reproduces the real microstructure of the shale well, and the introduction of inhomogeneous coefficients characterizes the inhomogeneity of single minerals more realistically, which makes the reconstructed numerical model more natural and realistic. The total number of finite element elements in the specimen section is 6.75 million. The blue mineral is pyrite, the yellow mineral is the carbonate matrix dominated by calcite, and the red mineral is organic matter.

In contrast, the transparent mineral is fractured, with contents of 1.09, 8.54, 18.18, and 0.19%. The shale numerical specimen was then built using the mechanical input parameters in Table 1 [43–45]. The uniaxial compressive simulation was carried out with an external displacement at a constant rate of 2.25 × 10^{-4} µm/step in the vertical direction.

Table 1. Material properties of the shale FE model.

| Materials                | $E_L$ (MPa) [43–45] | $P_L$ (MPa) | $m$ | $\nu$ | $\phi$ (°) | $C/T$ |
|-------------------------|---------------------|-------------|-----|------|-------------|-------|
| Organic matter          | 20,000              | 60          | 2.5 | 0.34 | 35          | 10    |
| Clay                    | 59,000              | 155         | 2.8 | 0.32 | 35          | 10    |
| Carbonates (calcite)    | 70,000              | 190         | 3   | 0.31 | 35          | 15    |
| pyrite                  | 90,000              | 310         | 5   | 0.19 | 35          | 15    |

3.1.2. Microscale Numerical Modeling Results

The spatial distribution of shale minerals at the microscopic scale affects the crack initiation position, propagation path, and final failure pattern. Despite the small amount of pyrite, cracks tend to begin in the organic matter around pyrite. Pyrite has a decisive effect on where cracks emerge. The crack propagates easily along the organic lamina, and the distribution of the organic lamina also determines the failure pattern. The simulation
system can reproduce the typical characteristics of the failure process of microscale multi-mineral rock, and the failure characteristics obtained by the numerical simulation are in reasonable agreement with the physical test results [46].

Figure 5. Shale microscopic model. (a,b) Original FIB-SEM 3D model: (a) is a front view, and (b) is a back view. (c,d) Finite element numerical model, expressed by elastic modulus: (c) is a front view, and (d) is a back view. ( ■ organic matter, □ carbonate minerals, ● pyrites).

Figure 6a–f shows the dynamic failure process of microscale organic laminar shale. Referring to the mineral distribution of the sample in Figure 5, it can be seen that at the initial stage of loading (point A), obvious stress concentration occurs at the organic matter lamina and the organic matter around pyrite (Figure 6a). In stages A–B, with the increase in load, the crack first initiates in the organic matter around pyrite (Figure 6b). Before peak point C (including the peak point), there is an obvious displacement discontinuity at the organic lamina (Figure 6c), and a small number of acoustic emission events occur, but there is no obvious macro crack. In stages C–E, with the continuous increase in load, a large number of acoustic emission events are generated, the stress–strain curve decreases in a stepwise pattern, and a small platform appears at point D. The results may be due to the fact that the fracture extension meets the primary fracture, resulting in a sudden increase in strain. In addition, the fracture gradually expands along the organic matter lamina (Figure 6d,e), and the displacement discontinuity gradually increases. Finally, a macro
shear plane along the organic matter lamina is formed, and multiple macro cracks are formed along the organic matter lamina. It can be seen that the organic matter lamina plays a decisive role in the final shape of the crack. The macroscopic fracture surface is formed after the peak point, which is also consistent with our general understanding. In E–F, a small number of acoustic emission events occur, the stress–strain curve slowly decreases, and the displacement discontinuity is more pronounced at the main crack (Figure 6f). The strength and modulus of elasticity of the shale were 78.40 MPa and 60,700 MPa, respectively (Figure 6g). Figure 6h depicts the spatial distribution of acoustic emission events in the final damage. A sphere with a specific diameter and color represents an acoustic emission event. The diameter represents the relative magnitude of the released acoustic emission energy. The color represents the type of element failure. Red and blue indicate tensile damage and shear damage, respectively. It can be seen that most of the AE events are caused by tensile damage (red spheres), while only a small number of AE events are caused by shear damage (blue spheres). Tensile failure is the main cause of rock failure, which is consistent with our general understanding [47]. In addition, through the acoustic emission diagram, we can see that the complex spatial morphology of the main crack and the spatial distribution of the organic matter lamina play decisive roles in the spatial morphology of the crack.

Figure 7 shows the internal failure process of six slices under different strain levels, in which dark blue represents the damage element, and black represents the failure element. The positions of the six slices (i.e., Slice#1, Slice#2, Slice#3, Slice#4, Slice#5, and Slice#6) are located at distances of +Z 7.5, 6.0, 4.5, 3.0, 1.5 and 0 µm. Figure 7a–f correspond to points A–F on the stress–strain curve in Figure 6g, respectively. As can be seen, at point A (Figure 7a), all slices have only damage elements in the organic laminar, and no failure elements appear. Note that the black elements shown on the slice at this point are all primary pores and fissures, rather than new ones under the action of external forces. In stages A–D, with the increase in load, the number of damaged elements increases continuously, and they are distributed in three-phase minerals (Figure 7a–d). More failure elements appear in the vicinity of the pre-existing fracture, and new failure elements gradually conjoin the main fracture and the pre-existing fracture (slice#1). In addition, some of the fractures expand along with the pre-existing fractures and gradually form macroscopic cracks (slice#5). Hard mineral grains (pyrite), on the other hand, are susceptible to global failure, influenced by their own mechanical properties and those of the surrounding minerals (slice#4). In stages D–E, as the load continues to increase, the cracks continue to expand, mainly along the narrower organic laminae, forming shear cracks (Figure 7d,e). Nevertheless, the fracture distribution of each slice differs, primarily due to the heterogeneity of mineral distributions, and especially due to the influence of organic matter lamina distributions. In stages E–F, almost no new cracks are generated, and the work done by the external force is mainly used for crack width expansion (Figure 7e,f). In summary, it can be seen that the differences in mineral distribution lead to significant differences in cracks in different slices at the same strain. The spatial distribution of minerals, especially the spatial distribution of organic laminae, greatly influences the fracture process of cracks. This is consistent with the results of the study [22], which indicate that the heterogeneous mineral distribution controls the fracture occurrence and damage pattern of the samples.

3.2. Mesoscale Simulation

Different scales of study objects can lead to significant differences in the spatial structures of identifiable rock materials [48]. Micro-CT can be widely used to characterize the spatial distribution of microstructures such as pores and fractures in shale reservoirs [49]. Therefore, the three-dimensional X-ray scanning of shale specimens can be used to obtain high-resolution three-dimensional images without loss, and effectively characterize the natural three-dimensional spatial structure of shale. In this section, a micro-CT 3D finite element numerical model characterizing the actual structure of shale was developed by combining the micro-CT scanning technique and the RFPA parallel computing method.
The dynamic splitting process and mechanical properties of mesoscale shale were studied via a Brazilian splitting experiment.

Figure 6. Numerical simulation of the shale sample at the microscale. (a) Minimum principal stress. (b–f) Vertical displacement contours at different loading stages, (a–f) correspond to points A–F in (g), respectively. (I) front view, and (II) back view. (g) The spatial distribution of acoustic emission (AE) events. (h) The stress–strain curve associated with AE counts for shale. The unit of stress in (a) is the MPa, and the unit of displacement in (b–f) is the millimeter.
The samples for the experiments in this section were selected from a shale oil and gas reservoir in a block of Qijiagulong Sag, Songliao Basin, with a burial depth of 2350 m. The sample was machined into a cylinder with a diameter of 4 mm and a height of 10 mm along the laminar direction. The CT scan experiment was completed at the Research Institute of Petroleum Exploration and Development, CNPC, Beijing. The experimental equipment was an Xradia 510 Versa high-resolution 3D X-ray microscope from Carl Zeiss Company, Oberkohen, Germany. The voltage was 80 kV, the single exposure time was 1 s, and the scanning resolution was 4 µm.
Figure 7. Cont.
Figure 7. Internal fracture evolution in micro shale sample sliced along different Z planes. (a–f) The slices at different loading stages, corresponding to points A–F in Figure 6g, respectively. ( organic matter, carbonate minerals, pyrites, damage elements, fractures).

3.2. Mesoscale Simulation

Figure 8 shows the CT images of the shale samples. The resolution of a single CT image is 1000 pixels × 1000 pixels, and the pixel size is about 4 µm × 4 µm (Figure 8b). The scan spacing is about 8 µm, and a total of 1250 layers were scanned. Therefore, the diameter of the original 3D micro-CT cylinder of the shale sample obtained was 4 mm and the height was 10 mm (Figure 8a). In our study, the results of the micro-CT image analysis show that the white mineral grains are calcite-dominated carbonates, the gray minerals are clay minerals, and the dark gray minerals are organic matter. The objective of this section is to select the region of interest from Figure 8a, with a diameter of 4 mm and a thickness of 2 mm. As a result of the need to increase computational speed without compromising the computational accuracy of the model, the pixels were reduced 4-fold when constructing the numerical model, and images were taken once at each interval (16 × 16 × 16 µm), for a total of 125 images. Due to the principle of CT imaging, circular artifacts (images that are bright in the middle and dark around) are inevitable in CT images. Therefore, in order to ensure the authenticity of the model and improve threshold segmentation accuracy, this subsection refers to the improved threshold segmentation method proposed by [50] regarding CT images, and the processing results are shown in Figure 8c. Next, the three-dimensional numerical model of Brazilian shale was reconstructed on the mesoscale.
based on the method introduced in Section 2.3, as shown in Figure 9 ((a) front view, (b) back view), which is represented by the elastic modulus diagram. By comparing Figure 9 with Figure 8a, we can see that the reconstructed numerical model reproduces the mesostructure of the shale, and that the addition of the inhomogeneity coefficient makes the reconstructed numerical model more natural. There are approximately 7.81 million finite elements in the Brazilian disc model. It consists of organic matter, calcite-based carbonate particles, and clay matrix, at 2.98%, 92.88%, and 4.14%, respectively. The Brazilian disc model exhibits a highly inhomogeneous structure, with X-type organic matter and large calcite-dominated carbonate particles distributed on the front side. However, only a few small grains of calcite-dominated carbonates are distributed on the backside of the model. Afterward, the mechanical input parameters from Table 1 are used to establish the meso shale Brazilian disk numerical sample. In the vertical direction, load is applied at a constant rate of $4.8 \times 10^{-5}$ mm/step.

![Mesoscale shale CT image](image)

**Figure 8.** Mesoscale shale CT image. (a) Three-dimensional CT model. (b) Single CT image. (c) CT image after threshold segmentation (organic matter, clay minerals, carbonate minerals).

![Three-dimensional numerical model](image)

**Figure 9.** A three-dimensional numerical model of the Brazilian disc at the mesoscale, expressed by elastic modulus. (a) is the front view, and (b) is the back view (organic matter, clay minerals, carbonate minerals).

### 3.2.2. Mesoscale Numerical Modeling Results

The spatial distribution of shale minerals affects the stress state, the location of crack initiation, the expansion path, and the final failure mode of the meso Brazilian disk model. Although the organic matter is only distributed on the front side of the model and the content is only 2.98%, it plays a decisive role in the initiation and expansion of cracks, and the final failure morphology and mechanical behavior.

The dynamic failure process is depicted in Figure 10a–f for the Brazilian disk model of calciteitic shale on the mesoscale. Figure 10a(I) shows that obvious stress concentration
occurs in the organic matter at the initial stage of loading; displacement discontinuities are generated as the load increases. Organic matter distribution largely determines the frontal displacement discontinuity of the Brazilian disk, whereas cracks emerge at the frontal displacement discontinuity (Figure 10b). In addition, the back displacement discontinuity is consistent with the splitting experiments of typical Brazilian discs. At point C, the Brazilian disk displacement discontinuity becomes more and more significant. There is a large difference between the displacement discontinuity on the front and the back sides of the Brazilian disk model at point C (Figure 10b). As the load increases in the C–F stages, the cracks continue to grow along with the organic matter of the Brazilian disk, until they eventually form macroscopic cracks. On the back side of the Brazilian disc, no macroscopic cracks are formed. Only a few small cracks form at the intersection of the specimen and the loading plate (Figure 10d–f). Due to the effect of organic matter, the acoustic emission events increase slowly during the numerical experiments, but almost no new acoustic emission events occur after the F point. Likewise, the load–displacement curves show no obvious decrease in brittleness.

Figure 11 shows the internal failure processes of meso Brazilian disk models at different loading stages. Dark blue represents damage elements and black represents failure elements. The six slices (Slice#1, Slice#2, Slice#3, Slice#4, Slice#5, and Slice#6) are located at distances of +Z 2.0, 1.6, 1.2, 0.8, 0.4 and 0 mm. Figure 11a–f correspond to points A–F on the load–displacement curve in Figure 10g, respectively. By observing slice#1 and slice#2, it can be seen that the damage occurs near the center of the Brazilian disc. However, the initial fractures begin on the central axis near the upper and lower loading plates of the Brazilian disk, and continue to expand in the direction of organic matter until they merge into one main fracture. In the lower parts of the Brazilian disc, the fracture no longer propagates along with the organic matter because it is farther away from the central axis, and therefore it turns towards the central axis. The initial stages of loading are not damaged, as can be seen in slices #3–6. In response to the increased external load, some elements are damaged or fail at the central axis, but no macroscopic cracks appear. It is not until after the peak point that cracks are formed near the upper and lower loading plates, respectively. Although the cracks rarely extend, they only remain near the loading plate until the specimen is in a mode of completely unstable failure.

In summary, differences in mineral distribution at the mesoscale lead to significant differences in cracking in different slices of the Brazilian disc model under the same strain. The inhomogeneous distribution of minerals leads to large differences in the crack distribution in different slices of the disc model. The spatial distribution of minerals greatly affects the fracture process of cracks, especially for minerals with low mechanical properties or minerals with high mechanical properties, which may not be highly present in the model, but play a decisive role in the mechanical behavior, fracture process, and fracture pattern of the model, which is consistent with the findings of [51].

3.3. Macroscale Simulation

It is usually the cooling process of the lava flow that forms the columnar jointed structures in igneous basalt [52]. The lava flow usually cuts the basalt into regular (quadrilateral or pentagonal) or irregular prismatic prisms. Several hydropower stations around the world have the same geologic structure of columnar joints. Previously, the formation mechanism and controlling factors of CJRM have been investigated [53–55]. In recent years, the construction and application of many large-scale CJRM projects have led to an increase in the interest of engineering geologists in the mechanical properties of CJRMs. The main techniques used to study the structural characteristics of CJRM are in situ tests, laboratory tests, indoor tests, and numerical simulations [52,56,57]. Those resulting from laboratory tests of small-scale rock mass differ significantly from those obtained under field conditions, so there is no advantage to considering rough columnar joint networks on-site. While large-scale rock masses cannot be conveniently sampled on-site, experimental results are often scattered. The numerical simulation method has advantages when it comes
to studying the mechanical properties of a rock mass. The model is often simplified in practice, and it is hard to determine whether the joints are distributed accurately. The CJRM reconstructed according to field conditions is essential to studies of the mechanical behavior of this geological structure.

Figure 10. Numerical simulation of the shale sample at the mesoscale. (a) Maximum principal stress. (b–f) Vertical displacement contours at different loading stages, (a–f) correspond to points A–F in (g), respectively. (I) front view, and (II) back view. (g) The stress–strain curve associated with AE counts for shale. The unit of stress in (a) is the MPa, and the unit of displacement in (b–f) is the millimeter.
no longer propagates along with the organic matter because it is farther away from the central axis, and therefore it turns towards the central axis. The initial stages of loading are not damaged, as can be seen in slices #3–6. In response to the increased external load, some elements are damaged or fail at the central axis, but no macroscopic cracks appear. It is not until after the peak point that cracks are formed near the upper and lower loading plates, respectively. Although the cracks rarely extend, they only remain near the loading plate until the specimen is a mode of completely unstable failure.
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3.3.1. Macroscale Numerical Model of Columnar Jointed Rock Mass

In this section, combined with geological features of the Baihetan hydropower station and based on the CJRM Window images obtained through the sampling window method, a CJRM reflecting the real structure is constructed. Figure 12a,b is the transverse section information image of the CJRM obtained from the selected window on the right slope of the steep-descent basin of the Baihetan hydropower station [35]. Different colors represent different shapes of column-shaped joints, which cut the basalt into columns. In the columnar block cross-sections, the triangular, quadrangular, pentagonal, and hexagonal polygon frequencies are 39.9%, 45.3%, 9.9%, and 4.9%, respectively. Based on the image in Figure 12b, the finite numerical model of CJRM is constructed according to the method and principle introduced in Section 4, as shown in Figure 12c, which is represented by the elastic modulus diagram. Figure 12d depicts the spatial distribution of joints in the model, and the critical information of the numerical model is consistent with that of the digital image. The size of the model is 2.75 m × 2.75 m × 2.75 m; the number of image pixels in each layer is 275 × 275 (the number of single-layer finite element grids is 75,625). A total of 275 layers of images are copied, so the size of the unit is 1 cm × 1 cm × 1 cm, and the total number of model units is about 20 million. The mechanical parameters are derived from [58], as shown in Table 2. The loading method is displacement loading, and the loading rate is 0.1 mm/step.

Figure 11. Internal fracture evolution in a shale meso sample sliced along different Z planes. (a–f) The slices are at different loading stages, corresponding to points A–F in Figure 10g, respectively. ( organic matter, clay minerals, carbonate minerals, damage elements, fractures).
Table 2. Material properties of the CJRM FE model [58].

| Materials | $E_L$ (MPa) | $P_L$ (MPa) | $m$ | $\nu$ | $\phi$ (°) | $C/T$ |
|-----------|-------------|-------------|-----|-------|-----------|-------|
| Rock matrix | 65,100 | 280 | 2 | 0.21 | 38 | 10 |
| Joint | 1160 | 10 | 3 | 0.31 | 30 | 12 |

3.3.2. Macroscale Numerical Simulation Results

The three-dimensional CJRM reconstructed by digital image processing can actually reflect the spatial distribution of the joints on the engineering site (Figure 12). The spatial distribution of the joints greatly influences the fracture process and the final failure pattern of CJRM. Due to the low strength of the joints, they generate a tensile stress area around the joints in the initial stage of loading (Figure 13), causing the joints to fracture under a relatively small external load. The failure characteristics of the three-dimensional numerical simulation and the in-situ tests are very similar. Most of the failure occurs along the joint planes due to their lower tensile strength. Most longitudinal joints suffer from tensile failure, and the low-angle horizontal joints suffer from compression shear failure (Figure 14). The method proposed provides a useful reference for research into irregular CJRM.
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Figure 12. Configurations of columnar jointed basalt. (a,b) Structural descriptions of columnar jointed basalt in transverse sections [35]. (c) A numerical model for the columnar jointed basalt. (d) The spatial shape of the joints is characterized.
Figure 13. The maximum principal stress distribution; the unit is MPa.

Figure 14. Numerical uniaxial compression test of columnar jointed basalt at the macroscale. (a–i) Vertical displacement contours at different loading stages, (a–i) correspond to points A–F in Figure 15. The unit of displacement in (a–i) is the millimeter.
The stress–strain curve of CJRM decreases gradually, without prominent brittle failure characteristics. It can be seen from the changing trend of AE events that AE events occur at low stress levels, and AE events maintain a relatively stable level before peak point E. Due to the low strength of the joints, the joints fracture at low stress levels, and AE events occur. AE events in the A–D interval are mainly caused by longitudinal joint failure, while AE events in the D–E interval are mainly caused by low-angle horizontal joint failure. After the peak point E, the acoustic emission events are mainly concentrated in the E–F interval, and the fracture of the basalt column leads to a large number of AE events. At this stage, the AE events account for about 50% of the total AE events in the fracture process.

The stress–strain curves of CJRM are different from those of intact rock samples, and the brittle characteristics of intact rocks are significantly higher than those of CJRM. The stress–strain curve and the AE count for CJRM are shown in Figure 15. There is a stepwise increase when the curve rises to the DE stage before the peak strength. The strain increases from 0.36% to 0.46% at this stage, an increase of 27.8%. The stress increases from 131.2 MPa to 137.5 MPa, a rise of 4.8%. This may be due to the crushed low-angle horizontal joints and the longitudinal blocks being squeezed. After the peak strength, the stress–strain curve of the complete rock sample under uniaxial compression generally decreases sharply. The stress–strain curve of CJRM decreases gradually, without prominent brittle failure characteristics. It can be seen from the changing trend of AE events that AE events occur at low stress levels, and AE events maintain a relatively stable level before peak point E. Due to the low strength of the joints, the joints fracture at low stress levels, and AE events occur. AE events in the A–D interval are mainly caused by longitudinal joint failure, while AE events in the D–E interval are mainly caused by low-angle horizontal joint failure. After the peak point E, the acoustic emission events are mainly concentrated in the E–F interval, and the fracture of the basalt column leads to a large number of AE events. At this stage, the AE events account for about 50% of the total AE events in the fracture process.

The mechanical responses of joints and intact rock vary with the same external displacement (e.g., mismatch stress). Figure 13 shows the maximum principal stress distribution at 0.1 mm displacement. Even under compression, tensile stresses (in red) can be observed in the surroundings of joints. Figure 14 illustrates the vertical displacement field during fracture. Due to the existence of joints when the strain level is 0.40 \( \varepsilon_P \) (Figure 14b), there are obvious cracks in the longitudinal joints in the middle of the CJRM. With the increase in external displacement, cracks propagate upward and downward along the direction of longitudinal joints simultaneously, and the color of the vertical displacement field is different (Figure 14b–i). The low-level joint is at the junction of the color change, indicating that the displacement is not continuous. At peak point E, macro cracks are apparent along the joint plane on the surface of the CJRM (Figure 14g). Figure 16 describes the damage evolution process of CJRM. The symbols (i.e., A, B, C, D, E, and F) plotted on the stress–strain curve in Figure 8 indicate the strain levels of 0.05, 0.14, 0.40, 0.83, 1.00 and 1.15 \( \varepsilon_P \). Figure 16a shows the initial damage pattern, with a strain of 0.05 \( \varepsilon_P \). Multiple points of damage co-occur at the longitudinal joint. This shows that the joint strength is low, and the damage occurs at a low-stress level. With the load increase, the number of damage points increases and accumulates in longitudinal joints. Damage points also appear at low and horizontal angles (Figure 16b–e). Finally, multiple macroscopic damage zones are formed.

Figure 15. The stress–strain curve associated with AE counts for CJRM.
Figure 16. Damage evolution in columnar jointed basalt, where the yellow spots represent the damage occurrence and transparent means that the element is completely damaged, (a–f) correspond to points A–F in Figure 15.

Figure 17 compares the damage characteristics of CJRM between the numerical test and the in-situ test. It can be seen from Figure 17a–c that the failure characteristics of the three-dimensional numerical sample are very similar to those of the field test, and the failure mode is also consistent. Figure 17d describes the spatial distribution of AE events when the numerical model finally fails. A sphere with a specific diameter and color represents an acoustic emission event. The diameter represents the relative magnitude of the released acoustic emission energy. The color represents the type of element failure. Red and blue indicate tensile damage and shear damage, respectively. It can be seen that most AE events occur at joint locations. Most AE events at low-angle horizontal joints are caused by compression tensile damage (red sphere), while most AE events at longitudinal joints are caused by shear damage (blue sphere).
Figure 17. Comparisons of CJRM failure modes between the numerical specimen and the in-situ specimen. (a,b) The fracture mode of the in-situ specimen; (a) is the top view, and (b) is the front view [7]. (c) The fracture mode of the numerical specimen. (d) The spatial distribution of acoustic emission (AE) events.

4. Discussion

The statistical damage mechanical approach has been used to effectively predict rock failure issues [59,60]. Furthermore, it is possible to create realistic numerical rock samples using digital image processing methods. Our study was based on the study of [14,59,60], which considered the non-homogeneity of the structure through digital image techniques, and the non-homogeneity of single minerals through Weibull distributions [50]. That is, the dual inhomogeneity of structure and material is considered simultaneously. Therefore, the multi-scale numerical models we developed were all more realistic in reflecting the spatial rock structure compared with previous studies [34]. Meanwhile, the constructs of the numerical models were integrated into the RFPA3D parallel computing simulator, which simulates with high efficiency the progressive damage process and mechanical property behavior of the high-resolution multi-scale rock models with the help of a cloud computing platform [34]. Consequently, complex, heterogeneous rocks can be modeled successfully with this integration approach.

It is crucial to acquire digital images of rocks at different scales using suitable scanning techniques before constructing numerical models based on digital images of rocks. There are currently a variety of techniques available for obtaining 3D digital images of rocks on the micro-, meso-, and macroscales [41,49,61–63]. Even so, the three-dimensional structural
characteristics of engineering-scale rocks are often difficult to determine, particularly for rock reservoirs that are deep underground, such as shale oil and gas reservoirs. In future research, we should integrate multiple technologies, including geological exploration, to construct more realistic engineering-scale numerical models, i.e., digital rock masses. Furthermore, although a modeling and simulation study, from digital cores to digital rock masses, was completed in this paper, the microscopic to macroscopic linkage has not been addressed. Therefore, establishing an effective macroscopic linkage is also the focus of our future research.

5. Conclusions

The statistical meso-damage mechanical model has been applied to study the failure of rocks. However, it is difficult for numerical models to characterize the actual sample structure due to the limitations of modeling methods. Additionally, the bottleneck of element number and calculation efficiency limits numerical modeling. The DIP technology in this paper is used to extract the structural characteristics of samples obtained by micro-CT, FIB-SEM, or sample window methods, reconstruct the 3D models, and then combine the models into a 3D numerical model using a vectorizing method. The 3D finite element numerical model was integrated into the RFPA parallel simulator. The finite element parallel computing system based on the digital image was built, which effectively solved the above problems. By incorporating the intrinsic shale geometric features, i.e., the spatial distribution of mineral composition, the 3D numerical simulations can reasonably predict the mechanical and fracture properties of the shale sample. The calculation system can also help us monitor and analyze the stress, strain, and displacement fields of the sample from any angle. This method is superior to some traditional methods, such as acoustic emission monitoring, in-situ CT scanning monitoring, and the 3DP method, which struggle to accurately and quantitatively monitor the initiation and evolution of micro cracks in real-time. Meanwhile, the results show that the finite element numerical models we constructed from the microscopic digital core to the macroscopic digital rock mass can effectively simulate mechanical behavior. In addition, they can reproduce dynamic fracture processes. That is, the numerical simulation system proposed in this paper is a useful tool for simulating the multi-scale rock model failure process. It has significant potential for use in studying the mechanical properties of rocks at multiple scales and high resolutions. The research basis of this paper is the RFPA numerical code, which has been successfully applied to the study of many brittle rock materials. Therefore, the method proposed in this paper can be used to study brittle rock. However, because the essence of this method is based on digital image modeling, the accuracy of the numerical model constructed in this paper is seriously limited by the accuracy of the digital images.
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### List of Symbols

| Symbol | Property                                      | Unite        |
|--------|----------------------------------------------|--------------|
| \( D \) | Damage variable                              | -            |
| \( E \) | Elastic modulus of the damaged elements      | MPa          |
| \( E_m \) | Mean elastic modulus of element              | MPa          |
| \( E_L \) | Elastic modulus                              | MPa          |
| \( E_0 \) | Elastic modulus of the undamaged elements    | MPa          |
| \( P_m \) | Mean axial compressive strength of element   | MPa          |
| \( P_L \) | Axial compressive strength                   | MPa          |
| \( T/C \) | Ratio of tensile to compressive strength     | -            |
| \( P(u) \) | Distribution density                         | MPa⁻¹        |
| \( m \)  | Homogeneity index                            | -            |
| \( F \)  | Numerical output strength of element         | MPa          |
| \( u \)  | Material parameters of the element (such as Young’s modulus and strength) obtained from experiments | MPa          |
| \( u_0 \) | The mean value of elements put into the numerical simulation program | MPa          |
| \( \varepsilon \) | Strain tensor                                | -            |
| \( \varepsilon_1 \) | Equivalent principal strain                  | -            |
| \( \varepsilon_2 \) | Maximum principal strain                     | -            |
| \( \varepsilon_3 \) | Middle principal strain                      | -            |
| \( \varepsilon_{c0} \) | Minimum principal strain                     | -            |
| \( \varepsilon_{cu} \) | Critical strain under peak compressive       | -            |
| \( \varepsilon_{tu} \) | Ultimate compression strain                  | -            |
| \( \varepsilon_{tu} \) | Ultimate tensile strain                     | -            |
| \( \varepsilon_{pr} \) | Strain under peak compressive strength       | -            |
| \( \eta \) | Ultimate tensile stress factor               | -            |
| \( \nu \) | Poisson ratio                                 | -            |
| \( \sigma \) | Stress tensor                                | MPa          |
| \( \sigma_1 \) | Maximum principal stress                     | MPa          |
| \( \sigma_3 \) | Minimum principal stress                     | MPa          |
| \( \sigma_c \) | Fracture closure pressure                    | MPa          |
| \( \sigma_{c0} \) | Uniaxial compressive strength               | MPa          |
| \( \sigma_{rt} \) | Residual tensile stress                      | MPa          |
| \( \sigma_{rc} \) | Residual compressive stress                  | MPa          |
| \( \sigma_{t0} \) | Uniaxial tensile strength                    | MPa          |
| \( \phi \) | Friction angle                               | °            |
| \( f(x, y) \) | Initial gray value of the pixel (X, Y)       | -            |
| \( f'(x, y) \) | Gray value of the pixel (X, Y) after binarization | -            |
| \( l \) | Segmentation threshold                       | -            |
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