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Abstract

Interface science has become a key aspect for fundamental research questions and for the understanding, design and optimization of urgently needed energy and information technologies. As the interface properties change during operation, e.g. under applied electrochemical stimulus, and because multiple bulk and interface processes coexist and compete, detailed operando characterization is needed. In this perspective, I present an overview of the state-of-the art and challenges in selected X-ray spectroscopic techniques, concluding that among others, interface-sensitivity remains a major concern in the available techniques. I propose and discuss a new method to extract interface-information from nominally bulk sensitive techniques, and critically evaluate the selection of X-ray energies for the recently developed meniscus X-ray photoelectron spectroscopy, a promising operando tool to characterize the solid-liquid interface. I expect that these advancements along with further developments in time and spatial resolution will expand our ability to probe the interface electronic and molecular structure with sub-nm depth and complete our understanding of charge transfer processes during operation.
1 Introduction and background

Interfaces are the cornerstone in a plethora of current and emerging technologies, and in fundamental future research directions. They are a platform for exploiting extraordinary phenomena that result from reduced dimensions or proximity of dissimilar materials. At the same time, interfaces can present the bottleneck in technologies relying on charge transfer processes. These challenges and opportunities require experimental probes to shed light on the underlying physical and chemical processes.

One can differentiate the types of interfaces based on the state of matter and the types of charge transfer processes. Here, we focus on the solid-solid, solid-gas and solid-liquid interfaces and distinguish between electrostatic and electrochemical charge transfer. Particular attention will be given to the characterization of electrochemical solid-liquid interfaces, because of their urgent relevance to address societal challenges. Today, electrochemical solid-liquid interfaces govern applications in, inter alia, sensing, chemical manufacturing, and, most urgently, energy conversion and storage. The central role of the electrochemical solid-liquid interface has already been identified in the 1800's. The description of electronic and molecular structure of such interfaces was first attempted in the 19th and 20th centuries, and it is still under refinement.

The continuing pursuit of a fundamental understanding of the molecular-level structure and dynamic processes like electronic and ionic charge accumulation and transfer across the interface is complicated by inherent experimental challenges in the interface-sensitive characterization of chemical and electronic states. Our most complete understanding of the solid-liquid interface has been derived from the investigation of the liquid molecular and electronic structure near comparably simple noble metal electrodes. More complex but industrially more attractive solids like transition metal oxides and carbides, however, are much harder to understand at the atomic-scale: they exhibit an intricate set of electrochemical phenomena including bulk ion intercalation alongside several coexisting reactions at the interface, which need to be separated by experimental probes under operating conditions.

Here, I will first introduce examples of interfacial charge transfer processes of interest, followed by a brief and non-exhaustive summary of available experimental approaches for the operando interface characterization. I will focus on X-ray spectroscopic techniques with special attention on recent developments for operando X-ray photoelectron spectroscopy of the solid-liquid interface and briefly mention optical and vibrational spectroscopies. It will become clear that interface-sensitivity is the crucial concern in most techniques. This will form the basis for my perspective on future developments and experimental avenues for interface-sensitive X-ray spectroscopic techniques to obtain a similar level of understanding of the solid-liquid interface as has been achieved for the solid-solid and solid-gas interfaces.
2 Selected electronic and ionic interfacial charge transfer processes

Charge transfer processes are ubiquitous in interface science. This perspective will focus on the transfer of electronic or ionic charge carriers across the interface between two materials and summarize a few notable and instructional example phenomena. Purely electronic charge transfer can be viewed as exchange of electrons (or holes) across the interface driven by the alignment of the Fermi level (the electrochemical potential of electrons). Ionic charge transfer refers to ions (or ionic defects) crossing the interface driven by the alignment of their electrochemical potential. Generally, we aim at understanding and controlling ionic and electronic structures at various interfaces to unlock the next generation of electronic and electrochemical devices for energy conversion and storage, sensing, and brain inspired computing, to name a few.

2.1 Solid-solid interfaces

For the solid-solid interface, the electronic charge-transfer across oxide interfaces has become a major platform to leverage nanoscale phenomena and induce new properties, e.g. to stimulate electronic conduction in nominally insulating materials or magnetism in non-magnetic materials. An elegant “remote doping” scheme was theoretically predicted and experimentally verified for perovskite oxide ABO$_3$/AB'O$_3$ heterointerfaces with transition metal B sites. For example, LaTiO$_3$/LaCoO$_3$ exhibits a valence change from Co$^{3+}$ to Co$^{2+}$ resulting from electron transfer based on the alignment of O 2p-related bands in a continuous backbone of transition metal oxide octahedra across the interface.

The electronic charge transfer across a perovskite oxide interface is schematically depicted in Figure 1a. Another, widely studied charge transfer phenomena is the so-called polar catastrophe at interfaces between polar and non-polar perovskite oxides, e.g. between LaAlO$_3$ and SrTiO$_3$, which may be resolved by electronic charge transfer, resulting in a valence change from Ti$^{4+}$ to Ti$^{3+}$. In addition to the electron transfer ionic charge transfer across the interface must also be taken into account. For example, cation vacancies, oxygen vacancies and ionic intermixing have been observed at the LaAlO$_3$/SrTiO$_3$ interface.

For ionic charge transfer across solid-solid interfaces, all solid state batteries present one of the major recent research thrusts. They promise improvements in battery safety and lifetime, as well as higher energy and power densities. Generally, there are numerous interfaces inside batteries, such as the electrode-electrolyte interface where ion intercalation occurs, and homogeneous interfaces between electrode particles. These interfaces are often the limiting factor in battery performance, because of slow ionic migration across interfaces and growth of unwanted interfacial layers. More details on interfaces in solid-state batteries can be found in recent dedicated reviews.
Another interesting example for ionic charge transfer across a solid-solid interface is the so-called resistive switching or memristive effect. Here, oxygen vacancies are created through local redox reactions at metal/oxide or oxide/oxide interfaces and oxygen ions migrate reversibly under an applied electric field,\textsuperscript{23–25} either across the entire interface or within a confined region (called switching filament) at the interface. Because the electronic conductivity of metal/oxide interfaces in these devices depends strongly (typically exponentially) on the oxygen vacancy concentration, this phenomenon can be used as an analogue or digital switch, presenting one of the most attractive pathways for brain-inspired computing architectures. The oxygen vacancy migration at an oxide/oxide/metal interface is depicted schematically in Figure 1b. Details of the switching process have been reviewed in detail elsewhere.\textsuperscript{26,27}

Figure 1: Schematic charge transfer processes for exemplary interfaces based on perovskite oxides. a) Electron transfer across an ABO\textsubscript{3}/AB’O\textsubscript{3} heterointerface. Gain (loss) of electron density is shown in blue (yellow). b) Ionic transport across interfaces, for example during resistive switching in an oxide heterostructure with a metal top electrode (grey). Oxygen vacancies move across the solid-solid interface due to an external electric field. c) Hydroxylation of an oxide surface exposed to a water containing atmosphere. d) Schematic oxygen evolution reaction on an oxide surface in alkaline media.
2.2 Solid-gas interfaces

The solid-gas interface is particularly attractive for (electro-)catalytic reactions, e.g. in solid-oxide fuel cells,\textsuperscript{28-30} sensing applications, and chemical synthesis such as the Fischer-Tropsch method\textsuperscript{31} to produce petroleum products from nonpetroleum feedstock. For these cases, the adsorption, surface (redox) reaction and desorption are of particular importance. During these processes, charge can be transferred between the adsorbing gaseous species and the solid surface. Figure 1c shows the simplified example of hydroxylation of an oxide surface in the presence of water vapor. The solid surface exposed to different atmospheres may result in specific defects, even in highly ordered surfaces, e.g. for titanium dioxide\textsuperscript{32} and perovskite oxides\textsuperscript{33,34} and the insights about the resulting surface and defect structures can be used to optimize, e.g., the catalytic performance.\textsuperscript{35}

2.3 Solid-liquid interfaces

The structure and resulting properties of the solid-liquid interface, are more complex and challenging to probe experimentally compared to the solid/solid and solid/gas interfaces. This is due to low-temperature surface transformations of the solid, which are typically accompanied by a loss of long-range order,\textsuperscript{36,37} and due to challenges in characterization, as addressed in detail in sections 3 and 4. The charge transfer processes at the solid-liquid interface are similar to the solid-gas counterpart and are very diverse: adsorption and desorption of (ionic) species, surface redox reactions in the solid electrode or in the liquid electrolyte, electrocatalysis and ion intercalation, to name a few. They enable various key technologies, including lithium-ion batteries,\textsuperscript{38} supercapacitors,\textsuperscript{39} electrocatalysis,\textsuperscript{40} photocatalysis,\textsuperscript{23} and electroplating. Figure 1d schematically shows the electrocatalytic oxygen evolution reaction at a solid-liquid interface, i.e. the kinetically limiting half-cell reaction for hydrogen production through water electrolysis.

2.4 The need for operando characterization

To optimize all these applications, an advance in fundamental knowledge is prerequisite. But the interfacial processes are difficult to understand in detail, especially for the solid-liquid interface. Typically, several processes coexist in the same materials and under similar conditions, either competing with or assisting one another. Additionally, a complex electrostatic double layer forms at the interface when a solid is immersed in a liquid. Electrochemical processes like ion insertion or surface redox reactions precede electrocatalytic reactions\textsuperscript{41} or occur at almost the same potential,\textsuperscript{42} resulting in transformed surface and bulk properties under operating conditions.\textsuperscript{37}

These charge transfer processes occurring at the interface and in the bulk and the resulting chemical and physical properties can be fully reversible: They cannot be probed ex situ because the interface may transform as soon as external stimuli are removed. Instead, they must be characterized under operating conditions ("operando") to overcome the limits in our understanding and ultimately enable efficient
utilization. Significant experimental and conceptual progress has been made in recent years, yet experimental challenges remain. E.g., the relevant or performance-limiting processes often occur at the interface itself or within nanometer-sized interfacial layers, resulting in small signals for many experimental probes, which are often overshadowed by signal from the bulk. The examples above also highlight that the complex interplay of different species at various interfaces necessitate characterization of multiple properties preferably simultaneously. For example, the nanoscale chemical composition determines the electronic structure in memristive devices. Lastly, understanding one of such interfaces may also unlock new properties at a second type of interfaces. For example, the groups of Koster and Golden suggested to use electronic charge transfer at solid-solid interfaces to tune the activity for electrocatalysis at the solid-liquid interfaces.¹⁵ Therefore, we need interface-sensitive and interface-selective operando probes that collect interpretable signal from the interface of interest without overshadowing by the bulk solid or liquid.

3 Selected state-of-the-art operando characterization approaches

Many different techniques to probe various interfaces under operating conditions have matured over the past decades or years, each with its own advantages and shortcomings. Selected techniques are shown in Table 1. Throughout this perspective, I will focus on X-ray spectroscopic techniques and briefly mention optical and vibrational spectroscopies. Other, undoubtedly also important and promising techniques for the study of various interfacial processes are beyond the scope of this perspective. Several insightful reviews on the topic can be found in references⁴³–⁵⁰.

Generally, photon and electron probes are attractive probes of interfaces, because photon-matter and electron-matter interactions happen much faster than dynamic Brownian motion, allowing characterization of “frozen snapshots” of the dynamic interfaces.³ Without special efforts for pump-probe approaches, these techniques yield a steady-state, average depiction of the interface of interest. In this section, I will highlight a non-exhaustive selection of exemplary spectroscopic techniques that enabled in-depth understanding of interfacial charge transfer processes in recent years.

Table 1: Selected operando characterization tools

| Technique                          | Probe/detected species | Sensitive for                               | Advantages                                 | Disadvantages                          | Further Reading |
|------------------------------------|------------------------|---------------------------------------------|--------------------------------------------|----------------------------------------|-----------------|
| Vibrational and optical spectroscopic techniques |                         |                                             |                                            |                                        |                 |
| **Infrared spectroscopy**          | Photons in, photons out| Functional groups, specific bonds           | Comparably simple experimental setup.      | Not necessarily interface-sensitive    |                 |
| **Raman spectroscopy**             | Photons in, photons out| Functional groups, specific bonds           | Comparably simple experimental setup.      | Not necessarily interface-sensitive    |                 |
| **Sum frequency generation spectroscopy** | Photons in, photons out| Functional groups, specific bonds           | Interface-sensitive                        | Complex experimental design            | 42,53,54        |
| UV-Vis spectroscopy | Photons in, photons out | Oxidation state, phase, composition | Comparably simple experimental setup | Typically not interface-sensitive |
|---------------------|------------------------|-------------------------------------|---------------------------------------|----------------------------------|
| **X-ray Spectroscopic techniques** | | | | |
| **Hard X-ray absorption spectroscopy** | Photons in, electrons or photons out | Atomic concentrations, oxidation states, local geometries | Comparably simple experimental cell | Not interface-sensitive enough. Usually requires synchrotron radiation |
| **Soft X-ray absorption spectroscopy** | Photons in, electrons or photons out | Atomic concentrations, oxidation states, local geometries | Very sensitive for oxidation state and local geometry | Not interface-sensitive enough. Usually requires synchrotron radiation |
| **Hard X-ray photoelectron spectroscopy** | Photons in, electrons out | Atomic concentrations, oxidation states, and electrostatic potentials | Sub-surface sensitive (up to 10s of nm information depth) | Not interface-sensitive enough. Requires special X-ray sources or synchrotron radiation |
| **Soft X-ray photoelectron spectroscopy** | Photons in, electrons out | Atomic concentrations, oxidation states and electrostatic potentials | Surface sensitive (0.5-2 nm mean information depth) | Limited information depth. Need for UHV |
| **Near-ambient pressure X-ray photoelectron spectroscopy** | Photons in, electrons out | Atomic concentrations, oxidation states and electrostatic potentials as a function of temperature and pressure | Surface sensitive (0.5-2 nm mean information depth). Sensitive for band alignments | Limited information depth |
| **Meniscus X-ray photoelectron spectroscopy** | Photons in, electrons out | Atomic concentrations, oxidation states and double layer potential | Solid material of any thickness interfaced with a liquid. Sensitive for band alignments at the interface | Mass and charge transport limitations. Limited information depth or limitations in signal-to-noise ratio. Meniscus instability |
| **XAS and XPS with thin membranes** | Photons in, electrons or photons out | Local structure, atomic concentrations, oxidation states and electrostatic potentials | Avoid limitations from mass transport using a flow cell setup. Can be interface-sensitive | Limitation to selected materials and geometries. Risk of membrane failure |
| **Photoemission electron microscopy with membranes** | Photons in, electrons out | Atomic concentrations, oxidation states and electrostatic potentials with spatial resolution | Spatial resolution, “multiple samples simultaneously” | Difficult sample fabrication and risk of bursting |
| Standing wave X-ray photoelectron spectroscopy | Photons in, electrons or photons out | Atomic concentrations, oxidation states and double layer potential with extreme depth resolution | Highest depth resolution (Ångström-scale) | Complicated samples, long measurement times, complex analysis | 85–88 |
| --- | --- | --- | --- | --- | --- |
| Selection of complementary techniques not covered in this perspective | Scanning probe microscopy | Scanning probes of various designs | Morphology, atomic surface structure, electrostatics, spatially resolved electrochemical activity | Versatile platform capable of high spatial resolution | No direct probe of chemical composition and oxidation states | 89–94 |
| | Mössbauer spectroscopy | Gamma radiation | spin and/or oxidation states | Very sensitive for small changes | Limited to very few elements like Fe, I, Sn, and Sb | 95 |
| | X-ray emission spectroscopy | Photons in, electrons out | Electronic structure | Complementary to XAS | Not interface-sensitive | 96,97 |
| | Surface X-ray diffraction | Photons in, electrons out | Surface structure, adsorbed species, structure of the liquid layer | Very sensitive for the interface structure | Requires extensive modelling and prior knowledge about the surface structure. Usually requires synchrotron radiation. | 8,98–103 |
| | Resonant inelastic X-ray scattering | Photons in, electrons out | occupied states, charge transfer, low-energy excitations, complementary to XAS | Two-dimensional data maps and the high resolution in the energy transfer. | Usually not interface-sensitive. Requires synchrotron radiation. | 49,59,96,104 |
| | Transmission electron microscopy | Electrons in, electrons out | Structure, composition, oxidation states, electric fields | Highest spatial resolution. Capable of structural, electronic, magnetic and chemical mapping | Limited to thin (electron-transparent) samples. Difficult sample fabrication and high risk of fabrication-induced structural changes | 24,49,105–109 |
| | Electron Paramagnetic Resonance | Microwaves | Unpaired electrons or radicals | Sensitive for reaction intermediates | Not necessarily interface-sensitive | 110,111 |
| | Nuclear magnetic resonance spectroscopy | Radiowaves | Structure and composition | High sensitivity | Low signals | 112 |
| | Neutron reflectometry | Neutrons in, neutrons out | Composition and structure of interfaces | Sensitive to light elements. Can probe buried interfaces. Possibility of isotopic labelling | Need for neutrons | 113 |
3.1 Optical and vibrational spectroscopy

Vibrational spectroscopies probe the vibrational energy of chemical bonds and specific functional groups and can yield detailed information about bulk structures and adsorbed species at interfaces. Prominent examples are the complementary techniques infrared spectroscopy and Raman spectroscopy. Infrared spectroscopy probes the absorption due to vibrational modes and is used to identify chemical substances or track functional groups from absorption, emission, or reflection of infrared light, while Raman spectroscopy measures the energy difference between an incident photon and the scattered photon after an inelastic scattering process. Summaries about both techniques are provided in 51 and 52.

As with other operando spectroscopy tools discussed below, the interface-sensitivity is an important aspect in vibrational spectroscopy, which is nominally bulk-sensitive. Another main limitation results from spectral interference from gas molecules in the experimental setup like water vapor. Dedicated measures to reduce such interference effects and enhance interface-sensitivity are required, for example through (polarization modulation) infrared reflection–adsorption approaches.114,115 To achieve maximum interface-sensitivity, special sample geometries can be used to achieve so-called surface-enhanced infrared116 and Raman spectra.117,118 Examples include the identification of active oxygen sites resulting from the surface deprotonation process in Ni(OH)2/NiOOH electrocatalysts,56 catalyst-adsorbate interactions119, structural changes in adsorbed species,120 and charge transfer at core-shell nanoparticles.118 In addition, sum frequency generation spectroscopy is a particularly successful vibrational spectroscopy tool for interface characterization because of the selection rules governing the underlying non-linear optical processes. 42,53,54

UV-Vis spectroscopy55 is based on the absorption of ultraviolet and visible light by molecules or solids due to low-energy electronic excitations from the ground state to excited states (typically from the valence band to the conduction band in solids) and can be performed in transmission or reflection mode. Generally, UV-Vis spectroscopy is a bulk-sensitive technique, and it has found wide-spread application to identify the oxidation state of organic and inorganic materials. These include dyes because UV-Vis spectroscopy essentially probes the perceived color of a given substance, and electrochemical materials like Ni(OH)2/NiOOH-based electrocatalysts, where UV-Vis spectroscopy revealed the active phase under operating conditions.56,57 Recently we accomplished extraction of interface-sensitive information from nominally bulk-sensitive UV-Vis spectra, as will be discussed in detail in section 4.2.37

3.2 X-ray absorption spectroscopy

In X-ray absorption spectroscopy (XAS), an electron is excited also from a ground state into an empty, excited state. It thus probes the unoccupied part of the electronic structure. The difference to UV-Vis spectroscopy lies in the involved electronic states: The energy difference in UV-Vis is in the range of few eV, while it is hundreds or thousands of eV for XAS, because electrons are excited from the core levels
rather than from the valence band. So-called absorption edges are characterized by the energy difference between a specific core level and a specific unoccupied electronic state. The detailed formalism based on Fermi’s golden rule is described, e.g., in the review by de Groot\textsuperscript{97} and the book by Stöhr.\textsuperscript{121} XAS is element-specific and yields information about the chemical surrounding of each component. Typically, one distinguishes between the near-edge region (up to 50 eV above the edge, X-ray absorption near edge spectroscopy (XANES)), and the extended structure (more than 50 eV above the edge, extended X-ray absorption fine structure (EXAFS)), which exhibits an oscillatory structure in the X-ray absorption coefficient. XANES is sensitive for the oxidation state, coordination geometry and number, and elemental composition, while EXAFS is mostly used for determination of local structural information such as the distance of neighboring atoms.

Traditionally, X-ray absorption spectra were determined directly from the transmission intensity of X-rays penetrating a thin specimen.\textsuperscript{122} But indirect measurements relying on fluorescence yield or secondary or Auger electrons have become dominant\textsuperscript{121} and synchrotron facilities with tunable and high-brilliance X-rays have enabled the development of operando X-ray absorption spectroscopy.\textsuperscript{7} Generally, XAS is not an interface-sensitive technique, but the information depth depends critically on the detection mode: detection of transmitted X-rays or fluorescence can be considered bulk-sensitive with hundreds of nanometers information depth. For the detection of partial or total electron yield, the information depth can be in the range of 1-10 nm.\textsuperscript{38} Another useful option is the use of grazing incidence (or grazing exit) geometries. In this case, the interface-sensitivity is achieved through a decrease in effective penetration depth. At shallow angles $\alpha$ between the surface tangent and the incoming beam, the X-ray penetration depth decreases with $\sin(\alpha)$. The absolute values of the penetration depth can then be calculated based on the material-specific and energy-dependent X-ray absorption coefficients, as tabulated by Henke et al.\textsuperscript{123} Examples include 2 nm and 4 nm information depth for investigation of Pt and perovskite oxide surfaces, at 0.27 and 1°, respectively.\textsuperscript{59,124} The instructive work by the groups of Tesche, Jooss and Risch also discusses in-depth the distortions caused by self-absorption effects and how to minimize them.\textsuperscript{59}

For solid-solid interfaces, XAS and the associated magnetic circular or linear dichroism have been used, for example, to study the electronic or magnetic exchange across interfaces and at various temperatures and external stimuli. Thus, interfacial charge transfer across interfaces as in dye-sensitized solar cells can be visualized\textsuperscript{125} and phase transitions or their suppression at an interface can be correlated to specific states and trapping at interfacial defects.\textsuperscript{126}

For the solid-gas interface, operando XAS allowed new insights into electrochemically-induced phase transitions,\textsuperscript{127} various (electro-)catalytic reactions such as the reduction of carbon dioxide to hydrocarbons\textsuperscript{128} and gas sensing applications like tin oxide sensors.\textsuperscript{129} The detailed information about interfacial redox processes allowed to further our understanding about fundamental reaction mechanisms.\textsuperscript{130}
and even challenged the conventional beliefs about active sites for redox reactions. For example, the groups of Chueh and Bluhm found that surface oxygen anions in transition metal oxides were a redox partner for molecular oxygen during oxygen evolution and oxygen reduction reactions.\textsuperscript{131} In these cases, instrumentation developed for near-ambient X-ray photoelectron spectroscopy, which will be discussed in more detail below, was very profitable.

For the solid-liquid interface, the experimental setup is more challenging and X-ray interaction with liquid electrolytes (formation of radicals or free electrons) is a major obstacle for correct interpretation. For solid-liquid interfaces, hard X-rays (photon energies of thousands of electron volts) are easiest to use because they do not require ultra-high vacuum (UHV) experimental chambers, allowing for comparably simple integration of a liquid cell. But many materials require investigation using also soft X-rays with typical energies of 50–1500 eV, because transition metal L-edges may be more sensitive to the oxidation state of the catalyst than their higher-energy K-edges and light elements like Li, C, N and O only have absorption edges in the soft X-ray regime. Soft X-rays have a shorter penetration depth (on the order of 1 \( \mu \)m) compared to hard X-rays, necessitating more complex experimental approaches ideally using thin liquid and solid layers, as shown in Figure 2 (refs. \textsuperscript{132,133}) and as discussed in more detail by the group of Salmeron.\textsuperscript{7} The application of operando XAS for electrocatalysts\textsuperscript{40}, solar energy materials,\textsuperscript{96} and lithium-ion batteries\textsuperscript{38} has been reviewed recently, so I will only give very brief examples here.

For electrocatalysts, the phase of the crystalline bulk and the oxidation state and coordination of the active sites can be mapped as a function of applied potential.\textsuperscript{58,134} It proved extremely useful to derive reaction mechanisms based on the structure and oxidation state under reaction conditions, e.g. for organic or inorganic CO\textsubscript{2} reduction or oxygen reduction and oxygen evolution electrocatalysts.\textsuperscript{58,119,132,134–137} For lithium-ion batteries, operando XAS has helped unravel the mechanism of the charging and discharging processes and to obtain information about intermediate phases forming during operation, as shown for example in the work by Tromp and Gasteiger.\textsuperscript{138} Further examples can be found in refs. \textsuperscript{77} and \textsuperscript{95}.

To summarize, the development of dedicated synchrotron endstations for operando X-ray spectroscopy for various interfaces has led to tremendous insights into the oxidation state and local geometry of active materials under operating conditions for a wide range of applications. Particularly, for electrochemical

---

**Figure 2**: Schematic illustration of a possible geometry to measure XAS for solid-liquid interfaces. The X-rays are transmitted through several “windows”, the liquid and the sample before detection with a photodiode. Reproduced with permission from \textsuperscript{132}.
energy conversion and storage, XAS is an invaluable tool, and recent efforts even enabled laboratory-based experiments. For interface sensitivity, XAS special detection modes or additional experimental protocols have to be used to pick out small spectral changes in thin interfacial layers, as will be discussed in detail in section 4.2

3.3 Soft and hard X-ray photoemission spectroscopy

X-ray photoelectron spectroscopy (XPS) is a versatile tool for the determination of the electronic and chemical states and the stoichiometry. A detailed description of XPS can be found in several detailed review articles and the reader is also referred to the excellent practical guidelines presented by Baer et al., Powell, Chambers et al., Tougard and others in a recent tutorial series of the American Vacuum Society. Here, I will focus on the essentials necessary for the discussion of interface characterization with XPS. Like XAS, XPS is based on the absorption of photons by electrons. If the photon energy is higher than the energy difference between core level and vacuum level, the excited photoelectron escapes into vacuum and can be detected. The electron kinetic energy \(E'_{\text{kin}}\) after leaving the sample is related to the binding energy of the initial core level \(E_{\text{bin}}\) according to

\[
E'_{\text{kin}} = h\nu - E_{\text{bin}} - \Phi_{\text{sample}}
\]

with the photon energy \(h\nu\) and the sample work function \(\Phi_{\text{sample}}\). This equation can be rewritten as

\[
E_{\text{kin}} = h\nu - E_{\text{bin}} - \Phi_{\text{analyzer}}
\]

with the electron kinetic energy as measured by the analyzer \(E_{\text{kin}}\) and the analyzer work function \(\Phi_{\text{analyzer}}\), a quantity that can be easily calibrated. So the element-specific binding energy of the core level electrons can be determined from the measured kinetic energy of the photoelectron, allowing for determination of the valence state and electronic structure. The integrated intensities of the characteristic peaks are a measure of the relative atomic concentrations after normalization with relative sensitivity factors that account for differences in the cross sections for the photoelectric effect for different elements, orbitals and instrument geometries.

X-rays can penetrate the sample and excite photoelectrons from a depth of several hundred nanometers. However, as the generated photoelectrons propagate to the surface, they scatter elastically and inelastically. Therefore, electrons which are created near the surface have a higher probability of leaving the sample with their characteristic energy and inelastically scattered electrons contribute to the background of the spectrum. Accordingly, XPS is a surface sensitive technique and the attenuated intensity \(I(t)\) of photoelectrons generated at a depth \(t\) can be described (in an overly simplistic picture and neglecting elastic scattering) according to:
Here, $I_0$ is the photoelectron intensity without attenuation, $\theta$ is the photoemission angle (measured between the surface normal and the detector), and the inelastic mean free path $\lambda_i$ is the “average distance that an electron with a given energy travels between successive inelastic collisions.” A more complete description was provided by Powell. $\lambda_i$ depends on the electron kinetic energy (and therefore on the chosen X-ray energy and the binding energy of the core level, see equation 1), as described in the NIST databases (National Institute of Standards and Technology) and predicted using the so-called TPP-2M formalism.

For most materials, $\lambda_i$ has a minimum of ~3 to 4 Å at around 50 eV, with an increase towards higher and lower energies due to decreasing scattering rates, and the underlying mechanisms and the dependencies on material properties and experimental geometries are still subject of intense research. In practice, it is useful to define a mean escape depth as a measure for the surface sensitivity of an XPS experiment with a given material and instrument configuration. Neglecting elastic scattering again, the mean escape depth is defined as:

$$\Delta = \lambda_i \cos \theta$$

So $\Delta$ can be considered as the average depth from which the detected photoelectrons originate in the given experiment, and $\Delta$ typically has values between 0.3 nm and 2 nm for soft X-ray excitation. For hard X-ray photoelectron spectroscopy (HAXPES), $\Delta$ can be up to ~10 nm. These considerations show that the choice of photoemission angle and excitation energy is decisive for the depth sensitivity (in principle non-destructive depth-profiling is possible), and it will be shown in detail in section 4.3 that it is also decisive for the depth selectivity for interface characterization.

Because of the short inelastic mean free path of photoelectrons, XPS instrumentation typically requires UHV conditions. Recent developments now also allow characterization in other environments, as discussed in detail below. The classical UHV setups only allows investigation of solid surfaces or solid-solid interfaces close to the sample surface. Examples for the application of XPS, for example for the study of thin films and numerous energy and information technologies are ubiquitous and the reader is referred to the recent review articles. In situ analysis revealed, for example, charge transfer across solid-solid interfaces, spin states in magnetic tunneling barriers and band alignments. Recently, the group of Dittmann used operando HAXPES to study the switching mechanism in memristive devices with thin tunneling barriers sandwiched between an active oxide layer and a metal electrode. For energy materials, first approaches and advances have been made in the operando XPS characterization of emerging solid-state battery technologies.
3.4 (Near-)ambient pressure X-ray photoemission spectroscopy

For the solid-gas interface, XPS experimentalists faced a pressure gap between the UHV operating pressures ($p < 10^{-9}$ mbar) and the relevant pressures where sensor or electrocatalysis applications operate (few mbar to pressures exceeding atmospheric pressures). Therefore, so-called ambient pressure XPS (APXPS, also referred to as near-ambient pressure XPS, NAP-XPS) tools were developed at the beginning of the century, following the approach originally explored by Siegbahn et al. in the 1970s and 1980s, who used differential pumping stages that progressively reduce the pressure. This is necessary to separate the high pressure near the sample from the required vacuum in the electron analyzer, to minimize the scattering probability for the electrons traveling through the high-pressure region and to prevent arcing in the electron analyzer at elevated pressure. The design was perfected using differentially-pumped analyzer lens system at the Advanced Light Source in Berkeley and at BESSY in Berlin, allowing tens of mbar operating pressures. Technically, APXPS has not yet achieved operation in atmospheric pressures. With further development and even commercial availability of laboratory-based setups, APXPS has become a major trend in surface science.44

Extensive summaries of APXPS for the investigation of the chemical and electronic structure at solid-gas interfaces is provided in 44,71–74. Recent examples include the mechanistic understanding of catalytic CO oxidation and Fischer-Tropsch synthesis and electrochemical oxygen reduction and oxygen evolution on various surfaces, identification of adsorbed species in PEM fuel cells, the determination of the work function of nanomaterials, and the $p_{O2}$ dependent defect chemistry including precipitation and formation of vacancies. Interestingly, recent reports by Gunkel and coworkers used APXPS to show that even the defect chemical and electronic properties of buried solid-solid interfaces such as LaAlO$_3$/SrTiO$_3$ can be tuned and understood based on reactions at the nearby solid-gas interface.
3.5 Meniscus XPS

The development of APXPS also enabled the XPS-based characterization of the solid-liquid interface, a new research direction that became very popular in the past few years due to the pioneering work at the Advanced Light Source in Berkeley and rapid installation of dedicated instrument endstations at several synchrotron facilities around the world which are currently being constructed or have just been commissioned.79,165

If a hydrophilic solid is partially immersed in an aqueous electrolyte, a stable meniscus may form, as already discussed extensively by Bockris and Cahan.166 In the “dip-and-pull” approach developed by Zhi Liu’s groups also referred to as (hanging) meniscus XPS, the electrolyte thickness on a Pt electrode was in the range of 10 nm to 30 nm, as described in the seminal paper by Axnanda, Crumlin et al.75 Such a thin liquid layer can be penetrated by photoelectrons. This opens up investigation of the solid-liquid junction, to study electrochemical processes like specific adsorption of ions, charge transfer dynamics and electrical potential formation.

In the “dip-and-pull” approach, a meniscus of the liquid electrolyte is obtained by immersing and partially extracting the sample from the liquid solution in a controlled ambient, as shown in Figure 3 and as described in detail in refs. 75–79. If the partial pressure of the solvent in the chamber (in many cases: the water partial pressure) equals its vapor pressure for the experimental temperature, a stable meniscus thickness can be achieved, explaining why meniscus XPS necessitates an APXPS chamber. Alternative and also promising geometries like the “tilted sample”167 and the “offset droplet” method using a fine capillary168 might offer advantages regarding the proximity of the “bulk liquid” but will not be discussed here.

Figure 3: a) Schematic representation of the Meniscus XPS concept. The working electrode (WE), reference electrode (RE) and counter electrode (CE) are immersed in the aqueous electrolyte located in a APXPS chamber with a background water vapor pressure. Electrons generated at the solid-liquid interface penetrate the liquid meniscus and are collected by the analyzer cone. b) Photograph of an exemplary experiment. Anodic polarization of the WE drives the oxygen evolution reaction (OER) while cathodic polarization at the CE drives the hydrogen evolution reaction (HER). Gas evolution can be seen by the bubbles at both electrodes. Picture taken at beamline 9.3.1 of the Advanced Light Source.
XPS investigation of the solid-liquid interface generally allows probing the chemical composition, the oxidation state and built-in electrical potentials via the detection of rigid photoelectron kinetic energy shifts. Accordingly, it has been applied to reveal the nature of the electrochemical double layer at electrode-electrolyte interfaces, and the band alignment in photoelectrochemical cells. Further, it was used to experimentally probe the theoretical predictions of the thermodynamically stable phases of an electrode as a function of the applied potential (so-called Pourbaix diagrams). It was found, for example, that Pt oxidation occurred at hundreds of mV higher potentials in the experiment compared to the prediction from the Pourbaix diagram. Such insights are necessary to reveal the true active (surface) phases of various electrochemical materials under operating conditions to finally understand the charge transfer mechanisms, and meniscus XPS studies already contributed to such an understanding for Pt electrodes during water electrolysis used as both cathode and anode and for transition metal oxide based electrocatalysts for the oxygen evolution reaction.

Despite these great advantages, there are also considerable limitations for the investigation of the solid-liquid interface through a thin meniscus. Due to mass transport limitations, the thin meniscus layer leads to at least three times higher electrolyte resistance than in the bulk, even for high electrolyte concentrations. This means that investigation of the solid-liquid interface should be limited to low current densities (~below 1.0 mA cm$^{-2}$) that only lead to negligible IR drop, because higher currents lead to large and ill-defined potential drops across the electrolyte. In other words, the interface under investigation might be experiencing a different potential than expected. Another related uncertainty stems from possibly non-uniform potential along the length of the electrode, as the potential drop at the solid-liquid interface likely depends on the thickness of the electrolyte layer. Therefore, the applied potential should always be checked based on the relative position of electrode and electrolyte core level binding energies. Their energy difference should shift proportionally to the applied potential.

In addition, the liquid layer can show instabilities because of several reasons. For example, it may change under the influence of gravity, due to slow but constant loss of electrolyte in a backfilled chamber or because of higher relative pumping in close proximity of the energy analyzer cone (which on the other hand is necessary to minimize the path length that photoelectrons have to travel through the near-ambient pressure chamber). Unfavorable potentials lead to shrinking of the stable meniscus, and many faradaic reactions of interest involve consumption of the electrolyte. Therefore, Stoerzinger et al. suggested and demonstrated stabilization of the meniscus through the addition of non-interacting salt.

Lastly, X-ray damage or radicals created during water radiolysis must be considered in all X-ray based techniques. These effects strongly depend on the cell design and beam energy, intensity and size. Beam effects must be taken especially seriously for modern high-flux beamlines. This aspect will be
addressed in the next section as well, as cell designs allowing for replenishing of the electrolyte promise to alleviate the effects to some extent.

3.6 Thin membranes and spectromicroscopy

An alternative approach to study solid-gas and solid-liquid interfaces is the use of thin membranes, pioneered by the groups of Salmeron and Kolmakov. This approach either uses membranes that are on the same order as the electron inelastic mean free path for XPS, or somewhat thicker membranes for XAS (typically Si$_3$N$_4$). In contrast to meniscus XPS, the sample is illuminated and probed from the solid side, rather than the liquid side. Fluorescence photons penetrate the membrane and can be detected, leading to an XAS signal with large information depth (Figure 4a). Alternatively, XAS electron yield can be measured using a conducting layer on the solid side of the interface. In this detection mode, electrons

Figure 4: a) XAS with a thin membrane covered with a thin Au electrode. XAS can be measured from fluorescence yield ($h$$_{\text{out}}$), or by collecting secondary electrons at the thin electrode. b) Schematic of the measurement set-up for spectromicroscopy through a graphene membrane for a solid-solid interface. Here, the example is a memristive device with a SrTiO$_3$ active layer (blue) and graphene top electrode (grey honeycomb lattice). The graphene electrode is contacted through a metal lead, which is electrically separated from the continuous bottom electrode, allowing for operando biasing. At the same time, photoelectrons from the buried layer can easily escape through the graphene electrode, allowing simultaneous imaging. c) Scanning electron microscopy image of an exemplary device. Scale bar, 5 µm. d) SrTiO$_3$ Ti L-absorption edge measured without electrode, with a graphene electrode, and with a 2 nm Rh electrode. Panels b-d reproduced from 81.
created during the X-ray absorption and de-excitation processes in the liquid in the vicinity of the solid-liquid interface cross the interface and are detected as a current at the solid electrode, such as the Au layer used in the example shown in Figure 4a.\(^6\) XPS can be measured in a similar manner, if the membrane is thin enough (usually graphene or graphene oxide is used). In this case, the membrane is transparent for photoelectrons, allowing detection of XPS signal from the solid-liquid interface. The details of the membrane approach to operando spectroscopy have been discussed in recent reviews and perspectives\(^{43,48,77}\) and will not be discussed in great detail here.

Interface-sensitivity can be obtained if electrons are used as detected species, resulting from their limited inelastic mean free path. Successful example applications include the study of the bonding structure and orientation of water molecules at electrode interface\(^6\) and the investigation of fundamental processes involving adsorbed species like dissociation and migration.\(^{184}\) Recently, graphene membranes were combined with polymer electrolyte membranes to enhance stability of confined solid-liquid interfaces.\(^{185}\) Because the electrons do not have to penetrate the liquid, the membrane-approach offers the possibility to use a flow cell setup to avoid limitations from mass transport and to decrease the effects of radicals created in water radiolysis. So the interface can be probed under more dynamic conditions. Additionally, the pressure range for solid/gas interfaces that can be probed is larger than for conventional APXPS, and it is especially attractive to combine both approaches using membrane-sealed cells in a APXPS setup.\(^{80}\)

Drawbacks of the technique include the limitation to selected materials and geometries due to the necessity of very thin membranes, which are difficult to prepare and prone to fail under illumination, exposure to pressure differentials or electrochemical reactions during biasing and resulting bubble formation.\(^{43,48,80}\)

Another advantage of the membrane approach is that it enables interface-sensitive spectroscopic investigation with spatial resolution. For example, we used graphene as an electron-transparent membrane to study the solid/solid interface in memristive devices introduced in section 2.1. In this setup, the graphene membrane served as a top electrode for the memristive device, allowing in situ observation of spatially confined changes in the chemical and electronic properties of the buried SrTiO\(^3\) active layer (Figure 4b-d).\(^{81,186}\) Spectromicroscopy with graphene electrodes is very attractive because phenomena like resistive switching occur in reduced dimensions. In this case, the chemical changes are confined to small filaments in the lateral direction (typically tens to a few hundred nanometers), and to the interface between the electrode and the active layer (1-5 nm), requiring interface-sensitivity and spatial resolution simultaneously, which we achieved using photoemission electron microscopy. Figure 4d shows that the signal from the buried layers is only moderately attenuated by the graphene layer, while even 2 nm metal top electrodes lead to strong attenuation, confirming the suitability of graphene membranes for electron transparency and the interface-sensitivity of the approach.
A similar approach to study the solid-liquid interface with spatial resolution was developed and reviewed by Kolmakov and Nemsak.\(^82\)–\(^84\) This approach adds spatial resolution to the membrane-based XPS and XAS investigation of the solid-liquid interface. It is particularly attractive to thus correlate lateral inhomogeneities in electrochemical activity to variations in either chemical compositions or in the applied electric field, which can be probed directly from the relative shift of the photoelectron spectra.

### 3.7 Short summary of complementary techniques

In addition to the spectroscopic techniques discussed in this perspective, there is a multitude of complementary techniques that can provide valuable information about charge transfer processes at interfaces. For example, scanning probe techniques\(^89\)–\(^94\),\(^187\) can reveal the local double layer potential\(^188\), add spatial resolution to vibrational spectroscopy\(^180\) and track small changes in adsorption\(^189\), and offer up to atomic resolution.\(^32\),\(^33\),\(^89\)

The structure of the crystalline bulk of a material can be determined by X-ray diffraction and scattering. Using grazing incidence and analyzing crystal truncation rods allows interface-sensitivity. This so-called surface X-ray diffraction applied to a solid-liquid interfaces can identify the surface structure of the solid, reaction intermediates, and the structure of the electrolyte layer,\(^8\),\(^98\)–\(^103\) but complex data analysis with extensive curve fitting and prior knowledge of possible interface structures are necessary.\(^7\) The nominally bulk-sensitive technique resonant inelastic X-ray scattering,\(^49\),\(^96\),\(^104\) which provides detailed insights into the electronic structure can also become more interface-sensitive information using a grazing incidence X-ray beam.\(^59\)

Highest spatial resolution imaging and spectroscopy can be obtained using the rapidly developing field of operando transmission electron microscopy (reviewed in \(^49\)) where examples include the study of solid-solid interfaces in memristive devices\(^24\) and solid-state batteries\(^105\) and for electrochemical solid-liquid interfaces.\(^106\)–\(^109\)

### 4 Prospects for further advances in operando analysis of solid-liquid interfaces

#### 4.1 Developing multiprobe experiments

The operando analysis of solid-liquid interfaces has matured in recent years and promises to deliver much needed insights into true active surface phases for various well-established and emerging technologies. But each approach still has unique experimental challenges and achieving chemical and interface-sensitivity (especially for buried interfaces) in a single method remains difficult. Based on the strengths and
weaknesses of all the techniques discussed above and in the extensive literature, it is evident that a significant step forward could be achieved through the combination of multiple techniques.

When considering that multiple charge transfer processes involving the surface or the bulk often coexist or compete with each other, it is attractive to combine bulk-sensitive probes with more interface-sensitive probes. To understand and optimize future electrocatalysts, researchers require information about both the bulk and the surface, as the bulk composition crucially affects the electronic conduction and therefore the total resistance of the entire process, while the electrode surface chemical and electronic structure determine the electrocatalytic mechanisms. Obtaining this information allows synergistic tuning of bulk and surface properties to optimize the overall performance. For example, bulk-sensitive (fluorescence yield) XAS could be measured simultaneously with electron-yield XAS\(^6\) or with meniscus XPS to probe changes in the bulk oxidation state and possible ion (de)intercalation processes and electrocatalytic reactions at the electrode surface.\(^{175}\) Similar combinations of bulk and interface-sensitive probes could also be advantageous for structural probes like (surface) X-ray diffraction: X-ray diffraction can probe the bulk structure and defect chemistry,\(^{190}\) while surface X-ray diffraction is a uniquely powerful tool for the interfacial structure.\(^{102}\)

In addition to investigating the surface and the bulk simultaneously, the combination of dissimilar or complementary techniques is an exciting avenue to better understand various processes at the solid-liquid interface, as has already been done by combining X-ray spectroscopies and scattering techniques to probe the structure and chemistry of oxygen evolution electrocatalysts,\(^{137,191}\) advocating for additional development and implementation of dedicated synchrotron endstations for such combinations. A promising example is the new apparatus combining APXPS with grazing incidence X-ray scattering at ALS, to simultaneously probe surface structure and chemistry of various interfaces under ambient conditions.\(^{192}\) Combining XPS with XAS is attractive to probe the occupied and unoccupied parts of the electronic structure.\(^{139}\) It is also attractive to combine X-ray based techniques with vibrational spectroscopies like infrared, UV-Vis and Raman spectroscopy, because they yield complementary information. In this sense, vibrational spectroscopy is useful to study intermediates and interfacial (adsorbed) species on the liquid side of the interface, while X-ray spectroscopy and scattering techniques reveal details about the solid side. Therefore, a given interface should be investigated using both types of techniques for a full understanding. In the ideal case, this should even be performed simultaneously. But the integration of both types of probes and detectors into a single experiment will remain challenging, so consecutive or parallel experiments of the same materials might be the best compromise.\(^{193,194}\) Zhu et al. nicely reviewed the extent of understanding that can be achieved by applying multiple complementary techniques to a single system of interest.\(^{45}\)

A particularly promising set of complementary techniques involves probing the solid/liquid interface with spatially averaging spectroscopic techniques of a macroscopic interface under reaction conditions with
operando transmission electron microscopy, which is limited to model approaches with thin, electron-transparent specimen but which allows for atomic-resolution imaging of the surface structure, even including dynamic motion of adatoms at the solid/liquid interface. Such a combination would allow derivation of atomic-level interface/structural evolution. Carbonio et al. suggested to combine X-ray spectroscopy with on-line detection of reaction products, e.g. through gas chromatography, liquid chromatography, differential electrochemical or mass spectrometry and first reports on the successful combination have been published. Similarly, the recent successes of on-line inductively coupled plasma mass spectrometry may stimulate the integration of such probes with spectroscopic experiments. Again, it is a reasonable first step to pursue such integration through clean transfer of model interfaces from one experiment to the next, but in the long run, simultaneous characterization is preferable because of the dynamic changes expected.

4.2 Optimizing the interface-sensitivity

For the investigation of all interfaces discussed here, a critical question is how sensitive the acquired data is for the interface under investigation. While some techniques are generally bulk-sensitive but can be turned more interface-sensitive using dedicated detection modes like in XAS, other intrinsically interface-sensitive techniques like XPS (and interface-sensitive detection modes in XAS) suffer from poor signals for interface-sensitive measurements, resulting in a trade-off between interface-sensitivity and signal intensity.

Let us now discuss the example of XAS in more detail. We imagine a metallically conductive oxygen evolution electrocatalyst electrode such as LaNiO₃, with a flat surface exposed to a liquid electrolyte investigated with fluorescence yield to make use of the high penetration depth (Figure 5). For this Gedankenexperiment, the XAS signal can be detected in reflection or transmission geometry. Typical electrocatalyst thicknesses are tens to hundreds of nanometers, and recent reports from our group and others showed that changes in the top one to two unit cells (~0.4 to 0.8 nm) are expected during operation of LaNiO₃ electrocatalysts. So the part of the electrode we are most interested in is a thin surface layer on a thick layer of the same nominal composition. For a representative 20 nm thick electrode, the signal contribution of this surface layer would therefore be ~2-5 %, assuming negligible X-ray attenuation in such a thin layer. Further, the chemically-relevant changes may translate to small changes in spectral shape, such as the shift of the adsorption edge by less than 1 eV. In our 0.8 nm surface-layer, such small changes are virtually impossible to detect and track as a function of applied potential due to the small contribution to the total thickness.
An option to overcome this limitation is to increase the relative surface area compared to the volume of the electrode material. It was suggested before that high-surface area materials like nanoparticles are an attractive pathway, because they increase the relative signal intensity of the surface. Alternative pathways are the creation of highly porous 3D materials that maximize the ratio of atoms at the interface and in the bulk. For nanoparticles, and continuing the example of a thin surface layer of interest, one can estimate the contribution of the surface from the relative volume of a given sphere and the volume of a 0.8 nm spherical shell (Figure 5c). The spectral contribution is bigger than 10% for nanoparticles with a diameter of 10 nm or smaller. A signal contribution of 10% can be taken as a possible detection limit to still investigate the

**Figure 5**: Schematic for extracting surface-sensitive information from bulk-sensitive techniques. a) Representative perovskite oxide electrocatalyst exposed to an electrolyte at open circuit voltage (OCV). b) When a potential is applied to drive the oxygen evolution reaction (OER), the same oxide undergoes a surface transformation involving the top 2 unit cells. c) The relative intensity of the 0.8 nm surface layer measured by a bulk-sensitive technique like XAS or UV-Vis spectroscopy increases with decreasing total thickness of the electrode. Derived from the volume ratio of a surface-layer shell on a spherical nanoparticle. d) Bulk and surface layer intensity as a function of thickness. Using epitaxial thin films with unit-cell thickness control, one can extract the surface signal from a series of operando experiments with various thicknesses. The same dependence can be derived for nanoparticles of various diameters.
surface processes, but the exact value will depend on the exact experimental setup and the expected spectral changes. Operando spectroscopy during water electrolysis has already been performed for such small nanoparticles, so this pathway is a worthwhile avenue. But the question remains how the small surface contribution will be extracted from the total signal to interpret the results quantitatively.

Recently, we therefore developed an approach to tune nominally bulk-sensitive techniques interfacesensitive using epitaxial thin films of various thickness based on the idea of Liang, Chueh and coworkers. Epitaxial thin films are layers with exceptionally low defect concentration, deposited on single crystalline templates, allowing for a direct control of properties like crystalline orientation and atomic-level surface structure. The investigation of epitaxial perovskite thin films for electrocatalysis applications gained attention as a platform of tunable, well-defined electrocatalyst surfaces. Epitaxial thin films are typically deposited with unit cell thickness precision, allowing to tune the relative contribution of the surface layer in a bulk-sensitive approach through the selection of the total thickness, as shown schematically in Figure 5a-b. Figure 5c shows the relative contribution of a two-unit-cell surface layer to the total signal for an exemplary perovskite oxide to continue our example of a 0.8 nm surface layer. Similar to the nanoparticle-approach, the spectral contribution of the surface layer is bigger than 10% for films with a thickness below 7 nm. The relative spectral contribution of the surface layer can be increased from ~1.5% to 14% by decreasing the film thickness from 50 to 5 nm. Here the question arises what advantage thin films may offer compared to the nanoparticle approach discussed above. The answer lies in the high precision of epitaxial growth for model systems. By depositing the layers unit cell by unit cell, multiple samples with nominally identical properties but different thicknesses can be produced, in turn allowing for a deconvolution of spectral contributions arising from the surface and from the bulk: The surface contribution is independent of film thickness, so it should be identical for each experiment, while the bulk signal is proportional to the thickness (Figure 5d). One can therefore explicitly extract the surface-sensitive information from a series of bulk-sensitive experiment. We recently demonstrated this pathway using bulk-sensitive UV-Vis spectroscopy in transmission geometry, revealing a phase transition of a unit-cell-thin layer to a Ni hydroxide-like layer occurs during operation of a LaNiO₃ electrocatalyst. A similar approach was also used recently to separate the processes occurring at a solid/solid interface and a solid/gas interface in close proximity.

This approach evidently allows extraction of subtle changes in a very thin surface layer and can in principle be applied to all characterization tools discussed here. But of course, it also exhibits limitations: beyond the time-consuming need to repeat the same experiment with multiple thicknesses, the thickness variation in epitaxial films also raises additional concerns: Typically, the defect structure of epitaxial films depends on the thickness, with thicker films showing more defects, especially at the surface. So great care must be taken in preparation and pre-characterization of the films. Even more concerning is the possibility of thickness dependent electronic and electrochemical properties based on the band alignment at the
substrate/film interface, limiting this approach to highly conducting materials,²⁰³ where the screening lengths are short compared to the film thickness. Lastly, the overall intensity of the signal decreases with the film thickness, so that long integration times and high-intensity probes are necessary to overcome signal-to-noise-limitations in films with satisfactory interface-to-bulk signal ratios. Nevertheless, we believe this approach will yield the long-desired interface-sensitive information for a large variety of systems.

4.3 Future developments and interface-sensitivity of meniscus XPS

For the recently developed meniscus XPS and related XPS techniques for the study of the solid-liquid interface, technological advancements around the world are rather dynamic, because of both the promises and challenges of the technique. The main issues that have been tackled in various approaches are the stability of the liquid electrolyte and the information depth. One can anticipate that the different approaches will be brought together synergistically. Investigation of the solid-liquid interface might become possible in laboratory-based APXPS systems, where the experimental turnaround for a specific experiment can be faster, and the issues of beam damage might be less severe (at the high cost of severely prolonged integration times).

The stability of the meniscus depends on multiple properties of the materials under investigation and on the experimental geometry. As discussed in section 3.5, even for a hydrophilic and therefore suitably wettable electrode surface, the meniscus might be unstable due to the influence of gravity and solvent evaporation. Current meniscus XPS setups attempt to alleviate these limitations by dosing solvent vapor into the analysis chamber or by introducing a second (larger) solvent container into the analysis chamber to reach a constant solvent background pressure. The newly developed offset droplet method uses an alternative approach: A high pressure liquid chromatography pump applies a constant but very slow stream of electrolyte through a fine capillary close to the region of interest to balance the evaporation rate.¹⁶⁸ At the same time, the sample is cooled to increase droplet stability and decrease the background pressure in the chamber to increase overall intensities.¹⁶⁸ These rationales might be also transferred to the meniscus XPS (maintaining the advantage of having the bulk-liquid in direct contact with a part of the sample) to further improve the meniscus stability, perhaps in parallel with the chemical strategies to stabilize the liquid layer.⁷⁸ One may envision cell designs that allow cooling of the sample and electrolyte and provide a constant replenishing of the evaporated solvent. It may also be worthwhile to revisit the tilted sample geometry¹⁶⁷ to facilitate a macroscopic flow cell and to solve the issue of the influence of gravity.
An important point in meniscus XPS (and other XPS based techniques) is the suitable selection of the X-ray energies. The very first report on meniscus XPS already included simulations performed using the SESSA software package and database (Simulation of Electron Spectra for Surface Analysis) developed by NIST. It was found that “tender” X-rays with energies of around 4000 eV optimize the signal intensity of a thin overlayer on a chemically different substrate (in this case 1 nm Fe on a Si substrate) through a meniscus. Later analysis showed that the ideal energy for the detection of species of the liquid side of the solid-liquid interface is also in the tender X-ray regime and that the ideal energy also depends on the selected core level binding energy.

A similar analysis was also performed for illumination and detection through a thin membrane.

Coming back to the electrocatalyst surface discussed in section 4.2, however, the situation is very different compared to the previous discussions in refs.: not only the total signal of the interfacial layer but also the interface-sensitivity need to be considered. This is especially important for a thin surface layer containing the same elements as the underlying bulk of the solid. The analysis below will show that in this case hard X-rays (which are of course favorable for photoelectron penetration of the meniscus) lead to an

---

**Figure 6:** a) Schematic for SESSA simulations (not drawn to scale). A 0.8 nm LaCoO$_3$ surface layer (violet) on a 19.2 nm LaCoO$_3$ OER electrocatalyst (red) is interfaced with a 20 nm meniscus of liquid water. b) Simulated spectra. The spectra are dominated by the O 1s peak, which stems mostly from the liquid layer. The insets show a zoom-in to the Co 2p and Co 3p core levels (left and right inset, respectively). Spectra in the left inset are offset vertically for easier comparison (1486 eV is off the scale), and spectra in the right inset are displayed to-scale.
overshadowing of the interface information by the electrons emitted from the subsurface of the solid. As electrochemical and other reactions occur at this interface and depend critically on the surface structure and chemistry, the use of such X-rays therefore impedes obtaining the relevant information, making the correct choice of the X-ray energies even more important for such systems.

To assess this situation quantitatively, SESSA simulations were performed on a system resembling the experimental setup in meniscus XPS with a LaCoO$_3$ electrode, chosen as a typical representative of a perovskite electrocatalyst without easily dissolvable species.$^{134,205,206}$ Inspired by our findings for LaNiO$_3$, it is assumed that the Co chemistry of the top one to two unit cells changes as a function of applied potential, i.e. we want to identify the chemical state of Co in the top 0.8 nm.

Figure 6a shows the simulated geometry, where the 20 nm electrode is divided into a 0.8 nm LaCoO$_3$ surface layer and a LaCoO$_3$ bulk layer. Representative of an aqueous electrolyte meniscus, a 20 nm layer of liquid water layer is placed atop the sample surface. The water density and band gap used in the SESSA simulations were 1.0 g cm$^{-3}$ and 6.9 eV, as in previous simulations.$^7$ The inelastic and elastic scattering were simulated using the DIIMFP01 and ECS01 databases included in SESSA and the photoionization cross sections are based on the PCS01 database. The geometry was chosen to represent a typical laboratory-based experiment with the analyzer and source set at the magic angle and the sample in normal emission, with non-polarized light and an acceptance angle of 44°. Qualitatively similar trends were obtained with a typical synchrotron beamline geometry (90° angle between analyzer and detector, normal emission, grazing incidence, horizontally polarized light). Four representative X-ray energies were chosen, which can be obtained with X-ray sources available for laboratory-based experiments: Al K$_\alpha$ (1486.6 eV), SiC K$_\alpha$ (1740 eV), Rh L$_\alpha$ (2697 eV), Cr K$_\alpha$ (5417 eV). The simulated spectra are shown in Figure 6b with insets for the Co 2p and Co 3p peaks, which can be used to determine the oxidation state of Co. The simulation reveals that the total Co peak intensities

![Figure 7: a) Total simulated intensity of the Co2p and Co 3p core levels. b) Simulated intensity of the same core levels, considering only photoelectrons from the two-unit-cell surface layer. c) Relative contribution of the surface signal to the total intensity.](image)
increase with increasing photon energies, while the peak intensity of the O 1s and O 2s peaks, which are dominated by the signal from the electrolyte layer, and their corresponding contributions to the spectral background decrease with increasing photon energies. The increase of the Co intensities results from the increasing inelastic mean free path, while the decrease in O intensities mainly stems from a decreasing photoionization cross section. The integrated Co peak intensities after background subtraction are shown in Figure 7a.

To consider the interface-sensitivity, the Co peak intensities are divided into a surface species for the top 0.8 nm, where we assume the chemically relevant changes occur, and a bulk species for the underlying electrode. Figure 7b shows that the signal from the surface layer is maximized for the “tender” X-rays (2697 eV), and that the extent of intensity modulation depends on the respective core level binding energy, in agreement with the previous findings. However, the relative contribution of the surface layer, shows a fundamentally different behavior: Because of the inelastic mean free path increase, the relative surface intensity decreases monotonically with increasing photon energy (Figure 7c). The key outcome of this analysis therefore is that the relative intensity of the surface contribution scales differently with photon energy than the total intensity. To track small spectral changes originating from a thin surface layer, such as a change in Co oxidation state that is most easily recognized based on the satellite features of the Co 2p spectrum and small chemical shifts < 0.5 eV, one should therefore choose the minimum photon energy that still yields sufficient total count rate. The count rate and in particular the signal-to-noise ratio depend on the available instrumentation and integration time, so no direct selection can be made for the example shown in Figure 7. For Co 2p, 1740 eV or 2697 eV may be the best compromise between total intensity and interface-sensitivity. Interestingly, the total intensity of the Co3p level is less dependent on the photon energy, so for Co 3p 1486.6 eV or 1740 eV is ideal, i.e., the typical Al Kα X-ray sources in modern laboratory XPS instruments are very promising.

Figure 8: a) Beamline flux at the HIPPIE beamline at MAX IV Laboratory in Lund, redrawn from\textsuperscript{207}. b) Total simulated intensity of the Co2p and Co 3p core levels. c) Simulated intensity of the same core levels, considering only photoelectrons from the two-unit-cell surface layer. d) Relative contribution of the surface signal to the total intensity.
Ideally, multiple X-ray sources (or various X-ray energies in a synchrotron experiment) should be used to carefully extract the surface information through comparison of the respective contribution to the total signal.

In addition to the cross section and inelastic mean free path considerations discussed above, the intensity of the source is of course an equally important parameter to determine the expected total intensities and signal-to-noise ratios. For laboratory sources, the soft X-ray sources are typically more intense than the hard X-ray sources, making the soft X-rays even more attractive. At the international synchrotron facilities, available APXPS beamlines with the option for meniscus XPS are optimized for distinctly different photon energies: The original instrumentation at the Advanced Light Source in Berkeley has a maximum photon flux in the “tender” X-ray range, around 4000 eV, while the recently commissioned beamline at the MAX IV Laboratory in Lund is a soft X-ray beamline. To demonstrate the importance of the beamline characteristics, the analysis from Figure 7 was repeated while considering the beamline flux at the MAX IV HIPPIE beamline. Figure 8 shows the published beamline flux and the resulting intensity profiles for the total intensity, the surface intensity, and the relative surface intensity of the exemplary LaCoO$_3$ electrocatalyst. Again, the relative contribution of the surface decreases with increasing photon energy. The absolute intensity of the Co peaks is maximized at around 1500-2000 eV, suggesting that this is the ideal energy to investigate such a system at this beamline.

Another possibility to achieve the desired interface sensitivity is turning to angle-dependent measurements,\textsuperscript{209-212} which has achieved depth-profiling with a resolution of roughly $\frac{\lambda}{3}$.\textsuperscript{210} Surface concentrations and overlayer thickness, can be extracted rather straightforwardly when varying the photoemission angle, based on equation 2. Using certain assumptions about sample properties (e.g. about the roughness and layer thickness uniformity), the main features of the concentration-depth profile can also be extracted to a fair degree of accuracy.\textsuperscript{213} For the solid-liquid interface, however, it remains a formidable challenge to vary the photoemission angle in the required range of ~40° necessary to extract a depth profile while maintaining a stable meniscus. Another route might be the small angle variation (a fraction of a degree up to ~3°) necessary to achieve depth profiling in standing wave XPS, as discussed below.

To summarize, the XPS simulations demonstrate that for each research question, the instrument, geometry and in particular the X-ray energy must be chosen wisely, ideally based on the prior simulation of the expected intensities and interface-sensitivity. In the chosen example task of tracking small chemical changes in a thin surface layer on a chemically similar bulk electrode, the analysis revealed that it is more beneficial to use softer X-rays up to roughly 2000 eV rather than harder X-rays in the 3000-5500 eV range because of a loss of interface-sensitivity for harder X-rays. The development of laboratory tools or synchrotron endstations with X-ray energies of 1000-2000 eV are therefore highly desirable. Nonetheless, the higher inelastic mean free path of hard X-rays remains useful for many research questions which require
larger information depth, or which are less reliant on interface-sensitivity. Ideally, APXPS instruments should therefore offer multiple X-ray sources of various energies to answer a diverse set of research questions. Development of instruments compatible with multiple synchrotron endstations\(^ {79}\) of different photon energy are therefore commendable.

### 4.4 Outlook

With increasing commercial availability and continuous efforts to develop beyond-state-of-the-art instrumentation at synchrotron facilities around the world, the (spectroscopic) operando characterization of solid-solid, solid-gas and solid-liquid interfaces will continue to play a major role in cutting-edge research activities for a variety of fields, and the discussed developments will facilitate the challenging characterization of electrochemical solid-liquid interfaces for energy technologies.

The techniques discussed here can become even more interface-sensitive if they are combined with so-called standing wave XPS or XAS. In this approach, X-ray standing waves are generated at a superlattice of optically dissimilar materials. The vertical position of antinodes of the standing waves can be shifted by varying the incident angle, resulting in precise depth-selective photoemission intensity modulations. As a result, sub-unit cell depth resolution can be achieved.\(^ {62,88}\) For our example of a surface transformation in LaNiO\(_3\) electrocatalysts, ex situ standing wave XPS already demonstrated that the chemical changes were confined to a 4 Å surface layer.\(^ {37}\) Few pioneering studies by the groups of Fadley, Bluhm and Nemšák applied standing wave XPS to solid-liquid interfaces and revealed great potential.\(^ {85,86}\) I therefore expect a larger trend in operando standing wave XPS studies for highest interface-sensitivity. An additional promising avenue to achieve this interface-sensitivity lies finely tuning the penetration depth of X-rays in near total reflection mode, as discussed nicely in ref. \(^ {214}\).

Lastly, it will be a general task for the community to combine interface-sensitivity with resolution in additional dimensions: 1) For spatial resolution, the use of spectromicroscopic techniques with thin membranes will be extended. The graphene membranes can also serve as electrodes in solid-state applications,\(^ {81}\) so emerging devices and functionalities can be explored during in situ stimulation. For example, ferroelectric switching underneath a graphene membrane, which we explored several years ago,\(^ {215}\) can now be probed operando. For the spectromicroscopy of solid-liquid interfaces, the development of near ambient pressure\(^ {216}\) or transmission\(^ {217}\) photoelectron microscopes can be envisioned to help overcome limitations from the challenging sample design and robustness. 2) For the time dimension, synchrotron-based pump-probe experiments\(^ {218}\) and ultra-fast laser setups\(^ {219,220}\) can yield picosecond resolution for the study of excited/intermediate states during charge generation and transfer. Alternatively, so-called “time-multiplexed” techniques may help overcome signal variations from spatial drift, changes in the background absorption, or incoming X-ray intensity to isolate weak signals during longer integration times.\(^ {221}\)
5 Summary

In this perspective, I briefly discussed X-ray spectroscopic techniques for operando characterization of solid-solid, solid-gas and solid-liquid interfaces. Recent developments now allow a wide range of possibilities, yet the interface-sensitivity remains a major concern. I described a new method to extract interface-sensitive information from nominally bulk sensitive techniques, which was developed together with Liang and Chueh at Stanford University. The method relies on precise thickness control, e.g. achievable in epitaxial growth, to repeat the same operando experiment with multiple thicknesses. For the recently developed meniscus XPS, SESSA simulations revealed that while the intensity of a solid-liquid interface might be optimized using “tender” X-rays, the interface-sensitivity is maximized for soft X-rays. This means that always a compromise between intensity and interface-sensitivity must be found, and suggests that prior to operando characterization, the expected geometry and changes under operating conditions should be simulated before designing the experiment. It will be helpful to combine multiple X-ray energies (and multiple techniques) to understand and distinguish processes at interfaces and in the bulk of a material.

In the end, the continuous development of operando probes and their combination will help us address the urgent open question regarding charge transfer reactions in numerous technologies including energy conversion and storage, sensing, manufacturing, and information technology. In many instances, we will be enabled to finally provide an answer to the question: What is the chemical composition and electronic structure across the interface of interest during operation?
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