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Abstract

Composite function minimization captures a wide spectrum of applications in both computer vision and machine learning. It includes bound constrained optimization and cardinality regularized optimization as special cases. This paper proposes and analyzes a new Matrix Splitting Method (MSM) for minimizing composite functions. It can be viewed as a generalization of the classical Gauss-Seidel method and the Successive Over-Relaxation method for solving linear systems in the literature. Incorporating a new Gaussian elimination procedure, the matrix splitting method achieves state-of-the-art performance. For convex problems, we establish the global convergence, convergence rate, and iteration complexity of MSM, while for non-convex problems, we prove its global convergence. Finally, we validate the performance of our matrix splitting method on two particular applications: nonnegative matrix factorization and cardinality regularized sparse coding. Extensive experiments show that our method outperforms existing composite function minimization techniques in term of both efficiency and efficacy.

1. Introduction

In this paper, we focus on the following composite function minimization problem:

\[
\min_x \ f(x) := q(x) + h(x) ; \quad q(x) = \frac{1}{2} x^T A x + x^T b
\]  

where \( x \in \mathbb{R}^n, \ b \in \mathbb{R}^n, \ A \in \mathbb{R}^{n \times n} \) is a positive semidefinite matrix, \( h(x) \) is a piecewise separable function (i.e., \( h(x) = \sum_{i=1}^{n} h(x_i) \)) but not necessarily convex. Typical examples of \( h(x) \) include the bound constrained function and the \( \ell_0 \) and \( \ell_1 \) norm functions.

The optimization in (1) is flexible enough to model a variety of applications of interest in both computer vision and machine learning, including compressive sensing [8], nonnegative matrix factorization [15, 17, 10], sparse coding [16, 1, 3, 25], support vector machine [12], logistic regression [34], subspace clustering [9], to name a few. Although we only focus on the quadratic function \( q(\cdot) \), our method can be extended to handle general composite functions as well, by considering a typical Newton approximation of the objective [31, 36]. The most popular method for solving (1) is perhaps the proximal gradient method [22, 4]. It considers a fixed-point proximal iterative procedure \( x^{k+1} = \text{prox}_{\gamma h}(x^k - \gamma \nabla q(x^k)) \) based on the current gradient \( \nabla q(x^k) \). Here the proximal operator \( \text{prox}_{h}(a) = \arg \min_{x} \frac{1}{2} \|x - a\|_2^2 + h(x) \) can often be evaluated analytically, \( \gamma = 1/L \) is the step size with \( L \) being the local (or global) Lipschitz constant. It is guaranteed to decrease the objective at a rate of \( O(L/k) \), where \( k \) is the iteration number. The accelerated proximal gradient method can further boost the rate to \( O(L/k^2) \). Tighter estimates of the local Lipschitz constant leads to better convergence rate, but it scarifies additional computation overhead to compute \( L \). Our method is also a fixed-point iterative method, but it does not rely on a sparse eigenvalue solver or line search backtracking to compute such a Lipschitz constant, and it can exploit the specified structure of the quadratic Hessian matrix \( A \).

The proposed method is essentially a generalization of the classical Gauss-Seidel (GS) method and Successive Over-Relaxation (SOR) method [7, 27]. In numerical linear algebra, the Gauss-Seidel method, also known as the successive displacement method, is a fast iterative method for solving a linear system of equations. It works by solving a sequence of triangular matrix equations. The method of SOR is a variant of the GS method and it often leads to faster convergence. Similar iterative methods for solving linear systems include the Jacobi method and symmetric SOR. Our proposed method can solve versatile composite function minimization problems, while inheriting the efficiency of modern linear algebra techniques.

Our method is closely related to coordinate gradient descent and its variants such as randomized coordinate descent [12], cyclic coordinate descent, block coordinate descent [21], accelerated randomized coordinate descent [19] and others [26, 18, 28, 38]. However, all these work are based on gradient-descent type iterations and a constant Lipschitz step size. They work by solving a first-order majoriza-
2. Proposed Matrix Splitting Method

In this section, we present our proposed matrix splitting method for solving (1). Throughout this section, we assume that \( h(x) \) is convex and postpone the discussion for nonconvex \( h(x) \) to Section 3.

Our solution algorithm is derived from a fixed-point iterative method based on the first-order optimal condition of (1). It is not hard to validate that a solution \( x \) is the optimal solution of (1) if and only if \( x \) satisfies the following nonlinear equation (**\( \Delta x \)** means define):

\[
0 \in \partial h(x) = Ax + b + \partial h(x)
\]

where \( \partial h(x) \) is the sub-gradient of \( h(\cdot) \) in \( x \). In numerical analysis, a point \( x \) is called a fixed point if it satisfies the equation \( x \in T(x) \), for some operator \( T(\cdot) \). Converting the transcendental equation \( 0 \in \partial h(x) \) algebraically into the form \( x \in \mathcal{T}(x) \), we obtain the following iterative scheme with recursive relation:

\[
x^{k+1} \in \mathcal{T}(x^k), \quad k = 0, 1, 2, \ldots
\]

We now discuss how to adapt our algorithm into the iterative scheme in (3). First, we split the matrix \( A \) in (2) using the following strategy:

\[
A = L + \frac{1}{\omega}(D + \theta I) + \frac{1}{\omega}(\omega - 1)D - \theta I
\]

(4)

Here, \( \omega \in (0, 2) \) is a relaxation parameter and \( \theta \in [0, \infty) \) is a parameter for strong convexity that enforces \( \text{diag}(B) > 0 \). These parameters are specified by the user beforehand. Using these notations, we obtain the following optimality condition which is equivalent to (2):

\[
-Cx - b \in (B + \partial h(x))
\]

Then, we have the following equivalent fixed-point equation:

\[
x \in \mathcal{T}(x) \triangleq (B + \partial h)^{-1}(-Cx - b)
\]

(5)

Here, we name \( T(x) \) the triangle proximal operator, which is novel in this paper\(^3\). Due to the triangle property of the matrix \( B \) and the element-wise separable structure of \( h(\cdot) \), the triangle proximal operator \( T(x) \) in (5) can be computed exactly and analytically, by a generalized Gaussian elimination procedure (discussed later in Section 2.1). Our matrix splitting method iteratively applies \( x^{k+1} \in \mathcal{T}(x^k) \) until convergence. We summarize our algorithm in Algorithm 1.

In what follows, we show how to compute \( T(x) \) in (5) in Section 2.1, and then we study the convergence properties of Algorithm 1 in Section 2.2.

---

\(^1\) This is in contrast with Moreau’s proximal operator \([24]\): \( \text{prox}_h(a) = \arg \min_a \frac{1}{2} ||x - a||^2 + h(x) = (I + \partial h)^{-1}(a) \), where the mapping \( (I + \partial h)^{-1} \) is called the resolvent of the subdifferential operator \( \partial h \).

\(^2\) For example, when \( n = 3 \), \( D \) and \( L \) take the following form:

\[
D = \begin{bmatrix}
A_{1,1} & 0 & 0 \\
0 & A_{2,2} & 0 \\
0 & 0 & A_{3,3}
\end{bmatrix}, \quad L = \begin{bmatrix}
0 & 0 & 0 \\
A_{2,1} & 0 & 0 \\
A_{3,1} & A_{3,2} & 0
\end{bmatrix}
\]
2.1. Computing the Triangle Proximal Operator

We now present how to compute the triangle proximal operator in (5), which is based on a new generalized Gaussian elimination procedure. Notice that (5) seeks a solution \( z^* \approx T(x^k) \) that satisfies the following nonlinear system:

\[
0 \in Bz^* + u + \partial h(z^*), \quad \text{where } u = b + Cx^k \tag{6}
\]

By taking advantage of the triangular form of \( B \) and the element-wise structure of \( h(\cdot) \), the elements of \( z^* \) can be computed sequentially using forward substitution. Specifically, the above equation can be written as a system of nonlinear equations:

\[
0 \in \begin{bmatrix}
B_{1,1} & 0 & 0 & 0 & 0 \\
0 & B_{2,2} & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
B_{n-1,n-1} & B_{n-1,n-2} & \cdots & 0 & 0 \\
B_{n,n-1} & B_{n,n-2} & \cdots & B_{n,n-1} & B_{n,n}
\end{bmatrix} \begin{bmatrix}
z_1^* \\
z_2^* \\
\vdots \\
z_{n-1}^* \\
z_n^*
\end{bmatrix} + u + \partial h(z^*)
\]

If \( z^* \) satisfies the equations above, it must solve the following one-dimensional subproblems:

\[
0 \in B_{j,j} z_j^* + w_j + \partial h(z_j^*), \quad \forall j = 1, 2, ..., n,
\]

\[
w_j = u_j + \sum_{i=1}^{j} B_{j,i} z_i^*
\]

This is equivalent to solving the following one-dimensional problem for all \( j = 1, 2, ..., n:\)

\[
z_j^* = t^* = \arg\min_t \frac{1}{2} B_{j,j} t^2 + w_j t + h(t) \tag{7}
\]

Note that the computation of \( z^* \) uses only the elements of \( z^* \) that have already been computed and a successive displacement strategy is applied to find \( z^* \).

We remark that the one-dimensional subproblem in (7) often admits a closed form solution for many problems of interest. For example, when \( h(t) = I_{[b, u]}(t) \) with \( I(\cdot) \) denoting an indicator function on the box constraint \( b \leq x \leq u \), the optimal solution can be computed as:

\[
t^* = \min(ub, \max(lb, -w_j/B_{j,j})); \quad \text{when } t^* = \lambda |t| \quad \text{(e.g. in the case of the } l_1 \text{ norm), the optimal solution can be computed as: } t^* = -\max(0, |w_j/B_{j,j}| - \lambda/B_{j,j}), \text{ sign}(w_j/B_{j,j})
\]

Our generalized Gaussian elimination procedure for computing \( T(x^k) \) is summarized in Algorithm 2. Note that its computational complexity is \( O(n^2) \), which is the same as computing a matrix-vector product.

2.2. Convergence Analysis

In what follows, we present our convergence analysis for Algorithm 1. We let \( x^* \) be the optimal solution of (1). For notation simplicity, we denote:

\[
r^k \triangleq x^k - x^*, \quad d^k \triangleq x^{k+1} - x^k
\]

\[
u^k \triangleq f(x^k) - f(x^*), \quad f_k^* \triangleq f(x^k), \quad f^* \triangleq f(x^*)
\]

The following lemma characterizes the optimality of \( T(y) \).

Lemma 1. For all \( x, y \in \mathbb{R}^n \), it holds that:

\[
v \in \partial h(T(x)), \quad \|AT(x) + b + v\| \leq \|C\| \|x - T(x)\| \tag{9}
\]

\[
f(T(y)) - f(x) \leq \langle T(y) - x, C(T(y) - y) - \frac{1}{2}(x - T(y))TA(x - T(y)) \rangle \tag{10}
\]

Proof. (i) We now prove (9). By the optimality of \( T(x) \), we have: \( \forall v \in \partial h(T(x)), 0 = BT(x) + CT(x) + v + b + Cx - CT(x) \). Therefore, we obtain: \( AT(x) + b + v = C(T(x) - x) \). Applying a norm inequality, we have (9).

(ii) We now prove (10). For simplicity, we denote \( z^* \triangleq T(y) \). Thus, we obtain: \( 0 \in Bz^* + b + Cy + \partial h(z^*) \Rightarrow 0 \in (x - z^*, Bz^* + b + Cy + \partial h(z^*)), \forall v. \) Since \( h(\cdot) \) is convex, we have:

\[
(x - z^*, \partial h(z^*)) \leq h(x) - h(z^*) \tag{11}
\]

Then we have this inequality: \( \forall x : \langle x - h(z^*) + (x - z^*, Bz^* + b + Cy) \rangle \geq 0. \) We naturally derive the following results:

\[
f(z^*) - f(x) = h(z^*) - h(x) + q(z^*) - q(x) \leq \langle x - z^*, Bz^* + b + Cy \rangle + \frac{1}{2} z^T A z^* - \frac{1}{2} x^T A x = \langle x - z^*, (B - A) z^* + Cy \rangle
\]

\[
- \frac{1}{2} \langle x - z^*, T A(x - z^*) \rangle = \langle x - z^*, C(y - z^*) \rangle - \frac{1}{2} \langle x - z^*, T A(x - z^*) \rangle
\]

\[
\square
\]

Theorem 1. (Proof of Global Convergence) We define \( \delta \triangleq \frac{2\omega + 2\omega^2}{\omega + 2\omega} \min(diag(D)) \). Assume that \( \omega \) and \( \theta \) are chosen such that \( \delta \in (0, \infty) \), Algorithm 1 is globally convergent.

Proof. (i) First, the following results hold for all \( z \in \mathbb{R}^n \):

\[
z^T (A + 2C) z = z^T (L - L^T + \frac{2\omega}{\omega} D + \frac{2\omega}{\omega} I) z
\]

\[
= z^T (\frac{2\omega}{\omega} I + \frac{2\omega}{\omega} D) z \geq \delta \|z\|^2
\]

\[
\square
\]
where we have used the definition of $A$ and $C$, and the fact that $z^T Lz = z^T L^T z$, $\forall z$.

We invoke (10) in Lemma 1 with $x = x^k$, $y = x^k$ and combine the inequality in (12) to obtain:

$$f^{k+1} - f^k \leq -\frac{1}{2} \langle d^k, (A - 2C)d^k \rangle - \frac{\delta}{2} \|d^k\|^2 \quad (13)$$

(ii) Second, we invoke (9) in Lemma 1 with $x = x^k$ and obtain: $v \in \partial h(x^{k+1})$, $\frac{\delta}{2\|C\|} \|Ax^k + b + v\| \leq \|x^k - x^{k+1}\|$. Combining with (13), we have: $\sum_{i=0}^{k-1} \|\partial f(x^k)\|^2 \leq f^k - f^{k+1}$, where $\partial f(x^k)$ is defined in (2). Summing this inequality over $i = 0, ..., k-1$, we have: $\sum_{i=0}^{k-1} \|\partial f(x^k)\|^2 \leq f^0 - f^k \leq f^0 - f^*$, where we use $f^* \leq f^k$. As $k \to \infty$, we have $\partial f(x^k) \to 0$, which implies the convergence of the algorithm.

Note that guaranteeing $\delta \in (0, \infty)$ can be achieved by simply choosing $\omega \in (0, 2)$ and setting $\theta$ to a small number.

We now prove the convergence rate of Algorithm 1. The following lemma characterizes the relations between $T(x)$ and the optimal solution $x^*$ for any $x$. This is similar to the classical local proximal error bound in the literature [20, 31, 30, 37].

**Lemma 2.** Assume $x$ is bounded. If $x$ is not the optimum of (1), there exists a constant $\eta \in (0, \infty)$ such that $\|x - x^*\| \leq \eta \|x - T(x)\|$.

**Proof.** First, we prove that $x \neq T(x)$. This can be achieved by contradiction. According to the optimal condition of $T(x)$ in (9), we obtain $\|A(T(x) + b + v)\| \leq \|C\| \|x - T(x)\|$ with $v \in \partial h(T(x))$. Assuming that $x = T(x)$, we obtain: $Ax + b \in \partial h(x)$, which contradicts with the condition that $x$ is not the optimal solution (refer to the optimality condition in (1)). Therefore, it holds that $x \neq T(x)$. Second, by the boundedness of $x$ and $x^*$, there exists a sufficiently large constant $\eta \in (0, \infty)$ such that $\|x - x^*\| \leq \eta \|x - T(x)\|$.

We now prove the convergence rate of Algorithm 1.

**Theorem 2.** (Proof of Convergence Rate) We define $\delta \triangleq \frac{2\theta}{\omega} + \frac{2 \omega}{\omega} \min(\text{diag}(D))$, $\omega \theta$ and $\omega$ are chosen such that $\delta \in (0, \infty)$ and $x^k$ is bound for all $k$, we have:

$$f(x^{k+1}) - f(x^*) \leq C_1 \frac{f(x^k) - f(x^*)}{1 + C_1} \quad (14)$$

where $C_1 = ((3 + \eta^2 \|C\| + (2\eta^2 + 2)\|A\|)/\delta$. In other words, Algorithm 1 converges to the optimal solution $Q$-linearly.

**Proof.** Invoking Lemma 2 with $x = x^k$, we obtain:

$$\|x^k - x^*\| \leq \eta \|x^k - T(x^k)\| \Rightarrow \|d^k\| \leq \eta \|d^k\|^2 \quad (15)$$

Invoking (9) in Lemma 1 with $x = x^k$, $y = x^k$, we derive the following inequalities:

$$f^{k+1} - f^* \leq f^{k+1} + \frac{1}{2} \langle A(x^{k+1} - x^k), x^k - x^{k+1} \rangle \leq C_1 (f^k - f^{k+1})$$

where the second step uses the fact that $x^{k+1} = x^k + d^k$; the third step uses the Cauchy-Schwarz inequality $\langle x, y \rangle \leq \|x\| \|y\|$, $\forall x, y \in \mathbb{R}^n$ and the norm inequality $\|Ax\| \leq \|A\| \|x\|$, $\forall x \in \mathbb{R}^n$; the fourth step uses the fact that $1/2 \cdot \|x + y\|^2 \leq \|x\|^2 + \|y\|^2$, $\forall x, y \in \mathbb{R}^n$ and $ab \leq 1/2 \cdot a^2 + 1/2 \cdot b^2$, $\forall a, b \in \mathbb{R}$; the fifth step uses (15); the sixth step uses the descent condition in (13). Rearranging the last inequality in (16), we have $1 + C_1 (f(x^{k+1}) - f(x^*)) \leq C_1 (f(x^k) - f(x^*))$ and obtain the inequality in (14). Since $\frac{1}{1 + C_1} < 1$, the sequence $\{f(x^k)\}_{k=0}^\infty$ converges to $f(x^*)$ linearly in the quotient sense.

The following lemma is useful in our proof of iteration complexity.

**Lemma 3.** Suppose a nonnegative sequence $\{u^k\}_{k=0}^\infty$ satisfies $u^{k+1} \leq -2C + 2C \sqrt{1 + \frac{u^k}{C}}$ for some constant $C \geq 0$. It holds that: $u^k \leq \frac{C_2}{k}$, where $C_2 = \max(8C, 2\sqrt{C} u^0)$.

**Proof.** The proof of this lemma can be obtained by mathematical induction. (i) When $k = 1$, we have $u^1 \leq -2C + 2C \sqrt{1 + \frac{u^0}{C}} = 2\sqrt{C} u^0 \leq \frac{C_2}{2}$.

(ii) When $k \geq 2$, we assume this result of this lemma is true. We derive the following results: $\frac{C_2}{k} \leq 2 \Rightarrow 4C \frac{k+1}{k} \leq 8C \leq C_2 \Rightarrow \frac{4C}{k(k+1)} \leq \frac{C_2}{k+1} \Rightarrow 4C \left(1 - \frac{\theta}{k+1} \right) \leq \frac{C_2}{k+1} \Rightarrow 4C \left(1 - \frac{\theta}{k+1} \right) \leq \frac{C_2}{k+1} \Rightarrow 4C \left(\frac{k+1}{C} \right) \leq 4C \left(\frac{k+1}{C} \right) \leq \frac{C_2}{k+1} \Rightarrow 4C \left(\frac{k+1}{C} \right) \leq \frac{C_2}{k+1} \Rightarrow 2\sqrt{1 + \frac{C_2}{C}} \leq 2\sqrt{1 + \frac{C_2}{C}} \leq \frac{C_2}{C} \Rightarrow 2\sqrt{1 + \frac{C_2}{C}} \leq \frac{C_2}{C} \Rightarrow u^{k+1} \leq \frac{C_2}{C^2} k$.

We now prove the iteration complexity of Algorithm 1.

**Theorem 3.** (Proof of Iteration Complexity) We define $\delta \triangleq \frac{2\theta}{\omega} + \frac{2 \omega}{\omega} \min(\text{diag}(D))$, $\omega \theta$ and $\omega$ are chosen
such that $\delta \in (0, \infty)$ and $\|x^k\| \leq R$, $\forall k$, we have:

$$u^k \leq \begin{cases} 
u_0 \left( \frac{2C_4}{\nu_0 + 1} \right)^k, & \text{if } \sqrt{\nu_k - \nu_{k+1}} \geq C_5/C_4, \forall k \leq k \\text{such that } \nu_k \text{ is some unknown iteration index.} \\
\frac{C_5}{\nu_0}, & \text{if } \sqrt{\nu_k - \nu_{k+1}} < C_5/C_4, \forall k \geq 0 \end{cases}$$

where $C_3 = 2R\|C\|((\frac{1}{2})^{1/2})$, $C_4 = \frac{\delta}{2}(\|C\| + \|A\|\eta(1))$, $C_5 = \max(8C^2_2, 2C_3\sqrt{u^0})$, and $k$ is some unknown iteration index.

Proof. Using similar strategies used in deriving (16), we have the following results:

$$u^{k+1} \leq \langle r^{k+1}, Cd^k \rangle - \frac{1}{2} \langle r^{k+1}, A(r^k + d^k) \rangle$$

$$\leq \|C\|\|r^{k+1}\|\|d^k\| + \frac{\|A\|}{2}\|r^k + d^k\|^2$$

$$(17)$$

Now we consider the two cases for the recursion formula in (17): (i) $\sqrt{\nu_k - \nu_{k+1}} \geq C_5/C_4$ for some $k \leq k$; (ii) $\sqrt{\nu_k - \nu_{k+1}} \leq C_5/C_4$ for all $k \geq 0$. In case (i), (17) implies that we have $u^{k+1} \leq 2C_4(u^k - u^{k+1})$ and rearranging terms gives: $u^{k+1} \leq \frac{2C_4}{\nu_0 + 1} u^k$. Thus, we have: $u^{k+1} \leq (\frac{2C_4}{\nu_0 + 1})^{k+1} u^0$. We now focus on case (ii). When $u^k \leq (\frac{2C_4}{\nu_0 + 1})^{k+1} u^0$, (17) implies that we have $u^{k+1} \leq 2C_2\sqrt{\nu_k^2 - \nu_{k+1}}$ and rearranging terms yields: $u^{k+1} \leq \frac{\nu_{k+1}}{4C_2}$. Solving this quadratic inequality, we have: $u^{k+1} \leq -2C_2^2 + 2C_2^2 \sqrt{1 + \frac{1}{C_2^2}} u^k$; solving this recursive formulation by Lemma 3, we obtain $u^{k+1} \leq \frac{C_5}{\nu_0 + 1}$.

Based on the discussions above, we have a few comments on Algorithm 1. (1) When $h(\cdot)$ is nonconvex and $\theta = 0$, it reduces to the classical Gauss-Seidel method ($\omega = 1$) and Successive Over-Relaxation method ($\omega \neq 1$). (2) When $A$ contains zeros in its diagonal entries, one needs to set $\theta$ to a strictly positive number. This is to guarantee the strong convexity of the one-dimensional subproblem and a bounded solution for any $h(\cdot)$. We remark that the introduction of the parameter $\theta$ is novel in this paper and it removes the assumption that $A$ is strictly positive-definite or strictly diagonally dominant, which is used in the classical result of GS and SOC method [27, 7].

3. Extensions

This section discusses several extensions of our proposed matrix splitting method for solving (1).

3.1. When $h$ is Nonconvex

When $h(x)$ is nonconvex, our theoretical analysis breaks down in (11) and the exact solution to the triangle proximal operator $T(x^k)$ in (6) cannot be guaranteed. However, our Gaussian elimination procedure in Algorithm 2 can still be applied. What one needs is to solve a one-dimensional nonconvex subproblem in (7). For example, when $h(t) = \lambda |t|_0$ (e.g. in the case of the $\ell_0$ norm), it has an analytical solution: $t^* = \begin{cases} -\frac{\omega_{j,j}}{B_{j,j}} |\frac{\omega_{j,j}}{B_{j,j}}|^2 \geq 2 \frac{\omega_{j,j}}{B_{j,j}}, \text{ when } h(t) = \lambda |t|^p \text{ and } p < 1, \text{ it admits a closed form solution for some special values [32]} \end{cases}$, such as $p = \frac{1}{2}$ or $\frac{1}{4}$.

Our matrix splitting method is guaranteed to converge even when $h(\cdot)$ is nonconvex. Specifically, we present the following theorem.

Theorem 4. (Proof of Global Convergence when $h(\cdot)$ is Nonconvex) Assume the nonconvex one-dimensional subproblem in (7) can be solved globally and analytically. We define $\delta \triangleq \min(\theta/\omega + (1 - \omega)/\omega \cdot \text{diag}(D))$. If we choose $\omega$ and $\theta$ such that $\delta \in (0, \infty)$, we have:

$$f(x^{k+1}) - f(x^k) \leq -\frac{1}{2}\|x^{k+1} - x^k\|^2 \leq 0$$

(ii) Algorithm 1 is globally convergent.

Proof. (i) Due to the optimality of the one-dimensional subproblem in (7), for all $j = 1, 2, ..., n$, we have:

$$\frac{1}{2}B_{j,j}(x^{k+1})^2 + \langle u_j + \sum_{i=1}^n B_{j,i}x^{k+1} \rangle x^{k+1} + h(x^{k+1}) \leq \frac{1}{2}B_{j,j}t_j^2 + \langle u_j + \sum_{i=1}^n B_{j,i}x^{k+1} \rangle t_j + h(t_j), \forall t_j$$

Letting $t_1 = x^{k+1}_1$, $t_2 = x^{k+1}_2$, ..., $t_n = x^{k+1}_n$, we obtain:

$$\frac{1}{2} \sum_{i=1}^n B_{i,i}(x^{k+1})^2 + \langle u + Lx^{k+1} \rangle x^{k+1} + h(x^{k+1}) \leq \frac{1}{2} \sum_{i=1}^n B_{i,i}(x^{k+1})^2 + \langle u + Lx^{k+1} \rangle x^{k+1} + h(x^k)$$

Since $u = b + Cx^k$, we obtain the following inequality:

$$f^{k+1} + \frac{1}{2}\langle x^{k+1}, (\frac{1}{2}(D + \theta I) + 2L - A)x^{k+1} + 2Cx^k \rangle \leq f^{k} + \frac{1}{2}\langle x^{k}, (\frac{1}{2}(D + \theta I) + 2C - A)x^{k+1} + 2Lx^{k+1} \rangle$$

By denoting $S \triangleq L - LT^T$ and $T \triangleq ((\omega - 1)D - \theta I)/\omega$, we have:

$$\frac{1}{2}(D + \theta I) + 2L - A = T - S, \frac{1}{2}(D + \theta I) + 2C - A = S - T, \text{ and } L - LT^T = -T.$$ Therefore, we have the following inequalities:

$$f^{k+1} - f^k \leq \frac{1}{2}\langle x^{k+1}, (T - S)x^{k+1} \rangle - \langle x^k, Tx^{k+1} \rangle + \frac{1}{2}\langle x^{k}, (T - S)x^{k} \rangle = \frac{1}{2}\langle x^{k} - x^{k+1}, T(x^k - x^{k+1}) \rangle \leq -\frac{\delta}{2}\|x^{k+1} - x^k\|^2$$

where the first equality uses $\langle x, Sx \rangle = 0 \forall x$, since $S$ is a Skew-Hermitian matrix. The last step uses $T + \delta I \preceq 0$. 

since \( x + \min(-x) \leq 0 \forall x \). Thus, we obtain the sufficient decrease inequality in (18).

(ii) Based on the sufficient decrease inequality in (18), we have: \( f(x^k) \) is a non-increasing sequence, \( \|x^k - x^{k+1}\| \to 0 \), and \( f(x^{k+1}) < f(x^k) \) if \( x^k \neq x^{k+1} \). We note that (9) can be still applied even \( h(\cdot) \) is nonconvex. Using the same methodology as in the second part of Theorem 1, we obtain that \( \partial f(x^k) \to 0 \), which implies the convergence of the algorithm.

Note that guaranteeing \( \delta \in (0, \infty) \) can be achieved by simply choosing \( \omega \in (0, 1) \) and setting \( \theta \) to a small number.

3.2. When \( x \) is a Matrix

In many applications (e.g., nonnegative matrix factorization and sparse coding), the solutions exist in the matrix form as follows: \( \min_{X \in \mathbb{R}^{m \times n}} \frac{1}{2} tr(X^T A X) + tr(X^T R) + h(X) \), where \( R \in \mathbb{R}^{m \times n} \). Our matrix splitting algorithm can still be applied in this case. Using the same technique to decompose \( A \) as in (4): \( A = B + C \), one needs to replace (6) to solve the following nonlinear equation: \( BZ^r + U + \partial h(Z^r) \in 0 \), where \( U = R + CX^k \). It can be decomposed into \( r \) independent components. By updating every column of \( X \), the proposed algorithm can be used to solve the matrix optimization problem. Thus, our algorithm can also make good use of existing parallel architectures to solve the matrix optimization problem.

3.3. When \( q \) is not Quadratic

Following previous work [31, 36], one can approximate the objective around the current solution \( x^k \) by the second-order Taylor expansion of \( q(\cdot) \): \( Q(y, x^k) \triangleq q(x^k) + \langle \nabla q(x^k), y - x^k \rangle + \frac{1}{2} (y - x^k)^T \nabla^2 q(x^k)(y - x^k) + h(y) \), where \( \nabla q(x^k) \) and \( \nabla^2 q(x^k) \) denote the gradient and Hessian of \( q(\cdot) \) at \( x^k \), respectively. In order to generate the next solution that decreases the objective, one can minimize the quadratic model above by solving: \( \hat{x}^k = \arg \min_{x} Q(y, x) \). The new estimate is obtained by the update: \( x^{k+1} = x^k + \beta (\hat{x}^k - x^k) \), where \( \beta \in (0, 1) \) is the step-size selected by backtracking line search.

4. Experiments

This section demonstrates the efficiency and efficacy of the proposed Matrix Splitting Method (MSM) by considering two important applications: nonnegative matrix factorization (NMF) [15, 17] and cardinality regularized sparse coding [23, 25, 16]. We implement our method in MATLAB on an Intel 2.6 GHz CPU with 8 GB RAM. Only our generalized Gaussian elimination procedure is developed in C and wrapped into the MATLAB code, since it requires an elementwise loop that is quite inefficient in native MATLAB. We report our results with the choice \( \theta = 0.01 \) and \( \omega = 1 \) in all our experiments.
4.1. Nonnegative Matrix Factorization (NMF)

Nonnegative matrix factorization [15] is a very useful tool for feature extraction and identification in the fields of text mining and image understanding. It is formulated as the following optimization problem:

$$\min_{W, H} \frac{1}{2} \| Y - WH \|_F^2, \text{ s.t. } W \geq 0, H \geq 0$$  \hspace{1cm} (19)$$

where $W \in \mathbb{R}^{m \times n}$ and $H \in \mathbb{R}^{n \times d}$. Following previous work [14, 10, 17, 13], we alternatively minimize the objective while keeping one of the two variables fixed. In each alternating subproblem, we solve a convex nonnegative least squares problem, where our MSM method is used. We conduct experiments on three datasets: 20news, COIL, and TDT2. The size of the datasets are 18774 × 61188, 7200 × 1024, 9394 × 36771, respectively. We compare MSM against the following state-of-the-art methods: (1) Projective Gradient (PG) [17, 5] that updates the current solution via steep gradient descent and then maps a point back to the bounded feasible region; (2) Active Set (AS) method [14]; (3) Block Principal Pivoting (BPP) method [14] that iteratively identifies an active and passive set by a principal pivoting procedure and solves a reduced linear system; (4) Accelerated Proximal Gradient (APG) [10] that applies Nesterov’s momentum strategy with a constant step size to solve the convex sub-problems; (5) Coordinate Gradient Descent (CGD) [13] that greedily selects one coordinate by measuring the objective reduction and optimizes for a single variable via closed-form update. Similar to our method, the core procedure of CGD is developed in C and wrapped into the MATLAB code, while all other methods are implemented using built-in MATLAB functions.

We use the same settings as in [17]. We compare objective values after running $t$ seconds with $t$ varying from 20 to 50. Table 1 presents average results of using 10 random initial points, which are generated from a standard normal distribution. While the other methods may quickly lower the objective value, our method is more stable and efficient. The plots show that our method converges faster than the other methods.

Figure 2: Convergence behavior for solving (20) with fixing $W$ for different $\lambda$ and initializations. Denoting $\mathbf{O}$ as an arbitrary standard Gaussian random matrix of suitable size, we consider the following four initializations for $H$. First row: $H = 0.1 \times \mathbf{O}$. Second row: $H = 1 \times \mathbf{O}$. Third row: $H = 10 \times \mathbf{O}$. Fourth row: $H$ is set to the output of the orthogonal matching pursuit.

4 http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html
5 https://www.csie.ntu.edu.tw/~cjlin/libmf/
6 http://www.cc.gatech.edu/~hpark/nmfsoftware.php
7 https://sites.google.com/site/nmfsolvers/
8 http://www.cs.utexas.edu/~cjhsieh/nmf/
objective values when \( n \) is small (\( n = 20 \)), MSM catches up very quickly and achieves a faster convergence speed when \( n \) is large. It generally achieves the best performance in terms of objective value among all the methods.

4.2. Cardinality Regularized Sparse Coding

Sparse coding is a popular unsupervised feature learning technique for data representation that is widely used in computer vision and medical imaging. Motivated by recent success in \( \ell_0 \) norm modeling [35, 3, 33], we consider the following cardinality regularized (i.e. \( \ell_0 \) norm) sparse coding problem:

\[
\min_{W, H} \frac{1}{2} \| Y - WH \|_F^2 + \lambda \| H \|_0, \text{ s.t. } \| W(:, i) \|_2 = 1 \forall i
\]

with \( W \in \mathbb{R}^{m \times n} \) and \( H \in \mathbb{R}^{n \times d} \). Existing solutions for this problem are mostly based on the family of proximal point methods [22, 22, 3]. We compare MSM with the following methods: (1) Proximal Gradient Method (PGM) with constant step size, (2) PGM with line search, (3) accelerated PGM with constant step size, and (4) accelerated PGM with line search.

We evaluate all the methods for the application of image denoising. Following [2, 3], we set the dimension of the dictionary to \( n = 256 \). The dictionary is learned from \( m = 1000 \) image patches randomly chosen from the noisy input image. The patch size is \( 8 \times 8 \), leading to \( d = 64 \). The experiments are conducted on 16 conventional test images with different noise standard deviations \( \sigma \). For the regularization parameter \( \lambda \), we sweep over \( \{1, 3, 5, 7, 9, ..., 10000, 30000, 50000, 70000, 90000\} \).

First, we compare the objective values for all methods by fixing the variable \( W \) to an over-complete DCT dictionary [2] and only optimizing over \( H \). We compare all methods with varying regularization parameter \( \lambda \) and different initial points that are either generated by random Gaussian sampling or the Orthogonal Matching Pursuit (OMP) method [29]. In Figure 2, we observe that MSM converges rapidly in 10 iterations. Moreover, it often generates much better local optimal solutions than the compared methods.

Second, we evaluate the methods according to Signal-to-Noise Ratio (SNR) value wrt the groundtruth denoised image. In this case, we minimize over \( W \) and \( H \) alternately with different initial points (OMP initialization or standard normal random initialization). For updating \( W \), we use the same proximal gradient method as in [3]. For updating \( H \), since the accelerated PGM does not necessarily present better performance than canonical PGM and since the line search strategy does not present better performance than the simple constant step size, we only compare with PGM, which has been implemented in [3] \(^9\) and KSVD [2] \(^10\). In our experiments, we find that MSM achieves lower objectives than PGM in all cases. We do not report the objective values here but only the best SNR value, since (i) the best SNR result does not correspond to the same \( \lambda \) for PGM and MSM, and (ii) KSVD does not solve exactly the same problem in (20)\(^11\). We observe that MSM is generally 4-8 times faster than KSVD. This is not surprising, since KSVD needs to call OMP to update the dictionary \( H \), which involves high computational complexity while our method only needs to call a generalized Gaussian elimination procedure in each iteration. In Table 2, we summarize the results, from which we make two conclusions. (i) The two initialization strategies generally lead to similar SNR results. (ii) Our MSM method generally leads to a larger SNR than PGM and a comparable SNR as KSVD, but in less time.

5. Conclusions and Future Work

This paper presents a matrix splitting method for composite function minimization. We rigorously analyze its convergence behavior both in convex and non-convex settings. Experimental results on nonnegative matrix factorization and cardinality regularized sparse coding demonstrate that our methods achieve state-of-the-art performance.

Our future work focuses on several directions. (i) We will investigate the possibility of further accelerating the matrix splitting method by Nesterov’s momentum strategy [22] or Richardson’s extrapolation strategy. (ii) It is interesting to extend the classical sparse Gaussian elimination technique to compute the triangle proximal operator in our method, which is expected to be more efficient when the matrix \( A \) is sparse. (iii) We are interested in incorporating the proposed algorithms into alternating direction method of multipliers [11, 6] as an alternative solution to the existing proximal/linearized method.
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