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Abstract
In this paper, we discuss the Maxwell equations in terms of differential forms, both in the 3-dimensional space and in the 4-dimensional space-time manifold. Further, we view the classical electrodynamics as the curvature of a line bundle, and fit it into gauge theory.

1 Introduction
1.1 Maxwell Equations
As we all know, the Maxwell equations are, see e.g.[1]:

\[ \nabla \cdot \mathbf{D} = \rho \quad \text{(Coulomb's Law)} \] (1.1)

\[ \nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t} \quad \text{(Ampere's Law)} \] (1.2)

\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0 \quad \text{(Faraday's Law)} \] (1.3)

\[ \nabla \cdot \mathbf{B} = 0 \quad \text{(Absence of Free Magnetic Poles)} \] (1.4)

The first two equations are inhomogeneous, while the other two are homogeneous. Here \( \mathbf{E} \) is the electric field vector, \( \mathbf{D} \) is the electric displacement, \( \mathbf{H} \) is the magnetic field and \( \mathbf{B} \) is the magnetic induction. We know that in vacuum (for simplicity we assume that we are always dealing with electromagnetic fields in vacuum) they are related by:

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} \] (1.5)

\[ \mathbf{H} = \frac{1}{\mu_0} \mathbf{B} \] (1.6)

where \( \varepsilon_0 \) and \( \mu_0 \) are constants satisfying \( \varepsilon_0 \mu_0 = 1/c^2 \), and \( c \) is the speed of light in vacuum. \( \mathbf{J} \) is the current density, following the continuity equation

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{J} = 0 \] (1.7)
1.2 Vector and scalar potentials

It is convenient to introduce the scalar potential $\Phi$ and the vector potential $\mathbf{A}$, obtaining a smaller number of equations. According to (1.3), we can define $\mathbf{B}$ in terms of a vector potential:

$$
\mathbf{B} = \nabla \times \mathbf{A}
$$

(1.8)

Then the equation (1.4) can be written as

$$
\nabla \times (\mathbf{E} + \frac{\partial \mathbf{A}}{\partial t}) = 0
$$

(1.9)

So, in this equation, the quantity with vanishing curl can be written as the gradient of some scalar potential $\Phi$. We have

$$
\mathbf{E} + \frac{\partial \mathbf{A}}{\partial t} = -\nabla \Phi
$$

(1.10)

That is

$$
\mathbf{E} = -\nabla \Phi - \frac{\partial \mathbf{A}}{\partial t}
$$

(1.11)

From the above equations we find that $\mathbf{B}$ and $\mathbf{E}$ are determined by $\mathbf{A}$ and $\Phi$, and the dynamic behavior of $\mathbf{A}$ and $\Phi$ are determined by the two inhomogeneous Maxwell equations, which can be written as follows:

$$
\nabla^2 \Phi + \frac{\partial}{\partial t} (\nabla \cdot \mathbf{A}) = -\rho/\varepsilon_0
$$

(1.12)

$$
\nabla^2 \mathbf{A} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} - \nabla (\nabla \cdot \mathbf{A} + \frac{1}{c^2} \frac{\partial \Phi}{\partial t}) = -\mu_0 \mathbf{J}
$$

(1.13)

Considering that $\nabla \times (\nabla \Lambda) = 0$ where $\Lambda$ is any scalar function, $\mathbf{B}$ will be left unchanged by the transformation

$$
\mathbf{A} \rightarrow \mathbf{A}' = \mathbf{A} + \nabla \Lambda
$$

(1.14)

$\mathbf{E}$ is unchanged as well if

$$
\Phi \rightarrow \Phi' = \Phi - \frac{\partial \Lambda}{\partial t}
$$

(1.15)

We can choose a set of potentials $(\mathbf{A}, \Phi)$ to satisfy the Lorenz condition

$$
\nabla \cdot \mathbf{A} + \frac{1}{c^2} \frac{\partial \Phi}{\partial t} = 0
$$

(1.16)

Then the equations (1.12) and (1.13) have the form of wave equations, one for $\Phi$ and one for $\mathbf{A}$:

$$
\nabla^2 \Phi - \frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} = -\rho/\varepsilon_0
$$

(1.17)

$$
\nabla^2 \mathbf{A} - \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} = -\mu_0 \mathbf{J}
$$

(1.18)

These equations show us that the electromagnetism has similar characters as waves.

1.3 Maxwell equations in special theory of relativity

The laws of mechanics should be the same in different coordinate systems moving uniformly relative to one another. For a long time, we believe that the laws of mechanics are invariant under Galilean transformation. However, the form of the wave equation is not invariant under classical Galilean transformations, which is in contrast with electromagnetic phenomena.

Based on the results of Michelson’s and Morley’s experiments, Lorentz got new transformations, under which Maxwell equations (1.17) and (1.18) were invariant. Einstein improved the
theory and finally gave the well-known Lorentz transformations. The transformations from one frame moving with velocity parallel to $x_1$-axis is:

\[
\begin{align*}
    x'_0 &= \gamma (x_0 - \beta x_1) \\
    x'_1 &= \gamma (x_1 - \beta x_0) \\
    x'_2 &= x_2 \\
    x'_3 &= x_3
\end{align*}
\]

where $\beta = \frac{v}{c}$, $\gamma = (1 - \beta^2)^{-1/2}$

Or we may have the matrix form of Lorentz transformations

\[
\begin{pmatrix}
    x'_0 \\
    x'_1 \\
    x'_2 \\
    x'_3
\end{pmatrix} =
\begin{pmatrix}
    \cosh \zeta & -\sinh \zeta & 0 & 0 \\
    -\sinh \zeta & \cosh \zeta & 0 & 0 \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
    x_0 \\
    x_1 \\
    x_2 \\
    x_3
\end{pmatrix}
\]

The 4-dimensional space-time replaces the traditional space. We get an invariance of

\[
s^2 = x_0^2 - x_1^2 - x_2^2 - x_3^2
\]

In four-dimensional vector space, we will employ the notations

\[
\partial_\alpha \equiv \left( \frac{\partial}{\partial x^0}, \nabla \right)
\]

\[
\Box \equiv \frac{\partial^2}{\partial (x^0)^2} - \nabla^2
\]

where $x^0 = ct$. With these notations, we will see that if we put $\Phi$ and $A$ together to form a 4-vector potential $A^\alpha = (\Phi, cA)$, and define $J^\alpha = (\rho, \frac{1}{c} J)$, then the wave equations (1.17)-(1.18) have the form

\[
\Box A^\alpha = \frac{1}{\varepsilon_0} J^\alpha
\]

and the Lorenz condition turns into

\[
\partial_\alpha A^\alpha = 0
\]

If we define

\[
(F^{\alpha\beta}) =
\begin{pmatrix}
    0 & -E_x & -E_y & -E_z \\
    -E_x & 0 & -cB_z & cB_y & cB_x \\
    -E_y & cB_z & 0 & -cB_x \\
    -E_z & cB_y & cB_x & 0
\end{pmatrix}
\]

and

\[
(\tilde{\mathcal{F}}^{\alpha\beta}) =
\begin{pmatrix}
    0 & -cB_x & -cB_y & -cB_z \\
    cB_x & 0 & E_z & -E_y \\
    cB_y & -E_z & 0 & E_x \\
    cB_z & E_y & -E_x & 0
\end{pmatrix}
\]

then the inhomogeneous Maxwell equations (1.1) (1.2) can be written as

\[
\partial_\alpha F^{\alpha\beta} = \frac{1}{\varepsilon_0} J^\beta
\]

and the homogeneous Maxwell equations (1.3) (1.4) are

\[
\partial_\alpha \tilde{\mathcal{F}}^{\alpha\beta} = 0
\]


2 Maxwell equations on 3-dimensional manifolds

In this section, we shall translate the classical Maxwell equations into the language of differential forms and discuss gauge invariance.

2.1 Translation into the language of differential forms

Let $M$ be a 3-dimensional manifold, which is contractible or, at least, has trivial cohomology groups $H^k(M)$ for $k \geq 1$. We express the physical quantities $E = E(t)$, $B = B(t)$ and so on as differential forms depending on the parameter $t \in \mathbb{R}$ smoothly.

More precisely, taking $E$ for example, by saying that $E = E(t), t \in \mathbb{R}$ is a family of smooth differential 1-forms depending on $t$ smoothly, we mean that $E$ can be represented as $E(t, x^1, x^2, x^3) = E_i(t, x^1, x^2, x^3)dx^i$ in a certain local coordinate system, where $E_i$ has continuous partial derivative with respect to $t$ for $i = 1, 2, 3$. It is obvious that the smooth dependence on $t$ defined above does not depend on the choice of local coordinate systems.

We consider $E = E(t), H = H(t)$ as 1-forms, $D = D(t), B = B(t), J = J(t)$ as 2-forms, and $\rho = \rho(t)$ as a 3-form. We define two operators $\frac{\partial}{\partial t} : \Omega^k(M) \times \mathbb{R} \rightarrow \Omega^k(M) \times \mathbb{R}$ and $\ast : \Omega^k(M) \rightarrow \Omega^{3-k}(M)$ as follows ($k = 0, 1, 2, 3$).

Suppose $\omega = \omega(t)$ is a family of $k$-forms depending on $t$ smoothly. In a local coordinate system, it can be represented as $\omega(t, x^1, x^2, x^3) = \omega_{i_1, \ldots, i_k}(t, x^1, x^2, x^3)dx^{i_1} \wedge \cdots \wedge dx^{i_k}$.

Define

$$\frac{\partial}{\partial t} \omega(t, x^1, x^2, x^3) = \frac{\partial \omega_{i_1, \ldots, i_k}}{\partial t}(t, x^1, x^2, x^3)dx^{i_1} \wedge \cdots \wedge dx^{i_k}$$

in the same coordinate system. Since $\omega_{i_1, \ldots, i_k}$ is continuously differentiable with respect to all its parameters, it is easy to check that the operator $\frac{\partial}{\partial t}$ is well defined. For example, $\frac{\partial E}{\partial t}(t, x^1, x^2, x^3) = \frac{\partial E_i}{\partial t}(t, x^1, x^2, x^3)dx^i$ in a local coordinate system, and $\frac{\partial E_i}{\partial t}(t, \tilde{x}^1, \tilde{x}^2, \tilde{x}^3) = \frac{\partial E_i}{\partial t}(t, \tilde{x}^1, \tilde{x}^2, \tilde{x}^3)d\tilde{x}^i$ in another. Furthermore, with the help of local representation, it can be seen that $\frac{\partial}{\partial t}$ is commutative with the exterior differential operator $d$.

We define a linear mapping $\ast : \Omega^k(M) \rightarrow \Omega^{3-k}(M)$ for $k = 0, 1, 2, 3$ by:

$$\ast 1 = dx^1 \wedge dx^2 \wedge dx^3$$

$$\ast dx^1 = dx^2 \wedge dx^3, \ast dx^2 = dx^3 \wedge dx^1, \ast dx^3 = dx^1 \wedge dx^2$$

$$\ast dx^1 \wedge dx^2 = dx^1, \ast dx^2 \wedge dx^3 = dx^2, \ast dx^3 \wedge dx^1 = dx^3$$

in a local coordinate system. It is not difficult to verify that the operator $\ast$ is well defined and commutative with $\frac{\partial}{\partial t}$. Obviously, $\ast^2 = \ast \circ \ast$ is an identity map.

Now we can transform the classical Maxwell equations as follows:

$$dD = \rho$$

$$dH = J + \frac{\partial D}{\partial t}$$

$$dB = 0$$

$$dE + \frac{\partial B}{\partial t} = 0$$

1 More precisely, we should have written $\varphi^* \omega(t, x^1, x^2, x^3)$, where $\varphi$ is a local chart, and $\varphi^*$ is the corresponding pull-back map.
In our case, $E$ and $H$ are 1-forms but $D$ and $B$ are 2-forms. So we should use the operator $\ast$ to express their relations precisely:

$$D = \varepsilon_0 \ast E$$

$$H = \frac{1}{\mu_0} \ast B$$

(2.34) (2.35)

### 2.2 Potentials

In classical electrodynamics, it is convenient to introduce the scalar potential $\Phi$ and the vector potential $\mathbf{A}$, obtaining a smaller number of equations. Now we do the analogous things in the language of differential forms.

Since $dB = 0$ and the manifold $M$ has trivial cohomology groups, there exists a 1-form $A$ such that

$$B = dA$$

(2.36)

Then equation (2.33) can be written as

$$d \left( E + \frac{\partial A}{\partial t} \right) = 0$$

(2.37)

This means that $E + \frac{\partial A}{\partial t}$ is the exterior differential of a 0-form, namely, a smooth function $-\Phi$:

$$E + \frac{\partial A}{\partial t} = -d\Phi, \quad \text{or} \quad E = -d\Phi - \frac{\partial A}{\partial t}$$

(2.38)

The definition of $B$ and $E$ in terms of the 1-form $A$ and the 0-form $\Phi$ according to (2.36) and (2.38) satisfies identically the two homogeneous Maxwell equations (2.32) and (2.33). Now let’s substitute these expressions into the other two Maxwell equations.

According to (2.34) and (2.38), $D = -\varepsilon_0 \ast (d\Phi + \frac{\partial A}{\partial t} \ast A)$, so $dD = -\varepsilon_0 \left( d \ast (d\Phi + \frac{\partial A}{\partial t} \ast A) \right)$.

It is not difficult to see that $d \ast (d\Phi) = \ast \nabla^2 \Phi$. According to (2.35) and (2.36), $H = \frac{1}{\mu_0} \ast dA$, so $dH = \frac{1}{\mu_0} d \ast dA$. Using the above expression for $D$ and the commutativity of $\frac{\partial}{\partial t}$ with $\ast$ and $d$, we can see that $\frac{\partial D}{\partial t} = -\varepsilon_0 \left( d \left( \frac{\partial \Phi}{\partial t} \right) + \frac{\partial^2 A}{\partial t^2} \right)$.

Thus we can transform equation (2.31) into

$$d \ast dA + \frac{1}{c^2} \ast \left( d \left( \frac{\partial \Phi}{\partial t} \right) + \frac{\partial^2 A}{\partial t^2} \right) = \mu_0 J$$

(2.39)

It is not difficult to verify that $d \ast d \ast A$ corresponds to $\nabla (\nabla \cdot \mathbf{A})$, and $d \ast dA$ to $\nabla \times (\nabla \times \mathbf{A})$.\(^2\)

In fact, if we introduce an operator $\delta = \ast d \ast : \Omega^k(M) \rightarrow \Omega^{k-1}(M)$, then $\delta A$ corresponds to $\nabla \cdot \mathbf{A}$. Recalling the formula $\nabla \times (\nabla \times \mathbf{A}) = \nabla (\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A}$, we can define an operator $\nabla^2 : \Omega^k(M) \rightarrow \Omega^k(M)$ by $\nabla^2 = [d, \delta] = d\delta - \delta d = d \ast d - \ast d \ast d$ for $k = 1, 2, 3$.\(^3\) It will turn out to be useful for simplifying the Maxwell equations.

Now we can rewrite the four equations into two:

$$\ast \nabla^2 \Phi + \frac{\partial}{\partial t} (d \ast A) = -\rho/\varepsilon_0$$

(2.40)

$$\ast \left( \nabla^2 A - \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} - d \left( \ast dA + \frac{1}{c^2} \frac{\partial \Phi}{\partial t} \right) \right) = -\mu_0 J$$

(2.41)

\(^2\)In a local coordinate system, $\ast d \Phi = \frac{\partial}{\partial x^1} dx^1 \wedge \cdots \wedge dx^3$, and $d \ast d \Phi = \nabla^2 \Phi dx^1 \wedge dx^2 \wedge dx^3 = \ast \nabla^2 \Phi$.

\(^3\)For example, $d \ast d \ast A = d \ast \left( \frac{\partial}{\partial x^1} dx^1 \wedge \cdots \wedge dx^3 \right) = \frac{\partial^2}{\partial x^1 \partial x^2} \left( \frac{\partial}{\partial x^1} \right) dx^1$. The other one is left to the reader.

\(^4\)For $k = 0$, $d \ast d \ast d \ast d = -\sum_{i=1}^{3} \frac{\partial^2}{\partial x_i \partial x_j} \delta_{ij}$, which differ from the classical Laplacian operator by a negative sign. So we use $\nabla^2$ in the sense of the above definition only for $k \geq 1$, especially for $k = 1$, and as the classical Laplacian operator for $k = 0$.\(^4\)
2.3 Gauge invariance

To simplify the above equations, we must exploit the arbitrariness involved in the definition of the potentials and choose what is convenient. Since $B$ is defined through (2.36) by $B = dA$ and $d^2 = 0$, it is left unchanged by the transformation,

$$A \rightarrow A' = A + d\Lambda \quad (2.42)$$

For $E$ defined through (2.38) to be unchanged as well, $\Phi$ must be simultaneously transformed

$$\Phi \rightarrow \Phi' = \Phi - \frac{\partial \Lambda}{\partial t} \quad (2.43)$$

The freedom implied by (2.42) and (2.43) means that we can choose a set of $(A, \Phi)$ to satisfy the Lorenz condition (1867),

$$\star d \ast A + \frac{1}{c^2} \frac{\partial \Phi}{\partial t} = 0 \quad (2.44)$$

This will uncouple the equations (2.40) and (2.41), leaving two wave equations only:

$$\star \left( \nabla^2 \Phi - \frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} \right) = -\frac{\rho}{\varepsilon_0} \quad (2.45)$$

$$\star \left( \nabla^2 A - \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} \right) = -\mu_0 J \quad (2.46)$$

Equations (2.45) and (2.46), plus (2.44), form a set of equations equivalent to the Maxwell equations in vacuum. The transformation (2.42) and (2.43) is called a gauge transformation, and the invariance of the fields under such transformations is called gauge invariance.

In fact, suppose $A$ and $\Phi$ do not satisfy (2.44), making a gauge transformation (2.42) and (2.43), we can demand that $A', \Phi'$ satisfy Lorenz condition:

$$\star d \ast A' + \frac{1}{c^2} \frac{\partial \Phi'}{\partial t} = 0 = \star d \ast A + \frac{1}{c^2} \frac{\partial \Phi}{\partial t} + \nabla^2 \Lambda - \frac{1}{c^2} \frac{\partial^2 \Lambda}{\partial t^2} \quad (2.47)$$

provided a gauge function $\Lambda$ can be found to satisfy

$$\nabla^2 \Lambda - \frac{1}{c^2} \frac{\partial^2 \Lambda}{\partial t^2} = - \left( \star d \ast A + \frac{1}{c^2} \frac{\partial \Phi}{\partial t} \right) \quad (2.48)$$

Suppose the Lorenz condition is satisfied by $A, \Phi$, then it is preserved by the restricted gauge transformation,

$$A \rightarrow A + d\Lambda$$

$$\Phi \rightarrow \Phi - \frac{\partial \Lambda}{\partial t} \quad (2.49)$$

$$\nabla^2 \Lambda - \frac{1}{c^2} \frac{\partial^2 \Lambda}{\partial t^2} = 0$$

All potentials satisfying the Lorenz condition are said to belong to the Lorenz gauge. The Lorenz gauge is a concept independent of coordinate system chosen and so fits naturally into the considerations of special relativity.

---

\( E = -d\Phi - \frac{\partial \Lambda}{\partial t} = -d\Phi + d \left( \frac{\partial \Lambda}{\partial t} \right) - \frac{\partial \Lambda}{\partial t} (d\Lambda) - \frac{\partial \Lambda}{\partial t} \)
3 Maxwell equations in special relativity

3.1 4-dimensional Maxwell Equations in differential forms

In special relativity, we take space and time as a whole into consideration and deal with the 4-dimensional space $\mathbb{R}^{1,3}$ called space-time with a constant Lorentz metric. Now we will study the 4-dimensional case.

Recall that we expressed the physical quantities $E = E(t)$, $B = B(t)$ and so on as differential forms depending on $t \in \mathbb{R}$ smoothly in 3-dimensional case. Now it is convenient to, for example, express $E$ as a single differential form $E(x^0, x^1, x^2, x^3) = E_i(x^0, x^1, x^2, x^3)dx^i$, where $\{x^0, x^1, x^2, x^3\}$ is a coordinate system and $x^0 = ct$.

We use $E_i$, $B_i$, $J_i$ and so on to denote the components of corresponding physical quantities, which are smooth functions of $(x^0, x^1, x^2, x^3)$.

We rewrite the classical Maxwell equations as follows: (where we have used the relations (1.5), (1.6) and $x^0 = ct$)

\[
\nabla \cdot B = 0 \tag{3.50}
\]
\[
\nabla \times E + c \frac{\partial B}{\partial x^0} = 0 \tag{3.51}
\]
\[
\nabla \cdot E = \frac{1}{\varepsilon_0} \rho \tag{3.52}
\]
\[
\nabla \times B = \mu_0 J + \frac{1}{c} \frac{\partial E}{\partial x^0} \tag{3.53}
\]

To simplify the homogeneous Maxwell equations (3.50) and (3.51), we define a 2-form $F$, called "Faraday":

\[
F = -E_1dx^0 \wedge dx^1 - E_2dx^0 \wedge dx^2 - E_3dx^0 \wedge dx^3 + c(B_1dx^2 \wedge dx^0 + B_2dx^3 \wedge dx^1 + B_3dx^1 \wedge dx^2) \tag{3.54}
\]

We compute

\[
dF = (c\nabla \cdot B)dx^1 \wedge dx^2 \wedge dx^3
\]
\[
+ (c\frac{\partial B_1}{\partial x^0} + \frac{\partial E_3}{\partial x^2} - \frac{\partial E_2}{\partial x^3})dx^0 \wedge dx^2 \wedge dx^3
\]
\[
+ (c\frac{\partial B_2}{\partial x^0} + \frac{\partial E_1}{\partial x^3} - \frac{\partial E_3}{\partial x^1})dx^0 \wedge dx^3 \wedge dx^1
\]
\[
+ (c\frac{\partial B_3}{\partial x^0} + \frac{\partial E_2}{\partial x^1} - \frac{\partial E_1}{\partial x^2})dx^0 \wedge dx^1 \wedge dx^2
\]
\[
= 0 \tag{3.55}
\]

where we have used the first two equations. Conversely, $dF = 0$ also implies the validity of these two equations.

To deal with the last two equations, observe that by putting $B \rightarrow E$ and $E \rightarrow -B$ in the first two equations, we actually have something quite similar to the last two. More precisely, we may as well define a new 2-form $M$, called "Maxwell":

\[
M = c(B_1dx^0 \wedge dx^1 + B_2dx^0 \wedge dx^2 + B_3dx^0 \wedge dx^3)
\]
\[
+ E_1dx^2 \wedge dx^3 + E_2dx^3 \wedge dx^1 + E_3dx^1 \wedge dx^2 \tag{3.56}
\]

\[\text{We are unable to study general 4-manifolds in special relativity because the metric matrix is required to be unchanged under coordinate transformations. But what we do here in the language of differential forms may be easily generated to general relativity.}\]

\[\text{In } \mathbb{R}^{1,3} \text{ it can be even chosen as a global coordinate system.}\]
It is now convenient to introduce a new operator $*$ for 4-dimensional case. In general, on an n-manifold with a metric $g$, the Hodge star operator $* : \Omega^k \rightarrow \Omega^{n-k}$ is such a linear operator that

$$\alpha \wedge *\beta = g(\alpha, \beta) d\text{vol}_g$$

(3.57)

where $\alpha = \alpha_{i_1...i_k} dx^{i_1} \wedge \cdots \wedge dx^{i_k}$, $\beta = \beta_{j_1...j_k} dx^{j_1} \wedge \cdots \wedge dx^{j_k}$, $g(\alpha, \beta) = \alpha_{i_1...i_k} \beta_{j_1...j_k} g^{i_1j_1} \cdots g^{i_kj_k}$, $d\text{vol}_g = \sqrt{|\det(g_{ij})|} dx^1 \wedge \cdots \wedge dx^n$ and $(g^{ij})$ is the inverse of the metric matrix $(g_{ij})$. In special relativity the metric is given by

$$(g_{ij}) \equiv \begin{pmatrix} 1 & -1 & -1 & -1 \\ -1 & 1 & -1 & -1 \\ -1 & -1 & 1 & -1 \\ -1 & -1 & -1 & 1 \end{pmatrix}$$

(3.58)

and the star is determined by the following rules:

$$\begin{align*}
*1 &= dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3 \\
*dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3 &= -1
\end{align*}$$

$$\begin{align*}
*dx^0 &= dx^1 \wedge dx^2 \wedge dx^3 & *dx^1 &= dx^0 \wedge dx^2 \wedge dx^3 = dx^0 \\
*dx^1 &= dx^0 \wedge dx^2 \wedge dx^3 & *dx^2 &= dx^0 \wedge dx^3 \wedge dx^1 = dx^2 \\
*dx^2 &= dx^0 \wedge dx^3 \wedge dx^1 & *dx^3 &= dx^0 \wedge dx^1 \wedge dx^2 = dx^3 \\
*dx^3 &= dx^0 \wedge dx^1 \wedge dx^2
\end{align*}$$

$$\begin{align*}
*(dx^0 \wedge dx^1) &= -dx^2 \wedge dx^3 & *(dx^0 \wedge dx^2) &= -dx^3 \wedge dx^1 & *(dx^0 \wedge dx^3) &= -dx^1 \wedge dx^2 \\
*(dx^1 \wedge dx^2) &= dx^0 \wedge dx^3 & *(dx^3 \wedge dx^1) &= dx^0 \wedge dx^2 & *(dx^2 \wedge dx^3) &= dx^0 \wedge dx^1
\end{align*}$$

It can be concluded that $* * \omega = (-1)^{k+1} \omega$ if $\omega$ is a k-form, $k = 0, \ldots, 4$.

Then it is ready to see that

$$M = *F$$

(3.59)

and we compute (keep the last two equations in mind)$^8$

$$dM = \nabla \cdot E dx^1 \wedge dx^2 \wedge dx^3$$

$$+ \left( \frac{\partial E_1}{\partial x^0} - c \left( \frac{\partial B_3}{\partial x^2} - \frac{\partial B_2}{\partial x^3} \right) \right) dx^0 \wedge dx^2 \wedge dx^3$$

$$+ \left( \frac{\partial E_2}{\partial x^0} - c \left( \frac{\partial B_1}{\partial x^3} - \frac{\partial B_3}{\partial x^1} \right) \right) dx^0 \wedge dx^3 \wedge dx^1$$

$$+ \left( \frac{\partial E_3}{\partial x^0} - c \left( \frac{\partial B_2}{\partial x^1} - \frac{\partial B_1}{\partial x^2} \right) \right) dx^0 \wedge dx^1 \wedge dx^2$$

$$= \frac{1}{\varepsilon_0} \rho dx^1 \wedge dx^2 \wedge dx^3$$

$$- c \mu_0 J_1 dx^0 \wedge dx^2 \wedge dx^3 - c \mu_0 J_2 dx^0 \wedge dx^3 \wedge dx^1 - c \mu_0 J_3 dx^0 \wedge dx^1 \wedge dx^2$$

(3.60)

or

$$*d * F = \frac{1}{\varepsilon_0} \mathcal{J}$$

(3.61)

$^8$Here we regard $\rho$ as a smooth function, not a 3-form.
where \( \tilde{J} \) is a 1-form, called the "4-current":
\[
\tilde{J} = \rho dx^0 - \frac{1}{c}(J_1 dx^1 + J_2 dx^2 + J_3 dx^3)
\] (3.62)

Introducing a new operator \( \delta = \ast d : \Omega^k \rightarrow \Omega^{k-1} \), we have
\[
\delta F = \frac{1}{\varepsilon_0} \tilde{J}
\] (3.63)

We remark that the relation above implies the last two equations.

To sum up, we have reduced Maxwell equations into two very simple identities involving the differential forms:
\[
dF = 0 \\
\delta F = \frac{1}{\varepsilon_0} \tilde{J}
\]

### 3.2 Discussions

Since \( dF = 0 \) in \( \mathbb{R}^4 \), we must have
\[
F = dI
\] (3.64)

where the "potential" 1-form \( I \) is
\[
I = -\Phi dx^0 + c(A_1 dx^1 + A_2 dx^2 + A_3 dx^3)
\] (3.65)

From the relation \( F = dI \) we deduce
\[
B = \nabla \times A \\
E = -c \frac{\partial A}{\partial x_0} - \nabla \Phi
\] (3.66, 3.67)

where \( A = (A_1, A_2, A_3) \). Our choice of \( I \) is not unique. Indeed \( I \) is determined up to an "exact" 1-form, i.e.
\[
I' = I + d\Lambda
\] (3.68)

serves our demand as well, thus we have the following gauge transformation leaving \( E \) and \( B \) unchanged:
\[
A' = A + \nabla \Lambda \\
\Phi' = \Phi - c \frac{\partial \Lambda}{\partial x_0}
\] (3.69, 3.70)

\( I \) also plays a fundamental role in our differential form of Maxwell equations, since now we have only one equation remained:
\[
\delta dI = \ast d \ast dI = \frac{1}{\varepsilon_0} \tilde{J}
\] (3.71)

Curiously, we might want to know about \( \ast d \ast I \):
\[
\ast I = -\Phi dx^1 \wedge dx^2 \wedge dx^3 + c(A_1 dx_0 \wedge dx^2 \wedge dx^3 + A_2 dx_0 \wedge dx^3 \wedge dx^1 + A_3 dx_0 \wedge dx^1 \wedge dx^2)
\] (3.72)
\[
dI = -\left( \frac{\partial \Phi}{\partial x_0} + c \nabla \cdot A \right) dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3
\] (3.73)
\[
\ast dI = \frac{\partial \Phi}{\partial x_0} + c \nabla \cdot A
\] (3.74)

\(^9\)Don’t forget that \( c^2 \mu_0 \varepsilon_0 = 1 \).
If \( *d*I = 0 \), we say that \( I \) satisfies the **Lorenz condition**:

\[
\frac{\partial \Phi}{\partial x^0} + c\nabla \cdot A = 0
\]  (3.75)

which is equivalent to (1.16). It can be proved that we can always choose \( I \) (more precisely, \( \Lambda \)) to satisfy the Lorenz condition.

From the identity

\[\delta F = \frac{1}{\varepsilon_0} \tilde{J}\]

we deduce

\[\delta \tilde{J} = 0\]  (3.76)

or more explicitly

\[
\frac{\partial \rho}{\partial x_0} + \frac{1}{c} \nabla \cdot J = 0
\]  (3.77)

i.e.

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot J = 0
\]  (3.78)

This is the same as equation (1.7) and also called **law of conservation** which states the total charge is invariant.

### 4 Classical electrodynamics as the curvature of a line bundle

To interpret electromagnetism as a gauge theory, we need first to introduce some definitions.

A differentiable fiber bundle consists of the following ingredients:

1. Three manifolds: the total space \( E \), the base space \( X \), and the fiber \( F \).
2. A map \( \pi : E \to X \), the projection.
3. A covering \( U \) of \( X \) by a family \( \{U_\alpha\}_{\alpha \in A} \) of open sets.
4. For each \( U_\alpha \) in \( U \) a diffeomorphism, the local trivialization, \( h_\alpha : \pi^{-1}(U_\alpha) \times F \) such that for \( U_\beta \) in \( U \) with \( U_\alpha \cap U_\beta \neq \emptyset \) the map

\[h_\alpha \circ h_\beta^{-1} : (U_\alpha \cap U_\beta) \times F\]

is given by

\[h_\alpha \circ h_\beta^{-1}(x, f) = (x, h_{\alpha\beta}(x)(f))\]

where

\[h_{\alpha\beta} : U_\alpha \cap U_\beta \to \text{Aut}(F)\]

and are called the transition maps.

Next, a principal \( G \)-bundle is a fibre bundle whose fibre is a Lie group \( G \), and each of its transition maps \( h_{\alpha\beta} \) corresponds to the left action of an element \( g_{\alpha\beta} \) in \( G \).

A differential-geometric \( G \)-connection on a principal \( G \)-bundle is a 1-form \( \omega \) on \( E \) taking its values in the Lie algebra \( \mathfrak{g} \) of \( G \), with the following two properties:

1. the "normalization" property: restriction of the form \( \omega \) to the fiber \( G \) yields the above-defined form \( \omega_0 = -(dg)g^{-1} \);
2. invariance property: under the natural left action of the group \( G \) on \( E \) we have that \( g^*\omega = Ad(g)\omega = g\omega g^{-1} \).
On each local trivialization \( h_U : \pi^{-1}(U) \to U \times G \), the connection defined above can be represented by a \( g \)-valued 1-form \( A_U \) on \( U \), which we shall call the local principal gauge potential. Note that in doing so we have passed from an object defined on the total space \( P \) to one defined on the base space \( M \). As in physics \( M \) is generally space-time, this is in keeping with the notion that physical field theory deals with objects defined directly on space-time.

Conversely, suppose we have a set of trivializations \( h_U : \pi^{-1}(U) \to U \times G \) such that the open sets \( U \) cover \( X \). Suppose that for each trivialization we have a \( g \)-valued 1-form \( A_U \) such that if \( U \cap V \neq \emptyset \), then in \( U \cap V \), the equality

\[
A_V = Ad_{g_{VU}} A_U - dg_{VU} \cdot g_{VU}^{-1}
\]

holds, in which \( g_{VU} \) is the fibre transition map. Then there is a unique invariant connection in \( P \) for which the representatives with respect to the given trivializations are the given \( A_U \).

From gauge potential we can define a \( g \)-valued 2-form in \( U \) called the curvature 2-form \( F \) that satisfies \( F(\eta, \xi) = dA(\eta, \xi) + [A(\eta), A(\xi)] \), or in short, \( F = dA + [A, A] \).

With the definitions above, we can now further the understanding of electromagnetism. The 1-form \( A \) in electromagnetism takes its value in \( \mathbb{R} \) which is the Lie algebra of Lie group \( U(1) \). By checking the equation (*) one can conclude that \( A \) is the local principal gauge potential of an invariant connection on the principal \( U(1) \)-bundle. What’s more, the curvature 2-form \( \tilde{F} = dA + [A, A] = dA \) because of the commutativity of \( \mathbb{R} \), thus the electromagnetic 2-form is actually the curvature 2-form of the connection that \( A \) decides.
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