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\textbf{ABSTRACT} Edge computing is a new paradigm enabling intelligent applications for the Internet of Things (IoT) using mobile, low-cost IoT devices embedded with data analytics. Due to the resource limitations of Internet of Things devices, it is essential to use these resources optimally. Therefore, intelligence needs to be applied through an efficient deep learning model to optimize resources like memory, power, and computational ability. In addition, intelligent edge computing is essential for real-time applications requiring end-to-end delay or response time within a few seconds.

We propose decentralized heterogeneous edge clusters deployed with an optimized pre-trained yolov2 model. In our model, the weights have been pruned and then split into fused layers and distributed to edge devices for processing. Later the gateway device merges the partial results from each edge device to obtain the processed output. We deploy a convolutional neural network (CNN) on resource-constraint IoT devices to make them intelligent and realistic. Evaluation was done by deploying the proposed model on five IoT edge devices and a gateway device enabled with hardware accelerator. The evaluation of our proposed model shows significant improvement in terms of communication size and inference latency. Compared to DeepThings for 5 X 5 fused layer partitioning for five devices, our proposed model reduces communication size by \(\sim 14.4\%\) and inference latency by \(\sim 16\%\).

\textbf{INDEX TERMS} Convolutional Neural Network, Deep Learning, Distributed Intelligence, Edge Computing, Fog Computing, Heterogeneous devices, Inference Model, IoT Clusters, Low Latency

I. INTRODUCTION

\textbf{CONVERGENCE} of IoT with deep learning facilitates uninterrupted service for daily life and industrial applications that use communication technologies and advanced data analytics. However, the massive amount of data generated by these devices are processed in the cloud infrastructure. Since cloud computing is plagued with issues like long transmission time, demand for more bandwidth, latency between IoT devices and the cloud, Edge computing has been introduced. This paradigm helps for real-time predictions and improves scalability, latency, and privacy by processing the data locally at the source.

Across the globe, billions of cameras capture images and videos every day, which constitute Big data. Cloud infrastructure stores and processes these data using Intelligent image/video analytics to generate actionable insights. Figure I depicts one of the mission-critical application of 'Geriatric Care'. Unfortunately, due to the lack of mobility and proper balance, many elderly fall and succumb to death. While 'Fall' seems to be the primary reason, the fatality is due to the inability to recover from the fall, which leads to poor physical and cognitive conditions. Most of the literature supports the fact that if the elderly are attended within seven minutes of the fall and can recover, the physical consequences (such as brain injuries) following the fall can be avoided [1], thereby reducing morbidity and mortality among the ageing population. One can propose to incorporate a camera-based monitoring system for fall detection. However, capturing the images continuously, classifying them into normal (sleep) and abnormal(fall) positions, and raising the alarm in emergency need intelligent video analytics [2] within no time. We
FIGURE 1. Illustration of ‘Geriatric care’ a time-critical application of IoT deployment. Edge computing strategy overview where the edge server is equipped with pre-trained DL models to identify the abnormal sleeping position (fall detection) with the least latency and high accuracy. The computing is independent of the cloud to avoid associated transmission delays.

cannot afford to wait for the cloud to take care of such a huge data processing load in real-time. Cameras act as IoT devices that record data, process it, and deliver valuable insights on-site rather than sending it to the cloud, to reduce response time and latency. Processing such sensitive and personal data locally at the edge also satisfies privacy concerns.

The CAGR Edge computing market analysis report [3] estimates that the edge computing market is expected to reach USD 43.4 billion by 2027 due to numerous applications’ growth of technologies such as 5G and data analytics. The unprecedented demand for smart edge devices has driven the industry to innovate and implement intelligent edge architectures for real-time, mission-critical applications which deal with large heterogeneous devices.

Any machine is intelligent if it mimics human behaviour such as perception, attention, cognition, and decision making. After a few winters of AI, machine learning [4] has brought momentum, and the proliferation of intelligent devices is driven via deep learning [5]. A convolution neural network is a deep learning algorithm widely used in computer vision, augmented reality, and virtual reality applications to process and classify images. An intelligent edge device is capable of handling data analytics via deep learning algorithms embedded in it. With Edge Intelligence [6], the aim is to push information processing load from the traditional cloud to edge devices to make them suitable for real-time applications.

Among all the deep learning models, CNN stands as a promising candidate for intelligent video analytics. Though there are many reasons for its massive adoption, the huge popularity can be owed to its ability to learn features without any human intervention and computational efficiency. As a result, many frameworks are being studied for the implementation of CNN. Among all the object detection algorithms, YOLO is the most preferred framework for object detection as it understands generalized object representation by looking only once [7]. This feature makes it super fast and can be run in real-time. In addition, YOLO is a fully convolutional network; it can process 45 frames per second.

Many attempts have been made to implement deep learning algorithms for edge intelligent applications [8]–[14]. The approach is either by training on the edge device [15] or the cloud [16]–[19] or localhost [20] [21]. The training on the cloud is done by developing inference models [22] [23] on edge to provide a speedy and efficient prediction process [24]. However, few studies are reported to study model compression techniques [25]–[28], knowledge distillation, network science-based knowledge partitioning algorithms [29], Early-Exit [30] and pruning algorithms [31]–[34] to reduce the memory footprint [35]. Table 1 presents state of art on DNN implementation at the edge and targeted performance metrics among recently published articles. List of important abbreviations in alphabetical order is found in Table 2.

In our extensive survey carried out for the DL implementation on edge devices, the following issues surfaced: 1) Deploying the deep learning model to edge devices such as mobile and other IoT devices requires enormous computational resources and leaves a vast memory footprint. 2) There is scarce research on inferencing techniques (for classification or prediction) in distributed heterogeneous IoT clusters. 3) Existing approaches are limited only to layer-based partitioning (to reduce the inference time) while completely neglecting the potential of compression techniques.

Generally, the previous works have tried to implement deep learning on edge devices using various frameworks for object detection, such as RCNN and SSD. YOLO is preferred for object detection as it is faster than RCNN. However, compared with SDD, the accuracy is less, has localization errors, and poor recall rate. Therefore, we chose YOLOv2, which is designed to overcome the limitations mentioned earlier.

Our work differs from previously published articles men-
TABLE 1. State of art on DNN implementations at the edge along with existing systems and frameworks including IoT devices, objectives, employed technologies, targeted performance metrics and effectiveness.

| Ref | IoT Devices | Model | Techniques used | Performance Metrics | Result |
|-----|-------------|-------|-----------------|---------------------|--------|
| [36] | Raspberry Pi | Yolov2-16 layers | Used fused layer partitioning of convolutional layers along with work stealing approach | Minimize Latency | 1.7X to 3.3X of speedup in CNN inference |
| [37] | Smart phones | Lenet, Inception-BN, VGG | Partitioning the trained DNN model across multiple mobile devices | Speed Latency | 30.02% reduction in delivery time |
| [39] | Raspberry Pi, Odroid-XU4S | Resnet | Network science-based solution to the knowledge partitioning | Reduce the total latency | 33X of reduction in total latency |
| [38] | Raspberry Pi | VGG-16, YOLOv2-23 layers | Acceleration framework leveraging spatial partitioning techniques and parallelization | Improving the inference speed | 1.9X 3.7X of speedup |
| [39] | Raspberry Pi | Yolov2, AlexNet, VGG-16, GoogleNet | Holistic optimization via Layer fusion and Partitioning the weight and fully connected layer | Speed up inference | 1.52X of speed up |
| [40] | Raspberry Pi | GoogLeNet, ResNet | Collaborative and adaptive CNN inference system through scheduling | Reduced Inference Latency | Reduction upto 5.97X |

tioned above in many ways; most of the works have focused on layer partitioning or compression. In contrast, we have used pruning algorithms even before layer partitioning. In addition, the majority of the works have aimed at implementation while we attempted to optimize the pre-trained model to make it faster and robust for real-time applications. Our objective in implementing DL for edge devices is threefold:

- **We propose an Edge-to-Device edge computing framework that facilitates optimization using the weight pruning method to deploy the model onto small smart devices devised for time-critical applications.** Our vision is to manifest a holistic distributed deep learning framework that orchestrates edge clusters to process the heterogeneous local data, take decisions (with the aid of a pre-trained DL model obtained from the cloud) and execute real-time applications with the least latency.

- **We formulate the latency minimization into a pruning problem and obtain an optimized pre-trained model by weight-pruning and fine-tuning.** We intend to build a horizontal collaborative CNN inference accelerating system. The input feature maps are partitioned and distributed among resource-constrained edge devices, such that memory footprint and latency are minimal.

- **The performance of our proposed framework and optimization techniques on a heterogeneous distributed edge network is evaluated under a variety of system parameters.**

The remainder of the paper is arranged as follows: Section II provides an account of a brief review of edge computing and a decent review of literature on using various DL frameworks for object detection in real-time. Section III presents the proposed model, while section IV presents the details of the experimental setup. Results and discussion are presented in section V, and the paper concludes in section VI.

II. BACKGROUND AND LITERATURE REVIEW

Any IoT implementation aims to develop a smarter environment with the least intervention. IoT’s core is its computing framework [41]–[43], which processes data. The data processing can happen either at a cloud server called cloud computing or at the edge server called edge computing or between them called fog computing. Cloud servers are powerful computing machines [44] with no energy constraint. However, since all data must be transmitted to the cloud, cloud computing finds its limitation in processing IoT data due to its inherent high latency, lack of privacy [45], [46] and demand for high connectivity.

Moreover, IoT data differs from Big data and is characterized by large amounts of streaming data, heterogeneity, time and spatial correlation, and high noise data. Beyond traditional data analytics, IoT data demands fast and streaming data analytics with time sensitivity [47]. Hence, obtaining inference from this kind of data is not a straightforward task. However, recent progress in hardware with superior computing speeds and advanced ML techniques opens the doors for shifting the computing load to the edge.

Several paradigms have been proposed for the workload distribution of data analytics among the cloud, edge and fog [48]. One approach is to have edge clusters (servers) that will pre-process and send the raw data to the cloud before training and send updates to the cloud after training. In addition, edge clusters will carry out the data cleansing, dimensionality reduction (PCA), noise removal (LDA) [49] and may also employ an autoencoder for extracting standard features. Therefore, having edge clusters will benefit in 2 ways: 1) alleviating the workload of the network 2) significantly reducing the network latency.

Edge computing is ideal for time-critical IoT applications as it is near the end-user and is dedicated, unlike cloud computing (shared), thereby avoiding delays incurred in transmission. In addition, edge computing costs less, requires less bandwidth, provides data privacy, and can be programmed for application-specific tasks [50]. The features like mobility management, geo-distribution, location awareness, scalability, and ultra-low latency make edge computing [51] more suitable for IoT data analytics. Mission-critical applications (such as driverless cars, fire prediction, and geriatric care) demand for latency less than 1msec [52] with reliability of
more than 99.99%.

The challenge is how to serve the resource-intensive functionalities by resource-constrained [53, 54] edge devices. Edge computing needs to embrace intelligent processes to alleviate the burden of computation, communication, and storage. Incorporating intelligence at the edge refers to specialized control mechanisms for being context-aware and responsive while optimizing latency and energy efficiency parameters. Edge intelligence (union of EC and AI) strives to mimic human cognition by processing and learning from the data generated among heterogeneous edge devices (and servers) in the proximity. Beyond being fast, secure, and economical, edge intelligence exploits the potential of richer data to provide application-specific optimization [55]. Thus, edge infrastructure will pave a path for the democratization of AI [56]. Either intelligent process enables edge architecture or vice-versa, the end-users will be beneficiaries with reduced bottlenecks and enhanced scalability.

Advancements in ML algorithms capable of emulating human reasoning seems to be a step towards AI. DL, a subset of ML, is a state-of-art method of uncovering patterns and extracting valuable insights from a large chunk of data. As the name describes, deep learning learns from multiple levels to develop a model embedding complex relations among the data [57]. Neural networks mimic neurons in the brain. Deep Neural Networks is the core of machine learning techniques spanning from simple data analytics to natural language processing. A typical Deep Neural Network model contains layers of fully connected nodes (depicting neurons), and the process of passing forward the raw data from the input layer to the concerned category at the output layer is called model inference.

Deep Learning is independent of domain-specific training among all ML techniques, thereby accelerating inference via pre-trained models. However, DL implementation demands resources for computation, memory (and cache), and power. Leveraging the potential of DL models for inference on resource-constrained edge devices [58] is the crux of the matter. Hosting Artificial Intelligence on edge devices via DNN computations, i.e., deploying DNN models close to the users for fast real-time execution, has been focused on in the past few years. However, though the idea is excellent, the computational complexity creates a bottleneck for its implementation. As a result, resource-constrained edge devices have to redefine themselves to achieve it.

Transforming edge computing is possible either by hardware acceleration [59] or by software acceleration as described below:

1. Hardware transformations embrace DNN computation at the hardware level design for DL inference. Beyond usage of accelerators, they include hardware friendly optimizations such as matrix multiplication factorization, data path optimization, and parallel operations.

2. Software transformations involve defining novel DNN structures by finding the trade-off between accuracy and computation. Then, the desired accuracy with moderate computations in the resource-constrained devices can be achieved by compressing the DNN models via Pruning. Other techniques like quantization and approximation are also employed.

3. Complementary to the above two approaches, one can focus on run-time management. This includes DL model partitioning and offloading [60] the computational load between the cloud, edge and device to accelerate diverse embedded applications. The run-time management can be applied over and above the two transformations mentioned earlier.

Hardware accelerators find limitations in providing storage space for the large pre-trained model. They may also fail to achieve the expected inference rate, which will worsen when the accelerator executes other parallel tasks. Therefore, software acceleration must complement hardware accelerators to

---

**TABLE 2.** List of important Abbreviations in alphabetical order

| Acronym | Definitions                        | Acronym | Definitions                        |
|---------|-----------------------------------|---------|-----------------------------------|
| 5G      | Fifth Generation                  | AE      | Auto-Encoder                      |
| AI      | Artificial Intelligence           | ANN     | Artificial Neural Network         |
| AP      | Access Point                      | AR      | Augmented Reality                 |
| BS      | Base Station                      | CC      | Cloud Computing                   |
| CNN     | Convolutional Neural Network      | CV      | Computer Vision                   |
| D2D     | Device-to-device                  | DL      | Deep Learning                     |
| DNN     | Deep Neural Network               | E2E     | End-to-end                        |
| EC      | Edge Computing                    | EH      | Energy Harvesting                 |
| FD      | Fog computing                     | FCNN    | Fully Connected Neural Network     |
| HetNets | Heterogenous Networks             | IoT     | Internet of Things                |
| KD      | Knowledge Distillation            | KPI     | Key Performance Indicator         |
| LSTM    | Long Short-Term Memory            | M2M     | Machine-to-machine                |
| MC      | Mobile Computing                  | MEC     | Mobile Edge Computing             |
| ML      | Machine Learning                  | MLP     | Multi-Layer Perception            |
| NCS     | Neural Compute Stick             | NLP     | Natural Language Processing       |
| NN      | Neural Network                    | NoC     | Network-on-Chip                   |
| PCA     | Principal Component Analysis      | RFID    | Radio Frequency Identification     |
| RNN     | Recurrent Neural Network          | SDN     | Software Defined Network          |
| URLLC   | Ultra-reliable and low latency communication | WLAN | Wireless Local Area Network |
| WSN     | Wireless Sensor Network           | YOLO    | You Only Look Once                |

---
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create an ecosystem for achieving inference models with excellent performance. In this regard, many attempts have been reported to optimize the DNN models at edge devices [61], [62]. While Communication load, communication overhead, cost, memory, processing speed, network bandwidth, jitter, complexity are a few performance parameters, much of the preliminary research has focused on low-latency and energy-efficient computations.

Tailoring the pre-trained DL models to suit the specific application by creating hardware and software accelerators is the need of the hour. Along with hardware accelerators, DL model partitioning and distribution for inference is the key to exploiting the full potential of edge computing. Several frameworks have been proposed to leverage the capabilities of edge infrastructure enabled with hardware accelerator and embedded with DNN models. The aim is to have fast multimodal data analytics in smaller scale platforms. DNN partitioning was conceived in a bid to accommodate resource-intensive computations on resource-constrained edge devices. The DNN model is partitioned into multiple parts and shared among devices, thereby collaboratively computing for low latency DNN inference.

Layer partitioning is done in two ways: layer wise parallelization, where each layer is independently parallelized while selecting appropriate techniques for each layer to obtain the best performance. Another method is a fused layer parallelization where the output of one layer is fed as input to the next layer without any off-chip data movement (i.e. without going to the memory). This work considers parallelizing by multiple fused layers instead of a single layer individually because it is scalable, network bandwidth-efficient, and has less memory footprint.

The Table 3 provides the important definitions re-defined according to deep learning based edge computing environment.

Table 4 outlines the architectures, critical performance metrics, enabling approaches, and DL Models and frameworks for DNN model inference at the edge.

Our work focuses on reviewing, analysing, and implementing DL model partitioning and distribution to accelerate...
the inference task at the edge. The model assumes that a pre-trained DL model is already obtained from the cloud and the entire execution is offline. While considering all the trade-offs, we intend to optimize this pre-trained model via Pruning. Parallelization is achieved through Fused layer partitioning [63]. The model optimization via Pruning is employed even before the model partitioning and distribution is performed. We use a Raspberry Pi 3B plugged with Intel Movidius Neural Compute Stick (NCS) as a hardware accelerator to build a DL inference system. We report the pruning approach, model partitioning and distribution methods, experimental results, and improvements in performance achieved. In summary, we intend to build a horizontal collaborative CNN inference accelerating system in which the feature maps are partitioned and distributed among resource-constrained edge devices, such that memory footprint and latency are minimal.

III. PROPOSED MODEL

As CNNs are resource-intensive, the deployment of CNN on resource-constrained IoT devices is challenging to make this approach realistic for real-time applications. Therefore, we propose a CNN inference model for distributed heterogenous Edge clusters to minimize the communication size and inference latency.

Table 5 presents the summary of notations used in this article.

A. SYSTEM MODEL

Our proposed system consists of set of Edge devices, Edge gateway and host machine. Edge devices and Edge gateway device is interconnected to share the information among each other and host machine is used to trigger the edge device and gateway device to process the input feature map.

All the IoT devices in the network are denotes as D, and C represents the communication Edges between the devices, ED represents Edge device and EG represents Edge Gateway which is presented as

\[ N = [D,C] \]  

(1)

TABLE 5. Summary of key notations used in this article that are relevant to the algorithm and the theoretical analysis

| Symbol | Meaning |
|--------|---------|
| D      | Set of devices |
| ED     | Edge devices |
| n      | Number of devices |
| C      | Connection |
| EG     | Edge Gateway |
| \( \lambda \) | Latency |
| \( \lambda_{nl} \) | Network latency |
| \( \lambda_{cl} \) | Inference latency |
| \( \alpha \) | Task assigning indicator |
| \( l_t \) | Computational Complexity |
| \( z_t \) | Computational Capability |
| f      | Number of Filters |
| \( W^s \) | Optimized pre-trained model of the source model |
| \( W^f \) | Pre-trained model with f number of filters optimized for source |
| \( f^* \) | The optimized filter output after pruning |
| q      | Pruning ratio |

Set of devices in the network is represented as

\[ D = [ED_t, EG_t, Host] \]  

(2)

Communication Edges of the network are represented by C, and the value of |C| depends on the number of IoT devices and edge computing devices.

If |D|=n, then maximum the values of |C| is given as below in Equ

\[ |C| = 0 < |C| < \frac{n(n-1)}{2} \]  

(3)

Several authors have attempted to model the latency in deep learning based Edge computing environment. To simplify the analysis, let us denote latency as \( \lambda \) and this contains Computational latency \( \lambda_{cl} \) and network latency \( \lambda_{nl} \) [64].

\[ \lambda = \lambda_{cl} + \lambda_{nl} \]  

(4)

For our framework network latency \( \lambda_{cl} \)=0 as data are not transmitted to the cloud network. Hence Latency for our framework

\[ \lambda = \lambda_{cl} \]  

(5)

The Computational latency \( \lambda_{cl} \) majorly depends on processing the input and in turn depends on workload of each processor’s of IoT devices. Computational Latency is calculated as below at time t considering the task assigning indicator (\( \alpha \)), is estimated as

\[ \lambda_{cl} = \alpha \frac{l_t}{z_t} \]  

(6)
where \( y_i \) is the computational complexity of the CNN used at \( k \) and \( z_i \) is the computational capability at \( k \).

Hence the Inference latency(\( \lambda_{il} \)) [65] estimation for the IoT edge clustering network is given by

\[
\lambda_{il} = \lambda_{cl}
\]  

(7)

We can envision that the proposed framework works well for real-time intelligent device applications such as smart homes, smart agriculture, intelligent surveillance, and automated vehicles, in which devices of varying capabilities need to cooperate to make an inference. Hence, edge devices such as intelligent devices with a wide range of computational capabilities are considered for processing input and performing collaborative inference tasks.

These devices are deployed with optimal sub-model of the pre-trained model of Yolov2 to make the devices intelligent and make the decision quickly. Figure 2 represents the proposed optimal pre-trained CNN based Yolov2 model for edge devices. The proposed model consists of four modules. The first module involves establishing heterogeneous edge clusters for IoT. The second module involves applying the pruning to the pre-trained model to obtain the pre-trained model’s optimal sub-model while retaining significant accuracy. Finally, as the third step, we will load the optimized pre-trained CNN based Yolov2 model onto the Edge clusters. In the fourth step, fusion layer partitioning is applied, and the task is distributed to IoT edge devices, then processed. Lastly, the gateway device combines the results from all the edge devices to perform collective inference and display the total latency for the inference task. Each of the modules is explained in detail in the following subsections.

### B. HETEROGENEOUS EDGE CLUSTERS

The distributed heterogeneous Edge clusters set up involves forming the interconnected distributed IoT device. IoT devices are resource constraints in nature; to perceive the limited computing resource, we have selected Raspberry Pi 3B+, Raspberry Pi 3B, Raspberry Pi 4 and Neural computing stick-2 (NCS2) to form Edge Clusters. These devices are of different computing capabilities and also memory sizes. Furthermore, to speed up the inference task and to accelerate processing, the gateway device is plugged with NCS2. The detailed experimental setup is discussed in section IV.

### C. CONVOLUTIONAL NEURAL NETWORK

This paper focuses on CNN, a deep learning algorithm that comprises an input layer, output, and multiple hidden layers. We have chosen CNN based Yolov2 object detection and classification CNN model as shown in Figure 3. Yolov2 network consists of 24 convolutional layers followed by a fully connected feed-forward neural network. With the convolutional operations, features are extracted from the image. In our experimental setup, we have used an image size of 608 X 608 X 3, which is width, height and three RGB channels, respectively, as input to Yolov2. As shown in Table 6 Yolov2 detection network, layer 1 uses 32 filters and hence convolutional layer computes output as 608 X 608 X 32. Furthermore, layer 2 Maxpooling performs a downsampling operation to reduce the image size, and hence the number of learnable parameters reduces the computation cost.

The Yolov2 detection network uses filters of size 32, 64, 128 and so on. These are two- or three-dimensional arrays applied across the input data through the sliding window through the element-wise dot product to produce the feature map. Stride represents the number of pixels shifting during the convolutional process. Value of Stride of one indicates the movement of 1 pixel at a time.

For better accuracy in Yolov2 architecture, the Reorg layer combines features from layers of middle level and high level. The 28th route layer uses the 27th and 24th layers to append the features of the previous layer and obtains the output as 19 X 19 X 1024. Three channels- R, G, B are considered with a momentum of 0.9 with a learning rate of 0.001, the stride of 1 and leaky activation function is used.

The role of the fully connected layer is to make the final decision by executing an activation function on the overall sum of the linear combination of the input.

#### TABLE 6. Detailed Yolov2 detection network architecture for feature extraction.

In our work, Yolov2 pre-trained model is used. Yolov2 uses Darknet-19 architecture a open source neural network framework. In the Table the repeated 1 X 1 convolution enables to reduce the number of parameters. In the Table Conv-layer indicates the Convolutional Layer.

| Layer      | Filter | Size X Side  | Input       | Output      |
|------------|--------|--------------|-------------|-------------|
| Conv-layer | 32     | 3 X 3/1      | 608 X 608 X 3 | 608 X 608 X 32 |
| Maxpooling |        | 2 X 2/2      | 608 X 608 X 32 | 304 X 304 X 32 |
| Conv-layer | 64     | 3 X 3/1      | 304 X 304 X 32 | 304 X 304 X 64 |
| Maxpooling |        | 2 X 2/2      | 304 X 304 X 64 | 152 X 152 X 64 |
| Conv-layer | 128    | 3 X 3/1      | 152 X 152 X 64 | 152 X 152 X 128 |
| Conv-layer | 64     | 1 X 1/1      | 152 X 152 X 128 | 152 X 152 X 64 |
| Maxpooling |        | 2 X 2/2      | 152 X 152 X 64 | 76 X 76 X 128 |
| Conv-layer | 256    | 3 X 3/1      | 76 X 76 X 128 | 76 X 76 X 256 |
| Conv-layer | 128    | 1 X 1/1      | 76 X 76 X 256 | 76 X 76 X 256 |
| Conv-layer | 256    | 3 X 3/1      | 76 X 76 X 256 | 76 X 76 X 256 |
| Maxpooling |        | 2 X 2/2      | 76 X 76 X 256 | 38 X 38 X 256 |
| Conv-layer | 512    | 3 X 3/1      | 38 X 38 X 256 | 38 X 38 X 256 |
| Conv-layer | 256    | 1 X 1/1      | 38 X 38 X 256 | 38 X 38 X 256 |
| Conv-layer | 512    | 3 X 3/1      | 38 X 38 X 256 | 38 X 38 X 256 |
| Conv-layer | 256    | 1 X 1/1      | 38 X 38 X 256 | 38 X 38 X 256 |
| Conv-layer | 512    | 3 X 3/1      | 38 X 38 X 256 | 38 X 38 X 512 |
| Maxpooling |        | 2 X 2/1      | 38 X 38 X 512 | 19 X 19 X 512 |
| Conv-layer | 1024   | 3 X 3/1      | 19 X 19 X 512 | 19 X 19 X 1024 |
| Conv-layer | 512    | 1 X 1/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 1024   | 3 X 3/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 512    | 1 X 1/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 1024   | 3 X 3/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 512    | 1 X 1/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 1024   | 3 X 3/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 512    | 1 X 1/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 1024   | 3 X 3/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 512    | 1 X 1/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| Conv-layer | 1024   | 3 X 3/1      | 19 X 19 X 1024 | 19 X 19 X 1024 |
| route 16   |        |              |              |              |
| Conv-layer | 64     | 1 X 1/1      | 38 X 38 X 512 | 38 X 38 X 64 |
| reorg      | 2      |              | 38 X 38 X 64 | 19 X 19 X 256 |
| route 27 & 24 |    |              |              |              |
| Conv-layer | 1024   | 3 X 3/1      | 19 X 19 X 1280 | 19 X 19 X 1024 |
| Conv-layer | 425    | 1 X 1/1      | 19 X 19 X 1024 | 19 X 19 X 425 |
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D. PRUNING

In the literature, several compression techniques [29] such as pruning, quantization, and knowledge distillation have been used to optimize the convolutional neural network-based model without sacrificing accuracy.

Pruning is applied to reduce the network parameters to reduce the model’s size and make it suitable for deployment on resource constraint IoT devices for faster predictions. Pre-trained models are trained with large scale datasets. Transfer learning allows the model to be reused for similar tasks.

Due to the significant results shown by the pre-trained models, Transfer learning improves performance by optimizing the existing model on other related model designs. Pruning the trained model yields better results for efficient inference. The standard performance metrics used to evaluate the model after pruning are prediction accuracy, model size in terms of bytes/kilobytes and computation time through Floating point operations (FLOP) or memory utilization. The CNN can be optimized by either weight pruning, layer pruning, or filter pruning.

The most effective approach is to apply weight pruning. In our work, the pre-trained model of Yolov2, which is trained with large scale datasets, is tuned to accelerate by removing unimportant weights through weight pruning. The computation time is reduced with a smaller number of model parameters, and the model performs better with greater accuracy.

Formulation of pruning as an optimization problem [18] is represented below. The objective of pruning is to generate the optimized sub-model of the pre-trained model. Here, $W_{sf}$ represents the optimized pre-trained model of the source model. $W^f_s$ indicates the pre-trained model with $f$ number of filters optimized for $s$ source.

Consider $D_s = X_0, X_1, \ldots X_n$ and $D_t = Y_0, Y_1, \ldots Y_n$ as source data and target data respectively. $\ell()$ represents the loss function during the optimization of the network. The parameters such as $W=W_0, W_1, W_2, W_3, \ldots W_n$ and $B=B_0, B_1, B_2, B_3, \ldots B_n$ are weights and bias of the pre-trained model. These are optimized to minimize the loss function with respect to source data.

Pruning percentage denoted by $q\%$ varies from 20% up to 80% on source data. The threshold is calculated using percentile over all the weights and the pruning percentage. Accuracy of 90% is maintained during the pruning process for producing the sub-optimized model of the pre-trained model.

We define loss function as

$$\ell(D_s|W^f_s)$$
While optimizing the pre-trained model, Loss function $\mathcal{L}()$ is defined as minimizing the loss on source data $D_s$ of pre-trained model $W^*_s$ to loss on source data of optimized pre-trained model with respect to accuracy.

To generate the optimized sub-model $W^*_{f_\cdot}$ with minimal loss function with respect to source data $D_s$, pruning has to be performed with q% of pruning ratio.

Let $f$ represents the number of filters optimized for source data set, $f^*$ represents the optimized filter output after pruning.

$$f^* = f \cdot q\%$$ (9)

$W^*_{f_\cdot}$, the optimized pre-trained model of the source model is evaluated as

$$W^*_{f_\cdot} = \min\{(\mathcal{L}(D_s|W^*_s) - \mathcal{L}(D_s|W^*_{f_\cdot}))\}$$ (10)

Algorithm 1 provides steps for pruning the Yolov2 pre-trained model to optimize using weight pruning.

In Algorithm 1, the weights are pruned to lower the size of the yolov2 model while maintaining considerable accuracy without compromising the original task. Next, the model is pruned iteratively based on the weights and thresholds set. If the weights are less than the threshold, they are set to zero. Finally, the model is retrained based on the loss function. The optimized sub-model of the pre-trained model is obtained after achieving a minimum loss function and significant accuracy.

E. PARTITIONING THE FUSED LAYERS

In this work, we employ fused layer partitioning \cite{63} for CNN inference models for multiple resource constraints edge devices. The primary purpose of fused layer partitioning is to reduce inference latency and communication size by distributing the input across multiple devices.

CNN consists of convolutional layers, pooling layers and activation functions for feature extraction and classifier to classify. In CNN, input to the layer purely depends on the output of the previous layer. The optimized pre-trained model parameters are split into multiple fused partitions to distribute among multiple devices to reduce the latency, as shown in Figure 4. Each partition in each device generates output feature maps. Finally, partial output from each device is collated by the gateway device to form the final output. As single input is distributed across numerous devices, this method minimizes computation latency and communication size as communication happens between the devices only during the partitioning in the beginning and at the end for the merging process.

Consider CNN with M layers. Each layer takes N set of feature maps in an input. Each convolution operation in each layer of $m=1,2,...M$ with input dimension $W_{m-1} \times X$
Algorithm 1 Pruning the pre-trained model, dataset

**Input:** Pre-trained model, pre-trained weight

**Output:** Optimized sub model of pre-trained model

**Initialization:** Pre-trained model $W_f$, pre-trained weights $W$, source data $D_m$, loss function $\mathcal{L}()$, Optimized sub model of pre-trained model $W'_f$

1. pruningPerc=0.30
2. threshold=percentile(sum(W), pruningPerc)
3. WeightPrune($W'_f$, pruningPerc)
4. for $i = 1$ to modelweight do
5. \hspace{1em} if ($i \geq$ threshold) then
6. \hspace{2em} $i = i$
7. \hspace{1em} else
8. \hspace{2em} $i = 0$
9. \hspace{1em} end if
10. end for
11. Retrain the pruned model until
12. Calculate the loss function using equation 10
13. if ($\mathcal{L}$ function $\geq$T) then
14. \hspace{1em} break
15. else
16. $W'_f=W_f$
17. end if
18. return optimized model $W'_f$.

$HM-1$ with set of $Km$ filters with dimension $Dm \times Dm$ are used to slide across input with Stride $Sm$. Summation of result of multiplication of filter values with the set of input feature map produces output feature map. Process continues for $Km$ filters. Among convolutional operation, maxpooling, activation function and fully connected layers, convolutional layer consumes more computational cost compared to other layers.

Hence to optimize the computational resources, the first 16 layers of yolov2 are vertically partitioned into tiles. Then the corresponding tiles from each layer are fused vertically to form a single unit. Finally, the input features map (input data region) for that particular tile is loaded from memory and subsequently, the intermediate layers compute intermediate values.

The process of fused layer partitioning and distribution is shown in Figure 5. The figure illustrates the fused tile partitioning of two layers. First Layer is partitioned into $N$ sets of $5 \times 5$ tiles. Thus, only $5 \times 5$N input data are brought from memory. Next, the convolution operation is performed on Layer1 with a $3 \times 3$N filter producing a $3 \times 3$M intermediate feature map. Finally, the input is obtained to Layer 2, which convolves with $P$ filters, and produces $1 \times 1$M output feature maps.

IV. EXPERIMENTAL SETUP

The proposed system has been evaluated with the well-known CNN based Yolov2 model. An optimized sub-model of the pre-trained model has been obtained after pruning. Parameters of the optimized model are fed into the framework, and fused layer partitioning and distribution modules have been implemented to distribute the task into multiple IoT devices for faster predictions. These modules are implemented in C and C-based Darknet neural network libraries used as CNN inference engines. As IoT devices are resource constraints in terms of Processing capabilities, Darknet with NNPACK has been used for accelerating the CNN performance on IoT devices. The experimental setup is
FIGURE 5. Illustrates fusion of two convolutional layers refer as layer 1 and layer 2. Layer1 receives the input feature map as input. These inputs comprise N different 5X5 feature maps. This feature map is convolved with 3X3 kernels for the stride of one and extends the same process down for all feature maps. The layers create a computational pyramid across the layers of feature maps.

TCP/IP socket APIs are used to communicate distributed edge clusters between hosts, gateway devices, and edge devices. An optimized sub-model of the pre-trained model is deployed on a set of IoT devices. To mimic the real-world scenario, which usually has resource constraint IoT devices, in our experiment, we have opted for 5 Raspberry Pi devices as Edge devices and one Gateway device accelerated by NCS2 and a Host machine. The edge devices used for evaluation are Raspberry Pi 3 Model B+ with 1GB RAM, Raspberry Pi 4 Model B with 2GB RAM, quad-core, Cortex-A72, 1.5GHz and Raspberry Pi 3 – Model B with 1GB RAM, Quad-Core, 1.2GHz and Intel Neural Compute Stick 2 has been used to accelerate the Gateway devices for faster inference. Assumptions considered in designing the framework and experimental setup are listed below.

- Input data is considered as an image of any size.
- Computing capabilities such as varying processor speed and size of RAM is considered as heterogeneous IoT devices.
- A single input data frame has been processed by multiple devices.
- Each device has sufficient memory to load the trained weights and to perform the task.

The experiment involves testing the impact of varying the number of devices, starting from one device up to five devices, on communication size and latency for distributed heterogeneous edge clusters.

Table 8 lists the different heterogeneous configurations as shown in Figure 6.

### Table 7. List of hyperparameters considered for pruning the model, parameters of fused tile partitioning approach and detailed experimental parameters

| Parameters                       | Values          |
|----------------------------------|-----------------|
| Pruning parameters              |                 |
| Pruning percentage(q%)           | 10%, 20%, 30%..80% |
| batch-size                       | 32              |
| conf-thresh                      | 0.005           |
| stride                           | 1               |
| pad                              | 1               |
| Fused Tile partitioning          |                 |
| Deep Learning model              | Yolov2          |
| FTP partitioning                 | 3X3, 4X4, 5X5   |
| Experiment setup                 |                 |
| Number of Edge devices           | 5               |
| Number of Gateway devices        | 5               |
| Local Host                       | 1               |
| Edge device configuration        | Raspberry Pi with the network connectivity |
| Gateway device configuration     | Raspberry Pi with the network connectivity plugged with NCS2 |
| Inference engine                 | Darknet Neural Network |
| Software Accelerator             | NNPACK          |

Cortex-A53 1.4GHz, Raspberry Pi 4 Model B with 2 GB RAM, quad-core, Cortex-A72, 1.5GHz and Raspberry Pi 3 – Model B with 1GB RAM, Quad-Core, 1.2GHz and Intel Neural Computer Stick 2 has been used to accelerate the Gateway devices for faster inference.
considered for the experiment. In this experiment, we have focused on heterogeneous IoT infrastructure to understand the inconsistency and the impact on inference speed.

The experiment is conducted for splitting the fused layer into 3 X 3, 4 X 4, 5 X 5 partitions by considering the first 16 layers of Yolov2. We started the evaluation of the model with the host device, a gateway device and a single edge device. We noted the communication size and inference latency required for a single data frame with a single edge device. Similarly, we evaluated the model by increasing the number of devices for each partition and observed the output.

Communication size depends on the number of partitions and communication between input and output data. Distributed IoT edge clusters involve communication between the partitioned layers; the proposed system produces better results for the more exemplary partitioning, as shown in Figure.7.

With the varying number of partitions from 3 X3 to 5 X 5 and an increasing number of devices, we measured the communication size. Increasing the number of edge devices will improve the performance. However, it impacts the execution time. As more devices are involved for intelligent computation, the amount of time required for processing is reduced and the lighter way it increases the communication size. The proposed model achieved an accuracy of 92% for the edge devices varying from one to five Raspberry Pi devices.

We can observe from Figure.8, the inference latency on different partitions. The figure depicts that as we increase the number of devices, computation is shared by more devices, which reduces the execution time. The inference latency is compared with DeepThings [36] and MOДNN [37] on a single data frame. Our proposed model outperforms inference latency for 3 x 3, 4 x 4 and 5 x 5 partitioning due to the reduced computation as the pre-trained model is optimized. In MODNN, computation time is slightly higher as the number of devices increases due to centralized data distribution, layer-wise synchronization, and processing. In DeepThings, communication size and inference latency are more significant due to partitioning; processing occurred without optimizing the model.

As we have optimized the model and deployed it onto the IoT devices, communication size and inference latency are reduced due to the reduced number of parameters. As a result, the proposed model achieves a minimum communication size of 8.56MB~9.59MB and inference latency of 5sec~7sec for 3X3 to 5X5 fused layer partitioning for up to 5 devices.

V. RESULTS AND DISCUSSIONS

To evaluate and validate the proposed system, we have compared the results with few existing models similar to our setup. Table 8 describes the experimental setup, and Table 9 depicts the related work and techniques adopted in the recent research. During the comparison, inference latency is considered for a single data frame as input. Paper [36] involves fusing of few convolutional layers for reducing the communication overhead. Our proposed model involves optimizing the pre-trained model and then adopting the fusion of layers for the heterogeneous Clusters of edge devices. Finally, in the paper [37] author examined parallelizing deep neural networks on IoT edge devices. However, it includes the transfer of a large number of feature maps across the devices.

The inference latency and communication size are compared with MoDNN and DeepThings. Both the framework does not explore model compression techniques and distributed heterogeneous IoT environment, where each actual physical IoT device may have different operating frequencies and memory size. MoDNN considered smartphones as edge devices, and Lenet, Inception-BN, VGG; deep learning models are considered for evaluation and achieved a 30.02% reduction in delivery time. DeepThings fused only the initial 16 layers of CNN and obtained 1.7X to 3.5X of speedup in CNN inference.

Compared to these two frameworks, our proposed work performs partition and distribution of fused layer for the optimized pre-trained model and obtains communication size of 8.56MB~9.59MB and inference latency 5sec~7sec for 3 X 3 to 5 X 5 fused layer partitioning for five devices. The proposed framework of optimized heterogeneous edge clusters enables CNN inference on multiple heterogeneous devices; hence can be used in the applications such as smart homes, smart cities, competent healthcare, intelligent traffic signal, autonomous vehicles, intelligent drone, and computer vision applications where-in deep learning models are deployed on edge devices such as camera, mobile or any other intelligent devices.

Consider the case study to envision the adoption of the proposed framework for innovative home applications. Smart home consists of multiple intelligent cameras in various places to capture the image. Rather than sending the image to the cloud, the proposed framework will perform on-device computation in real-time. This framework not only reduces communication overheads but can provide faster inference even for distributed and heterogenous devices—the work between the other smart cameras to process the image, reducing the latency in real-time applications.
multiple resource constraint edge devices and IoT gateway sub-model is partitioned, and inference is distributed among the pre-trained CNN based Yolov2 model. The optimized model and have designed a lightweight, optimized sub-model that minimizes the overall communication size and inference latency. This allows for the efficient distribution of tasks and predictions among edge devices, with a focus on reducing propagation delay and prediction latency, respectively. Finally, proactive computing is a promising approach towards reducing propagation delay and prediction delay, respectively. In this process, each partition produces a set of partial output. Finally, partial outputs are collated by the gateway device to produce the final output. Hence for the single input, this approach achieves less inference latency.

To recreate the realistic scenario of clusters of heterogeneous devices - i.e. resource-constrained IoT devices - in the lab, our model is demonstrated by deploying the model on 5 Raspberry Pi boards with different core frequencies for real-time on-device inference. Evaluation result has shown that our proposed optimized model achieved significant improvement in the result and has got minimum communication size of 8.56MB~9.59MB, thereby reducing the communication size by ~14.4% and inference latency of 5sec~7sec, which is a reduction by ~16% compared to DeepThings for 3 X 3 to 5 X 5 fused layer partitioning for five devices. Thus, our

VI. CONCLUSION AND FUTURE WORK

From our brief review in the background section, we learnt that while focusing on Low latency, we face many demands and challenges. For example, the demand for increased bandwidth can be addressed using mmWave, while parallel and coded computing can address the demand for computing power and task dependency. Furthermore, shifting the computing to edge devices and making them intelligent (capable of machine learning) will reduce propagation delay and prediction delay, respectively. Finally, proactive computing is a promising approach towards reducing propagation delay and making the system energy efficient. In our work, we have shifted the computing to the edge, implemented DNN based ML on the edge devices while parallelizing (partitioning) the task and distributing among the edge clusters to minimize propagation delay, prediction delay and power requirement.

In this paper, we have examined a hardware-based prototype and a software framework to optimize the pre-trained model and have designed a lightweight, optimized sub-model of the pre-trained CNN based Yolov2 model. The optimized sub-model is partitioned, and inference is distributed among multiple resource constraint edge devices and IoT gateway devices. Initial layers of CNN highly contribute to overall communication size and inference latency. Hence the first 16 layers of the sub-optimized CNN layers are split into multiple stacks of executable tasks and assigned to multiple IoT devices. The proposed framework obtains the sub-optimal pre-trained model and then splits and distributes CNN parameters into multiple heterogeneous IoT devices. In this process, each partition produces a set of partial output. Finally, partial outputs are collated by the gateway device to produce the final output. Hence for the single input, this approach achieves less inference latency.
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model outperforms DeepThings and ModNN with improved inference latency while maintaining significant accuracy and minimal communication size for the popular Yolov2 CNN model.

We further propose to explore federated learning and channel intermittency to achieve reliability and scalability in the proposed work. In the future, we intend to define a hardware-software ecosystem capable of hardware aware hyperparameter tuning while being sensitive to the DNN containerization and fault-tolerant. In addition, future researchers can explore potential advantages of Neuromorphic computing such as in-memory computing and event-based spiking NN. This framework is suitable for smart homes, healthcare applications. However, processing various data generated by the devices, such as audio, video, or sensor readings, poses a hurdle. Furthermore, IoT devices running on different operating systems introduces further research challenges.
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