Statistical outliers in random laser emission
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We provide theoretical and experimental evidence of statistical outliers in random laser emission that are not accounted for by the, now established, power-law tailed (Lévy) distribution. Such outliers manifest themselves as single, large isolated spikes over an otherwise smooth background. A statistical test convincingly shows that their probability is larger than the one extrapolated from lower-intensity events. To compare with experimental data, we introduced the anomaly parameter that allows for an identification of such rare events from experimental spectral measurements and that agrees as well with the simulations of our Monte Carlo model. A possible interpretation in terms of Black Swans or Dragon Kings, large events having a different generation mechanism from their peers, is discussed.
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I. INTRODUCTION

The interest in understanding and forecasting large fluctuations and extreme events is motivated by their tremendous impact, as it occurs in several fields, such as geology [1], financial crisis, social accidents [2], ecology [3], hydrology [4], and so on. Moreover, different optical systems have been recently studied with an approach tailored to detect extreme events and rogue waves [5–11]. Typical sources of extreme events are complex systems, composed by a huge number of interacting entities, where underlying positive feedback mechanisms and also self-organization [12] can act. In particular, a growing interest has been established in the investigation of a special class of extreme events whose appearance cannot be expected by analyzing the statistical distribution of the other observables.

Nowadays, it is well known that the statistics of many phenomena in different fields are described to be in good agreement with probability distributions with “fat tail,” where extreme events are more likely than the normal case. Applications have been found in economy, where they are used to describe the price fluctuations, in studying the incidence and the intensity of natural catastrophes [13,14], in describing paths patterns in animal foraging [15,16], in human mobility [17,18], and in epidemic spread [19,20]. Fat tail probability distribution has been studied in the context of anomalous diffusion [21,22] and demonstrated for the light propagation in suitably arranged disordered materials (Lévy glasses) [23].

The large-amplitude events in the fat tailed distributions can also be identified with Taleb’s term Mandelbrotian Gray Swans (GS) [24] and are thought to be caused by the same underlying mechanisms that rules the peers, despite their huge size and catastrophic impact that is beyond the realm of normal expectations. However, the tail events do not tell the whole story, given also the existence of further entities called “outliers,” i.e., “anomalously” energetic elements that appear as not described by the sample distribution. Then, such events have an extreme impact and are neither predicted nor expected by their peers. Usually, such events are known as the totally statistically intractable entities called Black Swans (BS), after Taleb’s celebrated book [24]. Recently, Sornette [25] introduced the intriguing different concept of Dragon King (DK). Both DK and BW are outliers with respect to the distribution of the peers [26], with the former that identifies a special class of outliers whose main peculiar property is a formation mechanism distinct from the other elements of the sample [27]. A bottleneck for the investigation of these phenomena is that they usually evolve by huge temporal and spatial scales, making it difficult to achieve a long term experimental data collection.

In recent years, optical systems like random lasers [28,29] proved to be versatile test beds to study large fluctuations through well-controlled and statistically accurate experiments and numerical simulation.

The randomness, due to both scattering and spontaneous emission, along with the nonlinearity due to the amplification mechanism play a crucial role in determining the chaotic dynamics of this kind of source. As disordered systems, random lasers are then also an interesting platform to investigate complex out-of-equilibrium phenomena, induced by quenched randomness like in spin-glass physics [30,31]. Indeed, a remarkable replica symmetry-breaking phenomenology has been demonstrated [32–35].

First experimentally realized in the 1990s [36–41], these systems are theoretically investigated and described as a huge number of interacting modes. In the diffusive regime, the main coupling mechanism among the modes is the competition for the available gain (gain coupling mechanism) and a spiky spectrum is the result of the presence of modes that become uncoupled and promoted. The crossover from an
emission characterized by smooth spectra (Gaussian regime) to irregular, spiky ones (Lévy regime) can occur in a way dependent on the initial parameters, i.e., the disorder and the gain features [42]. In the Lévy regime, the distribution exhibits an asymptotic power-law behavior.

Hence the statistics of the emission characterize the system behavior [42–47] and an extensive experimental [48,49] and theoretical [50,51] characterization of the crossover between the Gaussian and the Lévy regimes has been reported. It is worth noting that the asymptotic power-law distribution of the spectral fluctuations, drawn from a system with a finite extension and stored energy, has to unavoidably undergo a cutoff [52–54] and a truncated Lévy behavior [53,54]. Recently, further experimental demonstration of Lévy statistics has been given for random fiber lasers [55,56] and a lasing network of optical fibers, as a result of interplay between chaotic diffusion and amplification [57].

In such a frame, one may wonder whether statistical outliers may exist in the emission of a random laser: this is the object of this paper. In particular, we seek, both in the theory and in the experiment, large fluctuations whose amplitude cannot be predicted from the knowledge of smaller power-law distributed events. We will show that, albeit rare, outliers that are statistically significant are detected. In the first part of the paper (Secs. II and III) we deal with the results of Monte Carlo simulations, while Sec. IV is devoted to the experimental results. In the last section we discuss the possible theoretical interpretations of the data, arguing on the distinction between Black Swans and Dragon Kings.

II. THEORETICAL RESULTS

In the simplest description, assuming the diffusion approximation and neglecting the gain saturation, the statistics of a random laser emission can be easily predicted. Combining the exponential distribution of the random-path lengths with exponential amplification, it can be argued that the distribution $p(I)$ of the emitted intensity (or photon number) $I$ displays a power-law tail [42]:

$$p(I) \propto \mu I^{-(1+\mu)}$$

for large enough $I$. The power-law exponent $\mu$ being

$$\mu = \frac{\ell_G}{\langle \ell \rangle},$$

where $\ell_G$ is the gain length (the average length after which the intensity becomes amplified by a factor $e$) and where $\langle \ell \rangle$ is the average length of the photon path within the sample before being emitted through its boundaries.

In a set of simulations with the same starting energy, one can analyze the statistics of the single events, by fitting the asymptotic behavior with a power law (with exponent $\mu$), and also the collective behavior given by the statistical regime of the spectra (with the $\alpha$ index of the $\alpha$-stable fit of the spectral peaks). Since the overall emission results from the sum of many events following the distribution (1), the emission statistic is expected to follow an $\alpha$-stable Lévy distribution for $\mu < 2$ that reduces to a Gaussian in the case of finite variance for $\mu > 2$ [22,58]. Indeed, Lévy distributions have been demonstrated to fit the experimental data and the resulting exponent $\alpha$ has been successfully employed to characterize large fluctuations close to threshold [48,54,57]. While $\mu$ can assume any positive value, the $\alpha$ index attains the maximal value $\alpha = 2$ when the Lévy distribution approaches a Gaussian. Then, when the tail of the distribution is fitted by a large value of $\mu$ the $\alpha$ index becomes 2. In the so-called Lévy regime, $0 < \alpha < 2$, we expect asymptotically $\alpha = \mu$ [22,58].

At high energy, it is worth noting that the large amplification and the resulting strong gain coupling mechanism between the modes, neglected in Eq. (1), lead to an alteration of the power-law trend, driving the collective behavior to a Gaussian regime [48,49].

In this section, we investigate the possibility of events that are outliers, i.e., are not included in the above described statistics. It is worth stressing that, in general, an outlier belongs to a class of extreme events that cannot be expected by the distribution of the peers. To this aim, we reconsider the model previously employed in Refs. [48,49], whose details are given for completeness in Appendix A, that consists of a Monte Carlo simulation where light propagation is represented as an ensemble of random walkers propagating in a finite 2D square domain. The main control parameter henceforth will be the initial number of excited atoms $N_0$ which fixes the pumping level. In this work, the number of emission spectra generated for the same starting conditions, i.e., the same $N_0$, is 500.

Compared to the simulation carried out in the previous works [48,49], here the attention is focused on the statistics of the energies of individual trajectories represented by the energy $n_i$ (or photon numbers) acquired by the $i$th random walker at the instant in which it exits the sample ($n_i = 1$ is the starting condition). Following previous studies, we concentrate on the survival function $S(n) = 1 - cdf(n)$ of each output emission where $cdf(n)$ denotes the cumulative distribution function of the random variables $n_i$. If Eq. (1) holds, we expect $S(n)$ to decay as $n^{-\alpha}$ for large $n$.

To strengthen the evidence of the existence of such outliers, we performed a statistical test, aimed at assessing the confidence intervals of the possible deviations. Different statistical tests to detect outliers in a distribution have been proposed in the literature [1,26,59–62]. Here, we used the one proposed by Janczura and Weron, based on the asymptotic properties of the empirical cumulative distribution function and the use of the central limit theorem (see Appendix B and Ref. [26] for more details). For each simulation, the values used for the power-law fit of the tail are the 0.1% to 0.01% largest $n_i$ over the entire sample of $1 \times 10^5 \div 1 \times 10^6$ trajectories. We can define as a GS-like event a “regular” extreme value that lies in the power-law tail of the distribution. Typically, such an extreme event in a Lévy regime causes a random spike in the emission spectrum. Unlike the outliers, the GSs, although they are unpredictable rare events, are expected by the distribution of the elements with lower energies. Instead, an outlier is defined as an extreme $n_i$ that lies outside the CI of 99%.

By the statistics of the emission spectra for runs at the same energy, it is possible to detect the statistical regime of each set of simulations. The statistical regimes of the emission as the function of energy are determined with the same method used in Refs. [48,49], by performing the $\alpha$-stable fit of the intensity distribution of the peak of the spectra with the same energy.
FIG. 1. Main figure: the survival function $S(n)$ for a run belonging to the set of simulations with the initial number $N_0 = 9.0 \times 10^5$ of excited atoms and the statistical regime with $\alpha = 1.56$. The power-law fit (0.1% to 0.01% largest values, solid red line) of the tail of the distribution yields $\mu = 1.7$. Dashed red lines represent the 99% CI estimated as described in the text. No outlier outside the CI is found. In the bottom-left inset the full emission spectrum is shown. In the top-right inset the emission intensity for the first $10^4 dt$, corresponding to the spontaneous emission lifetime $\tau$, is reported.

To illustrate the emergence of the outliers, we compare in Figs. 1 and 2 two different runs with the same starting conditions ($N_0 = 9.0 \times 10^5$ excited atoms). The $\alpha$ index for this set of simulation is 1.56, corresponding to the beginning of the Lévy regime. At this initial energy, the typical spectra, of which the case in Fig. 1 is an example, are smooth with weak fluctuations around the peak value (see the lower inset). The $S(n)$ distribution of the individual events shows that the extreme values are expected by the distribution of the weaker events. This situation can be compared to the case shown in Fig. 2 where a single walker carries away an anomalously large amount of energy. We identify such an event as an outlier and its effect is clearly visible in the output spectrum as a very high and isolated peak (lower inset of Fig. 2). In the time domain the event is neatly detected as a single isolated burst of very large amplitude (upper inset in Fig. 2). The outlier shown in Fig. 2 lies distinctly outside the confidence interval (CI) of 99%, thus confirming its special nature. For what concerns their frequency of appearance they are very rare: in the case illustrated above they are detected in a few percent of the overall runs at the same energy.

Empirically, we found that the outliers are more likely to be observed at the beginning of the Lévy region where $\alpha \leq 2$ and become harder to detect upon decreasing $\alpha$. Figure 3 shows a typical case that can be obtained if the initial energy is raised to $N_0 = 1.7 \times 10^6$ atoms, with a statistical regime that falls even more in the core of the Lévy regime ($\alpha = 1.17$). Albeit in such a regime the fluctuations are very large, in all the examined cases the largest values are compatible with a (possibly) truncated power-law tail.

FIG. 2. Same as in the previous figure for a different simulation run having the same $N_0 = 9.0 \times 10^5$ and $\alpha = 1.56$. The tail of the distribution yields $\mu = 1.7$. One outlier (signaled with the red arrow) clearly emerges outside the CI (dashed red lines). In the bottom-left inset, an isolated energetic spike appears on top of a smooth spectrum. In the top-right inset an energetic single spike appears in the emission intensity, reported for the first $10^4 dt$, i.e., the spontaneous emission lifetime $\tau$.

FIG. 3. Same as in the previous figures for larger initial excitation level, $N_0 = 1.7 \times 10^6$ ($\alpha = 1.17$). The power-law fit (0.1% to 0.01% largest values, continuous line) of the tail of the distribution yields $\mu = 1.2$. In the bottom-left inset a spectrum with large fluctuations and random spikes is shown. However, no outlier outside the CI (dashed lines) is found and then all the extreme events are expected by the distribution of the peers. In the top-right inset the emission intensity for the first $10^4 dt$, i.e., the spontaneous emission lifetime $\tau$, is reported.

III. ANOMALY PARAMETER

In the experiment, the analysis of the individual events is clearly unfeasible as what is recorded is the overall spectral emission. To provide evidence of the outlier events, it is thus necessary to find an indicator, suitable for both experimental and numerical spectra, capable to discriminate the character...
of outlier from the strongly fluctuating background. To detect the presence of an outlier, we focused on such fluctuation amplitudes that determine a “collapse” of the overall fluctuations at all other frequencies, as happens in the numerical case of Fig. 2. We thus introduce, for the $i$th spectrum, an empirical parameter $\Omega'_i$ defined from the spectral shape of the emission. Given a sample of $N_s$ spectra with the same starting conditions, let $I_i(c)$ be the intensity of the $i$th spectrum at a frequency identified by the frequency channel $c$. The fluctuation $\delta_i(c)$ is

$$\delta_i(c) = \frac{I_i(c) - \langle I(c) \rangle}{\langle I(c) \rangle},$$

where

$$\langle I(c) \rangle = \frac{1}{N_s} \sum_{i=1}^{N_s} I_i(c).$$

Then, for each spectrum, we evaluate the maximum excursion $\Omega'_i$ among the fluctuations over all $N_c$ channels as

$$\Omega'_i = |[\text{max}(\delta_i)]^2 - [\text{min}(\delta_i)]^2|.$$  

To compare spectra at different energies, $\Omega'_i$ is normalized to the mean value over all the sample:

$$\Omega_i = \frac{\Omega'_i}{\langle \Omega \rangle},$$

where $\langle \Omega \rangle$ is

$$\langle \Omega \rangle = \frac{1}{N_s} \sum_{i=1}^{N_s} \Omega'_i.$$  

We call the $\Omega_i$ the anomaly parameter since, by construction, relatively large values of $\Omega_i$ correspond to spectra having individual peaks that strongly deviate from the average (like, for instance, the one in the lower inset of Fig. 2). It is important to stress here that, as it is defined, the anomaly parameter can be suitable to analyze both the experimental and the simulation data and then to compare them.

To illustrate the effectiveness of such an indicator, let us consider first the simulation data. In Fig. 4 the computed $\Omega_i$ values are reported for different initial excitation levels $N_0$. The $\Omega_i$ are ordered in decreasing order, as a function of their rank. The presence of the anomalous event having large values (of order $10^2$) is distinctly seen and they are grouped around a given initial energy. For instance, for the cases shown in Figs. 1, 2, and 3, we have respectively $\Omega_i = 1.4, 119,$ and 1.5.

In Fig. 5 the largest value $\Omega_{\text{max}}$ is found in the beginning of the Lévy regime.
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IV. EXPERIMENTAL RESULTS

We have experimentally studied the behavior of the emission spectra in the Lévy regime. The procedure consists in collecting a large number of spectra under the same experimental conditions, in order to characterize the emission behavior, by means of the statistics of the peak intensity of the spectra. As done for the numerical simulations, the statistical regime of each set of spectra is determined. From the spectra the $\Omega$ index is also computed as described by Eq. (7). The number of channels $c$ is fixed by the bins due to the finite resolution ($\sim 0.22$ nm) of the spectrometer.

In the experiment, we used a sample composed by 1 mM solution of Rodhamine 6G dye in ethanol with ZnO nanoparticles to create a weakly scattering medium. The scattering mean free path $\ell_s$ at the wavelength of 632.8 nm, as measured by a method based on the Lambert-Beer law [63], is 7.44 nm. The pump beam is provided by a Q-switched Nd:Yag laser, with pulse tunable in energy by a pair of polarizers. For each set of measures, an ensemble of emission spectra, produced by a pump energy that differs from the mean value by 0.5%, were selected in order to ensure the same starting conditions.

The anomaly parameters $\Omega_i$ were calculated for each spectra: inspection of the data set at 59 $\mu$J reported in Fig. 6 confirms that the larger values of $\Omega_i$ correspond to energetic and isolated spikes over an otherwise smooth spectrum, similar to what was observed in the simulations.

Figure 7 shows the 50 largest values of $\Omega_i$ for different pump energies, ranging from 37 to 820 $\mu$J. This result appears very similar to the numerical one shown in Fig. 4. Also in this case the $\Omega$ index attains a maximum around a given pump energy. In Fig. 8 the $\alpha$ index and $\Omega_{max}$ are reported as a function of energy. As in the numerical case of Fig. 5, the largest value of $\Omega_{max}$ is located at the beginning of the Lévy zone, whereas it decreases deeper inside this regime.

By observing the change of slope of the peak intensity curve (see Fig. 9), the threshold energy can be estimated around $\sim 90$ $\mu$J. From this measurement, we conclude that the peak of the $\Omega$ index falls in a prethreshold energy.

FIG. 7. Experimental data: the 50 largest values of the $\Omega$ parameters for different pumping energies (in $\mu$J).

FIG. 8. Experimental data: the maximum value of $\Omega$ reached in the whole set of spectra at the same energy (solid red line and squares, right $y$ axis) and the $\alpha$ index (dashed blue line and triangles, left $y$ axis) reported as the function of energy. The maximum value of $\Omega_{max}$ is found at the beginning of the Lévy regime.

FIG. 9. Experimental data: the FWHM (solid red line and squares, right $y$ axis) and peak value of the averaged spectrum (dashed blue line and triangles, left $y$ axis) reported as the function of energy. A threshold around $\sim 90$ $\mu$J can be estimated by the slope changing of the peak intensity, revealing that the largest values of $\Omega$ are found in the prethreshold energies.

V. DISCUSSION AND CONCLUSIONS

Altogether, we have provided theoretical and experimental evidence of statistical outliers in random laser emission that are not accounted for by the power-law tailed distribution. Although the classification of different statistical regimes via the $\alpha$ index (Gaussian for $\alpha \simeq 2$ and Lévy for $\alpha < 2$) is undoubtedly useful [48,54], our results suggest that, albeit in very limited parameter ranges, an even richer phenomenology may occur. For a quantitative analysis of experimental data, we introduced the anomaly parameter that allows for an
identification of such rare events from spectral measurements and that agrees well with the simulations of our Monte Carlo model.

Having recognized the existence of statistical outliers, it remains to explain their origin and whether indeed there is a specific generation mechanism for them. This issue is crucial to interpret them as genuine DK as done for other systems [25,27]. For comparison, we may refer to the work by de Cavalcante et al. [64], that considered a system of two coupled chaotic circuits, where extreme events arise from attractor bubbling pushing the trajectories away from the synchronization manifold. In that instance, a DK is clearly identified by a different nonlinear production mechanism of large amplitude fluctuations, opening also the possibility to be forecasted and inhibited.

It is thus tempting to surmise that something similar may occur also in the random laser case. Within the theoretical model employed in this work, the possibility to identify a different cause of production could be only traced back to the gain competition, that is the basic nonlinear mechanism generating gain saturation. In this respect, walkers having very long paths may acquire a large energy, but not larger than the one initially fed into the system (we recall that we are simulating an impulsive pumping).

Being slightly above the onset of the Lévy regime, and close to the random laser threshold, appears as the most advantageous condition to carry out a large amount of energy, generating a narrow peak of the spectrum and reducing the possibility of amplification of the other modes. In this respect, it should be realized that a single rare event has a considerable impact on the whole dynamics.

In the experiment, the evidence of outliers, unpredictable on the basis of lower intensity events, is sound and manifests through a single peak in an otherwise smooth spectrum. Of course, in the experimental case, where not all the ingredients are completely known and controlled, the identification of a specific generation mechanism is even more difficult, but we may argue that a similar nonlinear effect may be a plausible cause. In the experiment, it is possible to suggest, albeit the numerical simulations show that the outliers have a pure statistical origin, coherent effects may lead to different production mechanisms for few events. In this scenario, besides extreme events of statistical origin, other spectral spikes due to coherent feedback mechanisms, such as randomly created optical cavities [39,65] and prelocalized modes [66,67], can emerge among them in an elusive way.

In conclusion, even though the identification of the outliers as genuine Dragon Kings is not a fully assessed question, and deserves further studies, our results confirm, once again, the richness of random-laser dynamics that proves to be a relevant laboratory example for the investigation of large fluctuations and extreme events.

APPENDIX A: MONTE CARLO MODEL

The numerical simulations are based on the model proposed in Refs. [42,47–49]. The dynamics of the weakly scattering random lasers can be described as an incoherent intensity feedback, neglecting the phase information. The “modes” are possible random paths inside a sample and in the simulation they are described as random walkers propagating in a 2D medium with gain, i.e., an amount of simulated excited atoms. The medium is divided in cells of side length \( d\ell = v \, dt \), where \( v \) is the velocity of a random walker and \( dt \) is the temporal unit. In each cell, a number of excited atoms \( N_j \) is defined.

In the simulation carried out in this work, the lattice is composed by \( 150 \times 150 \) cells, with gain concentrated in a circular central zone with a radius of 40 cells. The stochastic behavior is then inserted by the spontaneous emission and the scattering (mean free path \( \ell_s \) of 70 cells), while the nonlinear interactions emerge deterministically with the stimulated emission mechanism. Once generated by a spontaneous emission event, with a probability proportional to the local population of excited atoms, these walkers, characterized by an individual frequency randomly drawn from a Cauchy distribution centered on the transition resonance, undergo scattering and amplification by stimulated emission. Then, the emission spectrum is generated by a spectral window consisting of \( c \) frequency channels. It is worth recalling that each simulation consists in a parallel processing of a large number of walkers, that are thus coupled via competition for the gain.

The simulation loop consists of three processes for each time step of duration \( dt \) as follows.

1. **Spontaneous emission.** In a cell of the lattice a new random walker can be created with a probability \( P_{sp} \) that is proportional to the local population of atoms \( N_j \) and the spontaneous emission rate \( \gamma_0 \). The frequency of the walker is drawn by a Cauchy distribution of random number centered to the zero channel (the resonance), reproducing a simulated transition linewidth of \( w \) arbitrary channels.

2. **Diffusion.** Each random walker moves to the next cell of length \( \ell_s \), according a trajectory that can be randomly modified by a scattering event with a probability \( P_s \) per time unit. The initial energy of the walker is one photon. If a walker leaves the lattice, it becomes as part of the output emission. The output emission spectrum is collected by a frequency window of 1001 arbitrary channels centered on the atomic resonance (channel zero).

3. **Stimulated emission.** The energy \( n_i \) carried by the \( i \)th random walker and the local population \( N_j \) of the cell of the lattice are deterministically updated with the following rules:

\[
\begin{align*}
  n_i &\to [1 + \gamma(\omega_i)dtN_j]n_i, \quad (A1) \\
  N_j &\to [1 - \gamma(\omega_i)dt n_i]N_j, \quad (A2)
\end{align*}
\]

where the stimulated emission coefficient \( \gamma \) depends on the random walker’s frequency \( \omega_i \):

\[
\gamma(\omega_i) = \frac{\gamma_0}{1 + (\omega_i/w)^2}. \quad (A3)
\]

Given the parallel processing of a large number of walkers, the gain competition mechanism is successfully inserted. In the numerical simulations reported in this work, \( \gamma_0 \) is \( 10^4 \, dt^{-1} \) (hence the spontaneous emission lifetime \( \tau \) is \( 10^4 \, dt \)) and \( w \) is 50 channels of frequency. The chosen value of \( P_s \) is such that the resulting \( \ell_s \) is 70 \( dt \) and each run of the simulation is long enough (\( 5 \times 10^5 \, dt \)) to allow the whole energy initially stored in the lattice to be extracted by the random walkers.
**APPENDIX B: STATISTICAL TEST**

The test, proposed by Janczura and Weron [26] and used to identify the outliers in the survival function \( S(n) \), is based on the asymptotic properties of the empirical cumulative distribution function (ecdf) and the use of the central limit theorem. Once the sample of \( N \) elements \( n_i \) is obtained, the ecdf is 

\[
ecdf(n) = \frac{1}{N} \sum_{i=1}^{N} I_{n_i < n}, 
\]

where \( I \) is the indicator function. Denoting \( cdf \) the true cumulative distribution and \( \mathcal{N} \) the standard normal distribution, for \( N \to \infty \) the following convergence holds: 

\[
\sqrt{N} \frac{ecdf(n) - cdf(n)}{cdf(n)[1 - cdf(n)]} \to N[0, 1]. 
\]  

Let us now assume that \( cdf \) follows a power-law tail: 

\[
cdf(n) \approx 1 - bn^{-\mu} \quad \text{for} \quad n \to \infty,
\]

where \( \mu \) is the positive power-law exponent and \( b \) a constant. The survival function becomes 

\[
S(n) = 1 - \cdf(n) \approx bn^{-\mu} \quad \text{for} \quad n \to \infty.
\]  

Setting an arbitrary \( k \) and indicating with \( q_{k/2} \) and \( q_{1-k/2} \) the \( k/2 \) and \( 1 - k/2 \) quantiles of \( \mathcal{N} \), respectively, it can be shown that the right tail lies in the interval: 

\[
[ bx^{-\mu} + \sqrt{bn^{-\mu}(1-bn^{-\mu})} q_{k/2}^{-}, \quad bn^{-\mu} + \sqrt{bn^{-\mu}(1-bn^{-\mu})} q_{1-k/2}^{-}],
\]

with probability \( (1 - k) \), that defines, for each specific value of \( n \), the confidence interval (CI) specifying the confidence degree for observing \( ecdf(n) \) within the interval. 

Here, \( k \) is fixed to 0.01 and, for each simulation, the values used for the power-law fit are the 0.1% to 0.01% largest \( n \) in complete samples of \( 1 \times 10^5 \div 1 \times 10^6 \) elements. Then, an outlier is defined as an extreme \( n_i \) that lies outside the CI of 99%.
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