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Abstract
We study the properties of gravitational systems in finite regions bounded by gravitational screens. We present a detailed construction of the total energy of such regions and of the energy and momentum balance equations due to the flow of matter and gravitational radiation through the screen. We establish that the gravitational screen possesses analogs of surface tension, internal energy, and viscous stress tensor, while the conservations are analogs of nonequilibrium balance equations for a viscous system. This gives a precise correspondence between gravity in finite regions and nonequilibrium thermodynamics.
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1. Introduction

Unlike any other interaction, gravity is fundamentally holographic. This fundamental property of Einstein gravity manifests itself more clearly when one tries to define a notion of energy for a gravitational system. It is well known that no local covariant notion of energy can be given in general relativity. The physical reason can be tracked to the equivalence principle. Illustrated in a heuristic manner, a free-falling point-like particle does not feel any gravitational field, so no gravitational energy density can be identified at spacetime points. A more radical way to witness the holographic nature of gravity comes from the fact that the Hamiltonian of general relativity, when coupled to any matter fields, exactly vanishes for any physical configuration of the fields. If one asks what the total energy of a closed gravitational system with no boundary is, the answer is that it is zero for any physical configurations. This is a
mathematical consequence of diffeomorphism invariance. It naively implies that the gravitational energy density vanishes.

A proper way to accommodate this is to recognize that a notion of energy can only be given once we introduce a bounded region of space together with a time evolution for the boundary of this region. The time evolution of this boundary spans a timelike world tube equipped with a time foliation. We will call the boundaries that are equipped with a timelike foliation, gravitational *screens*. They will be the subject of our study, which focuses on what happens to a gravitational system in a finite bounded region. In the presence of gravity, the total energy of the region inside the screen comes purely from a boundary screen contribution, and the bulk contribution vanishes. In that sense, energy cannot be localized, but it can be quasi-localized (i.e., expressed as a local surface integral on the screen).

The goal of this paper is two fold. First, we revisit the definition and key properties of the energy and momenta associated with regions bounded by screens. We focus first on the canonical energy associated with the Einstein–Hilbert Lagrangian. We want to stress that the screen energy density is given by a notion of surface acceleration. The other key point is that this energy is the sum of a translational energy and a boost energy. The boost energy is entirely due to the presence of boundary degrees of freedom associated with the presence of the screen. The translational energy, on the other hand, is due to the usual gravitational degrees of freedom. It is proportional to the screen radial acceleration and it is the gravitational analog of *Gibbs energy*. However, the boost energy density is proportional to the difference between the acceleration of screen observers with the Newtonian acceleration of Eulerian observers.

This allows us to show that the gravitational screen possesses a *surface tension*, \( \sigma \), that is proportional to its inward radial acceleration [1]. It also shows that the screen possesses a *Newtonian potential*, \( \phi \), whose gradient defines the acceleration of Newtonian (i.e., Eulerian) observers. We also study the dependence of the energy on the change-of-boundary Lagrangian and show that the Legendre transform of the canonical energy defines a notion of gravitational *internal energy*. The density of internal energy is found to be proportional to the radial expansion (i.e., the screen’s extrinsic curvature). To understand in a thermodynamical fashion all the elements entering the definition of energy and its variation, we develop in the core of the paper a description of a 2 + 2 decomposition of the gravitational field.

The second purpose of this paper is to establish the law of time evolution of the screen energy, together with the computation of the anomaly appearing in the Poisson constraint algebra. This anomaly is due to the presence of the screen. These constitute our main results.

For a general screen, the energy is not conserved in time. Gravitational and matter energy can flow in and out of the region bounded by the screen, and in the second part of this paper we focus on deriving the equation that governs this dissipative process. It is remarkable that the gravity equation of motion projects itself onto the screen as the equation of nonequilibrium thermodynamics for a continuous isotropic and nonelastic media, with one component (i.e., a general fluid). We will show that under this analogy, the screen possesses a *viscous stress tensor*, \( \tau \), that is proportional to the radial deformation tensor.

This implies that the gravitational screen is exactly described as a thermodynamical system out of equilibrium. Lets denote by \( U \) the total *internal energy* of the screen, defined as the integral of the radial expansion. The gravity equations holographically project themselves onto the screen as the first law of nonequilibrium thermodynamics, which reads

\[
dU = \sigma dA + \delta E_M + \delta E_N + \delta Q
\]  
where \( A \) is the area of the screen. The first term is a work term due to the presence of surface tension, \( \sigma \), and it gives the energy cost of expanding the screen area. \( \delta E_M \) is the work due to
matter entering or leaving the region inside the screen, and $\delta E_N$ is the Newtonian work. The Newtonian energy comes from the coupling of the Newtonian potential, $\phi$, to the screen’s inertial mass, which appears to be given by the internal energy. So $U$ acts as the inertial mass for the non relativistic system described by the screen. Finally, $\delta Q$ represents the internal heat production of the screen due to viscous forces. It is proportional to the contraction of the viscous stress tensor with the velocity gradient (i.e., the time derivative of the screen’s metric). This term represents the dissipation of energy due to the gravitational wave production. It shows that gravitational wave energy is accounted for as heat dissipation. We have seen already that the total energy of a closed, isolated gravitational system is always zero. From the thermodynamical point of view, we can understand this cancellation as a balance between work that represents usable energy and heat. The workable energy is comprised of matter energy, Coulombic energy, and tension energy, while the heat is comprised of gravitational radiation. This equation is presented in section 5.1.

Our formalism is valid for an arbitrary timelike screen. The usual situations studied in the literature are often limiting situations obtained by specializing the screen to be either at infinity or along a black hole horizon. Black hole event horizons are surfaces that can be represented as a null limit of timelike screens. In this particular limit and under conditions of equilibrium, the first law presented here reduces to first laws established for black holes. However, the first law presented here is in many ways more general. First, it includes a Newtonian term, and more importantly it shows that general screens possess an internal energy. The variation of this quantity is usually set up to vanish in an equilibrium situation, but it will not vanish in a general nonequilibrium situation.

Also, it shows clearly that the surface gravity do not appear naturally in the first law as a temperature of the screen but as its pressure or negative surface tension. Whether the identification of surface tension and temperature, valid for the very particular case of a Killing bifurcated horizon surface [2, 3], extends for a more general screen is an open question beyond the scope of this paper. In 4d gravity, the screen is two-dimensional, and therefore the usual pressure work term $-p_\text{3d} \, dV$ reads $-\rho_\text{3d} \, dA = \sigma dA$. This term is often misinterpreted for an entropy production term but it is not in this general context; it is the usual work term due to change of the size of the system.

The viscous entropy production term in nonequilibrium thermodynamics [4] is due to the presence of a viscous stress tensor and is related to the production of heat and internal dissipation. In our case, we can clearly identify it with the production and transport of gravitational waves. So entropy production for the screen viewed as a thermodynamical system is the left over signature of dynamical gravity.

In this work, we also consider the equation governing the conservation of the screen momenta. We establish that the momenta density is proportional to the so-called normal connection, and we write explicitly the equation governing the non conservation of screen momenta. This equation confirms the thermodynamical interpretation given for the energy conservation. In particular, it confirms that the screen possesses a surface tension proportional to its radial acceleration and an internal energy that acts as an inertial mass for the Newtonian potential. One finds that the screen acceleration is due to several terms. Schematically,

$$\delta P = d\sigma + d \cdot \tau + F_M + F_N.$$  

The first term is the ‘Marangoni’ force [5] due to the presence of surface tension gradients, and the second one is the viscous force due to the presence of the viscous stress tensor, $\tau$ (here proportional to the radial deformation tensor). We also have a Newtonian force, $F_N = -U d\phi$, due to the Newtonian potential, and finally a force, $F_M$, due to the transfer of momenta from the matter to the screen.
The goal of this paper is to give a self-contained presentation of the construction of the symplectic potential, gravitational energy, dependence on the boundary term, and the $2 + 2$ formalism, which is a key technique used here. These subjects have been all touched on and developed many times in the literature, but in a scattered manner that we try to unite here. We also want to give a unified presentation of the thermodynamical interpretation of the different form of energy that appear in the gravitational context.

The variational principle for gravity and construction of the symplectic potential has been developed in several instances by Regge, Teitelboim, and more recently Wald and Iyer, and Brown and York [6–8]. The notion of quasi-local energy has also been developed by many additional authors [9–16]. The two definitions that have attracted most of the attention are the definition of Brown and York [10], which corresponds to what we call the internal energy, and the definition of Iyer and Wald [7], which corresponds to our gravitational Gibbs energy. Both are canonical energies. These definitions have been extended to non orthogonal boundaries in [17–20]. The presence of boundary degrees of freedom has been introduced in the Lagrangian context as boundary terms needed to extend the Gibbons–Hawking prescription [17, 21]; it was appreciated first by Carlip and Teitelboim [22], in the Hamiltonian context, as introducing a new canonical pair. The notion of boost energy appears in recent works related to quantum gravity [23–25], even if its relevance to the total energy has not been precisely described in the past. In our presentation, we develop in great detail the $2 + 2$ formulation of gravity, emphasizing the importance of the foliations scalars and detailing the accelerations. Some, but not all, elements of this decomposition appear in [26–29].

Our work is deeply inspired by the membrane paradigm developed by Price, Thorne, [30, 31] and Damour [32], and can be viewed as a full extension of this program for a general timelike screen. The main idea of this program and of our work is that one can replace the gravitational degrees of freedom inside a screen by boundary degrees of freedom on the screen.

Our work is also inspired by the beautiful developments associated with trapping, isolated, dynamical, and slowly evolving horizons [33–38]. One key difference is that a dynamical horizon is a spacelike surface, and therefore cannot be understood as a physical membrane. The first law and the momenta conservation law that we write are nevertheless related to laws satisfied by these objects.

2. Hamiltonian analysis and energy

In this section, we present the construction of the symplectic potential for gravity, the presence of bulk and boundary degrees of freedom, the canonical Hamiltonian, and its thermodynamical interpretations.

2.1. Boundary variations and conventions

Our conventions are that the metric, $g_{ab}$, possesses a signature $(−+++).$. Its covariant derivative is denoted by $V_a$, and the curvature tensor is defined as $[V_a, V_b]v^c = R^c_{a b c}v^c$. In units where $8\pi G = 1$, the gravity Lagrangian is given by

$$L_G = \frac{1}{2} \sqrt{|g|} g^{a b} R_{a b}.$$

(3)
The convention for matter fields is as follows: The scalar field matter Lagrangian is given by
\[ L_m = -\sqrt{|g|} \left( \frac{1}{2} \phi^\alpha \partial_\alpha \phi \partial_\beta \phi + V(\phi) \right), \] (4)
and its energy momentum tensor by
\[ T_{\mu\nu} = -\frac{2}{\sqrt{|g|}} \delta S_m, \]
where \( S_m = \int L_m \).

In the following, we will use notations often used in the relativity literature (e.g. [39]) that allow us to limit the number of indices contractions. In these notations, a vector with components \( n^\mu \) is denoted by the bold face letter \( \mathbf{n} \equiv n^\mu \partial_\mu \); the corresponding vector form obtained by lowering the indices with the spacetime metric is denoted as \( \mathbf{n} = n_\mu dx^\mu \). Single contractions of vectors are denoted with a dot \( \cdot \); double contraction, with a double dot \( \cdot \cdot \). The Lie derivative along a vector, \( \mathbf{n} \), is denoted as \( \mathbf{L}_n \); the interior product of a vector with a one form is denoted as \( \mathbf{i}_n = \mathbf{i}_n \cdot \mathbf{\sigma} \).

Finally, let us recall that the Gauss law is given by
\[ \int_M \sqrt{|g|} V_\mu V^\mu = \int_{\partial M} \nu^\mu e_\mu \]
where the surface element is given by \( e_\mu = \sigma \nu_\mu \sqrt{h} d^3x \) for spacelike or timelike boundary. Here, \( n_\mu \) is the outgoing unit normal to the boundary, \( \sigma \equiv n^\mu \nu_\mu \) is negative for a spacelike hyper surface and positive for a timelike hyper surface, and \( h_{\mu\nu} = g_{\mu\nu} - \sigma \nu_\mu \sigma_\nu \) is the induced metric on the boundary. In the following, we will also use the notation \( e \equiv \sqrt{|g|} d^4x \) for the top form. More details are given in appendix B.

2.2. The setting: observers, screens and foliation

The setting we are interested in is the study of a connected region of spacetime denoted by \( \Delta \), which possesses a global foliation and which also possesses timelike boundaries called screens. The screens are assumed to have the topology \( S^2 \times \mathbb{R} \). We also assume that there is one screen, \( \Sigma_0 \), which can be identified with the outer screen, while there a (possibly empty) set of interior screens, \( \Sigma_i \). This situation is pictured in figure 1. Our analysis is valid for a general set up of screens, but it will be convenient at times to restrict ourselves to the case where there is only one outer and one interior screen.

The leaves of the foliation are denoted by \( \Sigma_t \); they are the level set of a given spacetime time function, \( T(x) \), with value \( t \). The unit normal to \( \Sigma_t \) is denoted by \( \mathbf{n} \) and satisfies \( \mathbf{n} \cdot \mathbf{n} = -1 \). We denote by \( (h_{\mu\nu}, D_\mu) \) the metric and covariant derivative on \( \Sigma_t \). They are related to the metric and connection on the slices to the spacetime ones by the use of the orthonormal projector
for a vector, \( v \), tangent to \( \Sigma \). The time evolution is characterized by a time flow vector, \( t = t^\mu \partial_\mu \), which can be decomposed in terms of a lapse and a shift

\[ t = N n + M. \] (6)

This time flow vector is assumed to be parallel to the boundary screens. The characteristic property of this vector, \( t^\mu \partial_\mu T = 1 \), implies that the Lie derivative along \( t \) of any vector tangent to \( \Sigma \) is still tangent to \( \Sigma \). This means that

\[ h_{\mu} = 0. \] (7)

An Eulerian observer [40] is a fiducial observer static with respect to the foliation, whose 4-velocity is given by \( n^\mu \). The previous identity implies that the acceleration of an Eulerian observer, is a vector tangent to \( \Sigma \) given by the space derivative of the lapse function:

\[ V_n n_\mu = -\frac{D_n N}{N}. \] (8)

The foliation leaves \( \Sigma \) to intersect the screens along 2-spheres denoted by \( S_T = \Sigma \cap \Sigma \). The bulk foliation induces a foliation of the screens. We will call a screen with a specific time foliation a gravitational observer. The spacetime metric can be decomposed in term of the 2d metric, \( q \), on \( S_T \) as

\[ q_{\alpha \beta} = g_{\alpha \beta} + s_\alpha s_\beta - n_\alpha n_\beta \]

where \( s_\alpha \) is a unit spacelike vector tangent to \( \Sigma \) but normal to \( S_T \) (see figure 2). We will always chose this vector to be directed outwardly, from the inner regions to the outer region. The time flow vector is then decomposed as

\[ t = N n + M s + \phi \] (9)

where \( \phi \) is a 2d lapse vector tangent to \( S_T \). It will be convenient for us to introduce the normal time flow, \( t^\perp \equiv N n + M s \). This normal time flow is tangent to the screen and orthogonal to \( S_T \), and is therefore proportional to a unit timelike vector tangent to the screen and denoted by \( \tilde{n} \). It will also be useful for us to introduce the normal vector, \( t^\perp \equiv N s + M n \). This vector is proportional to \( \tilde{s} \) the unit normal to the screen going outwardly.

If we define \( N = \rho \cosh \beta \), then \( M = \rho \sinh \beta \), with \( \beta \) as the boost angle that relates the screen frame \((\tilde{n}, \tilde{s})\) to the time foliation frame \((n, s)\). We have

\[ \tilde{n} = \cosh \beta n + \sinh \beta s, \quad \tilde{s} = \cosh \beta s + \sinh \beta n. \]
In the case where there is only one outer and one interior screen, we assume that there is an additional foliation by timelike surfaces, \( \Sigma_r \), which are the level surfaces, \( R(x) = r \), of a radial field that interpolates between the interior and outer screens.

### 2.3. Gravity symplectic potential

Given a Lagrangian, \( L \), its symplectic potential is defined to be given by the boundary variation of the action. We know that the bulk variation of the action defines the equation of motion, and therefore the on-shell the variation of the Lagrangian is a pure derivative. It is given by

\[
\delta S_M = \int_M \delta L \triangleq \int_{\partial M} \alpha, \tag{10}
\]

where \( \delta \) denotes variation on the space of fields and \( \triangleq \) denotes the on-shell evaluation. The symplectic potential, \( \alpha \), can be itself decomposed into a bulk variation, \( \alpha_B \), and a boundary variation, \( \alpha_b \). These boundary terms of the symplectic potential arise when the boundary of \( M \) possesses corners (i.e., co-dimension two manifolds \( S \), which separates two regions with different boundary conditions). If we decompose the boundary of \( M \) into co-dimension 1 components \( \Sigma_i \) and corners \( S_{ij} \), we can write the general on-shell variation of a Lagrangian on a manifold with corners as

\[
\int_M \delta L \triangleq \sum_i \int_{\Sigma_i} \alpha_B + \sum_j \int_{S_{ij}} \alpha_b. \tag{11}
\]

Then the Lagrangian uniquely determines the symplectic potential. Once the symplectic potential has been identified, we can uniquely construct given a Lagrangian density \( L \), whose corresponding canonical Hamiltonian is the canonical generator of time translation along \( t \). It is given by

\[
H_t \equiv \int_{\Sigma} (L_t \alpha - t_t L) \tag{12}
\]

where \( L_t \alpha \equiv L_{\alpha}^{\mu} \epsilon_{\mu} \) is the symplectic potential evaluated for time variations, \( L_t \delta \phi = \mathcal{L}_t \phi \). \( \epsilon_{\mu} \) denotes the interior product of the vector, \( t_t \), with the Lagrangian form, \( t_t \epsilon = t_{\nu} \epsilon_{\mu}. \)

The goal is now to explicitly evaluate the canonical Hamiltonian for gravity. We start by computing the gravity symplectic potential, using a fundamental identity for its evaluation. This calculation appears in some form in many references (see, e.g [7, 8, 17]); we present the calculation here for completeness and clarity, as this will set our notations and clarify the assumptions made in its construction.

### 2.4. A fundamental variational identity

From the definition of the Ricci tensor, and using the expression of the variation of the connection \( \delta \Gamma_{\alpha \beta}^{\mu} = \frac{1}{2} g^{\mu \nu} ( \nabla_{\alpha} \delta g_{\beta \nu} + \nabla_{\beta} \delta g_{\alpha \nu} - \nabla_{\nu} \delta g_{\alpha \beta}) \), we obtain that the Ricci tensor variation is given by

\[
\delta R_{\alpha \beta} = \nabla_{\mu} \delta \Gamma_{\alpha \beta}^{\mu} - \nabla_{\mu} \delta \Gamma_{\mu \beta}^{\alpha}. \tag{13}
\]

Therefore, we conclude that

\[
\delta L = \frac{1}{2} \sqrt{|g|} G_{\alpha \beta} \delta g^{\alpha \beta} + \sqrt{|g|} \nabla_{\mu} \alpha^{\mu}, \tag{14}
\]
where \( G_{ab} \) denotes the Einstein tensor and the symplectic potential vector is

\[
\alpha^a = \frac{1}{2} \left( \delta \Gamma^a_{b;\gamma} - \delta \Gamma^a_{a;\gamma} \right) = \nabla_v \alpha^v, \quad \text{with} \quad \alpha^\mu = \frac{1}{2} \left( g^{\mu a} g^{\nu b} - g^{\mu b} g^{\nu a} \right) \delta \gamma^a_{\beta\gamma},
\]

(15)

while the symplectic potential is \( \alpha = \alpha e^\gamma_\gamma \).

To give an explicit expression for the symplectic potential, for a slice normal to the one form, \( n_\alpha \), let us introduce the induced metric tensor, \( h_{\alpha\beta} \equiv g_{\alpha\beta} - \sigma n_\alpha n_\beta \), where \( \sigma = n_\alpha n^\alpha \) is the signature. It is negative for a spacelike slice and positive for a timelike one.\(^1\) We also introduce the extrinsic curvature tensor, \( K_{\alpha\beta} \equiv \frac{1}{2} \mathcal{L}_n h_{\alpha\beta} = h^a_{a\alpha} h^b_{\beta\beta} (V_\alpha n_\beta) \), and denote its trace by \( K \equiv K_{\alpha\beta} h^{\alpha\beta} \). We finally introduce the acceleration vector, \( a_\nu \equiv -\sigma V_\nu n^\nu \). From the definition, it is easy to check that \( V_\alpha n_\beta = K_{\alpha\beta} \). From now on we also denote \( \alpha_\nu \equiv \alpha^a n_\mu \), so the symplectic potential reads \( \alpha = \sigma \sqrt{h} a_\mu \).

We now establish, using definition (15), that

\[
\delta \left( V_\alpha n^\alpha + V^\alpha n_\alpha \right) = V_\alpha \delta n^\alpha + V^\alpha \delta n_\alpha + \delta g^{\alpha\beta} V_\alpha n_\beta - 2 \alpha_\alpha.
\]

(16)

Using the identity \( V_\alpha (h_{\mu\nu} \delta n^\nu) = D\mu (h_{\mu\nu} \delta n^\nu) + a_{\mu\nu} \delta n^\nu \), where \( D\mu \) is the derivative on the slice compatible with the induced metric \( h \), we can expand the first two terms of the right-hand side as

\[
V_\alpha \delta n^\alpha + V^\alpha \delta n_\alpha = D\alpha \delta a_\alpha + a_{\alpha\beta} \delta n_\beta + a_\mu \delta n_\mu,
\]

where we have introduced \( \delta a_\mu \equiv (h_{\mu\nu} \delta n^\nu + h^\mu_{\mu\nu} \delta n_\nu) \). Finally, using the definition of \( K_{\alpha\beta} \) and the variational identity, \( \delta g^{\alpha\beta} n_\beta = \delta n_\alpha - g^{\alpha\beta} \bar{\delta} n_\beta \), we establish that

\[
\delta g^{\alpha\beta} V_\alpha n_\beta = \delta h^{\alpha\beta} K_{\alpha\beta\alpha} + a_{\alpha\beta} \delta n_\beta - a_{\alpha\mu} \delta n_\mu.
\]

(17)

This allows us to establish that after rearrangements, the fundamental identity:

\[
-\sqrt{h} a_\alpha = \delta \left( \sqrt{h} K_{\alpha\beta} \right) + \frac{\sqrt{h}}{2} \left( K_{\alpha\beta} - h_{\alpha\beta} K_{\alpha\beta} \right) \delta h_{\alpha\beta} - \sqrt{h} a_\mu \delta n_\mu - \frac{\sqrt{h}}{2} D_\alpha \delta a_\alpha.
\]

(18)

where \( \delta a_\mu \equiv (h_{\mu\nu} \delta n^\nu + h^\mu_{\mu\nu} \delta n_\nu) \). This is the expression we were looking for.

2.5. Bulk and boundary contributions

The first term in (18) is a total variation; therefore, it does not contribute to the symplectic structure, even if it does affect the symplectic potential. This term is the variation of the celebrated Gibbons–Hawking boundary term [41].

The second and third terms determine the bulk symplectic structure. First, it shows the well-known fact that

\[
\Pi^{\mu\nu} \equiv \sqrt{h} (K_{\mu\nu} - h_{\mu\nu} h^{\mu\nu})/2
\]

is the momentum conjugated to \( h_{\mu\nu} \). Since \( \Pi^{\mu\nu} h_{\mu\nu} = -\sqrt{h} K_{\mu\nu} \), we have that

\[
\delta \left( \sqrt{h} K_{\mu\nu} \right) + \Pi^{\mu\nu} \delta h_{\mu\nu} = -\delta \Pi^{\mu\nu} h_{\mu\nu}.
\]

(19)

The third term given by \( -\sqrt{h} a_\mu \delta n_\mu \) depends on the parameters labelling the foliation. Since \( n_\mu = -N \partial_\mu T \) and \( a_{\mu\nu} = D_\mu N/N \), this component of the symplectic potential can be written as

\(^1\) We are initially interested in the case of a timelike slice, but our formalism also works for a spacelike one. This will be needed in a later section.
This shows that the momentum conjugate to the foliation time, $T$, is given by

$$\Pi_T = -\sqrt{h} \left( D_\mu D^\mu N \right).$$

(20)

The lapse depends on $T$ and the metric via $N(T) = \left( -\partial_\mu T g^\mu \partial T \right)^{-1/2}$. We can ignore this contribution to the symplectic potential when we consider hypersurface orthogonal deformations that modify the fields without changing the foliation—that is, deformation such that $h_n^\mu \delta n_\mu = 0$. On the other hand, for an arbitrary spacetime diffeomorphism, $\xi$, $h_a^\mu \mathcal{L}_\xi n_\mu$, doesn’t necessarily vanish. This means that not all diffeomorphisms can be represented as hypersurface orthogonal deformations, and therefore can be implemented canonically in terms of a symplectic structure that depends only on $(h, K)$. The condition, $h_a^\mu \mathcal{L}_\xi n_\mu = 0$, is equivalent to $\xi^\mu n_\mu = 0(T)N$, where $c$ is a function that depends only on $T$. Indeed,

$$h_a^\mu \mathcal{L}_\xi n_\mu = D_\mu \left( \xi \cdot n \right) - a_\alpha \left( \xi \cdot n \right) = N D_\mu c.$$

(21)

In summary, for a general variation, the bulk symplectic potential is given by

$$\Theta_\Sigma = \int_\Sigma \alpha^\mu \epsilon_\mu = -\int_\Sigma h_\mu \delta \Pi^\mu + \int_\Sigma \Pi_T \delta T.$$

(22)

The second term vanishes for surface orthogonal variations. In this case, the bulk canonical variables are therefore the usual pairs $(\Pi^\mu, s_\mu)$, with $\Pi^\mu = \sqrt{h} (K^\mu - h^\mu K)$, if one restricts to foliation preserving variations. They also include $(\Pi_T, T)$ for a general variation, with $\Pi_T = -\sqrt{h} \Lambda N$.

2.6. Boundary symplectic potential

What appears from this computation is that we also have boundary degrees of freedom that contribute to the symplectic potential. These arise since we are considering finite boundaries. We restrict to variations that do not change $T$ on the screen. In this case, the boundary symplectic potential takes the form

$$\Theta_S = -\frac{1}{2} \int_S \sqrt{q} \delta, \quad \text{with} \quad \delta \equiv (s^\mu \delta n_\mu + s_\mu \delta n^\mu).$$

(23)

To understand the nature of this term, let us introduce both a time coordinate, $T$, that labels the slices, $\Sigma$, and a radial coordinate, $R$, that labels the position of the screen. Since $n_\mu$ is a one-form normal to the slice, it is proportional to $dT$, and its normal radial unit vector, $s_\mu$, will be proportional to $dR$ only if the slicing is orthogonal to the screen. But in general, it is given by a linear combination of $dT$ and $dR$. We therefore need three foliation scalars to characterize the position of the screen and slicing; these are given by a time lapse, $\rho$, a space lapse, $\tau$, and a boost angle, $\beta$. They are defined by:

$$n = -\rho \cosh \beta T, \quad s = \tau dR + \rho \sinh \beta dT,$$

(24)

where $\mathbf{n} \equiv n_a dx^a$. The boost angle, $\beta$, is the angle needed to rotate the slicing frame into the screen frame, since $\mathbf{s} \equiv \cosh \beta \mathbf{s} + \sinh \beta \mathbf{n} \propto dR$. The meaning of $\rho, \tau$ comes from the fact that $d\tau$ measures the proper time as it flows on the screen, while $dR$ measures the proper radial distance on the slices, $T = cste$. The screen velocity is the velocity of the screen as seen by an Eulerian (static) observer. This observer is characterized by the fact that it doesn’t move on the slicing; hence $s_\mu \delta a = 0$, which implies that it posses a radial velocity $-v_R$, where
\[ v_R = \frac{\rho}{\tau} \sinh \beta. \]  \hspace{1cm} (25)

\( v_R \) is the velocity of the screen relative to static observers. The explicit calculation of \( \delta \) is given in the appendix, and also in section 3. The result is that

\[ \delta = -\left( \delta \beta + \tanh \beta \left( \frac{\delta \rho}{\rho} - \frac{\delta \tau}{\tau} \right) \right) = -\tanh \beta \frac{\delta v_R}{v_R}. \]  \hspace{1cm} (26)

So we see that for particular variations where the rate of change of the time lapse is equal to the rate of change of the space lapse (i.e., \( \delta \rho/\rho = \delta \tau/\tau \)), this is simply equal to the variation of the boost angle. In this case, the boundary symplectic structure is simply

\[ \Theta_S = \frac{1}{2} \int_S \sqrt{q} \delta \beta. \]  \hspace{1cm} (27)

This shows that the surface area element, \( \sqrt{q} \), and the boost angle, \( \beta \), are in this context conjugated variables. This was first recognized by Carlip and Teitelboim [22]. However, this statement is not generally true, as we just saw since \( \delta \beta \neq 0 \) in general. For a general variation, we get instead that the symplectic structure is of the form

\[ \Theta_S = \frac{1}{2} \int_S \left( \frac{\tau \sqrt{q}}{\rho \cosh \beta} \right) \delta v_R, \]  \hspace{1cm} (28)

so that \( v_R \) and the rescaled area element, \( \frac{\tau \sqrt{q}}{\rho \cosh \beta} \), are the boundary conjugate variables.

Even if \( \delta \) cannot be written as the variation of a boost angle, it is still of interest to introduce the notion of a boost angle associated with one particular variation. We naturally choose \( I \delta = \mathcal{L}_\eta \), so that \( \eta \) is defined by

\[ \mathcal{L}_\eta \equiv (s^b \mathcal{L}_b n_\mu + s_\mu \mathcal{L}_\eta n^\mu) = I \delta. \]  \hspace{1cm} (29)

As we will see, this angle naturally enters the definition of the total energy.

### 2.7. Canonical gravitational energy

The gravitational Hamiltonian, which is the canonical generator of time translation, is given by

\[ H^G_t = \frac{1}{8\pi G} \int_{\Sigma} \left( I_t \alpha^\mu e_\mu - t_I L \right) = \frac{1}{8\pi G} \int_{\Sigma} \sqrt{h} \left( I_t \alpha n - \frac{(t \cdot n)}{2} \right), \]  \hspace{1cm} (30)

where \( h \alpha^\mu \) is the symplectic potential vector evaluated for variations \( I_t \delta \phi = \mathcal{L}_t \phi \). Note that \( N = -t \cdot n \) is the lapse function given by \( \sqrt{h} = N \sqrt{\bar{h}} \). From the previous section, we know that

\[ I_t \alpha n = \frac{1}{\sqrt{h}} h_{\alpha b} \mathcal{L}_t n^b \Pi^{ab} + \frac{1}{2} D_n \mathcal{L}_t n^\alpha, \]  \hspace{1cm} (31)

where we have used \( h_{\alpha b} \mathcal{L}_t n^b = 0 \), since the time flow, \( t \), preserves the foliation. Thus, the bulk term depending on the foliation does not enter the definition of \( H_t \).
From the definition of $\Pi$ and the Ricci–Codazzi identity (D.9) we have that

\[
I_t^{\mu} = \frac{1}{\sqrt{\det h}} \left( \mathcal{L}_t (h_{ab} \Pi^{ab}) - \left( \mathcal{L}_t h_{ab} \right) \Pi^{ab} \right) + \frac{1}{2} D_b \mathcal{L}_t n^a
\]

\[
= -\frac{1}{\sqrt{h}} \mathcal{L}_t \left( \sqrt{h} K \right) - \frac{1}{2} \left( D_b t_b + D_b t_a \right) \left( K^{ab} - h^{ab} K \right) + \frac{1}{2} D_a \mathcal{L}_t n^a
\]

\[
= - \left( \mathcal{L}_t (K) + K^{ab} D_a t_b \right) + \frac{1}{2} D_a \mathcal{L}_t n^a
\]

\[
= R_{\mu} - D_a \left( \mathcal{L}_t (n^a) - \frac{1}{2} \sqrt{h} n^a \right).
\]

Integrating by part and using that

\[
\int_{\Sigma} \sqrt{h} D_a \gamma^a = \int_{S_i} \sqrt{q} (v \cdot s) - \sum_{i} \int_{S_i} \sqrt{q} (v \cdot s) \equiv \int_{\partial \Sigma} \sqrt{q} (v \cdot s)
\]

where $S_o$ denotes the outer sphere boundary and $S_i$ the inner spheres, while $s$ is a spacelike vector directed towards the outer boundary. This shows that the canonical gravity Hamiltonian is given by

\[
H^G_t \equiv -\frac{1}{8\pi G} \int_{\partial \Sigma} \sqrt{q} \kappa_t - \frac{1}{8\pi G} \int_{\Sigma} \sqrt{h} G_m.
\]

We see that this energy contains a surface contribution and the value of the surface energy density is $\kappa_t / 8\pi G$, where $\kappa_t$ is defined to be

\[
\kappa_t \equiv s \cdot \nabla_t n - \frac{1}{2} \sqrt{h} \mathcal{L}_t n^a.
\]

Note that due to hyper surface orthogonality of the flow generated by $t$, we have that $n^a \mathcal{L}_t s_a = 0$; using the definition of the dihedral angle (29), we can write the surface energy density as

\[
\kappa_t \equiv s \cdot \nabla_t n - \frac{1}{2} \delta_t \text{ with } \delta_t \equiv \left( s_a \mathcal{L}_t n^a - n_a \mathcal{L}_t s^a \right) = \mathcal{L}_t \eta.
\]

As we will see in more detail later, the first term is the radial acceleration of the screen, while the second is a boost acceleration. The canonical energy of matter is given by \(^2\)

\[
H^M_t = \int_{\Sigma} \sqrt{h} T_m = \frac{1}{8\pi G} \int_{\Sigma} \sqrt{h} G_m.
\]

$T_m$ represents the matter energy density, $\Sigma$, as measured by an observer following the world line, $\dot{x}^\mu = t^\mu$. This shows that the total energy is simply given by a boundary term:

\[
H_t = H^M_t + H^G_t \equiv \frac{1}{8\pi G} \int_{\partial \Sigma} \sqrt{q} \kappa_t.
\]

If we decompose $\partial \Sigma = S_o \cup S_i$ in terms of its outer boundary and inner boundaries, we can express this energy to be written in terms of the contribution for each boundary

\(^2\) The matter momentum vector associated with a slice is given by

\[
p_t = \int_{\Sigma} T^a \epsilon_a = -\int_{\Sigma} \sqrt{h} T_m.
\]

while the energy of a slice is given by $e = -p \cdot t$. The minus sign is due to the choice of signature cancel.
\[ H_t = \frac{1}{8\pi G} \int_{S_t} \sqrt{h} \kappa_t. \] (40)

The outer boundary contributes positively and the inner one contributes negatively. \( \kappa_t \) is defined in (36), with \( s \) pointing in the outer direction.

Let us emphasize here that this energy formula presents two key features. First, it is quasi-local: it is nonvanishing only on the boundary of the region of observation. This is a consequence of diffeomorphism invariance, which implies that the bulk Hamiltonian vanishes. In this sense, gravity is naturally holographic.

Second, the energy depends on the choice of observer—that is, not only the choice of screens, but also the choice of foliation of the screens. This second feature is not that unusual. For instance, in special relativity, different boosted observers possess different energies. However, it is a feature that has led to a lot of resistance, since energy is usually associated with the study of stability and the usual point of view is that stability should be a property of a system, not a system and an observer. There have always been attempts to define a unique notion of energy. The Arnowitt–Deser–Misner (ADM) energy is one example of the energy associated with black hole horizons. In each case, it always amounts to choosing a special type of observer: infinity with the flat slicing or the Killing observer or the observer attached to a bifurcated surface. These are beautiful, and in the case of ADM lead to a result of positivity. But they do not apply for a general spacetime, and if we want observer independence we are left in an unsettling situation where special observers can be found only in special situations, while in others no notion of energy is available. Our point of view is that in the general case, we have to give up such attempts and embrace the fact that the notion of energy and momenta is observer-dependent. In this case, the canonical energy is uniquely defined and given by (40).

2.8. Decomposition of canonical energy

What is remarkable about the formula for the total energy is that can naturally have a thermodynamical interpretation. To see this, it is convenient to introduce a decomposition of the time flow vector into a boundary ‘normal-time’ vector, \( \hat{t} \), which is tangent to the screen \( \Sigma \), but normal to \( S \) and a ‘rotation’ vector, \( \phi \), which is tangential to \( S \). So we define

\[ \hat{t} = - (t \cdot n)n + (t \cdot s)s, \quad \text{and} \quad t = \hat{t} + \phi. \] (41)

This decomposition is mirrored in the decomposition of the energy density, \( \kappa_t = \kappa_{\hat{t}} + \kappa_\phi \).

Using this decomposition, we can introduce the quasi-local mass and angular momenta\(^3\), \( S \), which are given by

\[ M_t \equiv 2 \int_S \sqrt{q} \frac{\kappa_{\hat{t}}}{8\pi G}, \quad J_\phi \equiv - \int_S \sqrt{q} \frac{\kappa_\phi}{8\pi G}. \] (42)

As we will see in the next section, the normalization is chosen to reproduce Komar mass and angular momenta formulas [42] for spacetimes where \( t \) is a Killing field. It also reproduces the Newtonian expression for the Newtonian mass as a Gauss law. Finally, the formula for the mass also reproduces ADM mass formula if the screen is located at timelike infinity. It also reproduces Bondi energy [43] for a screen that is an asymptote at null infinity. We therefore see that for different choices of screen and time, the canonical mass formula reproduces Komar, ADM or Bondi.

\(^3\) Strictly speaking, it is truly an angular moment when the orbits of \( \phi \) are closed circles of length \( 2\pi \) foliating the two spheres. In general, it should be understood as a momentum as we will see.
One of the key features of having finite boundary is the appearance of boundary degrees of freedom associated with the boundary symplectic potential, \(-\frac{1}{2} \int S_1 \sqrt{q} \delta_t\). These degrees of freedom are new degrees of freedom (\(\eta, \eta\)) that are not part of the usual gravitational degree of freedom (\(h_{ab}, K_{ab}\)); they are entirely due to the presence of the boundary. This dependence of the energy on the boundary degree of freedom shows up in the decomposition of the surface energy density as a sum of two terms: 

\[ \kappa_t = \frac{1}{2} \delta_t, \]

where

\[ \gamma_t \equiv s V_t n, \quad \delta_t = \left( s_{\mu} L_t n^\mu + s^\mu L_t n_\mu \right). \tag{43} \]

This expression is written in terms of the foliation frame \(n, s\). Since the energy is associated to the screen and the time evolution is parallel to the screen, it is natural to look at this decomposition in the screen frame, \(\beta\), where

\[ \gamma_t \equiv s \bar{V}_t \bar{n}, \quad \delta_t = \left( \bar{s}_{\mu} L_t \bar{n}^\mu + \bar{s}^\mu L_t \bar{n}_\mu \right). \tag{44} \]

Here, \(\gamma_t = \frac{1}{2} \bar{\gamma}_t + L_t \beta\) is the radial acceleration of the screen, while \(\delta_t\) is a boost acceleration measuring the relative radial acceleration of screen observers with respect to fiducial static observers.

Accordingly, the total energy, \(H_t\), decomposes in a screen contribution, \(G_t\), and a boundary contribution, \(h_t\). These are given by

\[ G_t \equiv \int s \sqrt{q} \frac{\gamma_t}{8\pi G}, \quad h_t \equiv -\int s \sqrt{q} \frac{\delta_t}{16\pi G}. \tag{45} \]

As we are about to see, the screen energy, \(G_t\), is the gravitational analog of the Gibbs energy. The decomposition of \(t = \bar{V} + \phi\) implies a natural decomposition of Gibbs energy in terms of the screen surface tension, \(\sigma_t\), and the screen momenta density, \(\eta_p\). Explicitly,

\[ G_t = -\int s \sqrt{q} \left( \phi_t + \eta_p \right), \]

with

\[ \sigma_t \equiv \frac{\bar{V}_t \bar{n}}{8\pi G}, \quad \eta_p \equiv -\frac{\phi \bar{n}}{8\pi G}. \tag{46} \]

The understanding that \(\sigma_t\) is really the surface tension of the gravitational screen will be revealed when we establish the general first law. The surface tension can be positive, generally for inner screens, or negative, generally for outer screens. When negative, it is better understood as a two-dimensional pressure for the screen, as in usual fluid systems where negative tension is pressure.

The fact that the total energy is the sum of two different types of energy is unsettling at first. There is, however, a beautiful geometrical interpretation of this fact. The Gibbs energy, \(G_t\), appears to be the canonical generator of translation along the screen, and therefore it corresponds to the usual translational energy. The second contribution, \(h_t = \int s \sqrt{q} L_t \eta_t\), \(\eta\) appears to be the canonical generator of boost transformation at the screen. It doesn’t generate translation and correspond to a boost energy. This can be understood by the fact that the general motion of a foliation along a screen is characterized by translation and boost. We illustrate this in figure 3. It is usual to associate a notion of energy for the generator of translation. It is less common, however, to think of the generator of boost as an energy. There

---

4. Let us emphasize that this is a special feature of gravity that possesses a boundary symplectic structure. This will not be the case for the matter fields theory, with the notable exception of the theta term in Yang–Mills theory.

5. The justification for this denomination, which is given in the next section, comes from the fact that its variation involves only variation of the connections that are ‘intensive’ variables.
is one context where this appears naturally: the context where one computes entanglement 
energy \[44–46\]. In this case, given a space region, \(R\), with boundary, \(S\), and a vacua state \(|0\rangle\), we associate to this data a density matrix, \(\rho \equiv \text{Tr}_R |0\rangle \langle 0|\), where the trace is over all states 
that have support on the exterior of \(R\). This density matrix can be written in terms of an 
operator, \(\rho \pi = -\exp (2K_R)\), where \(K_R\) is the entanglement energy associated with 
the region, \(R\). This energy appears to be given by the boost energy, as is exemplified, for instance, 
in the context of the Unruh effect.

2.9. Thermodynamical interpretation

Let us now discuss the thermodynamical interpretation of the canonical energy and its relation 
to mass and angular momenta. Since the two-dimensional metric, \(q_{AB}\), is conformally 
equivalent to the round sphere metric, we denote by \(\hat{\phi}\) a conformal Killing vector whose close 
orbits have length \(\pi\), and we chose \(\phi\) to be equal to \(\Omega\hat{\phi}\), where the angular velocity \(\Omega\) is 
chosen to be constant on \(S^2\). \(J_{\phi} \equiv J\) is the angular momenta of the screen, and therefore the 
canonical energy is given by

\[
H_i = \frac{1}{2} M_i - \Omega J_{\phi}. 
\]

(47)

This decomposition is puzzling at first because of the factor \(1/2\) and the minus sign. The factor 
\(1/2\) seems anomalous, and there have been attempts in the literature to fix this by adding a 
term that depends on a background structure \[47\]. Let us now explain that this factor is 
instead welcome.

Let’s suppose for a moment that both \(\kappa_i\) and \(\Omega\) are constant on the horizon. In this case, 
the previous relation can be written as

\[
\frac{1}{2} M_i = T_i S + \Omega J 
\]

(48)

where \(S \equiv A/4G\), \(J \equiv J_{\phi}\) and \(T_i \equiv \kappa_i/2\pi\). Here, and in order to ease the reader, I use the 
standard notations, valid in the black hole case, which refer to the surface density energy as 
temperature and the area as entropy, even if it is not valid in the general context. This is now 
naturally interpreted as a Gibbs–Duhem relation \[48\]. Indeed, let’s suppose we send a particle 
of momenta, \(p_i\), inside the screen; its energy is given by \(e = -p \cdot \hat{t}\) and its angular momenta 
by \(j \cdot \phi = p \cdot \phi\). A momentum is flowing out of the bulk region if \(0 \leq -p \cdot t = e - j \cdot \phi\). In
In this case, and as we will see in full generality later, under some equilibrium conditions\(^6\), we have that the energy-momenta flow can be registered on the screen by an increase in area:

\[ 0 \leq e - j \cdot \varphi = T \delta S. \] (49)

Thus the change in area is given by a first law,

\[ \delta M = T \delta S + \Omega \delta J, \] (50)

where \( \delta M = e \delta J = j_\cdot \). \( M, S, \) and \( J \) are extensive variables homogeneous under rescaling of length. However, \( M \) is homogeneous of order 1 while \( A \) and \( J \) are homogeneous of order 2. Using this and assuming there is no residual contribution at zero size, we can easily integrate out (50) into the generalized Gibbs–Duhem relation (48). In other words, the factor \( 1/2 \) entering the relationship between the mass and the canonical energy is not an anomaly, but the reflexion of the thermodynamical nature of the relationship.

### 2.10. Canonical energy: Gibbs energy versus internal energy

In the previous sections, we have constructed the canonical energy associated with the Einstein Lagrangian and decomposed this energy in terms of a screen and pure boundary terms. This energy is uniquely defined once we chose which Lagrangian to work with. We can, however, add a boundary term to the gravity Lagrangian, which will define a new type of energy. This should not be surprising, since it is also the case in thermodynamics that the energy depends on what is kept fixed, and different energies are related by canonical transformations. For instance, we can talk about the internal energy or the free energy or Gibbs energy. They are all related by Legendre transforms, which change which quantities remain fixed. The internal energy for a closed system \( U(S, V) \), is characterized by the fact that it depends on extensive quantities, \( dU = T dS - p dV \)—that is, quantities like \( V \) and \( S \) that scale with the size of the system. While on the other end of the spectra, the Gibbs energy, \( G(T, p) = U - TS + pV \), depends on intensive quantities, \( dG = V dp - SdT \), that do not scale with the size of the system.

We have seen that the on-shell variation of the Einstein Lagrangian leads to a boundary term, \( \nabla_\mu \alpha^\mu \), where \( \alpha^\mu \) is defined in terms of the variation of the connection, \( \delta \Gamma^{\mu\nu}_\alpha \), on the boundary. The connection coefficient is invariant under spacetime independent rescaling\(^7\), of the metric, \( \delta g^{\mu\nu} = \phi g^{\mu\nu} \). Thus, we can think of the component of the connection on the boundary as the intensive variables. This means that the canonical energy and its screen component, \( G_t \), that we have just defined are the gravitational analogs of the Gibbs energy.

On the other hand, the metric components on the boundary are analogous to extensive variables, since they rescale homogeneously. It is well known that the addition of the Gibbons–Hawking boundary term \([41]\) leads to an on-shell variation that is proportional to the variation of the boundary metric. The canonical energy derived from the Hawking–Gibbons modification of the Einstein Lagrangian is therefore the analog of the internal energy. We will see that this internal energy coincides with the Brown and York energy \([8]\).

Let’s now investigate what happens when we modify the Einstein Lagrangian by a boundary term

\(^6\) We will precisely identify these conditions as the preservation of the internal energy of the screen, together with the condition that the process does not generate any gravitational waves.

\(^7\) Since the Einstein tensor is invariant under such rescaling, we can consider that this variation is an on-shell variation, once we rescale the matter field appropriately.
\[ \mathcal{L}' = \mathcal{L} + V_\mu V^\mu, \]

which corresponds to a modification of the action by boundary contribution

\[ S' = S - \int_{\Sigma_f} \sqrt{h} V_a + \int_{\Sigma_i} \sqrt{h} V_a, \]

where \( \Sigma_f \) (reps. \( \Sigma_i \)) denotes the final (reps. initial) slices, \( \Sigma_o \) (reps. \( \Sigma_i \)) denotes the outer (reps. inner) boundaries, and \( \vec{n} \) is directed forward in time while \( \vec{s} \) is directed outward. The symplectic potential becomes

\[ \alpha = \alpha_0 + \delta \mathcal{V}^\mu + \mathcal{V}_\alpha \frac{1}{2} g^{\alpha\beta} \delta g_{\alpha\beta}, \]

and thus the variation of the canonical energy is given by

\[ \delta \mathcal{H} = \delta \mathcal{H}_t + \int_{\Sigma} \left( \mathcal{L}_t V_a + h^{\alpha\beta} \mathcal{V}_a t_{\beta} V_n - N V_a V^\mu \right) \sqrt{h} \]

where we have used \( h_{\alpha\beta} \mathcal{L}_t n_{\beta} = 0 \) and we denote \( V_n = V^\mu n_\mu \). Given the decomposition of the time vector as \( t = Nn + Ms + \varphi \), we can show that the additional term is a total derivative:\[ D_t(Nh_{\mu\nu} V^\nu + (M \xi^\mu + \varphi^\mu) V_n). \]

We integrate by part and make use of \( N V_n + MV_\mu = \rho V_t \), where \( \rho \) is the boundary lapse and \( \vec{s} \) the spacelike vector normal to \( \Sigma \) directed towards the outer region. We get the canonical energy associated with the new Lagrangian to be:

\[ H'_t = H_t - \int_{S_i} \sqrt{q} \rho V_t. \]

If the canonical energy of the Einstein Lagrangian is the Gibbs energy, the analog of the gravitational internal energy is the energy obtained by the Legendre transform of the canonical energy, \( H \). It is obtained by adding to the Einstein Lagrangian the Gibbons–Hawking boundary term:

\[ V_{\beta gh} \equiv \frac{1}{8\pi G \cosh \beta} \left( \vec{n}^\mu \left( V_n n^\alpha \right) + s^\mu \left( V_s s^\alpha \right) \right). \]

This term is characterized by the property that \((8\pi G) V_{n gh} = -(V_n n^\alpha)\) and \((8\pi G) V_{s gh} = (V_s s^\alpha)\), where \( n \) is the timelike normal to the slice \( \Sigma \) and \( s \) is the spacelike normal to the screen, while \( K = (V_n n^\alpha) \) and \( H = (V_s s^\alpha) \) represent the trace of the extrinsic curvature of \( \Sigma \) and \( \Sigma_o \) respectively. The internal energy denoted \( U_t \) is therefore given by

\[ U_t = G_t - \int_S \sqrt{q} \rho \left( V_s s^\alpha \right) \frac{1}{8\pi G}, \]

where \( \rho \equiv N/\cosh \beta \) is the boundary lapse introduced earlier. To evaluate this, we expand in terms of the 2d variables, both the addition term, \( V_n \vec{s} = \vec{s} \cdot V_n \vec{n} + \theta_t \), and the Gibbs energy term, \( \vec{g} = \rho \vec{s} \cdot V_n \vec{n} - (8\pi G) \theta_t \). Here, \( \theta_t \equiv (\mathcal{L}_t \sqrt{q})/\sqrt{q} \) is the two-dimensional extrinsic curvature of the screen. Thus

\[ U_t = -\int_S \sqrt{q} \left( \frac{\theta_t}{8\pi G} + j_\rho \right) \]

where \( j_\rho \equiv -(\vec{t} \cdot n) s \cdot \vec{t} + (\vec{t} \cdot s) n \) is the radial vector normal to the screen and \( \vec{t} \). This shows that we can associate to the screen an internal energy density, given by

\[ \epsilon \equiv -\frac{\theta_t}{8\pi G} \]

This accounts for the modification of the screen energy.

---

8 We note that \( \mathcal{L}_{\alpha\nu} V_\alpha + h^{\alpha\beta} V_\beta (N n_\beta) V_\alpha = N V_\alpha (n^\mu V^\nu) \) and that \( N V_\alpha (h^\mu, V^\nu) = D_t (Nh_{\mu\nu} V^\nu) \).
We can also perform a canonical transformation that affects the boundary Gibbs energy, $h_t$. To do so, we need to modify the actions at the corners, $S = \Sigma \cap \Sigma', \bar{S}$, of the boundary. Let’s suppose that the addition to the Lagrangian is of the form $V^\mu V_\mu$, where $V$ is itself a boundary contribution:

$$V^\mu = \frac{1}{\cosh \beta} \left( \bar{h} D_a (\bar{v}_a^\mu) + s^\mu \bar{D}_a (\bar{v}_a^\mu) \right).$$

(57)

This corresponds to a modification of the Lagrangian at the two-sphere $S = \Sigma \cap \Sigma$, of the form

$$\delta S = \int_{\Sigma} \sqrt{h} D_a (v_a^\mu) + \int_{\Sigma} \sqrt{h} \bar{D}_a (\bar{v}_a^\mu) = \int_{S_{\delta}} \sqrt{q} (v_n - \bar{v}_n).$$

(58)

where $v_n \equiv s^\mu \delta_a^\mu$. On the other hand, for a closed surface, $S$, it modifies the Hamiltonian by a total time derivative $9$

$$\delta H = \int_{S} \mathcal{L}_i (\sqrt{q} r_{nr}).$$

(60)

### 3. 2 + 2 decomposition

The system we are interested in is a two-sphere $S$ that lies at the intersection of a timelike screen $\Sigma$ and a spacelike surface $\Sigma$. We use $n$ to denote the unit timelike vector normal to $\Sigma$, and we use $s$ to denote the unit spacelike vector tangent to $\Sigma$, and normal to $S$. Similarly, we use $\bar{s}$ to denote the unit spacelike normal to $\Sigma$ and $\bar{n}$ to denote the unit timelike vector tangent to $\Sigma$ and normal to $S$. We are interested in a region of spacetime that extends to the future of $S$ and outside of the screen, $\Sigma$. We assume that in the region of spacetime that we are interested in, there is a double foliation, where $\Sigma_t$ are the spacelike leaves of a foliation given by $T = t$, while the screens $\Sigma_r$ are the timelike leaves of a foliation given by $R = r$, and such that $S_{t,r} = \Sigma_t \cup \Sigma_r$ is a two-sphere. We assume that $T$ increases in the future and that $R$ increases when we move away from the screen.

As we have seen, this double foliation is characterized by three scalars $\rho$, $\tau$, and $\beta$. The first scalar that characterizes the double foliation is the boost angle, $\beta$. This corresponds to the boost velocity that a screen observer following the tangent $\bar{n}$ possesses, compared to an Eulerian observer $n$ at rest with respect to the foliation, $\Sigma_t$:

$$\bar{n} = \cosh \beta n + \sinh \beta s, \quad \bar{s} = \cosh \beta s + \sinh \beta n.$$  

(61)

For the other scalars, it is clear that $dT$ is proportional to the one form, $n_\mu dx^\mu$, and that $dR$ is proportional to the one form, $s_\mu dx^\mu$. $\rho$ and $\tau$ characterize the proportionality coefficients

$$n = -\rho \cosh \beta \nabla T, \quad s = \tau \cosh \beta \nabla R.$$  

(62)

The signs are chosen such that the vector, $n^\mu$, is future-directed and $s^\mu$ is outwardly directed. The factors of $\cosh \beta$ are chosen such that if one defines

$$\rho D_a (\delta_+^a) = -\rho D_b (\bar{n}^\mu \delta_a^\mu) + \rho D_b (q^\mu \delta_+^a) = -\rho (\mathcal{E} + \delta_{ab}) \delta_{ab} + d \cdot (\rho q \cdot \delta_+)$$

(59)

together with $t = \rho \bar{n} + \mathcal{Q}$ and $\delta_{ab} = -\delta_{ba}$.
\( \hat{t} \equiv \rho \hat{n}, \quad \hat{r} \equiv \tau \hat{s} \) 

(63)

then \( \hat{t} \) is an evolution vector tangent to the screen \( \Sigma \), which is Lie dragging \( \Sigma \) (i.e., \( \mathcal{L}_t T = 1 \)). Similarly, the displacement vector, \( \hat{r} \), is tangent to the initial data surface, \( \Sigma_\tau \), which is Lie dragging \( \Sigma_\tau \) (i.e., \( \mathcal{L}_r T = \mathcal{L}_r R = 1 \)). These vectors also preserve the double foliation since

\[
\mathcal{L}_t R = 0, \quad \mathcal{L}_r T = 0. 
\]

(64)

We cannot in general represent these vectors as velocity vectors \( \frac{\partial}{\partial \mu} \), \( \frac{\partial}{\partial \rho} \), unless the two vector fields commute. The properties of hyper surface orthogonality (i.e., \( \omega = \rho \tau \beta \) ) mean that

\[
\mathcal{L}_t n_\mu = 0, \quad \mathcal{L}_r \delta_\mu = 0. 
\]

These vectors also preserve the double foliation since \( \omega = \rho \tau \beta \) 

(65)

By Frobenius theorem, the vanishing of \( \omega \) implies that the normal two planes, \( TS^2 \), are integrable (i.e., they can be understood as the tangent vectors to a submanifold). In general, the vectors \( \hat{t}, \hat{r} \) do not commute, and this means that we need to define time flow vectors

\[
t \equiv \partial_\tau \quad \text{and} \quad \mathbf{r} \equiv \partial_\rho \quad \text{that Lie-commute:}
\]

\[
t \equiv \hat{t} + \mathbf{q}, \quad \mathbf{r} \equiv \hat{r} + \mathbf{p},
\]

(66)

where \( \mathbf{q} \) and \( \mathbf{p} \) are vectors tangent to \( S \) and \( \mathbf{q} \) is the angular velocity. These vectors Lie-commute if \( \mathbf{q} \) is chosen in order to satisfy

\[
\partial_\tau \mathbf{q} - \partial_\rho \mathbf{p} + [\mathbf{q}, \mathbf{p}] = (\rho \tau \cos \beta) \omega. 
\]

By Frobenius theorem, the vanishing of \( \omega \) implies that the normal two planes, \( TS^2 \), are integrable (i.e., they can be understood as the tangent vectors to a submanifold). In general, the vectors \( \hat{t}, \hat{r} \) do not commute, and this means that we need to define time flow vectors

\[
t \equiv \partial_\tau \quad \text{and} \quad \mathbf{r} \equiv \partial_\rho \quad \text{that Lie-commute:}
\]

\[
t \equiv \hat{t} + \mathbf{q}, \quad \mathbf{r} \equiv \hat{r} + \mathbf{p},
\]

(66)

where \( \mathbf{q} \) and \( \mathbf{p} \) are vectors tangent to \( S \) and \( \mathbf{q} \) is the angular velocity. These vectors Lie-commute if \( \mathbf{q} \) is chosen in order to satisfy

\[
\partial_\tau \mathbf{q} - \partial_\rho \mathbf{p} + [\mathbf{q}, \mathbf{p}] = (\rho \tau \cos \beta) \omega. 
\]

Note that we interpret \( (\mathbf{q}, \mathbf{p}) \) to be a 2d gauge field valued into the algebra of 2d diffeomorphisms. The left-hand side of the previous equation is simply the curvature of this gauge field, since the commutator is given by the Lie bracket. The previous equality expresses that this curvature is proportional to the twist.

We can now express the spacetime metric and its inverse, in terms of the normal coordinates \((T, R)\), the sphere coordinates \((x^A)\), the foliation scalars \((\rho, \beta, \tau)\), and the velocity vectors \((\mathbf{q}, \mathbf{p})\) as follows

\[
d s^2 = \left( -\rho^2 \sinh^2 \beta \, dT^2 + 2 (\rho \tau \sinh \beta) dT dR + \tau^2 dR^2 \right) \\
+ (dx + \mathbf{q} dt + \mathbf{p} dR) \cdot (dx + \mathbf{q} dt + \mathbf{p} dR). 
\]

(67)

This metric can be inverted and we can read the normal components of the inverse metric to be

\[
g^{TT} = \frac{1}{\rho^2 \cosh^2 \beta}, \quad g^{TR} = \frac{\sinh \beta}{\rho \tau \cosh \beta}, \quad g^{RR} = \frac{1}{\tau^2 \cosh^2 \beta}. 
\]

(68)

This is in agreement with (62), since we can check that \( g(n, n) = -1 \), \( g(\mathbf{s}, \mathbf{s}) = 1 \) and \( g(\mathbf{s}, n) = \sinh \beta \). The off-diagonal components are

\[
g^{AT} = \tau \mathbf{q}^A - \rho \sinh \beta \mathbf{p}^A \rho^{-2} \tau \cosh^2 \beta, \quad g^{AR} = -\rho \mathbf{q}^A + \sinh \beta \tau \mathbf{p}^A \rho^{-2} \tau \cosh^2 \beta. 
\]

(69)

while the tangential components are \( g^{AB} = \mathbf{q}^A + g^{TT} \mathbf{q}^A \mathbf{q}^B + 2 g^{TR} \mathbf{q}^A \mathbf{p}^B + g^{RR} \mathbf{p} A \mathbf{p} B \). If one restricts the spacetime metric to a spacelike or timelike slice, one sees that \((\rho, \mathbf{q})\) are the lapse and shift of the induced metric on the timelike screen \( \Sigma_\tau \), while \((\tau, \mathbf{p})\) is the
corresponding ‘spatial’ lapse and shift on the slice, $\Sigma_s$:  
\[ ds^2 = -\rho^2 dT^2 + (dx + \psi dT) \cdot q \cdot (dx + \psi dT), \]  
\[ ds^2 = \tau^2 dR^2 + (dx + \psi dR) \cdot q \cdot (dx + \psi dR). \]  
(70)  
(71)

Once we know the metrics on the timelike slices, $\Sigma_t$, and the spacelike slices, $\Sigma_s$, and assuming that their pullback agrees on $S$, we can reconstruct the spacetime metric provided we know the value of $\beta$.

3.1. Intrinsic and extrinsic geometry

The geometry of the embedding of the 2d sphere $S$ in the spacetime is characterized by intrinsic and extrinsic geometry, and by the accelerations.

The intrinsic geometry is determined by the 2d metric, $g_{ab} = g_{ab} + n_a n_b - s_a s_b$. By construction, we have that $g_{ab} n^b = g_{ab} s^b = 0$. In the following, we will denote by uppercase indices the projection of spacetime vectors onto vectors tangent to $S$: $\equiv v^q v_A A$. The Levi-Civita connection associated with $g$ is denoted by $\equiv \nabla_A A$. The extrinsic geometry of $S$ is characterized by a deformation tensor, $\Theta^A_B$, for any vector, $\ell$, normal to $S$:  
\[ \Theta^A_B = \nabla_A \ell^B. \]  
(72)

From this definition, it follows that $\Theta^A_B$ is a symmetric tensor and that it is linear in its argument: $\Theta^A_B = a \Theta^A_a + b \Theta^B_a$. We denote its trace, $\theta^A_a$, and in the following we will also use the notation  
\[ \Theta^A_a = a \Theta^A_a + b \Theta^B_a. \]  
(73)

Since we have two normal directions, the deformation tensor does not fully characterize the extrinsic geometry, and we also have the normal connection $\pi$, which is the projection along $S$ of $g_{ab} n^a \cdot V_b$:  
\[ \pi_A = g_{ab} n^a V^b. \]  
(74)

This form depends on the choice of a basis $(n, s)$ of the normal direction space. If one chose the basis adapted to the screen instead, we have the relationship  
\[ \pi_A = s \cdot V_A n^B = n^B V_A \cdot s. \]  
(75)

To summarize, the data $(\Theta^A_a, \Theta^B_a, \pi_A)$ characterize the extrinsic geometry.

The final data are associated with the accelerations. First, we have the normal accelerations  
\[ \gamma_n = s \cdot V_n n^B, \quad \gamma_s = -n \cdot V_s s^B. \]  
(76)

The first one is the radial acceleration of Eulerian observers, static with respect to the foliation, $\Sigma_f$, together with their screens analog. The change of frame amounts to the gauge transformation:  
\[ \gamma \equiv \gamma_n + V_A \beta. \]

We also have the tangential accelerations, which are of different types. First, there are the timelike and spacelike accelerations:  
\[ a_n^A = q^A_n V_n n^B, \quad a_s^A = q^A_s V_s s^B. \]

$a_n^A$ is the acceleration of the Eulerian observers at rest with respect to the foliation, while $a_s^A$ is the acceleration observers following a radial evolution normal to the screens. We also
introduce the screens analog, denoted as $\vec{a}_n, \vec{a}_s$. These four accelerations are not independent since the total acceleration is independent of the frame, $a_n + a_s = \vec{a}_n + \vec{a}_s$. The three independent components can be written in a frame as the frame-independent total acceleration, $a_n + a_s$, and the two frame-dependent components, $a_n - a_s$ and $2b \equiv q \cdot (\nabla_n n + \nabla_s s)$.

The last data is the twist vector that we already have introduced; it is given by

$$\omega = \nabla_n s - \nabla_s n.$$  

(77)

It is independent of the frame.

All the accelerations can be expressed in terms of the foliation scalars, \(\rho, \beta, \) and \(\tau\). The detail derivation of these relationships is given in appendix E; we just sketch this derivation here. One first expresses that the time flow vector, \(\dot{t} = \rho \vec{n}\), preserves the foliation \(\Sigma\), and the space translation vector, \(\dot{r} = \tau \vec{s}\), preserves the foliations \(\Sigma_r\), which implies that \(s^b L^i n_a = 0\) and \(n^b L^i s_a = 0\). These conditions entirely determine the normal accelerations in terms of the foliation scalars. One finds

$$\gamma_n = \frac{\nabla_n (\rho \cosh \beta)}{\rho \cosh \beta}, \quad \tilde{\gamma}_t = \frac{\nabla_t (\tau \cosh \beta)}{\tau \cosh \beta}. $$

(78)

Now using $n = \frac{\alpha}{\cosh \beta} + \tanh \beta s$, and $s = \frac{k}{\cosh \beta} - \tanh \beta n$ and that $\tilde{\gamma}_t = \gamma + \nabla_t \beta$, we can obtain the other components, such as

$$\gamma_\rho = \frac{\nabla_\rho \rho}{\rho} + \nabla_\rho \beta + \tanh \beta \left( \frac{\nabla_\rho \tau}{\tau} - \frac{\nabla_\rho \beta}{\rho} \right).$$

(79)

A detailed derivation is provided in the appendix.

We can also express the tangential accelerations in terms of the foliation scalars, using that the double foliation flow vectors, $\dot{t}, \dot{r}$, preserve the double foliation—that is, \(q_{ia} b L^i \tilde{n}_a = 0 = q_{ia} b L^i \tilde{s}_a\), while \(q_{ia} b L^i \tilde{\gamma}_a = 0 = q_{ia} b L^i n_a\). This implies that

$$a_s = \frac{d\tau}{\tau}, \quad a_n = \frac{d(\rho \cosh \beta)}{\rho \cosh \beta}, \quad 2b = d\beta + \tanh \beta \left( \frac{d\rho}{\rho} - \frac{d\tau}{\tau} \right).$$

(80)

where $b = \frac{1}{2}(\nabla_n n + \nabla_s s)$. The last object we need to determine is the twist vector, $\omega = (\nabla_n s - \nabla_s n)$, which depends on the normal form and the foliation scalars as

$$2\omega = -2\pi + d\beta + \tanh \beta \left( \frac{d\rho}{\rho} - \frac{d\tau}{\tau} \right).$$

(81)

In summary, we have shown that the double foliation is characterized by three scalars: the timelike lapse $\rho$, the spacelike lapse $\tau$, and the boost parameters $\beta$, which determine the choice of foliation. The geometry of this foliation is given by the intrinsic 2d metric, $q$, the extrinsic deformation tensors $(\Theta_n, \Theta_s)$, and the normal connection $\pi$. The hyper surface orthogonality allow, the expression, according to (78)–(80), of all the accelerations in terms of the foliation scalars. These data are independent of the choice of frame $(n, s)$, except the normal connection since $\pi = \pi + d\beta$. Finally, the twist one form, $\omega$, which determines to what extent the normal 2-planes are integrable is characterized by the normal connection and the foliation scalars.
3.2. The many faces of acceleration

According to section 2.7, the surface energy density is given by a sum of two terms,
\[ \kappa_t = \gamma_t - \frac{1}{2} \delta_t, \]
where
\[ \gamma_t \equiv s V_t n, \quad \delta_t = \left( s_\mu \mathcal{L}_t n^\mu + s^\mu \mathcal{L}_t n_\mu \right). \] (82)

To understand the nature of the two terms appearing in the definition of the surface energy density, let us remark that each term, \( \gamma_t \) and \( \kappa_t \), is antisymmetric in the exchange of \( n \) and \( s \).

They are not, however, individually invariant under boost transformations (or change of frame) defined by \( \delta_\beta n = \beta s, \ \delta_\beta s = \beta n \). Indeed, under such transformations, we have \( \delta_\beta \gamma_t = V_t \beta \), and \( \delta_\beta \delta_t = 2 V_t \beta \). This implies, however, that \( \kappa_t \) is invariant under boosts, and hence under change of frames.

This frame independence can be rendered manifest by expanding the Lie derivatives in the definition of \( \delta_t \). Using \( \delta \equiv + \mu \mu \nabla s n n n \), and \( \delta = - \mu \mu \nabla s n s n 0 \cdot \cdot \cdot \) we easily get
\[ \kappa_t = \frac{1}{2} \left( s \cdot V_t n - n \cdot V_t t \right) = n_\mu s_\nu \nabla [\eta^\mu n^\nu]. \] (83)

This expression makes it manifest that it is boost-invariant; it doesn’t depend on the foliation, but only on the normal subspace to \( S \), spanned by the bivector, \( n \wedge s \). It is also clear from this expression that it coincides with the Komar expression, in the case where \( t \) is a Killing field [42].

Let us now use the decomposition of the time flow in terms of its normal and tangential components. We define
\[ \hat{t} = \rho n, \quad \hat{n} \equiv \cosh \beta n + \sinh \beta s, \quad \text{and} \quad t = \hat{t} + \varphi. \] (84)

\( \varphi \) is the tangential component of \( t \), \( \rho^2 = -\hat{t} \cdot \hat{t} \) is the time lapse of the double foliation introduced earlier, and \( \beta \) is the boost angle between the screen and the foliation (i.e., \( \rho \sinh \beta \equiv t \cdot s \)). We also introduce
\[ t^\perp \equiv \rho s, \quad s \equiv \cosh \beta s + \sinh \beta n, \] (85)
where \( s \) is a unit spacelike vector perpendicular to \( \hat{t} \) and to \( S \).

From definition (83) and the fact that \( \varphi \) is tangent to \( S \), we can establish that
\[ \kappa_t = \kappa_t - \varphi \cdot \frac{1}{2} [n, s] = \kappa_t - \frac{1}{2} \varphi \cdot \omega, \] (86)
where \( \omega \) is the twist one form. In other words, we have that the total mass density and angular momenta density are given by \( \rho_t = \kappa_t / 4 \pi G \) and \( j_\varphi = -\kappa_\varphi / 8 \pi G \):
\[ \rho_t \equiv \frac{s \cdot V_t \hat{t} - n \cdot V_s \hat{t}}{8 \pi G}, \quad j_\varphi = \frac{\varphi \cdot \omega}{16 \pi G}. \] (87)

As we have seen, these quantities can be decomposed in terms of a screen surface tension, \( \sigma_t \), and momenta, \( \pi_\varphi \), given by
\[ \sigma_t = -\frac{\hat{t}}{8 \pi G}, \quad P_\varphi = \frac{\pi \cdot \varphi}{8 \pi G}, \] (88)
and a boundary contribution proportional to \( -\delta_\beta / (8 \pi G) = \mathcal{L}_t \eta \), which is interpreted as the boost energy. Indeed, we have that
These contributions depend not only on the screen, but also on the way the slicing is boosted relative to the screen. The expression for the boost energy can be given in terms of the foliation scalars as (see (26) and appendix E)

\[
\delta_t = \mathcal{L}_t \beta + \tanh \beta \left( \frac{\mathcal{L}_t \tau - \mathcal{L}_\mu \rho}{\rho} \right) \equiv \mathcal{L}_t \eta.
\]  

(90)

To understand the meaning of the formula for the mass density, \( \rho_t \), and the surface tension, \( \sigma_t \), let us start to evaluate it for a particular bulk foliation orthogonal to the screen, where \( \mathbf{t} = \rho \mathbf{n} \). This expresses that the boundary observers on the screen are static with respect to the foliation. In other words, the boundary observers coincide with the fiducial observers. In this case, we have that \( \delta_t = 0 \), the boost energy vanishes, and \( \rho_t = -2 \sigma_t \). This expresses the fact that the observer is purely sliding along the screen. The energy surface density is then just equal to \( \rho_t = \mathbf{a}_t \cdot \mathbf{n} = 4\pi G \mathbf{a}_t \cdot \mathbf{n} \), which is the projection of the acceleration, \( \mathbf{a}_t = \mathcal{V}_t \mathbf{n} \), of the fiducial observers along the radial direction. So in this case, \( \rho_t \) is simply the radial acceleration in Planck units:

\[
\rho_t = \frac{\mathbf{a}_t \cdot \mathbf{s}}{4\pi G} = \frac{\mathcal{V}_t \mathcal{\Phi}}{4\pi G},
\]  

(91)

where we have introduced the Newtonian potential, \( \mathcal{\Phi} \equiv \ln \rho \), associated with the foliation \( \Sigma \), and \( \mathcal{V}_t \mathcal{\Phi} = \mathcal{V}_t \rho \) corresponds to the acceleration of screen observers with respect to static fiducial observers. The equality (91) follows from the hyper surface orthogonality condition (78) or (79) when \( \beta = 0 \).

Far away from the sources of gravitation, \( \mathcal{\Phi} \) is the Newtonian potential, and therefore \( \rho_t \) is the acceleration needed for an observer to stay static. This is positive when the acceleration is directed toward the inside of the screen, meaning that it is positive for an outer screen. Similarly, the surface tension \( \sigma_t = -\rho_t/2 \) is generally positive for an inner screen.

It is illuminating to note that the formula for the mass that we have given is similar to the one we obtain in the Newtonian regime. Indeed, in Newtonian gravity, the Poisson equation gives us \( \Delta \mathcal{\Phi} = 4\pi G \rho \), where \( \rho \) is the matter energy density and \( \mathcal{\Phi} \) is the Newtonian potential. The total Newtonian mass in a volume, \( V \), can then be evaluated by a Gauss law formula as

\[
M_{\text{Newt}} = \int_S \sqrt{\mathcal{g}} \rho_{\text{Newt}} dS, \quad \rho_{\text{Newt}} = \frac{\mathcal{V}_t \mathcal{\Phi}}{4\pi G} = \frac{\mathbf{a}_t}{4\pi G},
\]

where \( \partial V = S \) and the last equality expresses that the radial inward acceleration, \( a_r \), is equal to \( \mathcal{V}_t \mathcal{\Phi} \) by Newton’s law. The formula for the mass we have is therefore a covariant generalization of the Newtonian Gauss law.

Let us now deal with the general case. The surface tension is always proportional to the inward radial acceleration. We need then to understand the meaning of the difference, \( \delta_t \).

10 In the case of a static Schwarzchild black hole, we have \( \mathcal{\Phi}(r) = -\frac{\ln \left( 1 - \frac{2GM}{r} \right)}{\ln 16} \) which is indeed the Newtonian potential. Moreover we have \( t^t = \left( 1 - \frac{2GM}{r} \right) a_t \); therefore, one gets that for a screen at a distance, \( R \), in a Schwarzchild spacetime the energy density is

\[
\rho_t = \left( 1 - \frac{2GM}{R} \right) \delta_t \mathcal{\Phi}(R) = \frac{GM}{R^2}.
\]

The mass is then expressed as \( M = \frac{M_{\text{Newt}}}{4\pi R^2} \).
From (83), we have that
\[ \kappa = \frac{1}{2}(\tilde{\gamma} + V_{\mu}\phi). \]
Since it is also equal to \( \tilde{\gamma} = \frac{1}{2}\tilde{\beta} \) by definition, we then get that
\[ \delta_t = (\mathbf{s} \cdot \mathbf{a}_t - V_{\mu}\phi) \equiv \mathcal{L}_t \tilde{\gamma} \tag{92} \]
is the difference between the the screen and the Newtonian acceleration. This difference measures to what extent the foliation and the screen are boosted with respect to each other; it therefore represents the boost acceleration. Its expression in terms of the foliation scalars is given in (84).

When the foliation is not orthogonal, we can express the mass density and surface tension\(^{11}\) in terms of the Newtonian potentials, \( \rho \), and the boost angles, \( \eta \), as
\[ \rho_t = \frac{V_{\mu}\phi}{4\pi G} + \frac{\mathcal{L}_t \tilde{\eta}}{8\pi G}, \quad \sigma_t = -\frac{V_{\mu}\phi}{8\pi G} - \frac{\mathcal{L}_t \tilde{\eta}}{8\pi G}. \tag{93} \]

This shows that by appropriately choosing the time dependence of the boost parameter, \( \tilde{\eta} \), we can always insure that the energy surface density or the surface tension are constant on the screen. The choice of \( \tilde{\eta} \) essentially amounts to appropriately choosing the boost parameter, \( \beta \). The choice of this parameter amounts to a particular choice of foliation; it can be reabsorbed into a diffeomorphism that does not move the screen.

4. Dissipation

We now want to study the evolution property of the canonical energy (39) that we have constructed. This energy describes \textit{a priori} the energy of an open system. Therefore, there is no reason that this energy should be conserved in time, and in general we will experience energy gain or energy loss. To calculate these energy gains or losses, which we call dissipation as a shorthand\(^{12}\), we express the main conservation equation (32) in a covariant form.

Let us first denote by \( I_t \alpha^\mu \) the symplectic current \( \alpha^\mu \) evaluated on a variation, \( \delta g_{\mu\nu} = \mathcal{L}_t g_{\mu\nu} \). From definition (15) of the symplectic current, we get
\[ I_t \alpha^\mu = \left[ V_{\nu}, V^\mu \right]_{\text{\small cov}} + V_{\nu} \left( V_{\nu} - i_{\nu} \right) \]
\[ = R^\mu - V_{\nu} \kappa^{\nu\mu}, \tag{94} \]
where we have introduced the acceleration two-form, \( \kappa^{\nu\mu} \equiv V_{\nu} i_{\mu} \). It is interesting to write this equation in a more suggestive manner. Given a time flow vector, \( t \), we can define the matter momentum current to be\(^{13}\) \( -T^\mu = -G_\mu/8\pi G \) and the gravitational momentum current to be:
\[ D^\mu = -I_t \alpha^\mu + \frac{\mu^\mu}{2} \]
The canonical gravitational energy associated with a slice, \( \Sigma \), is simply \( H^G_t = \frac{1}{8\pi G} \int_\Sigma \sqrt{h} D^\mu \). The conservation equation then simply reads
\[ \text{By definition, they are related by } \rho_t + 2\sigma_t = \frac{\xi_t}{8\pi G}. \]
\[ \text{As we will see, the changes in energy are due to dissipation and fluxes through the screen. Here we use dissipation as a shorthand for ‘energy gain or loss due to dissipation and fluxes’. We hope the reader will not get confused by this simplifying terminology.} \]
\[ \text{The minus sign in the matter momentum is due to the signature. The energy associated with a slice, } \Sigma \text{, is given by } H^M_t = -\int_\Sigma T^\mu \epsilon^\mu = \int_\Sigma \sqrt{h} T^\mu. \]

\[ 23 \]
\[ -D_t \mu = G_t \mu = V_\mu \left( \nabla_{\nu} \mu \right). \]  

(96)

Specifically, this expresses that the total momentum form is closed, and it gives an explicit expression for its potential in terms of an acceleration tensor, \( \kappa_\mu^\nu = \nabla_{\nu} \mu \). This conservation equation simplifies when \( t \) is a Killing field. In this case, \( \alpha^\mu_\mu = 0 \) and the gravitational momentum one-form is simply \( D_t \mu = \mathcal{L}_R \).

It will be convenient to write this identity in the form language using the volume forms \( e, e_\mu, e_{\mu \nu} \) described in the appendix. We denote

\[ \alpha \equiv \alpha e_\mu, \quad \kappa \equiv \kappa_\mu^\nu e_{\mu \nu}, \quad \mathbf{T}_t \equiv T_t^\mu e_\mu, \quad D_t \equiv D_t^\mu e_\mu. \]  

(97)

With this notation, the total canonical energy is given by \( H_t^G = \frac{1}{8\pi G} \int_{S_t} \kappa_\mu \) and the main conservation equation can be written

\[ \left[ \kappa_\mu = -D_t - G_t \right] \]  

(98)

The dissipation of the total canonical energy associated with a region, \( \Sigma \), is given by

\[ \left( 8\pi G \right) \mathcal{L}_t H_t = \int_{\partial \Sigma} \mathcal{L}_t \kappa_\mu = \int_{\Sigma} \mathcal{L}_t d \kappa_\mu = - \int_{\Sigma} \mathcal{L}_t \left( D_t + G_t \right) \]

\[ = - \int_{\Sigma} d \left( t_\mu D_\mu + t_\mu G_\mu \right) = - \int_{\partial \Sigma} \left( t_\mu D_\mu + t_\mu G_\mu \right) \]  

(99)

where we have used \( 0 = dD_t + dG_\mu \), which follows from (98). This shows that the dissipation is purely a boundary term, as expected. Since gravity is a Hamiltonian system, we do not expect any loss of energy coming from the bulk. All the energy losses or gains comes from energy flux at the boundary two-spheres. We can evaluate the interior product when pulled back on the surface, \( S \), and given a one-form \( \alpha \), we have:

\[ t_\mu \alpha = \alpha = \alpha e_\mu = \alpha e_\mu = \sqrt{g} \kappa_\mu^\nu \left( s_\mu n_\nu - s_\nu n_\mu \right) = - \sqrt{g} \alpha^\mu T_\mu = - \sqrt{g} \alpha^\mu \]  

(100)

where \( t^\mu \) is a spatial vector normal to \( S \) and \( t \) and given by

\[ t_\mu = n_\mu (s \cdot t) - s_\mu (n \cdot t), \quad t^4 = 0. \]  

(101)

Thus, the dissipation is a sum associated with the presence of each boundary sphere, \( d\Sigma = S_o \cup S_i \),

\[ \mathcal{L}_t H_t = - \frac{1}{8\pi G} \int_{S_o} \sqrt{g} t_\mu \alpha t^\mu + \int_{S_i} \sqrt{g} T_\mu^\mu \]  

(102)

We have used the orthogonality of \( t \) and \( t^\mu \) to show that \( R_\mu T^\mu \mu = G_\mu^\mu = 8\pi G T_\mu^\mu ; T_\mu^\mu \) is the energy momentum tensor. Similarly, the orthogonality implies that \( D_\mu^\mu = -\alpha_\mu^\mu \).

To further understand this conservation equation, let’s suppose that the observers are at rest with respect to the foliation (i.e., \( t = N n \)). Then we see that \( t^4 = N s = r \) is going to \( \Sigma \) at the outer boundary. \( p_\mu \equiv -T_\mu^r \) is the matter momentum density in the direction \( r \), as measured by Eulerian observers. We see that if \( p_\mu \) is positive at the outer boundary, the momentum is directed outside the region \( \Sigma \), and therefore the total energy decreases. The term \( \int_{S_o} \sqrt{g} T_\mu^\mu = -\int_{S_i} \sqrt{g} p_\mu \) then describes the amount of energy dissipation due to matter crossing the surface, \( S_o \). Therefore, \( -\alpha_\mu^\mu / 8\pi G \) describes the gravitational energy dissipation, which is negative when there is energy loss due to gravitational energy leaving the system.

Note that in the derivation given here, we could also evaluate the variation of \( H_t \) with respect to another time flow vector, \( \xi \), on the screen. This is given by
\[
\mathcal{L}_\xi H_I = \frac{1}{8\pi G} \int_S \sqrt{\tilde{\gamma}} \left( \mathcal{L}_\xi \kappa_I + \theta \xi \kappa_I \right) \\
= -\frac{1}{8\pi G} \int_S \sqrt{\tilde{\gamma}} \left( l_\alpha \alpha^\perp - (\mathbf{t} \cdot \xi^\perp) R/2 \right) + \int_S \sqrt{\tilde{\gamma}} T_{\xi^\perp}. \tag{103}
\]

It is convenient to introduce a modified energy momentum tensor
\[
\tilde{T}_{\xi^\perp} \equiv T_{\xi^\perp} - \left( \frac{\mathbf{t} \cdot \xi}{2} \right) T
\]
so the full conservation equation reads
\[
\mathcal{L}_\xi H_I = \int_S \sqrt{\tilde{\gamma}} \left( -\frac{l_\alpha \alpha^\perp}{8\pi G} + \tilde{T}_{\xi^\perp} \right) \tag{105}
\]

It is interesting to note that for a nongravitational system, the previous flux equation would involve only \(T_{\xi^\perp}\). The contribution coming from gravity is therefore due to a 'gravitational dissipation tensor' \(D_{\xi^\perp}\) where
\[
D_{\xi^\perp} \equiv -\frac{l_\alpha \alpha^\perp}{8\pi G} - \left( \frac{\mathbf{t} \cdot \xi}{2} \right) T
\]
plays the role of a gravitational energy-momentum tensor in the conservation equation:
\[
\mathcal{L}_\xi H_I = \int_S \sqrt{\tilde{\gamma}} \left( D_{\xi^\perp} + T_{\xi^\perp} \right). \tag{106}
\]

The symmetric part of this tensor is related to the dissipation of energy, since it is determined by \(D_{\xi^\perp}\) for a general \(t\). Remarkably, its antisymmetric part is related to the Poisson bracket of two Hamiltonians.

**4.1. Poisson bracket**

We now want to show that the antisymmetric part of the dissipation tensor is the Poisson bracket of the gravity Hamiltonians. We use \(I\) to denote the operation of replacing a variation, \(\delta\), by \(\mathcal{L}_\xi\); for instance, \(I_\alpha \alpha = \alpha^\perp\), where \(\alpha = a^\perp e_\mu\). As a consequence, we can check that \((\delta I + I_\delta) \alpha = \mathcal{L}_\xi \alpha + I_\delta \alpha\) for any expression \(\alpha\) which is an \(n\)-form on spacetime and a form on field space. This expression simplifies if \(\delta \alpha = 0\). We also use \(\Omega\) to denote the gravitational symplectic structure, which is a two-form on the space of fields given by \(\Omega \equiv \int_S \sqrt{\tilde{\gamma}} \delta \alpha/8\pi G\).

Let’s finally recall that \(\alpha \equiv a^\perp e_\mu\) and \(t = t^\perp e_\mu = \sqrt{|g|} e\). Equipped with these definitions, we can now compute
\[
(8\pi G)\delta H_I^G = \int_S \delta I_\alpha I_\alpha - \frac{1}{2} \int_S \delta R_t \\
= -I_\alpha \int_S \delta \alpha + \int_S l_\alpha \alpha + \int_S \mathcal{L}_\alpha \alpha - \int_S \left( V_\alpha \alpha^\perp \right) t \\
- \frac{1}{2} \int_S \left( G_{\alpha \beta} \delta \gamma^\alpha \right) t - \frac{1}{2} \int_S R \delta t \\
= -I_\alpha \int_S \delta \alpha + \int_S \left( l_\alpha \alpha - \frac{R}{2} \delta \mathcal{H}_t \right) - \int_S \sqrt{\tilde{\gamma}} D_\alpha \left( Nh \alpha^\perp \alpha^\perp \right) + (8\pi G) \int_S l_\alpha \delta L^m \\
= (8\pi G) \left( -I_\alpha \Omega^G \right) - \int_S \sqrt{\tilde{\gamma}} \alpha^\perp + (8\pi G) \int_S l_\alpha \delta L^m \tag{107}
\]
where $\Omega^g$ denotes the gravitational part of the symplectic form, $\Delta S \equiv S_o - S_i$, and we have used $\delta L^m = -\frac{1}{2} \sqrt{g} T^{ab}_{\mu} \delta g^{ab}$. In the second line, we have used $\delta (\sqrt{g} R) = \sqrt{g} G_{ab} \delta g^{ab} + 2 \sqrt{g} V_\alpha \alpha^a$. In the third line, we also used $\sqrt{g} V_\alpha \alpha^a = L_{\alpha \beta} \alpha + L_{H H} D_\alpha (N h^a \alpha^b)$. This implies that given a form $\omega = \omega^a \varepsilon_a$, and denoting $\omega_n = \omega^a n_a$, we have that

$$\int_\Sigma \left( V_\alpha \omega^a \right) \eta = \int_\Sigma L_\alpha \omega + \int_{\partial \Sigma} \omega_n^a \sqrt{q}.$$  \hfill (108)

Let us assume for simplicity that we are in the context of pure gravity, so that $L^m = 0$ and $H^G \equiv H_t$. This shows in this context that the total Hamiltonian variation is

$$\left( H^G - \delta H_t \right) = I_t \Omega^g + \frac{1}{8\pi G} \int_{\Sigma} \sqrt{q} \alpha \mu.$$  \hfill (109)

Contracting this with $I_\xi$ and using the definition $I_\xi \delta H = L_\xi H$ and the definition of the Poisson bracket, $I_\xi I_\mu \Omega^g = \{ H_t, H_t \}$, we get

$$H_{\xi, \xi} - L_\xi H_t = \{ H_t, H_t \} + \frac{1}{8\pi G} \int_{\Sigma} \sqrt{q} I_\xi \alpha \mu.$$  \hfill (110)

Taking the difference between this and (103) gives

$$\{ H_t, H_t \} = H_{\xi, \xi} + \frac{1}{8\pi G} \int_{\Sigma} \sqrt{q} \left( I_\xi \alpha \mu + I_\xi \alpha \mu \right).$$  \hfill (111)

Thus, we see that Poisson bracket algebra is now anomalous due to the presence of the boundary and that the combination, $(I_\xi \alpha \mu - I_\xi \alpha \mu)/8\pi G = -Dq^a + q_{\theta a}$ gives the anomaly in the context of pure gravity.

5. The thermodynamical balance equation

From the dissipation equation (102) and the on-shell evaluation, $H_t = \int_{\Sigma} \sqrt{q} \kappa_t$, we have

$$\mathcal{L}_t \left( \sqrt{q} \kappa_t \right) + I_t \alpha \mu = 8\pi G \sqrt{q} T^\mu_\nu.$$  \hfill (112)

The lhs is evaluated in the appendix for a vector field $t = \hat{t} + \varphi$, which is foliation-preserving. Here, $\hat{t} = \rho \hat{n}$ and $\varphi$ is tangent to $S$. By separating the contribution that comes from $\hat{t}$ from the contribution that comes from $\varphi$, we get equations (A.10) and (A.11). The first one is an energy balance equation, the second one is a momentum balance equation. As we will see, they have a natural thermodynamical interpretation and leads to what is a generalized first law and a generalized Cauchy momentum equation. We first look at the energy balance.

5.1. The energy balance

The energy balance equation is a consequence of (A.10), derived in the appendix. This equation reads:

$$\left( \mathcal{L}_t + \theta_\ell \right) \theta_\ell - \gamma_\ell \theta_\ell + \hat{\Theta}_\ell; \lambda + \left( 8\pi G T^\mu_\nu - \theta_\ell \right) L_t \phi - \frac{1}{2} \delta \left( \eta \left[ \hat{t}, t^2 \right] \right) = 0.$$  \hfill (113)

Here, $(\Theta_\ell, \Theta_\ell)$ are the extrinsic deformation tensors, $(\theta_\ell, \theta_\ell)$ denote their trace, $\phi = \ln \rho$ is the Newtonian potential, and $\gamma_\ell$ is the radial acceleration. The hat on $\Theta_\ell$ means $\hat{\Theta}^a_{\ell b} \equiv \Theta^a_{\ell b} - q^{ab} \theta_\ell$. We can write this balance equation in terms of the thermodynamical quantities that we have introduced. First let us recall that the density of internal energy and the
The previous equation can therefore be written as an energy conservation:

$$\left( \mathcal{L}_\iota + \theta_\iota \right) e = \sigma_\iota \theta_\iota + \frac{\hat{\Theta}_\iota}{8\pi G} \cdot \Theta_\iota + T_{\iota\iota} + e\mathcal{L}_\iota \phi - \frac{1}{2} \frac{q}{16\pi G} \left( \hat{\iota}, \iota^4 \right) = 0. \quad (115)$$

Each term appearing in this equation has a natural thermodynamical interpretation. To see this, let’s integrate the previous equation over \( S \) and introduce several quantities: first, we define

$$\dot{E}_M \equiv \int_S \sqrt{q} T_{\iota\iota}. \quad (116)$$

This is the rate of matter energy flowing through the screen. It is positive if matter is leaving the external region and entering the screen. This corresponds to a work term due to the transport of matter.

Let’s also define the rate of gravitational dissipation due to gravitational radiation. It is given by

$$\dot{Q} \equiv \frac{1}{8\pi G} \int_S \sqrt{q} \left( \Theta_\iota \cdot \Theta_\iota \iota - \theta_\iota \theta_\iota \iota \right) = \int_S \sqrt{q} \tau \cdot \Theta_\iota. \quad (117)$$

This corresponds to an internal heat production term due to gravitational dissipation. It is analogous the the entropy production term \( T S \) in a fluid where \( \Theta_\iota \) plays the role of the rate of strain tensor and \( \tau \equiv \frac{1}{8\pi G} \hat{\Theta}_\iota \) plays the role of the viscous stress tensor [4, 49].

The internal energy is defined, as we have seen, to be proportional to the radial expansion:

$$U \equiv \int_S \sqrt{q} e, \text{ with } e = -\frac{\theta_\iota}{8\pi G}. \quad (118)$$

We also denote the element of area and its rate of change by

$$dA = \sqrt{q} d^3x, \quad (\mathcal{L}_\iota dA) = \theta_\iota dA. \quad (119)$$

The term \( \sigma_\iota (\mathcal{L}_\iota dA) \) is a work term due to the presence of surface tension.

The final term we want to analyze corresponds to the rate of change of the Newtonian energy of the screen. We define the Newtonian gravitational energy of the screen to be

$$E_N \equiv \int_S \sqrt{q} e \phi. \quad (120)$$

This means that \( e \), which is the internal energy density, also represents the inertial mass density. Therefore, we see that the change of the Newtonian energy due to the time variation of the potential is given by

$$\dot{E}_N = \int_S \sqrt{q} e \mathcal{L}_\iota \phi, \quad (121)$$

which is the term entering the balance equation.
Therefore, we can write the integrated balance equation as

\[ L_i U = \dot{Q} + \int_{\Sigma} \sigma_i \mathcal{L}_i dA + \dot{E}_M + \dot{E}_N. \tag{122} \]

This is the generalized first law of thermodynamics for a general screen. By integrating it out over a small amount of time and assuming for simplicity that \( \sigma_i \) is constant, we get

\[ dU = \delta Q + \sigma_i dA + \delta E_M + \delta E_N. \tag{123} \]

Here we differentiate between the total differential, \( d \), of the potential and the infinitesimal variation, \( \delta \), of a quantity that does not represent the state of the system. This formula justifies \textit{a posteriori} the identification of \( U \) as the internal energy. It expresses the variation of the internal energy, \( U \), in terms of the rate of work done on the system plus the rate of heat production—that is \( \delta U = \delta W + \delta Q \). Here the work terms are three-fold: first, there is a Newtonian work term due to the fact that the internal energy is also the inertial mass for the Newtonian potential. There is also a matter work term due to matter flowing in or out of the system, and there is finally a work term due to the change in size of the system. Since the system is two-dimensional and possesses surface tension, this work term reads \( \sigma dA \). When \( \sigma \) is negative (for outer screens, for instance) one should interpret it as a two-dimensional pressure, \( p_{2d} = -\sigma \), and the work term is the two-dimensional analog of \(-pV\). In this case, the surface tension acts as a 2d pressure term from the point of view of the screen.

Note that if one looks at transformations that do not produce any heat (i.e., \( \delta Q = 0 \), hence not gravity wave production) and transformations that do not change the internal energy, \( dU = 0 \), and the Newtonian energy, the previous relation can be written as

\[ dE_M = p_{2d} dA. \]

This is the relation that has been interpreted in the literature as a Clausius relation, leading to the identification \( T dS = p_{2d} dA \). We see that this interpretation is valid only in a very restricted context. In general, the entropy production term for the two-dimensional thermodynamical system is proportional to \( \delta Q \), and hence measures the production of gravity waves. The presence of a term \( \sigma dA \) is interpreted as a work term due to the presence of a surface tension or two-dimensional pressure.

5.2. The momentum balance

In the appendix, we evaluate the local balance equation for the momentum, and we get:

\[ \varpi^a (L_i + \theta) \tilde{\pi}_a = \varpi^a \left( \left( -d \tilde{\theta} + d \cdot \tilde{\Theta} \right)_a + \theta_\mu d_\mu \varphi - (8\pi G) T_{\mu\nu} \right) - (8\pi G) \mathcal{L}_a \tilde{\rho}^a \varphi \tag{124} \]

where \( (8\pi G) \tilde{\rho}^a \varphi \equiv \varphi_{\eta} (\theta_\mu - \kappa_\mu) + \frac{1}{2} g^{\alpha\beta} (L_\mu \varphi_\beta) \). \( \varphi = \ln \rho \) is the Newtonian potential,

\( \tilde{\pi}_a = s \cdot V_A \tilde{n} \) is the normal one-form in the screen frame, \( \tilde{\theta} = \theta_\mu = q_\eta - q_{\eta} \) and \( \theta_\mu \) is the trace of the extrinsic tensor, \( \theta_\mu \). We can write this equation in terms of the thermodynamical quantities like the internal energy density, \( \epsilon \), the 2d surface tension, \( \sigma_i \), the viscous stress tensor, \( \tau \), and the momenta density, \( p \), where

\[ \epsilon = -\frac{\theta_\mu}{8\pi G}, \quad \sigma_i = -\frac{\tilde{\eta}_i}{8\pi G}, \quad \tau = -\frac{\tilde{\Theta}_\mu}{8\pi G}, \quad p = \frac{\tilde{n}}{8\pi G}. \tag{125} \]
The momentum conservation equation reads

$$\varrho\left(\mathcal{L}_i + \Theta_i\right)\eta_0 = \varrho\left[\left(d\sigma_i + d\cdot\tau\right)_{A} + \epsilon d_v\phi - T_{a+a}\right] - d_\nu\varphi^\nu.$$  \hspace{1cm} (126)

We now look at the integrated version of this balance equation.

First, we define the total momenta and its time variation as

$$P_\varphi \equiv \int_S \sqrt{q} \varrho A p_A, \quad \dot{P}_\varphi \equiv \int_S \sqrt{q} \varrho A (\mathcal{L}_i + \Theta_i) p_A.$$  \hspace{1cm} (127)

We also define the force acting on the screen due to the flow of matter across the horizon

$$F_\varphi^M \equiv -\int_S \sqrt{q} T_{q\nu}.$$  \hspace{1cm} (128)

Indeed, let's integrate the conservation of the energy momentum tensor over a spacetime region, \(R\), bounded by the screen and an initial and final slice. The matter momenta on each slice is given by \(p_A = -\int_S \sqrt{h} T_{A\nu}\). Thanks to the conservation equation, \(V_{\nu}T^{\mu\nu} = 0\), and the Gauss law, we can evaluate the variation of momenta to be

$$\Delta p_A = -\int_L \sqrt{h} T_{A\nu} = -\int dT \left( \int_S \sqrt{q} T_{q\nu} \right).$$  \hspace{1cm} (129)

where \(\hat{h}\) is the induced metric on the screen. Therefore, the rate of change of momenta in the direction \(A\) per unit time, which gives the force acting on the system, is given by

$$F_\varphi^M = -\int_S \sqrt{q} T_{q\nu}.$$  \hspace{1cm} (130)

Next, we define the Newtonian force acting on the system to maintain the screen in place; it is given by

$$F_\varphi^N \equiv -\int_S \sqrt{q} \epsilon d_\nu\phi.$$  \hspace{1cm} (131)

Here, \(\epsilon = -\frac{\varrho_\nu}{8\pi G}\) is the internal energy density. It is also, as we have seen, the screen inertial mass density. Thus, \(-\epsilon d_\nu\phi\) is simply the usual Newtonian force acting on a system of inertial mass density, \(\epsilon\).

Finally, the first term in (126) is a 2d pressure force term, \(d\sigma = -d_\nu\rho p_{a\nu}\). It is the force term due within the presence of surface tension. It forces the fluid to flow in the direction of high surface tension. It is responsible for Marangoni flows. The second term is identical to a term of viscous force due to a stress tensor, \(\tau^{AB} = (\Theta^{AB} - \Theta^{q\nu}q)^AB / (8\pi G)\), confirming again this interpretation. These are the convection terms.

Integrating this equation on \(S\) and assuming that the vector, \(\varphi^A\), is conserved in time, we get

$$\dot{P}_\varphi = -\int_S \varrho A d_\nu\sigma_i + \int_S \varrho A d_\nu\tau^{AB} + F_\varphi^M + F_\varphi^N.$$  \hspace{1cm} (131)

This equation is identical to the conservation of momenta in a general nonequilibrium thermodynamical system. It confirms in particular the interpretation of \(\sigma_i\) as a surface tension and \(\tau\) as a viscous stress tensor.

6. Conclusion

In this work, we have studied in great detail the definition of energy for a gravitational system in the context of a 2 + 2 decomposition of spacetime. We have seen that a general gravitational screen possesses gravitational analogs of a surface tension, an internal energy, and a
viscous stress tensor. These data enter the conservation of energy and momenta described from the point of view of the screen, and they show that the gravitational equations project themselves on the screen as nonequilibrium conservation equations for the screen degrees of freedom. This analysis provides a first set of clues toward understanding gravitational systems as thermodynamical systems. The analogy presented here is purely classical and needs to be deepened [49]. It is one of the fundamental puzzles to elucidate concerns understanding the nature of the surface tension of gravitational screens.

The idea that gravity and thermodynamics are related subjects is not new. A thermodynamical interpretation of local null screens has been developed by Jacobson et al [50] and by Padmanabhan [51]. Also Verlinde [52] has proposed to derive gravity from entropic arguments and equipartition of energy associated with holographic screens. In these works, however, it is postulated that the surface tension is a local temperature, and hence it is assumed that the work term, $\sigma dA$, is due to an entropy variation. Whereas this seems to be well established for bifurcated Killing horizons [53, 54], it is highly speculative at this point to generalize this interpretation beyond that very particular situation. Our analysis clearly shows that we can associate a surface tension to a general gravitational screen and that entropy production is due to gravity waves (see [55–58] for similar consideration on gravity waves and null screens). What it tells us about the entropy and temperatures of a general gravitational system is still an open problem. One direction of investigation that we intend to pursue in the future is to deepen the possible relationship between entanglement energy and the boost energy introduced here.

One should also mention that it will also be interesting to understand the relationship of our general screen approach with the gravity-fluid correspondence [59] developed in AdS/CFT. Although there, the nonrelativistic equations appears from a nonrelativistic expansion of solutions of general relativity, which is a very different setting.

Finally, the idea that nonequilibrium thermodynamics might be a key to a theory of quantum gravity constituents via a fluctuation-dissipation theorem, is a fascinating idea that has so far received little attention [60–62]. I hope that such an investigation could open a new avenue towards quantum gravity.
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Appendix A. Dissipation: the derivation

From (110) and the on-shell evaluation, \( H_t = \int S \sqrt{q} \kappa_t \), we have that:

\[
\frac{1}{8\pi G} \int_S (\mathcal{L}_t(\sqrt{q} \kappa_t) + I_t \alpha_t) \approx \int_S \sqrt{q} T_{\alpha t}
\]

where \( \approx \) means that we evaluate the expression on-shell.

In this section, we want to evaluate the lhs of this expression. The main task comes from the evaluation of the dissipation tensor, \( I_t \alpha_t \). We start from the general expression (18) for the contraction of the symplectic potential in the normal direction, \( t^i = \rho \delta \).

One specialises this formula to variations, \( \delta \), that preserves the foliation (i.e., \( \delta \eta = \eta \delta \phi = 0 \)), we have that:

\[
\alpha \delta = \delta \mathcal{L}_t = K^a_{\alpha} \delta \eta^a - \delta \mathcal{L}_t = \delta \mathcal{H}_t \equiv \delta \mathcal{L}_t + \delta \mathcal{H}_t
\]

(2.2) where \( K^a_{\alpha} = q^a_{\alpha} - n_a n_\alpha \) is the metric on the timelike screen, \( K^a_{\alpha} = \overline{K}^a_{\alpha} + \delta \eta^a \delta \eta_\alpha \) is the extrinsic tensor for the spacelike normal, \( \delta \) is the projected variation. In practice, \( \delta = \mathcal{L}_t \) where \( t = \mathcal{I} + \phi \) is a foliation-preserving vector field — that is \( \mathcal{I} = \rho \delta \eta \) and \( \phi \) is a vector tangent to \( S \).

We decompose the extrinsic tensor in its space and time components

\[
K^a_{\alpha} = \gamma_n \delta_n^a n^\alpha + \rho n^a \delta n_\alpha + \rho \theta^a n^\alpha + \Theta^a_\alpha
\]

(3.3) where \( \gamma_n = \dot{\mathcal{I}} \cdot \mathcal{V} \delta \eta \) is the radial acceleration, \( \theta_n = q^a_{\alpha} s \cdot \mathcal{V}_b \delta \eta \) the normal connection, and \( \Theta_{\alpha}^a \) the extrinsic curvature tensor. This implies that \( K_{\alpha} = \gamma_n + \theta_n \), and

\[
\left( K^a_{\alpha} - \delta \eta^a \delta \eta_\alpha \right) = \theta_n^a n^\alpha + \rho n^a \delta n_\alpha + \Theta_{\alpha}^a - q^a_{\alpha} \delta \eta\
\]

(4.4) where \( \Theta_{\alpha}^a = q^a_{\alpha} - q^a_{\alpha} \delta \eta \). Then we consider variations that preserves the screen foliation (i.e., \( q^a_{\alpha} \delta \eta = 0 \)), for which we have

\[
\delta \eta^a \delta \eta_\alpha = -2 \frac{\delta \rho}{\rho} = -2 \delta \phi, \quad \delta n^a \delta n_\alpha = -\gamma_n \delta \eta^a
\]

(5.5) Here we have introduced the Newtonian potential, \( \phi \equiv \ln \rho \). Therefore, we get that

\[
\left( K^a_{\alpha} - \delta \eta^a \delta \eta_\alpha \right) = -2 \gamma_n \delta \phi + \Theta_{\alpha}^a + 2 \theta_n \delta \phi - 2 \gamma_n \delta \phi^{\alpha}
\]

(6.6) where we have introduced the notation \( q^{\alpha \beta} \delta q_{\alpha \beta} \equiv 2 \theta \). The other term to consider is

\[
\rho \delta \eta^a \delta \eta_\alpha = \rho \delta \eta^a \delta \eta_\alpha + d_n \left( \rho \delta \eta^a \right) = \left( \mathcal{L}_t + \theta_\alpha \right) \delta \eta^a + d_\alpha \delta \eta^a
\]

(7.7) where \( \delta \equiv \frac{1}{2} (s \delta n^a + s^2 \delta n_\alpha) \) is the normal component and \( \delta \eta^a = q^a_{\alpha} \delta \eta^\alpha = \rho q^a_{\alpha} \delta \eta^\alpha \) the tangential component. The last term entering the dissipation tensor is

\[
\delta \left( \sqrt{\eta} K_{\alpha} \right) = \delta \left( \sqrt{\eta} q_n + \theta_n \right)
\]

(8.8) Finally, we have to take into account the Hamiltonian variation. For \( t = \mathcal{I} + \phi \), we have \( \kappa_t = \rho (\gamma_n - \delta \eta) - \phi \mathcal{I} \cdot \delta \mathcal{I} \), where \( \mathcal{I} = s \cdot \mathcal{V} \delta \eta \) is the radial acceleration and \( \delta \eta = I_\alpha \delta \eta \). We can evaluate the lhs of (A.1), \( \delta \left( \sqrt{\eta} q_n + \theta_n \right) + \alpha t \) to be equal to:

14 The expression for \( n^a \delta \eta_n \) follows from the expression for the normal form and vector:

\[
\delta \eta_n = -\rho \delta T + \tau \sin \psi \delta R \quad \text{and} \quad \rho \delta n^a \delta \eta_a \delta \eta_\alpha = \delta \kappa_n - \phi^a \delta \eta_\alpha
\]

and then use that for a foliation-preserving variation, \( \delta \kappa_n = 0 \).
\[
\delta\left(\sqrt{\mathcal{g}}\left(\kappa_t - \rho K_\mathcal{G}\right)\right) = \sqrt{\mathcal{g}}\left(\frac{1}{2}\left(K_\mathcal{G}^{ab} - \mathcal{R}^{ab} K_\mathcal{G}\right)\delta h_{ab} + \sqrt{\mathcal{g}} D_a \delta_{t}^a\right) \\
\quad = -\delta\left(\sqrt{\mathcal{g}} \left[\rho(\theta_i + \delta_\alpha) + \varphi \cdot j\right]\right) - \sqrt{\mathcal{g}} \rho \left(-\theta_i \delta \phi - \tilde{\pi}_a \delta h^a\right) \\
\quad + \frac{1}{2} \left(\hat{\theta}_{t}^{ab} q_{\mathcal{G}}^{ab} \right) \delta q_{ab} - (L_\mathcal{G} + \theta_1) \delta \hat{\pi}_a + \sqrt{\mathcal{g}} \left[\rho \hat{\pi}_a\right] \\
\quad = -\sqrt{\mathcal{g}} \left(\delta + \theta_1\right) \left(\theta_1 + \varphi \cdot j + \delta_1\right) - \left(\mathcal{L}_\mathcal{G} + \theta_1\right) \delta - \delta_1 \theta \\
\quad + \frac{1}{2} \hat{\theta}_{t}^{ab} \delta q_{ab} - \theta_1 \delta \phi - \tilde{\pi}_a \delta h^a - d_a \left(\delta_{t}^a\right). \tag{A.9}
\]

We first specialize to the case where \(\varphi = 0\), and hence \(t = \tilde{t}\), and then we contract the previous expression with \(L_\mathcal{G}\) so that \(I_\mathcal{T} \delta \alpha = L_\mathcal{G} \alpha\) is a time diffeomorphism. The previous expression is on-shell equal to \((8\pi\mathcal{G}) \sqrt{\mathcal{g}} T_\mathcal{T}\), and therefore the energy balance equation simplifies to

\[
\left(L_\mathcal{G} + \theta_1\right) \left(\theta_1 + \varphi \cdot j + \delta_\alpha\right) + \Theta_{t}^{ab} \varphi_{ab} - \theta_1 \mathcal{L}_\mathcal{G} \varphi - \tilde{\pi}_a \left[\varphi, \tilde{t}\right] - \frac{1}{2} \left[\varphi, t^a\right] + T_{\alpha t^a} = 0. \tag{A.10}
\]

We have used that \(I_\mathcal{T} \delta_{t}^a = \frac{1}{2} q_{\mathcal{G}}^{ab} [I, t^a]^b = \rho \delta_j^a\), with \(j\) being the twist vector.

**A.1. Momentum balance derivation**

We now contract (A.9) with \(L_\mathcal{G} \varphi\) and subtract from it the contraction with \(L_\mathcal{G}\), which gave the previous equation. This difference is equal on-shell to \((8\pi\mathcal{G}) \sqrt{\mathcal{g}} T_\mathcal{T}\), and we get

\[
\left(L_\mathcal{G} + \theta_1\right) \left(\theta_1 + \varphi \cdot j + \delta_\alpha\right) + \left(\mathcal{L}_\varphi + d \cdot \varphi\right) \left(\theta_{1} + \varphi \cdot j + \delta_1\right) - \gamma_1 d \cdot \varphi \\
\quad + \hat{\theta}_{t}^{ab} V_a \varphi_{b} - \theta_1 \mathcal{L}_\varphi \varphi - \tilde{\pi}_a \left[\varphi, \tilde{t}\right] - \frac{1}{2} d_a \left[\varphi, t^a\right] + T_{\alpha t^a} = 0
\]

where we used \(\iota T_\varphi = \frac{1}{2} q_{\mathcal{G}}^{ab} \mathcal{L}_\varphi q_{ab} = q_{\mathcal{G}}^{ab} V_a \varphi_{b} = d_a \varphi^a\), and \(\delta \varphi = I_\varphi \delta \tilde{t}\). It is possible to greatly simplify this expression: First, one integrates by part \(-\gamma_1 d \cdot \varphi = -d(d_1 \varphi) + d \cdot d_1 \tilde{t}\) and we use that \((\mathcal{L}_\varphi + d \cdot \varphi) \alpha = d(\varphi \alpha)\) is a total derivative. This gives

\[
\left(L_\mathcal{G} + \theta_1\right) \left(\theta_1 + \varphi \cdot j + \delta_\alpha\right) + d \left[\varphi, \theta_{1} + \varphi \cdot j + \delta_1\right] \\
\quad + \varphi \cdot d_1 \tilde{t} + \hat{\theta}_{t}^{ab} V_a \varphi_{b} - \theta_1 \mathcal{L}_\varphi \varphi - \tilde{\pi}_a \left[\varphi, \tilde{t}\right] - \frac{1}{2} d_a \left[\varphi, t^a\right] + T_{\alpha t^a} = 0.
\]

One also integrates by part \(\hat{\theta}_{t}^{ab} \varphi_{ab} = d_a (\hat{\theta}_{t}^{ab} \varphi_{b}) - (d_1 \hat{\theta}_{t}^{ab} \varphi_{b})\), and then uses that

\[
\hat{\theta}_{t}^{ab} \varphi_{b} = \left[\varphi, t^a\right] = \frac{1}{2} \left(V_a t^a + \nabla t^a - V_a t^a + V_{a} \varphi t^a\right) = \frac{1}{2} q_{\mathcal{G}}^{ab} \mathcal{L}_\mathcal{G} \varphi_{b}.
\]

One also uses that \(\varphi \cdot j - \delta_\alpha = -\pi \cdot \varphi\), and that

\[-L_\mathcal{G} \pi \cdot \varphi - \tilde{\pi}_a \left[\varphi, \tilde{t}\right] = -\varphi \cdot (L_\mathcal{G} \pi).
\]

Finally, we use the definition of \(\kappa_t = \tilde{\gamma}_1 - \delta_1 - \varphi \cdot j\) to rewrite the previous equation as

\[
\varphi \cdot \left(L_\mathcal{G} + \theta_1\right) \pi + \varphi \cdot \left(d_1 \tilde{t} - d \cdot \hat{\theta}_{t}\right) - \theta_1 \mathcal{L}_\varphi \varphi \\
+ T_{\alpha t^a} + d \left[\varphi (\theta_{1} - \kappa_t)\right] + \frac{1}{2} d^2 (L_\mathcal{G} \varphi_{b}) = 0.
\]
Rearranging the terms this gives
\[
-\varphi^a \left( (\mathcal{L}_t + \theta_t) \pi_a + \left( \frac{d\varphi}{-} - \frac{d}{\cdot} \theta_t \right) \pi_a - \theta_t \varphi d\varphi + \left( 8\pi G \right) T_{a+} \right) \\
+ d\varphi (\theta_t \gamma - \kappa_t) + \frac{1}{2} \left( \mathcal{L}_t \varphi \right) = 0.
\]

(A.11)

Appendix B. Form identities

We denote the differential on \(M\) by \(d\) and the interior product of a form, \(\omega\), by a vector \(t\) by \(t \omega\). The Lie derivative is given by \(\mathcal{L}_t = dt + t \cdot d\). We introduce the following volume forms
\[
\epsilon \equiv \frac{1}{3!} \sqrt{|g|} \epsilon^{a\beta\gamma\delta} dx^a \wedge dx^\beta \wedge dx^\gamma \wedge dx^\delta \\
\epsilon_\mu \equiv t_\mu, \epsilon = \frac{1}{3!} \sqrt{|g|} \epsilon^{a\mu\beta\gamma} dx^a \wedge dx^\mu \wedge dx^\beta \wedge dx^\gamma \\
\epsilon_{\mu\nu} \equiv t_\mu, t_\nu, \epsilon = \frac{1}{2} \frac{1}{2!} \sqrt{|g|} \epsilon^{a\mu\nu\rho} dx^a \wedge dx^\mu \wedge dx^\nu \wedge dx^\rho.
\]

(B.1)
They satisfy
\[
d \left( V^{\mu\nu} \epsilon_{\mu\nu} \right) = 2 V_\nu V^{[\mu\nu]} \epsilon_\mu, \quad d \left( V_\mu \epsilon_\mu \right) = V_\nu V^{\nu} \epsilon
\]
and
\[
t_t \epsilon = t^a \epsilon_\mu, \quad t_t \left( V^{a\mu} \epsilon_{a\mu} \right) = V^{[a\mu]} \epsilon_{a\mu}.
\]

(B.3)
From this, we can show that their Lie derivative is given by
\[
\mathcal{L}_t \epsilon = \left( V_{a\mu} t^a \right) \epsilon_\mu, \quad \mathcal{L}_t \epsilon_{\mu\nu} = \left( V_{a\mu} t^a \right) \epsilon_{\mu\nu}.
\]

(B.4)

Appendix C. Boundary variation

Here, we want to compute the following variational terms entering the definition of the boundary symplectic potential (23)
\[
\delta \equiv s_\mu \delta n^a + s^a \delta n_\mu, \quad \delta \equiv \bar{s}_\mu \delta n^a + \bar{s}^a \delta n_\mu.
\]

(C.1)
Since \((\bar{n}, \bar{s}) = \cosh \beta (n, s) + \sinh \beta (s, n)\) it is clear that
\[
\bar{\delta} = \delta + 2\delta \beta.
\]

(C.2)
For this computation, one restricts to variations that preserves the double foliation \(\delta R = \delta T = c\text{o}st\). This translates into \(\delta n_a \propto n_a, \delta s_a \propto s_a\) which implies that:
\[
s^a \delta n_a = 0 = \bar{n}^a \delta s_a.
\]

(C.3)
To evaluate this variation, we need that
\[
n_a dx^a = -\rho \cosh \beta dT, \quad s_a dx^a = \tau dR + \rho \sinh \beta dT.
\]

(C.4)
while the corresponding vectors are
\[
\tau \partial_s = \partial_R - \psi^A \partial_A \equiv \partial_T, \quad \left( \rho \tau \cosh \beta \right) \partial_s = \tau \partial_T - \rho \sinh \beta \partial_R - \left( \psi^A - \sinh \beta \psi^A \right) \partial_A.
\]
for the slicing frame, and we can then evaluate these variations directly

\[
\delta = s_\mu \delta n^\mu = \frac{\sinh \beta}{\tau \cosh \beta} \delta \tau - \frac{1}{\rho \cosh \beta} \delta (\rho \sinh \beta)
\]

\[
= -\delta \beta + \tanh \beta \left( \frac{\delta \tau}{\tau} - \frac{\delta \rho}{\rho} \right).
\]

(C.5)

Using the relationship (C.2) between \( \delta \) and \( \delta^\# \), we get that

\[
\delta = -\delta \beta + \tanh \beta \left( \frac{\delta \tau}{\tau} - \frac{\delta \rho}{\rho} \right) = \tanh \beta \ln \left( \frac{\tau}{\rho} \sinh \beta \right).
\]

(C.6)

Appendix D. Codazzi and Ricci equation

We consider a spacetime, \( M \), endowed with a foliation. The leaves, \( \Sigma_t \), of this foliation are the level set of a given spacetime time function, \( T(x) \). We denote by \((g_{\mu\nu}, V^\mu)\) the spacetime metric and covariant derivative. We also denote by \((h_{\mu\nu}, D_\mu)\) the metric and covariant derivative on \( \Sigma_t \). The unit normal to \( \Sigma_t \) is denoted by \( n \) and satisfies \( n \cdot n = -1 \) where the dot means a contraction, \( n^\mu n_\mu \). We can therefore relate the metric and connection on the slices to the spacetime ones by using the orthonormal projector

\[
h^\mu_\nu = g^\mu_\nu + n_\mu n^\nu, \quad h^\mu_\nu V^\nu_\nu = D_\mu V^\nu_\nu
\]

(D.1)

for a vector, \( v \), tangent to \( \Sigma_t \). The time evolution is characterized by a time flow vector, \( t = t^\mu \partial_\mu \), which can be decomposed in terms of a lapse and a shift

\[
t = N n + M.
\]

(D.2)

The characteristic property of this vector is that the Lie derivative along \( t \) of any vector tangent to \( \Sigma_t \) is still tangent to \( \Sigma_t \). This means that

\[
h^\mu_\nu \mathcal{L}_t n_\mu = 0,
\]

(D.3)

and it implies that the acceleration, \( a_\mu \), of fiducial observers static with respect to the foliation and whose velocity is given by \( n^\mu \), is a vector tangent to \( \Sigma_t \) given by the space derivative of the lapse function:

\[
a_\mu \equiv V^\alpha_\mu n_\alpha = \frac{D_\mu N}{N}.
\]

(D.4)

If we denote by \( T \) the time function characterising the foliation, its property are that

\[
dT = -N n_\mu \, dx^\mu.
\]

We denote by \( g_{\mu\nu} \) the spacetime metric. From the definition of the Riemann tensor, we have that
To continue, we introduce the extrinsic tensor

\[ K_{a\beta} \equiv D_a n_\beta \]

and the notation

\[ D_{a\beta} t_\beta \equiv -NK_{a\beta} + D_a M_{\beta}. \]

The symmetrisation of this tensor is the time derivative of the metric

\[ \mathcal{L}_t h_{a\beta} = D_{a\beta} t_\beta + D_{\beta} t_a. \]  

We also introduce the important notion of the acceleration of the \( t \) observers, defined by

\[ a^\mu_t \equiv \partial^\mu_t n^\nu = N a^\mu - K^\mu_{\nu} M_{\nu}. \]

Since the time flow preserves the foliation, we have \( h_{\alpha\beta} t t_{n\alpha} = V_t n_\alpha + n \cdot D_t t = 0 \), so we can equivalently write the \( t \)-observer acceleration as

\[ a^\mu_t = -n \cdot D^\mu_t. \]

This means that \( h_{a\alpha} h_\beta t^\alpha = D_t t^\alpha + a^\alpha_t n^\beta \), and thus we get

\[ h_{a\alpha} h_\beta \partial t^\alpha R_{a\beta} t_{\beta} n = -h_{a\alpha} h_\beta \partial t^\alpha V_t K_{a\beta} - K_{a\beta} D_t t^\alpha + D_t a_{\beta}. \]

Using the definition of the Lie derivative and the antisymmetry of \( R \) in the last two indices, we can write this equation as

\[ h_{a\alpha} R_{a\beta} t_{\beta} n = -L_t K_{a\beta} + K_{a\beta} D_t t^\alpha + D_t a_{\beta}. \]  

This is the combination of the Ricci and Codazzi equations. Taking the trace of this identity, we obtain

\[ R_{\alpha\beta} = -L_t K - K_{a\beta} D_t t^\alpha + D_t V_t t^\alpha. \]

### Appendix E. More on acceleration

Let us recall the definition of the accelerations in section 3.1. We have the normal accelerations

\[ \gamma_n \equiv s V_n n, \quad \gamma_t \equiv s V_t n. \]  

And the tangential accelerations

\[ a_n = V_n n, \quad a_s = V_t n, \quad b + \frac{\omega}{2} = V_n \frac{s}{2}, \quad b - \frac{\omega}{2} = V_s n. \]  

plus the normal one form \( \pi_s = a_n \frac{s}{2} \). These accelerations appear in the decomposition of the differential of \( n, s \):
\[ dn = \gamma_n s \wedge n + a_n \wedge n + \left( \frac{\omega}{2} + \pi - b \right) \wedge s, \quad (E.3) \]
\[ ds = \gamma_s s \wedge n + a_s \wedge s - \left( \frac{\omega}{2} + \pi + b \right) \wedge n. \quad (E.4) \]

The space time metric can be written in two different ways according to the time slicing or screen slicing:
\[
ds^2 = -\rho^2 \cosh^2 \beta dT^2 + \left( \tau dR + \rho \sinh \beta dT \right)^2 
+ (dx + \varphi dT + \psi dR) \cdot q \cdot (dx + \varphi dT + \psi dR) 
= \tau^2 \cosh^2 \beta dR^2 - \left( \rho dT - \rho \sinh \beta dR \right)^2 
+ (dx + \varphi dT + \psi dR) \cdot q \cdot (dx + \varphi dT + \psi dR) \]

Let's start with the time-slicing frame \((n, s)\). In these coordinates the orthonormal slice frame is given by
\[
n_n dx^a = -\rho \cosh \beta dT, \quad s_n dx^a = \tau dR + \rho \sinh \beta dT \quad (E.5)\]
For the screen frame \((n, s) = \cosh \beta (n, s) + \sinh \beta (s, n)\), we have:
\[
\tilde{s}_s dx^a = \tau \cos \beta dR, \quad \tilde{n}_s dx^a = -\rho dT + \tau \sin \beta dR, \quad (E.6)\]
while the corresponding vectors are
\[
\tau \partial_t = \partial_R - \psi^A \partial_A \equiv \partial_t, \quad \left( \rho \tau \cos \beta \right) \partial_n = \tau \partial_T - \rho \sinh \beta \partial_R - \left( \psi^A - \sinh \beta \psi^A \right) \partial_A, \]
for the slicing frame and
\[
\rho \partial_n = \partial_T - \psi^A \partial_A \equiv \partial_t, \quad \left( \rho \tau \cos \beta \right) \partial_s = \rho \partial_R + \tau \sin \beta \partial_T - \left( \psi^A + \sinh \beta \psi^A \right) \partial_A \]
for the screen frame. By taking the differential of formula \((E.5)\) and using
\[
dT = -\frac{n}{\rho \cosh \beta}, \quad dR = \frac{1}{\tau} (s + \tanh \beta n) \]
we can express the accelerations in term of the foliation scalars. One obtains
\[
\frac{dn}{\rho \tau \cosh \beta} s \wedge n + \frac{d(\rho \cosh \beta)}{\rho \cosh \beta} \wedge n \]
\[
ds = \left( \frac{\partial_T - \partial_R (\rho \sinh \beta)}{\rho \tau \cosh \beta} \right) s \wedge n + \frac{d\tau}{\tau} \wedge s - \tanh \beta d\ln \left( \frac{\rho \sinh \beta}{\tau} \right) \wedge n. \quad (E.7)\]

From this we conclude that
\[
\gamma_n = \frac{\partial_t (\rho \cosh \beta)}{\rho \tau \cosh \beta}, \quad \gamma_s = \frac{\partial_T - \partial_R (\rho \sinh \beta)}{\rho \tau \cosh \beta} \quad (E.8)\]
while
\[
a_n = \frac{d(\rho \cosh \beta)}{\rho \cosh \beta}, \quad a_s = \frac{d\tau}{\tau}. \quad (E.9)\]
and
\[ V_{n}n = \pi, \quad V_{n}s = -\pi + \tanh \beta \left( \frac{dp}{\rho} - \frac{d\tau}{\tau} \right) + d\beta. \] (E.10)

Thus, \( \omega = -2\pi + 2b \) with
\[ 2b = \tanh \beta \left( \frac{dp}{\rho} - \frac{d\tau}{\tau} \right) + d\beta. \] (E.11)

We can perform a similar computation in the screen frame
\[
\begin{align*}
\bar{d}n &= \frac{\partial t(\cosh \beta)}{\rho t \cosh \beta} \bar{s} \wedge \bar{n} + \frac{d(t \cosh \beta)}{t \cosh \beta} \wedge \bar{s} \\
\bar{d}s &= \left( \frac{\partial \rho \tau + \partial t(\tau \sinh \beta)}{\rho \tau \cosh \beta} \right) \wedge \bar{n} + \frac{\partial \rho}{\rho} \wedge \bar{n} + \tanh \beta d\ln \left( \frac{\tau \sinh \beta}{\rho} \right) \wedge \bar{n}.
\end{align*}
\] (E.12)

From this, we conclude that
\[ \gamma_{t} = \frac{\partial t(\tau \cosh \eta)}{\rho \tau \cosh \eta}, \quad \gamma_{n} = \frac{\partial \rho \tau + \partial t(\tau \sinh \eta)}{\rho \tau \cosh \eta} \] (E.13)
while
\[ \bar{a}_{n} = \frac{\partial \rho}{\rho}, \quad \bar{a}_{t} = \frac{d(t \cosh \beta)}{t \cosh \beta} = \frac{d\tau}{\tau} + \tanh \beta d\beta, \] (E.14)
and
\[ V_{n}\bar{s} = -\bar{s}, \quad V_{n}\bar{s} = \bar{s} - \tanh \beta \left( \frac{d\tau}{\tau} - \frac{dp}{\rho} \right) - d\beta. \] (E.15)
Thus
\[ -2b = d\beta + \tanh \eta \left( \frac{d\tau}{\tau} - \frac{dp}{\rho} \right) \] (E.16)

Note that we can rewrite the radial acceleration coefficient, which enters the definition of the surface tension as
\[ \tilde{\gamma}_{t} = \partial_{t} \beta + \frac{\partial \rho \tau + \sinh \beta \partial t \tau}{\tau \cosh \beta}. \] (E.17)

Using the fact that \( \frac{\tau}{\cos \bar{p}} = \bar{s} - \tanh \beta \bar{n}, \) we can rewrite this expression as
\[ \tilde{\gamma}_{t} = \partial_{t} \beta + \tanh \beta \left( \frac{\partial \tau t}{\tau} - \frac{\partial \rho}{\rho} \right) + \frac{\partial \tau \rho}{\rho} \] (E.18)
with \( \bar{i} = \rho \bar{n} \) and \( \bar{k} = \rho \bar{s}. \) Note that from section 3.2 and equation (83) we have that \( \kappa_{t} = \frac{1}{2} (\bar{\gamma}_{t} + V_{k} \rho) \) is the average of the screen acceleration and the Newtonian acceleration. On the other hand, from the original definition, we have that \( \kappa_{t} = \gamma_{t} - \frac{1}{2} \delta_{t}. \) Equating the two expressions therefore gives \( \delta_{t} = (\gamma_{t} - \partial \rho) \) as the difference between the radial and Newtonian accelerations, which is then equal to
\[ \delta_i = \partial_i \beta + \tanh \beta \left( \frac{\partial \tau}{\tau} - \frac{\partial \rho}{\rho} \right) \]  

(E.19)

In summary, this gives

\[ \kappa_t = \nabla_t \rho + \frac{1}{2} \left( \partial_t \beta + \tanh \beta \left( \frac{\partial \tau}{\tau} - \frac{\partial \rho}{\rho} \right) \right). \]  

(E.20)

Now we also have that

\[ \kappa = -\vec{\kappa} + \frac{1}{2} \left( \partial \beta + \tanh \eta \left( \frac{d \tau}{\tau} - \frac{d \rho}{\rho} \right) \right) \]  

(E.21)

so in total we get

\[ \kappa_t = \nabla_t \phi - \varphi \cdot \vec{\kappa} + \frac{1}{2} \left( \partial_t \beta + \tanh \beta \left( \frac{\partial \tau}{\tau} - \frac{\partial \rho}{\rho} \right) \right) \]  

(E.22)

and

\[ \gamma = \nabla_t \phi - \varphi \cdot \vec{\gamma} + \partial_t \beta + \tanh \beta \left( \frac{\partial \tau}{\tau} - \frac{\partial \rho}{\rho} \right) \]  

(E.23)
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