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Abstract—Due to the importance of the lower bounding distances and the attractiveness of symbolic representations, the family of symbolic aggregate approximations (SAX) has been used extensively for encoding time series data. However, typical SAX-based methods rely on two restrictive assumptions; the Gaussian distribution and equiprobable symbols. This paper proposes two novel data-driven SAX-based symbolic representations, distinguished by their discretization steps. The first representation, oriented for general data compaction and indexing scenarios, is based on the combination of kernel density estimation and Lloyd-Max quantization to minimize the information loss and mean squared error in the discretization step. The second method, oriented for high-level mining tasks, employs the Mean-Shift clustering method and is shown to enhance anomaly detection in the lower-dimensional space. Besides, we verify on a theoretical basis a previously observed phenomenon of the intrinsic process that results in a lower than the expected variance of the intermediate piecewise aggregate approximation. This phenomenon causes an additional information loss but can be avoided with a simple modification. The proposed representations possess all the attractive properties of the conventional SAX method. Furthermore, experimental evaluation on real-world datasets demonstrates their superiority compared to the traditional SAX and an alternative data-driven SAX variant.
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1 INTRODUCTION

Data representation in a lower-dimensional space is a central topic in storing and mining the ever increasing amount of time series becoming available thanks to the advances in computing and sensing technologies. Certainly, the extraction of descriptive motifs of reduced dimensionality, which provide a meaningful, yet compact, representation of the original inherent information, has been an ongoing research field for the last few decades.

At the core of time series representations is the definition of appropriate distance measures in the lower-dimensional space. More precisely, the transformation of data objects to a lower-dimensional subspace should be, ideally, distance-preserving. This property would allow data mining tasks to perform equally well in the lower-dimensional space as in the higher-dimensional one. However, except for trivial cases, distance measures defined in lower-dimensional spaces can only approximately preserve distances.

A milestone for the definition and utilization of such measures has been the discovery of the properties of lower-bounding distances [1]. That is, when the distance measure in the lower-dimensional space lower-bounds the distance of the same objects in the higher-dimensional space, it is proved that approximate queries in the lower-dimensional space (i.e., queries that return all objects with up to a maximum distance from the query object), return no false dismissals. In advance, the tighter this bound is, the less false alarms are returned.

The symbolic aggregate approximation (SAX) introduced in [2] is the first symbolic representation to possess the lower-bounding property. Symbolic representations have the advantage of exploiting the wealth of search algorithms used in bioinformatics and text mining communities, in conjunction to enabling the exploitation of numerous data mining techniques that require discrete data. On top of that, SAX is characterized by conceptual simplicity and computational tractability. These properties have rendered SAX arguably the most widely used time series representation for monitoring, processing and mining data from numerous sources and in distinct application domains, including physiological data [3], space telemetry [4], computational biology [5], smart grids [6], building systems [7], and stock market [8], just to name a few.

Several variants have been proposed to enhance the performance of conventional SAX. Specifically, the symbolic representations proposed in [9], [10] incorporate trend information but they lack the lower-bounding property. This limitation is overcome in [11], [12], where the corresponding symbolic representations exploit trend information whilst retaining the lower-bounding property. Nevertheless, trend information increases the dimensionality of the representations, thus it is not clear whether the quality of the distance measures is indeed higher or not when the target dimensionality is fixed. Furthermore, the overall compressibility deteriorates, as the extra dimensions are mostly continuous, not discretized. The same holds for the representations introduced by [13] and [14], which incorporate statistical features in the representation. The distribution of the time series is considered in [15] and [16] for optimizing the
discretization step without increasing the output dimensionality. Lastly, the paper [17] exploits the minimum distance between adjacent symbols to improve the distance measure of SAX representations.

This paper focuses on improving the discretization step of SAX. First, it extends the work in [16] that introduced a probabilistic SAX (pSAX) variant – tailored to general data compaction and indexing scenarios – based on a kernel density estimator (KDE) [18] to estimate the density function of the data source, coupled with a Lloyd-Max quantizer [19] for computing optimal discretization intervals. In particular, we now concern i) a thorough information-theoretic analysis of SAX, in terms of information loss, to quantify the information retained by pSAX compared to SAX, and ii) a more extensive experimental evaluation of pSAX. Second, this paper proposes a novel symbolic representation, hereafter referred to as clustering SAX (cSAX), that relies on the mean-shift clustering method [20] to produce descriptive symbolic sequences that are more appropriate for high-level data analysis tasks. Notably, our pSAX and cSAX representations can be combined with the techniques in the other SAX-based representations, as far as they do not alter the discretization step (ref. [9] – [21]).

The contribution of this paper also comprises: i) a theoretical verification, along with a practical solution, of a previously observed phenomenon, where the data variance after the intermediate step of piecewise aggregate approximation is lower than the expected [22]; ii) a dynamic clustering criterion for the mean-shift method; and iii) the definition of two novel distance measures, which are not lower-bounding, but are optimal in the sense of mean squared error. The latter is of importance in data mining applications, where there is no need to identify the time series within a strict distance of the query. In those cases, the lower-bounding property is irrelevant and a minimum-error distance measure is more effective [23].

The proposed pSAX and cSAX methods are non-parametric and data-driven, and are shown to effectively exploit the underlying distribution of the data towards increasing the accuracy of the representations. Both methods rely on kernel-based techniques to estimate the underlying data distribution. Importantly, both methods preserve the lower-bounding property, whilst pSAX exhibits tighter lower bounds than the conventional SAX. Furthermore, both methods are experimentally compared against the conventional SAX and the aSAX variant [15], which employs the k-means algorithm for the discretization step.

The rest of the paper is organized as follows: Section 2 overviews the SAX technique, along with the anomaly detection methods utilized for testing cSAX. Section 3 quantifies the information loss of SAX and provides guidelines for its minimization. Section 4 analyzes the key components of our proposed symbolic representations, whilst Sections 5 and 6 provide the implementation details of pSAX and cSAX, respectively. Section 7 evaluates the performance of our proposed methods on distinct time series data. Finally, Section 8 summarizes the main outcomes and gives directions for further work.

2 PRELIMINARIES

2.1 Symbolic Aggregate Approximation

This section overviews briefly the main concepts of the conventional SAX method [2]. The core of SAX consists of a two-step transformation that reduces the dimensionality of the data, coupled with the definition of an appropriate distance measure in the lower-dimensional space that lower bounds the Euclidean distance in the original space.

Let $T^N = \{X : X = (x_1, x_2, \ldots, x_N)\}$ denote the set of all $N$-length continuous (real-valued) time series objects and $C^N_A = \{C : C = (c_1, c_2, \ldots, c_N), c_i \in A\}$ the set of all $N$-length discrete time series objects with values from an alphabet $A$ of size $|A| = \kappa$. Given a time series $X \in T^N$, a Z-normalization is performed as a preprocessing step prior to the application of a SAX transformation,

$$X' = \frac{X - \mu_X}{\sigma_X},$$

where $\mu_X$ and $\sigma_X$ are the mean and standard deviation of $X$, respectively. For convenience, hereafter $X$ is assumed to be Z-normalized à priori.

The first step of SAX consists of a piecewise aggregate approximation (PAA) $T^N \rightarrow T^M$, which transforms a given time series $X \in T^N$ into another time series $Y = (y_1, \ldots, y_M) \in T^M$ with reduced dimensionality $M < N$. For this, $X$ is divided into $M$ equal-sized segments and the average value is calculated for each segment. The second step performs a discretization $T^M \rightarrow C^M_A$ that maps $y_i \in \mathbb{R}$ to $c_i \in A$. The discretization scheme adopted by SAX employs an equiprobable quantization of $y_i$, $i = 1, \ldots, M$, under the assumption that $y_i \sim N(0, 1)$. Under this assumption, $y_i$’s are quantized within $\kappa$ equiprobable intervals under the Gaussian probability density curve. The two-step transformation $T^N \rightarrow T^M \rightarrow C^M_A$ results in a SAX representation of length $M$ for the alphabet $A$. The ratio $M/N$ determines the degree of dimensionality reduction. Fig. 1 illustrates the two-step process of SAX.

It is known that, in order to guarantee the absence of false dismissals when performing a similarity search in the lower-dimensional space, it suffices to define a distance measure in the lower-dimensional space that lower bounds the distance in the original space (ref. [1]). Let $C, Q \in C^M_A$ be the SAX representations of two time series $U \in T^N$ and $S \in T^N$, respectively. Then, a lower-bounding distance measure is defined as follows,

$$\text{mindist}(C, Q) = \sqrt{\frac{N}{M} \sum_{i=1}^{M} (\text{dist}(c_i, q_i))^2},$$

where $\text{dist}(c_i, q_i)$ is the absolute difference of the two closest cutlines that respectively bound the intervals of $c_i$ and $q_i$ (ref. Fig. 1 for an example). Furthermore, if $Y \in T^M$ is the PAA of $U$ and $Q \in C^M_A$ is the SAX representation of $S$, a tighter lower bounding distance measure is defined by

$$\text{mindist}_{PAA}(Y, Q) = \sqrt{\frac{N}{M} \sum_{i=1}^{M} \left\{ \begin{array}{ll} (\beta_{L_i} - y_i)^2, & \beta_{L_i} > y_i \\ (\beta_{U_i} - y_i)^2, & \beta_{U_i} < y_i \\ 0, & \text{otherwise} \end{array} \right.},$$

(3)
where \( \beta_{L_i} \) and \( \beta_{U_i} \) are the lower and upper cutlines of the codeword \( q_i \).

The tightness of lower bound (TLB) is the degree of closeness of the \( \text{mindist}_{PA}(Y, Q) \) to the true distance of the data. The higher it is, the lower the rate of false positives in a similarity search. The TLB is defined as follows,

\[
\text{TLB}(U, S) = \frac{\text{mindist}_{PA}(Y, Q)}{d(U, S)},
\]

where \( d(U, S) \) is the distance in the original time series space.

Because the discretization step \( T^M \rightarrow C^M \) quantizes the PAA samples into \( \kappa \) equiprobable intervals, when the Gaussian assumption is valid, the generated symbolic sequence is uniformly distributed.

Although not stated clearly in the introductory paper [2], the selection of equiprobable intervals is typically based on the fact that the uniform distribution maximizes the entropy of the symbolic sequence. This implies that a pair of time series is more easily distinguishable in the lower-dimensional space.

An advantage of our proposed method is that the discretization step is optimized for general data mining applications, such that the mean squared error (MSE) is minimized. Moreover, we demonstrate that MSE minimization yields an improved performance when compared against entropy maximization, in terms of TLB (4).

### 2.2 Anomaly Detection via Statistical Hypothesis Testing

A non-parametric method for online anomaly detection has been proposed in [24]. The method proceeds in a rolling window fashion, employing a goodness-of-fit criterion to test whether the most recent window of \( n \) samples is distributed similarly with the past samples. In particular, the null hypothesis of the test is a composite hypothesis consisting of the union of empirical distributions for a collection of past \( n \)-length windows. Then, the null hypothesis is partitioned into multiple simple hypotheses, which are tested separately. In practice, a similarity test is performed between the current window and each previous window independently. A similarity condition is assumed to be satisfied if the current window fits with the distribution of at least one of the previous windows. If the null hypothesis is rejected, the current window is flagged as anomalous, whilst if the null hypothesis is accepted, the current window is flagged as normal. The above process is summarized in Algorithm 1.

An interesting observation regarding Algorithm 1 is that the earliest windows will always be considered as anomalous, as there will be very few pieces in the null hypothesis to test against. At this stage, the method learns the most diverse representations of the data and saves them as part of the null hypothesis. Gradually, the null hypothesis makes a good representation of the data and acts as a ground truth model to test the goodness of fit for future windows.

**Algorithm 1: Anomaly Detection via Goodness of Fit**

**Input:** \( x \) (time series), \( n \) (window length), \( \alpha \) (significance level)

1. \( \rho_{thr} = F_{T,n}^{-1}(1 - \alpha) \)
2. \( c \leftarrow 0 \) \quad \triangleright \text{null hypothesis count}
3. \( i \leftarrow n \) \quad \triangleright \text{sample index}
4. **while** new data arrives **do**
5. \( \text{if} \ T(x[i-n+1:i], H_{0j}) < \rho_{thr}, \text{for any null hypothesis component} \ H_{0j}, \ j \leq c \) **then**
6. \( \text{Declare window as non-anomalous} \)
7. **else**
8. \( \text{Declare window as anomalous} \)
9. \( c \leftarrow c + 1 \)
10. \( H_{0c} \leftarrow x[i-n+1:i] \)
11. **end if**
12. \( i \leftarrow i + 1 \)
13. **end while**

Furthermore, as stated in [24], the specific test statistic, \( T \), employed by Algorithm 1 is defined by:

\[
T(X, Q) \triangleq 2 \cdot n \cdot D_{KL}(P_X \| P_Q),
\]

where \( P_X \) and \( P_Q \) are the empirical mass functions of \( X \) and \( Q \), respectively, and \( D_{KL}(P_X \| P_Q) \) is the Kullback-Leibler divergence between the mass functions \( P_X \) and \( P_Q \):

\[
D_{KL}(P_X \| P_Q) \triangleq \sum_{x \in X} P_X(x) \log \frac{P_X(x)}{P_Q(x)},
\]

with the convention that \( 0 \log 0 = 0 \).

It is known that \( T(X, Q) \) converges in distribution to a random variable that follows the \( \chi^2 \) distribution with \( \kappa - 1 \) degrees of freedom, where \( \kappa \) is the cardinality of the sample space. In light of this observation, the threshold \( \rho_{thr} \) in Algorithm 1 is computed by the inverse cumulative distribution function of the \( \chi^2 \) distribution with \( \kappa - 1 \) degrees of freedom. The significance level \( \alpha \) specifies the sensitivity of the test.
2.3 Fast Discord Discovery
A time series discord of length \( l \) is defined as the subsequence with the highest distance from its nearest neighbour subsequence of the same length. To exclude trivial matches, only non-overlapping subsequences are considered in the nearest neighbour search. Discords have been proposed in [25] as a consistent metric to describe anomalies.

The time complexity of the brute force method for discord discovery, namely, comparing all pairs of non-overlapping subsequences, is at the order of \( O(N^2) \), where \( N \) is the length of the time series. However, the heuristic HOT-SAX algorithm allows early stopping the searching loop, producing identical results yet in 3 or 4 orders of magnitude speedup [25]. The HOT-SAX algorithm leverages the SAX representation of the subsequences to quickly order them from the most rare to the most common, simply by counting the subsequences with identical SAX representation. A detailed description of the HOT-SAX algorithm can be found in [25]. Note that since a detailed complexity analysis of the algorithm is not feasible, the running time of HOT-SAX is measured by the times the distance function is called.

3 Statistical and Information-Theoretic Issues of SAX
3.1 The Gaussian Assumption
Although the Gaussian model is commonly used to describe the statistics in a broad range of data sources due to its theoretical justification and computational tractability, the normality assumption is often violated in various practical applications. As such, a mismatch in the distribution yields an information loss that can be quantified by the Kullback-Leibler divergence. As we analyze in Sec. 7.1, this information loss degrades the performance of SAX.

In the following, we quantify the information that is lost during data source quantization due to a mismatch between the Gaussian distribution assumption and the actual underlying data distribution. The amount of lost information is described by the increment in the average number of bits required to describe a sample with a specific precision, when the assumed distribution is wrong. To do so, first we introduce the differential entropy and the Kullback-Leibler divergence of continuous random variables.

The differential entropy \( h(f_X) \) of a continuous random variable \( X \) with pdf \( f_X(x) \) is defined by

\[
h(f_X) \triangleq - \int f_X(x) \log f_X(x) dx ,
\]

where the integration is performed in the regions of the sample space where \( f_X(x) > 0 \). Entropy is measured in bits if the log base is 2 and in nats if it is \( e \).

The Kullback-Leibler divergence \( D_{KL}(f_X \parallel f_G) \) between the probability densities \( f_X(x) \), \( f_G(x) \) (in this order) is defined by

\[
D_{KL}(f_X \parallel f_G) \triangleq \int f_X(x) \log \frac{f_X(x)}{f_G(x)} dx ,
\]

with the convention that \( 0 \log 0 = 0 \). Notice that \( D_{KL}(f_X \parallel f_G) \geq 0 \),

with equality iff \( f_X(x) = f_G(x) \) almost everywhere. Furthermore,

\[
D_{KL}(f_X \parallel f_G) = h(f_X, f_G) - h(f_X) ,
\]

where \( h(f_X, f_G) \triangleq \int f_X(x) \log f_G(x) dx \) is the continuous cross-entropy.

Let \( X^\Delta \) denote the quantized version of \( X \), defined by

\[
X^\Delta = x_i , \text{ if } i\Delta \leq X < (i+1)\Delta .
\]

Then, the probability mass function (pmf) of \( X^\Delta \) is given by [26, Sec. 8.3]:

\[
P(x_i) = \int_{i\Delta}^{(i+1)\Delta} f_X(x) dx .
\]

For convenience in calculations, the above expressions rely on quantization intervals of equal length \( \Delta \). However, for any quantization scheme it holds that, as the number of the quantization intervals approaches infinity, they become equally infinitesimal.

The next theorem provides upper and lower bounds for the expected description length of \( X^\Delta \) and is the continuous analog of [26, Thm. 5.4.3].

**Theorem 3.1.** The expected description length, \( E[l(X^\Delta)] \), of the random variable \( X^\Delta \), assuming optimal coding under the probability density function \( f_G(x) \), is bounded as follows,

\[
E[l(X^\Delta)] \geq h(f_X) + D_{KL}(f_X \parallel f_G) + \log \frac{1}{\Delta} ,
\]

\[
E[l(X^\Delta)] < h(f_X) + D_{KL}(f_X \parallel f_G) + \log \frac{1}{\Delta} + 1 .
\]

The detailed proof is derived in the Appendix. Notice that the additive term \( \log \frac{1}{\Delta} \) is the contribution of the quantization. Theorem 3.1 together with (9) denote that the information loss by assuming that the distribution of \( X \) is equal to \( f_G(x) \) instead of \( f_X(x) \) is given by \( D_{KL}(f_X \parallel f_G) \). This is similar to the result derived in the case of discrete random variables. When \( f_G(x) \) is the Gaussian density function, the following corollary holds.

**Corollary.** Let \( X \) be an arbitrary continuous random variable with density \( f_X(x) \), with mean \( \mu_X \) and variance \( \sigma_X^2 \), and \( G \) a Gaussian random variable, \( G \sim \mathcal{N}(\mu_G, \sigma_G^2) \), whose density is denoted by \( f_G(x) \). Then,

\[
D_{KL}(f_X \parallel f_G) = \ln \sigma_G \sqrt{2\pi} + \frac{1}{2\sigma_G^2} \int f_X(x)(x-\mu_G)^2 dx - h(f_X) ,
\]

measured in nats.
Proof.

\[
\begin{align*}
\nonumber h(f_X, f_G) &= - \int f_X(x) \ln f_G(x) \, dx \\
&= - \int f(x) \ln \frac{1}{\sqrt{2\pi\sigma_x^2}} e^{-\frac{(x-\mu_G)^2}{2\sigma_x^2}} \, dx \\
&= - \int f(x) \left( \ln \frac{1}{\sqrt{2\pi\sigma_x^2}} - \frac{(x-\mu_G)^2}{2\sigma_x^2} \right) \, dx \\
&= - \int f(x) \ln \frac{1}{\sqrt{2\pi\sigma_x^2}} \, dx + \int f(x) \frac{(x-\mu_G)^2}{2\sigma_x^2} \, dx \\
&= \ln \sigma_x \sqrt{2\pi} + \frac{1}{2\sigma_x^2} \int f(x)(x-\mu_G)^2 \, dx .
\end{align*}
\]

Combining (10) and (15) completes the proof. \(\square\)

Under the constraints that \(\mu_X = \mu_G = 0\) and \(\sigma_X = \sigma_G = 1\), which is the case in SAX due to Z-normalization, (14) reduces to

\[
\begin{align*}
D_{KL}(f_X \parallel f_G) &= \frac{1}{\ln 2} \left( \ln \sqrt{2\pi} + \frac{1}{\sigma_Y^2} \int f_X(x)^2 \, dx - h(f_X) \right) \\
&= \frac{1}{\ln 2} \left( \ln \sqrt{2\pi} - h(f_X) \right) \text{ nats} \\
&= \frac{1}{\ln 2} \left( \ln \sqrt{2\pi} - h(f_X(1)) \right) \text{ bits}.
\end{align*}
\]

Eq. (16) quantifies the information loss in the discretization step of SAX assuming Z-normalized PAA samples.

### 3.2 Z-normalization and Piecewise Aggregate Approximation

This section elaborates on a fundamental misunderstanding when applying the conventional SAX method. Specifically, even when the Gaussian assumption holds for a given data set, performing a Z-normalization on the input data does not guarantee a standard distribution for the PAA sequence.

To verify this statement, consider the case where a time series \(X \in \mathbb{T}_N\) is a sequence of correlated and jointly Gaussian-distributed random variables. We set \(M = N/m\), that is, the PAA transformation \(X \rightarrow Y\) is given by

\[
y_i = \frac{\sum_{k=m(i-1)+1}^{mi} x_k}{m}, \quad i = 1, \ldots, M.
\]

We assume that the samples are Z-normalized, thus \(x_k \sim \mathcal{N}(0,1) \text{ \forall } k = 1,\ldots,N\) and we denote by \(\hat{\rho}\) the average pairwise Pearson’s correlation of the distinct sample pairs. Then, it can be derived in a straightforward manner that

\[
y_i \sim \mathcal{N}(\mu_Y, \sigma_Y^2),
\]

where

\[
\mu_Y = 0, \quad \sigma_Y^2 = \frac{1 + (m-1)\hat{\rho}}{m}.
\]

That is, the PAA sequence \(Y\) follows a standard Gaussian distribution only when \(\hat{\rho} = 1\).

The above theoretical proof explains the experimental results described in [22], where the authors observe that the PAA step reduces the resulting standard deviation.

Notice that in Sec. 3.1 the PAA sequence was assumed to have a unit variance. Nevertheless, if Z-normalization is performed prior to the PAA step, then \(\sigma_Y^2 \leq 1\) as shown above, where the strict inequality holds for \(\hat{\rho} < 1\). In this case, the information loss (14) in the discretization step is equal to

\[
D_{KL}(f_Y \parallel f_G) = \frac{1}{\ln 2} \left( \ln \sqrt{2\pi} + \frac{1}{2} \sigma_Y^2 - h(f_Y) \right) \text{ bits},
\]

where \(f_Y(y)\) is the pdf of \(Y\). By noticing that the effect of the standard deviation on the differential entropy is an additive log term, the right side of (18) is larger than the one of (16) by \((\sigma_Y^2 - 1)/2 - \ln \sigma_Y)/\ln 2\).

Based on the above derivations and remarks, it becomes clear that there exists an inherent mistake in the default SAX procedure that induces an additional information loss. This is due to the fact that the PAA sequence is assumed to have unit standard deviation, which is not true.

To address this issue, we propose a simple, yet effective, solution. Specifically, instead of performing a Z-normalization on the original data samples, the PAA samples are Z-normalized directly which also guarantees their unit variance.

### 4 Data-Driven SAX-based Symbolic Representations

Motivated by the remarks in the previous section, we introduce a new family of SAX-based symbolic representations. We enable increased flexibility in utilizing appropriate discretization schemes depending on the desired application scenario. The proposed representations adapt directly to the inherent data statistics, minimizing the information loss in the discretization step. In particular, as proved in Sec. 3.1, the information loss in terms of average coding length is minimized with the Kullback-Leibler divergence between the true and the assumed distribution. Thus optimal coding length is achieved by estimating the true distribution prior to encoding. At this point notice that the Kullback-Leibler divergence (a.k.a. relative entropy) belongs to the Shannon-type measures of information entropy. Another type of entropy, namely Renyi’s entropy, is a generalization of Shannon’s entropy and a certain form of it, Renyi’s cross-entropy, has been linked with information-theoretic learning. Specifically, the authors in [27] prove that mean-shift clustering minimizes Renyi’s cross entropy, which implies minimization of the associated (Renyi’s) information loss.

We exploit the above observations to develop two novel SAX-based representations. In particular, our representations rely on density-based discretization methods, namely the Lloyd-Max quantization and the mean-shift clustering algorithms. The following subsections overview the key components of our proposed symbolic representations.

#### 4.1 Kernel Density Estimation

Kernel density estimation (KDE) [18] is a method for estimating the probability density function of a data source. Essentially, it is the summation of a set of translated and dilated kernel functions centered at each observed sample,

\[
\hat{f}_{h,K}(x) = \frac{1}{Nh} \sum_{i=1}^{N} K \left( \frac{x - x_i}{h} \right),
\]

where \(x_i, i = 1,\ldots,N\), are the observed samples, \(K(\cdot)\) is the kernel function that controls the weight given to the
neighboring samples of $x \in X$, and $h$ is a smoothness parameter, which controls the width of the kernel. In general, the smoothness parameter $h$ affects more the accuracy of the estimator than the kernel function itself.

Under suitable conditions, the optimal kernel, in terms of the asymptotic minimum integrated squared error (AMISE) between the estimated and the target density function, is proved to be the Epanechnikov kernel [28], shown in Fig. 2a. Another commonly used kernel is the Gaussian kernel, shown in Fig. 2b. These two kernels are defined by:

- **Epanechnikov**: $K(x) = \max \left( 0, \frac{3}{4\sqrt{\pi}} (1 - \frac{1}{3} x^2) \right)$
- **Gaussian**: $K(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2}$

For a given kernel function, the optimal value for $h$, in terms of a minimum AMISE, is given by

$$h_{opt}^N = \hat{\sigma} \left[ \frac{\int_{-\infty}^{+\infty} K^2(y)dy}{N\mu_2^2 \int_{-\infty}^{+\infty} (f''(x))^2dx} \right]^{1/5},$$

where $K(x)$ is the chosen kernel function, $\mu_2$ is the second moment of $K(x)$, and $f(x)$ is the target pdf.

Since, in practice, the knowledge of the true target pdf is typically not available, the authors in [29] suggested that a known family of distributions can be used to calculate $f''(x)$. The Gaussian is the most commonly used distribution, which yields the following approximation for the optimal smoothness parameter,

$$h_{opt}^N = \hat{\sigma} \left[ \frac{8\sqrt{\pi} \int_{-\infty}^{+\infty} K^2(y)dy}{3N\mu_2^2} \right]^{1/5},$$

where $\hat{\sigma}$ is the estimated standard deviation of the data.

For the Epanechnikov and Gaussian kernels, the following values are replaced in (23),

- **Epanechnikov**: $\int_{-\infty}^{+\infty} K^2(y)dy = \frac{3}{5}$, $\mu_2 = \frac{1}{5}$
- **Gaussian**: $\int_{-\infty}^{+\infty} K^2(y)dy = \frac{1}{2\sqrt{\pi}}$, $\mu_2 = 1$

yielding the following optimal smoothness parameters,

- **Epanechnikov**: $h_{opt}^N = 2.3449 \cdot \hat{\sigma} \cdot N^{-1/5}$
- **Gaussian**: $h_{opt}^N = 1.0492 \cdot \hat{\sigma} \cdot N^{-1/5}$

The expressions in (26), (27) are referred as Silverman’s rules of thumb.

If some wishes to estimate the derivative of a density function, rather than the function itself, then the AMISE analysis yields different optimal parameters. Particularly, similar calculations as before give the following results:

- **Epanechnikov kernel**: $h_{opt}^N = 1.5232 \cdot \hat{\sigma} \cdot N^{-1/7}$
- **Gaussian kernel**: $h_{opt}^N = 0.9686 \cdot \hat{\sigma} \cdot N^{-1/7}$

The latter result shall be useful for estimating the modes of the density. In the proposed framework, we employ both the Epanechnikov and the Gaussian kernel, with the choice of the kernel function depending on the specific discretization scheme that follows.

### 4.2 Discretization Schemes

Two distinct methods are employed in the discretization step, namely, (i) the Lloyd-Max quantizer and (ii) the mean-shift clustering algorithm. A visual comparison of the different data-driven discretization schemes is depicted in Figs. 3a-3c.

#### 4.2.1 Lloyd-Max Quantization

The Lloyd-Max quantizer [19] is an alternating MSE minimization algorithm. Let $\{X_1, \ldots, X_n\}$ be a partition of the sample space $\mathcal{X}$, where $X_i$’s are disjoint subsets with an arbitrary number of input elements from $\mathcal{X}$, and $\{c_1, \ldots, c_n\}$ be a set of codewords. Then, the quantization mapping $Q(\cdot)$ is defined by

$$Q(x_j) = c_i, \quad \forall x_j \in X_i.$$  \hspace{1cm} (30)

The number of quantization intervals, $\kappa$, is a predefined parameter of the quantization process.

Let $d(x - Q(x))$ denote a distance measure between an input element and the codeword assigned to it. If $f(x)$ is the underlying probability density function of the input space, and $b_i$, $b_{i+1}$ are the infimum and supremum of the subset $X_i$, respectively, then, the distortion $D$ is defined as the expected value of $d$, that is,

$$D = \mathbb{E}_f[d(x - Q(x))] = \sum_{i=1}^{\kappa} \int_{b_i}^{b_{i+1}} d(x - c_i)f(x)dx.$$  \hspace{1cm} (31)

The necessary criteria for minimizing the distortion function $D$ are derived by calculating the partial derivatives with respect to $b_i$’s and $c_i$’s and setting them equal to zero. In the special case where the distance measure $d$ is the Euclidean distance, the computations yield the following necessary criteria:

$$b_i = (c_i + c_{i-1})/2, \quad i = 2, \ldots, \kappa$$  \hspace{1cm} (32)

$$c_i = \frac{\int_{b_i}^{b_{i+1}} x f(x)dx}{\int_{b_i}^{b_{i+1}} f(x)dx}, \quad i = 1, \ldots, n$$  \hspace{1cm} (33)

That is, $b_i$ must be equal to the midpoint of $c_i$ and $c_{i-1}$, whilst $c_i$ must be the centroid of subset $X_i$. Note that the above criteria are necessary but not sufficient. In order to be sufficient, the Hessian matrix of the distortion function must be positive definite.
Due to their mutual relationship, the solution of (32) and (33) is approximated iteratively by alternating between the necessary criteria. The process is summarized in Algorithm 2, while a visual example is illustrated in Fig. 3b.

**Algorithm 2:** Lloyd-Max Quantizer

**Input:** $f(x)$ (probability density function)

1: Initialize range: $b_1 \leftarrow -\infty$, $b_{k+1} \leftarrow +\infty$.
2: Initialize codewords randomly $c_i \in (b_1, b_{k+1})$, $i = 1, \ldots, \kappa$.
3: repeat
   4: $b_i \leftarrow (c_i + c_{i-1})/2$, for $i = 2, \ldots, \kappa$
   5: $c_i \leftarrow \frac{\int_{b_i}^{b_{i+1}} f(x) dx}{\int_{b_i}^{b_{i+1}} f(x) dx}$, for $i = 1, \ldots, \kappa$
4: until convergence

**4.2.2 Mean-Shift Clustering**

Mean-shift clustering [20] is based on the rationale that the generated samples form clusters corresponding to regions with high local probability density. That is, the clusters correspond to the modes of the underlying probability density function. In the following, we describe the procedure for uni-dimensional signals, however, the generalization to higher-dimensional signals follows in a straightforward way.

Given the outcome of the KDE process (19), the modes of the estimated density function $\hat{f}_{h,K}(x)$ are found next. The mean-shift approach estimates the modes by relying on kernels that are symmetric around zero and can be expressed as

$$K(x) = z_k k(\|x\|^2),$$

where $z_k$ is a normalization constant parameter that enforces $K(x)$ to integrate to one. The function $k(x)$ is called the profile of $K(x)$.

By employing (34), the estimator in (19) is given by

$$\hat{f}_{h,K}(x) = \frac{z_k}{Nh} \sum_{i=1}^{N} k \left( \left\| \frac{x - x_i}{h} \right\|^2 \right).$$

Then, the modes are found by detecting the points where the gradient $\nabla \hat{f}_{h,K}(x)$ equals zero. These points are the stationary points, including all the local maxima, that is, the modes of the density function $\hat{f}_{h,K}(x)$. The gradient is given by

$$\nabla \hat{f}_{h,K}(x) = \frac{2z_k}{Nh^3} \sum_{i=1}^{N} (x - x_i) k' \left( \left\| \frac{x - x_i}{h} \right\|^2 \right).$$

Defining the profile $g(x) = -k'(x)$ and the corresponding kernel $G(x) = z_k g(\|x\|^2)$, the gradient (36) equals

$$\nabla \hat{f}_{h,K}(x) = \frac{2z_k}{Nh^3} \sum_{i=1}^{N} (x - x_i) g \left( \left\| \frac{x - x_i}{h} \right\|^2 \right) - x \sum_{i=1}^{N} g \left( \left\| \frac{x - x_i}{h} \right\|^2 \right) \left[ \sum_{i=1}^{N} g \left( \left\| \frac{x - x_i}{h} \right\|^2 \right) - x \right]$$

$$= \frac{2z_k}{Nh^3} \sum_{i=1}^{N} g \left( \left\| \frac{x - x_i}{h} \right\|^2 \right) \left[ \sum_{i=1}^{N} g \left( \left\| \frac{x - x_i}{h} \right\|^2 \right) - x \right]$$

$$\left( \sum_{i=1}^{N} \frac{x_i}{h^3} \right).$$

Finally, the modes are given by

$$\frac{\sum_{i=1}^{N} x_i}{\sum_{i=1}^{N} \left\| \frac{x - x_i}{h} \right\|^2} = \frac{\sum_{i=1}^{N} x_i}{N}.$$
The second term of the last equation in (37) is called the mean-shift vector $m_{h,g}$,

$$m_{h,g} = \frac{\sum_{i=1}^{N} x_i g \left( \frac{x_i - x}{h} \right)}{\sum_{i=1}^{N} g \left( \frac{x_i - x}{h} \right)} - x, \quad (38)$$

which can be rewritten in terms of the estimated density function as follows,

$$m_{h,g} = \frac{Nh^2}{2\varepsilon_k} \cdot \frac{\nabla \hat{f}_{h,K}(x)}{\hat{f}_{h,K}(x)}, \quad (39)$$

The above equation implies that the mean-shift vector points at the same direction as the gradient of the estimated density $\hat{f}_{h,K}(x)$, which is the direction with the highest increase in density. Furthermore, it is inversely proportional to $\hat{f}_{h,G}(x)$, which affects the mean-shift vector by decreasing its value in the areas with high density, that is, near the modes of the density function. These remarks lead to the formulation of the mean-shift procedure, which is essentially a gradient ascend algorithm with a self-adjusted step-size. The mean-shift clustering algorithm is summarized in Algorithm 3, while a visual example is illustrated in Fig. 3c.

Algorithm 3: Mean-Shift Clustering
1: while stopping criteria are not met do
2: Pick a random sample $x$.
3: repeat
4: Compute the mean-shift $m_{h,g}(x)$.
5: Move to the next sample in the direction and step-size of $m_{h,g}(x)$.
6: until convergence
7: end while

In the mean-shift nomenclature, $K(x)$ is called the shadow of $G(x)$. The Gaussian kernel is the only kernel that is the shadow of itself.

5 Data-Driven SAX With Tight Lower Bounding Distances

This section analyzes our proposed data-driven symbolic representation, hereafter called probabilistic SAX (pSAX), which achieves tighter lower-bounding distances than the previous SAX-based counterparts. Furthermore, our method performs in a completely distribution agnostic framework, without any prior assumption for the data distribution. As such, it is an improved alternative to the conventional SAX representations for general data mining and indexing scenarios, where the data generating process is often unknown and the tightness of lower bound (TLB) (ref. (4)) is of utmost importance.

To this end, our method applies a kernel density estimator (KDE) (ref. Sec. 4.1) directly after the PAA step, in order to estimate the underlying probability density function of the PAA sequence, without any prior probabilistic assumption. Subsequently, the KDE step is coupled with a Lloyd-Max quantizer, as described in Sec. 4.2.1, to estimate the optimal quantization intervals.

Notice also that, since our method does not rely on any prior assumption on the distribution of either the data or PAA, the Z-normalization step is needless. Nevertheless, in light of the observations made in Sec. 3.2, we estimate the density function of the PAA sequence, instead of the original time series itself.

5.1 Implementation Details

The KDE, which is the first step of the discretization process, is critical for guaranteeing the subsequent optimal quantization by means of Lloyd-Max (ref. Alg. 2). In our implementation, the Epanechnikov kernel (20) is employed for minimizing the AMISE criterion, and the smoothness parameter is set according to Silverman’s rule in (26).

In order to improve the convergence rate and accuracy of the quantizer, the codewords are initialized by using the k-means++ algorithm [30], which employs the raw PAA samples for the fast calculation of a good starting point before optimizing upon the estimated density function. This yields an improved performance, in terms of both convergence speed and a lower MSE.

5.2 Novel Distance Measures

Notice that the $\text{mindist}$ and $\text{mindist}_{\text{PAA}}$ measures, defined in (2) and (3), respectively, are lower bounds of the true Euclidean distance regardless of the chosen quantization intervals, and hence the lower-bounding property still holds in our proposed representation.

On the other hand, the conventional SAX does not provide arithmetic values for the symbols in the lower-dimensional space, as opposed to the Lloyd-Max quantizer, which is able to do so. As discussed in Sec. 4.2.1, these values are precisely the centroids of the quantization intervals. This feature can be further exploited to define a new distance measure between two symbolic sequences $Q, C \in \mathcal{C}_A^M$, as follows,

$$d_s(Q, C) = \sqrt{\frac{N}{M} \sum_{i=1}^{M} (q_i - c_i)^2}. \quad (40)$$

Although the above distance measure does not lower bound the Euclidean distance, it is the closest to the true one under an MSE criterion. This proximity is up to a distortion caused by (i) the difference between the KDE-based and the true density and (ii) the incapability of Lloyd-Max quantization to minimize globally the MSE. Accordingly, a distance measure between a time series and a symbolic sequence can be derived, which is not possible in the conventional SAX case. Specifically, given $U \in \mathcal{T}^N$ and $C \in \mathcal{C}_A^M$, their distance is defined by

$$d_c(U, C) = \sqrt{\frac{1}{N} \sum_{i=1}^{M} \left( \sum_{j=(N/M)i}^{(N/M)(i+1)-1} (u_j - c_i)^2 \right)}. \quad (41)$$

In the special case where $C$ is the symbolic representation of $U$, the $d_c$ is the root mean squared error (RMSE) between $U$ and its reconstruction from $C$.

Note that the proposed method does not need the Z-normalization pre-processing step. Nevertheless, in order to
ensure that the RMSE has the same scale for all representations, we Z-normalize all datasets before evaluating the methods.

6 Data-Driven SAX for Efficient High-Level Time Series Mining

This section describes a novel SAX representation, hereafter called clustering SAX (cSAX), that provides a descriptive representation for high-level data mining tasks, such as anomaly detection, which is investigated in this work. Although our symbolic representation is designed primarily for data mining tasks that benefit from density-based clustering, it still holds the attractive properties of SAX for database indexing, thus it can be easily integrated in relative systems.

The noticeable difference that makes our proposed symbolic representation effective for anomaly detection lies on the choice of the mean-shift clustering (ref. Alg. 3) for the discretization step. Notice that the alphabet size in our symbolic representation is set automatically by the mean-shift algorithm, thus the only parameter to be defined for the symbolic transformation is the dimensionality \( M \) of the symbolic representation.

6.1 Implementation Details

For the mean-shift clustering process we select the Gaussian kernel, instead of the AMISE-optimal Epanechnikov kernel. This choice is motivated by the fact that the Epanechnikov kernel and its derivative are non-continuous at \( \pm \sqrt{5} \), which is undesirable for mode estimation. The smoothness parameter is set according to (29), whilst the window length \( n \), which is the only hyper-parameter of our anomaly detection method, is fixed empirically to 50 for all the datasets.

A problem that arises in practical applications is the need for a training phase of the mean-shift algorithm. The potential lack, or the availability of a very limited amount, of historical data from a given data source makes this problem even more complicated. In that case, the clustering method should be able to adapt on-the-fly to the evolving time series stream. To address this problem, a suitable criterion for dynamically re-estimating the clusters from the streaming data is introduced in the next subsection.

6.2 Dynamic Mean-Shift Clustering

Having estimated an initial set of clusters, a criterion for dynamically re-estimating the clusters is defined, by utilizing all the data up to the current data point. There are two extreme cases: (i) the clusters are always re-estimated, and (ii) the clusters are never re-estimated. In the first case, the clusters are always up to date, but with a severe delay each time a sample arrives, whilst in the latter case there is no delay, but the estimation is always out of date. None of the above extremes is desirable in practice, thus we propose a computationally tractable process for lying in between the two extremes.

Consider that the current clusters have been estimated at some time using the mean-shift vector in (39) with an arbitrary kernel \( G \), smoothness parameter \( h_G \), with \( N \) samples. The mean-shift procedure implicitly estimates the density function by using another kernel \( K \) that is the shadow of \( G \). The kernels that are employed by our method are valid probability density functions, that is, they are non-negative and integrate to one. Hence, we can define the standard deviation \( \sigma_K \) of the random variable whose pdf is equal to the kernel \( K \). The proposed criterion is the following:

Definition (Dynamic clustering criterion). The set of clusters is re-estimated when at least one of the following conditions is true: a) the most recent window of samples is statistically different from the past windows, b) the most recent sample exceeds the range of previously observed data by a significant degree.

The first case is a statistical deviation condition. For our anomaly detection method, this can be determined by the output of the detector itself. That is, the clusters are re-estimated every time an anomaly is detected. The correctness in this strategy is understood when we consider that, first, the early operation of the detector will declare most windows as anomalous until the detector learns enough patterns. At this stage, the clusters are highly inaccurate and need frequent updating. Second, both true and false positives are by definition unusual patterns and hence need to be considered by the discretization scheme. The second case is a spatial deviation condition. A natural scale of spatial deviation is the standard deviation \( \sigma_K \), which is proportional to the smoothness parameter. For the Gaussian kernel, the standard deviation equals exactly the smoothness parameter, hence it can be defined by (27).

Overall, our proposed dynamic clustering method is based on a hybrid criterion for re-estimating the clusters, with means inherent to the density estimation and anomaly detection processes. The anomaly detector tracks the statistical deviation of the data stream, whilst the smoothness parameter of the implicit KDE process is used as a measure of spatial deviation.

7 Experimental Results

7.1 Experimental Evaluation of pSAX

The quality of pSAX is evaluated and compared with its competitors in terms of the TLB (4) and RMSE (41) metrics. The evaluation is done on a selection of datasets, all of which are available in the UCR archive [31]. In particular, the Koski ECG is an electrocardiogram dataset, the Muscle activation is an electromyogram dataset, the Posture is an object coordinates dataset and the Respiration is a dataset of a patient’s thorax extension. The criteria for choosing those datasets are that (i) they are not too small, as this would limit the variability between the subsequences, and (ii) they vary in structural content, such that they are representative for many other datasets.

In what follows, pSAX is compared with the conventional SAX and the adaptive SAX (aSAX) [15] methods. The latter is an alternative data-driven SAX method that employs the \( k \)-means algorithm for the discretization step. For the traditional SAX, which conventionally does not compute numerical values for the symbols, the RMSE (41) is computed by using the centroids of the equiprobable intervals under the Gaussian density function. The pSAX and aSAX are trained on a subset of the available PAA samples of size...
\( \sqrt{T_r} \), where \( L \) is the total number of the PAA samples. Note that, in order to obtain all of the available PAA samples, all subsequences of length \( N \) must be transformed to their PAA representation.

The experimental evaluation is set up as follows. We randomly sample two subsequences from the same dataset 1000 times for each combination of parameters. The subsequences are \( Z \)-normalized individually. Both subsequences are used to measure the TLB and one of them is used to measure the RMSE after its dimensionality reduction. The subsequences' time series length \( N \) varies in \{480, 960, 1440, 1920\} and the number of bytes per subsequence varies in \{8, 16, 24, 40\}. The alphabet size \( \kappa \) varies in \{16, 256\}, which is equivalent to 4 and 8 bits per symbol, respectively. Thus for each length \( N \), the dimensionality \( M \) of the symbolic representation varies in \{16, 32, 48, 80\} for \( \kappa = 16 \) and in \{8, 16, 24, 40\} for \( \kappa = 256 \). The results are displayed in Tables 1-4.

We observe that \( pSAX \) outperforms both \( SAX \) and \( aSAX \) in the vast majority of the experiments, in both TLB and RMSE scores. Also, we notice that the superiority of \( pSAX \) is more prominent when i) the number of available bytes is larger and ii) when the alphabet size is smaller. This behaviour is explained by the facts that a) a larger number of bytes provides more PAA samples for pre-training the KDE and Lloyd-Max quantizer, and b) an adequately large alphabet size drives any discretization method to produce very close discretization intervals. We emphasize that the speedup obtained by indexing with a higher TLB is higher than linear [32]. Thus we expect a greater speedup difference than the difference of TLB in Tables 1-2.

From Tables 1-4, one would infer that the choice of a SAX-based method is a matter of data source and/or parameterization. We assert that it is truly a matter of availability of training data. To this end, we verify this argument by comparing the lengths of the original datasets and the observation we made about the performance of our method versus the available bytes in the symbolic representation.

Interestingly, \( pSAX \) and \( aSAX \) should asymptotically converge to the same points, as the number of training data grows to infinity. This is because of the relationship between the Lloyd-Max quantizer and the \( k \)-means method (the latter is the finite version of the first), and because of the convergence property of KDE. However, in our experiments we illustrate the efficacy of the methods in the finite regime, and observe the generalization capability of kernel density estimators.

### 7.2 Experimental Evaluation of cSAX

As already mentioned, the performance of \( cSAX \) is evaluated indirectly on the task of anomaly detection. To this end, we utilize the anomaly detector described by Algorithm 1, hereafter referred to as the goodness of fit (GoF) detector, and the discord discovery algorithm HOT-SAX (ref. Sec. 2.3). The choice of the GoF detector is based on the idea that, due to its theoretical and algorithmic simplicity, it will highlight the differences among the distinct time series representations. On the other hand, the HOT-SAX algorithm is the most widely used method for exact discord discovery and its speed depends highly on the quality of the SAX representation.

The GoF detector depends on two parameters; the alphabet size \( \kappa \) and the window length \( n \). In our experiments, the window length is set empirically to \( n = 50 \), fixed for all datasets. Accordingly, the alphabet size is set to \( \kappa = 10 \), except for \( cSAX \) that automatically detects the number of clusters. The HOT-SAX algorithm requires setting the discord length \( l \), which is implied by the specific application or the data domain, and also requires careful setting of the SAX parameters, since it benefits from very low alphabet size \( \kappa \) and dimensionality \( M \). In our experiments, we set empirically the best parameters as \( M = 3 \) and \( \kappa = 3 \), for all datasets. The alphabet size \( \kappa \) cannot be fixed for the \( cSAX \) representation, but we can impose a low alphabet size by increasing the smoothness parameter in (29). We did this by increasing the AMISE optimal setting [25] by a multiplication factor of 4. This resulted in alphabet sizes between 2 and 4 for most datasets, whilst for a limited number of them, up to the range of 10-15.

#### 7.2.1 Anomaly Detection with cSAX

The anomaly detector is evaluated via receiver operating characteristic (ROC) curves and the corresponding area under the curve (AUC) values. The ROC curves and the AUC illustrate the efficacy of the detector to discriminate correctly between anomalous and normal samples. The datasets we employ belong to the Numenta Anomaly Benchmark (NAB) [33], which consists of 58 real-world and synthetic labelled datasets for anomaly detection. NAB also simplifies the comparison of our detector with other top-tier online anomaly detectors that are already implemented in NAB's library.

In the subsequent experiments, some training sets are utilized. Notice though that, since we perform unsupervised anomaly detection, the training process does not refer to the detector, but to the underlying symbolic representation. In particular, \( SAX \) needs to learn the mean value and the standard deviation of the time series, \( pSAX \) learns the density function and the discretization intervals, and \( aSAX \) requires to learn the discretization intervals. The dynamic \( cSAX \) does not require training but allows pre-training for better initialization. To create the training sets, we provide a portion from the first section of the datasets as a training set. Then, the anomaly detection process is performed on the whole dataset.

Note that many detectors available in NAB's library make use of the minimum and maximum values of each dataset. That is also true for the detector we utilize in our experiments, due to the uniform quantization step. The knowledge of this information violates the principle of online (streaming) algorithms. The only argument in favour of this choice is that the minimum and maximum operating values are often known \( \text{à priori} \). However, apart from the fact that this is not always true, it is not guaranteed that the datasets' minimum and maximum values coincide with the operating range, and the first provides more significant information than the latter. Our anomaly detector is capable of operating in a truly online fashion, thanks to the dynamic mean-shift clustering described in Sec. 6.2. At the same time, it is capable of pre-training the clustering on historical data, if available.
TABLE 1
Tightness of Lower Bound for Alphabet Size $\kappa = 256$

| Dataset   | 8      | 16     | 24     | 40     |
|-----------|--------|--------|--------|--------|
| N         | psSAX | asSAX | SAX    | psSAX | asSAX | SAX    | psSAX | asSAX | SAX    |
| Koski ECG | 480   | 0.560  | 0.560  | 0.360  | 0.699  | 0.698  | 0.697  | 0.811  | 0.775  | 0.769  | 0.882  | 0.870  | 0.828  |
|           | 960   | 0.385  | 0.382  | 0.385  | 0.575  | 0.568  | 0.573  | 0.652  | 0.646  | 0.652  | 0.752  | 0.749  | 0.749  |
|           | 1440  | 0.294  | 0.293  | 0.293  | 0.481  | 0.481  | 0.481  | 0.581  | 0.581  | 0.581  | 0.678  | 0.678  | 0.678  |
|           | 1920  | 0.231  | 0.231  | 0.231  | 0.403  | 0.403  | 0.403  | 0.518  | 0.518  | 0.518  | 0.626  | 0.626  | 0.626  |
| Muscle Activation | 480 | 0.613  | 0.615  | 0.615  | 0.710  | 0.710  | 0.710  | 0.771  | 0.770  | 0.770  | 0.856  | 0.853  | 0.853  |
|           | 960   | 0.776  | 0.777  | 0.777  | 0.837  | 0.835  | 0.836  | 0.865  | 0.863  | 0.863  | 0.897  | 0.894  | 0.893  |
|           | 1440  | 0.790  | 0.790  | 0.790  | 0.851  | 0.850  | 0.850  | 0.873  | 0.872  | 0.872  | 0.900  | 0.899  | 0.889  |
|           | 1920  | 0.763  | 0.762  | 0.762  | 0.837  | 0.835  | 0.836  | 0.863  | 0.862  | 0.862  | 0.890  | 0.889  | 0.889  |
| Posture  | 480   | 0.740  | 0.740  | 0.741  | 0.830  | 0.827  | 0.827  | 0.863  | 0.858  | 0.857  | 0.892  | 0.885  | 0.880  |
|           | 960   | 0.665  | 0.665  | 0.666  | 0.786  | 0.782  | 0.783  | 0.835  | 0.830  | 0.829  | 0.874  | 0.867  | 0.862  |
|           | 1440  | 0.616  | 0.616  | 0.617  | 0.751  | 0.750  | 0.751  | 0.811  | 0.807  | 0.807  | 0.862  | 0.857  | 0.855  |
|           | 1920  | 0.575  | 0.576  | 0.577  | 0.713  | 0.713  | 0.714  | 0.784  | 0.782  | 0.782  | 0.845  | 0.840  | 0.838  |
| Respiration | 480 | 0.342  | 0.344  | 0.344  | 0.464  | 0.466  | 0.466  | 0.655  | 0.656  | 0.655  | 0.832  | 0.829  | 0.827  |
|           | 960   | 0.281  | 0.283  | 0.283  | 0.379  | 0.381  | 0.381  | 0.389  | 0.392  | 0.390  | 0.594  | 0.594  | 0.590  |
|           | 1440  | 0.257  | 0.259  | 0.259  | 0.336  | 0.339  | 0.340  | 0.399  | 0.402  | 0.401  | 0.439  | 0.438  | 0.433  |
|           | 1920  | 0.239  | 0.240  | 0.241  | 0.324  | 0.327  | 0.327  | 0.366  | 0.369  | 0.369  | 0.422  | 0.419  | 0.415  |

In the following, we consider the effect of different training set sizes on the detector’s performance. The ROC curves and AUC values reported below are the weighted averages across all datasets, weighted by their length. Fig. 4 compares the conventional GoF detector, with uniform quantization, and the GoF detector paired with the cSAX, with dynamic mean-shift clustering. For the cSAX we set $M = N$, that is, without dimensionality reduction. We emphasize again that the training set is used to estimate the clusters for cSAX and the minimum/maximum values for the uniform quantizer, but not the detector’s model.

It can be seen that the dynamic mean-shift achieves much higher performance for small training set sizes, whilst the performance of the uniform quantizer with 100% training data is practically equal to the performance of the dynamic mean-shift with 0% training data. Importantly, the alphabet size is automatically detected for the dynamic mean-shift method, whilst an empirical search is required to find the best alphabet size for the uniform quantizer. Another important observation is that our dynamic clustering criterion is capable of achieving very similar performance between the 0% and 100% training set sizes.

Table 5 shows the NAB scores of our method against the top-performing methods from NAB’s library. NAB cal-

Fig. 4. ROC curves for different training set sizes, with no dimensionality reduction. The training set sizes are expressed in percentages of the original dataset. Note that for the uniform quantizer, the optimal average alphabet size is set empirically ($\kappa = 10$, fixed for all datasets), whilst the mean-shift automatically detects the number of clusters.
calculates three different scores by weighing false positives (FPs) and false negatives (FNs) differently: (i) favouring fewer FPs, (ii) favouring fewer FNs, and (iii) balancing both FPs and FNs. The scores' values vary between 0 and 100 (the higher the better). The methods that require knowledge of the minimum and maximum values are noted with an asterisk. We evaluate cSAX with no pre-training, for a truly online application scenario. Note that the Numenta HTM exploits the minimum and maximum values, but can learn them online, so it is evaluated in a fully online fashion. Notably, the fully online Numenta HTM demonstrates a large decrease in scores, compared to the ones obtained conventionally. Again, we observe that cSAX with no prior information and no need to tune the alphabet size, achieves the same performance as the conventional GoF detector with access to the true minimum and maximum values of the data and having empirically set the best alphabet size.

Our goal at this point is not to achieve the best performance, but to compare how the underlying representation affects the performance of the same detector, which is the reason we chose a rather simple detector for our experiments. In Fig. 5, we compare the ROC curves for cSAX, pSAX, aSAX and SAX, without dimensionality reduction, for a varying training set size. We observe that the conventional SAX has the worst performance in all cases. The aSAX and the non-dynamic cSAX perform equally well, both better than pSAX and SAX. But only cSAX is able to detect automatically the alphabet size. More importantly, the superiority of the dynamic cSAX against all the other representations is apparent.

Next Fig. 6 illustrates the effect of dimensionality reduction on the detector's performance. We hold the training set size to 100% of the total samples and vary the degree of dimensionality reduction $M/N$ in $1/32, 1/16, 1/8, 1/4$ (from large

1. Available at: https://github.com/numenta/NAB#scoreboard

---

**TABLE 3**

| Dataset          | 8   | 16  | 24  | 40  |
|------------------|-----|-----|-----|-----|
| pSAX  | aSAX | SAX  | pSAX | aSAX | SAX  | pSAX | aSAX | SAX  | pSAX | aSAX | SAX  |
| Koski ECG        | 0.80 | 0.80 | 0.80 | 0.68 | 0.68 | 0.85 | 0.58 | 0.58 | 0.58 | 0.43 | 0.43 | 0.43 |
| Muscle Activation| 0.69 | 0.69 | 0.69 | 0.61 | 0.61 | 0.61 | 0.64 | 0.64 | 0.64 | 0.43 | 0.43 | 0.43 |
| Posture          | 0.50 | 0.50 | 0.50 | 0.53 | 0.53 | 0.53 | 0.39 | 0.39 | 0.39 | 0.43 | 0.43 | 0.43 |
| Respiration      | 0.93 | 0.93 | 0.93 | 0.56 | 0.56 | 0.56 | 0.56 | 0.56 | 0.56 | 0.48 | 0.48 | 0.48 |

**TABLE 4**

| Dataset          | 8   | 16  | 24  | 40  |
|------------------|-----|-----|-----|-----|
| pSAX  | aSAX | SAX  | pSAX | aSAX | SAX  | pSAX | aSAX | SAX  | pSAX | aSAX | SAX  |
| Koski ECG        | 0.86 | 0.86 | 0.86 | 0.60 | 0.60 | 0.56 | 0.38 | 0.38 | 0.58 | 0.26 | 0.26 | 0.49 |
| Muscle Activation| 0.61 | 0.61 | 0.61 | 0.49 | 0.49 | 0.53 | 0.43 | 0.43 | 0.43 | 0.44 | 0.44 | 0.44 |
| Posture          | 0.44 | 0.44 | 0.44 | 0.38 | 0.38 | 0.38 | 0.32 | 0.32 | 0.32 | 0.27 | 0.27 | 0.27 |
| Respiration      | 0.47 | 0.47 | 0.47 | 0.37 | 0.37 | 0.37 | 0.37 | 0.37 | 0.37 | 0.29 | 0.29 | 0.29 |

**TABLE 5**

| Detector         | Standard | Low FP | Low FN |
|------------------|----------|--------|--------|
| CAD OSE          | 69.9     | 67.0   | 73.3   |
| GoF              | 60.4     | 58.3   | 67.6   |
| cSAX-GoF         | 60.4     | 49.6   | 66.0   |
| Numenta HTM      | 60.0     | 53.8   | 63.8   |
| earthgecko Skyline| 58.2   | 46.2   | 63.9   |
| KNN CAD          | 58.0     | 43.4   | 64.8   |
| Random Cut Forest| 51.7     | 38.4   | 59.7   |

* Require the minimum and maximum values of the data.
to low degree of dimensionality reduction). As it can be seen, the conventional SAX has the worst performances, whereas cSAX clearly outperforms all the other SAX-based representations.

7.2.2 Discord Discovery with cSAX

Discord discovery with HOT-SAX is evaluated by the number of times the distance function is called, as explained in Sec. 2.3. The datasets we employ belong to the most recent HexagonML/UCR Time Series Classification Archive [34], which includes 250 real-world labelled datasets. All of the datasets contain a single anomaly, hence they are appropriate for discord discovery algorithms. As in the previous subsection, some training sets are utilized, only for pre-training the SAX representations. For this evaluation, we employ directly the training sets already pre-defined in the archive. Since HOT-SAX works in a batch instead of an online fashion, the cSAX is trained on the pre-defined training set only, with no subsequent dynamic clustering.

Fig. 7 illustrates the running time of HOT-SAX with each of the SAX representations for each of the datasets available in the aforementioned archive, when the discord length $l$ varies in $\{64, 128, 256\}$. To facilitate the visual comparison, the datasets are ordered in a scale from easier (faster) to harder (slower) processing.

We observe that for all discord lengths, the cSAX representation results in a faster discord discovery for the vast majority of the datasets, while the conventional SAX clearly outperforms pSAX and aSAX.

8 Conclusions and Future Work

This paper proposed two novel non-parametric, data-driven symbolic representations, named pSAX and cSAX, by modifying the discretization process of the traditional SAX method. The proposed methods achieve to negate two restrictive assumptions of the traditional SAX, namely, the Gaussian distribution and the equiprobability of the symbols. The derived representations are based on kernel techniques to precisely adapt to the underlying data statistics. Furthermore, the pSAX representation employs the Lloyd-Max quantizer for general data compaction, whilst cSAX employs the mean-shift clustering for high-level time series analysis. A dynamic clustering mechanism was also introduced, such that the cSAX-based representation performs in a fully online fashion, enhancing its quality and simplifying its application for online data mining tasks. Equally importantly, both the pSAX and cSAX preserve the lower-bounding property and were shown to outperform the conventional SAX, as well as the aSAX, an alternative data-driven SAX-based representation. Notably, both pSAX and cSAX can be combined with the modifications of all other SAX-based representations, except for those that alter the discretization step, thereby increasing their performance.

In addition, we proposed two novel distance measures, which are not lower-bounding, but are optimal in the sense of mean squared error. Finally, we verified theoretically – and proposed a solution thereupon – a previously observed phenomenon that reduces the variance at the intermediate piecewise aggregate approximation, causing an additional
information loss when left unnoticed.

The experimental evaluation of the methods was performed on a large collection of heterogeneous datasets. The experiments revealed that pSAX produces symbolic representations that are most often of higher quality than its competitors, whereas the superiority is more apparent in the settings of small alphabet size. The proposed cSAX was evaluated on the task of anomaly detection, both with and without dimensionality reduction. It was shown that the dynamic criterion is able to boost the performance of the anomaly detector, such that very good performance is achieved even when the clusters are not pre-trained. At the same time, both the non-dynamic and the dynamic mean-shift outperformed the alternative SAX-based representations for the purpose of anomaly detection. Very importantly, cSAX eliminates the need to tune the symbolic alphabet size, as it is automatically detected.

Currently, the pSAX method has not been tested in computationally demanding indexing scenarios. The paradigm of iSAX [32] shows that scalable indexing is possible when the discretization scheme is hierarchical. Motivated by this, we are interested in extending the Lloyd-Max quantizer in a hierarchical framework. Early experimentation shows that this is possible with virtually no decrease in the tightness of lower bound (TLB). At the same time, the proposed cSAX has not been evaluated in terms of TLB. It is of interest to see how the dynamic mean-shift affects the TLB, due to the varying quantization intervals. An extension of both pSAX and cSAX can be considered for the case of multi-channel time series, where the different channels are correlated. In that case, optimal discretization can be achieved by multivariate kernel density estimators for cSAX and vector quantizers for pSAX.

**APPENDIX**

**Proof of Theorem 3.1**

**Proof.** Denote with \( G(x_i) \) the pmf of the quantized \( X \) under the wrong distribution \( g(x) \). Assuming optimal coding under \( G(x_i) \), the expected description length is given by (ref. [26, Thm. 5.4.1])

\[
\mathbb{E}[(X^\Delta)] = \sum_{x_i} P(x_i) \left( \log \frac{1}{G(x_i)} + 1 \right)
\]

\[
< \sum_{x_i} P(x_i) \left( \log \frac{P(x_i)}{G(x_i)} + \frac{1}{G(x_i)} + 1 \right)
\]

\[
= \sum_{x_i} P(x_i) \log \frac{P(x_i)}{G(x_i)} + \sum_{x_i} P(x_i) \left( \log \frac{1}{P(x_i)} + 1 \right)
\]

\[
= \sum_{x_i} f(x_i) \Delta \log \frac{f(x_i)}{g(x_i)} + \sum_{x_i} f(x_i) \Delta \left( \log \frac{1}{f(x_i)} + 1 \right)
\]

\[
= \sum_{x_i} f(x_i) \Delta \log \frac{f(x_i)}{g(x_i)} - \sum_{x_i} f(x_i) \Delta \log f(x_i)
\]

\[
- \sum_{x_i} f(x_i) \Delta (\log \Delta - 1) \rightarrow D(f \parallel g) + h(X) + \log \frac{1}{\Delta} + 1, \text{ as } \Delta \rightarrow 0,
\]

where Riemann integrability is assumed in the last line of (42).

Similarly, it can be shown that

\[
\mathbb{E}[(X^\Delta)] \geq D(f \parallel g) + h(X) + \log \frac{1}{\Delta}, \text{ as } \Delta \rightarrow 0.
\]

\(\square\)
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