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Abstract

We consider a slow-fast stochastic differential system with Lévy noise. We will employ the perturbed test function method to study the normal deviation of the slow-fast system. Our main result states that the deviation can be approximated by a Gaussian process and the central limit theorem is obtained for the system.
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1. Introduction

The slow-fast systems described by stochastic differential equations can be used to model many natural phenomena, such as weather and climate prediction \cite{1}, macromolecules \cite{2}, geophysical flows \cite{3} and so on. We are concerned with the following slow-fast system driven by Lévy noise

\begin{equation}
\begin{cases}
    dx^\varepsilon(t) = f_1(x^\varepsilon(t), y^\varepsilon(t)) dt + \sigma_1 dW_1(t) + \int_{|z|<1} k_1 z \tilde{N}_1(dz, dt), \\
    dy^\varepsilon(t) = \frac{1}{\varepsilon} f_2(y^\varepsilon(t)) dt + \frac{1}{\sqrt{\varepsilon}} dW_2(t) + \int_{|z|<1} k_2 z \tilde{N}_2^\varepsilon(dz, dt), \\
    x^\varepsilon(0) = x_0 \in \mathbb{R}, \quad y^\varepsilon(0) = y_0 \in \mathbb{R},
\end{cases}
\end{equation}

for \( t \in [0, T], \ T < \infty \). Here, \( f_1 : \mathbb{R} \times \mathbb{R} \to \mathbb{R}, \ f_2 : \mathbb{R} \to \mathbb{R} \) are both nonlinear functions. The independent Poisson random measures \( \tilde{N}_1(\cdot, \cdot) \) and \( \tilde{N}_2^\varepsilon(\cdot, \cdot) \) are given by \( \tilde{N}_1(dz, dt) = N_1(dz, dt) - \nu_1(z) dz dt \) and \( \tilde{N}_2^\varepsilon(dz, dt) = N_2(dz, dt) - \frac{1}{\varepsilon} \nu_2(z) dz dt \) respectively, where \( N_i(dz, dt), \ i = 1, 2 \), is associated Poisson measure, and \( \nu_i, \ i = 1, 2 \), the Lévy measure satisfying \( \int_{\mathbb{R}} (1 \wedge z^2) \nu_i(dz) < \infty \). \( W_i(t), \ i = 1, 2 \), are independent Brownian motions, which are also independent of \( N_i(\cdot, \cdot) \). \( \sigma_1 \) and \( k_i \) are all constants for \( i = 1, 2 \). The scaling parameter \( \varepsilon > 0 \) is used to describe the separation of time scale between the slow variable \( x^\varepsilon \) and the fast variable \( y^\varepsilon \).

Under some suitable conditions, it deduces that for \( \varepsilon \) small enough, the trajectory of the slow variable \( x^\varepsilon \) is situated in a small neighborhood of the function \( \bar{x}_t \), which is the solution of the associated averaged system. This has attracted many researchers’ attention (cf. \cite{4, 5} and the references therein). It is interesting to study the deviation between \( x^\varepsilon_t \) and \( \bar{x}_t \). In this paper, we will show that the difference between \( x^\varepsilon_t \) and \( \bar{x}_t \) weakly converges to a Gaussian process as \( \varepsilon \) goes to zero. For a related work on the normal deviation of the slow-fast stochastic differential systems, we refer to \cite{6, 7}, which just consider the cases without the effect of Lévy noise. Different from the literature focusing on the Brownian motion, this is a new result owing to that in our situation, the tightness of deviation can not be proved by Ascoli-Arzela theorem directly.

The plan of this paper is as follows. In the next section, we establish notation, give some precise conditions for the slow-fast system \cite{8} and review some preliminary results. In Section 3 we state and prove our main results. Throughout this paper, \( c, C, c_1, C_1, \ldots \) denote certain positive constants that may vary from line to line.

*Corresponding author

Email addresses: yangxiaoyu@yahoo.com (Xiaoyu Yang), hsux3@nwpu.edu.cn (Yong Xu), wrfjy@yahoo.com (Ruifang Wang), zjiao@nwpu.edu.cn (Zhe Jiao)
2. Preliminaries

Throughout this paper the quadruple \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t\geq 0}, \mathbb{P})\) is a given stochastic basis satisfying the usual hypotheses. \(\mathbb{E}(\cdot)\) stands for expectation with respect to the probability measure \(\mathbb{P}\). Let \(\mathbb{D} = D([0, T], \mathbb{R})\) be the space of \(\mathbb{R}\)-valued, right-continuous functions with left limits and the usual Skorohod topology. The space \(C^m(\mathbb{R}, \mathbb{R})\) consists of those functions that are \(m\)-times continuously differentiable, and \(C^m_0([0, T], \mathbb{R})\) denote the subset of \(C^m(\mathbb{R}, \mathbb{R})\) consisting of functions with compact support.

A1. (Lipschitz continuity) For any \((x_1, y_1), (x_2, y_2)\in \mathbb{R}\times \mathbb{R}\), there exists a constant \(C_1 > 0\) such that
\[
|f_1(x_2, y_2) - f_1(x_1, y_1)|^2 + |f_2(x_2, y_2) - f_2(x_1, y_1)|^2 \leq C_1(|x_2 - x_1|^2 + |y_2 - y_1|^2).
\]

A2. (Growth) For all \((x, y)\in \mathbb{R}\times \mathbb{R}\), there exists a constant \(C_2 > 0\) such that
\[
|f_1(x, y)|^2 + |f_2(x, y)|^2 \leq C_2(1 + |x|^2 + |y|^2).
\]

A3. (Monotonicity) For all \(y_1, y_2\in \mathbb{R}\), there exists a constant \(C_3 > 0\) such that
\[
(y_2 - y_1, f_2(y_2) - f_2(y_1)) \leq -C_3(|y_2 - y_1|^2).
\]

A4. (Regularity) For all \((x, y)\in \mathbb{R}\times \mathbb{R}\), \(\frac{\partial}{\partial x} f_1(x, y), \frac{\partial^2}{\partial x^2} f_1(x, y), \text{ and } \frac{\partial^3}{\partial x^3} f_1(x, y)\) are bounded preserving with respect to \(x\) and \(y\).

Under assumptions (A1) to (A3), it implies from [9, Theorem III.2.3.2] that there exists a unique strong solution of the following equation
\[
dy(t) = f_2(y(t))\,dt + \sigma_2\,dW_2(t) + \int_{|z|<1} z k_2 \tilde{N}_2(dz, dt), \quad y(0) = y_0.
\]  

(2.1)

Moreover, there also exists exactly one invariant measure \(\mu\) with respect to the transition semigroup of \(y(t)\), which is exponential mixing. From [8, Chapter 6], assumptions (A1), (A2) and (A3) shows that there exists a unique mild solution \((x^\varepsilon(t), y^\varepsilon(t))\in \mathbb{D}\times\mathbb{D}\) of system (2.1), and the slow variable satisfies
\[
\mathbb{E}\left( \sup_{0\leq t \leq T} |x^\varepsilon(t) - \bar{x}(t)|^2 \right) \leq (\text{const})(\varepsilon/\delta),
\]  

(2.2)

with suitable \(\delta\) corresponding to \(\varepsilon\) such that \(\varepsilon/\delta \to 0\) when \(\varepsilon \to 0\), and \(\bar{x}_{t}\) is the solution of the averaged equation
\[
d\bar{x}(t) = \bar{f}_1(\bar{x}(t))\,dt + \sigma_1\,dW_1(t) + \int_{|z|<1} k_1 z \tilde{N}_1(dz, dt),
\]  

(2.3)

where \(\bar{f}_1(\cdot) = \int_{\mathbb{R}} f_1(\cdot, y)\,\mu(dy)\).

Let \(\mathcal{F}_t^\varepsilon\) denote the minimal \(\sigma\)-algebra generated by \(\{x^\varepsilon(s), s \leq t\}\), and let \(\mathbb{E}_t^\varepsilon\) be conditioning expectation on \(\mathcal{F}_t^\varepsilon\). Let \(\mathcal{M}\) denote the set of real-valued progressively measurable functions \(M: \Omega \times \mathbb{R} \to \mathbb{R}\) that are nonzero only on a bounded interval, and its subset denoted by \(\mathcal{M}^\varepsilon\) whose element \(M(t)\) is right-continuous, and also satisfies \(\sup_{t} \mathbb{E}|M(t)| < \infty\) and \(M(t)\) is \(\mathcal{F}_t^\varepsilon\)-measurable. Let \(M(t)\) and \(M^\delta(t)\) belong to \(\mathcal{M}^\varepsilon\) for each \(\delta > 0\). We say that \(M(t) = p - \lim_{\delta \to 0} M^\delta(t)\) if and only if
\[
\sup_{t, \delta} \mathbb{E}\left|M^\delta(t)\right| < \infty, \quad \text{and} \quad \lim_{\delta \to 0} \mathbb{E}\left|M^\delta(t) - M(t)\right| = 0, \quad \text{for each } t.
\]

Define \(T(s)\) as a linear operator on \(\mathcal{M}^\varepsilon\), and \(T(s)M(t) = \mathbb{E}_t^\varepsilon M(t + s) = \mathbb{E}(M(t + s)|\mathcal{F}_t^\varepsilon)\). It is not hard to show that \(T(s)\) is a semigroup. Then we can define the \(p\)-infinitesimal generator by
\[
A^\varepsilon M(t) = p - \lim_{\delta \to 0} \frac{T(\delta)M(t) - M(t)}{\delta}
\]

(2.4)

if the limit exists and be in \(\mathcal{M}^\varepsilon\) [10].
3. The Main Result

Then we define the normalized difference

$$\Delta^\varepsilon(t) = \frac{1}{\sqrt{\varepsilon}} (x^\varepsilon(t) - \bar{x}(t)),$$

which satisfies

$$d\Delta^\varepsilon(t) = \frac{1}{\sqrt{\varepsilon}} [f_1(x^\varepsilon(t), y^\varepsilon(t)) - \bar{f}_1(\bar{x}(t))] dt, \quad \Delta^\varepsilon(0) = 0. \tag{3.1}$$

Our main theorem focuses on studying the weak convergence of the normal deviation $\Delta^\varepsilon(t)$, and proving that as $\varepsilon \to 0$, the limit of $\Delta^\varepsilon(t)$ weakly converges to some kind of Gaussian process governed by the so-called linearized equation

$$du(t) = \frac{\partial}{\partial x} [\bar{f}_1(\bar{x}(t))] u(t) dt + H(\bar{x}(t)) dW_1(t), \quad u(0) = 0,$$

where

$$H(x) = \left( \int_0^\infty 2\mathbb{E}[(f_1(x, \tilde{y}(s)) - \bar{f}_1(x))(f_1(x, \tilde{y}(0)) - \bar{f}_1(x))] ds \right)^{\frac{1}{2}}.$$

Here, $\tilde{y}(t)$ is the solution of (2.1) subject to the initial data $\tilde{y}(0)$ with distribution $\mu$, which deduces that the distribution of $\tilde{y}(t)$ is equal to $\mu$ for any $t \geq 0$. Thus, we give the statement of the main theorem as follows.

**Theorem 3.1.** Let assumptions (A1) to (A4) hold. Then the normal deviation $\Delta^\varepsilon(t)$ converges to $u(t)$ in the sense of distribution as $\varepsilon$ goes to zero.

**Proof:** The proof is divided into four steps.

**Step 1.** From (3.1), we have

$$d\Delta^\varepsilon(t) = \frac{1}{\sqrt{\varepsilon}} [f_1(x^\varepsilon(t), y^\varepsilon(t)) - f_1(x^\varepsilon(t), \tilde{y}(t)) + f_1(x^\varepsilon(t), \tilde{y}(t)) - \bar{f}_1(\bar{x}(t))] dt, \quad \Delta^\varepsilon(0) = 0.$$

Then we can split $\Delta^\varepsilon(t)$ into $\Delta^\varepsilon_1(t)$ and $\Delta^\varepsilon_2(t)$ satisfying the following equations respectively

$$d\Delta^\varepsilon_1(t) = \frac{1}{\sqrt{\varepsilon}} [f_1(x^\varepsilon(t), y^\varepsilon(t)) - f_1(x^\varepsilon(t), \tilde{y}(t))] dt, \quad \Delta^\varepsilon_1(0) = 0, \tag{3.2}$$

and

$$d\Delta^\varepsilon_2(t) = \frac{1}{\sqrt{\varepsilon}} [f_1(x^\varepsilon(t), \tilde{y}(t)) - \bar{f}_1(\bar{x}(t))] dt, \quad \Delta^\varepsilon_2(0) = 0. \tag{3.3}$$

From (3.2), (A1) and using Hölder’s inequality, it follows that

$$\mathbb{E}|\Delta^\varepsilon_1(t)| \leq \frac{C_1}{\sqrt{\varepsilon}} \int_0^t \mathbb{E}|y^\varepsilon(s) - \tilde{y}(s)|^2 ds \tag{3.4}$$

If we can obtain that $\Delta^\varepsilon_2(t)$ converges to $u$ weakly as $\varepsilon \to 0$, then combining the estimate (3.4) and the following steps will show that the proof of the main theorem is completed. Therefore, in the following two steps we mainly investigate the convergence of $\Delta^\varepsilon_2(t)$.

**Step 2.** Define the truncated component $\Delta^\varepsilon_{2,K}(t)$ which is the solution of the following equation

$$d\Delta^\varepsilon_{2,K}(t) = \frac{1}{\sqrt{\varepsilon}} k^K(\Delta^\varepsilon_{2,K}(t)) [f(x^\varepsilon(t), \tilde{y}(t)) - \bar{f}(\bar{x}(t))] dt, \quad \Delta^\varepsilon_{2,K}(0) = 0, \tag{3.5}$$
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where $K$ is a positive constant and
\[ q^K(v) = \begin{cases} 1, & v \in \{v : |v| \leq K\}, \\ 0, & \text{otherwise}. \end{cases} \]

We will prove that the solution $\Delta^\varepsilon K (t)$ of (3.3) is tight in $D$. Due to the Theorem 4 in [10, Page 48], we just need to show the following conditions hold.

- $\Delta^\varepsilon K(t)$ is uniform bounded with probability 1, that is,
  \[ \lim_{K \to \infty} \limsup_{\varepsilon \to 0} P \left\{ \sup_{0 \leq t \leq T} |\Delta^\varepsilon K(t)| \geq K \right\} = 0. \tag{3.6} \]

- There exists $M^\varepsilon K(t) \in \text{Dom}(A^\varepsilon K)$ such that $\{A^\varepsilon K(M^\varepsilon K(t)) : t \leq T\}$ is uniformly integrable, and
  \[ p\lim_{\varepsilon \to 0} (M^\varepsilon K(t) - g(\Delta^\varepsilon K(t))) = 0, \tag{3.7} \]
  for each $g \in C^2_0(\mathbb{R}, \mathbb{R})$.

Indeed, it follows from the truncation that (3.6) holds. And given a function $g \in C^2_0(\mathbb{R}, \mathbb{R})$, we define
\[ M^\varepsilon K(t) = g(\Delta^\varepsilon K(t)) + N^\varepsilon K_1(\Delta^\varepsilon K(t)) \]
with
\[ N^\varepsilon K_1(\Delta^\varepsilon K(t)) = \frac{1}{\sqrt{\varepsilon}} g'(\Delta^\varepsilon K(t)) \int_0^T g(\Delta^\varepsilon K(t)) \mathbb{E}^\varepsilon E_t \left[ f_1(x(t), \bar{y}(t)) - \bar{f}_1(x(t)) \right] ds. \tag{3.8} \]

Here, $g'(-)$ and $g''(-)$ denote the first-order derivative and the second-order derivative of $g$, respectively. We estimate (3.8)
\[ \sup_{0 \leq t \leq T} \mathbb{E} |N^\varepsilon K_1(\Delta^\varepsilon K(t))| = \sup_{0 \leq t \leq T} \sqrt{\varepsilon} \mathbb{E} |g'(\Delta^\varepsilon K(t))| \int_{t/\varepsilon}^{T/\varepsilon} g(\Delta^\varepsilon K(t)) \mathbb{E}^\varepsilon E_t \left[ f_1(x(t), \bar{y}(\tau)) - \bar{f}_1(x(t)) \right] d\tau \]
\[ \leq \sup_{0 \leq t \leq T} \sqrt{\varepsilon} \mathbb{E} \int_{t/\varepsilon}^{T/\varepsilon} g'(\Delta^\varepsilon K(t)) (\varepsilon^{-1/2}) d\tau \]
\[ \leq \varepsilon^2 / \varepsilon, \]
which implies (3.7). Let $A^\varepsilon K$ be $p-$ infinitesimal generator associated to the truncated problem. Then we have
\[ A^\varepsilon K M^\varepsilon K(t) = I_1 + I_2 + I_3 + I_4 + I_5, \]
where
\[ I_1 = \frac{q^K}{\sqrt{\varepsilon}} g'(\Delta^\varepsilon K(t)) [f_1(x(t), \bar{y}(t)) - f_1(x(t), \bar{y}(t))], \]
\[ I_2 = \frac{q^K}{\sqrt{\varepsilon}} \int_0^T g''(\Delta^\varepsilon K(t)) \mathbb{E}^\varepsilon E_t \left[ f_1(x(t), \bar{y}(t)) - \bar{f}_1(x(t)) \right] ds \]
\[ \times \left[ f_1(x(t), \bar{y}(t)) - f_1(x(t)) \right], \]
\[ I_3 = \frac{q^K}{\sqrt{\varepsilon}} \int_0^T g'(\Delta^\varepsilon K(t)) \frac{\partial}{\partial x} \left\{ \mathbb{E}^\varepsilon E_t \left[ f_1(x(t), \bar{y}(t)) - \bar{f}_1(x(t)) \right] \right\} dx \times \bar{f}_1(x(t)), \]
\[ I_4 = \frac{\sigma^2 q^K}{2\sqrt{\varepsilon}} \int_0^T g''(\Delta^\varepsilon K(t)) \frac{\partial^2}{\partial x^2} \left\{ \mathbb{E}^\varepsilon E_t \left[ f_1(x(t), \bar{y}(t)) - \bar{f}_1(x(t)) \right] \right\} ds, \]
\[ I_5 = \frac{q^K}{\sqrt{\varepsilon}} \int_0^T \int_{|z| < 1} g'(\Delta^\varepsilon K(t)) \left\{ \mathbb{E}^\varepsilon E_t \left[ f_1(x(t) + k_1 z, \bar{y}(t)) - \bar{f}_1(x(t)) \right] \right\} dz \]
It is easy to check that $J_i$, $i = 1, 2, 3, 4$, is uniformly integrable. By using Taylor’s expansion, we have for $0 < \theta < 1$,

$$I_5 = \frac{q^2 K^4 T^2}{2 \sqrt{\pi}} \int_{|z| < 1} \int_t^T g'((\Delta_2^{\varepsilon,K}(t)) \frac{\partial^2}{\partial x^2} \left\{ \mathbb{E}_t^\varepsilon [ f_1((\bar{x}(t) + t z), \bar{y}(\frac{t}{\varepsilon})) - \bar{f}_1(\bar{x}(t) + \theta z)] \right\} z^2 d\nu_1(dz),$$

which implies that $I_5$ is uniformly integrable, then we prove that $\{ A^{\varepsilon,K}(M^{\varepsilon,K}(t)) : t \leq T \}$ is uniformly integrable.

**Step 3.** Since $\Delta_2^{\varepsilon,K}(t)$ is tight in $\mathbb{D}$, then there exists a subsequence which converges to some $u^K(t) \in \mathbb{D}$ as $\varepsilon$ goes to zero. From (3.3), if follows that the limit $u^K(t)$ satisfies

$$du^K(t) = \frac{\partial}{\partial x}[\bar{f}_1(\bar{x}(t))]u^K(t) dt + H(\bar{x}(t)) dW_1.$$  \hspace{1cm} (3.9)

And the corresponding infinitesimal operator for (3.9) is given by

$$A^K g(u^K(t)) = g'(u^K(t)) \frac{\partial}{\partial x}[\bar{f}_1(\bar{x}(t))]u^K(t) + \frac{1}{2} g''(u^K(t))[H(\bar{x}(t))]^2.$$ 

If we prove that for each more smooth function in $C^1_0(\mathbb{R}, \mathbb{R})$, denoted still by $g(.)$, there exists $L^{\varepsilon,K}(t) \in \text{Dom}(A^{\varepsilon,K})$ such that

$$p - \lim_{\varepsilon \to 0} [L^{\varepsilon,K}(t) - g(\Delta_2^{\varepsilon,K}(t))] = 0,$$

it implies from the Theorem 2 in [10, Chapter 3] that $\Delta_1^{\varepsilon,K}(\cdot)$ weakly converges to $u^K(\cdot)$ in $\mathbb{D}$ as $\varepsilon$ goes to zero.

To prove (3.10), we define

$$L^{\varepsilon,K}(t) = g(\Delta_2^{\varepsilon,K}(t)) + N_{1}^{\varepsilon,K}(\Delta_2^{\varepsilon,K}(t)) + N_{2}^{\varepsilon,K}(\Delta_2^{\varepsilon,K}(t))$$

with

$$N_{2}^{\varepsilon,K}(\Delta_2^{\varepsilon,K}(t)) = q^2 \int_t^T \Delta_2^{\varepsilon,K}(t) g'(\Delta_2^{\varepsilon,K}(t)) \mathbb{E}^\varepsilon_t \left[ \frac{\partial}{\partial x} f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right] ds.$$

Note that $\sup_{0 \leq t \leq T} \mathbb{E}|N_{2}^{\varepsilon,K}(\Delta_1^{\varepsilon,K}(t))| \leq c_1 \sqrt{T}$. Then with (3.7), the first estimate of (3.10) is obtained. Similarly, we have

$$A^{\varepsilon,K} N_{2}^{\varepsilon,K}(t) = J_1 + J_2 + J_3 + J_4 + J_5,$$

where

$$J_1 = -q^2 \Delta_2^{\varepsilon,K}(t) g'(\Delta_2^{\varepsilon,K}(t)) \left[ \frac{\partial}{\partial x} f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right];$$

$$J_2 = q^2 \int_t^T \Delta_2^{\varepsilon,K}(t) g'(\Delta_2^{\varepsilon,K}(t)) \mathbb{E}^\varepsilon_t \left[ \frac{\partial}{\partial x} f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right] ds;$$

$$J_3 = q^2 \int_t^T \Delta_2^{\varepsilon,K}(t) g'(\Delta_2^{\varepsilon,K}(t)) \mathbb{E}^\varepsilon_t \left[ \frac{\partial}{\partial x} f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right] ds \times \bar{f}_1(\bar{x}(t));$$

$$J_4 = \frac{q^2}{2} \int_t^T \Delta_2^{\varepsilon,K}(t) g'(\Delta_2^{\varepsilon,K}(t)) \frac{\partial^2}{\partial x^2} \left\{ \mathbb{E}^\varepsilon_t \left[ \frac{\partial}{\partial x} f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right] \right\} ds;$$

$$J_5 = q^2 \int_t^T \int_{|z| < 1} \Delta_2^{\varepsilon,K}(t) g'(\Delta_2^{\varepsilon,K}(t)) \mathbb{E}^\varepsilon_t \left[ \frac{\partial}{\partial x} f_1((\bar{x}(t) + k_1 z), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right]$$

$$- \mathbb{E}^\varepsilon_t \left[ \frac{\partial}{\partial x} f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right] - k_1 z \frac{\partial}{\partial x} \mathbb{E}^\varepsilon_t \left[ \frac{\partial}{\partial x} f_1((\bar{x}(t) + k_1 z), \bar{y}(\frac{t}{\varepsilon})) - \frac{\partial}{\partial x} \bar{f}_1(\bar{x}(t)) \right] \left\} \nu_1(dz) \right\}.$$
By the assumption (A3) and the exponential mixing of the invariant measure, we can also obtain that $\sum_{i=3}^{5} I_i$ and $\sum_{j=2}^{5} J_j$ both converge to 0 as $\varepsilon \to 0$. Moreover, we also have

$$I_1 + J_1 = q^K g'((\Delta^2)^K (t)) \frac{\bar{f}_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - \bar{f}_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon}))}{x^\varepsilon(t) - \bar{x}(t)} \Delta^2(\varepsilon, t) + J_1$$

$$= q^K \Delta^2(\varepsilon, t) g'((\Delta^2)^K (t)) \frac{\partial}{\partial x} f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) + o(\sqrt{\varepsilon}) + J_1$$

(3.11)

and $I_2 = I_{21} + I_{22}$ where

$$I_{21} = q^K g''((\Delta^2)^K (t)) \int_{\frac{t}{\varepsilon}}^{\frac{1}{\varepsilon}} \mathbb{E} \left[ f_1(\bar{x}(t), \bar{y}(\tau)) - \bar{f}_1(\bar{x}(t)) \right] d\tau f_1(x^\varepsilon(t), \bar{y}(\frac{t}{\varepsilon})) - f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon}))$$

$$I_{22} = q^K g''((\Delta^2)^K (t)) \int_{\frac{t}{\varepsilon}}^{\frac{1}{\varepsilon}} \mathbb{E} \left[ f_1(\bar{x}(t), \bar{y}(\tau)) - \bar{f}_1(\bar{x}(t)) \right] d\tau f_1(\bar{x}(t), \bar{y}(\frac{t}{\varepsilon})) - f_1(\bar{x}(t))$$

By the exponential mixing of the invariant measure, we know $\mathbb{E}[I_{21}] = o(\varepsilon)$. Moreover, we have

$$\mathbb{E}[I_{22}] = \frac{1}{2} q^K g''((\Delta^2)^K (t))[H(\bar{x}(t))]^2 + o(\varepsilon).$$

(3.12)

Due to $A^{\varepsilon,K}[L^{\varepsilon,K}(t)] = \sum_{i=1}^{5} (I_i + J_i)$, it deduce from (3.11) and (3.12) that the second estimate of (3.10) holds true.

**Step 4.** Taking $K \to \infty$, together with the weak convergence of $\Delta^2(\varepsilon, \cdot)$, $\Delta(\varepsilon, t)$ converges weakly to $u(t)$ in $\mathbb{D}$ as $\varepsilon$ goes to zero.

This proof is completed. \hfill \Box
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