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Abstract

We study resonant billiard trajectories within quadrics in the $d$-dimensional Euclidean space. We relate them to the theory of approximation, in particular the extremal rational functions on the systems of $d$ intervals on the real line. This fruitful link enables us to prove fundamental properties of the billiard dynamics and to provide a comprehensive study of a large class of non-periodic trajectories of integrable billiards. A key ingredient is a functional-polynomial relation of a generalized Pell type. Applying further these ideas and techniques to $s$-weak billiard trajectories, we come to a functional-polynomial relation of the same generalized Pell type.

Keywords: Ellipsoidal billiards; resonant trajectories; $s$-weak Poncelet trajectories; Cayley-type conditions; extremal rational functions; elliptic and hyper-elliptic curves; caustics; generalized Pell’s equations.

AMS subclass: 14H70, 41A10, 70H06, 37J35, 26C05
1 Introduction

Mathematical billiard is a dynamical system where a particle moves along straight lines within certain bounded domain in the space, and obeys billiard reflection law when it hits the boundary [KT1991, Tab2005]. It is clear that the behaviour of such a system crucially depends on the shape of the domain. Billiards within quadrics are of a special interest because of their rich geometric and dynamical properties and, in particular, integrability. While the two-dimensional systems of billiards within conics, and especially ellipses, have been intensively studied from various perspectives, see for example [Bol1992, KT1991, DR2011, DR2014, ADSK2016, ADSK2016, KS2018, BM2017, BM2022, Glu2021] and references therein, the amount of research of their higher-dimensional generalizations is significantly smaller.

In this paper, our main object are the billiard systems within quadrics in dimensions higher than two.

The study of billiards within an ellipsoid in three-dimensional space started with Darboux in 1870, see [Dar1870]. After a long gap, the interest to the subject renewed starting from 1990’s, see [MV1991, CCS1993, DR1998a, DR1998b, Wie2000, Fed2001, BDFRR2002, WD2004, DR2004, AP2006, DR2006, DR2008, AG2010, DR2011, CRR2011, DR2012, RR2014].

One of the natural first questions when studying billiards is to find about their periodic trajectories. For ellipsoidal billiards, according to the generalized Poncelet theorem [Dar1870, CCS1993], if there is a periodic billiard trajectory within ellipsoid, then each other trajectory sharing the same caustics will be periodic with the same period. The existence of caustics for ellipsoidal billiard is a geometric manifestation of the integrals of
motion: any trajectory of billiard within an ellipsoid in the $d$-dimensional Euclidean space has $d - 1$ caustics, which are quadrics confocal with the boundary.

Analytic conditions for periodicity are, in the planar case, the classical Cayley’s conditions [Cay1854, GH1978], while for higher dimensions they were first derived in [DR1998a, DR1998b], see also [DR2004]. The relationship of those conditions with polynomials was explored in [RR2014], and further deepened in [DR2019a], where the connection between periodic trajectories of billiards within ellipsoid in $d$ dimensional Euclidean space and extremal polynomials on $d$ intervals on the real line was fully exploited, enabling us to closely investigate the behaviour of the rotation numbers and led to a complete classification of periodic trajectories, see also [DR2019b, ADR2019, ADR]. Namely, the condition for $n$-periodicity of the billiard trajectories in the $d$-dimensional case was related to the existence of a pair of real polynomials $\hat{p}_n, \hat{q}_{n-d}$ of degrees $n$ and $n - d$ respectively such that the polynomial Pell equation holds:

$$\hat{p}_n^2(s) - \hat{P}_{2d}(s)\hat{q}_{n-d}^2(s) = 1, \quad (1.1)$$

where $\hat{P}_{2d}(s)$ is a polynomial of degree $2d$ determined by the axes of the boundary ellipsoid and the caustics of the trajectory. Apparently, the polynomials $\hat{p}_n$ are Chebyshev polynomials, the extremal polynomials on the system of $d$ intervals of the real line, where the endpoints of the intervals are the zeros of the polynomial $\hat{P}_{2d}(s)$.

Thus, one can conclude that those existing research results provided a well-rounded understanding of periodic ellipsoidal billiard trajectories. The goal of this paper is to deepen the insight into nonperiodic trajectories. As noted above, the billiards in higher dimensions are much less studied than their planar counterparts. One of the reasons contributing to increased complexity of billiards in dimensions three and higher is the existence of skew lines, making the study of higher-dimensional billiards both challenging and interesting.

Start with the following example of the classification of billiard trajectories. Noticing that any pair of lines in the space can be a pair of coinciding lines, coplanar lines, or skew lines, we note that any billiard trajectory belongs exactly to one of the following classes:

- periodic trajectories; or
- nonperiodic trajectories that have a pair of nonconsecutive coplanar segments;
- trajectories where all pairs of nonconsecutive segments are skew.

For the dimension $d \geq 3$, we refined the last class in [DR2008] using the following property (see [Tju1975] and also [DR2011]): For any pair of lines $\ell, \ell'$ in the $d$-dimensional space, which are touching the same set of $d - 1$ confocal quadrics, we can assign a set of at most $d - 2$ lines: $\ell_1, \ldots, \ell_j, j \leq d - 2$, such that:

- $\ell_1, \ldots, \ell_j$ are touching the same $d - 1$ quadrics as $\ell, \ell'$;
- in the sequence $\ell, \ell_1, \ldots, \ell_j, \ell'$, each two consecutive lines are coplanar.
Based on the number $j$ of such lines $\ell_1, \ldots, \ell_j$, in \cite{DR2008}, we introduced classes of skew lines, invented the concept of \textit{weak periodic} ellipsoidal billiard trajectories, and derived analytic conditions for such trajectories.

Our aim in this paper is to initiate investigation of \textit{resonant} billiard trajectories within ellipsoids in $d$-dimensional Euclidean space and to relate them, on one side, to the theory of approximation, in particular the extremal \textit{rational} functions on the systems of $d$ intervals on the real line, and on the other side, to weak periodicity which originated in \cite{DR2008}.

A key ingredient in this work is a functional-polynomial relation of a \textit{generalized} Pell type:

$$A^2(z) - \prod_{j=1}^{2d} (z - c_j)B^2(z) = S_m(z)^2. \quad (1.2)$$

Note that, in this generalized equation, there is the square of a polynomial on the right-hand side, while the original polynomial Pell equation (1.1) has just a constant instead.

The link we provide enables us to derive fundamental properties of the billiard dynamics and to provide a comprehensive study of a large class of non-periodic trajectories of such billiard systems.

1.1 \textbf{The organization of the paper}

This paper is organized as follows.

The following Section 2.1 starts with recalling the notion of $(E, m)$-representation from \cite[Section 5.5.4]{KLN1990} and a brief review of the relationship with the extremal polynomials on $d$ real intervals. Then, in Section 2.2 we formulate the main new extremal problem, so-called \textit{restricted extremal problem} for rational functions of bounded degree of the denominator on a system of $d$ real intervals. The main result of that section is Theorem 2.3 which provides the rigidity and uniqueness conditions for a system of $d$ intervals to admit solutions of the restricted extremal problem with a prescribed degree of the denominator $g_m$, i.e. which allows a solution of a generalized Pell equation of a given form, see equation (1.2), with the degree of the polynomial $S_m$ being equal to $g_m$. In Lemma 2.8 we derive the cardinality of alternance sets for the extremal rational functions.

In Section 3 we introduce the resonance of an ellipsoidal billiard trajectory and associated winding numbers, see Definition 3.6. Theorem 3.10 provides a generalized Pell’s equation (3.7) which relates the degree of the polynomial on the left hand side with the resonance of trajectories with given caustics. Definition 3.12 introduces the adjoint resonance, the adjoint winding numbers and the adjoint type of a path of a billiard trajectory. Proposition 3.13 proves that the adjoint winding numbers are strictly decreasing, while Theorem 3.9 proves that all periodic trajectories with given caustics have the same Euclidean length and provides the formula for the length. In Section 3.3 we prove the uniqueness result for the caustics of the trajectories with a given adjoint resonance, see Theorem 3.18. The proof is based on the so-called Audin Alternative as formulated in Lemma 3.17 and Theorem 2.3 from Section 2.

Section 4 is devoted to the weak periodicity, a natural stratification of non-periodic ellipsoidal billiard trajectories from \cite{DR2008}, see Definition 4.16 in Section 4.4. The
The main result is Theorem 4.17 which characterizes weak periodic trajectories in terms of generalized Pell equations (4.14). Both resonant trajectories from Section 3 and weak periodic trajectories from Section 4 are characterized by the generalized Pell equations of the same form, see equation (1.2). A slight difference is that there are more restrictive conditions on locations of zeros of the involved polynomials in Theorem 3.10 than in Theorem 4.17. As a result, we get Theorem 4.18 with the inequality (4.18). The last two subsections are devoted to examples of weak periodic trajectories in dimensions 3 and 4.

2 The extremal problem and \((E, m)\)-representation

We first review the notion of \((E, m)\)-representation from [KLN1990, Section 5.5.4] and then formulate the main extremal problem considered in this paper.

2.1 \((E, m)\)-representation

Let \(c_{2d} < c_{2d-1} < \cdots < c_1\) be real numbers and \(P(z)\) a real polynomial of degree \(2n\) which is positive on the set \(E = \bigcup_{j=1}^{d} [c_{2j}, c_{2j-1}]\). We say that such a polynomial admits an \((E, m)\)-representation, \(m \geq d\), if there are real polynomials \(A_m(z)\) and \(B_{m-d}(z)\) of degrees \(m\) and \(m - d\) respectively such that:

- \(P(z) = A_m^2(z) - \prod_{j=1}^{d} (z - c_j) B_{m-d}^2(z);\)
- all zeros of \(A_m(z)\) and \(B_{m-d}(z)\) are real, simple, and belong to \(E;\)
- in each of the \(d\) open intervals \((c_{2j}, c_{2j-1})\), \(j = 1, 2, \ldots, d\), polynomials \(A_m(z)\) and \(B_{m-d}(z)\) satisfy the following:
  - the polynomial \(A_m(z)\) has one zero more than \(B_{m-d}(z)\); and
  - the zeros of those two polynomial alternate: between any two zeros of \(A_m(z)\) there is exactly one zero of \(B_{m-d}(z)\).

**Remark 2.1** These requirements imply that \(A_m(c_j) \neq 0\), \(B_{m-d}(c_j) \neq 0\) for all \(j = 1, \ldots, 2d\).

We quote one relatively recent characterization of polynomials which admit \((E, m)\)-representation.

**Theorem 2.2 (Krein, Levin, Nudelman, [KLN1990, Th. 5.13])** Let \(P(z)\) be a polynomial of degree \(2n\) which is positive on \(E\), and the numbers \(N_k\) determined by the following \(d - 1\) relations:

\[
\frac{1}{2\pi} \int_E \frac{z^j \ln P(z)}{\sqrt{T(z)}} dz = \sum_{k=1}^{d-1} (-1)^k N_k \int_{c_2(d-k+1)}^{c_2(d-k)} \frac{z^j}{\sqrt{|T(z)|}} dz + (-1)^d m \int_{c_1}^{\infty} \frac{z^j}{\sqrt{|T(z)|}} dz,
\]

where \(j \in \{0, 1, \ldots, d - 2\}\) and \(T(z) = \prod_{j=1}^{d} (z - c_j)\).
Then \( \mathcal{P}(z) \) admits an \((E,m)\)-representation if and only if the numbers \( N_k \) are positive integers. Moreover, then each \( N_k \) represents the number of zeros of \( A_m(z) \) in the open interval \((0, c_2(d-k+1)-1)\).

Now, we are going to review some facts from the theory of extremal polynomials on a system of several intervals of real axis. Such polynomials are also called generalized Chebyshev polynomials, since in the case of one interval, they coincide with the classical Chebyshev polynomials.

For \( n = 0 \), the polynomial \( \mathcal{P}(z) \) is constant, so we can assume \( \mathcal{P}(z) \equiv 1 \), and get the Pell equation:

\[
1 = A_m^2(z) - T(z)B_{m-d}^2(z). \tag{2.1}
\]

The polynomials \( A_m \) are, in this case, up to a scalar factor, the extremal polynomials on the system of \( d \) intervals \( E \) with respect to the uniform norm. They were introduced and studied initially by Chebyshev and his school (see [Ahl1947]). The Pell equation indicates that the system \( E \) is the maximal one with \( A_m \) as its extremal polynomial of degree \( m \). We are going to study the structure of extremal points of \( A_m \), in particular the set of points of alternance.

Still assuming \( n = 0 \) and \( \mathcal{P}(z) \equiv 1 \), we notice that the roots of \( T \) are simple solutions of the equation \( A_m^2(z) = 1 \), while the roots of \( B_{m-d} \) are double solutions of the equation \( A_m^2(z) = 1 \). Due to the assumptions on the degrees of the polynomials, these are all points where \( |A_m(z)| \) is equal to 1.

A set of points of alternance is, by definition, a subset of the solutions of the equation \( |A_m(z)| = 1 \), with the maximal number of elements, such that the signs of \( A_m(z) \) alter on it. Such a set is not uniquely determined, however the number of its elements is fixed and equal to \( m + 1 \). [SY1992, Sim2015].

### 2.2 The Extremal Problem

One of the extremal problems considered in [KLN1990, Section 5.5.5] is as follows:

Let \( \mathcal{P}(z) \) be a real polynomial of degree \( 2n \) which is positive on \( E \) and \( m \) a given natural number, \( m \geq n \). Consider the rational functions of the form

\[
\frac{X(z)}{H(z)\mathcal{P}(z)}, \tag{2.2}
\]

where \( X(z) \) and \( H(z) \) are real monic polynomials of degrees at most \( m + d - 1 \) and \( d - 1 \) respectively. We assume that all zeros of \( H(x) \) belong to the open gap-intervals \((c_{2j-1}, c_{2j-2})\) and each of those intervals contains at most one zero of \( H(z) \). Such rational functions are called \( mPE \) rationals. Find among \( mPE \) rationals the one with the least deviation from zero on \( E \) with respect to the uniform norm.
The solution of the Extremal Problem from [KLN1990] Section 5.5.5 establishes first that a generalized Pell’s equation

\[ S_m(z)^2P(z) = A_{m+gm}^2(z) - \prod_{j=1}^{2d} (z - c_j)B_{m+gm-d}^2(z), \quad (2.3) \]

has always a solution without any restrictions on the set \( E \). Here, \( S_m(z) \) is a real monic polynomial of degree \( g_m \leq d - 1 \) with all zeros in the open gap-intervals \((c_{2j-1}, c_{2j-2})\) with at most one zero in each gap-interval, and which generates an \((E, m + g_m)\) representation of the polynomial \( S_m(z)^2P(z) \). The polynomials \( A_{m+gm}(z) \) and \( B_{m+gm-d}(z) \) are of the degrees \( m + g_m \) and \( m + g_m - d \) respectively. Then they conclude that the extremal \( mPE \) rational is

\[ \chi_0(z) = \frac{A_{m+gm}(z)}{A_0S_m(z)}, \]

where \( A_0 \) is the leading coefficient of \( A_{m+gm}(z) \).

We are going to consider the following restricted version of the above extremal problem:

**The Restricted Extremal Problem.** Let \( P(z) \) be a polynomial of degree \( 2n \) which is positive on \( E \), and \( m, q \) integers such that \( m \geq n, \ m \geq d, \) and \( 0 \leq q \leq d - 1 \). Under which conditions on \( E \) the denominator of the extremal \( mPE \) rational has the degree \( g_m \) which is not greater than \( q \)? We will call such extremal \( mPE \) rationals \( q\text{-restricted} \) if the degree of their denominators \( g_m \) do not exceed \( q \).

In the further discussion, we will assume that \( n = 1 \) and \( P \equiv 1 \).

Suppose two unions of closed intervals are given:

\[ I_d = \bigcup_{j=0}^{d-1} [c_{2(d-j)}, c_{2(d-j)-1}] \quad \text{and} \quad I_d^* = \bigcup_{j=0}^{d-1} [c_{2(d-j)}^*, c_{2(d-j)-1}^*] \]

which both admit extremal \( g_m \)-restricted \( m \)-rationals which are generated through the solutions of the generalized Pell equations:

\[ S_m(z)^2 = A_{m+gm}^2(z) - \prod_{j=1}^{2d} (z - c_j)B_{m+gm-d}^2(z), \quad (2.4) \]

and

\[ \tilde{S}_m(z)^2 = \tilde{A}_{m+gm}^2(z) - \prod_{j=1}^{2d} (z - c_j^*)\tilde{B}_{m+gm-d}^2(z), \]

where \( \deg S_m = \deg \tilde{S}_m = g_m \leq q \), while \((A_{m+gm}, B_{m+gm-d})\) and \((\tilde{A}_{m+gm}, \tilde{B}_{m+gm-d})\) form \((I_d, m + g_m)\) and \((I_d^*, m + g_m)\) representations respectively.

**Theorem 2.3** Let \( g_m \) be an integer, \( 0 \leq g_m \leq d - 1 \). Suppose that:

(i) at least \( g_m + 1 \) of the intervals from the union \( I_d \) coincide with corresponding intervals from \( I_d^* \);
(ii) for each \( j \in \{0, \ldots, d-1\} \), \( c_{2(d-j)} = c_{2(d-j)}^* \) or \( c_{2(d-j)-1} = c_{2(d-j)-1}^* \);

(iii) in each pair of the corresponding closed intervals

\[
[c_{2(d-j)}, c_{2(d-j)-1}] \quad \text{and} \quad [c_{2(d-j)}^*, c_{2(d-j)-1}^*]
\]

the rational functions \( A_{m+g_m}/S_m, \tilde{A}_{m+g_m}/\tilde{S}_m \) have the same number of extreme points;

(iv) the functions \( A_{m+g_m}/S_m, \tilde{A}_{m+g_m}/\tilde{S}_m \) have the same uniform norms on \( \mathcal{I}_d \) and \( \mathcal{I}_d^* \) respectively;

(v) in each pair of the corresponding open gap intervals

\[
(c_{2(d-j)-1}, c_{2(d-j)-2}) \quad \text{and} \quad (c_{2(d-j)-1}^*, c_{2(d-j)-2}^*)
\]

either both polynomials \( S_m \) and \( \tilde{S}_m \) have a zero or none of them has a zero.

Then \( \mathcal{I}_d = \mathcal{I}_d^* \) and \( A_{m+g_m}/S_m = \pm \tilde{A}_{m+g_m}/\tilde{S}_m \).

Proof. Denote \( \mathscr{A}_m = A_{m+g_m}/S_m, \tilde{\mathscr{A}}_m = \tilde{A}_{m+g_m}/\tilde{S}_m, I_j = [c_{2(d-j)}, c_{2(d-j)-1}], \) and \( I_j^* = [c_{2(d-j)}^*, c_{2(d-j)-1}^*] \).

Let \( L_j \) be the number of points of alternance of \( \mathscr{A}_m \) on \( I_j \). Whenever \( I_j = I_j^* \), the assumption (iii) implies that \( \mathscr{A}_m \) will also have \( L_{\alpha_j} \) points of alternance on \( I_j^* \).

Denote by \( Z(I) \) the number of zeros of \( \mathscr{A}_m - \tilde{\mathscr{A}}_m \) on a closed interval \( I \). We will estimate \( Z(I) \) for various closed intervals \( I \). One can easily see that:

\[
Z(I_j) \geq L_j \quad \text{whenever} \quad I_j = I_j^*;
\]
\[
Z(I_j) \geq L_j - 1 \quad \text{whenever} \quad I_j \neq I_j^*.
\]

The proofs of those two inequalities follow along the lines of the proof of Lemma 2.11 from [PS1999]. Namely, for the first inequality one needs to select a proper sign of \( \tilde{\mathscr{A}}_m \) on the first coinciding interval. From the assumption (v) then it follows that the signs of \( \tilde{\mathscr{A}}_m \) at all other coinciding intervals are such to guarantee the fulfilment of the first inequality.

Observe that

\[
\sum_{j=1}^{d} L_j = m + g_m + d,
\]

since the extremal points are the \( m + g_m - d \) zeros of the polynomial \( B_{m+g_m-d} \) and the \( 2d \) endpoints of the segments. On the other hand, from the previous inequalities we get

\[
Z([c_{2d}, c_1]) \geq \sum_{j=1}^{d} L_j - (d - g_m - 1) = m + 2g_m + 1.
\]

Since the degree of the numerator of the difference \( \mathscr{A}_m - \tilde{\mathscr{A}}_m \) is at most \( m + 2g_m \) we conclude that \( \mathscr{A}_m = \tilde{\mathscr{A}}_m \) and \( \mathcal{I}_d = \mathcal{I}_d^* \). \( \square \)
Remark 2.4 The case $g_m = d - 1$ was considered in [KLN1990, Section 5.5.5]. Another extreme case is $g_m = 0$. It was considered in [PS1999, Theorem 2.12].

In the following two propositions, we are going to generalize some other results from [PS1999] to the case of rational functions. Assume the equation (2.4) is satisfied.

Proposition 2.5 Let $P \equiv 1$ be the constant polynomial and $\chi_0$ be the MPE extremal rational function with the degree of the denominator equal $g_m$ and the norm $L$. Denote by $x_1^+, \ldots, x_{m+g_m}^+$ solutions of the equation $\chi_0(z) = L$ and by $x_1^-, \ldots, x_{m+g_m}^-$ solutions of the equation $\chi_0(z) = -L$. Then

$$
\sum_{j=1}^{m+g_m} (x_j^+)^k - \sum_{j=1}^{m+g_m} (x_j^-)^k = 0, \quad k \in \{0, 1, \ldots, m - 1\}.
$$

Proof. It follows the proof of Lemma 2.1 from [PS1999]. Denote $W^+ = \chi_0 - L$ and $W^- = \chi_0 + L$. Then

$$
W^\pm = \prod_{j=1}^{m+g_m} \frac{z - x_j^\pm}{z - w_i}.
$$

Since the difference $W^+ - W^-$ is constant, we have

$$
\frac{\prod_{j=1}^{m+g_m} (z - x_j^+)}{\prod_{j=1}^{m+g_m} (z - x_j^-)} = 1 + O \left( \frac{1}{z^m} \right)
$$

Taking the logarithmic derivative from both sides of the last equality, we get

$$
\frac{(W^+)'}{W^+} - \frac{(W^-)'}{W^-} = O \left( \frac{1}{z^{m+1}} \right)
$$

and

$$
\sum_{j=1}^{m+g_m} \frac{1}{z - x_j^+} - \sum_{j=1}^{m+g_m} \frac{1}{z - x_j^-} = \sum_{k=0}^{m+g_m} \left[ \sum_{j=1}^{m+g_m} (x_j^+)^k - \sum_{j=1}^{m+g_m} (x_j^-)^k \right] \frac{1}{z^{k+1}} = O \left( \frac{1}{z^{m+1}} \right).
$$

We will denote by $\sigma_n^k$ symmetric functions of $n$ variables of order $k$ defined as follows:

$$
\sigma_n^k(a_1, \ldots, a_n) = \sum_{i_1 < \cdots < i_k} a_{i_1} \cdots a_{i_k}.
$$

Proposition 2.6 Suppose that given points $x_1^+, \ldots, x_{m+g_m}^+$ and $x_1^-, \ldots, x_{m+g_m}^-$ satisfy:

$$
\sigma_{m+g_m}^k(x_i^+) = \sigma_{m+g_m}^k(x_i^-), \quad k \in \{0, 1, \ldots, m - 1\}.
$$

Proof. It follows the proof of Proposition 2.5 from [PS1999]. Denote $W^+_k = \chi_0 - L$ and $W^-_k = \chi_0 + L$. Then

$$
W^\pm_k = \prod_{j=1}^{m+g_m} \frac{z - x_j^\pm}{z - w_i}.
$$

Since the difference $W^+_k - W^-_k$ is constant, we have

$$
\frac{\prod_{j=1}^{m+g_m} (z - x_j^+)}{\prod_{j=1}^{m+g_m} (z - x_j^-)} = 1 + O \left( \frac{1}{z^m} \right)
$$

Taking the logarithmic derivative from both sides of the last equality, we get

$$
\frac{(W^+_k)'}{W^+_k} - \frac{(W^-_k)'}{W^-_k} = O \left( \frac{1}{z^{m+1}} \right)
$$

and

$$
\sum_{j=1}^{m+g_m} \frac{1}{z - x_j^+} - \sum_{j=1}^{m+g_m} \frac{1}{z - x_j^-} = \sum_{k=0}^{m+g_m} \left[ \sum_{j=1}^{m+g_m} (x_j^+)^k - \sum_{j=1}^{m+g_m} (x_j^-)^k \right] \frac{1}{z^{k+1}} = O \left( \frac{1}{z^{m+1}} \right).
$$

We will denote by $\sigma_n^k$ symmetric functions of $n$ variables of order $k$ defined as follows:

$$
\sigma_n^k(a_1, \ldots, a_n) = \sum_{i_1 < \cdots < i_k} a_{i_1} \cdots a_{i_k}.
$$
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Then:
\[ L = \frac{(-1)^m}{2} \left[ \sigma^m_{m+g_m}(x_i^+) - \sigma^m_{m+g_m}(x_i^-) \right], \]
\[ h_i = \frac{(-1)^{i+m}}{2L} \left[ \sigma^{i+m}_{m+g_m}(x_i^+) - \sigma^{i+m}_{m+g_m}(x_i^-) \right], i = 1, \ldots, g_m, \]
define the denominator \( H_{g_m}(z) = h_{g_m} + h_{g_m-1}z + \ldots + h_1 z^{g_m-1} + z^{g_m} \) of the extremal rational function
\[ \frac{\prod_{j=1}^{m+g_m} (z - x_j^+)}{H_{g_m}(z)} - L = \frac{\prod_{j=1}^{m+g_m} (z - x_j^-)}{H_{g_m}(z)} + L = \chi_0. \]

Proof. Let us first observe that the conditions (2.5) and (2.6) are equivalent. Next, we observe the polynomial identity:
\[ 2L H_{g_m}(z) = \prod_{j=1}^{m+g_m} (z - x_j^+) - \prod_{j=1}^{m+g_m} (z - x_j^-). \]

The proof now follows from the comparison of the coefficients of the same degree on the left and the right hand side of the polynomial identity. \( \square \)

Remark 2.7 How can the union \( E \) of the closed segments be reconstructed from points \( x_j^+, x_j^- \) that satisfy the conditions of Proposition 2.6? Note that those points are the solutions of the equations \( \chi_0(z) = L \) and \( \chi_0(z) = -L \), and they are listed with the corresponding multiplicites. The points with are listed only once will be the endpoints of the closed intervals which constitute \( E \).

Lemma 2.8 The number of points of an alternance set for the extremal rational function \( \chi_0 \) is \( m + 2g_m + 1 \).

Proof. The points of alternance are the \( m + g_m - d \) zeros of \( B_{m+g_m-d} \) and \( d + 1 \) endpoints of the intervals as in the polynomial case, where only one endpoint is selected in each of the \( d - 1 \) gap-intervals \( (c_{2j-1}, c_{2j-2}) \), \( j \in \{2, \ldots, d\} \). In addition, in the rational case there are also \( g_m \) more endpoints of those gap-intervals \( (c_{2j-1}, c_{2j-2}) \), where the denominator has zeros, which belong to the alternance set. These additional \( g_m \) points of alternance appear with each gap interval \( (c_{2j-1}, c_{2j-2}) \) where the denominator has a zero. Since the zero is unique in the interval and simple, the values of the function at the endpoints are of the opposite signs. In total, this gives \( m + g_m - d + d + 1 + g_m = m + 2g_m + 1 \) points of alternance. \( \square \)
3 Resonant billiard trajectories within ellipsoid

In this section, we will first review the winding numbers associated to periodic trajectories of billiards within ellipsoids in an arbitrary-dimensional Euclidean space. Then we generalise the frequency map to all trajectories and define resonance for non-periodic ones, and, finally, employ the restricted extremal problem from Section 2 to discuss the caustics of resonant billiard trajectories.

3.1 Billiards within ellipsoids. Associated winding numbers.

A variety of higher-dimensional analogues of Poncelet polygons were introduced in [Dar1914, CCS1993, DR2006, DR2008], see also [DR2011] for a systematic exposition and bibliography therein. Corresponding Cayley-type conditions for periodicity were derived by the present authors in [DR1998a, DR1998b, DR2004, DR2008], see also [DR2011].

Let an ellipsoid in the $d$-dimensional Euclidean space $E^d$ be given by:

$$E : \frac{x_1^2}{a_1} + \cdots + \frac{x_d^2}{a_d} = 1, \quad a_1 > a_2 > \cdots > a_d > 0.$$ (3.1)

The family of quadrics confocal with $E$ is:

$$Q_\lambda : Q_\lambda(x) = \frac{x_1^2}{a_1 - \lambda} + \cdots + \frac{x_d^2}{a_d - \lambda} = 1,$$ (3.2)

with $x = (x_1, \ldots, x_d) \in E^d$.

We will say that confocal quadrics $Q_\lambda, Q_\mu$ are of the same type if both $\lambda$ and $\mu$ belong to the same open interval among the following ones: $(-\infty, a_d), (a_{j+1}, a_j)$, with $j \in \{1, \ldots, d-1\}$. For a point given by its Cartesian coordinates $x = (x_1, \ldots, x_d)$, the Jacobi elliptic coordinates $(\lambda_1, \ldots, \lambda_d)$ are defined as the solutions of the equation in $\lambda$: $Q_\lambda(x) = 1$. The correspondence between the elliptic and Cartesian coordinates is not injective, since points symmetric with respect to coordinate hyper-planes have equal elliptic coordinates. Note that the quadrics $Q_{\lambda_1}, Q_{\lambda_2}, \ldots, Q_{\lambda_d}$ which contain a given point $x$ are orthogonal to each other at the point of intersection and they are all of mutually distinct types [Arn1989, Appendix 15].

The Chasles theorem states that almost any line $\ell$ in the space $E^d$ is tangent to exactly $d - 1$ non-degenerate quadrics from the confocal family and the tangent hyper-planes at the points of tangency are orthogonal to each other [Arn1989, Theorem 2, Appendix 15]. Moreover, if $\ell'$ obtained from $\ell$ by the billiard reflection off a quadric from the confocal family (3.2), then those two lines are touching the same $d - 1$ confocal quadrics $Q_{\gamma_1}, \ldots, Q_{\gamma_{d-1}}$. Moreover, the Jacobi elliptic coordinates $(\lambda_1, \ldots, \lambda_d)$ of any point on $\ell$ satisfy the inequalities $\mathcal{P}(\lambda_j) \geq 0, j = 1, \ldots, d$, where

$$\mathcal{P}(\lambda) = (a_1 - \lambda) \cdots (a_d - \lambda)(\gamma_1 - \lambda) \cdots (\gamma_{d-1} - \lambda).$$ (3.3)

**Remark 3.1** Although the Chasles theorem indicates that the tangent hyper-planes to $Q_{\gamma_1}, \ldots, Q_{\gamma_{d-1}}$ at the touching points with $\ell$ are orthogonal to each other, note that the
points where the line $\ell$ is touching those quadrics are generically distinct. Thus, those $d-1$ quadrics are not necessarily of different types. More precisely, the possible arrangements of the parameters $\gamma_1, \ldots, \gamma_{d-1}$ within the intervals $(-\infty, a_d), (a_{j+1}, a_j), j \in \{1, \ldots, d-1\}$, can be obtained from the following Lemma \ref{lem:quadric_arrangement}.

Let $b_1 < b_2 < \cdots < b_{2d-1}$ be constants such that $\{b_1, \ldots, b_{2d-1}\} = \{a_1, \ldots, a_d, \gamma_1, \ldots, \gamma_{d-1}\}$. Clearly, $b_{2d-1} = a_1$.

Lemma 3.2 ([Aud1994]) If $\gamma_1 < \gamma_2 < \cdots < \gamma_{d-1}$, then $\gamma_j \in \{b_{2j-1}, b_{2j}\}$, for $1 \leq j \leq d-1$.

Example 3.3 In three-dimensional space ($d = 3$), according to Lemma \ref{lem:quadric_arrangement}, there are following possibilities for types of pairs of quadrics, which touch a generic line $\ell$:

- an ellipsoid and a 1-sheeted hyperboloid;
- an ellipsoid and a 2-sheeted hyperboloid;
- two 1-sheeted hyperboloids;
- a 1-sheeted and a 2-sheeted hyperboloid.

If $\ell$ is the line containing a segment of a billiard trajectory within $\mathcal{E}$, then $b_1 > 0$.

Along a billiard trajectory, the Jacobi elliptic coordinates satisfy:

$$0 \leq \lambda_1 \leq b_1, \quad b_2 \leq \lambda_2 \leq b_3, \quad \ldots, \quad b_{2d-2} \leq \lambda_d \leq b_{2d-1}.$$ 

Moreover, along a periodic trajectory, each Jacobi coordinate $\lambda_j$ fills the whole closed interval $[b_{2j-2}, b_{2j-1}]$, with local extreme points being only the endpoints of that interval. Thus, $\lambda_j$ takes values $b_{2j-2}$ and $b_{2j-1}$ alternately and changes monotonically between them. Let $\mathcal{T}$ be a periodic billiard trajectory and denote by $m_j$ the number of its points where $\lambda_j = b_{2j-2}$. Based on the previous discussion, $m_j$ is also the number of the points where $\lambda_j = b_{2j-1}$.

Notice that the value $\lambda_1 = 0$ corresponds to an impact with the boundary ellipsoid $\mathcal{E}$, value $\lambda_j = \gamma_k$ corresponds to a tangency with the caustic $\mathcal{Q}_{\gamma_k}$, and $\lambda_j = a_k$ corresponds to an intersection with the coordinate hyperplane $x_k = 0$. Since each periodic trajectory intersects any hyperplane even number of times, we get that $m_j$ must be even whenever $b_{2j-2}$ or $b_{2j-1}$ is in the set $\{a_1, \ldots, a_d\}$.

Definition 3.4 Following [RR2014], we denote $m_0 = n$ and call $(m_0, m_1, \ldots, m_{d-1})$ the winding numbers of a given periodic billiard trajectory with period $n$. In addition we introduce the elliptic period $\tilde{n}$ as the number of impacts after which the trajectory closes in the Jacobi elliptic coordinates.
3.2 The frequency map and resonance

In order to extend the considerations about the winding numbers to the cases of irrational frequencies and non-periodic trajectories, we employ the potential theory and harmonic analysis, see [Sim2011, Chapter 5]. Let us denote
\[ c_1 = \frac{1}{b_1}, \ldots, c_{2d-1} = \frac{1}{b_{2d-1}}, \quad c_{2d} = 0, \]
\[ \hat{P}_{2d}(s) = \prod_{j=1}^{2d} (s - c_j). \]

Consider the curve:
\[ \hat{C}: t^2 = \hat{P}_{2d}(s). \] (3.4)

We consider the differential of the third kind
\[ \eta = \frac{\eta_{d-1}(s)}{\sqrt{\hat{P}_{2d}(s)}} ds, \]
where \( \eta_{d-1} \) is a monic polynomial of degree \( d - 1 \) defined by the conditions:
\[ \int_{c_{2j}}^{c_{2j+1}} \frac{\eta_{d-1}(s)}{\sqrt{\hat{P}_{2d}(s)}} ds = 0, \quad j \in \{d - 1, d - 2, \ldots, 1\}, \] (3.5)

The residues of \( \eta \) at \( \pm \infty \) are \( \pm 1 \). Here by \( \pm \infty \) we assume the two points over infinity of the curve (3.4). Then the equilibrium measure \( \mu \), defined by:
\[ \mu([c_{2k}, c_{2k-1}]) = \frac{1}{\pi} \int_{c_{2k}}^{c_{2k-1}} \frac{|\eta_{d-1}(s)|}{\sqrt{|\hat{P}_{2d}(s)|}} ds, \]
induces a map \( m: \mathcal{R}_{<}^{2d-2} \rightarrow \mathcal{R}_{+}^{d-1} : \)
\[ m: (c_{2d-2}, \ldots, c_1) \mapsto (\mu([c_{2d-2}, c_{2d-3}]), \ldots, \mu([c_2, c_1])), \]
where \( \mathcal{R}_{<}^{2d-2} \) denotes the set of all finite increasing sequences of \( 2d - 2 \) of real numbers. The frequency map can be defined as:
\[ F(\gamma_1, \ldots, \gamma_{d-1}) = (f_1, \ldots, f_{d-1}), \]
with
\[ f_j = \sum_{k=d-j}^{d} \mu([c_{2k}, c_{2k-1}]), \quad j = 1, \ldots, d - 1. \]

Let us fix a canonical basis \( \{a_1, \ldots, a_{d-1}, b_1, \ldots, b_{d-1}\} \) of homology on the curve \( \hat{C} \) in the following way:
• the projections to the \((t, s)\)-plane of cycles \(a_p, b_p\) are clockwise oriented paths surrounding the closed segments \([c_{2(d+1-p)} - 1, c_{2(d-p)}], [c_{2d}; c_{2(d+1-p)} - 1]\) respectively, for each \(1 \leq p \leq d - 1\);

• \(b_p\) and \(a_p\) intersect each other at exactly one point, where the pair of their tangent vectors is a positively oriented basis, for each \(1 \leq p \leq d - 1\).

The differentials:

\[ \omega_j = \frac{s^{j-1}}{\sqrt{\mathcal{P}_{2d}(s)}} ds, \quad j \in \{1, \ldots, d - 1\}, \]

form a basis of holomorphic differentials on the curve \(\hat{C}\). Denote by \(\eta\) the differential of the third kind, which has zero a-periods. We denote the scaled b-periods of \(\eta\) as:

\[ y_j = \frac{1}{2\pi i} \int_{a_p} \eta, \quad j \in \{1, \ldots, d - 1\}. \]

By using Riemann Bilinear Relations between the differentials of the first and third kind, see for example \cite[p. 257]{Spr1957}, one can easily get the following relations:

\[ \sum_{p=1}^{d-1} y_p \int_{a_p} \omega_j = 2 \int_{c_1}^{\infty} \omega_j, \quad j \in \{1, \ldots, d - 1\}. \]  \( (3.6) \)

**Proposition 3.5** We have:

• \(|y_j| = f_j\), for all \(j \in \{1, \ldots, d - 1\}\); and

• the frequency map is monotonic: \(f_1 < f_2 < \cdots < f_{d-1}\).

**Proof.** The validity of \(|y_j| = f_j\) follows from the following observations:

(i) the polynomial \(\eta_{d-1}\) has constant sign on each individual closed interval \([c_{2k}, c_{2k-1}]\);

(ii) on any two consecutive closed intervals this polynomial has opposite signs;

(iii) the analytic extension of the square root \(\sqrt{\mathcal{P}_{2d}}\) from one neighbor interval to the other changes its sign to opposite.

The item (i) follows from the fact that the polynomial \(\eta_{d-1}\) has at least one root in each one of the \(d - 1\) gap intervals \((c_{2j+1}, c_{2j})\), which is a consequence of the conditions \((3.5)\). Since the degree of \(\eta_{d-1}\) is equal to \(d - 1\), it follows that all roots of that polynomial are simple, and there is exactly one root in each of the gap intervals. \(\square\)

Let us denote

\[ \Omega_p = \left( \int_{a_p} \omega_1, \ldots, \int_{a_p} \omega_{d-1} \right)^T, \quad p \in \{1, \ldots, d - 1\}; \]

\[ \Omega = 2 \left( \int_{c_1}^{\infty} \omega_1, \ldots, \int_{c_1}^{\infty} \omega_{d-1} \right)^T. \]
The lattice in $\mathbb{R}^{d-1}$

$$\Lambda = \mathbb{Z}(\Omega_1, \ldots, \Omega_{d-1})$$

is non-degenerate, since the matrix of periods of differentials $\omega_j$ over cycles $a_p$ is non-degenerate (see, for example [Spr1957, Chapter 10]). We introduce the following hyperplane in $\mathbb{R}^d$:

$$\Pi = \langle \Omega_1, \ldots, \Omega_{d-1}, \Omega \rangle,$$

which is generated by $d-1$ rows of the matrix $[\Omega_1, \ldots, \Omega_{d-1}, \Omega]$.

Then $((-1)^{d-1}y_1, \ldots, (-1)^{d-j}y_j, \ldots, (-1)^{y_{d-1}}, 1)$ are the Plücker coordinates of the hyperplane $\Pi$ and they generate the billiard dynamics.

To the $k$-th iteration of the billiard dynamics, we associate the following:

- the vector $\hat{v}^{(k)} = (ky_1, \ldots, ky_{d-1})$;
- the winding numbers $\left(m_1^{(k)}, m_2^{(k)}, \ldots, m_{d-1}^{(k)}\right) = \left(\lfloor y_1^{(k)} \rfloor, \lfloor y_2^{(k)} \rfloor, \ldots, \lfloor y_{d-1}^{(k)} \rfloor\right) \in \mathbb{Z}^{d-1}$; and
- the residual vector $w^{(k)} = \left(w_1^{(k)}, \ldots, w_{d-1}^{(k)}\right) \in [0, 1)^{d-1}$,

where $w_j^{(k)} = \{y_j^{(k)}\}$ is the fractional part of $|y_j^{(k)}|$, while $\lfloor y_j^{(k)} \rfloor$ is the integer part of $|y_j^{(k)}|$. 

**Definition 3.6** The number of zero components of the vector $w^{(k)}$ will be called the resonance of the billiard $k$-path and denoted as $r(k)$. The maximal number $r$ among all the numbers $r(k)$ for $k > d$ will be called the resonance of the billiard trajectory. The minimal $k$ such that $r(k) = r$ and $k > d$ will be called the weak period of the billiard trajectory and denoted $k_0$. The associated winding numbers $\left(m_1^{(k_0)}, m_2^{(k_0)}, \ldots, m_{d-1}^{(k_0)}\right)$ are called the weak winding numbers of the billiard trajectory.

**Remark 3.7** By definition, the resonance of the billiard $k$-path, the resonance of the billiard trajectory, the weak period of the billiard trajectory, and the weak winding numbers of the billiard trajectory introduced in Definition 3.6 are the same for all billiard trajectories within $\mathcal{E}$ with fixed caustics $Q_{\gamma_1}, \ldots, Q_{\gamma_{d-1}}$.

**Proposition 3.8** Consider a trajectory $\mathcal{T}$ of the billiard within $\mathcal{E}$. Suppose that $r(k)$ is the resonance of the billiard $k$-path of that trajectory, $r$ the resonance and $k_0$ the weak period. Then:

(i) There are exactly $r(k)$ Jacobi coordinates $\lambda_{\alpha_1}, \ldots, \lambda_{\alpha_r(k)}$, with the following property: along some $k$ consecutive segments of $\mathcal{T}$, the coordinate $\lambda_{\alpha_j}$ traces its corresponding closed interval $[b_{2\alpha_{j-2}}, b_{2\alpha_{j-1}}]$ integer number of times. Moreover, that number of times equals $ky_{(k)} = m_{\alpha_j}^{(k)}$ and the same coordinates will satisfy the same property along any $k$ consecutive segments of any billiard trajectory having the same caustics as $\mathcal{T}$.

In this notation $w_{\alpha_j}^{(k)} = 0$, $j \in \{1, \ldots, r(k)\}$. 
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(ii) The maximal number of rationally dependent among numbers \((y_1, \ldots, y_{d-1})\) equals \(r\) and \(k_0 y_1, \ldots, k_0 y_{d-1}\) are integers.

(iii) If \(T\) is periodic with period \(n > d\) then \(k_0 = n\),
\[
\left(\begin{array}{c} m_1^{(k_0)} \\ m_2^{(k_0)} \\ \vdots \\ m_{d-1}^{(k_0)} \end{array} \right) = (k_0 y_1, \ldots, k_0 y_{d-1})
\]
and the weak winding numbers coincide with winding numbers from Definition 3.4:
\[
\left(\begin{array}{c} m_1^{(k_0)} \\ m_2^{(k_0)} \\ \vdots \\ m_{d-1}^{(k_0)} \end{array} \right) = (m_1, m_2, \ldots, m_{d-1}).
\]

Proof. According to the Jacobi theorem [Jac2009, Lecture 30] and [Dar1870], along the billiard trajectories with the caustics \(Q_{\gamma_1}, \ldots, Q_{\gamma_{d-1}}\) the following differentials equal zero:
\[
\sum_{j=1}^{d} \frac{d\lambda_j}{\sqrt{\mathcal{P}(\lambda_j)}}, \sum_{j=1}^{d} \frac{\lambda_j d\lambda_j}{\sqrt{\mathcal{P}(\lambda_j)}}, \ldots, \sum_{j=1}^{d} \frac{\lambda_j^{d-2} d\lambda_j}{\sqrt{\mathcal{P}(\lambda_j)}},
\]
where \(\mathcal{P}(\lambda)\) is given by (3.3).

Now, we integrate these differentials along \(k\) successive segments of a billiard trajectory, rewrite the integrals along the closed intervals \([b_{2\alpha-2}, b_{2\alpha-1}]\) corresponding to the Jacobi coordinates \(\lambda_\alpha\), for \(\alpha \in \{1, \ldots, d\}\) and compare with the relations (3.6). This proves (i).

Similarly, integrating the differential along \(k_0\) successive segments of the billiard trajectory we get (ii). Finally, for periodic trajectories with period \(n\), integrating the differentials along one period of a trajectory, we get (iii). \(\square\)

**Theorem 3.9** Suppose that billiard trajectories within \(\mathcal{E}\) with caustics \(Q_{\gamma_1}, \ldots, Q_{\gamma_{d-1}}\) are periodic. Denote their winding numbers \((m_0, \ldots, m_{d-1})\). Then all those trajectories have the same length \(L\), which is equal to:
\[
L = L(\gamma_1, \ldots, \gamma_{d-1}) = \sum_{j=1}^{d} (-1)^{j+1} m_{j-1} \int_{b_{2\alpha-2}}^{b_{2\alpha-1}} \frac{\lambda_j^{d-1} d\lambda_j}{\sqrt{\mathcal{P}(\lambda_j)}},
\]
where \(\mathcal{P}(\lambda) = (a_1 - \lambda) \ldots (a_d - \lambda)(\gamma_1 - \lambda) \ldots (\gamma_{d-1} - \lambda)\).

Proof. As Jacobi teaches in [Jac2009, Lecture 30], the Euclidean length element along the lines tangent to \(Q_{\gamma_1}, \ldots, Q_{\gamma_{d-1}}\) is:
\[
d\ell = \frac{1}{2} \sum_j \int \frac{\lambda_j^{d-1} d\lambda_j}{\sqrt{\mathcal{P}(\lambda_j)}}.
\]
We integrate the last equation along a given periodic billiard trajectory. Using the property of the elliptic coordinates along the periodic billiard trajectory, namely that the elliptic
coordinate $\lambda_j$ traces its closed interval $[b_{2j-2}, b_{2j-1}]$ back and forth exactly $m_j$ times along one period of the billiard trajectory. Thus, we get

$$L = \sum_{j=1}^{d} m_{j-1} \int_{b_{2j-2}}^{b_{2j-1}} \frac{\lambda_j^{d-1} d\lambda_j}{\sqrt{\mathcal{P}(\lambda_j)}}$$

Note that the signs of one branch of the square root on the closed intervals $[b_{2j-2}, b_{2j-1}]$ alternate, thus the statement follows.

We see that the length $L$ does depend only on the caustics, and is equal for all trajectories sharing these caustics: $L = L(\gamma_1, \ldots, \gamma_{d-1})$. \qed

Directly using Theorem 5.15 from [KLN1990], we get the following:

**Theorem 3.10** Let $E = \bigcup_{p=1}^{d} [c_{2p}, c_{2p+1}]$. Suppose $k$ is a given integer, $k \geq d$. There exists a nonnegative integer $N(k) < d$ and the open intervals $(c_{2(d+1-\alpha_j)}, c_{2(d-\alpha_j)})$, $j \in \{1, \ldots, N(k)\}$ with unique real numbers $\zeta_j \in (c_{2(d+1-\alpha_j)}, c_{2(d-\alpha_j)})$, such that the polynomial $S_{k}(z)$ of degree $N(k)$ with the zeros $\zeta_j$ satisfies a generalized Pell’s equation on $E$:

$$S_{k}^2(z) = A_{k+N(k)}^2(z) - \prod_{j=1}^{2d} (z - c_j) B_{k+N(k)-d}^2(z). \quad (3.7)$$

Here the polynomials $A_{k+N(k)}$ and $B_{k+N(k)-d}$ are of the degrees $k+N(k)$ and $k+N(k)-d$ respectively.

**Definition 3.11** For a given union $E = \bigcup_{p=1}^{d} [c_{2p}, c_{2p+1}]$ of $d$ closed intervals, we define its $k$-type as a $(d-1)$-tuple of zeros and ones, which has 1 exactly at $\alpha_j$-th places for $j \in \{1, \ldots, N(k)\}$. The $k$-type of $E$ records those $N$ out of $d-1$ gap intervals $(c_{2(d+1-\alpha_j)}, c_{2(d-\alpha_j)})$ which contain zeros of $S_{k}$ from the presentation $[3.7]$.

Dokaz izbaciti.

**Definition 3.12** The numbers of zeros of the polynomial $A_{k+N(k)}$ in the closed intervals $[c_{2d}, c_2], \ldots, [c_{2d}, c_{2d-2}]$ are called the adjoint winding numbers $(\hat{m}_1^{(k)}, \hat{m}_2^{(k)}, \ldots, \hat{m}_{d-1}^{(k)})$ of the billiard $k$-path. The $k$-type from Definition 3.11 is called the adjoint type of the billiard $k$-path.

Let $N(k_1)$ be the minimal of all $N(k)$, for $k > d$. Then $\hat{r} = d - 1 - N(k_1)$ is called the adjoint resonance of the billiard trajectory.

For $k = k_0$ the numbers $(\hat{m}_1^{(k_0)}, \hat{m}_2^{(k_0)}, \ldots, \hat{m}_{d-1}^{(k_0)})$ are called the adjoint winding numbers of the billiard trajectory. Denote by $\tau^{(k)} = (\tau_1^{(k)}, \ldots, \tau_{d-1}^{(k)})$ the numbers of zeros of the polynomial $B_{k+\hat{r}(k)-d}$ on the open intervals $(c_2, c_1), \ldots, (c_{2d}, c_{2d-1})$.

**Proposition 3.13** (a) The adjoint winding numbers satisfy:

$$\hat{m}_j^{(k)} = \hat{m}_{j+1}^{(k)} + \tau_j^{(k)} + 1, \quad 1 \leq j \leq d - 2.$$
(b) The adjoint winding numbers are strictly decreasing:

\[ \hat{m}_{d-1}^{(k)} < \hat{m}_{d-2}^{(k)} < \cdots < \hat{m}_{1}^{(k)} < \hat{m}_{0}^{(k)}. \]

Proof. To simplify the notation, we will use \( \hat{m} \) to denote \( \hat{m}^{(k)} \). It follows from [KLN1990, Theorem 5.12] that the number of zeros of the polynomial \( A_{k+N(k)} \) on the open interval \( (c_{2d}, c_{2j+1}) \) is equal to \( \hat{m}_j \), for \( j \in \{0, \ldots, d-1\} \). The difference \( \hat{m}_{j-1} - \hat{m}_j \) is thus equal to the number of zeros of the polynomial \( A_{k+N(k)} \) on the semi-closed interval \( [c_{2j+1}, c_{2j-1}) \).

Let us recall the mutual order of zeros of polynomials \( A_{k+N(k)} \) and \( B_{k+N(k)-d} \); they alternate on the closed interval \( [c_{2j+1}, c_{2j-1}) \). Thus the number of zeros of the polynomial \( A_{k+N(k)} \) on the closed interval \( [c_{2j+1}, c_{2j-1}] \) is bigger by 1 than the number of zeros of \( B_{k+N(k)-d} \) on that interval. This proves (a); (b) follows immediately. \( \square \)

Remark 3.14 From Theorem 3.10 (see also Theorem 4.17 for further discussion) it follows that a given path of \( k \) bounces of a given billiard trajectory can be extended to a periodic billiard trajectory with the same caustics with the period \( n = k + N(k) \) with \( k \) bounces off \( E \) and one reflection off each of distinct quadrics \( E_{\mu_j}, j \in \{1, \ldots, N(k)\} \), in accordance with relation (3.7): \( \zeta_j = \mu_j^{-1} \in [c_{2(d+1-\alpha_j)-1}, c_{2(d-\alpha_j)}] \). The type of the \( k \)-billiard path determines the types of the quadrics \( E_{\mu_j}, j \in \{1, \ldots, N(k)\} \). In accordance with the generalized Great Poncelet Theorem [CCS1993, DR2011], this periodicity property share all the trajectories with the same caustics and boundaries. The order of reflections off different quadrics is irrelevant according to the Double Reflection Theorem, see [DR2011, Chapter 5].

Using the terminology of Remark 3.14 we get

Corollary 3.15 A billiard path of \( k > d \) reflections off \( E \) can be extended to a periodic trajectory with the period \( n = k + N(k) \) with \( k \) bounces off \( E \) and one reflection off each of distinct quadrics \( E_{\mu_1}, \ldots, E_{\mu_{N(k)}} \). The types of the quadrics \( E_{\mu_j} \) are determined by the type of the \( k \)-billiard path. The adjoint winding numbers \( \left( \hat{m}_1^{(k)}, \hat{m}_2^{(k)}, \ldots, \hat{m}_{d-1}^{(k)} \right) \) of the billiard path of length \( k \) are the winding numbers of the \( n \)-periodic trajectory. In particular, the winding number \( \hat{m}_j^{(k)} \), \( j \in \{1, \ldots, d-1\} \), represents the number of turns made by the Jacobi coordinate \( \lambda_j \) during one period of the \( n \)-periodic trajectory. The following inequalities are satisfied between the adjoint winding numbers and the weak winding numbers:

\[ \hat{m}_j^{(k)} \geq m_j^{(k)}, \quad j \in \{1, \ldots, d-1\}. \]

If the initial path was \( k \)-periodic trajectory then \( m_0 = k \) and

\[ \hat{m}_j^{(k)} = m_j^{(k)} = m_j, \quad j \in \{1, \ldots, d-1\}. \]

Remark 3.16 We note that all the extended periodic trajectories from Corollary 3.15 have equal length. That can be proved as in Theorem 3.9.
3.3 Uniqueness of the caustics

The following Lemma reformulates the Audin Alternative, see Lemma 3.2. Let us recall that two quadrics \( Q_\alpha, Q_\beta \) are of the same type if there exists \( j \in \{1, \ldots, d-1 \} \) such that both parameters \( \alpha, \beta \) belong to \( (a_{j+1}, a_j) \) or they are both smaller than \( a_d \). (See also Remark 3.1, Lemma 3.2, and Example 3.3.)

**Lemma 3.17** If \( Q_\alpha, Q_\beta \) are caustics of the same type of a given billiard trajectory within \( \mathcal{E} \), then \( \{\alpha^{-1}, \beta^{-1}\} = \{c_{2j+1}, c_{2j}\} \), for some \( j \).

*Proof.* According to Lemma 3.2, exactly one element of each pair \( \{b_{2j-1}, b_{2j}\} \) is a parameter of a caustic of the trajectory. Since \( Q_\alpha, Q_\beta \) are of the same type, \( \alpha \) and \( \beta \) must be consecutive in the sequence \( b_1, \ldots, b_{2n-1} \), so \( \{\alpha, \beta\} = \{b_{2j}, b_{2j+1}\} \) for some \( j \). \( \square \)

**Theorem 3.18** Let the following be given: an ellipsoid \( \mathcal{E} \) in \( d \)-dimensional space, integers \( k_0, r \) such that \( k_0 \geq d, 0 \leq r \leq d-1 \), a collection \( \Gamma_1 \) of \( d-r-1 \) quadrics confocal with \( \mathcal{E} \), a collection of adjoint winding numbers, and an adjoint type. Then, there exists at most one set \( \Gamma_2 \) of \( r \) quadrics confocal with \( \mathcal{E} \) which are of the given \( r \) types: the billiard trajectories within \( \mathcal{E} \), such that their caustics are exactly the quadrics from the set \( \Gamma_1 \cup \Gamma_2 \), have the adjoint resonance equal \( r \), the weak period \( k_0 \), the prescribed adjoint winding numbers, and the adjoint \( k_0 \)-type.

Observe that if one billiard trajectory within \( \mathcal{E} \) has \( r \) as its adjoint resonance with the weak period \( n \), and with the prescribed adjoint winding numbers and the adjoint \( k_0 \)-type, then all the trajectories within \( \mathcal{E} \) with the same caustics share the all listed properties.

*Proof.* Suppose the contrary. Let there be at least two distinct collections \( \Gamma_2 \) and \( \Gamma_2^* \) of \( r \) quadrics satisfying the assumptions of the theorem. Denote by \( c_j \) and \( c_j^* \), \( j \in \{1, \ldots, 2d\} \), the endpoints of the corresponding intervals for \( \Gamma_1 \cup \Gamma_2 \) and \( \Gamma_1 \cup \Gamma_2^* \) respectively. Consider the polynomials \( A_{k_0+N(k_0)}, S_{(k_0)} \) from formula (3.7) corresponding to \( \Gamma_1 \cup \Gamma_2 \). Analogous polynomials corresponding to \( \Gamma_1 \cup \Gamma_2^* \) will be denoted \( A_{k_0+N(k_0)}^*, S_{(k_0)}^* \).

The assumption (i) of Theorem 2.3 is satisfied since \( [c_{2d}, c_{2d-1}] = [0, a_d^{-1}] \) and \( \Gamma_1 \cup \Gamma_2 \) and \( \Gamma_1 \cup \Gamma_2^* \) have \( d-r-1 \) quadrics in common. To see that the assumption (ii) of Theorem 2.3 is satisfied, first observe that due to Lemma 3.17 there are no closed intervals \( [c_{2j}, c_{2j-1}] \) with both endpoints being reciprocal to the caustics. Then from the assumption that corresponding quadrics from \( \Gamma_1 \cup \Gamma_2 \) and \( \Gamma_1 \cup \Gamma_2^* \) are of the same types, it follows that the coinciding endpoints of the corresponding intervals are both left endpoints or both right endpoints. In other words, it cannot happen that there is \( j \) such that \( j \)-th intervals \( [c_{2j}, c_{2j-1}] \) and \( [c_{2j}^*, c_{2j-1}^*] \) are such that \( c_{2j-1}^* \) is a reciprocal of a caustic and \( c_{2j-1} \) is a reciprocal of a pencil parameter. The assumptions (iii), (iv), and (v) of Theorem 2.3 are also satisfied. This follows from the fact that the adjoint winding numbers and the adjoint \( k_0 \)-type are given. Thus, we come to contradiction with Theorem 2.3 which completes the proof of this statement. \( \square \)
4 Weak periodic billiard trajectories and hyperelliptic curves

In Section 3 we investigated a classification of non-periodic ellipsoidal billiard trajectories, based on notions of resonance (see Definition 3.6) and adjoint resonance (see Definition 3.12), which depend on dynamical properties of trajectories. Yet another natural classification of non-periodic ellipsoidal billiard trajectories was introduced by the authors in [DR2008]. This is the concept of weak periodicity, which relies on the geometry of lines tangent to the same set of quadrics from a given confocal family, and will be introduced later in this section, in Definition 4.16.

**Definition 4.1** The isospectral curve corresponding to the billiard motion within ellipsoid $E \ (3.1)$ with the caustics $Q_{\gamma_1}, \ldots, Q_{\gamma_{d-1}}$ from the confocal family (3.2) is the following hyperelliptic curve:

$$C : y^2 = (a_1 - x) \ldots (a_d - x)(\gamma_1 - x) \ldots (\gamma_{d-1} - x). \quad (4.1)$$

We note that the term *isospectral* is used because that curve appeared in the isospectral deformations technique [MV1991].

**Remark 4.2** Note that the equation (4.1) is given in $\mathbb{C}^2$ and determines the affine part of the curve $C$. That affine part is compactified by a single point at the line at the infinity in $\mathbb{C}P^2$. Such a compactified curve $C'$ will have a singularity at the infinity, and in this paper we will assume that $C$ is obtained from $C'$ by the desingularization.

We will denote by $P_b := (b, 0), P_\infty := (\infty, \infty)$ the Weierstrass points of $C$,

$$b \in \{a_1, \ldots, a_d, \gamma_1, \ldots, \gamma_{d-1}\}.$$

For a divisor $D$ on the curve, we denote:

$$\mathcal{L}(D) = \{f - \text{meromorphic function on } C \mid (f) + D \geq 0\},$$

$$\Omega(D) = \{\omega - \text{meromorphic differential on } C \mid (\omega) \geq D\}.$$

The Riemann-Roch theorem states that

$$\dim \mathcal{L}(D) = \deg D - g + \dim \Omega(D) + 1,$$

where $g$ is the genus of the curve. In our case, $g = d - 1$.

We are going now to review the periodicity condition in three-dimensional space.

4.1 Periodic trajectories in three dimensions

Given an ellipsoid:

$$E : \frac{x_1^2}{a_1} + \frac{x_2^2}{a_2} + \frac{x_3^2}{a_3} = 1, \quad a_1 > a_2 > a_3 > 0, \quad (4.2)$$
and the confocal family:

\[ Q_\lambda : \frac{x_1^2}{a_1 - \lambda} + \frac{x_2^2}{a_2 - \lambda} + \frac{x_3^2}{a_3 - \lambda} = 1, \quad (4.3) \]

for which \( Q_0 = E \). According to Chasles’ theorem, each trajectory of the billiard within \( E \) has two caustics from the confocal family \( (4.3) \). (See Remark 3.1, Lemma 3.2, and Example 3.3.)

The isospectral curve for trajectories with caustics \( Q_{\gamma_1} \) and \( Q_{\gamma_2} \) is:

\[ C : y^2 = (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x). \quad (4.4) \]

We denote:

\[ P(x) = (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x). \]

For \( \mu \in \mathbb{R} \) such that \( P(\mu) \geq 0 \), we denote by \( P_\mu = P_\mu^+ \) and \( P_\mu^- \) the points on \( C \) with coordinates \((\mu, +\sqrt{P(\mu)})\) and \((\mu, -\sqrt{P(\mu)})\) respectively. We note that, for any \( \mu \), the following divisor equivalence holds:

\[ P_\mu^+ + P_\mu^- \sim 2P_\infty, \quad (4.5) \]

since those are zeros and poles divisors of the function \( x - \mu \) on the curve \( C \).

As previously, we will denote \( \{b_1, b_2, b_3, b_4, b_5\} = \{a_1, a_2, a_3, \gamma_1, \gamma_2\} \), with \( b_1 < b_2 < b_3 < b_4 < b_5 \). For the Weierstrass points \( P_b, b \in \{b_1, \ldots, b_5\} \), the relation \( (4.5) \) becomes:

\[ 2P_b \sim 2P_\infty. \quad (4.6) \]

In the next Theorem 4.3, Lemma 4.5 and Proposition 4.6, we formulate particular cases from [DR2019a], for \( d = 3 \).

We will use the symbol \( \sim \) to denote the linear equivalence of divisors on the curve \( C \).

**Theorem 4.3 (Algebro-geometric conditions for periodicity)** Consider a billiard trajectory within ellipsoid \( E \), with non-degenerate distinct caustics \( Q_{\gamma_1} \) and \( Q_{\gamma_2} \). Then the trajectory is \( n \)-periodic if and only if one of the following is satisfied:

- \( n \) is even and \( nP_0 \sim nP_\infty \);
- \( n \) is even, both caustics are 1-sheeted hyperboloids and \( nP_0 \sim (n - 2)P_\infty + P_{\gamma_1} + P_{\gamma_2} \);
- \( n \) is odd, \( Q_{\gamma_1} \) is an ellipsoid, and \( nP_0 \sim (n - 1)P_\infty + P_{\gamma_1} \).

**Remark 4.4** Note that in the first case of Theorem 4.3 there is no constraint on the type of the caustics. That means any pair of types of confocal quadrics satisfying the Audin Alternative, Lemma 3.2, may appear there. All possible types of caustics for the 3-dimensional case are listed in Example 3.3.

**Lemma 4.5** Consider a non-singular curve \( C \) \((4.4)\). Then:
• $nP_0 \sim nP_\infty$ for $n$ even if and only if $n \geq 6$ and

$$\text{rank} \begin{pmatrix} A_4 & A_5 & \ldots & A_{m+1} \\ A_5 & A_6 & \ldots & A_{m+2} \\ \vdots \\ A_{m+2} & A_{m+3} & \ldots & A_{2m-1} \end{pmatrix} < m - 2, \quad n = 2m,$$

with $\sqrt{\mathcal{P}(x)} = A_0 + A_1 x + A_2 x^2 + \ldots$;

• $nP_0 \sim (n - 2)P_\infty + P_{\gamma_1} + P_{\gamma_2}$ for $n$ even if and only if $n \geq 4$ and

$$\text{rank} \begin{pmatrix} B_2 & B_3 & \ldots & B_m \\ B_3 & B_4 & \ldots & B_{m+1} \\ \vdots \\ B_{m+1} & B_{m+2} & \ldots & B_{2m-1} \end{pmatrix} < m - 1, \quad n = 2m,$$

with $\frac{\sqrt{\mathcal{P}(x)}}{(x - \gamma_1)(x - \gamma_2)} = B_0 + B_1 x + B_2 x^2 + \ldots$;

• $nP_0 \sim (n - 1)P_\infty + P_{\gamma_1}$ for $n$ odd if and only if $n \geq 5$ and

$$\text{rank} \begin{pmatrix} C_3 & C_4 & \ldots & C_{m+1} \\ C_4 & C_5 & \ldots & C_{m+2} \\ \vdots \\ C_{m+2} & C_{m+3} & \ldots & C_{2m} \end{pmatrix} < m - 1, \quad n = 2m + 1,$$

with $\sqrt{\mathcal{P}(x)} = C_0 + C_1 x + C_2 x^2 + \ldots$.

Next, we will consider the case when the segments of billiard trajectories are placed along generatrices of a confocal 1-sheeted hyperboloid $Q_{\gamma_1}$. In that case, $Q_{\gamma_1}$ is the unique caustic of that trajectory, which happens when two caustics, both 1-sheeted hyperboloids “collide” with each other, so $\gamma_1 = \gamma_2$. Hyperboloid $Q_{\gamma_1}$ is then a double caustic of such trajectories.

**Proposition 4.6** A billiard trajectory within $E$ with segments on 1-sheeted hyperboloid $Q_{\gamma_1}$ is $n$-periodic if and only if $n$ is even and either

$$\text{rank} \begin{pmatrix} A_4 & A_5 & \ldots & A_{m+1} \\ A_5 & A_6 & \ldots & A_{m+2} \\ \vdots \\ A_{m+2} & A_{m+3} & \ldots & A_{2m-1} \end{pmatrix} < m - 2, \quad n = 2m \geq 6,$$

with $(\gamma_1 - x)\sqrt{(a_1 - x)(a_2 - x)(a_3 - x)} = A_0 + A_1 x + A_2 x^2 + \ldots$; or
\[
\begin{pmatrix}
B_2 & B_3 & \ldots & B_m \\
B_3 & B_4 & \ldots & B_{m+1} \\
\vdots \\
B_{m+1} & B_{m+2} & \ldots & B_{2m-1}
\end{pmatrix}
\]

with \(\sqrt{(a_1 - x)(a_2 - x)(a_3 - x)} / (\gamma_1 - x) = B_0 + B_1x + B_2x^2 + \ldots\).

### 4.2 0-weak periodic trajectories in dimension 3

A trajectory \(T\) has 0-weak period \(n\) if the lines containing its first and the \((n + 1)\)-st segment intersect each other. In that case, these two segments satisfy the reflection law off one of the quadrics of the confocal family, say \(Q_\alpha\), which is one of three quadrics from the confocal family \((4.3)\) containing the intersection point of the segments.

Moreover, any billiard trajectory within \(\mathcal{E}\) sharing the same caustics as \(T\) will also be of 0-weak period \(n\), and its first and \((n + 1)\)-st segment satisfy the billiard reflection law off the same confocal quadric \(Q_\alpha\). In particular, that will also mean that if \(\ell\) is any segment of that trajectory and \(\ell_{(n+1)}\) a segment obtained after \(n\) reflections off the boundary, than they also intersect each other and satisfy the reflection law off \(Q_\alpha\).

**Lemma 4.7** If in the above conditions:

- \(Q_\alpha\) is a hyperboloid; or
- \(Q_\alpha\) is an ellipsoid and \(n\) is even

then the trajectory has a caustic of the same geometric type as \(Q_\alpha\).

**Proof.** Let \(M_0M_1\ldots M_{n+1}\) be a part of the billiard trajectory within \(\mathcal{E}\) consisting of \(n + 1\) consecutive segments. Since the trajectory is not periodic, i.e. \(M_0 \neq M_{n+1}\), that is not a closed polygonal line. The straight lines containing the first and the last segments, \(M_0M_1\) and \(M_nM_{n+1}\), intersect at point \(M_0' \in Q_\alpha\). They satisfy the reflection law there. Thus the closed polygon \(M_0'M_1M_2\ldots M_nM_0'\) represents a closed trajectory of billiard with \(n\) reflections off \(\mathcal{E}\) and one reflection off \(Q_\alpha\).

The Jacobi elliptic coordinates \((\lambda_1, \lambda_2, \lambda_3)\) of any point on the polygon \(M_0'M_1M_2\ldots M_nM_0'\) satisfy \(\lambda_1 \leq b_1, \lambda_2 \in [b_2, b_3], \lambda_3 \in [b_4, b_5]\). We note that, along the polygon, each of these coordinates can have a local extremum only in one of the following cases:

- at the point of the intersection with a coordinate hyperplane;
- at the touching point with a caustic;
- at the reflection point.

Suppose that \(Q_\alpha\) is ellipsoid and \(n\) is even. For any point on \(M_1\ldots M_n\), its elliptic coordinate \(\lambda_1\) belongs to \([0, b_1]\). The value \(\lambda_1 = b_1\) is attained exactly once within each segment \(M_1M_2, M_2M_3, \ldots, M_{n-1}M_n\), i.e. \(n - 1\) times along \(M_1\ldots M_n\).
If $\alpha < 0$, i.e. the ellipsoid $Q_\alpha$ contains $E$, then on segments $M_0'M_1$ and $M_n'M_0'$, the coordinate $\lambda_1$ belongs to $[\alpha, b_1]$ and it attains the value $\lambda_1 = b_1$ also exactly once on each of them.

If $\alpha > 0$, i.e. the ellipsoid $Q_\alpha$ is within $E$, then on $M_0'M_1$ and $M_n'M_0'$, the coordinate $\lambda_1$ belongs to $[0, \alpha]$ and it does not attain the value $\lambda_1 = b_1$ there.

We conclude that, on $M_0'M_1M_2\ldots M_n'M_0'$, the value $\lambda_1 = b_1$ is attained either $n - 1$ or $n + 1$ times, which is an odd number. Notice that $\lambda_1 = a_3$ on the coordinate $x_1x_2$-plane, thus that must happen even number of times on the closed polygon $M_0'M_1M_2\ldots M_n'M_0'$, so $b_1 \neq a_3$, i.e. $b_1$ is the parameter of one of the caustics of the trajectory. Since $b_1 < a_3$, that caustic is an ellipsoid.

If $Q_\alpha$ is a 1-sheeted hyperboloid, then, reasoning similarly as in the previous case, we conclude that the elliptic coordinate $\lambda_2$ will, along $M_0'M_1M_2\ldots M_n'M_0'$, attain one of the endpoints of the closed interval $[b_2, b_3]$ one time more than the other endpoint, so one of those numbers is odd and the other is even. Again, the number must correspond to a caustic, since each coordinate hyperplane is crossed even number of times along a closed path. That caustic will be a 1-sheeted hyperboloid.

Similarly, when $Q_\alpha$ is a 2-sheeted hyperboloid, we get that the parameter $b_4$ will correspond to a caustic, which is also a 2-sheeted hyperboloid.

Remark 4.8 Note that each ellipsoid or 1-sheeted hyperboloid divide the space into two connected sets, while a 2-sheeted hyperboloid divides it into three components.

In the case when $Q_\alpha$ is an ellipsoid, one of those sets, the interior of the ellipsoid, is bounded, while the exterior is unbounded. The interior is in the elliptic coordinates given by $\lambda_1 > \alpha$ and the exterior by $\lambda_1 < \alpha$.

By analogy, as it was done in [DR2001], we define the inside of a 1-sheeted hyperboloid $Q_\alpha$ as the set given by $\lambda_2 > \alpha$ and its outside as given by $\lambda_2 < \alpha$. The inside in this case will be the connected part of the space containing the origin of the coordinate system.

The inside of a 2-sheeted hyperboloid $Q_\alpha$ the set given by $\lambda_3 > \alpha$ and its outside by $\lambda_3 < \alpha$. The inside in this case will be again the connected part of the space containing the origin of the coordinate system, while the outside consists of the two remaining connected components.

The notions of inside and outside of a confocal quadric are important for the next Proposition 4.12 since they determine the side from where the collision with the quadric occurs, which plays role in the calculations.

Proposition 4.9 Consider a billiard trajectory within $E$ with caustics $Q_{\gamma_1}$ and $Q_{\gamma_2}$. The first and the $(n + 1)$-st segment of that trajectory intersect each other on $Q_\alpha$ and satisfy the billiard law off that quadric if and only if one of the following conditions is satisfied:

(i) $n$ is odd, $Q_\alpha$ is an ellipsoid, and

$$n(P_0 - P_{b_1}) \pm (P_\alpha - P_{b_1}) \sim 0;$$
(ii) \( n \) is odd, \( Q_\alpha \) is an ellipsoid, both caustics are 1-sheeted hyperboloids, and
\[
n(P_0 - P_{a_3}) \pm (P_\alpha - P_{a_3}) + P_{\gamma_1} - P_{\gamma_2} \sim 0;
\]

(iii) \( n \) is odd, \( Q_\alpha \) and \( Q_{\gamma_2} \) are hyperboloids of the same type, \( Q_{\gamma_1} \) is ellipsoid, and
\[
n(P_0 - P_{\gamma_1}) \pm (P_\alpha - P_{\gamma_2}) \sim 0;
\]

(iv) \( n \) is even, \( Q_{\gamma_1} \) is a quadric of the same geometric type as \( Q_\alpha \), and
\[
n(P_0 - P_{b_1}) \pm (P_\alpha - P_{\gamma_1}) \sim 0.
\]

In each of the cases, the positive sign corresponds to the reflection off \( Q_\alpha \) from inside, and the negative one to the reflection from outside.

Proof. In the elliptic coordinates, the differential equations for lines tangent to \( Q_{\gamma_1} \) and \( Q_{\gamma_2} \) are:
\[
\frac{d\lambda_1}{\sqrt{\mathcal{P}(\lambda_1)}} + \frac{d\lambda_2}{\sqrt{\mathcal{P}(\lambda_2)}} + \frac{d\lambda_3}{\sqrt{\mathcal{P}(\lambda_3)}} = 0,
\]
\[
\frac{\lambda_1 d\lambda_1}{\sqrt{\mathcal{P}(\lambda_1)}} + \frac{\lambda_2 d\lambda_2}{\sqrt{\mathcal{P}(\lambda_2)}} + \frac{\lambda_3 d\lambda_3}{\sqrt{\mathcal{P}(\lambda_3)}} = 0,
\]
see [Jac2009]. Following the ideas of Darboux [Dar1870,Dar1914], similarly as in [DR2004, Theorems 1 and 2], we integrate those equations along the polygonal line \( M_0' M_1 \ldots M_n M_0' \), which is determined as in the proof of Lemma 3.17. In order to see which divisor relationships will be obtained by such integration, we need to analyse the behaviour of the elliptic coordinates along the integration path.

First, suppose that \( Q_\alpha \) is an ellipsoid and that the reflection at point \( M_0' \) is from inside that ellipsoid.

Then the elliptic coordinate \( \lambda_1 \), has values \( \lambda_1 = \alpha \) at \( M_0' \) and \( \lambda_1 = 0 \) at \( M_1, \ldots, M_n \). Along each segment \( M_j M_{j+1}, 1 \leq j \leq n-1 \), the coordinate \( \lambda_1 \) monotonously increases from 0 to \( b_1 \) and then decreases from \( b_1 \) to 0. The value \( \lambda_1 = b_1 \) is achieved either at the touching point with the caustic or at the intersection point with the coordinate plane \( x_3 = 0 \): the first case occurs when one of the caustics is ellipsoid, and the latter when both caustics are hyperboloids. Along segments \( M_0' M_1 \) and \( M_n M_0' \), the coordinate \( \lambda_1 \) monotonously increases from \( \alpha \) to \( b_1 \) and then decreases from \( b_1 \) to 0. Thus, along the polygonal line, the coordinate \( \lambda_1 \) achieved \( n \) times the value 0, once the value \( \alpha \) and \( n + 1 \) times the value \( b_1 \). Moreover, the values 0 and \( \alpha \) are its local minima and \( b_1 \) are maxima.

Note that \( b_1 \in \{ \gamma_1, a_3 \} \). If \( b_1 = a_3 \), then the values \( \lambda_1 = b_1 = a_3 \) occur at the intersection points with the coordinate plane \( x_3 = 0 \), whose quantity must be an even number on a closed polygonal line. Thus, if both caustics are hyperboloids, \( n \) must be an odd number.

The coordinates \( \lambda_2 \) and \( \lambda_3 \) monotonously change within closed intervals \([b_2, b_3]\) and \([b_4, b_5]\) respectively, while the only extremal points on the polygon are the endpoints of those intervals. Denote by \( n_2 \) the number of times that \( \lambda_2 \) achieved each of the values \( b_2, b_3 \), and by \( n_3 \) the number of times that \( \lambda_3 \) achieved each of \( b_4, b_5 \). Since \( b_5 = a_1 \), note that
\( \lambda_2 = b_5 \) occurs at the intersection points with the coordinate plane \( x_1 = 0 \). On a closed polygonal line, there must be an even number of such intersections, thus \( n_3 \) is even.

The differential equations and the classical Abel theorem (stating that two divisors are linearly equivalent if heir images under the Abel map coincide, see e.g. [Spr1957]) then lead to:

\[
\begin{align*}
n(P_0 - P_{b_1}) + (P_\alpha - P_{b_1}) + n_2(P_{b_2} - P_{b_3}) + n_3(P_{b_4} - P_{b_5}) &\sim 0.
\end{align*}
\]

Since \( n_3 \) is even, the equation (4.6) implies \( n_3(P_{b_4} - P_{b_5}) \sim 0 \), so we have:

\[
\begin{align*}
n(P_0 - P_{b_1}) + (P_\alpha - P_{b_1}) + n_2(P_{b_2} - P_{b_3}) &\sim 0.
\end{align*}
\]

If both caustics are 1-sheeted hyperboloids, i.e. \( b_2 = \gamma_1, b_3 = \gamma_2 \), then \( b_1 = a_3 \) and \( n \) is odd. If \( n_2 \) is even, the term \( n_2(P_{\gamma_1} - P_{\gamma_2}) \) vanishes because of (4.6), so we get the case (i) with the plus sign. If \( n_2 \) is odd, \( n_2(P_{\gamma_1} - P_{\gamma_2}) \sim P_{\gamma_1} - P_{\gamma_2} \), and we get the case (ii) with the plus sign.

If the caustics are hyperboloids of different types, then Lemma 3.2 implies \( b_1 = a_3, b_2 = \gamma_1, b_3 = a_2, b_4 = \gamma_2, b_5 = a_1 \). Thus, then \( n_2 \) must be even, \( n \) odd, and we get the case (i) with the plus sign.

If one of the caustics is ellipsoid, we have \( b_1 = \gamma_1 \). Lemma 3.2 implies \( b_2 = a_3 \), thus \( n_2 \) is even, so we get cases (i) or (iv) with the plus sign.

Next, suppose that \( Q_\alpha \) is an ellipsoid and that the reflection at point \( M_0' \) is from outside that ellipsoid. Then \( Q_\alpha \) is within \( \mathcal{E} \), i.e. \( \alpha > 0 \). Along segments \( M_0'M_1 \) and \( M_0'M_2 \), the coordinate \( \lambda_1 \) monotonously increases from \( \alpha \) to 0. Thus, along the polygonal line, the coordinate \( \lambda_1 \) achieved \( n \) times the value 0, once the value \( \alpha \) and \( n - 1 \) times the value \( b_1 \). In this case, we see that \( \alpha \) will be a local maximum for \( \lambda_1 \). If the numbers \( n_2, n_3 \) are introduced as in the previous case, we get that the differential equations yield:

\[
(n-1)(P_0 - P_{b_1}) + (P_\alpha - P_{b_1}) + n_2(P_{b_2} - P_{b_3}) + n_3(P_{b_4} - P_{b_5}) \sim 0,
\]

or equivalently:

\[
n(P_0 - P_{b_1}) - (P_\alpha - P_{b_1}) + n_2(P_{b_2} - P_{b_3}) + n_3(P_{b_4} - P_{b_5}) \sim 0.
\]

Now, analyzing various cases as previously, we will get cases (i), (ii), or (iv), with the minus sign.

The reasoning is similar also when \( Q_\alpha \) is a hyperboloid. \( \square \)

**Theorem 4.10** A billiard trajectory within \( \mathcal{E} \) with caustics \( Q_{\gamma_1} \) and \( Q_{\gamma_2} \) is 0-weak \( n \)-periodic if and only if one of the following conditions is satisfied:

- \( n = 2k + 1 \) is odd, and there are real polynomials \( p_{k+1} \) and \( q_{k-2} \) of degrees \( k + 1 \) and \( k - 2 \) such that the polynomial

\[
p_{k+1}(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x)q_{k-2}^2(x)
\]

has a zero of order \( n \) at \( x = 0 \);
• $n = 2k + 1$ is odd, $n \geq 5$, either one caustic is ellipsoid or both are 1-sheeted hyperboloids, and there are real polynomials $p_k$ and $q_{k-1}$ of degrees $k$ and $k-1$ such that the polynomial

$$(\gamma_1 - x)(\gamma_2 - x)p_k^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)q_{k-1}^2(x)$$

has a zero of order $n$ at $x = 0$;

• $n = 2k$ is even and there are real polynomials $p_k$ and $q_{k-2}$ of degrees $k$ and $k-2$ such that the polynomial

$$(\gamma_1 - x)p_k^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_2 - x)q_{k-2}^2(x)$$

has a zero of order $n$ at $x = 0$.

Moreover, in each of the cases, the corresponding polynomial will also have a simple real root $\alpha < a_3$, such that $\alpha$ is the parameter of the confocal quadric $Q_\alpha$ mentioned in Proposition 4.9.

Proof. Suppose that the first and the $(n+1)$-st segments of a trajectory are reflected to each other off quadric $Q_\alpha$.

Suppose first that (i) from Proposition 4.9 is satisfied. That divisor relation is equivalent to $nP_0 + P_\alpha^\pm \sim (n+1)P_\infty$, as a consequence of the relation (4.6) applied to $P_{b_1}$.

Since the space $\mathcal{L}((n+1)P_\infty)$ is generated by

$$\{1, x, x^2, \ldots, x^{k+1}, y, xy, \ldots, x^{k-2}y\},$$

where $n = 2k + 1$, the relation will be equivalent to the existence of polynomials $p_{k+1}(x)$ and $q_{k-2}(x)$ of degrees $k+1$ and $k-2$ respectively, such that $p_{k+1}(x) + yq_{k-2}(x)$ has a zero of order $n$ at $P_0$ and $p_{k+1}(x) \pm yq_{k-2}(x)$ a zero at $P_\alpha$.

Assuming only that $p_{k+1}(x) + yq_{k-2}(x)$ has a zero of order $n$ at $P_0$, we have that the following function also will have a zero of order $n$ at $x = 0$:

$$\rho_{n+1}(x) = (p_{k+1}(x) + yq_{k-2}(x))(p_{k+1}(x) - yq_{k-2}(x))$$

$$= p_{k+1}^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x)q_{k-2}^2(x).$$

Notice that $\rho_{n+1}$ is a polynomial of degree $n+1$ in $x$ and it has a zero of order $n$ at $x = 0$.

Another way to express the same argument is to substitute

$$y = \sqrt{(a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x)}$$

to the expression $p_{k+1}(x) + yq_{k-2}(x)$. In that way, we get a two-valued holomorphic function in $x$, with two holomorphic branches near $x = 0$. One of those branches has a zero of order $n$ at $x = 0$, while the other one does not vanish at that point. Taking the product of the branches, we get the polynomial $\rho_{n+1}(x)$, which then has a zero of order $n$ at $x = 0$.

We will prove that the remaining zero of $\rho_{n+1}$ lies in the open interval $(-\infty, a_3)$. Notice that $\rho_{n+1}$ is a polynomial of even degree $n+1$ with the positive leading coefficient, thus
\( \rho_{n+1}(-\infty) > 0 \). Also, \( \rho_{n+1}(a_3) > 0 \). On the other hand \( x = 0 \) is its zero of order \( n \), which means that the polynomial changes the sign at that point. That means that \( \rho_{n+1} \) will always have another zero \( \alpha \), satisfying \( \alpha < a_3 \).

The divisor relations (ii) and (iii) from Proposition \[4.9\] are both equivalent to

\[
nP_0 + P_\alpha^\pm + P_{\gamma_1} + P_{\gamma_2} \sim (n + 3)P_\infty,
\]

which follows from \[4.6\]. Since the space \( \mathcal{L}((n + 3)P_\infty) \) is generated by

\[
\{1, x, x^2, \ldots, x^{k+2}, y, xy, \ldots, x^{k-1}y\},
\]

that will be equivalent to the existence of polynomials \( p_{k+2}(x) \) and \( q_{k-1}(x) \) of degrees \( k + 2 \) and \( k - 1 \) respectfully, such that the function \( p_{k+2}(x) + q_{k-1}(x)y \) has a zero of order \( n \) at \( P_0 \) and zeros at \( P_{\gamma_1}, P_{\gamma_2} \), while the function \( p_{k+2}(x) \pm q_{k-1}(x)y \) has a zero at \( P_\alpha \). We note that \( y \) has zeros at \( P_{\gamma_1} \) and \( P_{\gamma_2} \), thus we will have that \( p_{k+2}(x) = (\gamma_1 - x)(\gamma_2 - x)p_k(x) \), for a degree \( k \) polynomial \( p_k \).

Assuming only that \( p_{k+2}(x) + q_{k-1}(x)y \) has a zero of order \( n \) at \( P_0 \), we have that the following function has a zero of order \( n \) at \( x = 0 \):

\[
\rho_{n+1}(x) = \frac{(p_{k+2}(x) + q_{k-1}(x)y)(p_{k+2}(x) - q_{k-1}(x)y)}{(\gamma_1 - x)(\gamma_2 - x)} \tag{4.7}
\]

\[
= (\gamma_1 - x)(\gamma_2 - x)p_k^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)q_{k-1}^2(x).
\]

Notice that \( \rho_{n+1} \) is a polynomial of degree \( n + 1 \) in \( x \) with a zero of order \( n \) at \( x = 0 \). Let us examine the position of its remaining zero.

Since \( \rho_{n+1} \) is an even degree polynomial with the positive leading coefficient, we have \( \rho_{n+1}(-\infty) > 0 \).

In case (ii), we also have \( \rho_{n+1}(a_3) > 0 \). On the other hand \( x = 0 \) is a zero of order \( n \) of \( \rho_{n+1} \), which means that the polynomial changes the sign at that point. That implies that \( \rho_{n+1} \) will always have another zero \( \alpha \), satisfying \( \alpha < a_3 \).

In case (iii), we have \( \gamma_1 \in (0, a_3) \), and \( \gamma_2, \alpha \) are both in \( (a_3, a_2) \) or both in \( (a_2, a_1) \). For \( \gamma_2 \in (a_3, a_2) \), we have that \( \alpha \in (a_3, \gamma_2) \), and we check: \( \rho_{n+1}(\gamma_2) < 0 \), \( \rho_{n+1}(a_3) > 0 \), thus \( \rho_{n+1} \) certainly has a zero in the requested interval. For \( \gamma_2 \in (a_2, a_1) \), we have that \( \alpha \in (\gamma_2, a_1) \), and we check: \( \rho_{n+1}(\gamma_2) < 0 \), \( \rho_{n+1}(a_1) > 0 \), thus again \( \rho_{n+1} \) certainly has a zero in the requested interval.

Now, consider the case when \( n \) is even, \( n = 2k \), i.e. the case (iv) of Proposition \[4.9\]. The divisor relation from there is equivalent to \(nP_0 + P_\alpha^\pm + P_{\gamma_1} \sim (n + 2)P_\infty \), which again follows from the equivalence \[4.6\] of double Weierstrass points on hyperelliptic curve. Since the space \( \mathcal{L}((n + 2)P_\infty) \) is generated by \( \{1, x, x^2, \ldots, x^{k+1}, y, xy, \ldots, x^{k-2}y\} \), that will be equivalent to the existence of polynomials \( p_{k+1}(x) \) and \( q_{k-2}(x) \) of degrees \( k + 1 \) and \( k - 2 \) such that the function \( p_{k+1}(x) + q_{k-2}(x)y \) has a zero of order \( n \) at \( P_0 \) and a zero at \( P_{\gamma_1} \), while the function \( p_{k+1}(x) \pm q_{k-2}(x)y \) has a zero at \( P_\alpha \). We note that \( \gamma_1 \) is a zero of \( y \), thus we will have that \( p_{k+1}(x) = (\gamma_1 - x)p_k(x) \), for a polynomial \( p_k \) of degree \( k \).
Assuming only that \( p_{k+1}(x) + q_{k-2}(x)y \) has a zero of order \( n \) at \( P_0 \), we have that the following function has a zero of order \( n \) at \( x = 0 \):

\[
\rho_{n+1}(x) = \frac{(p_{k+1}(x) + q_{k-2}(x)y)(p_{k+1}(x) - q_{k-2}(x)y)}{\gamma_1 - x}
= (\gamma_1 - x)p^2_k(x) - q^2_{k-2}(x)(a_1 - x)(a_2 - x)(a_3 - x)(\gamma_2 - x). \tag{4.8}
\]

Notice that \( \rho_{n+1} \) is a polynomial of degree \( n + 1 \), with a zero of order \( n \) at \( x = 0 \). We will show that the remaining zero of that expression lies in the same interval \((-\infty, a_3)\), \((a_3, a_2)\), \((a_2, a_1)\) as \( \gamma_1 \).

**Case 1:** \( Q_{\gamma_1} \) is ellipsoid. Notice that \( \rho_{n+1} \) is an odd degree polynomial with the negative leading coefficient, thus \( \rho_{n+1}(-\infty) > 0 \), and also, \( \rho_{n+1}(\gamma_1) < 0 \). From there \( \rho_{n+1} \) must have a zero in \((-\infty, \gamma_1)\).

**Case 2:** \( Q_{\gamma_1} \) is 1-sheeted hyperboloid. If \( Q_{\gamma_2} \) is an ellipsoid, then we need to show that \( \rho_{n+1} \) has a zero in \((a_3, \gamma_1)\). This will be true since \( \rho_{n+1}(\gamma_1) < 0 \) and \( \rho_{n+1}(a_3) > 0 \).

If \( Q_{\gamma_2} \) is also a 1-sheeted hyperboloid, then we need to show that \( \rho_{n+1} \) has a zero between \( \gamma_1 \) and \( \gamma_2 \). That will be true since sign \( \rho_{n+1}(\gamma_1) = \text{sign} (\gamma_2 - \gamma_1) = \text{sign} \rho_{n+1}(\gamma_2) \).

If \( Q_{\gamma_2} \) is a 2-sheeted hyperboloid, then we need to show that \( \rho_{n+1} \) has a zero in \((\gamma_1, a_2)\). That will be true since \( \rho_{n+1}(\gamma_1) > 0 \) and \( \rho_{n+1}(a_2) < 0 \).

**Case 3:** \( Q_{\gamma_1} \) is a 2-sheeted hyperboloid. Polynomial \( \rho_{n+1} \) has a zero in \((\gamma_1, a_1)\) since \( \rho_{n+1}(\gamma_1) > 0 \) and \( \rho_{n+1}(a_1) < 0 \).

\[\square\]

**Corollary 4.11** If the billiard trajectory is 0-weak \( n \)-periodic, then there are polynomials \( p_{n+1}(x) \), \( q_{n-2}(x) \) and \( r_1(x) \) of degrees \( n + 1 \), \( n - 2 \) and \( 1 \) such that:

\[
p^2_{n+1}(x) - \mathcal{P}(x)q^2_{n-2}(x) = x^{2n}r_1^2(x). \tag{4.9}
\]

**Proof.** According to Theorem 4.10 there are three possible cases.

In the first case of Theorem 4.10 there are polynomials \( p_{k+1} \) and \( q_{k-2} \) of degrees \( k + 1 \) and \( k - 2 \) such that

\[
p^2_{k+1}(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x)q^2_{k-2}(x) = x^n(x - \alpha).
\]

Set:

\[
p_{n+1}(x) := p^2_{k+1}(x) - \frac{1}{2}x^n(x - \alpha).
\]

We have:

\[
p^2_{n+1}(x) = p^2_{k+1}(x) (p^2_{k+1}(x) - x^n(x - \alpha)) + \frac{1}{4}x^{2n} (x - \alpha)^2
= p^2_{k+1}(x) \cdot \mathcal{P}(x)q^2_{k-2}(x) + \frac{1}{4}x^{2n} (x - \alpha)^2.
\]

Thus:

\[
q_{n-2} = p_{k+1}q_{k-2}, \quad r_1(x) = \frac{1}{2}(x - \alpha).
\]

29
In the second case of Theorem 4.10, there are polynomials $p_k$ and $q_{k-1}$ of degrees $k$ and $k-1$ such that

$$(\gamma_1 - x)(\gamma_2 - x)p_k^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)q_{k-1}^2(x) = x^n(x - \alpha).$$

Set:

$$p_{n+1}(x) := (\gamma_1 - x)(\gamma_2 - x)p_k^2(x) - \frac{1}{2}x^n(x - \alpha).$$

We have:

$$p_{n+1}^2(x) = (\gamma_1 - x)(\gamma_2 - x)p_k^2(x) \left((\gamma_1 - x)(\gamma_2 - x)p_k^2(x) - x^n(x - \alpha)\right) + \frac{1}{4}x^{2n}(x - \alpha)^2$$

$$= p_k^2(x) \cdot \mathcal{P}(x)q_{k-1}^2(x) + \frac{1}{4}x^{2n}(x - \alpha)^2.$$

Thus:

$$q_{n-2} = p_k q_{k-1}, \quad r_1(x) = \frac{1}{2}(x - \alpha).$$

In the third case of Theorem 4.10, there are polynomials $p_k$ and $q_{k-2}$ of degrees $k$ and $k-2$ such that

$$(\gamma_1 - x)p_k^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_2 - x)q_{k-2}^2(x) = -x^n(x - \alpha).$$

Notice the negative sign at the righthand side, since the leading coefficient of the lefthand side is negative.

Set:

$$p_{n+1}(x) := (\gamma_1 - x)p_k^2(x) + \frac{1}{2}x^n(x - \alpha).$$

We have:

$$p_{n+1}^2(x) = (\gamma_1 - x)p_k^2(x) \left((\gamma_1 - x)p_k^2(x) + x^n(x - \alpha)\right) + \frac{1}{4}x^{2n}(x - \alpha)^2$$

$$= p_k^2(x) \cdot \mathcal{P}(x)q_{k-2}^2(x) + \frac{1}{4}x^{2n}(x - \alpha)^2.$$

Thus:

$$q_{n-2} = p_k q_{k-2}, \quad r_1(x) = \frac{1}{2}(x - \alpha).$$

□

**Corollary 4.12** A billiard trajectory within $\mathcal{E}$ with caustics $Q_{\gamma_1}$ and $Q_{\gamma_2}$ is $0$-weak $n$-periodic if and only if one of the following conditions is satisfied:

- $n = 2k + 1$ is odd, $n \geq 5$, and

\[
\det \begin{pmatrix}
A_4 & A_5 & \cdots & A_{k+2} \\
A_5 & A_6 & \cdots & A_{k+3} \\
\vdots & \vdots & \ddots & \vdots \\
A_{k+2} & A_{k+3} & \cdots & A_{2k}
\end{pmatrix} = 0;
\]  

(4.10)
\(n = 2k + 1\) is odd, either one of the caustics is ellipsoid or both of them are 1-sheeted hyperboloids, and \(\det M = 0\), where \(M\) is an \(n \times n\) matrix with entries:

\[
M_{ij} = \begin{cases} 
\gamma_1 \gamma_2, & i + j = n - k + 1; \\
-\gamma_1 - \gamma_2, & i + j = n - k - 2, j \leq n - k; \\
1, & i + j = n - k + 3, j \leq n - k; \\
A_{i-1-j+n}, & j \geq n - k + 1, i \geq j - n + 1; \\
0, & \text{otherwise}; 
\end{cases}
\tag{4.11}
\]

\(n = 2k\) is even and \(\det N = 0\), where \(N\) is an \(n \times n\) matrix with entries:

\[
N_{ij} = \begin{cases} 
-\gamma_1, & i + j = n - k; \\
1, & i + j = n - k + 3, j \leq n - k; \\
A_{i-1-j+n}, & j \geq n - k, i \geq j - n + 1; \\
0, & \text{otherwise}. 
\end{cases}
\tag{4.12}
\]

Coefficients \(A_j\) are defined as: \(\sqrt{\mathcal{P}(x) = A_0 + A_1 x + A_2 x^2 + \ldots}\).

**Proof.** In the proof of the first condition of Theorem 4.10 is that \(n = 2k + 1\) is odd and that there are real polynomials:

\[
p_{k+1}(x) = \sum_{j=0}^{k+1} \alpha_j x^j, \quad q_{k-2}(x) = \sum_{j=0}^{k-2} \beta_j x^j,
\]

such that the function \(f = p_{k+1}(x) + y q_{k-2}(x)\), which is defined on \(\mathcal{E}\), has a zero of order \(n\) at \(P_0\). Thus, the condition is equivalent to vanishing of the first \(n\) coefficients in the Taylor series of \(f\) around \(P_0\), which gives a system of \(n\) homogeneous linear equations in \(n\) unknowns \(\alpha_0, \ldots, \alpha_{k+1}, \beta_0, \ldots, \beta_{k-2}\). The matrix of that system has a \((k + 2) \times (k + 2)\) identity submatrix in the upper left corner, thus the existence of its non-zero solution is equivalent to the determinant of its \((k - 1) \times (k - 1)\) submatrix in the lower right corner being equal to zero, i.e. to \(4.10\).

The determinant conditions for the remaining cases are obtained in a similar way. \(\square\)

### 4.3 0-weak periodicity in elliptic coordinates in dimension 3

In this section, we will consider billiard trajectories in elliptic coordinates, that is up to the reflections with respect to the coordinate planes. Equivalently, this is the billiard within one of the solids bounded by the ellipsoid and the three coordinate planes.

Let us explain that more precisely. Suppose that \(\mathcal{T}\) is a billiard trajectory within \(\mathcal{E}\). Trajectory \(\mathcal{T} \text{ in elliptic coordinates}\) is its projection \(\mathcal{T}_e\) which maps any point \(X\) with Cartesian coordinates \((x_1, x_2, x_3)\) to the point \(X_e = (|x_1|, |x_2|, |x_3|)\). We note that \(X_e\) is the unique point in the first octant of the space which has the same elliptic coordinate as \(X\).
Definition 4.13 We say that a billiard trajectory $T$ within $E$ is 0-weak $n$-periodic in elliptic coordinates if the projections $t_i^1, t_{n+1}^e$ of the first and $(n+1)$-st segments of $T$ intersect on a confocal quadric $Q_\alpha$ and satisfy the billiard reflection law off that quadric at the intersection point.

Lemma 4.14 A billiard trajectory within $E$ with caustics $Q_{\gamma_1}$ and $Q_{\gamma_2}$ 0-weak $n$-periodic in elliptic coordinates if and only if, for some $j \in \{1, 2, 3, 4, 5\}$ such that $\mathcal{P}(x) \geq 0$ for each $x$ between $\alpha$ and $b_j$ and some $\varepsilon_1, \varepsilon_2 \in \{0, 1\}$, the following identity holds:

$$n(P_0 - P_{b_1}) \pm (P_\alpha - P_{b_j}) + \varepsilon_1(P_{b_2} - P_{b_3}) + \varepsilon_2(P_{b_4} - P_{b_5}) \sim 0. \quad (4.13)$$

Proof. This can be proved similarly as Proposition 4.9. The key difference is that here, for periodicity in elliptic coordinates, it is not true that the number of intersections of a polygonal line with a coordinate hyperplane must be even. Thus the numbers $n_2, n_3$ introduced as in the proof of Proposition 4.9 can be even or odd in any of the cases. Using (4.6), we get $n_2(P_{b_2} - P_{b_3}) \sim \varepsilon_1(P_{b_2} - P_{b_3})$ and $n_3(P_{b_4} - P_{b_5}) \sim \varepsilon_2(P_{b_4} - P_{b_5})$, with $\varepsilon_1, \varepsilon_2$ are of the same parity as $n_2, n_3$ respectively. \qed

Polynomial equations in dimension 3

We will derive polynomial equations for 0-weak periodic trajectories in elliptic coordinates.

Suppose first that $Q_\alpha$ is ellipsoid and $n$ even. Then (4.13) yields

$$nP_0 + P_\alpha \pm P_{b_1} + \varepsilon_1(P_{b_2} + P_{b_3}) + \varepsilon_2(P_{b_4} + P_{b_5}) \sim (n + 2 + 2\varepsilon_1 + 2\varepsilon_2)P_\infty.$$

Since the space $\mathcal{L}(2mP_\infty)$, $m = \frac{n}{2} + 1 + \varepsilon_1 + \varepsilon_2$, is generated by:

$$1, x, \ldots, x^m, y, xy, \ldots, x^{m-3}y,$$

the divisor identity is equivalent to the existence of real polynomials $p_m(x)$ and $q_{m-3}(x)$, such that the function $p_m(x) + yq_{m-3}(x)$ on $E$ has a zero of order $n$ at $P_0$, a zero at $P_\alpha$, zeros of order $\varepsilon_1$ at $P_{b_2}, P_{b_3}$, and zeros of order $\varepsilon_2$ at $P_{b_4}, P_{b_5}$, while $p_m(x) \pm yq_{m-3}(x)$ has a zero at $P_\alpha$. Since $b_1, \ldots, b_5$ are zeros of $y$, we have that $p_m(x) = (b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_2}(b_4 - x)^{\varepsilon_1}(b_5 - x)^{\varepsilon_2}p_{m-1-2\varepsilon_1-2\varepsilon_2}(x)$, and we conclude that the following expression:

$$\rho_{n+1}(x) = \frac{(p_m(x) + yq_{m-3}(x))(p_m(x) - yq_{m-3}(x))}{(b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}}$$

$$= (b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}p_{m-1-2\varepsilon_1-2\varepsilon_2}(x)$$

$$- (b_2 - x)^{1-\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{1-\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}q_{m-3}(x)$$

is a polynomial of degree $n + 1$ with a zero of order $n$ at $x = 0$ and a simple zero at $x = \alpha$. The leading coefficient of $\rho_{n+1}$ is negative, so $\rho_{n+1}(-\infty) > 0$. We also have
that $\rho_{n+1}(b_1) < 0$. Notice that at $x = 0$ the polynomial will not change the sign, so $\alpha \in (-\infty, b_1)$.

Second, suppose that $Q_\alpha$ is ellipsoid and $n$ is odd. Then (4.13) yields

$$nP_0 + P_\alpha^\pm + \varepsilon_1(P_{b_2} + P_{b_3}) + \varepsilon_2(P_{b_4} + P_{b_5}) \sim (n + 1 + 2\varepsilon_1 + 2\varepsilon_2)P_\infty.$$ 

Since the space $\mathcal{L}(2mP_\infty)$, $m = \frac{n + 1}{2} + \varepsilon_1 + \varepsilon_2$, is generated by:

$$1, x, \ldots, x^m, y, xy, \ldots, x^{m-3}y,$$

the divisor identity is equivalent to the existence of real polynomials $p_m(x) + q_{m-3}(x)$, such that $p_m(x) + yq_{m-3}(x)$ has a zero of order $n$ at $P_0$, zeros of order $\varepsilon_1$ at $P_{b_2}$, $P_{b_3}$, and zeros of order $\varepsilon_2$ at $P_{b_4}$, $P_{b_5}$, while $p_m(x) \pm yq_{m-3}(x)$ has a zero at $P_\alpha$. Since $b_1, \ldots, b_5$ are zeros of $y$, we have that $p_m(x) = (b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}p_{m-2\varepsilon_1-2\varepsilon_2}(x)$, and we conclude that the following expression:

$$\rho_{n+1}(x) = \frac{(p_m(x) + yq_{m-3}(x))(p_m(x) - yq_{m-3}(x))}{(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}}$$

$$= (b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}p_{m-2\varepsilon_1-2\varepsilon_2}(x)$$

$$- (b_1 - x)(b_2 - x)^{1-\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{1-\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}q_{m-3}(x)$$

is a polynomial of degree $n + 1$ with a zero of order $n$ at $P_0$ and a simple zero at $P_\alpha$. The leading coefficient of $\rho_{n+1}$ is positive, so $\rho_{n+1}(-\infty) > 0$. We also have that $\rho_{n+1}(b_1) > 0$. Notice that at $x = 0$ the polynomial will change the sign, so $\alpha \in (-\infty, b_1)$.

Third, suppose that $Q_\alpha$ is 1-sheeted hyperboloid and $n$ even. Then (4.13) yields

$$nP_0 + P_\alpha^\pm + \varepsilon_1P_{b_2} + (1 - \varepsilon_1)P_{b_3} + \varepsilon_2(P_{b_4} + P_{b_5}) \sim (n + 2 + 2\varepsilon_2)P_\infty.$$ 

Since the space $\mathcal{L}(2mP_\infty)$, $m = \frac{n}{2} + 1 + \varepsilon_2$, is generated by:

$$1, x, \ldots, x^m, y, xy, \ldots, x^{m-3}y,$$

the divisor identity is equivalent to the existence of real polynomials $p_m(x) + q_{m-3}(x)$, such that $p_m(x) + yq_{m-3}(x)$ has a zero of order $n$ at $P_0$, zeros of order $\varepsilon_1$, $1 - \varepsilon_1$ at $P_{b_2}$, $P_{b_3}$, and zeros of order $\varepsilon_2$ at $P_{b_4}$, $P_{b_5}$, while $p_m(x) \pm yq_{m-3}(x)$ has a zero at $P_\alpha$. Since $b_1, \ldots, b_5$ are zeros of $y$, we have that $p_m(x) = (b_2 - x)^{\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}p_{m-1-2\varepsilon_2}(x)$, and we conclude that the following expression:

$$\rho_{n+1}(x) = \frac{(p_m(x) + yq_{m-3}(x))(p_m(x) - yq_{m-3}(x))}{(b_2 - x)^{\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}}$$

$$= (b_2 - x)^{\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}p_{m-1-2\varepsilon_2}(x)$$

$$- (b_1 - x)(b_2 - x)^{1-\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{1-\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}q_{m-3}(x)$$

is a polynomial of degree $n + 1$ with a zero of order $n$ at $x = 0$ and a simple zero at $x = \alpha$. It is easy to see that $\rho_{n+1}(b_2) > 0$ and $\rho_{n+1}(b_3) < 0$, thus $\alpha \in (b_2, b_3)$.
Fourth, suppose that $\mathcal{Q}_\alpha$ is 1-sheeted hyperboloid and $n$ odd. Then (4.13) yields
\[nP_0 + P_\alpha^\pm + P_0 + \varepsilon_1 P_{b_0} + (1 - \varepsilon_1)P_{b_1} + \varepsilon_2(P_{b_4} + P_{b_5}) \sim (n + 3 + 2\varepsilon_2)P_\infty.\]
Since the space $\mathcal{L}(2mP_\infty)$, $m = \frac{n + 1}{2} + 1 + \varepsilon_2$, is generated by:
\[1, x, \ldots, x^m, y, xy, \ldots, x^{m-3}y,\]
the divisor identity is equivalent to the existence of real polynomials $p_m(x)$ and $q_{m-3}(x)$, such that $p_m(x) + yq_{m-3}(x)$ has a zero of order $n$ at $P_0$, simple zero at $P_0$, zeros of order $\varepsilon_1$, $1 - \varepsilon_1$ at $P_{b_2}$, $P_{b_3}$, and zeros of order $\varepsilon_2$ at $P_{b_4}$, $P_{b_5}$, while $p_m(x) + yq_{m-3}(x)$ has a zero at $P_\alpha$. Since $b_1, \ldots, b_5$ are zeros of $y$, we have that $p_m(x) = (b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}p_{m-2-2\varepsilon_2}(x)$, and we conclude that the following expression:
\[
\rho_{n+1}(x) = \frac{(p_m(x) + yq_{m-3}(x))(p_m(x) - yq_{m-3}(x))}{(b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}}
\]
\[= (b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{\varepsilon_2}p_{m-2-2\varepsilon_2}(x) - (b_2 - x)^{1-\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{1-\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}p_{m-3}(x)\]
is a polynomial of degree $n + 1$ with a zero of order $n$ at $x = 0$ and a simple zero at $x = \alpha$.

Fifth, suppose that $\mathcal{Q}_\alpha$ is 2-sheeted hyperboloid and $n$ even. Then (4.13) yields
\[nP_0 + P_\alpha^\pm + \varepsilon_1(P_{b_2} + P_{b_3}) + \varepsilon_2P_{b_4} + (1 - \varepsilon_2)P_{b_5} \sim (n + 2 + 2\varepsilon_2)P_\infty.\]
Since the space $\mathcal{L}(2mP_\infty)$, $m = \frac{n}{2} + 1 + \varepsilon_2$, is generated by:
\[1, x, \ldots, x^m, y, xy, \ldots, x^{m-3}y,\]
the divisor identity is equivalent to the existence of real polynomials $p_m(x)$ and $q_{m-3}(x)$, such that $p_m(x) + yq_{m-3}(x)$ has a zero of order $n$ at $P_0$, zeros of order $\varepsilon_1$ at $P_{b_2}$, $P_{b_3}$, and zero of order $\varepsilon_2$, $1 - \varepsilon_2$ at $P_{b_4}$, $P_{b_5}$, while $p_m(x) + yq_{m-3}(x)$ has a zero at $P_\alpha$. Since $b_1, \ldots, b_5$ are zeros of $y$, we have that $p_m(x) = (b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}p_{m-1-2\varepsilon_2}(x)$, and we conclude that the following expression:
\[
\rho_{n+1}(x) = \frac{(p_m(x) + yq_{m-3}(x))(p_m(x) - yq_{m-3}(x))}{(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}}
\]
\[= (b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}p_{m-1-2\varepsilon_2}(x) - (b_1 - x)(b_2 - x)^{1-\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{1-\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}p_{m-3}(x)
\]
is a polynomial of degree $n + 1$ with a zero of order $n$ at $x = 0$ and a simple zero at $x = \alpha$.

It is easy to see that $\rho_{n+1}(b_1) > 0$ and $\rho_{n+1}(b_3) < 0$, thus $\alpha \in (b_2, b_3)$.

Sixth, suppose that $\mathcal{Q}_\alpha$ is 1-sheeted hyperboloid and $n$ odd. Then (4.13) yields
\[nP_0 + P_\alpha^\pm + P_0 + \varepsilon_1(P_{b_2} + P_{b_3}) + \varepsilon_2P_{b_4} + (1 - \varepsilon_2)P_{b_5} \sim (n + 3 + 2\varepsilon_2)P_\infty.\]
Since the space $\mathcal{L}(2mP_\infty)$, $m = \frac{n + 1}{2} + 1 + \varepsilon_2$, is generated by:

$$1, x, \ldots, x^m, y, xy, \ldots, x^{m-3}y,$$

the divisor identity is equivalent to the existence of real polynomials $p_m(x)$ and $q_{m-3}(x)$, such that $p_m(x) + yq_{m-3}(x)$ has a zero of order $n$ at $P_0$, simple zero at $P_b$, zeros of order $\varepsilon_2$, $1 - \varepsilon_2$ at $P_{b_4}, P_{b_5}$, while $p_m(x) \pm yq_{m-3}(x)$ has a zero at $P_\alpha$. Since $b_1, \ldots, b_5$ are zeros of $y$, we have that $p_m(x) = (b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}p_{m-2-2\varepsilon_2}(x)$, and we conclude that the following expression:

$$\rho_{n+1}(x) = \frac{(p_m(x) + yq_{m-3}(x))(p_m(x) - yq_{m-3}(x))}{(b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}}$$

$$= \frac{(b_1 - x)(b_2 - x)^{\varepsilon_1}(b_3 - x)^{\varepsilon_1}(b_4 - x)^{\varepsilon_2}(b_5 - x)^{1-\varepsilon_2}p_{m-2-2\varepsilon_2}(x)}{-(b_2 - x)^{1-\varepsilon_1}(b_3 - x)^{1-\varepsilon_1}(b_4 - x)^{1-\varepsilon_2}(b_5 - x)^{\varepsilon_2}q_{m-3}(x)}$$

is a polynomial of degree $n + 1$ with a zero of order $n$ at $x = 0$ and a simple zero at $x = \alpha$. It is easy to see that $\rho_{n+1}(b_4) < 0$ and $\rho_{n+1}(b_5) > 0$, thus $\alpha \in (b_4, b_5)$.

**Theorem 4.15** The billiard trajectory is 0-weak $n$-periodic in elliptic coordinates if and only if there are polynomials $p_{n+1}(x), q_{n-2}(x)$ and $r_1(x)$ of degrees $n + 1, n - 2$ and 1 such that (4.9) is satisfied.

**Proof.** If the trajectory is 0-weak $n$-periodic, we can derive (4.9) similarly as in Corollary 4.11 from the polynomial equations derived in this section.

Now, we suppose that there there are polynomials $p_{n+1}(x), q_{n-2}(x)$ and $r_1(x)$ satisfying (4.9). Then:

$$(p_{n+1}(x) - x^n r_1(x))(p_{n+1}(x) + x^n r_1(x)) = \mathcal{P}(x)q_{n-2}^2(x).$$

Notice that $p_{n+1}(x)$ and $x^n r_1(x)$ do not have common factors, which implies the same for $p_{n+1}(x) - x^n r_1(x)$ and $p_{n+1}(x) + x^n r_1(x)$. Thus, we get:

$$p_{n+1}(x) - x^n r_1(x) = \rho_1(x)\kappa_1^2(x), \quad p_{n+1}(x) + x^n r_1(x) = \rho_2(x)\kappa_2^2(x),$$

with

$$\rho_1\rho_2 = \mathcal{P}, \quad \kappa_1\kappa_2 = q_{n-2}.$$

Subtracting the two equalities, we get:

$$\rho_2(x)\kappa_2^2(x) - \rho_1(x)\kappa_1^2(x) = 2x^n r_1.$$
4.4 Weak periodic trajectories in dimension $d$ and generalized Pell’s equations

The consideration of the previous Sections can be generalized as follows, using the concept of $s$-skew lines from [DR2008], see also [DR2011]. For two given lines $\ell_1$ and $\ell_2$ which share the same caustics in the $d$-dimensional space, we say that they are $s$-skew if $s$ is the smallest number no greater than $d - 2$ such that there exists a system of $s + 1$ quadrics $Q_{\alpha_k}, k = 1, \ldots, s + 1$ from the confocal family, such that the line $\ell_2$ is obtained from $\ell_1$ by consecutive reflections off $Q_{\alpha_k}$. If two distinct lines $\ell_1$ and $\ell_2$ intersect or they are parallel, they are 0-skew. The lines are $(-1)$-skew if they coincide.

Note that some of the quadrics from the system $Q_{\alpha_k}$ can coincide among themselves or with $E$.

Let us explain why the inequality $s \leq d - 2$ is imposed in the notion of $s$-skew lines. Namely, any pair of the lines in the space is $s$-skew for the unique value $s \in \{-1, 0, \ldots, d - 2\}$ and, moreover, the system of quadrics $Q_{\alpha_k}$ is uniquely determined, up to their order [DR2008]. If the requirement $s \leq d - 2$ would be omitted, then the uniqueness would be lost.

**Definition 4.16** A billiard trajectory is $s$-weak $n$-periodic if the lines containing its first and $(n + 1)$-st segments are $s$-skew.

**Theorem 4.17** The billiard trajectory is $s$-weak periodic with period $n$ in elliptic coordinates if and only if there are polynomials $p_{n+s+1}(x), q_{n+s+1-d}(x)$ and $r_{s+1}(x)$ of degrees $n + s + 1, n + s + 1 - d$ and $s + 1$ such that they pairwise do not have any common factors and

$$p^2_{n+s+1}(x) - \mathcal{P}_{2d-1}(x)q^2_{n+s+1-d}(x) = x^{2n}r^2_{s+1}(x). \quad (4.14)$$

**Proof.** A trajectory will be $s$-weak $n$-periodic in elliptic coordinates if and only the following relation is satisfied:

$$n(P_0 - P_{b_1}) + \sum_{k=1}^{s+1} (P^\sigma_{\alpha_k} - P_{b_{j_k}}) + \sum_{l=1}^{d-1} \varepsilon_l (P_{b_{2l}} - P_{b_{2l+1}}) \sim 0, \quad (4.15)$$

with $\varepsilon_l \in \{0, 1\}$, and $\sigma_k \in \{+, -\}$. Here, $j_k \in \{1, \ldots, 2d - 1\}$ and $\mathcal{P}_{2d-1}(x) > 0$ for all $x$ between $b_{j_k}$ and $\alpha_k$. The relation (4.15) is equivalent to the equation of the following form:

$$nP_0 + \sum_{k=1}^{s+1} P^\sigma_{\alpha_k} + \sum_{l=1}^{2d-1} \varepsilon'_l P_{b_l} \sim \left(n + s + 1 + \sum_{l=1}^{2d-1} \varepsilon'_l\right) P_\infty, \quad (4.16)$$

with $\varepsilon'_l \in \{0, 1\}$. We note that the order of the divisors on both sides of the equivalence (4.16) is even, thus denote $2m = n + s + 1 + \sum_{l=1}^{2d-1} \varepsilon'_l$.

Then $\mathcal{L}(2mP_\infty)$ is generated by:

$$1, x, \ldots, x^m, xy, \ldots, x^{m-d}y,$$
and (4.16) is equivalent to the existence of polynomials \( p_m(x) \) and \( q_{m-d}(x) \) such that \( p_m(x) + yq_{m-3}(x) \) has a zero of order \( n \) at the point \( P_0 \) on \( C' \), zeros of orders \( \varepsilon_i' \) at the Weierstrass points \( P_{b_i} \), while \( p_m(x) + \sigma_k yq_{m-3}(x) \) has a zero at \( P_{\alpha_k} \). Since \( y \) has zeros at \( P_{b_i} \), we have that:

\[
p_m(x) = \prod_{l=1}^{2d-1} (b_l - x)^{\varepsilon_i} p_{m_1}(x).
\]

From there:

\[
\rho_{n+s+1}(x) = \frac{(p_m(x) + yq_{m-3}(x))(p_m(x) - yq_{m-3}(x))}{\prod_{l=1}^{2d-1} (b_l - x)^{\varepsilon_i'}}
= \prod_{l=1}^{2d-1} (b_l - x)^{\varepsilon_i'} p_{m_1}^2(x) - \prod_{l=1}^{2d-1} (b_l - x)^{1-\varepsilon_i'} q_{m-3}(x) \tag{4.17}
\]

is a polynomial in \( x \) of degree \( n + s + 1 \) with a zero of order \( n \) at \( x = 0 \) and zeros at \( x = \alpha_k \), \( 1 \leq k \leq s + 1 \), thus \( \rho_{n+s+1}(x) = cx^n \prod_{k=1}^{s+1} (\alpha_k - s) \), with \( c = (-1)^s \varepsilon_{i+s+1} \).

We set:

\[
p_{n+s+1}(x) := \prod_{l=1}^{2d-1} (b_l - x)^{\varepsilon_i'} p_{m_1}(x) + \frac{c}{2} \rho_{n+s+1}(x).
\]

We have:

\[
p_{n+s+1}^2(x) = \prod_{l=1}^{2d-1} (b_l - x)^{\varepsilon_i'} p_{m_1}(x) \left( \prod_{l=1}^{2d-1} (b_l - x)^{\varepsilon_i'} p_{m_1}^2(x) + c \rho_{n+s+1}(x) \right) + \frac{1}{4} \rho_{n+s+1}^2(x)
= p_{m_1}^2(x) \cdot \mathcal{P}_{2d-1}(x)q_{m-3}(x) + \frac{1}{4} \rho_{n+s+1}^2(x).
\]

Thus

\[
q_{n+s+1-d} = p_m q_{m-3}, \quad r_{s+1} = \frac{1}{2} \prod_{k=1}^{s+1} (\alpha_k - x).
\]

Now, suppose that there are polynomials \( p_{n+s+1} \), \( q_{n+s+1-d} \), \( r_{s+1} \) satisfying (4.14). Then:

\[
(p_{n+s+1}(x) - x^n r_{s+1})(p_{n+s+1}(x) + x^n r_{s+1}) = \mathcal{P}_{2d-1}(x)q_{n+s+1-d}^2.
\]

Since those polynomials do not have pairwise any common factors, we have:

\[
p_{n+s+1}(x) - x^n r_{s+1} = \rho_1(x) \kappa_1^2(x), \quad p_{n+s+1}(x) + x^n r_{s+1} = \rho_2(x) \kappa_2^2(x),
\]

\[
\rho_1 \rho_2 = \mathcal{P}_{2d-1}, \quad \kappa_1 \kappa_2 = q_{n+s+1-d}.
\]

From there:

\[
\rho_2(x) \kappa_2^2(x) - \rho_1 \kappa_1^2(x) = 2x^n r_{s+1}(x),
\]

which is equivalent to (4.17) and will lead back to the divisor condition and the s-skew periodicity of the corresponding trajectories.

Now we are ready to relate the notion of adjoint resonance of billiard trajectories from Section 3 and s-weak periodic from the current Section, see Definitions 3.6 and 4.16.
Theorem 4.18 If a billiard trajectory within an ellipsoid in $d$-dimensional space is of adjoint resonance $\hat{r}$ and $s$-weak periodic, then

$$\hat{r} + s + 2 \leq d. \quad (4.18)$$

Proof. The proof follows from Theorems 3.10 and 4.17. One should compare the equations (3.7) and (4.14), after making the change of variables in the latter $z = \frac{1}{x}$. The inequality in the condition is a consequence of the condition of Theorem 3.10 that the polynomial $S_k$ has at most one zero in each of the closed intervals $[b_2(d+1-i) - 1, b_2(d-i)]$ and no zeros outside the union of the intervals. There is no analogue of such condition in Theorem 4.17, see the examples in the following sections. \(\square\)

4.5 Examples in dimension 3

0-weak period 3. Suppose that the first and fourth segments of a trajectory intersect each other on $Q_\alpha$ and satisfy the reflection law off that quadric.

Case 1: $Q_\alpha$ is an ellipsoid. Then one of the following relations must be satisfied:

- $3(P_0 - P_{b_1}) \pm (P_\alpha - P_{b_1}) \sim 0$;
- $3(P_0 - P_{a_3}) \pm (P_\alpha - P_{a_3}) + P_{\gamma_1} - P_{\gamma_2} \sim 0$, with $Q_{\gamma_1}$ and $Q_{\gamma_2}$ both being 1-sheeted hyperboloids,

where the positive sign corresponds to the reflection off $Q_\alpha$ from inside, and the negative one to the reflection from outside.

The first relation is equivalent to $3P_0 + P_{a_3}^{\pm} \sim 4P_\infty$. Since the space $\mathcal{L}(4P_\infty)$ is generated by $\{1, x, x^2\}$, the relation will be equivalent to the existence of a non-trivial quadratic polynomial in $x$ with a triple zero at $x = 0$ and a zero at $x = \alpha$, which is not possible.

The second relation is equivalent to $3P_0 + P_{a_3}^{\pm} + P_{\gamma_1} + P_{\gamma_2} \sim 6P_\infty$. Since the space $\mathcal{L}(6P_\infty)$ is generated by $\{1, x, x^2, x^3, y\}$, that will be equivalent to the existence of a cubic polynomial $p_3(x)$ such that the function $p_3(x) + y$ has a triple zero at $x = 0$ and zeros at $x = \gamma_1$, $x = \gamma_2$, while the function $p_3(x) \pm y$ has a zero at $x = \alpha$. We note that $\gamma_1$ and $\gamma_2$ are zeros of $y$, thus we will have that $p_3(x) = (\gamma_1 - x)(\gamma_2 - x)p_1(x)$, for a linear polynomial. If $p_1(x) = ax + b$, we have:

$$(\gamma_1 - x)(\gamma_2 - x)p_1(x) + y = A_0 + b\gamma_1\gamma_2 + (A_1 - b\gamma_1 - b\gamma_2 + a\gamma_1\gamma_2)x + (A_2 + b - a\gamma_1 - a\gamma_2)x^2 + \ldots,$$

with $A_0, A_1, A_2, \ldots$ defined as in Lemma 4.5. Thus the expression will have a triple zero at $x = 0$ for some choice of $a$ and $b$ if and only if:

$$\det\begin{pmatrix} 0 & \gamma_1\gamma_2 & A_0 \\ \gamma_1\gamma_2 & -\gamma_1 - \gamma_2 & A_1 \\ -\gamma_1 - \gamma_2 & 1 & A_2 \end{pmatrix} = 0. \quad (4.19)$$
Assuming that these conditions are satisfied, we have that the following polynomial of degree 4 has a triple zero at \( x = 0 \):

\[
\rho(x) = \frac{(p_3(x) + y)(p_3(x) - y)}{(\gamma_1 - x)(\gamma_2 - x)} = (\gamma_1 - x)(\gamma_2 - x)p_1^2(x) - (a_1 - x)(a_2 - x)(a_3 - x), \tag{4.20}
\]

and we need it to have also a zero at \( x = \alpha \), for some \( \alpha < a_3 \).

Notice that \( \rho \) is a quartic polynomial with the positive leading coefficient, thus \( \rho(-\infty) > 0 \). Also, \( \rho(a_3) > 0 \). On the other hand \( x = 0 \) is a triple zero of \( \rho \), which means that the polynomial changes the sign at that point. That means that \( \rho \) will always have another zero \( \alpha \), satisfying \( \alpha < a_3 \).

**Case 2:** \( Q_\alpha \) is a hyperboloid. According to Lemma 4.7, one of the caustics is a hyperboloid of the same geometric type as \( Q_\alpha \). Since the number of bounces off the boundary \( \mathcal{E} \) is odd, the other caustic is an ellipsoid. Thus, we assume \( \gamma_1 \in (0, a_3) \), and \( \gamma_2, \alpha \) are both in \((a_3, a_2)\) or both in \((a_2, a_1)\). The condition for weak 3-periodicity then is:

\[
3(P_0 - P_{\gamma_1}) \pm (P_\alpha - P_{\gamma_2}) \sim 0,
\]

where the positive sign corresponds to the reflection off \( Q_\alpha \) from inside, and the negative one to the reflection from outside. That relation is equivalent to \( 3P_0 + P_\alpha^\pm + P_{\gamma_1} + P_{\gamma_2} \sim 6P_\infty \). Similarly as above, we get that the condition for weak 3-periodicity is equivalent to the relation (4.19) and the existence of a linear polynomial \( p_1 \) such that (4.20) has a zero within the corresponding interval. For \( \gamma_2 \in (a_3, a_2) \), we have that \( \alpha \in (a_3, \gamma_2) \), and we check: \( \rho(\gamma_2) < 0, \rho(a_3) > 0 \), thus \( \rho \) certainly has a zero in the requested interval. For \( \gamma_2 \in (a_2, a_1) \), we have that \( \alpha \in (\gamma_2, a_1) \), and we check: \( \rho(\gamma_2) < 0, \rho(a_1) > 0 \), thus again \( \rho \) certainly has a zero in the requested interval.

We conclude that the condition for weak 3-periodicity is equivalent to the following:

- the relations (4.19) are satisfied; and
- either one of the caustics is ellipsoid or both caustics are 1-sheeted hyperboloids.

**0-weak period 4.** Suppose that the first and fifth segments of a trajectory are reflected to each other off quadric \( Q_\alpha \).

According to Lemma 4.7, one of the caustics, say \( Q_{\gamma_1} \), is of the same geometric type as \( Q_\alpha \). The following relation must be satisfied:

\[
4(P_0 - P_{\gamma_1}) \pm (P_\alpha - P_{\gamma_1}) \sim 0,
\]

where the positive sign corresponds to the reflection off \( Q_\alpha \) from inside, and the negative one to the reflection from outside. This is equivalent to \( 4P_0 + P_\alpha^\pm + P_{\gamma_1} \sim 6P_\infty \). Since the space \( \mathcal{L}(6P_\infty) \) is generated by \( \{1, x, x^2, x^3, y\} \), that will be equivalent to the existence of a cubic polynomial \( p_3(x) \) such that the function \( p_3(x) + y \) has a zero of order 4 at \( x = 0 \) and a zero at \( x = \gamma_1 \), while the function \( p_3(x) \pm y \) has a zero at \( x = \alpha \). We note that \( \gamma_1 \) is a zero of \( y \), thus we will have that \( p_3(x) = (\gamma_1 - x)p_2(x) \), for a quadratic polynomial \( p_2(x) = ax^2 + bx + c \). We have that the following expression:

\[
(\gamma_1 - x)p_2(x) + y = A_0 + c\gamma_1 + (A_1 - c + b\gamma_1)x + (A_2 - b + a\gamma_1)x^2 + (-a + A_3)x^3 + \ldots
\]
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will have a zero of order 3 at \( x = 0 \) for some choice of \( a, b, c \) if and only if:

\[
\det \begin{pmatrix}
0 & 0 & -\gamma_1 & A_0 \\
0 & -\gamma_1 & 1 & A_1 \\
-\gamma_1 & 1 & 0 & A_2 \\
1 & 0 & 0 & A_3
\end{pmatrix} = 0.
\]

(4.21)

with \( A_0, A_1, A_2, \ldots \) defined as in Lemma 4.5.

Assuming that this condition is satisfied, we have that the following polynomial of degree 5 has a zero of order 4 at \( x = 0 \):

\[
\rho_5(x) = \frac{(p_3(x) + y)(p_3(x) - y)}{\gamma_1 - x} = (\gamma_1 - x)p_5^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_2 - x),
\]

(4.22)

and we need that it also has a zero at \( x = \alpha, \alpha \) lying in the same open interval \((-\infty, a_3)\), \((a_3, a_2)\), \((a_2, a_1)\) as \( \gamma_1 \).

**Case 1:** \( Q_\alpha \) and \( Q_{\gamma_1} \) are ellipsoids. Notice that \( \rho_5 \) is a quintic polynomial with the negative leading coefficient, thus \( \rho_5(-\infty) > 0 \), and also, \( \rho_5(\gamma_1) < 0 \). From there \( \rho_5 \) must have a zero in \((-\infty, \gamma_1)\).

**Case 2:** \( Q_\alpha \) and \( Q_{\gamma_1} \) are 1-sheeted hyperboloids. If \( Q_{\gamma_2} \) is an ellipsoid, then we need to show that \( \rho_5 \) has a zero in \((a_3, \gamma_1)\). This will be true since \( \rho_5(\gamma_1) < 0 \) and \( \rho_5(a_3) > 0 \).

If \( Q_{\gamma_2} \) is a 1-sheeted hyperboloid, then we need to show that \( \rho_5 \) has a zero between \( \gamma_1 \) and \( \gamma_2 \). That will be true since \( \text{sign} \rho_5(\gamma_1) = \text{sign}(\gamma_2 - \gamma_1) = -\text{sign} \rho_5(\gamma_2) \).

If \( Q_{\gamma_2} \) is a 2-sheeted hyperboloid, then we need to show that \( \rho_5 \) has a zero in \((\gamma_1, a_2)\). That will be true since \( \rho_5(\gamma_1) > 0 \) and \( \rho_5(a_2) < 0 \).

**Case 3:** \( Q_\alpha \) and \( Q_{\gamma_1} \) are 2-sheeted hyperboloids. Polynomial \( \rho_5 \) has a zero in \((\gamma_1, a_1)\) since \( \rho_5(\gamma_1) > 0 \) and \( \rho_5(a_1) < 0 \).

We conclude that the condition for weak 4-periodicity is equivalent to (4.21).

0-weak period 5. Suppose that the first and sixth segments of a trajectory are reflected to each other off quadric \( Q_\alpha \).

**Case 1:** \( Q_\alpha \) is an ellipsoid. Then one of the following relations must be satisfied:

- \( 5(P_0 - P_{b_1}) \pm (P_\alpha - P_{\gamma_1}) \sim 0; \) or
- \( 5(P_0 - P_{a_1}) \pm (P_\alpha - P_{\gamma_1}) + P_{\gamma_1} - P_{\gamma_2} \sim 0, \) with \( Q_{\gamma_1} \) and \( Q_{\gamma_2} \) both being 1-sheeted hyperboloids,

where the positive sign corresponds to the reflection off \( Q_\alpha \) from inside, and the negative one to the reflection from outside.

The first relation is equivalent to \( 5P_0 + P_\alpha \sim 6P_\infty \). Since the space \( \mathcal{L}(6P_\infty) \) is generated by \( \{1, x, x^2, x^3, y\} \), the relation will be equivalent to the existence of a cubic polynomial \( p_3(x) \) such that \( p_3(x) + y \) has a zero of order 5 at \( x = 0 \) and \( p_3(x) \pm y \) a zero at \( x = \alpha \). The expression \( p_3(x) + y \) will have a zero of order 5 at \( x = 0 \) for some \( p_3 \) if and only if \( A_4 = 0 \), where \( A_4 \) is defined as in Lemma 4.5. Assuming that this condition is satisfied, we have that the following polynomial of degree 6 has a zero of order 5 at \( x = 0 \):

\[
\rho_6(x) = (p_3(x) + y)(p_3(x) - y) = p_3^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x),
\]
and we need that it also has a zero at \( x = \alpha \), \( \alpha \) lying in the open interval \((-\infty, a_3)\). Notice that \( \rho_6 \) is a polynomial of degree 6 with the positive leading coefficient, thus \( \rho_6(-\infty) > 0 \).

Also, \( \rho_0(a_3) > 0 \). On the other hand \( x = 0 \) is its zero of order 5, which means that the polynomial changes the sign at that point. That means that \( \rho \) will always have another zero \( \alpha \), satisfying \( \alpha < a_3 \).

The second relation is equivalent to \( 5P_0 + P_3^\pm + P_{\gamma_1} + P_{\gamma_2} \sim 8P_\infty \). Since the space \( \mathcal{L}(8P_\infty) \) is generated by \( \{1, x, x^2, x^3, x^4, y, xy\} \), that will be equivalent to the existence of polynomials \( p_4(x) \) and \( q_1(x) \) of degrees 4 and 1 respectfully, such that the function \( p_4(x) + q_1(x)y \) has a zero of order 5 at \( P_0 \) and zeros at \( P_{\gamma_1}, P_{\gamma_2} \), while the function \( p_4(x) \pm q_1(x)y \) has a zero at \( P_\alpha \). We note that \( \gamma_1 \) and \( \gamma_2 \) are zeros of \( y \), thus we will have that \( p_4(x) = (\gamma_1 - x)(\gamma_2 - x)p_2(x) \), for a quadratic polynomial \( p_2 \). Set \( p_2(x) = ax^2 + bx + c \) and \( q_1(x) = dx + e \) and write the first 5 terms of the Taylor expansion of \( (\gamma_1 - x)(\gamma_2 - x)p_2(x) + q_1(x)y \):

\[
(A_0e + c\gamma_1\gamma_2) + (A_0d + A_1e - c\gamma_1 - c\gamma_2 + b\gamma_1\gamma_2)x + (c + A_1d + A_2e - b\gamma_1 - b\gamma_2 + a\gamma_1\gamma_2)x^2 + (b + A_2d + A_3e - a\gamma_1 - a\gamma_2)x^3 + (a + A_3d + A_4e)x^4.
\]

All the coefficients of these terms should be equal to zero for some non-trivial values of \( a, b, c, d, e \), which is equivalent to:

\[
\begin{vmatrix}
0 & 0 & \gamma_1\gamma_2 & 0 & A_0 \\
0 & \gamma_1\gamma_2 & -\gamma_1 - \gamma_2 & A_0 & A_1 \\
\gamma_1\gamma_2 & -\gamma_1 - \gamma_2 & 1 & A_1 & A_2 \\
-\gamma_1 - \gamma_2 & 1 & 0 & A_2 & A_3 \\
1 & 0 & 0 & A_3 & A_4
\end{vmatrix} = 0. \tag{4.23}
\]

Assuming that this condition is satisfied, we have that the following polynomial of degree 6 has a zero of order 5 at \( x = 0 \):

\[
\rho_6(x) = \frac{(p_4(x) + q_1(x)y)(p_4(x) - q_1(x)y)}{(\gamma_1 - x)(\gamma_2 - x)} \tag{4.24}
\]

and we need it to have also a zero at \( x = \alpha \), for some \( \alpha < a_3 \).

Notice that \( \rho_6 \) is a polynomial with the positive leading coefficient, thus \( \rho_6(-\infty) > 0 \).

Also, \( \rho_6(a_3) > 0 \). On the other hand \( x = 0 \) is a zero of order 5 of \( \rho_6 \), which means that the polynomial changes the sign at that point. That implies that \( \rho_6 \) will always have another zero \( \alpha \), satisfying \( \alpha < a_3 \).

**Case 2:** \( Q_\alpha \) is a hyperboloid. According to Lemma [4.7], one of the caustics is a hyperboloid of the same geometric type as \( Q_\alpha \). Since the number of bounces off the boundary \( \mathcal{E} \) is odd, the other caustic is an ellipsoid. Thus, we assume \( \gamma_1 \in (0, a_3) \), and \( \gamma_2, \alpha \) are both in \((a_3, a_2)\) or both in \((a_2, a_1)\). The condition for weak 5-periodicity then is:

\[
5(P_0 - P_{\gamma_1}) \pm (P_\alpha - P_{\gamma_2}) \sim 0,
\]

where the positive sign corresponds to the reflection off \( Q_\alpha \) from inside, and the negative one to the reflection from outside. That relation is equivalent to \( 5P_0 + P_3^\pm + P_{\gamma_1} + P_{\gamma_2} \sim \)

8\(P_\infty\). Similarly as above, we get that the condition for weak 5-periodicity is equivalent to the relations \((4.23)\) and the existence of a quadratic polynomial \(p_2\) and a linear one \(q_1\) such that \((4.24)\) has a zero within the corresponding interval. For \(\gamma_2 \in (a_3, a_2)\), we have that \(\alpha \in (a_3, \gamma_2)\), and we check: \(\rho_6(\gamma_2) < 0, \rho(a_3) > 0\), thus \(\rho_6\) certainly has a zero in the requested interval. For \(\gamma_2 \in (a_2, a_1)\), we have that \(\alpha \in (\gamma_2, a_1)\), and we check: \(\rho_6(\gamma_2) < 0, \rho_6(a_1) > 0\), thus again \(\rho_6\) certainly has a zero in the requested interval.

We conclude that the condition for weak 5-periodicity is equivalent to the following:

- \(A_4 = 0\); or
- \((4.23)\) and either one of the caustics is ellipsoid or both caustics are 1-sheeted hyperboloids.

0-weak period 6. Suppose that the first and seventh segments of a trajectory are reflected to each other off quadric \(Q_\alpha\).

According to Lemma \(4.7\), one of the caustics, say \(Q_{\gamma_1}\), is of the same geometric type as \(Q_\alpha\). The following relation must be satisfied:

\[
6(P_0 - P_{b_1}) \pm (P_\alpha - P_{\gamma_1}) \sim 0,
\]

where the positive sign corresponds to the reflection off \(Q_\alpha\) from inside, and the negative one to the reflection from outside. This is equivalent to \(6P_0 + P_{\alpha} + P_{\gamma_1} \sim 8P_\infty\). Since the space \(\mathcal{L}(8P_\infty)\) is generated by \(\{1, x, x^2, x^3, x^4, y, xy\}\), that will be equivalent to the existence of a quartic polynomial \(p_4(x)\) and a linear polynomial \(q_1(x)\) such that the function \(p_4(x) + q_1(x)y\) has a zero of order 6 at \(P_0\) and a zero at \(P_{\gamma_1}\), while the function \(p_4(x) \pm q_1(x)y\) has a zero at \(P_\alpha\). We note that \(\gamma_1\) is a zero of \(y\), thus we will have that \(p_4(x) = (\gamma_1 - x)p_3(x)\), for a cubic polynomial \(p_3\). Set \(p_3(x) = ax^3 + bx^2 + cx + d\) and \(q_1(x) = ex + f\) and write the first 6 terms of the Taylor expansion of \((\gamma_1 - x)p_3(x) + q_1(x)y\):

\[
A_0f + d\gamma_1 + (-d + A_0e + A_1f + c\gamma_1)x + (-c + A_1e + A_2f + b\gamma_1)x^2 + \\
+(-b + A_2e + A_3f + a\gamma_1)x^3 + (-a + A_3e + A_4f)x^4 + (A_4e + A_5f)x^5.
\]

All the coefficients of these terms should be equal to zero for some non-trivial values of \(a, b, c, d, e, f\) which is equivalent to:

\[
\begin{vmatrix}
0 & 0 & 0 & -\gamma_1 & 0 & A_0 \\
0 & 0 & -\gamma_1 & 1 & A_0 & A_1 \\
-\gamma_1 & 1 & 0 & A_1 & A_2 \\
1 & 0 & 0 & A_3 & A_4 \\
0 & 0 & 0 & A_4 & A_5
\end{vmatrix} = 0. \quad (4.25)
\]

Assuming that this condition is satisfied, we have that the following polynomial of degree 7 has a zero of order 6 at \(x = 0\):

\[
\rho_7(x) = \frac{(p_4(x) + q_1(x)y)(p_4(x) - q_1(x)y)}{\gamma_1 - x} \\
= (\gamma_1 - x)p_3^2(x) - q_1^2(x)(a_1 - x)(a_2 - x)(a_3 - x)(\gamma_2 - x), \quad (4.26)
\]
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and we need that it also has a zero at \( x = \alpha \), \( \alpha \) lying in the same open interval \((-\infty, a_3)\), \((a_3, a_2)\), \((a_2, a_1)\) as \( \gamma_1 \).

**Case 1:** \( Q_\alpha \) and \( Q_{\gamma_1} \) are ellipsoids. Notice that \( \rho_7 \) is an odd degree polynomial with the negative leading coefficient, thus \( \rho_7(-\infty) > 0 \), and also, \( \rho_7(\gamma_1) < 0 \). From there \( \rho_7 \) must have a zero in \((-\infty, \gamma_1)\).

**Case 2:** \( Q_\alpha \) and \( Q_{\gamma_1} \) are 1-sheeted hyperboloids. If \( Q_{\gamma_2} \) is an ellipsoid, then we need to show that \( \rho_7 \) has a zero in \((a_3, \gamma_1)\). This will be true since \( \rho_7(\gamma_1) < 0 \) and \( \rho_7(a_3) > 0 \).

If \( Q_{\gamma_2} \) is a 1-sheeted hyperboloid, then we need to show that \( \rho_7 \) has a zero between \( \gamma_1 \) and \( \gamma_2 \). That will be true since \( \text{sign} \rho_7(\gamma_1) = \text{sign} (\gamma_2 - \gamma_1) = -\text{sign} \rho_7(\gamma_2) \).

If \( Q_{\gamma_2} \) is a 2-sheeted hyperboloid, then we need to show that \( \rho_7 \) has a zero in \((\gamma_1, a_2)\). That will be true since \( \rho_7(\gamma_1) > 0 \) and \( \rho_7(a_2) < 0 \).

**Case 3:** \( Q_\alpha \) and \( Q_{\gamma_1} \) are 2-sheeted hyperboloids. Polynomial \( \rho_7 \) has a zero in \((\gamma_1, a_1)\) since \( \rho_7(\gamma_1) > 0 \) and \( \rho_7(a_1) < 0 \).

We conclude that the condition for weak 6-periodicity is equivalent to \((4.25)\).

**0-weak period 7.** Suppose that the first and eighth segments of a trajectory are reflected to each other off quadric \( Q_\alpha \).

**Case 1:** \( Q_\alpha \) is an ellipsoid. Then one of the following relations must be satisfied:

- \( 7(P_0 - P_{b_1}) \pm (P_\alpha - P_{b_1}) \sim 0 \); or
- \( 7(P_0 - P_{a_3}) \pm (P_\alpha - P_{a_3}) + P_{\gamma_1} - P_{\gamma_2} \sim 0 \), with \( Q_{\gamma_1} \) and \( Q_{\gamma_2} \) both being 1-sheeted hyperboloids,

where the positive sign corresponds to the reflection off \( Q_\alpha \) from inside, and the negative one to the reflection from outside.

The first relation is equivalent to \( 7P_0 + P_\alpha^\pm \sim 8P_\infty \). Since the space \( \mathcal{L}(8P_\infty) \) is generated by \( \{1, x, x^2, x^3, x^4, y, xy\} \), the relation will be equivalent to the existence of a quartic polynomial \( p_4(x) \) and a linear polynomial \( q_1(x) \) such that \( p_4(x) + yq_1(x) \) has a zero of order 7 at \( P_0 \) and \( p_4(x) \pm yq_1(x) \) a zero at \( P_\alpha \). The expression \( p_4(x) + yq_1(x) \) will have a zero of order 7 at \( P_0 \) if and only if

\[
\det \begin{pmatrix} A_4 & A_5 \\ A_5 & A_6 \end{pmatrix} = 0,
\]

where coefficients \( A_j \) are defined as in Lemma 4.5. Assuming that this condition is satisfied, we have that the following polynomial of degree 8 has a zero of order 7 at \( x = 0 \):

\[
\rho_8(x) = (p_4(x) + yq_1(x))(p_3(x) - yq_1(x)) = p_4^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)(\gamma_1 - x)(\gamma_2 - x)q_1^2(x),
\]

and we need that it also has a zero at \( x = \alpha, \alpha \) lying in the open interval \((-\infty, a_3)\). Notice that \( \rho_8 \) is a polynomial of degree 8 with the positive leading coefficient, thus \( \rho_8(-\infty) > 0 \). Also, \( \rho_8(a_3) > 0 \). On the other hand \( x = 0 \) is its zero of order 7, which means that the polynomial changes the sign at that point. That means that \( \rho \) will always have another zero \( \alpha \), satisfying \( \alpha < a_3 \).
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The second relation is equivalent to \(7P_0 + P_{\alpha}^\pm + P_{\gamma_1} + P_{\gamma_2} \sim 10P_{\infty}\). Since the space \(\mathcal{L}(10P_{\infty})\) is generated by \(\{1, x, x^2, x^3, x^4, x^5, y, xy, x^2y\}\), that will be equivalent to the existence of polynomials \(p_5(x)\) and \(q_2(x)\) of degrees 5 and 2 respectively, such that the function \(p_5(x) + q_2(x)y\) has a zero of order 7 at \(P_0\) and zeros at \(P_{\gamma_1}, P_{\gamma_2}\), while the function \(p_5(x) \pm q_2(x)y\) has a zero at \(P_{\alpha}\). We note that \(\gamma_1\) and \(\gamma_2\) are zeros of \(y\), thus we will have that \(p_5(x) = (\gamma_1 - x)(\gamma_2 - x)p_3(x)\), for a cubic polynomial \(p_3\). Set \(p_3(x) = ax^3 + bx^2 + cx + d\) and \(q_2(x) = ex^2 + fx + g\) and write the first 7 terms of the Taylor expansion of \((\gamma_1 - x)(\gamma_2 - x)p_3(x) + q_2(x)y:\)

\[
\begin{align*}
(A_0g + d\gamma_1\gamma_2) + (A_0f + A_1g - d\gamma_1 - d\gamma_2 + c\gamma_1\gamma_2)x \\
+ (d + A_0e + A_1f + A_2g - c\gamma_1 - c\gamma_2 + b\gamma_1\gamma_2)x^2 \\
+ (c + A_1e + A_2f + A_3g - b\gamma_1 - b\gamma_2 + a\gamma_1\gamma_2)x^3 \\
+ (b + A_2e + A_3f + A_4g - a\gamma_1 - a\gamma_2)x^4 \\
+ (a + A_3e + A_4f + A_5g)x^5 + (A_4e + A_5f + A_6g)x^6
\end{align*}
\]

All the coefficients of these terms should be equal to zero for some non-trivial values of \(a, b, c, d, e, f, g\) which is equivalent to:

\[
\begin{vmatrix}
0 & 0 & 0 & \gamma_1\gamma_2 & 0 & 0 & A_0 \\
0 & 0 & \gamma_1\gamma_2 & -\gamma_1 - \gamma_2 & 0 & A_0 & A_1 \\
0 & \gamma_1\gamma_2 & -\gamma_1 - \gamma_2 & 1 & 0 & A_0 & A_1 & A_2 \\
\gamma_1\gamma_2 & -\gamma_1 - \gamma_2 & 1 & 0 & A_1 & A_2 & A_3 \\
-\gamma_1 - \gamma_2 & 1 & 0 & 0 & A_2 & A_3 & A_4 \\
1 & 0 & 0 & 0 & A_3 & A_4 & A_5 \\
0 & 0 & 0 & 0 & A_4 & A_5 & A_6
\end{vmatrix} = 0. \tag{4.27}
\]

Assuming that this condition is satisfied, we have that the following polynomial of degree 8 has a zero of order 7 at \(x = 0\):

\[
\rho_8(x) = \frac{(p_5(x) + q_2(x)y)(p_5(x) - q_2(x)y)}{(\gamma_1 - x)(\gamma_2 - x)} = (\gamma_1 - x)(\gamma_2 - x)p_3^2(x) - (a_1 - x)(a_2 - x)(a_3 - x)q_2^2(x), \tag{4.28}
\]

and we need it to have also a zero at \(x = \alpha\), for some \(\alpha < a_3\).

Notice that \(\rho_8\) is a polynomial with the positive leading coefficient, thus \(\rho_8(-\infty) > 0\). Also, \(\rho_8(a_3) > 0\). On the other hand \(x = 0\) is a zero of order 7 of \(\rho_8\), which means that the polynomial changes the sign at that point. That implies that \(\rho_8\) will always have another zero \(\alpha\), satisfying \(\alpha < a_3\).

**Case 2: \(Q_\alpha\) is a hyperboloid.** According to Lemma 12, one of the caustics is a hyperboloid of the same geometric type as \(Q_\alpha\). Since the number of bounces off the boundary \(\mathcal{E}\) is odd, the other caustic is an ellipsoid. Thus, we assume \(\gamma_1 \in (0, a_3)\), and \(\gamma_2, \alpha\) are both in \((a_3, a_2)\) or both in \((a_2, a_1)\). The condition for weak 7-periodicity then is:

\[
7(P_0 - P_{\gamma_1}) \pm (P_{\alpha} - P_{\gamma_2}) \sim 0,
\]

where the positive sign corresponds to the reflection off \(Q_\alpha\) from inside, and the negative one to the reflection from outside. That relation is equivalent to \(7P_0 + P_{\alpha}^\pm + P_{\gamma_1} + P_{\gamma_2} \sim\).
10P_{\infty}. Similarly as above, we get that the condition for weak 7-periodicity is equivalent to the relations (4.27) and the existence of a cubic polynomial $p_3$ and a quadratic one $q_2$ such that (4.28) has a zero within the corresponding interval. For $\gamma_2 \in (a_3, a_2)$, we have that $\alpha \in (a_3, \gamma_2)$, and we check: $\rho_8(\gamma_2) < 0$, $\rho_8(a_3) > 0$, thus $\rho_8$ certainly has a zero in the requested interval. For $\gamma_2 \in (a_2, a_1)$, we have that $\alpha \in (\gamma_2, a_1)$, and we check: $\rho_8(\gamma_2) < 0$, $\rho_8(a_1) > 0$, thus again $\rho_8$ certainly has a zero in the requested interval.

We conclude that the condition for weak 7-periodicity is equivalent to the following:

- $\det \begin{pmatrix} A_4 & A_5 \\ A_5 & A_6 \end{pmatrix} = 0$; or
- (4.27) and either one of the caustics is ellipsoid or both caustics are 1-sheeted hyperboloids.

### 4.6 1-weak periodic trajectories in dimension 4

Let us study trajectories within an ellipsoid in the 4-dimensional space which are 1 weak $n$-periodic. More precisely, assume a trajectory becomes periodic in elliptic coordinates after $n$ reflections off ellipsoid $E$, one reflection of quadric $q_{\alpha_1}$, and one off $q_{\alpha_2}$. Additionally, we will suppose that $q_{\alpha_1}$ and $q_{\alpha_2}$ are of the same type.

The divisor condition for such a trajectory is:

$$n(P_0 - P_{b_1}) \pm (P_\alpha - P_{b_1}) \pm (P_\beta - P_{b_2}) + \varepsilon_1(P_{b_2} - P_{b_3}) + \varepsilon_2(P_{b_4} - P_{b_5}) + \varepsilon_3(P_{b_6} - P_3) \sim 0,$$

with $\varepsilon_k \in \{0, 1\}$ and polynomial $P$ is positive everywhere between $\alpha_k$ and $b_{\eta_k}$. This is equivalent to:

$$nP_0 + \eta P_{b_1} + P_{\alpha_1}^{\pm} + P_{\alpha_2}^{\pm} + \varepsilon'_1(P_{b_2} - P_{b_1}) + \varepsilon'_2(P_{b_4} - P_{b_3}) + \varepsilon'_3(P_{b_6} + P_{b_3}) \sim 2mP_{\infty},$$

with $2m = n + \eta + 2 + 2\varepsilon'_1 + 2\varepsilon'_2 + 2\varepsilon'_3$, and $\eta = 1$ if $n$ is odd and $\eta = 0$ if $n$ is even. The basis of $\mathcal{L}(2mP_{\infty})$ is:

$$1, x, x^2, \ldots, x^m, y, xy, \ldots, x^{m-4}y,$$

so the divisor condition is equivalent to the existence of polynomials $p_m(x)$ and $q_{m-4}(x)$ such that $p_m(x) + yq_{m-4}(x)$ has a zero of order $n$ at $P_0$, zero of order $\eta$ at $P_{b_1}$, zeros of order $\varepsilon'_k$ at $P_{b_{2k}}$ and $P_{b_{2k+1}}$, while $p_m(x) \pm yq_{m-4}(x)$ has zeros at $P_{\alpha_1}$ and $P_{\alpha_2}$. Then the polynomial

$$\rho_{n+2}(x) = \frac{(p_m(x) + yq_{m-4}(x))(p_m(x) - yq_{m-4}(x))}{\rho_1(x)}$$

$$= \rho_1(x)p^2_{\mathcal{L}(n-\eta)+1}(x) - \rho_2(x)q^2_{m-4}(x),$$

has a zero of order $n$ at $x = 0$ and simple zeros $x = \alpha_1$ and $x = \alpha_2$, where $\rho_1 \rho_2 = P$ and

$$\rho_1(x) = (b_1 - x)^\eta(b_2 - x)^{\varepsilon'_1}(b_3 - x)^{\varepsilon'_2}(b_4 - x)^{\varepsilon'_3}(b_5 - x)^{\varepsilon'_4}(b_6 - x)^{\varepsilon'_5}(b_7 - x)^{\varepsilon'_6}.$$

That implies:

$$\rho_1(x)p^2_{\mathcal{L}(n-\eta)+1}(x) - \rho_2(x)q^2_{m-4}(x) = x^n \rho_2(x).$$

Now, relation (4.9) derived from there implies that $\rho_2$ is positive where $P$ is negative. Also, $\rho_2$ has the same signs at the endpoints of the closed intervals $[b_{2j}, b_{2j+1}]$, its zeros correspond to two quadrics of the same type.
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