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Abstract. We construct a non reversible exclusion process with Bernoulli product invariant measure and having, in the diffusive hydrodynamic scaling, a non symmetric diffusion matrix, that can be explicitly computed. The antisymmetric part does not affect the evolution of the density but it is relevant for the evolution of the current. Switching on a weak external field we obtain a symmetric mobility matrix that is related just to the symmetric part of the diffusion matrix by an Einstein relation. We argue that this fact is typical within a class of generalized gradient models. We consider for simplicity the model in dimension $d = 2$, but a similar behavior can be also obtained in higher dimensions.
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1. Introduction

A major advance of the last decades in probability is the derivation of the collective behavior of models of stochastic lattice gases [12, 16]. In the case of diffusive models, the continuum hydrodynamic limit is given by a nonlinear diffusion equation of the form

$$\partial_t \rho = \nabla \cdot (D(\rho) \nabla \rho),$$

(1.1)

where the positive definite matrix $D$ is the diffusion matrix. When the stochastic models satisfy a suitable constraint, called gradient condition (see for example [12, 16, 9, 10, 14, 15, 18]), it is possible to derive an explicit form for the diffusion matrix. In the general reversible case $D$ is obtained by the Green-Kubo formulas or variational representations [11, 12, 16, 17].

If we denote by $D$ the symmetric part of the diffusion matrix $D$ we have that equation (1.1) is equivalent to the equation

$$\partial_t \rho = \nabla \cdot (D(\rho) \nabla \rho)$$

(1.2)

and $D$ is of course symmetric and positive definite. The symmetry of $D$ is therefore not relevant as far as the hydrodynamic equation for the evolution of the density is considered. All the models of particle systems for which a diffusive hydrodynamic limit has been proved are such that $D$ is symmetric and therefore $D = D$.

Equation (1.1) can be rewritten as a conservation law

$$\partial_t \rho + \nabla \cdot J(\rho) = 0,$$

where $J(\rho)$ is the typical current associated to the density profile $\rho$. For reversible and gradient models [4, 11, 2] we have that the diffusion matrix $D$ is symmetric and the typical current is given by

$$J(\rho) = -D(\rho) \nabla \rho,$$

(1.3)
which is indeed the classical form of the Fick’s law. We construct a class of generalized gradient models for which the Fick’s law \[1.3\] holds with a non symmetric diffusion matrix \(D\) that can be explicitly computed. We consider, for simplicity, the two dimensional setting, but a similar result can be obtained in any dimension. This is the first example for which a non symmetric diffusion matrix is rigorously derived starting from particle systems.

For our models \[1.3\] can be written as

\[
J(\rho) = -D(\rho)\nabla \rho - A(\rho)\nabla \rho,
\]

where \(D\) and \(A\) are respectively the symmetric and antisymmetric part of the diffusion matrix \(D\). Note that the second term of the right-hand side in \[1.4\] does not contribute to the hydrodynamic equation for the density, since it is always a divergence free term.

Introducing the orthogonal gradient defined by \(\nabla \perp F = (-\partial_y F, \partial_x F)\), the divergence free term in \[1.4\] can be written as \(-\nabla \perp a(\rho)\) for a suitable function of the local density \(a(\rho)\). In this article, we discuss examples where the matrices \(D\) and \(A\) can be explicitly computed.

We point out that we have non reversible stochastic lattice gases with an explicit product invariant measure and having a diffusive behavior. Our class of models satisfy in addition a generalized gradient condition. In general, and specially in dimension higher than one, it is difficult to construct models satisfying gradient conditions and for which it is known the invariant measure (see Section 2.4 in part II of [16]). The construction of the models is therefore an important part of the paper. Some generalizations are possible, but even small modifications of the rates would lead to the loss of one of the two properties.

We point out in addition that, since our models are not reversible, it is not possible to compute the diffusion matrix using the Green-Kubo formulas whose derivation uses reversibility as a basic ingredient. Applying directly the Green-Kubo formulas (see for example [16] section 2.2 of part II) you would get a diagonal diffusion matrix that is the wrong result.

For our special class of models in dimension 2 we have

\[
J(\rho) = -\nabla \rho - \nabla \perp a(\rho),
\]

where \(a(\rho) = 2\alpha \rho(1 - \rho)^2\) with \(\alpha\) a real parameter such that \(|\alpha| < 1\).

Switching on a smooth weak external field \(E\) we obtain that the typical current becomes

\[
J^E(\rho) = J(\rho) + \sigma(\rho)E,
\]

where \(\sigma\) is a positive definite matrix that is called mobility or conductivity (see [16] section 2.5 of part II). For gradient and reversible models we have that the mobility matrix \(\sigma\) and the diffusion matrix \(D\) are related by a proportionality relation that is the Einstein relation (see again [16] formula 2.72 of part II). For our models we have instead that \(\sigma\) is symmetric and is proportional to \(D\) (i.e. just to the symmetric part of the diffusion matrix) by the Einstein relation

\[
D(\rho) = \sigma(\rho)f''(\rho),
\]

where \(f\) is the density of the free energy. For our solvable models we have

\[
f(\rho) = \rho \log(\rho) + (1 - \rho) \log(1 - \rho)
\]

and \(D(\rho) = \mathbb{I}, \sigma(\rho) = \rho(1 - \rho)\mathbb{I}\), where \(\mathbb{I}\) is the identity matrix.

The paper is organized as follows.

In Section 2 we introduce the stochastic lattice gases for which we prove the scaling limit. We underline the basic special features: it is a non reversible model with invariant Bernoulli
product measure; satisfies a generalized gradient condition with an exact orthogonal splitting in terms of explicit local functions.

In Section 3 we introduce the empirical measure and the integrated empirical current, discuss the topological setting of the latter and state the main theorems of the paper concerning the scaling limit of both the empirical density and current.

In Section 4 we prove the convergence of the integrated empirical current.

In Section 5 we discuss, informally, the hydrodynamic behavior of a class of generalized gradient models, the hydrodynamics in presence of a weak external field and the Einstein relation that relates just the symmetric part of the diffusion matrix and the mobility. All this is discussed without the mathematical details in order to give a general overview on the behavior of the class of models that we are considering.

We collect here, for a convenient consultation, the basic notation.

1.1. Notation. Consider the rescaled two dimensional discrete torus $\Lambda_N := (\mathbb{Z}^2/N\mathbb{Z}^2) \frac{1}{N}$, having mesh $1/N$. We denote by $E_N$ the directed edges corresponding to ordered pairs $(x,y)$ of nearest neighbor vertices of $\Lambda_N$. We call $\mathcal{E}_N$ the corresponding undirected ones. A generic element of $\mathcal{E}_N$ is written as $(x,y)$ when $(x,y) \in E_N$. Note that if $(x,y) \in E_N$ then also $(y,x) \in E_N$. If $e = (x,y) \in E_N$ we denote $e^- := x$ and $e^+ := y$. Moreover, we call $x : = \{x,y\}$ the corresponding unoriented edge. We denote by $e^{(1)} := (1/N,0) \in \mathbb{R}^2$ and $e^{(2)} := (0,1/N) \in \mathbb{R}^2$ the vectors of size $1/N$ and parallel to the coordinate axis.

A cycle is a sequence $(x_1, x_2, \ldots, x_n, x_1)$ of distinct elements of $\Lambda_N$ such that $\{x_1, x_1+1\} \in \mathcal{E}_N$ and $x_1+1 = x_1$. We identify cycles that can be obtained one from the other by cyclic permutations (i.e. different starting points).

The lattice is embedded into $\Lambda := \mathbb{R}^2/\mathbb{Z}^2$, the continuous two-dimensional torus of side length $1$. This embedding determines a cellular subdivision of $\Lambda$ into squares of side length $1/N$ called faces. An oriented face is an elementary cycle in the graph for example of the type $(x, x+e^{(1)}), (x+e^{(1)}), (x+e^{(2)}), (x+e^{(2)},x)$. In this case we have an anticlockwise oriented face. This corresponds geometrically to an elementary squared face having vertices $x, x+e^{(1)}, x+e^{(1)}+e^{(2)}, x+e^{(2)}$ plus an orientation in the anticlockwise sense. The same elementary face can be oriented clockwise and this corresponds to the elementary cycle $(x, x+e^{(2)}), x+e^{(1)}+e^{(2)}, x+e^{(1)}$ also. If $f$ is a given oriented face we denote by $-f$ the oriented face corresponding to the same geometric square but having opposite orientation. We call $F_N$ the collection of oriented faces, $F_N^+$ the collection of the anticlockwise oriented ones and $F_N^-$ the collection of the clockwise oriented ones. We call $F_N$ the collection of unoriented faces. An unoriented face is simply determined by a collection $\{x, x+e^{(1)}, x+e^{(1)}+e^{(2)}, x+e^{(2)}\}$ of vertices of an elementary face. Note that both $f$ and $-f$ correspond to the same unoriented face that we call $f$. Given $f \in F_N$ and $e \in E_N$ we write $e \in f$ if going around the face $f$ according to its orientation we go through $e$ according to its orientation. Given $e \in E_N$ there are only two elements of $F_N$ to which it belongs, one is clockwise oriented while the other one is anticlockwise oriented. We call $f^+(e)$ the anticlockwise face such that $e \in f^+(e)$ and $f^-(e)$ the anticlockwise face such that $e \in -f^-(e)$. We denote by $f^\pm(e)$ the corresponding un-oriented faces. Given an un-oriented face $f$ we denote by $f^C$ and $f^O$, respectively, the corresponding anticlockwise and clockwise oriented faces.

The group of translations acts naturally on the discrete torus. We denote by $\tau_x$ the translation by the element $x \in \Lambda_N$. The translations act on configurations $\eta \in \{0,1\}^{\Lambda_N}$ by
We fix \( \tau_{x\eta} (z) \) := \( \eta(z - x) \) and on functions \( g \) by \( \tau_x g (\eta) \) := \( g(\tau_{-x}\eta) \). For notational convenience it is useful to define \( \tau_i \) for an un-oriented face \( f \). If the vertices belonging to \( f \) are \( \{x, x + e(1), x + e(2), x + e(1) + e(2)\} \) then we define \( \tau_i := \tau_x \).

Given \( \Gamma \subseteq \Lambda_N \) and a configuration \( \eta \), we call \( \eta^\Gamma \) the restriction of the configuration \( \eta \) to \( \Gamma \). Given two configuration of particles \( \eta, \eta' \) we call \( \eta \cap \eta' \) the configuration of particles coinciding with \( \eta \) on \( \Gamma \) and with \( \eta' \) on \( \Gamma^c \).

2. The Models

We consider particles satisfying an exclusion rule so that the configuration space is \( \Sigma_N := \{0,1\}^{\Lambda_N} \). A generic configuration is denoted by \( \eta \) and \( \eta(x) \) is the occupation number of the site \( x \in \Lambda_N \), that is the number of particles present at site \( x \). The number of particles at site \( x \) at time \( t \) is denoted by \( \eta_t(x) \), which again by the exclusion rule can be either 0 or 1. Given a configuration \( \eta \) and \( \{x,y\} \in E_N \) we denote by \( \eta^{x,y} \) the configuration obtained exchanging the occupation numbers at \( x \) and \( y \) while keeping fixed the configuration at the other sites, i.e.

\[
\eta^{x,y}(z) := \begin{cases} 
\eta(y) & \text{if } z = x, \\
\eta(x) & \text{if } z = y, \\
\eta(z) & \text{otherwise}.
\end{cases}
\]

The generator of the dynamics is given on \( f : \{0,1\}^{\Lambda_N} \rightarrow \mathbb{R} \) by

\[
\mathcal{L}_N f(\eta) = \sum_{(x,y)\in E_N} c_{x,y}(\eta) \left[ f(\eta^{x,y}) - f(\eta) \right].
\] (2.1)

We fix \( c_{x,y}(\eta) \) in such a way that it is zero unless \( \eta(x) = 1 \) and \( \eta(y) = 0 \). In this way \( c_{x,y}(\eta) \) represents the rate at which one particle jumps from \( x \) to \( y \) in the configuration \( \eta \). We will mainly concentrate on a specific choice for the rates \( c_{x,y}(\eta) \). In the general discussion we will however always consider generically translational covariant lattice gases, i.e. models for which the rates satisfy

\[
c_{x,y}(\eta) = c_{x+z,y+z}(\tau_z\eta).
\] (2.2)

This corresponds to say that particles jump according to the same stochastic mechanism on any point of the lattice.

2.1. The Jump Rates. The main model that we will consider is determined by the following choice for the rates

\[
c_{x,y}(\eta) := \eta(x)(1 - \eta(y)) + \eta(x) \left[ \tau_{-x}^+ (x,y) g(\eta) - \tau_{-x}^- (x,y) g(\eta) \right],
\] (2.3)

where the function \( g \) is a local function depending just on the occupation numbers at the vertices of the face \( \{0, e^{(1)}, e^{(1)} + e^{(2)}, e^{(2)}\} \). More precisely, we have

\[
g(\eta) = \begin{cases} 
\alpha & \text{if } \eta(0) = \eta(e^{(1)}) = 1 \text{ and } \eta(e^{(2)}) = 0, \\
\alpha & \text{if } \eta(e^{(1)}) = \eta(e^{(2)}) = 1 \text{ and } \eta(0) = \eta(e^{(1)} + e^{(2)}) = 0, \\
0 & \text{otherwise,}
\end{cases}
\] (2.4)

where \( \alpha \) is a real parameter such that \( |\alpha| < 1 \). This is a special case of the class of models introduced in \( [8] \) and briefly discussed in a qualitative way in \( [7] \). The informal and intuitive description of the dynamics associated to the rates \( (2.3) \) is the following. Particles perform a simple exclusion process, but the faces containing exactly 2 particles located at sites which are not nearest neighbors let the particles rotate anticlockwise when \( \alpha > 0 \) and clockwise when \( \alpha < 0 \) with a rate equal to |\alpha|. 
In Figure 1 we illustrate the possible configurations on the two faces sharing the vertical edge \( \{x, y\} \) when the lower vertex \( x \) is occupied and the upper vertex \( y \) is empty. Particles are denoted by •, empty sites by ◦. Pairs of colored vertical square denote a configuration different from the one of the corresponding vertical edge in the case A. The two different colors are used to stress the fact that configurations associated to different colors may be different (case D).

We give an alternative description of the rates in Figures 2 and 3. This is because the form of the rates is important to understand the origin of the divergence free part of the current. We fix a configuration \( \eta \) and show how to determine the rates of jump across each edge \((x, y) \in E_N\). This will be zero unless \( \eta(x) = 1 \) and \( \eta(y) = 0 \). We show this associating some weights to the oriented edges.

In Figure 2 we show how to assign the weights. We have to search on the lattice for local configurations like the ones drawn. Black arrows correspond to weight 1 while blue arrows correspond to weight \( \alpha \) (recall that \( \alpha \) can be also negative). Note that blue arrows are associated to edges along a face only in the case that the vertices of the face contain exactly

**Figure 1.** The possible configurations of particles on the two faces sharing the vertical edge \( \{x, y\} \) when the lower vertex \( x \) is occupied and the upper vertex \( y \) is empty. Particles are denoted by •, empty sites by ◦. Pairs of colored vertical square denote a configuration different from the one of the corresponding vertical edge in the case A. The two different colors are used to stress the fact that configurations associated to different colors may be different (case D).
Figure 2. The graphical rules to determine the rates associated to a configuration of particles. Weights are associated to local configuration of particles as in the figure. Black arrows represent an unitary weight while blue arrows represent a weight $\alpha$. Weights concordantly oriented sum while weights oppositely oriented are subtracted.

Figure 3. An example of a configuration with the weights associated according to the local rules of Figure 2. The A inside a face means that the face is activated and weights $\alpha$ are associated to its edges counterclockwise.

2 particles that are at opposite corners. We call such a face activated. We represent activated faces in Figure 3 with a A drawn in the middle.

We consider now the lattice with a fixed configuration of particles like in Figure 3. We search for all local configurations like in Figure 2 and assign the corresponding weights. The
final weight associated to an edge is obtained summing all the weights that have been given in the procedure. Weights having the same orientation sum, while those having opposite orientations subtract.

By construction, an edge that has a non zero weight must contain a black arrow. For such an edge, we sum to the value 1, corresponding to the black arrow, the value \( \alpha \) if there is a blue arrow concordantly oriented, and \(-\alpha\) if there is a blue arrow oppositely oriented. On each edge, it is possible to have just one blue arrow or two oppositely oriented. This means that on each edge with nonnegative weight there is a preferred orientation, let us say \((x, y)\), that is the one determined by the black arrow. The final weights of the graph (that correspond to the transition rates) are obtained by giving to \((x, y)\) the weight obtained by the algebraic rules stated above (and that give always a positive result) and giving instead weight 0 to \((y, x)\).

2.2. Invariant measures. We denote by \(\nu_\rho\) the Bernoulli product measures on \(\Sigma_N\) of parameter \(\rho \in [0, 1]\). We have the following.

**Lemma 2.1.** The Bernoulli product measures \(\nu_\rho\) are invariant but not reversible (unless \(\alpha = 0\)) for the class of models described in Section 2.1.

**Proof.** Since the dynamics is conservative it is enough to verify that the canonical uniform measures are invariant. This corresponds to show that

\[
\sum_{(x, y) \in E_N} c_{x,y}(\eta) = \sum_{(x, y) \in E_N} c_{y,x}(\eta^{x,y}),
\]

for any configuration \(\eta\). The first term on the right-hand side of (2.3) corresponds to the rates of the simple exclusion process so that it satisfies this relationship. We can just restrict to the second term on the right-hand side of (2.3). We need to check therefore that

\[
\sum_{(x, y) \in E_N} \eta(x) \left[ \tau_{\uparrow} g(\eta^{x,y}) - \tau_{\downarrow} g(\eta) \right] = \sum_{(x, y) \in E_N} \eta^{x,y}(y) \left[ \tau_{\uparrow} g(\eta^{x,y}) - \tau_{\downarrow} g(\eta^{x,y}) \right].
\]

Using the fact that \(\eta^{x,y}(y) = \eta(x)\) and \(f^{\uparrow}(y, x) = f^{\downarrow}(x, y)\), the right-hand side of the previous display becomes

\[
\sum_{(x, y) \in E_N} \eta(x) \left[ \tau_{\uparrow} g(\eta^{x,y}) - \tau_{\downarrow} g(\eta^{x,y}) \right].
\]

Inserting this expression in (2.6), the stationary condition becomes

\[
\sum_{(x, y) \in E_N} \eta(x) \left[ \tau_{\uparrow} g(\eta^{x,y}) + \tau_{\downarrow} g(\eta^{x,y}) \right] = \sum_{(x, y) \in E_N} \eta(x) \left[ \tau_{\uparrow} g(\eta^{x,y}) + \tau_{\downarrow} g(\eta^{x,y}) \right].
\]

Let us fix an un-oriented face \(f\) and let us call \(f^{\uparrow} \in F_N\) the corresponding anticlockwise oriented face. The contribution from the left-hand side of (2.7) that contains functions shifted by \(\tau_f\) is given by

\[
\sum_{(x, y) \in f^{\uparrow}} \eta(x) \left[ \tau_f g(\eta^{x,y}) \right],
\]
while instead from the right-hand side of (2.7) we have
\[ \sum_{(x,y) \in \mathcal{F}^\circ} \eta(x) \left[ \tau_{f^g}(\eta) + \tau_{f^g}(\eta^{x,y}) \right]. \] (2.9)

We claim that (2.8) and (2.9) coincide for any configuration \( \eta \) and for any face \( f \). Note that in both expressions (2.8) and (2.9), we have local functions depending just on the occupation numbers on the face \( f \). We need then just to check the validity of this relationship for any possible configuration of particles on the face \( f \), disregarding the configuration’s values outside the face.

When the total number of the particles on the face \( f \) is equal to 0, 1, 3, 4 then the equality between (2.8) and (2.9) is immediate, since all the terms are identically zero. The only non trivial case is when the total number of particles equals 2. In Figure 4 we check the validity of this statement for two special configurations \( \eta \). All the remaining cases are obtained from these by a suitable rotation. Therefore, (2.7) can then be rewritten as
\[ \sum_{f \in \mathcal{F}_N} \sum_{(x,y) \in f^\circ} \eta(x) \left[ \tau_{f^g}(\eta) + \tau_{f^g}(\eta^{x,y}) \right] = \sum_{f \in \mathcal{F}_N} \sum_{(x,y) \in f^\circ} \eta(x) \left[ \tau_{f^g}(\eta) + \tau_{f^g}(\eta^{x,y}) \right], \] (2.10)
which is satisfied since there is equality for each \( f \). We recall that in (2.10) we are again using the convention that given \( f \in F_N \) we denote by \( f^\circ \in F^\circ_N \) and by \( f^\bullet \in F^\bullet_N \), respectively, the corresponding anticlockwise oriented and clockwise oriented faces.

The fact that, unless \( \alpha = 0 \), the dynamics is not reversible, can be easily shown verifying that the detailed balance condition is not satisfied. \( \square \)

2.3. Generalized gradient condition. In this section we show that the model we introduced satisfies a generalized gradient condition. We start recalling a classic discrete Hodge decomposition.

2.3.1. Discrete vector fields and Hodge decomposition. A discrete vector field is a map \( \phi : E_N \rightarrow \mathbb{R} \) that satisfies the antisymmetry property \( \phi(x, y) = -\phi(y, x) \). The divergence of a discrete vector field is defined by

\[
\nabla \cdot \phi(x) := \sum_{y : (x, y) \in E_N} \phi(x, y) .
\]

A discrete vector field is called of gradient type if there exists a function \( f : \Lambda_N \rightarrow \mathbb{R} \) such that \( \phi(x, y) = f(y) - f(x) \) and in this case we write shortly \( \phi = \nabla f \).

We recall briefly the Hodge decomposition for discrete vector fields considering the two dimensional discrete torus \( \Lambda_N \). We denote by \( \Gamma^0 \) the collection of real valued functions defined on the set of vertices, that is: \( \Gamma^0 := \{ g : \Lambda_N \rightarrow \mathbb{R} \} \). We denote by \( \Gamma^1 \) the vector space of discrete vector fields endowed with the scalar product

\[
\langle \phi, \varphi \rangle := \sum_{(x, y) \in E_N} \phi(x, y) \varphi(x, y) , \quad \phi, \varphi \in \Gamma^1 .
\]

Finally, we denote by \( \Gamma^2 \) the vector space of 2-forms. A 2-form is a map \( \psi \) from the set of oriented faces \( F_N \) to \( \mathbb{R} \) which is antisymmetric with respect to the change of orientation i.e. such that \( \psi(-f) = -\psi(f) \). The boundary \( \delta \psi \) of a 2-form \( \psi \) is a discrete vector field defined by

\[
\delta \psi(e) := \sum_{f : e \in f} \psi(f) .
\]

By construction \( \nabla \cdot \delta \psi = 0 \) for any \( \psi \). The two-dimensional discrete Hodge decomposition \([6, 13]\) is written as the direct sum

\[
\Gamma^1 = \nabla \Gamma^0 \oplus \delta \Gamma^2 \oplus \Gamma^1_H,
\]

where the orthogonality is with respect to the scalar product given in (2.12). The discrete vector fields on \( \nabla \Gamma^0 \) are the gradient ones. The dimension of \( \nabla \Gamma^0 \) is \( N^2 - 1 \). The vector subspace \( \delta \Gamma^2 \) contains all the discrete vector fields that can be obtained by (2.13) from a given 2-form \( \psi \). The dimension of \( \delta \Gamma^2 \) is \( N^2 - 1 \). Elements of \( \delta \Gamma^2 \) are called circulations. The dimension of \( \Gamma^1_H \) is simply 2. Discrete vector fields in \( \Gamma^1_H \) are called harmonic. A basis in \( \Gamma^1_H \) is given by the vector fields \( \varphi^{(1)} \) and \( \varphi^{(2)} \) defined by

\[
\varphi^{(i)}(x, x + e^{(j)}) := \delta_{ij} , \quad i, j = 1, 2 .
\]

The decomposition (2.14) holds in any dimension. For the \( d \)-dimensional torus the dimension of the harmonic subspace is \( d \). Given a discrete vector field \( \phi \in \Gamma^1 \) we write

\[
\phi = \phi^\nabla + \phi^\delta + \phi^H
\]

to denote the unique splitting in the three orthogonal components.
2.3.2. Generalized gradient condition. To determine the scaling limits of a model, a key role is played by the instantaneous current \( j_\eta(x, y) \). For a generic dynamics having generator in the form \( (2.1) \), this is defined by

\[
\forall i \in \{0, 1, \ldots, d\}, \quad j_\eta(x, y) := c_{x,y}(\eta) - c_{y,x}(\eta).
\]

The translational covariance property of the rates given in \( (2.2) \) is inherited by the instantaneous current. For any fixed configuration \( \eta \), \( j_\eta \) is a discrete vector field. The classic form of the gradient condition for stochastic lattice gases requires that the instantaneous current can be written as a gradient

\[
j_\eta(x, y) = \tau_y h(\eta) - \tau_x h(\eta)
\]

for a suitable local function \( h \). In order to compute the hydrodynamic scaling limit of a model, it is useful to be able to perform a double discrete summation by parts (see some details in Section \[3\]). This double summation by parts is possible under some generalized gradient condition. We consider two of them and then we show that they are indeed equivalent.

The first generalized gradient condition is, for example, the one in Definition 2.5 page 61 of [12]. For simplicity we restrict ourselves to the case of nearest neighbours jumps.

**Definition 2.2.** A stochastic lattice gas satisfies a generalized gradient condition if its instantaneous current can be written as

\[
j_\eta(x, x + e(i)) = \sum_{n=1}^{n_0} \sum_{y \in \Lambda_N} p_{i,n}(y - x) \tau_y h_{i,n}(\eta).
\]

In the above formula \( i \) is an index that labels the dimension so that \( i = 1, \ldots, d \) (\( d = 2 \) in our case) while \( n_0 \) is a given natural number.

We have a collection of local functions \( h_{i,n} \) and a collection of finite support functions \( p_{i,n} \) such that \( \sum_{z \in \Lambda_N} p_{i,n}(z) = 0 \) for any \( i, n \).

The finite support condition is relevant when the model is defined on an infinite lattice. Since in our setting the lattice is finite, any function is local. In this framework the finite support condition means that the support is finite and does not depend on the size \( N \) of the lattice. More precisely the functions considered do not depend on \( N \) too.

The second possible generalized gradient condition can be stated as follows (see [15]). We introduce the gradient space \( G \) defined by the collection of functions \( g : \{0, 1\}^{\Lambda_N} \to \mathbb{R} \) that can be written as

\[
G := \left\{ g : g = \sum_{i=1}^{d} (\tau_{e(i)} h_i - h_i) \right\},
\]

where \( \{h_i\}_{i=1}^{d} \) is a collection of local functions.

**Definition 2.3.** A stochastic lattice gas satisfies a generalized gradient condition if

\[
j_\eta(0, e(i)) \in G, \quad i = 1, \ldots, d.
\]

Note that by the translational covariance property of the instantaneous current, the Definition \([2.3]\) implies that there exist some local functions \( \{h_{i,j}\}_{j=1}^{d} \) such that

\[
j_\eta(x, x + e(i)) = \sum_{j=1}^{d} (\tau_{x+e(j)} h_{i,j} - \tau_x h_{i,j}), \quad \forall i = 1, \ldots, d.
\]

We will now show that Definitions \([2.2]\) and \([2.3]\) are indeed equivalent.
Lemma 2.4. Definitions \[2.3\] and \[2.3\] are equivalent.

Proof. First observe that \[\text{(2.22)}\] coincides with \[\text{(2.19)}\] with \(n_0 = d\) for a special choice of the functions \(p\)'s, so that Definition \[2.3\] is a special case of Definition \[2.2\]. Conversely, we will now show that any current given as in \[\text{(2.19)}\] can be rewritten as in \[\text{(2.22)}\].

For simplicity we discuss the case \(d = 2\). Any signed measure \(p\) on \(\Lambda_N\) with finite support and having equal positive and negative mass, i.e. such that \(\sum x p(x) = 0\) can be decomposed as \(p = \sum \hat{p}^{\ell}\) where each \(\hat{p}^{\ell}\) is a signed measure of the form \(\hat{p}^{\ell} = m_\ell (\delta_{x^{\ell, +}} - \delta_{x^{\ell, -}})\), where \(x^{\ell, \pm}\) are elements of the lattice and \(m_\ell\) are positive numbers. The proof of this fact is rather elementary and corresponds to write a signed measure as a convex combination of the extremal ones. This decomposition is not unique. Using this fact, \[\text{(2.19)}\] is equivalent to

\[
j_\eta(x, x + e^{(i)}) = \sum_k \left( \tau_{x+x^{i,k, \pm}, h}(\eta) - \tau_{x+x^{i,k, -}, h}(\eta) \right)
\]

(2.23)

where \(x^{i,k, \pm}\) are points of the lattice and the functions \(\hat{h}\) are obtained multiplying the local functions \(h\) by the coefficients \(m_\ell^{i,n}\) of the extremal decomposition of \(p_{i,n}\). Take now a local function \(h\) and consider \(\tau_y h - \tau_x h\) where \(x = (x_1, x_2)\) and \(y = (y_1, y_2) = (x_1 + n_1 e^{(1)}, x_2 + n_2 e^{(2)})\), \(n_i > 0\). Other cases can be discussed in the same way. If we define the local functions

\[
\begin{cases}
  g_1 = \sum_{j=0}^{n_1-1} \tau_{e^{(1)}} h,
  \\
  g_2 = \sum_{j=0}^{n_2-1} \tau_{n_1 e^{(1)} + j e^{(2)}} h,
\end{cases}
\]

(2.24)

by construction we have

\[
\begin{cases}
  \tau_{x+e^{(1)}} g_1 - \tau_x g_1 = \tau_{x+n e^{(1)}} h - \tau_x h, \\
  \tau_{x+e^{(2)}} g_2 - \tau_x g_2 = \tau_y h - \tau_{x+n e^{(1)}} h.
\end{cases}
\]

We obtain therefore

\[
\tau_y h - \tau_x h = \left( \tau_{x+e^{(1)}} g_1 - \tau_x g_1 \right) + \left( \tau_{x+e^{(2)}} g_2 - \tau_x g_2 \right).
\]

(2.25)

Using \[\text{(2.25)}\], we can construct some proper local functions \(\{g^{i,k}_j\}_{j=1,2}\) such that we can rewrite \[\text{(2.23)}\] as

\[
j_\eta(x, x + e^{(i)}) = \sum_k \sum_{j=1}^{2} \left( \tau_{x+x^{i,k, -}, e^{(j)}} g^{i,k}_j(\eta) - \tau_{x+x^{i,k, -}, -g^{i,k}_j(\eta)} \right)
\]

\[
= \sum_{j=1}^{2} \left( \tau_{x+e^{(j)}} \left( \sum_k \tau_{x^{i,k, -}} g^{i,k}_j(\eta) \right) - \tau_x \left( \sum_k \tau_{x^{i,k, -}} g^{i,k}_j(\eta) \right) \right).
\]

Defining \(h^{i,j}(\eta) := \sum_k \tau_{x^{i,k, -}} g^{i,k}_j(\eta)\), we have showed that \[\text{(2.19)}\] can be rewritten as \[\text{(2.22)}\], for a suitable choice of local functions.

\[
\square
\]

Since the two definitions are equivalent we will use the simpler one given in \[\text{(2.22)}\].
2.3.3. Functional Hodge decomposition. We briefly discuss some geometric features of the above generalized gradient conditions. Consider the class of discrete vector fields $j_\eta$ that depend, in a translational covariant way on the configurations of particles, i.e. such that

$$j_\eta(x, y) = j_{\tau_\eta}(x + z, y + z).$$

As we already discussed, the instantaneous current for a translational covariant model of interacting particles, is always of this type. According to the results in [8] (in particular Theorems 1 and 2 there), there exists a functional version of the discrete Hodge decomposition (2.14). Discrete vector fields of the form (2.18) play the role of gradient discrete vector fields. The functional version of the circulations, in dimension 2, is given by the vector fields that can be written as

$$j_\eta(x, y) = \tau_{\eta^+} h_\eta(y) - \tau_{\eta^-} h_\eta(y),$$

for a suitable function $g$. Note that both (2.18) and (2.26) are translational covariant and, moreover, for any fixed $\eta$ we have that (2.18) is an element of $\nabla \Gamma^0$ while (2.26) is an element of $\delta \Gamma^2$. The role of harmonic vector fields is played by vectors of the form

$$C_i(\eta) \varphi^{(i)}, \quad i = 1, 2,$$

where $C_i$ are functions on configurations, which are invariant by translations and $\varphi^{(i)}$ are defined by (2.15). Theorem 2 in [8] says that any translational covariant discrete vector field $j_\eta$ can be written in a unique way (up to a suitable addition of translation invariant functions) as the sum of a term of the form (2.18), a term of the form (2.26) and two terms of the form (2.27), one for each $i$. The important fact of this decomposition is that the functions $h$ and $g$ are not necessarily local and the decomposition may depend on the size $N$ of the lattice.

Consider an instantaneous current satisfying (2.22). Then by a direct computation it is possible to check that

$$\sum_{x \in \Lambda_N} j_\eta(x, x + e^{(j)}) = \langle j_\eta, \varphi^{(j)} \rangle = 0, \quad \forall \eta, \forall j = 1, \ldots, d.$$  

This means that for each fixed $\eta$ the discrete vector field $j_\eta$ is orthogonal to the harmonic subspace. This implies that the functions $C^{(i)}$ in formula (69) of Theorem 2 in [8], that correspond to the ones in equation (2.27), are identically zero. The instantaneous current for any model satisfying (2.22) can therefore be written as

$$j_\eta(x, y) = \left[ \tau_{\eta^+} h_\eta(y) - \tau_{\eta^-} h_\eta(y) \right] + \left[ \tau_{\eta^+} h_\eta(y) - \tau_{\eta^-} h_\eta(y) \right],$$

for suitable functions $h$ and $g$, not necessarily local.

The model with rates (2.3) has the peculiar feature that the instantaneous current can be decomposed like (2.28) with $h$ and $g$ being local functions. Indeed by a direct computation using the special form of the local function defined in (2.4) we have that for the rates in (2.3) the instantaneous current has the form (2.28) with $h(\eta) = -\eta(0)$ and the function $g$ corresponding to the one defined by (2.4).

For an instantaneous current like (2.28) we call respectively

$$j_\eta^{\nabla}(x, y) := \left[ \tau_{\eta^+} h_\eta(y) - \tau_{\eta^-} h_\eta(y) \right] \quad \text{and} \quad j_\eta^\delta(x, y) := \left[ \tau_{\eta^+} h_\eta(y) - \tau_{\eta^-} h_\eta(y) \right]$$

the gradient part of the current $j_\eta^{\nabla}(x, y)$ and the circulation part of the current $j_\eta^\delta(x, y)$. At the end of next section we will observe that the hydrodynamics of the particle system will be related only to the gradient part, when we observe just the density. The circulation part is relevant when we observe instead the current too.
3. Scaling limits

There are two natural empirical objects suitable to describe the scaling limit of the model: the empirical measure and the empirical integrated current. We consider the model just in dimension 2 but in some formulas we keep the notation $d$ for the dimension. We do this to make some definitions clearer. For the specific computations of this paper $d$ can always be substituted by 2.

3.1. Empirical measure and current. Let $\mathcal{M}^+(\Lambda)$ be the space of finite positive measures on $\Lambda$ with total mass $\leq 1$ and endowed with the weak topology. Let $\pi_N : \Sigma_N \to \mathcal{M}^+(\Lambda)$ be the map that associates to the configuration $\eta$ its empirical measure $\pi^N(\eta, du)$ defined by

$$\pi^N(\eta, du) := \frac{1}{Nd} \sum_{x \in \Lambda} \eta(x) \delta_x(du),$$

(3.1)

where $\delta_v(du)$ denotes a Dirac measure at $v \in \Lambda$. Let $\rho : \Lambda \to [0,1]$ be a measurable function. We say that a sequence of probability measures $\mu_N$ on $\Sigma_N$ is associated to the density profile $\rho$ if for any $f \in C(\Lambda)$

$$\lim_{N \to +\infty} \mu_N \left( \eta \in \Sigma_N : \left| \int_{\Lambda} f(u) \pi^N(\eta, du) - \int_{\Lambda} f(u) \rho(u) du \right| > \varepsilon \right) = 0, \quad \forall \varepsilon > 0. \quad (3.2)$$

This is the same as saying that the sequence of measures $\pi^N(\eta, du) \in \mathcal{M}^+(\Lambda)$ converges weakly, as $N \to +\infty$, and in probability with respect to $\mu_N$, to the measure $\rho(du) \in \mathcal{M}^+(\Lambda)$. With a small abuse of notation we denote again by $\pi^N$ the map $\pi^N : \mathcal{D}([0,T], \Sigma_N) \to \mathcal{D}([0,T], \mathcal{M}^+(\Lambda))$ that associates to the trajectory $(\eta_t)_{t \in [0,T]}$ the path $\pi^N(\eta_t) := (\pi^N(\eta_t))_{t \in [0,T]}$ and we set $\pi^N_t := \pi^N(\eta_t, du)$. We denote by $\mathbb{P}_{\mu_N}$ the probability measure on $\mathcal{D}([0,T], \Sigma_N)$ when the particles are distributed at time zero according to the sequence of probability measures $\mu_N$ and the Markovian dynamics is determined by the rates [23] multiplied by a factor of $N^2$, while we indicate with $Q_N$ the probability measure induced by the empirical measure on the space of càdlàg trajectories $\mathcal{D}([0,T], \mathcal{M}^+(\Lambda))$ that is $Q_N := \mathbb{P}_{\mu_N} \circ (\pi^N)^{-1}$. The expectation with respect to $\mathbb{P}_{\mu_N}$ will be denoted by $E_{\mu_N}$.

We define now the integrated empirical current field $\mathcal{J}^N_t(\cdot)$ as a bounded linear functional on a proper Hilbert space as it will be explained in Section 3.2. This is due to technical issues related to the tightness of the related distribution measures. Scaling limits and large deviations for the integrated empirical current were proven in [22] for the simple exclusion process but the proof of the tightness is incomplete there. The topological setting that we use in this paper follows the approach of [5].

For any $t \in [0,T]$ we denote, respectively, by $N^N_{x,y}(t)$ and $N^N_{y,x}(t)$ the number of particles that crossed the bond $(x,y)$ and the ones that crossed the bond $(y,x)$ in the time window $[0,t]$ for the process with rates multiplied by $N^2$. The integrated current field (in the following simply the current field) is then introduced as the functional acting on continuous vector fields $G : \Lambda \to \mathbb{R}^d$ in the following way

$$\mathcal{J}^N_t(G) := \frac{1}{Nd} \sum_{(x,y) \in E_N} G_N(x,y) N^N_{x,y}(t),$$

(3.3)

where

$$G_N(x,y) := \int_{(x,y)} G \cdot dl$$

(3.4)
is a martingale with respect to the natural filtration and therefore $E\mu_{\text{initial condition}}$.

From the general theory of interacting particle systems (see [16] part II Section 2.3) we have that
\[ x, y \in \Lambda \implies \text{the pair} \quad \text{where} \quad J(x,y) \quad \text{is the line integral on the oriented segment} \quad (x,y). \]

On the right-hand side of the above equation the first term inside the integral corresponds to a discrete divergence, while the second one is a discrete version of a two-dimensional curl. By Taylor expansion, for a $C^3$ vector field $G$, we have indeed
\[
\begin{cases}
N^2 \nabla \cdot G_N(x) = \nabla \cdot G(x) + O(1/N^2), \\
N^2 \sum_{(x,y) \in \mathcal{E}_N} G_N(x,y) = \nabla \cdot G(z) + O(1/N^2),
\end{cases}
\]

where the infinitesimal terms are uniform, $z$ is the center of the face $f$ and we used the notation $\nabla \cdot G(z) := -\partial_{x_1} G_1(z) + \partial_{x_2} G_2(z)$.

The error terms can be estimated by $(C/N^2) \sup_{\{i,j\leq 3\}} |\partial_{x_i}^j \partial_{x_2}^k G_k|_\infty$, where $C$ is a universal constant. By [3.11] the sums in [3.10] are directly related to discretized versions of differential operations on the vector field $G$ and they can be approximated by Riemann sums up to negligible terms.
Remark 3.1. For the currents $j^{S}_{N}(x, y)$ and $j^{\delta}_{N}(x, y)$ of (2.29), we have that
\[ \nabla \cdot j^{\delta}_{N}(x) = 0, \forall x \in \Lambda \Rightarrow \nabla \cdot (j^{S}_{N} + j^{\delta}_{N})(x) = \nabla \cdot j^{S}_{N}(x), \forall x \in \Lambda, \]
this means that the hydrodynamics of the empirical measure will be related only to the gradient part of the instantaneous current, because the continuity equation (3.7) was obtained from the microscopic conservation law (3.6) and the current $J^{N}_{t}$ is related to the instantaneous current by the martingales (3.8).

Remark 3.2. From the general theory (see for example [16] Section II.2.3 or [12] Appendix 1 Section 5) we define the martingale $N^{N}_{G}(t)$
\[ N^{N}_{G}(t) = [M^{N}_{G}(t)]^{2} - N^{2-2d} \int_{0}^{t} ds \sum_{\{x, y\} \in E_{N}} (c_{x,y}(\eta_{s}) + c_{y,x}(\eta_{s}))G^{2}_{N}(x, y). \]

The second term on the right-hand side of last display is called the quadratic variation of $M^{N}_{G}$. Since $N^{N}_{G}$ is a martingale we have
\[ \mathbb{E}_{\mu_{N}} \left[ \left( M^{N}_{G}(t) \right)^{2} \right] = \frac{N^{2}}{N^{2d}} \mathbb{E}_{\mu_{N}} \left[ \int_{0}^{t} ds \sum_{\{x, y\} \in E_{N}} (c_{x,y}(\eta_{s}) + c_{y,x}(\eta_{s}))G^{2}_{N}(x, y) \right] \leq \frac{2dt(1 + |\alpha t|)|G|^{2}_{\infty}}{Nd}. \]

3.2. Current topology. We introduce now, following the approach in [5], the topological setting where we can prove a scaling limit for the current field given in (3.3). See [12] chapter 11 or [5] for more details. Consider the lattice $\mathbb{Z}^{d}$ endowed with the lexicographical order, consider $z \in \mathbb{Z}^{d}$ and let $h_{0} = 1$, $h_{z}(u) = \sqrt{2}\cos(2\pi z \cdot u)$ if $z > 0$ and $h_{z}(u) = \sqrt{2}\sin(2\pi z \cdot u)$ if $z < 0$. In the space of real $L^{2}(\Lambda)$ functions equipped with the scalar product $\langle f, g \rangle = \int_{\Lambda} du f(u)g(u)$, the set $\{h_{z}, z \in \mathbb{Z}^{d}\}$ is an orthonormal basis. Therefore, given an $L^{2}$-integrable vector field $G : \Lambda \rightarrow \mathbb{R}^{d}$ each component $j \in \{1, \ldots, d\}$ can be written as
\[ G_{j} = \sum_{z \in \mathbb{Z}^{d}} \langle G_{j}, h_{z} \rangle h_{z} = \sum_{z \in \mathbb{Z}^{d}} G_{j}(z)h_{z}, \] with $G_{j}(z) := \langle G_{j}, h_{z} \rangle$.

Given two $L^{2}$-vector fields $F, G : \Lambda \rightarrow \mathbb{R}^{d}$, we consider the scalar product
\[ \langle F, G \rangle_{0} := \sum_{j=1}^{d} \langle F_{j}, G_{j} \rangle = \sum_{j=1}^{d} \sum_{z \in \mathbb{Z}^{d}} F_{j}(z)G_{j}(z), \]
where $F_{j}(z)$ and $G_{j}(z)$ are the projections of $F_{j}$ and $G_{j}$ on $h_{z}$. This scalar product defines the $L^{2}(\Lambda, \mathbb{R}^{d})$ Hilbert space that we denote by $H^{d}_{\mathbb{R}}$. Consider on $C^{\infty}(\Lambda, \mathbb{R}^{d})$ the positive, symmetric linear operator $\mathcal{L} = (1 - \Delta)$. The functions $h_{z}$ are its eigenvectors
\[ \mathcal{L}h_{z} = \gamma_{z}h_{z}, \] where $\gamma_{z} = 1 + 4\pi^{2}|z|^{2}$.

This operator allows us to define for each $k \geq 0$ the Hilbert spaces $H^{k}_{\mathbb{R}}$ obtained as the completion of $C^{\infty}(\Lambda, \mathbb{R}^{d})$ endowed with the scalar product $\langle \cdot, \cdot \rangle_{k}$ defined by
\[ \langle F, G \rangle_{k} := \langle F, \mathcal{L}^{k}G \rangle_{0}, \]
with $F, G \in C^{\infty}(\Lambda, \mathbb{R}^{d})$. From definition (3.15) and properties of $\mathcal{L}$ we have that
\[ \langle F, G \rangle_{k} = \sum_{j=1}^{d} \sum_{z \in \mathbb{Z}^{d}} \gamma_{z}^{k} F_{j}(z)G_{j}(z), \]
therefore for \( k \geq k' \geq 0 \) we have \( \mathcal{H}^d_k \subset \mathcal{H}^d_{k'} \subset \mathcal{H}^d_0 \) because \( \mathcal{H}^d_k \) is the subspace of \( \mathcal{H}^d_0 \) consisting of all vector fields \( F \) such that

\[
\|F\|_k^2 = \sum_{j=1}^d \sum_{z \in \mathbb{Z}^d} \gamma_z^k F_j^2(z) < \infty.
\] (3.17)

Denote by \( \phi \) a bounded linear functional from \( \mathcal{H}^d_k \) to \( \mathbb{R} \) belonging to the dual space \( \mathcal{H}^d_{-k} := (\mathcal{H}^d_k)^* \), its action on \( F \in \mathcal{H}^d_k \) is indicated with \( \phi(F) \). By Riesz representation theorem for each \( \phi \in \mathcal{H}^d_{-k} \) there is a unique \( G^\phi \in \mathcal{H}^d_k \) such that \( \phi(F) = \langle G^\phi, F \rangle_k \) for each \( F \) in \( \mathcal{H}^d_k \). From this it follows the existence of an isometric isomorphism between \( \mathcal{H}^d_k \) and \( \mathcal{H}^d_{-k} \). Moreover, this isomorphism induces on \( \mathcal{H}^d_k \) a scalar product \( \langle \cdot, \cdot \rangle_{-k} \), such that given \( \phi, \phi' \in \mathcal{H}^d_k \) we have \( \langle \phi, \phi' \rangle_{-k} = \langle G^\phi, G^{\phi'} \rangle_k \). This scalar product turns out to be

\[
\langle \phi, \phi' \rangle_{-k} = \sum_{j=1}^d \sum_{z \in \mathbb{Z}^d} \gamma_z^{-k} \phi(I^{j,z}) \phi'(I^{j,z}) = \sum_{j=1}^d \sum_{z \in \mathbb{Z}^d} \gamma_z^k G^\phi_j(z) G^{\phi'}_j(z)
\] (3.18)

where \( I^{j,z} \) is the vector field such that its \( i \)-th component is defined as \( I_i^{j,z} := \delta_{i,j} h_z \) and \( G^\phi_j = \langle G^\phi, h_z \rangle \). Therefore, the space \( \mathcal{H}^d_{-k} \) consists of all functionals such that

\[
\|\phi\|_{-k}^2 = \sum_{j=1}^d \sum_{z \in \mathbb{Z}^d} \gamma_z^{-k} \phi^2(I^{j,z}) < \infty.
\] (3.19)

Note that the space \( \mathcal{H}^d_{-k} \) can be obtained as the completion of \( \mathcal{H}^d_0 \) with respect to the scalar product \( \langle \cdot, \cdot \rangle_{-k} \).

We will consider the current field \( J^N_t \) as an element of the Sobolev space \( \mathcal{H}^d_{-k^*} \), where \( k^* \) will be determined later on, i.e. \( J^N_t \in \mathcal{H}^d_{-k^*} \). Therefore a trajectory \( (J^N_t)_{t \in [0,T]} \) will be considered to belong to the space of càdlàg trajectories \( \mathcal{D} ([0,T], \mathcal{H}^d_{-k^*}) \). Let \( J^N \) be the map from \( \mathcal{D} ([0,T], \Sigma_N) \) to \( \mathcal{D} ([0,T], \mathcal{H}^d_{-k^*}) \) that associates to \( (\eta_t)_{t \in [0,T]} \) the path \( (J^N_t)_{t \in [0,T]} \). We denote by \( \mathbb{P}_N \) the probability measure on \( \mathcal{D} ([0,T], \mathcal{H}^d_{-k^*}) \) induced by \( J^N \) and the measure \( \mu_N \), that is \( \mathbb{P}_N := \mathbb{P}_{\mu_N} \circ (J^N)^{-1} \) and by \( \mathbb{E}_N \) the expectation with respect to \( \mathbb{P}_N \). With some abuse of notation we will denote also by \( J^N = (J^N_t)_{t \in [0,T]} \) a trajectory of the current field and by \( J = (J_t)_{t \in [0,T]} \) a generic element of \( \mathcal{D} ([0,T], \mathcal{H}^d_{-k^*}) \).

3.3. Hydrodynamics. We start proving the diffusive hydrodynamic scaling behaviour of the density of our model. We have that the associated hydrodynamic equation is simply the heat equation and this is a consequence of Remark 3.1, since the equation (3.7) is closed in terms of the empirical density. For the law \( \mathbb{P}_{\mu_N} \) on \( \mathcal{D} ([0,T], \Sigma_N) \) we have the following result.

**Theorem 3.3.** Let \( \eta_t \) be the Markov process with generator given by (2.1) with rates given in (2.3) multiplied by a factor of \( N^2 \). Suppose to start the process from a sequence \( \mu_N \) of probability measures which are associated (according to (3.2)) to a measurable density profile \( \rho^* : \Lambda \to [0,1] \). Then, for any \( f \in C(\Lambda) \) and any \( \varepsilon > 0 \), it holds

\[
\lim_{N \to +\infty} \mathbb{P}_{\mu_N} \left( \eta \in \mathcal{D} ([0,T], \Sigma_N) : \int_{\Lambda} f(u) \pi_N (\eta_t, du) - \int_{\Lambda} f(u) \rho_t (u) du > \varepsilon \right) = 0,
\] (3.20)
where \( \rho_t(u) \) is the unique weak solution of the Cauchy problem
\[
\begin{align*}
\partial_t \rho_t(u) &= \Delta \rho_t(u), \forall u \in \Lambda, \forall t > 0, \\
\rho_0(u) &= \rho^\ast(u), \forall u \in \Lambda.
\end{align*}
\] (3.21)

**Proof.** Even if the model is more complex, the scaling behavior for the density can be proved similarly to the simple exclusion process (SEP). This is because a part of the instantaneous current is exactly divergence free (recall Remark 3.1) and does not contribute. We show how to reduce to the same structure of the SEP and then the proof is the same as in Chapter 4 of [12]. From Dynkin’s formula, namely Lemma A.1.5.1 of [12], for \( f \in C(\Lambda) \), we have that
\[
M_N^N(t) = \int_\Lambda \pi_N(\eta_t, du) f - \int_\Lambda \pi_N(\eta_0, du) f - N^2 \int_0^t N \left( \int_\Lambda \pi_N(\eta_s, du) f \right) ds
\] (3.22)
is a martingale with respect to the natural filtration (we used the notation \( M \)).

We have the following theorem for the current field \( J \) and the antisymmetric matrix defined in (2.4), by studying the limiting behaviour of the current field. To that end, let us introduce, for \( x, y \in \Lambda \),
\[
\begin{align*}
\pi_N(\eta_t, du) f - \pi_N(\eta_0, du) f &= -N^2 \int_0^t \sum_{x \in \Lambda_N} \eta_s(x) \nabla \cdot (\nabla f)_N(x) ds,
\end{align*}
\] (3.23)
where \( (\nabla f)_N \) is the gradient discrete vector field \( (\nabla f)_N(x, y) = f(y) - f(x) \). Again by Lemma A.1.5.1 of [12] we have
\[
\mathbb{E}_{\pi_N} \left[ (M_N^N(t))^2 \right] = \mathbb{E}_{\pi_N} \left[ N^{2-2d} \int_0^t ds \sum_{(x,y) \in E_N} c_{x,y}(\eta_s) (f(y) - f(x))^2 \right] \leq \frac{C(f, \alpha) t}{N^2}
\] (3.24)
where \( C(f, \alpha) \) is a constant depending on \( f \in C(\Lambda) \) and the parameter \( \alpha \) (the above formula coincides with (3.14) when \( G = \nabla f \) since in that case we have \( G_N(x, y) = f(y) - f(x) \)). Once obtained equations (3.23) and (3.24) the proof is the same as the one for SEP in Chapter 4 of [12]. \( \square \)

**Remark 3.4.** We recall that the unique weak solution of the Cauchy problem (3.21) is also a strong solution, see [12]. Therefore the measure \( \pi_t(du) = \rho_t(u) du \) is absolutely continuous with respect to the Lebesgue measure and its density is a \( C^{1,2}([0, T] \times \Lambda) \) function.

### 3.4. Typical current.
We have seen above that the hydrodynamic equation can be written as a conservation law \( \partial_t \rho + \nabla \cdot J(\rho) = 0 \) but the typical current \( J(\rho) \) does not coincide with \(-\nabla \rho\) as in the classic gradient model case. The expression of the typical current is obtained by studying the limiting behaviour of the current field. To that end, let us introduce, for \( g \) defined in (2.4),
\[
a(\rho) := E_{\nu_\rho} [g(\eta)] = 2 \alpha [\rho(1 - \rho)]^2
\] (3.25)
and the antisymmetric matrix
\[
A(\rho) = \begin{pmatrix} 0 & -a'(\rho) \\ a'(\rho) & 0 \end{pmatrix}
\] (3.26)

We have the following theorem for the current field \( J^N \).

**Theorem 3.5.** Let \( \eta_t \) be the Markov process with generator given by (2.1) with rates given in (2.3) multiplied by \( N^2 \). Suppose to start the process from a sequence of probability measures
\(\mu_N\) which are associated (according to (3.2)) to a measurable density profile \(\rho^* : \Lambda \to [0,1]\). Then, for any \(C^\infty\) vector field \(G\) on \(\Lambda\) and for any \(\varepsilon > 0\), it holds
\[
\lim_{N \to +\infty} \mathbb{P}_{\mu_N} \left( \eta \in \mathcal{D}([0,T], \Sigma_N) : \left| \mathcal{J}^N_t(G) - \int_0^t du \int_0^t ds J(\rho_s(u)) \cdot G(u) \right| > \varepsilon \right) = 0, \forall t \in [0,T],
\]
where
\[
J(\rho) = -\nabla \rho - A(\rho) \nabla \rho,
\]
and \(\rho_t(u)\) is the unique weak solution of the Cauchy problem (3.21) and \(A(\rho)\) is given in (3.26).

The proof of last theorem articulates in two main steps, that is, the proof of tightness for the sequence \(\{\mathbb{P}_N, N \geq 1\}\) and the characterization of its limits point. Therefore we are going to perform these two steps separately and at the end we deduce Theorem 3.5.

4. Proof of Theorem 3.5

As we mentioned above, the proof of the theorem relies on two main steps: tightness and the characterization of limit points. We start with the former.

4.1. Tightness. Let us introduce the uniform modulus of continuity \(w_\delta(J)\) on \(\mathcal{D}([0,T], \mathcal{H}^d_{-k})\) defined by
\[
w_\delta(J) = \sup_{0 \leq s,t \leq T} \|J_t - J_s\|_{-k},
\]
with \(\|\cdot\|_{-k}\) as defined in (3.19).

By Prokhorov’s theorem, we have the following criterion for relative compactness of a sequence of probability measures \(\{\mathbb{P}_N, N \geq 1\}\) on \(\mathcal{D}([0,T], \mathcal{H}^d_{-k})\) (see [12] Chapter 4 Theorem 1.3 and Remark 1.4).

**Proposition 4.1.** A sequence of probability measures \(\{\mathbb{P}_N, N \geq 1\}\) on \(\mathcal{D}([0,T], \mathcal{H}^d_{-k})\) is tight if, for every \(0 \leq t \leq T\) and for every \(\varepsilon > 0\), we have
\[
(1) \lim_{l \to \infty} \limsup_{N \to \infty} \mathbb{P}_N \left( \sup_{0 \leq t \leq T} \|J_t\|_{-k} > l \right) = 0;
\]
\[
(2) \lim_{\delta \to 0} \limsup_{N \to \infty} \mathbb{P}_N (w_\delta(J) > \varepsilon) = 0 \quad \forall \varepsilon > 0.
\]

To prove Proposition 4.1 for the sequence \(\{\mathbb{P}_N, N \geq 1\}\) induced by the integrated current field, we first derive the next lemma.

**Lemma 4.2.** For every \(z\) in \(\mathbb{Z}^2\) and \(j = 1, 2\),
\[
\lim_{N \to \infty} \mathbb{E}_N \left[ \sup_{0 \leq t \leq T} \left| \mathcal{J}_t(I^{j,z}) \right|^2 \right] \leq 16\pi^2 T^2 (|z_1| + |z_2|)^2,
\]
where \(I^{j,z}\) was introduced below (3.18).

**Proof.** Call \(M^N_{j,z}\) the martingale in (3.9) acting on the test vector field \(G = I^{j,z}\). Since \((a+b)^2 \leq 2(a^2 + b^2)\), to prove inequality (4.2), we have to properly bound the expectation of
the sup of the two terms in the decomposition of $J^N_t(I^{j,z})$ given in (3.9). Since $|\partial_z I^{j,z}|_\infty = 2\sqrt{2\pi |z|}$, from Remark 3.2 and Doob’s inequality, we have

$$\mathbb{E}_{\mu_N} \left[ \sup_{0 \leq t \leq T} (M^{N})^{2}(t) \right] \leq \frac{16d\pi^{2}T|z|^{2}(1 + |\alpha|)}{N^{d}}. \quad (4.3)$$

It remains to estimate the following expectation

$$\mathbb{E}_{\mu_N} \left\{ \sup_{0 \leq t \leq T} \left[ \int^{t}_{0} ds \left( \sum_{x \in \Lambda_N} \eta_{s}(x) \nabla \cdot I^{j,z}_{N}(x) + \sum_{f \in \mathcal{F}_{N}} \tau_{\gamma}\eta_{s} \sum_{(x,y) \in f^{\gamma}} I^{j,z}_{N}(x,y) \right) \right]^{2} \right\} \leq T \mathbb{E}_{\mu_N} \left[ \int^{T}_{0} ds \left( N^{2-d} \sum_{x \in \Lambda_N} \eta_{s}(x) \nabla \cdot I^{j,z}_{N}(x) + N^{2-d} \sum_{f \in \mathcal{F}_{N}} \tau_{\gamma}\eta_{s} \sum_{(x,y) \in f^{\gamma}} I^{j,z}_{N}(x,y) \right)^{2} \right], \quad (4.4)$$

the second line comes from Cauchy-Schwarz inequality. Since $\eta$ and $g(\eta)$ are bounded, using the approximations (3.11), the second line is bounded up to an infinitesimal term by

$$T^{2} \left( N^{2-d} \sum_{x \in \Lambda_N} |\nabla \cdot I^{j,z}_{N}(x)| + N^{2-d} \sum_{f \in \mathcal{F}_{N}} |\nabla^{\perp} \cdot I^{j,z}_{N}(y(f))| \right)^{2} \quad (4.5)$$

where $y(f)$ is the center of the face $f$. In the above formula we have Riemann sums and by the definition of $I^{j,z}$ formula (4.5) is converging when $N \to +\infty$ to

$$T^{2} \left( \sum_{i=1,2} \frac{1}{N} \int_{\Lambda} dx |\partial_{x_{i}} h^{z}(x)| \right)^{2} \leq 8\pi^{2}T^{2}( |z_1| + |z_2|)^{2}. \quad \square$$

**Remark 4.3.** By the formulas (3.11), that are obtained by suitable Taylor expansions, we have that $N^{2}\nabla \cdot I^{j,z}_{N}(x) = \nabla \cdot I^{j,z}(u)$ for a suitable $u$ on the face of the dual lattice centered at $x$ and $N^{2} \sum_{(x,y) \in f^{\gamma}} I^{j,z}_{N}(x,y) = \nabla^{\perp} \cdot I^{j,z}(u)$ for a suitable $u \in f$. We have therefore that the right-hand side of (4.4) is bounded uniformly in $N, j$ by $CT^{2}(|z_1| + |z_2|)^{2}$ for a suitable constant $C$.

**Lemma 4.4.** For $k > k^{*} = \frac{d}{2} + 1 = 2$, we have that

$$\limsup_{N \to \infty} \mathbb{E}_{\mu_N} \left[ \sup_{0 \leq t \leq T} \left| J^{N}_{t} \right|_{-k}^{2} \right] < \infty. \quad (4.6)$$

**Proof.** The expectation in (4.6) is bounded from above by

$$\sum_{j=1}^{d} \sum_{z \in \mathbb{Z}^{d}} \gamma_{z}^{-k} \mathbb{E}_{\mu_N} \left[ \sup_{0 \leq t \leq T} \left| J^{N}_{t} \right|_{-k}^{2} \right].$$
Consider \( k > k^\ast \) and use the bound (4.2). By Remark 4.3 we can apply the dominated convergence theorem and we have
\[
\limsup_{N \to \infty} \sum_{j=1}^{d} \sum_{z \in \mathbb{Z}^d} \gamma^{-k}_z \mathbb{E}_{\mu_N} \left[ \sup_{0 \leq t \leq T} \left| \mathcal{J}_t^N (I_j^z) \right|^2 \right] \leq 16 \pi^2 T^2 \sum_{z \in \mathbb{Z}^d} \frac{(|z_1| + |z_2|)^2}{\gamma^2_z} < +\infty.
\]

Using 4.6 and Markov’s inequality we obtain for \( k > 2 \) the first condition of Proposition 4.5.

**Proposition 4.5.** For each \( k > k^\ast = d/2 + 1 = 2 \) and each \( \varepsilon > 0 \)
\[
\lim_{\delta \to 0} \limsup_{N \to \infty} \mathbb{P}_{\mu_N} \left( \sup_{0 \leq s, t \leq T} \left| \mathcal{J}_s^N - \mathcal{J}_t^N \right| > \varepsilon \right) = 0. \tag{4.7}
\]

**Proof.** From Markov’s inequality the probability in (4.7) is bounded by
\[
\frac{1}{\varepsilon^2} \sum_{j=1}^{d} \sum_{z \in \mathbb{Z}^d} \gamma^{-k}_z \mathbb{E}_{\mu_N} \left[ \sup_{0 \leq s, t \leq T} \left| \mathcal{J}_s^N (I_j^z) - \mathcal{J}_t^N (I_j^z) \right|^2 \right].
\]

We give an estimate of
\[
\lim_{\delta \to 0} \limsup_{N \to \infty} \mathbb{E}_{\mu_N} \left( \sup_{0 \leq s, t \leq T} \left| \mathcal{J}_s^N (I_j^z) - \mathcal{J}_t^N (I_j^z) \right|^2 \right). \tag{4.8}
\]

To that end we start recalling the action of \( \mathcal{J}_s^N (G) - \mathcal{J}_t^N (G) \) on a test function \( G \in \mathcal{H}_k^d \):
\[
\mathcal{J}_t^N (G) - \mathcal{J}_s^N (G) = \left[ M_{G}^N (t) - M_{G}^N (s) \right] + \left[ N^{2-d} \int_s^t dr \sum_{\{x,y\} \in \mathcal{E}_N} j_{\eta_r} (x, y) G_N (x, y) \right], \tag{4.9}
\]
where \( M_{G}^N (t) \) is the martingale given in (3.9). We bound separately the two terms inside squared parenthesis in (4.9), where \( G = I_j^z \). We denote by \( M_{I_j^z}^N (t - s) \) the difference of the martingales \( M_{I_j^z}^N (t) \) and \( M_{I_j^z}^N (s) \) and recall that the uniform modulus of continuity (4.1) can be written as \( w_3 (\mathcal{J}) = \sup_{0 \leq t \leq T - \delta} \sup_{|\Delta t| \leq \delta} \| \mathcal{J}_{t+\Delta t} - \mathcal{J}_t \| \). By Remark 3.2 and Doob’s inequality, with analogous estimates to the ones employed in (4.3) we get that
\[
\lim_{\delta \to 0} \limsup_{N \to \infty} \mathbb{E}_{\mu_N} \left( \sup_{0 \leq s, t \leq T} \left| \mathcal{J}_t^N (I_j^z) - \mathcal{J}_s^N (I_j^z) \right|^2 \right) \leq \lim_{\delta \to 0} \limsup_{N \to \infty} \frac{16 \pi^2 \delta (|\alpha|)^2 |z|^2}{N^d} = 0.
\]

To treat the second term, after Chebychev’s and Cauchy-Schwarz’s inequalities, proceeding as we did to bound (4.4) and using similar arguments as those in the proof of Proposition 4.4 we obtain
\[
\lim_{\delta \to 0} \limsup_{N \to \infty} \mathbb{E}_{\mu_N} \left( \sup_{0 \leq s, t \leq T} \left| \mathcal{J}_s^N (I_j^z) - \mathcal{J}_t^N (I_j^z) \right|^2 \right) = 0. \tag{4.10}
\]
From these estimates one can conclude (4.7).

Proof. (of Proposition 4.1) Item (1) is obtained from Lemma 4.4 and Markov’s inequality. Item (2) coincides with the statement of Proposition 4.5.

This proof shows that the sequence \( \{ \mathbb{P}_N \mid N \geq 1 \} \) is tight on the space of trajectories \( \mathcal{D} ([0, T], \mathcal{H}^d_{-k}) \).

4.2. Characterization of limit points. Now we characterize the unique limit points of the sequence \( \{ \mathbb{P}_N , N \geq 1 \} \).

We begin by fixing some notations. Fix \( x = (x_1, x_2) \in \Lambda_N, \ell \in \mathbb{N}, \varepsilon > 0, \delta > 0 \). To have a simple notation, in some formulas we will write \( \varepsilon N \) even if we should instead consider its integer part \( \lfloor \varepsilon N \rfloor \). Let us define the intervals

\[
I_p^\ell(x) := \begin{cases} 
[x_i + \varepsilon (i), x_i + \ell \varepsilon (i)] & \text{if } p = +1, \\
[x_i - \ell \varepsilon (i), x_i - \varepsilon (i)] & \text{if } p = -1,
\end{cases}
\]

and the corresponding boxes

\[
B_{p,q}^\ell(x) = I_p^\ell(x) \times I_q^\ell(x) \subseteq \Lambda_N, \quad p, q \in \{1, -1\}.
\]

This means that along the 4 possible values of the indexes \( p, q \) we are considering the four boxes of size \( \ell/N \) having \( x \) as a corner. The point \( x \) does not belong to the boxes to make them disjoint, and this will be important in the proof below. We define also

\[
\eta^{(p,q)}_\ell(x) := \frac{1}{\ell^2} \sum_{y \in B_{p,q}^\ell(x)} \eta(y),
\]

the particles density in the box \( B_{p,q}^\ell(x) \). We consider four approximations of the identity; consider on the continuous torus \( u = (u_1, u_2), v = (v_1, v_2) \in \Lambda \) and define

\[
\eta^{(p,q)}_\varepsilon(u)(v) := \begin{cases} 
\varepsilon^{-2}1_{[u_1, u_1 + \varepsilon] \times [u_2, u_2 + \varepsilon]}(v) & \text{if } (p, q) = (1, 1), \\
\varepsilon^{-2}1_{[u_1, u_1 + \varepsilon] \times [u_2 - \varepsilon, u_2]}(v) & \text{if } (p, q) = (1, -1), \\
\varepsilon^{-2}1_{[u_1 - \varepsilon, u_1] \times [u_2, u_2 + \varepsilon]}(v) & \text{if } (p, q) = (-1, +1), \\
\varepsilon^{-2}1_{[u_1 - \varepsilon, u_1] \times [u_2 - \varepsilon, u_2]}(v) & \text{if } (p, q) = (-1, -1).
\end{cases}
\]

We use also the shortcuts

\[
\pi^\ell(f) := \int_\Lambda f(u) \rho_u(du), \quad \pi^N(f) := \int_\Lambda f(u) \pi^N(\eta, du),
\]

where \( \rho_u \) solves the Cauchy problem (3.21) and \( f \in C^2(\Lambda) \). We associate to each vertex \( x \in \Lambda_N \) the non-oriented face \( f_x = \{ x, x + e^{(1)}, x + e^{(1)} + e^{(2)}, x + e^{(2)} \} \); accordingly \( f_x^\perp \) and \( f_x^\circ \) are the corresponding anticlockwise and clockwise orientations of \( f_x \).

**Proposition 4.6.** Let \( \mathbb{P} \) be a limit point of the sequence \( \{ \mathbb{P}_N , N \geq 1 \} \). Then, for \( k > k^* \),

\[
\mathbb{P}\left( J \in C([0, T], \mathcal{H}_{-k}) \text{ and } \mathcal{F}(G, t, \rho) = 0 \ \forall t \in [0, T] \right) = 1, \quad \forall G \in C^\infty(\Lambda; \mathbb{R}^2),
\]

where

\[
\mathcal{F}(G, t, \rho) = \mathcal{J}_t(G) - \int_0^t ds \int_\Lambda du \left( \rho_s(u) \nabla \cdot G(u) + a(\rho_s(u)) \nabla^\perp \cdot G(u) \right),
\]

with \( \rho_t(u) \) solving the Cauchy problem (3.21) and \( a(\cdot) \) is defined in (3.25).
Proof. Condition (2) in Proposition 4.1 tells us that the limit points are concentrated on continuous paths, i.e., paths in \( C([0,T], \mathcal{H}^k) \).

It remains to show that for any \( \delta > 0 \) and any vector field \( G \in C^\infty(\Lambda; \mathbb{R}^2) \)

\[
\mathbb{P} \left( \mathcal{J} \in \mathcal{C}([0,T], \mathcal{H}^k) : \sup_{0 \leq t \leq T} |\mathcal{F}(G,t,\rho)| > \delta \right) = 0. \tag{4.15}
\]

By Lebesgue’s differentiation theorem \( \lim_{\varepsilon \to 0} \pi_s (i_{\varepsilon}^{(p,q,u)}) = \rho_s(u) \) for all \( u \in \Lambda \), for any \( p, q \) and for almost every \( s \in [0,T] \). Since \( G \in C^\infty(\Lambda; \mathbb{R}^2) \) by dominated convergence Theorem we have therefore that

\[
\lim_{\varepsilon \to 0} \sup_{0 \leq t \leq T} \int_0^t ds \int_A \alpha (\rho_s(u)) \nabla \cdot G(u) - \int_0^t ds \int_A \alpha \left( \left( 1 - \pi_s \left( i_{\varepsilon}^{(1,-1,u)} \right) \right) \pi_s \left( i_{\varepsilon}^{(1,1,u)} \right) \right) \nabla \cdot G(u)
\]

\[
- \int_0^t ds \int_A \alpha \left( \left( 1 - \pi_s \left( i_{\varepsilon}^{(1,-1,u)} \right) \right) \pi_s \left( i_{\varepsilon}^{(1,1,u)} \right) \right) \nabla \cdot G(u) \]

By summing and subtracting proper terms and using the above formula, we have that

\[
\text{(4.15)} \]

is deduced by proving for any \( \delta > 0 \) that

\[
\lim_{\varepsilon \to 0} \mathbb{P} \left( \sup_{0 \leq t \leq T} \left| \mathcal{J}_t(G) - \int_0^t ds \pi_s (\nabla \cdot G) \right| > \delta \right) = 0. \tag{4.17}
\]

By Portmanteau’s Theorem we can bound from above the limit \( (4.17) \) by

\[
\lim \inf \mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| \mathcal{J}_t^N(G) - \int_0^t ds \pi_s (\nabla \cdot G) \right| > \delta \right) = 0. \tag{4.18}
\]

We sum and subtract \( (1/2) \int_0^t ds \sum_{(x,y) \in E_N} j_{w_2}(x,y) G_N(x,y) \) to the term inside the supremum in \( (4.18) \). Recalling (3.9) and (3.10), we bound the probability in \( (4.18) \) by the sum of the next three terms.
\[
\mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| M_N^G(t) \right| > \frac{\delta}{3} \right),
\]
(4.19)

\[
\mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| N^2 \int_0^t ds \, \pi_N^G (\nabla \cdot G_N) - \int_0^t ds \, \pi_N (\nabla \cdot G) \right| > \frac{\delta}{3} \right),
\]
(4.20)

and

\[
\mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| \int_0^t ds \, \sum_{f \in F_N} \tau_f g(\eta_s) \sum_{(x,y) \in f^\circ} G_N(x,y) \right|
\]

\[
- \int_0^t ds \int_A du \left( \alpha \pi_s \left( \int_{\epsilon}^{1-1,u} \right) \left( 1 - \pi_s \left( \int_{\epsilon}^{1,1,u} \right) \right) \right)
\]

\[
\pi_s \left( \int_{\epsilon}^{1,1,u} \right) \left( 1 - \pi_s \left( \int_{\epsilon}^{1-1,u} \right) \right) \nabla \cdot G(u)
\]

\[
\left( 1 - \pi_s \left( \int_{\epsilon}^{1,1,u} \right) \right) \nabla \cdot G(u) > \frac{\delta}{3} \right).
\]

From Doob's inequality and (3.14) the probability in (4.19) vanishes as \( N \to \infty \). The same holds for the probability in (4.20) by the approximation (3.11) for the discrete divergence and the law of large numbers for the empirical density (see Theorem 3.3). Again by the law of large numbers for the density, to show that (4.21) is converging to zero for any \( \delta \), we can simply show that

\[
\mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| \int_0^t ds \, \sum_{f \in F_N} \tau_f g(\eta_s) \sum_{(x,y) \in f^\circ} G_N(x,y) \right|
\]

\[
- \int_0^t ds \int_A du \left( \alpha \pi_s \left( \int_{\epsilon}^{1-1,u} \right) \left( 1 - \pi_s \left( \int_{\epsilon}^{1,1,u} \right) \right) \nabla \cdot G(u)
\]

\[
\left( 1 - \pi_s \left( \int_{\epsilon}^{1,1,u} \right) \right) \nabla \cdot G(u) > \bar{\delta} \right),
\]

is converging to zero when \( N \to +\infty \), for any \( \bar{\delta} \). Recalling (2.4), the probability in (4.22) can be bounded by the sum of the following two terms.
Moreover by the definitions we have
\[ \sum \]

By the approximation (3.11), we can replace \( \sum_{(w,z) \in f_N^s} G_N(w, z) \) with \( \sum_{(w,z) \in f_N^s} \sum_{i \in N} \eta_{s,N}(i(z, u)) \left( 1 - \eta_{s,N}(i(z, u)) \right) \nabla \cdot G(u) \geq \frac{\delta}{2|\alpha|} \),

and
\[ \mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| \int_0^t ds \sum_{x \in \Lambda_N} \left\{ \eta_s(x) \left( x + e^{(1)} \right) \right\} \right| \right) \]
\[ \mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| \int_0^t ds \sum_{x \in \Lambda_N} \left\{ \eta_s(x) \left( x + e^{(1)} \right) \right\} \right| \right) \]

By the approximation (3.11), we can replace \( \sum_{(w,z) \in f_N^s} G_N(w, z) \) by \( \nabla \cdot G(x)/N^2 \) for \( N \) large. Moreover by the definitions we have
\[ \left| \pi_s \left( \eta_{s,N}(i^{(p,q)}(z, u)) \right) - \pi_s \left( \eta_{s,N}(x) \right) \right| \leq \frac{2}{\varepsilon N}, \quad x \in \Lambda_N, \]

we can bound (4.23) and (4.24), for \( N \) large enough, respectively by
\[ \mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| \int_0^t ds \sum_{x \in \Lambda_N} \left\{ \nabla \cdot G(x) \right\} \right| \right) \]
\[ \mathbb{P}_{\mu_N} \left( \sup_{0 \leq t \leq T} \left| \int_0^t ds \sum_{x \in \Lambda_N} \left\{ \nabla \cdot G(x) \right\} \right| \right) \]
for a suitable $\tilde{\delta} < \tilde{\delta}/2|\alpha|$. The key result that allows to conclude the proof is Proposition 4.8 together with Markov’s inequality, implying that the probabilities in (4.26) and (4.27) vanish as $N \to \infty$ and $\varepsilon \to 0$. This ends the proof. 

□

We remark that (4.14) is a weak form of $\mathcal{J}_t(G) - \int_0^T dt \int_{\Lambda} d\eta J(\rho_t(u)) \cdot G(u)$ with $J(\rho) = -\nabla \rho - A(\rho) \nabla \rho$, but from the regularity property of $\rho_t(u)$ discussed in Remark 3.4 we have that the two forms are equivalent. Hence the uniqueness and characterization of the limit point follows from this and the fact that at time 0 we have $\mathcal{J}^N_0(G) = 0$. Therefore the proof of Theorem 3.5 is completed once we show the auxiliary replacement lemma used in the proof of Proposition 4.6.

4.3. Replacement lemma. In this section we discuss how to prove the replacement lemma used to deduce that (4.26) and (4.27) converge to zero when $N \to +\infty$ and $\varepsilon \to 0$. We start to define the Dirichlet form and the Carré du Champ operator and we will discuss a relation between them.

4.3.1. Dirichlet forms. Recall that the Bernoulli product measure $\nu_\rho(\eta) = \prod_{x \in \Lambda_N} \rho^{\eta(x)}(1 - \rho)^{1-\eta(x)}$, is invariant for the dynamics. Let $f : \Sigma_N \to \mathbb{R}$ be a density with respect to $\nu_\rho$. The Dirichlet form of the process is defined as

$$-\left\langle \mathcal{L}^N \sqrt{f}, \sqrt{f} \right\rangle_{\nu_\rho}, \quad \text{with} \quad \left\langle g, h \right\rangle_\nu := \int \nu(d\eta) g(\eta) h(\eta) = E_\nu(gh),$$

(4.28)

for all functions $g, h : \Sigma_N \to \mathbb{R}$ and $\nu$ a probability measure in $\Sigma_N$. Moreover, we define the quadratic form, with respect to $\nu_\rho$, as the operator $\mathcal{D}_N$ acting on positive functions $f : \Sigma_N \to \mathbb{R}$ as follows,

$$\mathcal{D}_N \left( \sqrt{f}, \nu_\rho \right) := \frac{1}{2} \sum_{(x,y) \in E_N} \int \nu_\rho(d\eta) c_{x,y}(\eta) \left( \sqrt{f}_{x,y}(\eta) - \sqrt{f}(\eta) \right)^2.$$  

(4.29)

A direct computation, using the invariance of $\nu_\rho$ and the fact that $\nu_\rho(\eta^{x,y})/\nu_\rho(\eta) = 1$, tells us that the Dirichlet form and the quadratic form coincide, i.e.

$$-\left\langle \mathcal{L}^N \sqrt{f}, \sqrt{f} \right\rangle_{\nu_\rho} = \mathcal{D}_N(\sqrt{f}, \nu_\rho).$$

(4.30)

4.3.2. Replacement lemma on the discrete torus. First we prove a replacement lemma and then show how to apply the basic lemma to our specific case. Consider $\psi_N : \Sigma_N \to \mathbb{R}$ a bounded function whose domain does not overlap the vertex 0 nor the box $B_{\ell}^\ell(0)$ for any $\ell \in \mathbb{N}$. Let us define

$$V_{\ell,G}^{N,p,q}(\eta) := \frac{1}{N^2} \sum_{x \in \Lambda_N} \left( \eta(x) - \eta^{(p,q)}_\ell(x) \right) \tau_x \psi_N(\eta) \nabla \cdot G(x),$$

where $G \in C^\infty(\Lambda; \mathbb{R}^2)$. We have the following
Lemma 4.7. Let \( \{ \psi_N : \Sigma_N \to \mathbb{R}, N \geq 1 \} \) be a uniformly bounded sequence of functions whose domains do not overlap the vertex 0 nor the box \( B^\ell_{p,q}(0) \) for any \( \ell \in \mathbb{N} \). For \( \ell = \varepsilon N \) we have that
\[
\lim_{\varepsilon \to 0} \lim_{N \to \infty} \mathbb{E}_{\nu_N} \left[ \left| \int_0^t ds V_{\varepsilon N,G}^{N,p,q} (\eta_s) \right| \right] = 0. \tag{4.31}
\]

The indexes \((p,q)\) are fixed and recall that \(p,q \in \{-1,1\}\).

Proof. By the entropy inequality, see for example Section A.1.8 in [12], the expectation in (4.31) can be bounded by
\[
\frac{H(\mu_N | \nu_p)}{N^2 B} + \frac{1}{N^2 B} \log \mathbb{E}_{\nu_p} \left( \exp \left| B N^2 \int_0^t ds V_{\ell,G}^{N,p,q} (\eta_s) \right| \right),
\]
where \(\nu_p\) is the Bernoulli measure of parameter \(\rho\) and \(B\) is an arbitrary positive constant. From Feynman-Kac’s formula and the variational formula for the largest eigenvalue of a symmetric operator (see respectively Proposition A1.7.1 and Lemma A1.7.2 in [12]) we can bound last expression from above by
\[
\frac{H(\mu_N | \nu_p)}{N^2 B} + t \sup_f \left\{ \left\langle V_{\ell,G}^{N,p,q} , f \right\rangle_{\nu_p} + \frac{1}{B} \left\langle \mathcal{L}_N \sqrt{f} , \sqrt{f} \right\rangle_{\nu_p} \right\}, \tag{4.32}
\]
where the supremum is carried over all densities \(f\) with respect to \(\nu_p\). Note that even if the generator \(\mathcal{L}_N\) is not reversible we have the bound (4.32), see the comments on Section A.1.7 in [12]. The relative entropy is bounded from above by \(cN^2\), where \(c\) is a positive constant, see Theorem A.1.8.6 in [12]. We have then that (4.32) is bounded from above by
\[
\frac{c}{B} + t \sup_f \left\{ \left\langle V_{\ell,G}^{N,p,q} , f \right\rangle_{\nu_p} - \frac{1}{B} \Delta_N (\sqrt{f}, \nu_p) \right\}. \tag{4.33}
\]
We consider the following telescopic expansion
\[
\eta(x) - \eta^{(p,q)}_\ell (x) = \frac{1}{\ell^2} \sum_{\{y \in B^\ell_{p,q}(x)\} \{z^{(i)} \in \gamma_{x,y}\} } \left( \eta(z^{(i)}) - \eta(z^{(i+1)}) \right),
\]
where \(\gamma_{x,y}\) is the minimal length path from \(x\) to \(y\), with the final vertex \(y\) removed, obtained going from \(x\) to \(y\) walking first in the direction \(pe^{(1)}\) until we cross the perpendicular line containing \(y\) and then walking in the direction \(qe^{(2)}\) until we reach \(y\). The final vertex \(y \not\in \gamma_{x,y}\) in such a way that
\[
\sum_{\{z^{(i)} \in \gamma_{x,y}\} } \left( \eta(z^{(i)}) - \eta(z^{(i+1)}) \right) = \eta(x) - \eta(y).
\]
Using the above telescopic formula, the change of variables \(\eta' = \eta^{(i),z^{(i+1)}}\) and the hypothesis on the domain of \(\psi_N\), we get that \(\left\langle V_{\ell,G}^{N,p,q} , f \right\rangle_{\nu_p}\) is equal to
\[
\frac{1}{2\ell^2} \int \nu_p (d\eta) \frac{1}{N^2} \sum_{x,y,z} \left( \eta(z^{(i)}) - \eta(z^{(i+1)}) \right) \tau_x \psi_N(\eta) \nabla \cdot G(x).
\]
and
\[
\left( \sqrt{f}(\eta) - \sqrt{f}(\eta^{(i),z^{(i+1)}}) \right) \left( \sqrt{f}(\eta) + \sqrt{f}(\eta^{(i),z^{(i+1)}}) \right),
\]
where we write shortly \(\sum\) to denote \(\sum\), and \(\sum\). We assume that \(\nabla \cdot G(x) \neq 0\), otherwise the integral above is null and there is nothing to prove. We also assume that \(c_{z^{(i)},z^{(i+1)}}(\eta) > 0\), because if that is not the case then the factors \(\left( \eta(z^{(i)}) - \eta(z^{(i+1)}) \right)\) are
equal to zero and again there is nothing to prove. Applying Young’s inequality, last expression can be bounded from above by

\[
\frac{1}{4\ell^2} \sum_{x,y,i} \left[ \frac{1}{N^2} \nabla^\perp \cdot G(x) \right] \cdot \left\{ \int \nu_\rho(d\eta) A_{x,y,i}^0 \left( \sqrt{f}(\eta) - \sqrt{f} \left( \eta^{(1)}, \eta^{(1+1)} \right) \right)^2 + \int \nu_\rho(d\eta) \frac{1}{A_{x,y,i}} \left( \eta^{(1)} - \eta^{(1+1)} \right)^2 (\tau_x \psi_N(\eta))^2 \left( \sqrt{f}(\eta) + \sqrt{f} \left( \eta^{(1)}, \eta^{(1+1)} \right) \right)^2 \right\},
\]

(4.34)

where we choose \( A_{x,y,i}^0 := \frac{4(c_{x(i),x(i+1)}(\eta))}{BcE^2 \left[ \frac{1}{N^2} \nabla^\perp \cdot G(x) \right]} \), with \( c' \) a suitable positive constant.

The first term in (4.34) is equal to

\[
\frac{1}{BcE^2} \sum_{x,y,i} \int \nu_\rho(d\eta) c_{x(i),x(i+1)}(\eta) \left( \sqrt{f}(\eta) - \sqrt{f} \left( \eta^{(1)}, \eta^{(1+1)} \right) \right)^2,
\]

(4.35)

that can be bounded (here it is relevant the constant \( c' \) that is used in a simple counting argument that we omit) by \( \frac{C}{B} \sum_{x,y,i} \int \nu_\rho(d\eta) c_{x,y}(\eta) \left( \sqrt{f}(\eta) - \sqrt{f}(\eta^r,y) \right)^2 \), which cancels in (4.33) with \(-\frac{1}{2B} \mathcal{D}_N(\sqrt{f}, \nu_\rho)\).

Since \( \frac{1}{N^2} \nabla^\perp \cdot G(x) = O \left( \frac{1}{N^2} \right) \), the second term in (4.34) is bounded from above by \( \frac{C}{B} \sum_{x,y,i} \int \nu_\rho(d\eta) c_{x,y}(\eta) \left( \sqrt{f}(\eta) - \sqrt{f}(\eta^r,y) \right)^2 \), which cancels in (4.33) with \(-\frac{1}{2B} \mathcal{D}_N(\sqrt{f}, \nu_\rho)\).

Since \( \frac{1}{N^2} \nabla^\perp \cdot G(x) = O \left( \frac{1}{N^2} \right) \), the second term in (4.34) is bounded from above by \( \frac{C}{B} \sum_{x,y,i} \int \nu_\rho(d\eta) c_{x,y}(\eta) \left( \sqrt{f}(\eta) - \sqrt{f}(\eta^r,y) \right)^2 \), which cancels in (4.33) with \(-\frac{1}{2B} \mathcal{D}_N(\sqrt{f}, \nu_\rho)\).

Therefore taking the limits in (4.36) first in \( N \to \infty \), then in \( \varepsilon \to 0 \) and finally in \( B \to +\infty \), we obtain the result.

\(\square\)

Using this basic lemma we can finally prove the following result

**Proposition 4.8.** [Replacement lemma]

Let \( G : \Lambda \to \mathbb{R}^2 \) be a \( C^\infty(\Lambda) \) vector field. For any \( t \in [0, T] \), we have that

\[
\lim_{\varepsilon \to 0} \lim_{N \to \infty} \mathbb{E}_{\mu_N} \left( \left| \int_0^t ds \frac{1}{N^2} \sum_{x \in \Lambda_N} \left\{ \nabla^\perp \cdot G(x) \left[ \tau_x g_1(\eta_s) - \eta_s^{(-1,-1)}(x) \left( 1 - \eta_s^{(1,-1)}(x) \right) \eta_s^{(1,1)}(x) \left( 1 - \eta_s^{(-1,-1)}(x) \right) \right] \right\} \right) = 0,
\]

(4.37)

and

\[
\lim_{\varepsilon \to 0} \lim_{N \to \infty} \mathbb{E}_{\mu_N} \left( \left| \int_0^t ds \frac{1}{N^2} \sum_{x \in \Lambda_N} \left\{ \nabla^\perp \cdot G(x) \left[ \tau_x g_2(\eta_s) - \left( 1 - \eta_s^{(-1,-1)}(x) \right) \eta_s^{(1,-1)}(x) \left( 1 - \eta_s^{(1,1)}(x) \right) \eta_s^{(-1,-1)}(x) \right] \right\} \right) = 0,
\]

(4.38)

where

\[
g_1(\eta) = \eta(x) \left( 1 - \eta \left( x + \epsilon^1 \right) \right) \eta \left( x + \epsilon^1 + \epsilon^2 \right) \left( 1 - \eta \left( x + \epsilon^2 \right) \right)
\]

and

\[
g_2(\eta) = \left( 1 - \eta(x) \right) \eta \left( x + \epsilon^1 \right) \left( 1 - \eta \left( x + \epsilon^1 + \epsilon^2 \right) \right) \eta \left( x + \epsilon^2 \right).
\]
In the present context, the replacement formulas (4.37) and (4.38) are done by using as auxiliary measure the Bernoulli product measure \( \nu_{\rho} \) of constant profile, therefore we can replace the occupation variables with the average density on boxes of side \( \ell = \varepsilon N \) (see for example [12]). To prove Proposition 4.8 we have to apply Lemma 4.7 several times. For example in \( g_1(\eta) \), the full proof would ask the following steps:

1) Replace \( \eta(x) \tau_x \psi_N(\eta) \) with \( \eta\varepsilon^{(-1,-1)}(x) \tau_x \psi_N(\eta) \);
2) Replace \( (1 - \eta (x + e^{(1)})) \tau_x \psi_N(\eta) \) with \( (1 - \eta \varepsilon^{(-1)}(x)) \tau_x \psi_N(\eta) \);
3) Replace \( \eta (x + e^{(1)} + e^{(2)}) \tau_x \psi_N(\eta) \) with \( \eta \varepsilon^{(-1)}(x) \tau_x \psi_N(\eta) \);
4) Replace \( (1 - \eta (x + e^{(2)})) \tau_x \psi_N(\eta) \) with \( (1 - \eta \varepsilon^{(-1)}(x)) \tau_x \psi_N(\eta) \);

where in 1), 2), 3) and 4) the function \( \psi_N(\eta) \) is given respectively by

1) \( (1 - \eta (x + e^{(1)})) \eta (x + e^{(1)} + e^{(2)}) (1 - \eta (x + e^{(2)})) \);
2) \( \eta\varepsilon^{(-1,1)}(x) \eta (x + e^{(1)} + e^{(2)}) (1 - \eta (x + e^{(2)})) \);
3) \( \eta\varepsilon^{(-1,1)}(x) \tau_x \psi_N(\eta) \);
4) \( \eta\varepsilon^{(-1,1)}(x) \tau_x \psi_N(\eta) \).

Analogous steps should be done also for \( g_2(\eta) \). We omit details.

5. Generalized gradient models, weakly asymmetric models and Einstein relation

We give a short outline of the form of the scaling limits in several conditions. We give no proofs and our aim here is just to give a general overview.

5.1. Scaling limits of generalized gradient models. The first case we consider is a diffusive generalized gradient model, i.e. the instantaneous current is like in (2.22), and having stationary grandcanonical measures \( \nu_{\rho} \) parameterized by the density \( \rho \). According to the general scheme of Section 3, we have that \( J_i^N(G) \) is equal to

\[
\frac{N^2}{2Nd} \int_0^t ds \sum_{(x,y) \in E_N} G_N(x,y) j_{\eta\varepsilon}(x,y),
\]

(5.1)

up to martingales terms negligible in the scaling limit. Here \( G \) is a \( C^\infty(\Lambda) \)-vector field and \( G_N \) is the discretization given in (3.4). The factor \( N^2 \) is due as usual to the diffusive rescaling of time. After some discrete integration by parts, we have that (5.1) becomes

\[
\frac{N^2}{Nd} \int_0^t ds \sum_{x \in \Lambda_N} \sum_{i=1}^d \sum_{j=1}^d \tau_x h_{i,j}(\eta) \left( G_N(x - e^{(i)}), x - e^{(j)} + e^{(i)} \right) - G_N(x, x + e^{(i)}).
\]

(5.2)

We have that up to uniformly infinitesimal terms

\[
N^2 \left( G_N(x - e^{(j)}, x - e^{(j)} + e^{(i)}) - G_N(x, x + e^{(i)}) \right)
\]

coincides with \( -\partial_{e^{(j)}} G_i \). We define \( H^{i,j}(\rho) = -E_{\nu_{\rho}}(h_{i,j}) \) where we recall that \( \nu_{\rho} \) is the grandcanonical invariant measure parameterized by the density \( \rho \). By a replacement lemma we
deduce that \((5.2)\) converges to
\[
\int_0^t ds \int_\Lambda dx \sum_{i,j} H^{i,j}(\rho(t, x)) \partial_x G_i(x),
\]
where \(\rho(x, t)\) is the solution of the hydrodynamic equation. This means that the typical current is
\[
J_i(\rho) = -\sum_{j=1}^d \partial_x \left( H^{i,j}(\rho) \right) = -\sum_{j=1}^d (H_{i,j})'(\rho) \partial_x \rho.
\]
Recalling \((1.3)\), we have the non necessarily symmetric diffusion matrix
\[
\mathcal{D}_{i,j}(\rho) = (H_{i,j})'(\rho).
\]
(5.4)

The hydrodynamic equation is again the conservation law
\[
\partial_t \rho + \nabla \cdot J(\rho) = 0.
\]
(5.2).

**Weakly asymmetric models and Einstein relation.** We consider here the basic model \((2.3)\) in presence of a weak external field. More precisely let \(H = (H_1(x), H_2(x))\) be a \(C^1\) vector field on \(\Lambda\) and let \(H_N\) be its discretized version given from \((3.4)\). For simplicity we consider a time independent vector field but all could be repeated in the case of a time dependent one. We consider transition rates perturbed by the presence of the external field and defined by
\[
c_{x,y}(\eta) := c_{x,y}(\eta) e^{H_N(x,y)}.
\]
(5.5)

Let us introduce the density of free energy
\[
f(x) = x \log(x) + (1 - x) \log(1 - x), \quad x \in (0, 1),
\]
(5.6)

that coincides, up to a linear term, with the large deviations rate functional for the stationary measure \(\nu_\rho\), that in this case is a product Bernoulli measure.

For the model with rates perturbed like in \((5.5)\) we have that the hydrodynamic equation is
\[
\partial_t \rho_t = \nabla \cdot (\nabla \rho_t - 2\sigma(\rho) H),
\]
(5.7)

and the corresponding typical current is
\[
J^H(\rho) = -\nabla \rho - A(\rho) \nabla \rho + 2\sigma(\rho) H,
\]
(5.8)

where the mobility matrix is given by
\[
\sigma(\rho) = \mathbb{I}_\rho (1 - \rho).
\]
(5.9)

We have therefore the validity of the Einstein relation
\[
D(\rho) = \sigma(\rho) f''(\rho),
\]
(5.10)

that involves only the symmetric part \(D\) of the diffusion matrix.

An outline of the argument that gives \((5.8), (5.9)\) and \((5.10)\) is the following. We consider just the scaling of the current. By definition \((3.4)\) we have that \(H_N = O(1/N)\) and by a Taylor expansion we have that the instantaneous current \(j^H_\eta\) for the perturbed model can be written up to uniformly infinitesimal terms as
\[
j^H_\eta(x, y) = j_\eta(x, y) + [c_{x,y}(\eta) + c_{y,x}(\eta)] H_N(x, y).
\]
(5.11)

The second term on the right-hand side of \((5.11)\) is
\[
\left[ (\eta(x) - \eta(y))^2 + (\eta(x) - \eta(y)) \left( \tau_{f^+(x,y)g(\eta)} - \tau_{f^-(x,y)g(\eta)} \right) \right] H_N(x, y).
\]
(5.12)
We obtain therefore (5.8) by a suitable replacement lemma and based on the following elementary computations. Recalling that \( \nu \) in this case is a product Bernoulli measure, we have

\[
E_{\nu_{\rho}} \left[ (\eta(x) - \eta(y))^2 \right] = 2\rho(1 - \rho) , \tag{5.13}
\]

while instead

\[
E_{\nu_{\rho}} \left[ (\eta(x) - \eta(y)) \left( \tau_{f+}(x,y)g(\eta) - \tau_{f-}(x,y)g(\eta) \right) \right] = 0 . \tag{5.14}
\]
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