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Abstract—The goal of recommender systems is to help users find useful items from a large catalog of items by producing a list of item recommendations for every user. Data sets based on implicit data collection have a number of special characteristics. The user and item interaction matrix is often complete, i.e. every user and item pair has an interaction value or zero for no interaction, and the goal is to rank the items for every user. This study presents a simple new algorithm for implicit data that matches or outperforms baselines in accuracy. The algorithm can be motivated intuitively by the Multivariate Normal Distribution (MVN), where have a closed form expression for the ranking of non-interactions given user’s interactions. The main difference to kNN and SVD baselines is that predictions are carried out using only the known interactions. Modified baselines with this trick have a better accuracy, however it also results in simpler models with fewer hyperparameters for implicit data. Our results suggest that this idea should used in Top-N recommendation with small seed sizes and the MVN is a simple way to do so.

I. INTRODUCTION

Recommender systems are algorithms that provide suggestions of new items to users. These suggestions enable users to find useful items from a large catalog of items. Research into recommender systems is a large academic field that has found many successful applications: movies, music, books, products, etc. Recommender systems have also become popular in the industry, where the goal often is to increase sales and user engagement. A recommender system is fitted to a training set of past interactions and evaluated on a test set of new interactions. Each user has some past interactions as a seed on which the recommendations are based. A large data set of historical user and item interactions enables the development of most effective algorithms.

The data sets can be classified as either explicit or implicit, based on whether interactions are based on explicit mentions of items by the users or implicit data collection of users interacting with items. Explicit data sets typically contains missing values, for example users have provided some movie ratings and the goal is to predict the missing ratings. Implicit data sets in contrast are often complete, for example each interaction is one or zero denoting whether a given user has watched a given movie and the goal is to rank the not yet watched movies for every user. In this study, we focus data sets where every entry in the interaction matrix has a value that contains an interaction strength or a zero for no interaction. This setting is most naturally implied by an implicit data set. The task is to produce a list of item recommendations to a user, which is is called top-N recommendation. This is used in many commercial recommender systems and is often the ultimate use case, regardless of whether the recommender system predicts missing values or rankings.

Most popular algorithms can be classified into two categories: collaborative filtering and content based. In collaborative filtering, recommendations are based on how users and items have interacted, without any additional knowledge of the users or the items. In content based filtering, information about the users and items is used to recommend suitable items to the user. These algorithms have different strengths and they can be merged to produce so called hybrid recommenders. Model based collaborative filtering typically produces more accurate recommendations, unless predictions are required for new items with very few or no interactions. This is also referred to as the cold-start problem. While academic research has typically focused on new methods that improve the accuracy in some task, there is increasing awareness that comparing models by their accuracy may not always be optimal for perceived utility. In this study, we focus on collaborative filtering and view the content based approaches as complementary. We compare methods primarily by their accuracy, but also briefly discuss qualitative results and the effect of item popularity.

Our main contribution is a new recommendation algorithm for implicit data sets that outperforms baselines in accuracy and is much simpler. The algorithm can be motivated intuitively by the Multivariate Normal Distribution (MVN) where user’s rating vector is an outcome. The idea is to think of the non-interaction values for each user as ’missing data’ to be predicted. We train the model simply by computing the mean vector and the covariance matrix from the user and item interaction matrix, then predict the Top-N ranking for each user as the conditional mean of non-interaction values given the interaction values. The predictions are calculated directly from data by a closed form expression. We show that our model differs from standard baselines in one important way: the non-interactions are not taken into account when the interactions of every user are predicted. It is possible to modify the standard baselines accordingly and the resulting models have a much better accuracy. As an additional benefit, it is not necessary to limit the number of latent dimensions or perform exhaustive searches for the regularization parameter.
II. RELATED WORK

Collaborative filtering algorithms can be generally classified into neighborhood and model-based methods. The neighbourhood methods are one of the earliest and remain the most popular. User-based predict unknown ratings based on the ratings of similar users, whereas item-based predict unknown ratings based on known ratings made by the same user on similar items. Many early approaches were user-based, but the analogous item-based approaches have become more popular as they typically offer better scalability and higher accuracy. The model-based methods are very diverse, they for example include Latent Dirichlet Allocation, Latent Semantic Analysis, Restricted Boltzmann machines, and Neural Networks. Matrix factorization models that resemble the Singular Value Decomposition (SVD) have gained the most popularity, thanks to their high accuracy and scalability. Early approaches imputed the missing ratings and used the ordinary SVD, but modern methods are fitted to the observed ratings only and often add regularization to avoid overfitting. In the recommender system literature the ordinary SVD is sometimes called PureSVD and the methods with missing values and regularization is called the SVD.

As mentioned before, the data sets can be classified either as either explicit or implicit based on the data collection method. Implicit data sets indirectly reflect user opinion through observing their behavior. They are more abundant because users rarely volunteer to generate extensive explicit rating data to use for recommendations. This can make the system more useful in practise. In any case, the explicit ratings of users and the items which they implicitly choose to rate tend to correlate. Implicit data sets have a number of special characteristics: 1) the data set is often complete because every user has been observed to interact or not interact with every item, 2) there is no explicit negative feedback, for example interactions where the rating signifies a dislike, 3) the feedback is inherently noisy because user’s behavior may not perfectly align with their explicitly stated likes and dislikes 4) evaluation has to be based on ranking accuracy metrics such as precision or recall, not on error metrics like the RMSE.

Standard collaborative filtering algorithms can be applied directly to implicit data sets, but they are not necessarily optimal for top-N recommendation. Several modifications to the standard algorithms have been presented before in this context, and slightly modified baselines tend to be surprisingly competitive. We use the modified baselines. Instead of directly predicting values in the user and item interaction matrix, it also possible to develop methods that predict the relative preferences of users. This can be especially useful in Top-N type prediction tasks and can be seen as an instance of learning-to-rank problem. There is a similarly long history of such models in collaborative filtering. Many simple and effective methods can be based on matrix factorization with a special loss function: we mention Bayesian Personalized Ranking (BPR) and Logistic matrix factorization. These methods have efficient implementations for top-N recommendation in the Python packages Implicit and LightFM, for example. Factorization Machines (FM) are hybrid methods that may include user or item specific features. However, they correspond to matrix factorization when the user and the item feature matrices are identity matrices, so we can use them as baselines in collaborative filtering tasks.

Doing a fair comparison of the recommendation algorithms is not as easy as one might think. Evaluation is difficult because some algorithms may perform better on different datasets, the goal of the evaluation may differ, and the chosen metrics may also differ. In addition, finding the optimal hyperparameters and optimization framework to obtain the best performing baselines may require a great deal of effort, and for this reason authors of new methods may have not used optimal baselines. There can also be significant differences between identical methods when they are implemented in different software libraries. When the studies use a good software implementation with all the methods tuned to the optimum, they tend to produce equally accurate results with standard baselines. There is increasing awareness that accuracy alone is not a guarantee of user satisfaction, and the subjective usefulness of a recommender is an important evaluation goal. Accuracy metrics may bias results towards recommending the most popular items instead of personalized recommendations in top-N recommendation. In fact, methods may struggle to deliver results that are personalized in their quest for accuracy. Naive algorithms like popularity ranking can sometimes even match the performance of sophisticated algorithms. Practical recommender systems could therefore benefit from the ability to adjust the effect of item popularity on the results. The research on this topic is more limited because it is expensive and time-consuming to perform a user study. Online user studies have been performed for example in movies, news and games, where algorithms with different quantitative accuracy had similar user satisfaction. Aside from accuracy and user satisfaction, developers of commercial recommenders should measure the business impact, but academic literature has limited information on the topic.

III. DATA AND RECOMMENDATION PROBLEM

In this study, we abstract the problem as predicting interactions of users and items. Suppose that we have $n$ users and $m$ items. Denote users $i \in \{1, 2, ..., n\}$ and items $j \in \{1, 2, ..., m\}$. The user and item interactions are stored in a $n \times m$ binary interaction matrix $R \in \mathbb{R}^{n \times m}$. The binary entry $R_{i,j} = 1$ (user $i$ interacts with item $j$) may denote whether user has watched a movie, played a video game, liked a joke, purchased a product, etc. In general the interactions do not have to be binary, because some data sets also record the interaction strength. This is a typical implicit recommendation task without missing entries, because the interactions or lack thereof are assumed to be known for every user. We say the
The task is then to predict the ranking of movies that the user has not yet watched but might like to watch. This is a prediction matrix \( \hat{R} \in \mathbb{R}^{n \times m} \) where only the order of the values matters for ranking. For example, the model might predict values for all the \( m \) movies as follows:

\[
\hat{R}_{i,:} = (1.41, 0.10, 0.82, 0.04, \ldots, 0.21)
\]

The recommendation list for a user is obtained by taking movies that have the \( k \) largest predicted values in \( \hat{R}_{i,:} \), excluding those that the user has already watched.

Since we are interested in recommending a list of items, we need to use ranking accuracy metrics to evaluate the quality of recommendations. These metrics compare the list of recommended items to the items the user is known to have interactions with. We used Precision@k and nDCG@k to measure different aspects of the recommendation accuracy. Precision@k is a useful measure of practical recommendation list accuracy when \( k \) is typically small and the position of items do not matter. We chose \( k = 20 \) to reflect a scenario of receiving Top-20 recommendations. We also used nDCG@m, meaning the nDCG evaluated over the entire recommendation list of \( m \) items, to provide a wider perspective of the recommendation list accuracy. These metrics are defined as follows:

1) Precision@k: Assume for user \( i \) the model produces a recommendation list \( \hat{R}^{(i)} \), which is a permutation of items \( \{1, 2, \ldots, m\} \) where the items that have interactions with the user in the training set have been excluded. The element \( \hat{R}^{(i)}_j \) is the \( j \)th item in the recommendation list, i.e. the index of \( j \)th largest predicted value in \( \hat{R}_{i,:} \). The Precision@k metric counts the number of items the user has interacted with, as a fraction of all items in the recommendation list of length \( k \). The metric for the data set is the average over users:

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{k} \sum_{j=1}^{k} \mathbb{I}(\text{user } i \text{ interacts with item } \hat{R}^{(i)}_j)
\]

2) nDCG@k: The normalized Discounted Cumulative Gain at \( k \) (nDCG@k) metric measures the position of interactions in the recommendation list. When a user interacts with an item, its position in the user’s recommendation list is rewarded by the inverse of its logarithmic rank. These are called the discounted cumulative gains. Larger values for the metric are obtained by moving interactions towards the top of the list. In the optimal ranking, we have every true interaction on the top of the recommendation list, of the total of \( m_i = |\{ j : R_{i,j}^{(\text{test})} = 1\}| \), and the discounted cumulative gain has the value \( \text{IDCG}_i = \sum_{j=1}^{\min(m_i,k)} 1/\log_2(j+1) \). The nDCG@k is the discounted cumulative gain in the recommendation list \( \hat{R}^{(i)} \) of length \( k \), normalized by the maximum attainable value IDCG\_i. The nDCG@k for the data set is the average over users:

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\text{IDCG}_i} \sum_{j=1}^{k} \mathbb{I}(\text{user } i \text{ interacts with item } \hat{R}^{(i)}_j) \frac{1}{\log_2(j+1)}
\]
IV. METHODS

A. New method: Multivariate Normal Distribution (MVN)

First we present a simple new collaborative filtering model which has a competitive accuracy against baselines in implicit data sets. This simplicity implies a faster training time, more robustness due to fewer hyperparameter choices, and even an intuitive interpretation of the parameters. Suppose that every row of the interaction matrix is an observation from a multivariate normal distribution: $R_{i,t} \sim \mathcal{N}(\mu, \Sigma)$ with an unknown mean vector $\mu \in \mathbb{R}^m$ and an unknown covariance matrix $\Sigma \in \mathbb{R}^{m \times m}$. Because the interaction matrix is complete, this model has a straightforward closed form solution for the distribution parameters. The maximum likelihood estimate is the sample mean vector and the sample covariance matrix:

$$\tilde{\mu}_j = \frac{1}{n} \sum_{s=1}^{n} R_{s,j}$$

$$\Sigma_{i,j} = \frac{1}{n} \sum_{s=1}^{n} (R_{s,i} - \tilde{\mu}_i)(R_{s,j} - \tilde{\mu}_j)$$

The crucial part is to interpret the data as follows. When we train the model, i.e. compute the mean vector and the covariance matrix, we assume that the data set is complete so that all user and item interaction values are either ‘interaction’ or ‘no interaction’. However, when we predict for a given user we assume that the ‘interaction’ values are observed and the ‘no interaction’ values are missing. This means that the user has a known interaction with these items, and we would like to predict the probability of interaction for every remaining item. This simple idea is illustrated in Figure [1].

This predicted probability has a straightforward closed form solution for the normal distribution. For a given user $i$, denote the indices of interactions as $I_i$ and the indices of no interactions $J_i$ so that $I_i \cup J_i = \{1, 2, ..., m\}$. We use indexing $R_{J_i,I_i}$ to denote the submatrix with rows from $J_i$ and columns from $I_i$. The predictions for the missing interactions are then given by the expectation of the conditional distribution $R^*_{i,j} = E(R_{i,j} | R_{i,I_i})$. This can be shown to equal:

$$R^*_{i,j} = \tilde{\mu}_j + (\mu_{J_i} - \tilde{\mu}_i)^T (\Sigma_{J_i,J_i})^{-1} \Sigma_{J_i,I_i}$$

If the set of interactions is empty $I_i = \emptyset$ we define the model to predict the expected value $\mathbb{E}(R_{i,j}) = \tilde{\mu}_j$.

The standard MVN in previous equation considers the non-interactions $J_i$ as missing data to be predicted. We could also consider the non-interactions as observed. In this method, we would predict the probability of user’s interaction with item $j$ based on user’s all other interactions and non-interactions $O_j = \{1, 2, ..., m\} \setminus \{j\}$. The predictions are again given by the expectation of the conditional distribution $\hat{R}_{i,j} = \mathbb{E}(R_{i,j} | R_{i,O_i})$ as:

$$\hat{R}_{i,j} = \tilde{\mu}_j + (\mu_{O_j} - \tilde{\mu}_j)^T (\Sigma_{O_j,O_j})^{-1} \Sigma_{O_j,j}$$

The modified MVN formula in Equation 8 predicts every interaction based on all other interactions and non-interactions. However, it is computationally challenging to apply directly because it requires the inversion of a large $(m-1) \times (m-1)$ matrix for every item. We can use the Sherman–Morrison formula as a computational shortcut so that only one matrix inversion is required [61].

To regularize the algorithm, one option is to use the ‘shrinkage’ estimator of the covariance matrix [62]. The coefficient $\alpha \in [0, 1]$ determines the degree to which we interpolate between the observed covariance matrix and a covariance matrix of interactions being independent:

$$\Sigma_{\alpha} = (1 - \alpha) \Sigma + \alpha \frac{\text{Trace}(\Sigma)}{m} I$$

A similar shrinkage estimator can be defined for the mean vector. The coefficient $\beta \in [0, 1]$ determines the degree to which we interpolate between the observed item popularity and items being equally popular:

$$\tilde{\mu}_{\beta} = (1 - \beta) \tilde{\mu} + \beta \frac{\text{Sum}(\mu)}{m}$$

Many methods that have been optimized for accuracy tend to recommend the most popular items and this ‘popularity bias’ has been found to affect many recommender systems [5]. To predict without item popularity affecting the results at all, we can use Equation (7) where we set the mean vector $\tilde{\mu}_{J_i} := 0$ and substitute the sample covariance matrix with the sample correlation matrix $\Sigma_{I_i,I_i} := \hat{C}_{I_i,I_i}$ and and $\Sigma_{I_i,J_i} := C_{I_i,J_i}$. The correlation matrix is the normalized covariance matrix $C_{i,j} = \frac{\Sigma_{i,j}}{\sum_{s=1}^{m} (R_{i,j} - \tilde{\mu}_j)^2}$ is the standard deviation. This is equivalent to taking the interaction matrix $R$, then mean centering and normalizing by standard deviation column wise before the model is applied.

B. Baseline Methods

1) Random: The random model is very simple: the recommendation list is a random permutation all items. The predicted recommendations can be sampled from a standard normal distribution for example:

$$\hat{R}_{i,j} \sim \mathcal{N}(0, 1)$$

2) Popularity: We define item popularity as the fraction of users who interact with an item. Denoting $\mu_i = \sum_j R_{i,j}/n$, the popularity based ranking predicts the same recommendation list of most popular items for every user:

$$\hat{R}_{i,j} = \tilde{\mu}_j$$

3) k Nearest Neighbour (kNN): The kNN is a straightforward recommendation method. In this method, we have defined a way to measure similarity between any two items. This results in an $m \times m$ item similarity matrix $S \in \mathbb{R}^{m \times m}$. We define the similarity function as the Cosine similarity:

$$S_{i,j} = \frac{R_{i,j} \cdot R_{i,j}}{\sqrt{\sum_j R_{i,j}^2} \sqrt{\sum_j R_{j,j}^2}}$$

The rating prediction for item $j$ only considers the $k$ most similar items that have a value in the interaction matrix for user $i$. Denote this set of most similar items $D^{(k)}(i, j)$. Because user $i$ always has every rating (interaction or non-interaction), this neighbourhood for item $j$ is independent of the user $D^{(k)}(i, j) = D^{(k)}(j)$ and corresponds to the $k$ most similar items. The prediction for
a user is then the similarity weighted average to the user’s interaction status of \( k \) most similar items:

\[
\hat{R}_{i,j} = \sum_{s \in \mathcal{D}^{(k)}(i,j)} S_{j,s} R_{i,s} / \sum_{s \in \mathcal{D}^{(k)}(i,j)} S_{j,s} \quad (13)
\]

As others have pointed out [3], the normalizing denominator is not necessary for the ranking task and we in fact obtained much better predictions without it. This trick was utilized in some of the software packages and in the experiments we therefore predict simply by \( \hat{R}_{i,j} = \sum_{s \in \mathcal{D}^{(k)}(i,j)} S_{j,s} R_{i,s} \).

In this modified model we do not normalize the predictions to the interval \([0, 1]\). However, this has further implications. We now show that dropping the normalization constant in Equation (13) implies that only the items with interactions are considered as observed and non-interacted items are missing. Let \( S^{(k)} \) denote the similarity matrix with only \( k \) largest values in each column. The predictions can then be expressed:

\[
\hat{R} = RS^{(k)} \quad (14)
\]

Because every row \( R_{i,:} \) is a binary vector with ones corresponding to items with interactions \( I_i \), each predicted row \( \hat{R}_{i,:} \) is:

\[
\hat{R}_{i,:} = \left( \frac{1}{|I_i|} \sum_{s \in I_i \cap \mathcal{D}^{(k)}(1)} S_{i,s}, \ldots, \frac{1}{|I_i|} \sum_{s \in I_i \cap \mathcal{D}^{(k)}(m)} S_{i,s} \right) \quad (15)
\]

where we have divided by \( |I_i| \) because multiplying by a constant does not change the ranking of items. For a maximum neighbourhood size \( k = m \), the predictions are therefore the average similarity of items the user interacted with and the target item. For \( k < m \) we do not count the similarity of an interacted item if it is not among \( k \) most similar items. In this sense, the modified model bases the recommendations only on the items the user interacted with. The items used did not interact with are ranked based on their similarity to items the user interacted with.

4) Matrix Factorization (MF): The matrix factorization methods of dimension \( d \) are defined in terms of \( n \times d \) matrix \( P \in \mathbb{R}^{n \times d} \) of latent user factors as rows and \( m \times d \) matrix \( G \in \mathbb{R}^{m \times d} \) of latent item factors as rows. The name matrix factorization comes from assuming that the interaction matrix is a product \( \hat{R} = PG^T \) of these factor matrices. A prediction for user \( i \) and item \( j \) is therefore the product of the latent user vector \( P_{i,:} \in \mathbb{R}^d \) and the latent item vector \( G_{j,:} \in \mathbb{R}^d \):

\[
\hat{R}_{i,j} = P_{i,:} G_{j,:}^T \quad (16)
\]

Some implementations add user and item specific intercepts \( \hat{R}_{i,j} = P_{i,:} G_{j,:}^T + \hat{p}_i + \hat{g}_j \), where \( \hat{p} \in \mathbb{R}^n \) is a user bias vector and \( \hat{g} \in \mathbb{R}^m \) is a item bias vector. The resulting model is in theory included in the above model. This can be seen by setting the first column of \( P_{i,:} \) to 1 and the second column of \( G_{i,:} \) to 1. Regularization can result in a some differences between the otherwise almost identical models.

The latent vectors are initially unknown. One assumes that they are model parameters and finds them by fitting a regularized model to the data set of game likes:

\[
P, G = \arg\min_{P,G} L(P,G) + \lambda(\|P\|_F^2 + \|G\|_F^2) \quad (17)
\]

The matrix norm \( \| \|_F \) denotes the Frobenius norm. The loss function \( L(P,G) \) determines which matrix factorization method we are using.

5) Least Squares (LS): The least squares loss is analogous to the Singular Value Decomposition (SVD), by which name it is sometimes called in the literature. If the regularization parameter is set to zero \( \lambda = 0 \) and there is no missing data, this method is identical to the standard SVD:

\[
L_{LS}(P,G) = \sum_i \sum_j (R_{i,j} - \hat{R}_{i,j})^2 \quad (18)
\]

The regularized MF-LS \( (\lambda > 0) \) arrives at a factorization \( \hat{R} = PG^T \in \mathbb{R}^{n \times m} \) by finding \( P \in \mathbb{R}^{n \times d} \) and \( G \in \mathbb{R}^{m \times d} \) that minimize the least squares loss where the matrix norm \( \| \|_F \) denotes the Frobenius norm:

\[
P, G = \arg\min_{P,G} \|R - PG^T\|_F^2 + \lambda\|P\|_F^2 + \lambda\|G\|_F^2 \quad (19)
\]

An iterative approach is required to solve this problem. In the Alternating Least Squares (ALS) approach [7], either the latent item vectors \( G \) or the latent user vectors \( P \) are assumed to be fixed and the optimal solution for the other is found. The optimization starts by initializing \( P \) and \( G \) with random values. We can then solve with standard ridge regression either

\[
P^T = (G^T G + \lambda I)^{-1} G^T R \quad (20)
\]

\[
G = (P^T P + \lambda I)^{-1} P^T R \quad (21)
\]

We iterate between fixing latent item factors \( G \) to find optimal values for latent user factors \( P \), or fixing the resulting latent user factors \( P \) to find optimal values for latent item factors \( G \). The iterations are repeated until convergence. This is the standard MF-LS algorithm.

We can modify the method to regard non-interactions as missing as follows. First we run the standard MF-LS model to convergence to find a factorization \( \hat{R} = PG^T \) based on only the items \( I_i \) the user has interactions with, considering the non-interactions as ‘missing’ data:

\[
\hat{P}_{i,:} = (G_{I_i,:}^T G_{I_i,:} + \lambda I)^{-1} G_{I_i,:}^T R_{i,:} \quad (22)
\]

The predictions \( \hat{R}_{i,:} \) for a user can then be given by a model that considers the non-interactions as observed or missing:

\[
\hat{R}_{i,:} = \begin{cases} P_{i,:} G_{i,:}^T \quad \text{(observed)} \\ \hat{P}_{i,:} G_{i,:}^T \quad \text{(missing)} \end{cases} \quad (23)
\]
6) Bayesian Personalized Ranking (BPR): The BPR loss is based on a probabilistic model, where the predictions are defined as to maximize the likelihood of ranking an interaction higher than no interaction. For user \( i \), define the set of all pairs where one item was interacted with and the other was not as \( \mathcal{P}^{(i)} = \{(j, s) | R_{i,j} = 1, R_{i,s} = 0\} \). The probability of interacting with one item and not interacting with the other is then defined as \( P_{i,j,s} = 1/(1 + \exp(-\hat{R}_{i,j} - \hat{R}_{i,s})) \). The loss is defined as the negative log-likelihood of the probabilistic model:

\[
L_{\text{BPR}}(P, G) = -\sum_{i=1}^{n} \sum_{j,s \in \mathcal{P}^{(i)}} \log[P_{i,j,s}]
\]

7) Logistic Matrix Factorization (LOG): The logistic loss is also based on a probabilistic model, which directly models the probability of interacting or not interacting with an item in the interaction matrix. The probability of user interacting with an item is defined as \( P_{i,j} = 1/(1 + \exp(-\hat{R}_{i,j})) \). The loss is defined as the negative log-likelihood of observed interactions:

\[
L_{\text{LOG}}(P, G) = -\sum_{i=1}^{n} \sum_{j=1}^{m} \log[P_{i,j} / (1 - P_{i,j})^{1-P_{i,j}}]
\]

C. MVN, SVD and KNN as regression

In this section, we derive mathematical results that explain the differences between the MVN, kNN and SVD methods. We prove that these can be interpreted as regression models. The main difference is that the MVN regards the non-interactions as missing data to be predicted. We showed previously that the standard SVD and kNN baselines can also be modified to consider them as missing. In the experiments we find that the models where non-interactions do not influence predictions perform much better and do not require regularization of latent dimensions or number of neighbours.

1) MVN: In the following, for simplicity of notation we assume a pre-centered data matrix \( X \) i.e. \( X = R - 1\mu^T \) where \( R \in \mathbb{R}^{n \times m} \) is the user, item interaction matrix. For example, \( R \) can denote the binary like status of every user and movie pair.

**Theorem 1:** For a given user \( i \), the MVN model is equivalent to least squares regression \( X_{:,I_i}^T B = X_{:,J_i} \) where we use the items user interacted with \( I_i \subseteq \{1, 2, \ldots, m\} \) to predict the probability of interaction with the remaining items \( J_i = \{1, 2, \ldots, m\} \setminus I_i \).

**Proof:** To predict the probability of interaction with item \( j \) from the interaction status of items \( I_i \), we can make a least squares linear regression to predict the value of column \( j \) from the values of columns \( I_i \) where \( \hat{\beta} \in \mathbb{R}^{1 \times I_i} \):

\[
X_{:,I_i} \hat{\beta} = X_{:,J_i} \quad \Rightarrow \quad \hat{\beta} = (X_{:,I_i}^T X_{:,I_i})^{-1} X_{:,I_i}^T X_{:,J_i}
\]

This generalizes to predicting the probability of multiple interactions \( J_i \) simultaneously where \( B \in \mathbb{R}^{I_i \times |J_i|} \):

\[
X_{:,I_i} B = X_{:,J_i} \quad \Rightarrow \quad B = (X_{:,I_i}^T X_{:,I_i})^{-1} X_{:,I_i}^T X_{:,J_i}
\]

Given a given user \( i \) with known interactions \( X_{i,:} \), the remaining interactions \( X_{i,J_i}^* \) can be predicted:

\[
X_{i,J_i}^* = X_{i,:} B
\]

Denote the following factorization of the covariance matrix \( \Sigma = \frac{1}{B} X^T X \) where \( \Sigma \in \mathbb{R}^{I \times m} \) corresponding to columns \( I_i \) and \( J_i \) of the data matrix:

\[
\Sigma = \begin{pmatrix}
\Sigma_{I_i,I_i} & \Sigma_{I_i,J_i} \\
\Sigma_{J_i,I_i} & \Sigma_{J_i,J_i}
\end{pmatrix}
\]

In fact, we directly have \( B = (X_{:,I_i}^T X_{:,I_i})^{-1} X_{:,I_i}^T X_{:,J_i} = \Sigma_{I_i,I_i}^{-1} \Sigma_{I_i,J_i} \) and therefore \( X_{i,J_i}^* = X_{i,I_i} B \Rightarrow (\hat{R}_{i,I_i} - \mu_{J_i}) = (R_{i,I_i} - \mu_{I_i}) \Sigma_{I_i,I_i}^{-1} \Sigma_{I_i,J_i} \) where we use arbitrary items \( I_i \subseteq \{1, 2, \ldots, I\} \) to predict the probability of interaction with other items \( S = \{1, 2, \ldots, m\} \setminus R \).

**Theorem 2:** For a given user \( i \), the MF-LS model (d latent factors and \( \lambda = 0 \)) is equivalent to total least squares regression \( X_{:,R} B = X_{:,S} \) with arbitrary items \( R \subseteq \{1, 2, \ldots, I\} \) to predict the probability of interaction with other items \( S = \{1, 2, \ldots, m\} \setminus R \).

**Proof:** The proof is a corollary of the following two results:

1) Eckart-Young theorem: Least squares low-rank approximation of \( X \) of rank \( d \) \( \iff \) Singular Value Decomposition of \( X \) with \( d \) largest singular values

2) Singular Value Decomposition of \( X \) with \( d \) largest singular values \( \iff \) Total least squares regression of data matrix \( X \) with the formulation \( X_{:,R} B = X_{:,S} \) where \( |R| = d \) is any set of columns.

**Denote** the Singular Value Decomposition (SVD) of data:

\[
X = U \Psi V^T
\]

where \( \Psi = \text{diag}(\psi_1, ..., \psi_m) \) is the diagonal matrix of decreasing singular values, \( U \) and \( V \) are both orthogonal matrices with left and right singular vectors as columns.

Assume we have fitted the MF-LS model to convergence with \( d \) latent factors and no regularization. By the Eckart-Young theorem this is equivalent to the clipped SVD:

\[
X^* = U \Psi_d V^T
\]

where \( \Psi_d = \text{diag}(\psi_1, ..., \psi_d, 0, ..., 0) \). For a given user \( i \), the predictions are simply the \( i \)th row \( X_{i,:}^* \). By the second result, these predictions are equivalent to total least squares regression of data matrix \( X \) with the formulation \( X_{:,R} B = X_{:,S} \) where \( |R| = d \) is any set of columns. □

**Theorem 3:** For a given user \( i \), the MF-LS model (\( d \) latent factors and \( \lambda = 0 \)) is also equivalent to least squares regression \( X B = X \) where we predict all interactions from
all interactions and non-interactions, including interactions with the item itself, but regularize the problem by taking the pseudo-inverse $X^\dagger$ with only the $d$ largest singular values.

Proof: Using the standard SVD, the pseudo-inverse of $X$ with only the $d$ largest non-zero singular values can be defined:

$$X^\dagger = V \Psi_d^{-1} U^T$$

where $\Psi^{-1} = \text{diag}(1/\psi_1, ..., 1/\psi_d, 0, ..., 0)$. By the theorem statement we calculate $XB = X \implies B = X^\dagger X$ and therefore

$$X^* = XB = XX^\dagger X = U \Psi_d V^T$$

which by the previous results is equal to the clipped SVD, or the best least squares low-rank approximation of rank $d$. □

The SVD has a connection to the MVN, since the covariance matrix has eigenvectors $V_{i,j}$ and eigenvalues $\psi^2_j/n$:

$$\Sigma = \frac{1}{n}X^T X = \frac{1}{n} V \Psi^2 V^T$$

Even though the regularization parameter was set to $\lambda = 0$, this model regularizes by limiting the number of latent factors $d$. One way to understand this is to define the projection matrix

$$T = V_1 \Psi^2 V^T$$

where $V_1 = \text{diag}(1, ..., 1, 0, ..., 0)$ with ones up to the $d$'th value. This projects a vector to the $d$ largest right singular vectors. Now we have

$$XT = U \Psi^2 V_1 \Psi^2 V^T = U \Psi_d V^T = X^*$$

For user $i$ with observations $X_{i,:}$, the predictions $X^*_{i,:}$ are obtained by projection $X^*_{i,:} = X_{i,:}T$ into the eigenvectors corresponding to the $d$ largest eigenvalues of the covariance matrix. The eigenvectors form a complete orthonormal basis and taking all of the latent factors $d = m$ would simply predict the observed values: $XT = U \Psi^2 V_1 \Psi^2 V^T = U \Psi^2 V^T = X$. Therefore in the SVD for complete data, we assume that we have observed all interactions and non-interactions of an user, and some have an error that is fixed by a projection into a lower-dimensional subspace of the covariance matrix.

3) kNN: The standard kNN formulation in recommender systems can be interpreted as kernelized regression.

Theorem 4: For a given user $i$, the kNN model ($k = m$) is equivalent to Nadaraya–Watson kernel regression $R_{i,:} = f(R)$ where we use all items $\{1, 2, ..., m\}$ to predict the probability of interaction with each item $\hat{R}_{i,j} = E(R_{i,j}|R_{i,:})$ based on the kernel similarity of items $R_{i,j}$ where the column of user interactions are the features for that item.

Proof: The Nadaraya–Watson regression is formulated as

$$E_{\lambda}(y|x) = \frac{\sum_{j=1}^m K(x,x_j)y_j}{\sum_{j=1}^m K(x,x_j)}$$

where $K(\cdot)$ is a kernel function and $(x_j,y_j)_{j=1}^m$ is the sample of item and outcome pairs. For every user $i$ we can define a data set $x_j = R_{i,j} \in \mathbb{R}^n$ and $y_j = R_{i,j} \in \mathbb{R}$. This corresponds to predicting the probability of interaction with every item based on the corresponding column of $R$, where each item is an input and the column contains the user interactions as features. We define the kernel as the cosine similarity $S_{j,k} = K(R_{i,j}, R_{i,k}) = \frac{\sum_{j=1}^m R_{i,j}R_{i,k}}{\sqrt{\sum_{j=1}^m R_{i,j}^2} \sqrt{\sum_{j=1}^m R_{i,k}^2}}$, which we can interpret as a density kernel in a latent high dimensional feature space. The Equation (26) then becomes:

$$\hat{R}_{i,j} = E(R_{i,j}|R_{i,:}) = \frac{\sum_{k=1}^n S_{j,k}R_{i,k}}{\sum_{k=1}^n S_{j,k}^2}$$

which is equal to the kNN model in Equation (13) where $D^{(k)}(i,j) = \{1, ..., m\}$ for neighbourhood size $k = m$. □

To adjust regularization it is possible to consider neighbourhood sizes $k$ smaller than $m$, where take the interaction status into account only if the item belongs to $k$ most similar item to the target item.

V. RESULTS

A. Data sets and processing

| Data set      | Users | Items | Interactions | Processing |
|---------------|------|-------|--------------|-----------|
| ml-100k       | 943  | 1682  | 100000       |           |
| ml-1m         | 6080 | 3706  | 1000209      |           |
| ml-10m        | 69078| 100077| 10000054     |           |
| jester-1      | 24573| 100   | 713006       | $l(R_{i,j} > 3)$ |
| jester-2      | 23004| 100   | 657954       | $l(R_{i,j} > 3)$ |
| jester-3      | 23167| 99    | 222516       | $l(R_{i,j} > 3)$ |
| movielens-2k-v2 | 2113 | 10109 | 855598       |           |
| lastfm-2k     | 1892 | 17632 | 92834        |           |
| delicious-2k  | 1867 | 69223 | 104799       |           |
| book-crossing | 13417| 14504 | 156032       | $l(R_{i,j} > 0)$ |
| book-implicit | 12724| 21805 | 355448       | $l(R_{i,j} > 0)$ |

We used public data sets displayed in Table I. The Movie Lens (ml-100k, ml-1m, ml-10m) data sets consists of increasing number of user and movie ratings [56]. The Jester (jester-1, jester-2, jester-3) are closely related joke rating data sets [59]. The Hetrec data sets (movielens-2k-v2, lastfm-2k, delicious-2k) were published together in a conference with about 2000 users in each [57]. The book crossing (book-crossing, book-implicit) data sets consist of explicit and implicit user and book interactions [58]. Most of the data sets were originally gathered and interpreted as explicit data, but in this study we transform them into implicit data.

We define each user and item pair as a potential interaction. The processing column indicates which pairs where considered as an interaction, no processing indicates that every pair in the data set was considered as an interaction. For example, in the Movie Lens rating data set we assume that users have watched the movies they rated and haven’t yet watch the movies they didn’t rate. The task is then to recommend interesting new movies the user would like to watch based on this data. In the Jester data a rating greater than 3 was regarded as ‘liking’ the joke and other ratings and missing joke ratings were considered as ‘not liking’ a joke. The task is to recommend which of the not yet liked jokes the user would like. The ‘book crossing’ data set actually contains two data sets, one based on explicit ratings $R_{i,j} \neq 0$ and another based on implicit interactions $R_{i,j} = 0$. We therefore used this data set as two separate data sets ‘book-crossing’ and ‘book-implicit’.
Many of the data sets have already been filtered for users or items by requiring minimum number of interactions per user or item. We did not do additional filtering, but we had to limit the number of users and items in the book crossing data set because the baseline methods would take a very long time or run out of memory with the original 105 283 users and 340 556 items. We therefore took only items with at least 5 users, and then only those users with at least 3 items. The resulting user and item counts are displayed in the Table 1.

B. Model implementation

Because the software library may have a significant effect on the results, we trained models reported in the experiments with different libraries to verify that the results are consistent. We used the Python matrix algebra library ‘numpy’ to make straightforward baseline implementations (Random, Popularity, MVN, kNN, MF-LS). We used the Python recommender system library ‘implicit’ (kNN, MF-LS, MF-BPR, MF-LOG) and the Python factorization machine library ‘lightfm’ (MF-BPR, MF-LOG). These libraries are designed for implicit data sets, but they are not as popular as libraries for explicit data. We therefore verified that better results were not obtained with the fastfm (MF-LS, MF-LOG, MF-BPR) and libfm (MF-LS, MF-LOG) libraries. We obtained best and identical baseline results with the implicit library and our own numpy implementations, lightfm also achieved good results. The exception is the MF-LOG model which seemed sub-optimal in both implicit and lightfm. However, when we implemented this model with fastfm or libfm it still did not reach the performance of other models.

C. Evaluation by cross validation

We use 5-fold cross validation to evaluate the methods. In explicit data sets, the cross-validation is often implemented by a straightforward random split of 20% of interactions to the test fold and 80% of the interactions to the training fold. The RMSE or other metric is then calculated by comparing the true values and predicted values on the 20% of test interactions. For implicit data sets, we need to compare how well the methods predict every observed ‘interaction’ over all remaining ‘non-interaction’ values for users in the test set.

We therefore define the evaluation as follows: in 5-fold cross validation we randomly sample 20% of users to the test fold, and randomly take their $s$ interactions as a seed that belongs to the train fold, where their remaining interactions are assigned to the test fold. The train fold therefore contains 80% of users and 20% of users with only $s$ interactions. The test fold contains the 20% of users with interactions that are not in the training set, i.e. those interactions that remain after removing the $s$ seed interactions for each test user. We later investigate what effect the choice of $s$ has on the results. In the other experiments we used $s = 3$. This simulates the setting of a user mentioning 3 favourite movies who then receives an ordered list of all other movies.

D. Hyperparameter selection

The models have hyperparameters that need to be tuned to obtain optimal performance. Because training a model with an extensive hyperparameter selection grid can be very time-consuming, some studies have included a model with few different hyperparameter choices as separate models. However, there is no guarantee that these choices are optimal. Other authors have pointed out that newly proposed methods may not in fact increase the performance as long as the baseline matrix factorization method is very carefully set up [48]. However, the amount of collective effort that occurred in the Netflix prize may be unfeasible in many applications, so those baselines that achieve good results with fewer hyperparameters or even default values are particularly attractive.

Figure 2 illustrates every possible regularization value $\lambda$ with $d = 4, 16, 64, 256$ latent factors in the Movie Lens 1M data set, which was the only data set where a baseline method (MF-BPR) achieved a slightly better accuracy. The regularization of MF-LS and MF-BPR models needs to be set very carefully, especially when the number of latent factors increases. The MVN and kNN are very attractive models from a practical point of view because they have only one hyperparameter that works for a wide range of regularization values and produces good results when set to zero. With increasing regularization the result converge either to the Popularity or Random baselines.

To be fair to the baseline models, we chose the hyperparameters carefully. In each training fold, we split 20% of the training set users into a validation set. Our hyperparameter selection was based on optimizing the Precision@20 metric in the validation set. After we found the hyperparameters that maximize the metric the validation set, we re-trained the model with these choices on the whole training set. For each method, we chose an exponential grid of values where the end points were determined such that a clear concave maximum
was found between them. There are no hyperparameters in the Random and Popularity models. The kNN has as a single neighbourhood size hyperparameter, which we evaluated on \( k = 1, 2, 4, 8, ..., m \). The MVN model has as a single optional regularization hyperparameter \( \lambda \geq 0 \), which we evaluated on \( \lambda \in \{10^{-5.00}, 10^{-4.75}, ..., 10^{4.75}, 10^{5.00}\} \). We evaluated the matrix factorization models on a grid with the number of latent factors \( d = 256 \) and the same regularization parameters \( \lambda \in \{10^{-5.00}, 10^{-4.75}, ..., 10^{4.75}, 10^{5.00}\} \). They were run for 100 iterations over the data set, known as epochs.

We note that in principle the matrix factorization models are even more complicated: they can be regularized by limiting the number of latent factors \( d \), setting the regularization parameter \( \lambda \), or stopping the iterations early. We obtained better results by setting the regularization parameter carefully and running to convergence rather than setting the regularization parameter to a small constant and stopping the iterations early. The number of latent factors could often be a large constant if the regularization parameter was chosen very carefully. The matrix factorization methods can have even more hyperparameters than presented here: different regularization for users/items or biases/interactions, iterations, learning rate, optimization method, etc. We believe that the comparison was fair, and in any case there are limitations in practise to how much effort can be taken to tweak a method.

\[ E. \text{Prediction of interactions} \]

Our main experiment measures the ranking accuracy of the models in different data sets. We present the results with default hyperparameter choices in Table III and the results with careful hyperparameter choices based on the validation set in Table IV. We used the Precision@20 and nDCG@m metrics as discussed previously. The Random, Popularity and MVN models are implemented with numpy and the kNN, MF-LS, MF-BPR and MF-LOG are based on the Implicit library. Similar results were obtained with the LightFM library.

When we compare the two tables, we see that the results are already close to optimal for the MVN model with no regularization and the kNN model with the maximum number of neighbours. The results for kNN are missing in the delicious-2k data set because the baseline ran out of memory (64GiB) when it attempted to compute the similarity matrix. However, the matrix factorization models with default hyperparameters are far from optimal, and extensive search effort is required to achieve good results. Training models with a dense hyperparameter selection grid was found to be very time consuming. Therefore, it would be desirable for a model to achieve close to optimal results with a wider range of hyperparameter values and have fewer hyperparameters.

Predicting the most popular items already has quite a lot of signal when compared to the random baseline. The popularity baseline is surprisingly good in the jester and movielens-2k-v2 data sets. This indicates that users tend to have the same opinion which jokes are good, and they all tend to watch the most popular movies. The MVN is the best model in most data sets and reaches almost equal performance when it happens to be the second. Of the two most popular baselines, sometimes the kNN model is better (movie lens, jester) and sometimes the MF-LS is better (book crossing, lastfm). The ranking based MF-BPR model can sometimes achieve better results (movie lens), but it is not very robust because sometimes the performance is far from the best (book crossing, lastfm, delicious). The MF-LOG model appears to converge to the same results as predicting the most popular items. Based on these results, we think that the MVN and kNN model are the most useful in practise with the MVN obtaining better results by a small to significant margin depending on the data set.

\[ F. \text{Runtime} \]

Some models take extensive computational effort to train. We therefore varied the number of users in the Movie Lens 10M data set to have a simple estimate of the runtime cost. The full data set has 69 878 users, of whom we took a random sample of size \( n = 1000, 2000, ..., 30000 \) into both training and test set. The models were trained with the train users and seed interactions of test users, then tasked to predict the missing interactions of test users. We measured training time, test time, and resulting Precision@20. We considered training models with both default hyperparameter choices and the extensive hyperparameter search grid.

Results are displayed in Figure 3. For models with default hyperparameters, one combined training and test run over all users takes a similar time for the models. Both runtimes go up linearly with the number of users. The MVN model is the fastest to train because it simply computes the covariance matrix, but slowest to test because it has an additional constant
factor caused by the matrix inversion of the $k$ seed interactions. However, if it is necessary to search for hyperparameters the runtime is much worse and this overrides previous considerations about training and test time. The MVN and kNN again work well without hyperparameter search, but it is beneficial for MF-LS and absolutely necessary for MF-BPR.

G. Modified MVN, MF-LS, kNN models

1) Missing vs. observed non-interactions: Based on the mathematical analysis of the methods we hypothesize that MVN has a better predictive accuracy because it regards the non-interactions as missing at prediction time. To test this theory we can apply both the standard and the modified models. Results for the Movie Lens 1M implicit data set are displayed in Table IV. We see that considering non-interactions as missing significantly improves the predictions for implicit data, and the MF-LS model then reaches the performance of the MVN model. The ‘implicit’ package we used for kNN in the previous experiments already makes use of this trick because the normalization factor is not included, and accuracy without this trick would be much worse. These results suggest that the same trick should be used with the MF-LS model.

Increasing the number of latent dimensions $d$ and $k$ is helpful in the models that predict with missing non-interactions as the performance keeps increasing for more latent dimensions. In fact, we can simply set the number of latent factors $d$ in MF-LS and the number of neighbours $k$ in kNN to the number of items because this hyperparameter is not needed to regularize the model. There was no practical benefit to limiting the number of eigenvectors $d$ in MF-LS and the number of neighbours $k$ in kNN to the number of items. This is highly beneficial as not having to search for hyperparameters saves a lot of computational time and the model is more robust to not setting the optimal values.
Fig. 4. Precision@20 increases with more seed items in the Movie Lens 1M data set and converges at around 5-8 items. The missing non-interactions trick helps the models (MVN*, MF-LS*, kNN*) with small seed sizes, where the ranking based BPR also does well. However, eventually the carefully regularized standard MF-LS and the leave-item-out MVN models reach similar performance as the non-interactions may become informative for large seed sizes, but the standard kNN remains uncompetitive.

2) Number of items used as seed: Collaborative filtering recommends new items based on the items that the user has interacted with. An important practical aspect is the number of items ‘user has interacted with’ required as a seed. Fewer items are generally better because then we can give recommendations to more users. The Netflix competition predicted missing movie ratings with a large seed [60], but what is considered important has evolved over time. Netflix today (2020) asks for ‘3 liked movies’ when the user first logs in and predicts a list of recommendations. This is the setting we investigated in this paper. Additionally, when a user clicks on a movie, they can see related movies and series - a seed size of only 1.

To test how many movies are required as a seed in the Movie Lens 1M data set, we did the same evaluation as before but varied the seed size 0, 1, ..., 10 in the test set. The results of 5-fold cross evaluation are displayed in Figure 3. The MVN* and BPR models with item biases predict the ‘Popularity’ as a baseline when the seed size is 0 (no movies given) and from there reach their best precision quite fast with small seed sizes. The modified baselines MF-LS* and kNN* that consider non-interactions as missing become competitive as the seed size grows. The standard MF-LS model and the MVN model with observed non-interactions eventually reach similar performance, but the standard kNN remains substantially worse.

It is probably possible to improve both the baselines and the MVN based on this observation. The baselines could benefit from including an item biases for small seed sizes, so that their predictions would start at the well performing popularity ranking and user/item interactions would be modelled on top of it. The MVN could benefit from regularizing the item bias to achieve a better trade-off between popularity and user/item interactions. In any case, the models converge at around 5 to 8 seed items and additional items do not help to make better recommendations.

VI. QUALITATIVE RESULTS

A. Example of ‘missing’ vs. ‘observed’ non-interactions

To illustrate the intuition behind why non-interactions should be considered missing at prediction time, consider the following example. For random users and one test user (red) in the Movie Lens 1M data set, we illustrate the implicit data matrix $R$ and co-occurrence matrix $F = \frac{1}{n} R^T R$ for (Terminator 2: Judgement Day, Toy Story, The Terminator):

$$R = \begin{bmatrix} \ldots & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad F = \begin{bmatrix} 0.44 & 0.21 & 0.28 \\ 0.21 & 0.34 & 0.17 \\ 0.28 & 0.17 & 0.35 \end{bmatrix}$$

We see from $F$ that there is some correlation between the implicit watching status of movies: more user have watched ‘The Terminator’ and the ‘Terminator 2: Judgement Day’ (28%) than have watched ‘Toy Story’ and ‘Terminator 2: Judgement Day’ (21%), even though ‘The Terminator’ and ‘Toy Story’ are equally popular movies (34% vs. 35%). The test user has watched the movie ‘Terminator 2: Judgement Day’ but has not watched the movie ‘Toy Story’ or ‘The Terminator’. Which one of these should we recommend?

We illustrate how the correlations can be used to predict the missing watching status. To simplify the visualization we considered two separate prediction tasks:

1) Predict watching ‘Toy Story’ from ‘Terminator 2’ (predict column 2 from column 1).
2) Predict watching 'The Terminator' from 'Terminator 2' (predict column 3 from column 1).

The test user has watched 'Terminator 2' but has not watched the other movie 'Toy Story' or 'The Terminator'. In Figure 5 we visualize how the SVD and the MVN arrive at different predictions. The SVD considers the predicted movie as an explicit '0' whereas the MVN considers it a missing value 'na'. The SVD ranks 'The Terminator' (0.47) lower than 'Toy Story' (0.48). The MVN ranks the related movie 'The Terminator' (0.64) much higher than 'Toy Story' (0.47). We think that same happens in higher dimensional spaces: the zeros contribute to recommending less related movies.

B. Accuracy vs. Subjective quality

The ultimate goal of recommender systems is not to maximize accuracy metrics but to produce useful recommendations. The underlying assumption is that more accurate methods produce more useful recommendations. Some doubt is cast on this assumption by the fact that the baseline of recommending the most popular items to every user does so well. Users surely do not see value in a recommender system that always predicts the same popular movies regardless of what movies they like. Luckily, we can remove the 'popularity bias' from the MVN method: we set the mean vector to zero and substitute the covariance matrix by the correlation matrix. In the kNN method, we can replace the cosine similarity by the correlation matrix. In the BPR and similar methods, we can omit the item bias terms. The quantitative results are displayed in Table V.

| Model | Item bias | No item bias |
|-------|-----------|--------------|
| Baseline | 0.421 | 0.045 |
| MVN | 0.503 | 0.412 |
| kNN | 0.482 | 0.415 |
| BPR | 0.506 | 0.219 |

TABLE V

PRECISION@20 IN MOVIE LENS 1M

We see that the accuracy decreases significantly without the influence of item popularity, it can even be worse than the baseline of recommending the most popular items. However, the qualitative results are a different story. Consider an example user who likes dystopian science fiction and has watched "Alien", "The Terminator", and "The Matrix". Table VI presents the Top-20 recommendations they receive from the different models with and without item popularity. It looks like the 'more accurate' methods recommend more popular but less related items, and can even recommend very popular but completely unrelated items like "The Princess Bride". However, the model based recommendations without popularity are much better and include other dystopian scifi titles like "Robocop", "Max Max", "The Fifth Element", "Planet of the Apes", etc.

There would be no straightforward solution to this problem. One option would be to set up user studies but this can be difficult and expensive, and the results may still be subjective. Measuring more objective things like click-through rates or revenues provides no guarantee that the metric correlates with how useful users felt the recommendations were. The hope with accuracy metrics could be that any improvement above baseline popularity signifies finding a signal based on user and item interactions. If the method then allows us to remove the popularity component, this should mean that more accurate model predicts more user and item interactions.

VII. Conclusion

We presented a simple new collaborative filtering algorithm for Top-N recommendation in implicit data sets motivated by the Multivariate Normal Distribution (MVN), where the predicted ranking of non-interacted items can be calculated directly from data with a closed form expression. We showed that the method achieves the best ranking accuracy in many public data sets. As an additional benefit, the method is very robust as there is only one regularization hyperparameter which works well when set to zero. The main idea and difference to standard baselines is that the non-interactions are not taken into account when the interactions of every user are predicted. Methods that have been modified as such also have a better accuracy with small seed sizes and exhibit similar robustness to less than optimal hyperparameter choices.
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| Model  | Item bias                                                                 | No item bias                                                                 |
|-------|---------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Baseline | American Beauty (1999), Star Wars: Episode IV - A New Hope (1977), Star Wars: Episode V - The Empire Strikes Back (1980), Star Wars: Episode VI - Return of the Jedi (1983), Jurassic Park (1993), Saving Private Ryan (1998), Terminator 2: Judgment Day (1991), Matrix, The (1999), Back to the Future (1985), Silence of the Lambs, The (1991), Men in Black (1997), Raiders of the Lost Ark (1981), Fargo (1996), Sixth Sense, The (1999), Braveheart (1995), Shakespeare in Love (1998), Princess Bride, The (1987), USA: Schindler’s List (1993), L. A. Confidential (1997), Groundhog Day (1993) | Thomas and the Magic Railroad (2000), Back Stage (2000), Project Moon Base (1953), Abbott and Costello Meet Frankenstein (1948), Unbearable Lightness of Being, The (1988), Flamingo Kid, The (1984), Brown’s Requiem (1999), Liberty Heights (1999), Independence Day (ID4) (1996), Autumn Sonata (Höstsonaten ) (1978), In Dreams (1999), Two Family House (2000), Matrix, The (1999), Matewan (1987), Larger Than Life (1996), Weekend at Bernie’s (1989), My Fair Lady (1964), Fun and Fancy Free (1947), Father of the Bride (1950), Dark Crystal, The (1982) |
| MVN    | Matrix, The (1999), Terminator, The (1984), Alien (1979), Star Wars: Episode IV - A New Hope (1977), Star Wars: Episode V - The Empire Strikes Back (1980), Terminator 2: Judgment Day (1991), Star Wars: Episode VI - Return of the Jedi (1983), Aliens (1986), Raiders of the Lost Ark (1981), Jurassic Park (1993), Back to the Future (1985), Men in Black (1997), Total Recall (1990), E.T. the Extra-Terrestrial (1982), Saving Private Ryan (1998), Blade Runner (1982), Die Hard (1988), Princess Bride, The (1987), Fugitive, The (1993), Star Wars: Episode I - The Phantom Menace (1999) | Matrix, The (1999), Terminator, The (1984), Alien (1979), Star Wars: Episode IV - A New Hope (1977), Aliens (1986), Terminator 2: Judgment Day (1991), Total Recall (1990), Predator (1987), Star Wars: Episode IV - A New Hope (1977), Star Wars: Episode V - The Empire Strikes Back (1980), Die Hard (1988), Robocop (1987), Blade Runner (1982), Star Trek: The Wrath of Khan (1982), Fifth Element, The (1997), Jaws (1975), Planet of the Apes (1968), Close Encounters of the Third Kind (1977) |
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