Drafting and writing a data management plan (DMP) is increasingly seen as a key part of the academic research process. A DMP is a document that describes how a researcher will collect, document, describe, share, and preserve the data that will be generated as part of a research project. The DMP illustrates the importance of utilizing best practices through all stages of working with data while ensuring accessibility, quality, and longevity of the data. The benefits of writing a DMP include compliance with funder and institutional mandates; making research more transparent (for reproduction and validation purposes); and FAIR (findable, accessible, interoperable, reusable); protecting data subjects and compliance with the General Data Protection Regulation (GDPR) and/or local data protection policies. In this review, we highlight the importance of a DMP in modern biomedical research, explaining both the rationale and current best practices associated with DMPs. In addition, we outline various funders’ requirements concerning DMPs and discuss open-source tools that facilitate the development and implementation of a DMP. Finally, we discuss DMPs in the context of African research, and the considerations that need to be made in this regard.
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1. Introduction

The African continent faces a large burden of both communicable and non-communicable diseases [1]. Individuals of African descent are known to possess high genetic diversity, which may influence susceptibility and resistance to, as well as treatment of these diseases [2,3]. To investigate the link between genetics and disease, African researchers are increasingly performing genome-sequencing studies that generate large datasets. The Human Heredity and Health in Africa (H3Africa) consortium, funded by the National Institutes of Health (NIH) and the Wellcome Trust (WT), through AESA (Alliance for Accelerating Excellence in Science in Africa), support several such studies and have thus far generated genome sequence and/or variation data for over 50,000 African individuals [4]. The H3Africa bioinformatics network (H3ABio-Net) aims to develop bioinformatics capacity and provide infrastructure to support genomic analysis and data storage throughout the continent [5,6]. The increasing number of genomic studies in Africa, have also led to an increasing number of training opportunities, which facilitate genomics data analysis, computational skills, and data management.

Data management is an important part of any large-scale research process, particularly one that involves genomics- and related platforms. To keep track of data generated in such studies, as well as effectively organize and maintain it, a Data Management Plan (DMP) is essential. A DMP is a document that is developed before the start of a research project and details how research data will be collected, generated, and processed during the project, as well as stored and shared thereafter. DMPs have become a core component of modern academia due to the increasing amount of Big Data studies being conducted worldwide. The benefits of writing a DMP are multifold, including: 1) allowing compliance with funder mandates; 2) enabling transparent research; 3) enhancing data FAIRness (findability, accessibility, interoperability, and reusability); 4) protecting data subjects; and 5) allowing compliance with local data protection policies [7,8]. As research collaboration has become the norm in modern research, data sharing, and secondary data access are increasingly relevant topics and important to cover in a DMP. Secondary access to research data increases the returns from public investment in the field, reinforces open scientific inquiry, encourages diversity of studies and opinion, promotes new areas of research, and enables the exploration of topics not envisioned by the initial investigators. For these reasons, the Organization for Economic Cooperation and Development (OECD) developed guidelines to facilitate cost-effective access to digital research data from public funding [9]. In addition, guidelines for developing a good quality DMP have also previously been described [7].

In this review, we highlight the importance of DMPs in modern biomedical research, explaining both its rationale and current best practices. In addition, we discuss various funders’ requirements with respect to DMPs and provide brief descriptions of existing open-source instruments that encourage advancement and usage of a DMPs. We also assess
and examine DMPs within the setting of African research environment, and touch on the best practices and measures that ought to be made in this respect.

2. Rationale for a DMP

One of the primary reasons to develop a DMP is due to the requirement outlined by funding agencies during the funding application phase. Two of the key outcomes within the research enterprise are publications and data products [7]. Data generated by federally funded projects are also seen as publicly funded data and, therefore, funders often require the sharing of such data for future use. A DMP can thus be seen as a blueprint for the management of data throughout the data lifecycle [10]. It provides evidence that the funding applicant has a proper grasp on the amount and significance of the data that will be produced during the project. Data that has been collected or produced following community standards, which have been stored appropriately, and with comprehensive metadata often lead to results that are more meaningful [7]. Historically, many DMPs stemmed directly from the need to support reproducibility [11]. A well-drafted DMP considers the standards; descriptors and metadata that will be implemented in a research project, as well as how the data will be stored and shared, and is thus crucial for the longevity of your data, facilitating:

1. Data arrangement, composition, and flow, flagging areas where assistance may be required ahead of data collection or generation and thus limiting mistakes. This too maintains a strategic distance from pointless data duplication.

2. The archiving of the data lifecycle, allowing researchers to think about the conservation and sharing of the data. Planning data sharing and secondary data use can also facilitate the development of consent forms employed during a research project.

3. Reproducibility, because it reduces the probability of disasters such as data misfortune, mistakes and unscrupulous utilization of data. It also helps to track provenance and how the data are processed.

4. The production of high-quality data, with appropriate metadata.

5. The arrangement of data security and data assurance approaches required.

Good management of data could also lead to data publication, which can be seen as an alternate form of dissemination and is gaining popularity amongst researchers [11], while data management in and of itself is becoming an acknowledged research skill.

DMPs are developed to maintain FAIR, accurate and useful content; this should lead to data being efficient, well-managed in the present, and prepared for preservation in the future. As shown in Fig. 1, thinking ahead is vital, as considering and planning data management at the beginning of the project will help compliance with requirements of most research funders as an integral part of the grant application, and/or developed iteratively during the research activity. However, a good DMP will develop as your research progresses, reflecting the changes in your research and technology offering.
3. Current best practices for research data management policies

An increasing number of academic institutions are creating or adopting Research Data Management (RDM) Policies. Although these policies often share common themes, such as data ownership, retention and stakeholder responsibilities, RDM policies may also differ quite extensively between organizations [12]. The development of RDM policies is often led and supported by university libraries, as they most likely already possess metadata and archiving services [13]. With most universities opting to include libraries in their RDM policies, it is recommended that anyone endeavouring to develop their own DMP involve library representatives from their respective institutions [14]. Since a growing demand for DMPs exist, several resources have been developed to assist those wanting to develop their own plan. Many templates have been developed along with several tools to assist researchers with assessing their data management needs and capabilities, such as the RDM readiness survey and the Research Data Alliance (RDA) standard for machine-actionable DMPs [15–19]. Machine-actionable DMPs are open, shared and interoperable concepts which facilitate data discovery and reuse, and enable automated evaluation and monitoring of large datasets [19,20]. The genomics research community in particular has benefitted from standardization of machine-actionable DMPs and common practices and strategies associated with data management to enable future work in this area [21].

A number of DMP best practices have been recommended by dataone.org; and these are further discussed below, supplemented with recommendations from Parker et al., who provided the first major human genomic data archiving service in Africa [22].

During project planning, the project aims and objectives should be outlined and clarified in order to determine the types of data that will be collected and/or generated. This will allow researchers to identify community standards or methodologies relevant to the collection and generation of such data and provide a rough estimate of the data management needs (volume and breadth). Once identified, a data manager, whose responsibilities should be clearly outlined in the DMP, may be required to oversee the process. Some best practices to consider during data collection and generation include: 1) how data quality control and validation will be performed and how data that fails validation will be treated; 2) what metadata will be collected and how – does it adequately describe the data; 3) the use of standard terminologies (e.g. controlled vocabularies or ontologies); and 4) the development of a data dictionary which provides a detailed description of every element in the dataset, assisting downstream use and reuse of the data.

Deciding where and how data will be stored before a project commences is crucial to prevent data loss and corruption, however, a process to follow in the event of data loss should also be detailed in the DMP. Some best practices to consider during data storage include: 1) the storage system - it is best to create, document and manage your storage system, employing version control; 2) it data backup strategies or policies. Here you may outline who has access to the backup, where, how and when, for example; 3) determining what data will be preserved to accurately plan and assess storage needs; and 4) deciding early on how missing data will be treated.
Data responsibility, accountability and authority are crucial to consider when developing the data sharing portion of the DMP. These considerations are largely captured under data protection policies such as the General Data Protection Regulation (GDPR) policy in Europe. In an era of Big Data science, driving innovation whilst protecting the rights of the individuals behind such innovation is key, therefore data protection policies have been adopted globally to protect research participants and data consumers. Within the genomics field this is particularly relevant because individual genomes are considered personally identifiable information – such as name and date of birth. Personally identifiable information can be used to exploit individuals or cause unjust stigmatism and discrimination. Therefore, it is of utmost importance to share genomics data responsibly, ensuring that third parties use it with scientifically and socially justified intentions, particularly with regards to African research participants and other historically disenfranchised minorities. When considering the relevance of data protection policies to a specific research project, a DMP enables researchers to consider the aforementioned in advance, and cover topics such as: 1) data sensitivity – determine whether you have any sensitive data within your dataset (such as personally identifiable information) and how it will be treated. This is normally governed by the institutional policy and/or national legislation; 2) data access – determine with what level of access data will be shared, such as controlled access (employed by H3Africa); 3) data ownership – identify early on who owns the rights to the data. This may be a combination of parties such as the principal investigator, research institution and funder; 4) repository – identify suitable repositories for submission before commencing data collection, shaping a DMP toward a repository will increase the likelihood of acceptance to that repository; 5) licensing and copyright – this typically involves assigning a unique identifier to your dataset that will assist in data discovery and any legal considerations around the re-use of your data. This also facilitates data provenance. This can be a rather complex topic as it must adhere to the requirements of funders and the institution, but must consider the limitations of the consent signed by study participants.

The increasing requirements to share data has created a growing concern amongst funders and repositories that current funding models will prove inflexible and not meet the growing demands for sharing and storing data. Nevertheless, this demand has also resulted in some innovation amongst repositories, both commercial and non-commercial. Repositories such as Dryad [https://datadryad.org/stash] traditionally shared only datasets associated with a published paper, but they recently developed a platform that allows for sharing of standalone datasets. Likewise, the H3Africa consortium has developed a data archiving service to assist their many projects with submission of data to the European Genome-Phenome archive (EGA), while retaining a local copy of that data to ensure its retention and availability on the African continent [22,23].

4. Limitations of Data Management Plans

A potential limitation of DMPs which vary between funders is their attention to the management and sharing of data post-publication [24,25]. Specific details regarding the data collection, processing, analysis, formats, collaborative/consortium sharing policies and data stewardship practices that need to be put in place are not required within a DMP at the time of a grant application submission [24]. This is understandable as a comprehensive DMP
with specific details before a project is even considered for funding is hard to implement and requires expertise developed over an extended period. Additionally, the use of community accepted repositories for data submission helps to ensure that some requirements for metadata standards, preservation and accessibility or sharing of data post-publication are met [24].

However, the utility of a DMP is less effective if not treated as a living document that is periodically reviewed and updated as a research project progresses. Some funding agencies do not require updated or reviewed DMPs to be submitted annually as part of a progress report. In academic research environments, which usually have a high personnel turnover as students graduate and post-Doctoral researchers move on, updating of DMPs to include information about the collection and handling of data is rarely done. To some extent, this can be done at the time of data submission by employing standards to capture experimental provenance and enable reproducibility such as the Minimum Information about a Microarray Experiment (MIAME) standard [26]. Keeping a DMP updated requires a time commitment from researchers which subtracts from time devoted to research and hence, tends to be lower on a list of priorities with little incentive. Investment in technology and personnel for good data stewardship competes with using as much funding as possible to generate data and undertake research to produce results, and the time and effort required for good data curation and stewardship is often underestimated [27].

DMPs as tools are only as useful as the people that use them. As new requirements for data stewardship and implementation of policies such as FAIR and GDPR have come into effect, training on how to incorporate these into DMPs need to be provided to new generations of researchers [24–26]. It is difficult for a single institution (usually located within Digital Library Services) to provide domain specific training to specialized researchers e.g. structural biologists or human population genomics researchers that would use different file formats, repositories, meta-data standards and software, even though they could be located within the same faculty, especially in resource constrained environments.

5. DMP requirements by funders

Several funders currently require the sharing of research data to the wider research community, and therefore recommend the development of a DMP when submitting a research proposal. Some of these funders are further discussed below and summarized in Table 1 [28]. Many of the themes highlighted by these funders have also been supported by crosscutting, non-funding organizations such as the World Health Organization (WHO) and the African Open Science Platform (AOSP). Similarly, the OECD have made several recommendations for low- and middle-income countries supporting data management.

5.1. NSF

The National Science Foundation (NSF) is an independent agency of the US government that supports fundamental research in science and engineering. The NSF offers very general guidelines for DMPs, and each directorate and/or program offers guidelines that are more specific. A universal guideline was deemed inappropriate because each discipline may have varying criteria for research data and different expectations about data storage and sharing.
The NSF empowers peer-reviewers and program managers to set the standards for data management within the relevant “community of interest.”

5.2. NIH

The NIH is the medical counterpart to the NSF, responsible for biomedical and public health research. Several data management considerations are highlighted by the NIH. In terms of data sharing and preservation, data sharing and archiving costs are considered research costs, and researchers are expected to find a balance between the cost and value of data preservation. Moreover, data supporting the main findings of a research paper should be released no later than the date of publication acceptance to facilitate secondary use, and access to this data is expected to be free [29].

5.3. WT

The WT is a charity organization which urges researchers to carefully consider their DMPs during the project proposal phase. WT requires researchers to maximize the availability of any results produced by a study provided these results could have significant value as a resource for other researchers. They also explicitly state that as few restrictions as possible should be placed on the data and open access is preferred. The WT requires the data supporting the main findings of a publication as well as any original software developed to analyze that data, be made publicly available at the point of publication. They also require an “outputs management plan” be made available at the proposal stage. This plan must address the following key areas: data and software outputs; research materials; intellectual property and required resources (may also refer to skilled people). Since WT is a charity organization, should there be a health emergency, WT-funded researchers are required to immediately make their final results available, even when they have not yet been published.

5.4. MRC

The Medical Research Council (MRC) is a national funding agency established in various countries, dedicated to improving human health by supporting research across the entire spectrum of medical sciences. All research data generated through MRC-funded research must be managed and curated effectively throughout its lifecycle, including archiving, to ensure integrity, security and quality, and, where possible, to support new research and research data sharing to maximize the benefit and impact of MRC research funding [30,31]. Records should be kept to enable understanding of what was done, how and why, and to allow the work to be assessed retrospectively and reproduced if necessary. Information relating to participant consent should be held securely and subject to the same retention criteria as the primary/raw data [30].

5.5. BBSRC

The Biotechnology and Biological Sciences Research Council (BBSRC) is part of the UK Research and Innovation partnership. It sponsors a wide range of scientific research that generates large volumes of data. A concise plan for data management and sharing is required, which may include details of data areas, types and formats, standards and metadata, secondary use, methods for data sharing, and timeframes for release. Guidance
5.6. Bill and Melinda Gates Foundation

The Bill & Melinda Gates Foundation is another charity organization committed to optimizing the use of health-related data to translate knowledge into life-saving interventions. Therefore, it is essential that grantees make data widely and rapidly available to the broader global health community through good data access practices, to promote innovation, collaboration, efficiency, accountability and capacity strengthening. The foundation is driven by a number of data access principles, and as such, requires the development of a data access plan which includes the nature and scope of data to be disseminated as well as the timing thereof, the manner of data storage and dissemination, and access conditions.

6. Data management tools

Numerous tools are currently available to facilitate both the development and implementation of a DMP. The majority of these tools focus on the management of the research data collected and produced during the course of a project. Some of these resources and their main features are listed in Table 2. When considering which tools to use for development and implementation of a DMP, it is useful to refer to the 10 principles for machine actionable DMPs previously described, that may enable parts of the DMP to be automatically generated and shared (e.g., with collaborators and funders) [32]. In addition to the tools listed, The Library Carpentries and Australian Research Data Commons published a list of “FAIR Data and Software Things” [33], outlining how various research components can be made FAIR and providing resources to facilitate FAIR compliance.

7. DMPs in the context of Africa/H3Africa projects

There are numerous challenges associated with implementing DMPs in practice, and some of these challenges have previously been raised by Lefebvre et al., including funding concerns, lack of RDM knowledge, and a lack of specific guidelines on how to implement DMP concepts such as making data FAIR (25). Because African researchers face many unique challenges not experienced elsewhere (e.g., internet connectivity, infrastructure, capacity), there are several special considerations that need to be taken into account when drafting and implementing a DMP in Africa. The H3Africa consortium, as a driver of large-scale genomics research projects in Africa, has had to overcome many such challenges. Some of these challenges and how H3Africa have managed to overcome these challenges, are briefly described here.

7.1. Data collection, generation and standardization challenges

There is a need for data collection to be standardized across the research community, particularly so in biomedical research, however, existing data collection standards are not always appropriate for use in African research settings, therefore provision for such adjustments need to be made. An appropriate balance between using well-established
existing standards and adapting them needs to be found. Similarly, there may also be a need to make certain adjustments for language differences. Africa is linguistically diverse, and certain English terminology is understood differently in the African context. Moreover, various regions in Africa may not have the ability to collect research data electronically (paper records are still widely used), therefore DMPs need to consider such collection as well as the transcription and electronic transfer of such information. Data to be generated during a research project may require equal attention in a DMP. H3ABioNet tackles these challenges in two ways: 1) by creating awareness of the importance of standardized collection and developing resources that encourage the use and adaption of existing data collection standards and resources in Africa; and 2) by providing “how to guidelines” and training to scientists on various topics including data management, standardization, governance, and more.

Data generation facilities are not always widely available in Africa, and often (particularly so in the case of genomics) research data are generated on other continents which may create issues surrounding IP and data ownership. The DMP thus needs to determine where research data will be generated, as well as how data transfer will occur (both cloud and hard drive solutions are still employed across Africa) and outline who will be able to access and ultimately own the data. Furthermore, many sensitivities may exist around the collection of African data and these sensitivities must be noted and understood ahead of data generation (e.g. genomic data associated with a stigmatized disease or a vulnerable population) as the data may require increasing levels of protection i.e. increased access control, advanced encryption etc.

The H3Africa consortium consists of multiple sites spread across various African countries, most of which are collecting genomic data associated with specific diseases (i.e. highly sensitive data). The major data types being collected by these projects include genomic sequence data, genotype array files, the associated phenotypes and metadata that is collected along with the samples, and results of any analysis conducted [22]. As these projects are typically funded by the NIH and WT, data are required to be made available to the scientific community through submission to repositories. However, due to sensitivities that exist around this data and due to a general lack of infrastructural capacity on the continent, H3ABioNet was tasked to develop the first formalized human genomic data archive on the continent. This archive assists projects in standardizing their data for submission to public repositories and provides various services such as: cold storage - where projects deposit data and the data remains until researchers have analyzed their data for publication; an encryption/decryption service - for the secure transfer of data to the archive and services to validate, quality control, prepare and submit data to a repository. H3Africa projects are usually requested to appoint a data submitter/manager who registers the project with the archive to alert the archiving team of the project and its expected data types, storage, and privacy requirements. This data manager/submitter then works with the archiving team to ensure all data have been prepared and submitted appropriately and supports the local research team.
7.2. Data management challenges

There remains a lack of research funding on the continent for data management purposes and this is perhaps one of the key difficulties in developing appropriate DMPs on the continent. Moreover, limited human resources, lack of RDM guidance and incoherent policy frameworks, limited formal RDM training, lack of robust and secure technological infrastructure, and limited support and guidance for researchers from the management of the academic institutions on the issue of RDM often hamper the wide implementation of good data management practices in Africa [38,39]. Data storage is still a significant challenge in Africa, especially when it comes to Big Data, and this needs to be carefully considered when drafting a DMP, accounting for storage needs, available infrastructure, and costing requirements.

As mentioned previously, because it is funded by both the NIH and WT, the H3Africa consortium is required to make the data collected and produced as widely available as possible. During deliberations however, the consortium realized that several special considerations would need to be made when sharing the data, due to cultural and ethical issues previously faced by scientists working with African data. Access to the data generated by H3Africa is controlled by a designated Data and Biospecimen Access Committee (DBAC), which needs to consider a number of factors when reviewing an access request. Due to the greater degree of access to software and trained staff in developed countries, publication embargoes are placed on data access, to allow African researchers a sufficient amount of time to exploit their data for their research questions. These researchers also had an opportunity to provide project proposals for data beforehand, to prevent access for duplicate projects in the future. In addition, appropriate acknowledgements of the data need to be provided when data is accessed, and collaboration is encouraged for access requests. Importantly, access is subject to stipulations provided during initial collection of consent. The H3Africa, through H3ABioNet, makes data available in the European Genome-phenome Archive (EGA) and European Nucleotide Archive (ENA) via the H3Africa archiving service [22].

H3Africa have also created a data sharing, access and release policy specific to H3Africa needs which can be accessed here: https://h3africa.org/wp-content/uploads/2020/06/H3Africa-Consortium-Data-Access-Release-Policy-April-2020.pdf.

The key points of the H3Africa data sharing, access and release policy include:

- Maximizing the availability of research data, in a timely and responsible manner.
- Protecting the rights and privacy of human subjects who participated in research studies.
- Recognizing the scientific contribution of researchers who generated the data.
- Considering the nature and ethical aspects of proposed research whilst ensuring the timely release of data.
- Promoting deposition of genomic data in existing community data repositories whenever possible.
8. Recommendations

1. Where possible, data collection should be standardized across the research communities, particularly in biomedical research.

2. African researchers and their graduate students should be encouraged to familiarize themselves with the best practices for drafting effective DMPs for their proposals.

3. Promote and advocate for awareness of RDM within African institutions through academic and research libraries.

4. African librarians need to be trained in RDM with strong support from their institutions.

5. Researchers should create, review, and share DMPs that meet institutional and funder requirements.

6. It is important to design and deliver an online RDM training course including a DMP, which is customized to the African research data management context and requirements.

9. Conclusion

A DMP is a dynamic document and should be reviewed regularly to update and improve it according to the actual needs as the project progresses. A DMP is best prepared at the beginning of the research project; however, it is not too late to start mid-way during the research process – better late than never. A DMP helps to ensure consistent practice in data handling among all project members regardless of future turnover. A DMP should provide the project members, funders and other stakeholders with an easy-to-follow road map that will guide and explain how data are treated throughout the life of the project and after the project is completed.

The paper reviewed the practices and procedures researchers use to collect data sources. For example, to draw from a researcher’s prior project or an existing database. There is also a need to determine the media or formats the research wants to collect and use data sources. Managing research data will lead to: 1) meet funding agency requirements; 2) write more competitive grant applications; 3) get credit for your data and increase its impact and visibility; 4) encourage the discovery and use of your data to explore new research questions; 5) improve your data’s accuracy, completeness, and usability; 6) ensure long-term preservation of data for future researchers; and 7) comply with ethics and privacy policies.

Even if one is not required by your funding agency, developing a data management plan (DMP) at the beginning of a new project will inform good practice throughout the research life cycle. An effective DMP will assist in adhering to the guidelines set by any funding agencies and institutions that are sponsoring the research. It always considers best practice to include budget costs within DMP for data creation, processing, analysis, storage, sharing, and preservation as some Funding Agencies accept these costs in grant applications.
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Fig. 1.
Research data management advantages.
Table 1

DMP Funders’ requirements*.

|                | Datasets policy | Sharing/access | Time limits | Curation | Monitoring | Guidance | Repository | Published outputs |
|----------------|-----------------|----------------|-------------|----------|------------|----------|------------|--------------------|
| NIH            | ○               | ○              | ○           | ○        | ○          | ○        | ○          | ○                  |
| WT             | ○               | ○              | ○           | ○        | ○          | ○        | ○          | ○                  |
| NSF            | ○               | ○              | ○           | ○        | ○          |          | ○          | ○                  |
| EC (H2020)     | ○               | ○              | ○           | ○        | ○          | ○        | ○          | ○                  |

- **Datasets policy**: a datasets policy or statement on access to and maintenance of electronic resources.
- **Access/Sharing**: promotion of Open Access journals, deposit in repositories, data sharing or re-use.
- **Time limits**: set timeframes for making content accessible or preserving research outputs.
- **Curation**: maintenance and preservation of research outputs.
- **Monitoring**: whether compliance is monitored or action taken such as withholding funds.
- **Guidance**: provision of financial assistance.
- **Published outputs**: a policy on published outputs e.g. journal articles and conference papers.

* Adapted with major additions and modifications from the Digital Curation Centre [28].
## Table 2

Data Management Tools for Planning and Development.

| Tool Name | Main features | Reference |
|-----------|---------------|-----------|
| DMPTool ([https://dmptool.org/](https://dmptool.org/)) | – Facilitates DMP development for projects and proposals.  
– Continuous software improvement  
– Several DMPs made using the software available to the public ([https://dmptool.org/public_plans](https://dmptool.org/public_plans)). | NA |
| The Integrated Rule-Oriented Data System (iRODS) ([https://irods.org/](https://irods.org/)) | – Supports collaborative research, management, sharing, publication, and long-term preservation of data.  
– Allow scaling to collections containing petabytes of data and hundreds of millions of files. | [34] |
| REDCap (Research Electronic Data Capture) ([https://irods.org/](https://irods.org/)) | – Secure web application for building and managing online surveys and databases.  
– Online or offline project design, availability, secure and web-based, multi-site access, fully customizable, audit trails, automated export procedures.  
– Community continuously aims to develop the software in order to address evolving user needs. | [35] |
| DMPOnline ([https://dmponline.dcc.ac.uk/](https://dmponline.dcc.ac.uk/)) | – Web-based tool to help researchers create, review, and share DMPs that meet institutional and funder requirements.  
– Provides step-by-step guidance and other information.  
– Includes a number of templates for funders. | NA |
| ezDMP ([https://ezdmp.org/](https://ezdmp.org/)) | – Web-based tool, free to all investigators.  
– Facilitates development of DMPs for NSF Grant applications.  
– Includes links to updates from the Directorate of Biology on DMPs as well as a list of biology-specific repositories. | NA |
| ARGOS ([https://devel.opendmp.eu/home](https://devel.opendmp.eu/home)) | – An online open extensible service that simplifies management, validation, monitoring and maintenance of DMPs.  
– Allows creation of actionable DMPs that may be freely exchanged among infrastructures.  
– Provides a flexible environment and easy interface for users to navigate and use. | NA |
| DMPPlanner ([https://dmplanner.athenarc.gr/](https://dmplanner.athenarc.gr/)) | – Web application for creating DMPs  
– Extracts information from ORCiD and public repositories the users used for their project. | NA |
| RDM Toolkit ([https://rdmtoolkit.jisc.ac.uk/](https://rdmtoolkit.jisc.ac.uk/)) | – Curates a wide range of resources including websites and tools to support RDM.  
– Developed an online, interactive research data lifecycle, outlining the major data management steps.  
– Provides useful guides, training materials, tools and resources to aid DMP development.  
– Training materials are signposted and classified according to three main audiences (researcher, support staff and IT). | NA |
| Open Research Hub ([https://www.jisc.ac.uk/open-research-hub](https://www.jisc.ac.uk/open-research-hub)) | – An interoperable system for managing, preserving and sharing institutional digital research data.  
– Three service options including, end-to-end, repository and preservation services.  
– Digital files automatically undergo preservation on deposit and allow mediated deposit of data.  
– Reporting tool that generates reports based on information within your own system and any other integrated services. | [36] |
| AnVIL ([https://anvilproject.org/](https://anvilproject.org/)) | – Interoperable cloud-based resource.  
– Co-locating data, storage and computing infrastructure with commonly used services and tools for analyzing and sharing data  
– Data access and data security. | [37] |