Disorder effects in multiorbital $s_{\pm}$-wave superconductors: Implications for Zn-doped BaFe$_2$As$_2$ compounds
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Recent experiments on Zn-doped 122-type iron pnictides, Ba(Fe$_{1-x}$Co$_x$)$_2$Zn$_2$As$_2$, are challenging our understanding of electron doping the 122s and the interplay between doping and impurity scattering. To resolve this enigma, we investigate the disorder effects of nonmagnetic Zn impurities in the strong (unitary) scattering limit on various properties of the system in the $s_{\pm}$-wave superconducting pairing state. The lattice Bogoliubov-de Gennes equation (BdG) is solved self-consistently based on a minimal two-orbital model with an extended range of impurity concentrations. We find that Zn impurity is best modeled as a defect, where charge is mainly localized, but scattering is extended over a few lattice sites. With increasing Zn concentration the density of states shows a gradual filling of the gap, revealing the impurity-induced pair breaking effect. Moreover, both the disorder configuration-averaged superconducting order parameter and the superfluid density are dramatically suppressed towards the dirty limit, indicating the violation of the Anderson theorem for conventional $s$-wave superconductors and the breakdown of the Abrikosov-Gorkov theory for impurity-averaged Green’s functions. Furthermore, we find that the superconducting phase is fully suppressed close to the critical impurity concentration of roughly $n_{\text{imp}} \approx 10\%$, in agreement with recent experiments.

PACS numbers: 74.70.Xa, 74.20.-z, 74.62.En

I. INTRODUCTION

The superconductivity in iron pnictides has received tremendous interest since its discovery. The generic phase diagram of the iron-based superconductors (Fe-SCs) suggests the close proximity of the superconductivity (SC) to the spin-density-wave (SDW) antiferromagnetism (AFM). This should be contrasted with high-temperature cuprates, of which the SC originates from the coexistence of the SDW and SC in a narrow doping region is reported by both experiments and theoretical calculations. It has been argued that owing to their multiorbital nature and variable correlation effects, the superconducting pairing symmetry may not be universal in the Fe-SCs. This certainly poses a great challenge to relating the symmetry of the order parameter and the canonical doping phase diagram across different crystallographic iron-pnictide families. Therefore, detailed measurements of the bulk transport and superconducting properties will remain useful for determining the superconducting pairing symmetry in the Fe-SCs.

While superconductivity can be induced in the 122 family by substitution of Fe with Co or Ni (and many other 3$d$ transition metals) in the FeAs layer, the role of these electron dopants is still controversial. It is hotly debated whether such substitution is dominated by the doping effect of extra charge carriers or impurity scattering or a combination thereof. In general, the study of disorder effects in superconductors is promising in addressing the pairing symmetry, as it has been applied successfully to the understanding of high-$T_c$ cuprate superconductivity. Therefore, it is natural that the study of impurity scattering effects in Fe-SCs attracted much attention immediately after their discovery. Of particular interest is the case of Zn doping because it does not induce SC, while it is expected to give rise to nonmagnetic, strong potential scattering in the unitary limit. For the Zn-doped 122-type iron pnictides, the early results showed that Zn impurities hardly affect the superconductivity of hole-doped Ba$_{0.5}$K$_{0.5}$Fe$_2$As$_2$. However, more recent measurements of the magnetic susceptibility and resistivity on high-quality single-crystalline Ba(Fe$_{1-x}$Zn$_x$)$_2$Co$_y$As$_2$ compounds, suggested that the electron doped superconductivity is almost fully suppressed above a concentration of roughly 8% Zn, regardless of whether the sample is under, optimally or over doped. This discrepancy with earlier experiments is possibly due to the technical difficulty in
substituting Zn for Fe atoms. Further measurements on the hole doped Ba$_{1-x}$K$_{x}$Fe$_{2-2x}$Zn$_{x}$)$_2$As$_2$ compound also showed that the superconductivity is suppressed by Zn impurities. These interesting results have presented a challenge to theoretically identify the pairing symmetry in Fe-SCs. So far, the sign-reversal $s_{\pm}$-wave pairing symmetry has been supported by many experiments including neutron scattering $^{35}$ angle-resolved photoemission spectroscopy $^{36}$ and scanning tunneling spectroscopy $^{37}$ and is also consistent with the competition picture between magnetism and superconductivity $^{38}$. However, it has also been shown earlier $^{39}$ that because of the sign reversal of superconducting gap function across electron and hole bands, the $s_{\pm}$-wave pairing state is very fragile against impurities while the non-sign-reversal $s_{++}$-wave pairing symmetry should be a competitive candidate for Fe-SCs. The recent experiment $^{40}$ showed that the suppression in the superconducting transition temperature is much slower than that predicated by the theory for the $s_{++}$-wave pairing state $^{41}$. More recently, the effect of Zn-doping induced disorder in Fe-SCs with both $s_{\pm}$- and $s_{++}$-wave pairing symmetry $^{42,43}$ has been investigated by solving the BdG equation for a two-orbital model $^{44}$ including both on-site (favoring $s_{++}$-wave pairing symmetry) and next nearest neighbor (NNN) inter-site (favoring $s_{\pm}$-wave pairing symmetry) pairing interaction. The zero-temperature real-space BdG calculations $^{45}$ indicated that the disorder could suppress the NNN pairing order parameter with negligible effect on the on-site pairing order parameter, suggesting a possibility of disorder induced pairing symmetry change from $s_{\pm}$- to $s_{++}$-wave. As such, depending on the strength of the on-site pairing interaction, this interesting proposal may provide a flexibility to explain various experimental data $^{45-47}$.

We note that, in Ref. $^{34}$, because the tuning of impurity concentration in the truly disordered system was actually mimicked by a tuning of the NNN pairing interaction in an impurity-free system, a direct comparison of superconducting transition temperature change with impurity concentration between theory and experiment is impossible. Due to this interpretation gap, there are still several open questions. In this paper, we will study the disorder effects of the Zn impurity on the superconducting properties of 122-type iron-based superconductors. In particular, we aim to address the question of how the superconducting transition temperature is completely suppressed at 8% of Zn doping in 122-type compounds $^{48-50}$. To fulfill this goal, we start with an improved minimal two-orbital model for Fe-SCs $^{34}$. As in Ref. $^{34}$, we solve the BdG equations self-consistently in real space to study the impurity-induced disorder effect, from which the superconducting order parameter, superconducting transition temperature, superfluid stiffness are calculated. We point out that with the sole $s_{\pm}$-wave pairing symmetry, the superconducting transition temperature can be suppressed at an impurity concentration as high as about 10%, which agrees well with the experiments on the Ba(Fe$_{1-x}$Zn$_x$)$_2$Co$_2$As$_2$ compounds $^{35}$.

This result is in striking contrast with an earlier prediction that the superconductivity is suppressed already at only 1% of impurity concentration $^{51}$. The root cause for this difference is given as follows: Firstly, first-principles electronic structure calculations suggest that substitution of the nonmagnetic Zn atom in the iron-based 122 superconductors, pushes the Zn-3$d$ impurity level considerably far below the Fe-3$d$ level, namely by about $\sim 8 - 10$ eV $^{30,45-46}$. Hence Zn substitution should be regarded as a strongly localized defect in the strong scattering (unitary) limit. Such strong potential scattering is supported by more recent angle-resolved photoemission spectroscopy measurements on Ba(Fe$_{1-x}$Zn$_x$)$_2$As$_2$ $^{47,48}$. Secondly, as shown later by our calculations, the superconducting coherence length can be very short, which is consistent with the experimental observation that Fe-SCs are extremely type-II superconductors with Ginzburg-Landau parameter as large as 250 $^{12,49}$. In such a case, the applicability of the conventional approach based on the Abrikosov-Gorkov (AG) pair-breaking theory in dilute alloys $^{52}$, which assumes a spatially uniform suppression of the impurity-averaged order parameter and Green’s functions, is in question. The failure of the AG theory to address consistently the superconducting and transport properties in high-temperature cuprate and some heavy-fermion superconductors with short coherence length is well documented $^{51,53}$. Therefore, in order to go beyond the applicability of the early theoretical studies and to reveal the interesting physics of highly disordered or dirty high-temperature iron-based superconductors, we shall study the nonmagnetic impurity-induced disorder effects in the unitary limit of multiorbital superconductors by solving the lattice BdG equation. This approach has proven to be quite successful in providing a consistent picture for the suppression of superconducting transition temperature and superfluid density in the inhomogeneous high-temperature cuprate and plutonium-based heavy-fermion superconductors $^{45-53}$. In this paper, we emphasize the key role of strong electronic inhomogeneity induced by Zn substitution and how it could be probed in the 122 iron pnictides.

The remainder of this paper is organized as follows: In Sec. II we introduce the model Hamiltonian and the formalism. To set the stage for the highly disordered materials, the single impurity problem is briefly revisited in Sec. III. The disorder effects of the strong scattering limit on the superconducting order parameter are discussed in Sec. IV. In Sec. V disorder effects on the local density of states and the superfluid density or magnetic penetration depth are discussed. Finally, a brief summary is given in Sec. VI.

II. MODEL AND FORMALISM

The multiorbital nature of iron-based superconductivity requires the construction of physically reliable and computationally efficient effective low-energy multiorbital...
bital models. In particular, a simple two-orbital model was first constructed by Raghu and co-workers. The Fermi surface topology resulting from this model captured well the shape reported by angle-resolved photoemission spectroscopy. However, it has some weaknesses in other aspects of the electronic band dispersion. For example, too much imbalance of Fermi velocities on the electron and hole bands has been revealed in the study of the local electronic structure around a single impurity of an $s_\pm$-wave superconductor. Several groups have pointed out that one needs at least three orbitals to accurately reproduce the electronic band structure calculated in the density functional theory within the local density approximation (LDA). However, it has also been shown that the other Fe-$3d_{xz}$ and Fe-$3d_{yz}$ orbitals play an important role in the low-energy physics of these materials. On the other hand, it has been argued that the canonical minimal model of the 122-type iron pnictides requires only two irons (2-Fe) with two orbitals, and per unit cell to account for the effects of the upper and lower As atoms with respect to the two-dimensional plane of the Fe square lattice. It is worthy to mention that these 2-by-2-orbital models have successfully described the behavior of the collinear AFM and its competition with the superconducting order in the electron-doped part of the phase diagram. In very recent work, several of the present authors have improved the model original proposed in Ref. to give a unified description of the entire phase diagram covering both the electron- and hole-doped regimes. To our knowledge, this is the only 2-by-2-orbital model so far, in which the resultant low-energy electronic energy dispersion agrees well with LDA electronic structure calculations in the entire Brillouin zone of 122-type iron compounds.

Here we start with the improved 2-by-2-orbital model of Ref. Interestingly, we wish to point out that this model of 2-by-2 orbitals per unit cell can be mapped exactly onto two decoupled one-site two-orbital models by recognizing a unitary rotation of orbitals between both Fe sublattices. The technical details of this mapping are given in the Appendix. We write the complete Hamiltonian for the two-dimensional Fe-square lattice as

$$
H = H_0 + H_1 + H_{\text{pair}} + H_{\text{imp}}.
$$

(1)

Here $H_0$ is the tight-binding Hamiltonian of the normal-state band structure describing hopping between Fe-$3d_{xz}$ and Fe-$3d_{yz}$ orbitals. The lattice Hamiltonian in the real space (see also Appendix) is given by

$$
H_0 = \sum_{ij\sigma} t^\alpha_{ij} \hat{n}^\alpha_{i\sigma} \hat{d}^\beta_{j\sigma} - \sum_{i\sigma} \mu d^\dagger_{i\sigma} \hat{n}^\alpha_{i\sigma},
$$

(2)

where $d^\dagger_{i\sigma}$ creates an electron with spin $\sigma$ in the effective orbitals $\alpha = 1$ and 2 on the $i$-th lattice site. We choose the nonvanishing hopping matrix elements as $t^\alpha_{\pm\pm} = t^\alpha_{\pm\mp} = 0.9$, $t^\alpha_{\pm\gamma} = t^\alpha_{\mp\gamma} = -1$, $t^{11}_{\pm(\hat{x}+\hat{y})} = t^{22}_{\pm(\hat{x}-\hat{y})} = 1.35$, $t^{11}_{\pm(\hat{x}-\hat{y})} = t^{22}_{\pm(\hat{x}+\hat{y})} = 0.08$, $t_{\pm(\hat{x}\pm\hat{y})} = -0.12$, $t^{a\alpha}_{\pm\pm} = t^{a\alpha}_{\pm\mp} = 0.25$. The chemical potential $\mu$ is adjusted to give a fixed filling factor.

The local electronic correlations include the on-site Hubbard repulsion of electrons and Hund’s rule coupling of spins. They are described by the term $H_1$, which at the mean-field level takes the form

$$
H_1^{\text{MF}} = U \sum_{i\alpha} \langle \hat{n}_{i\alpha} \rangle \hat{n}_{i\alpha} + U' \sum_{i\alpha\neq\beta} \langle \hat{n}_{i\alpha} \rangle \hat{n}_{i\beta}
$$

$$
+ (U' - J_H) \sum_{i\alpha\neq\beta} \langle \hat{n}_{i\alpha} \rangle \hat{n}_{i\beta}.
$$

(3)

with the on-site Hubbard potential $U$, the inter-orbital Coulomb repulsion $U'$, and the Hund’s rule coupling $J_H$. The orbital rotation symmetry imposes the constraint $U = U' + 2J_H$. In Eq. (1), the term $H_{\text{pair}}$ contains the effective pairing interaction between two electrons on the NNN site. In mean-field theory this can be written as

$$
H_{\text{pair}} = \sum_{i\sigma} (\Delta^d_i \hat{d}^\dagger_{i\uparrow \sigma} \hat{d}^\dagger_{i\downarrow \sigma} + \text{H.c.}) \delta_{\pm\pm\pm\mp\mp\mp}.
$$

(4)

As has been widely discussed in the literature, this NNN-pairing interaction ultimately leads to the proposed $s_\pm$-wave symmetry of iron pnictides. Finally, the last term $H_{\text{imp}}$ in Eq. (4) describes the scattering potential due to the randomly distributed impurities. We model the disorder term by a local intra-orbital scattering potential

$$
H_{\text{imp}} = \sum_{i\alpha\sigma} \left\{ W d^\dagger_{i\alpha\sigma} d_{i\alpha\sigma} + \delta t[d^\dagger_{i+(-)\hat{x}\alpha\sigma} d_{i+(-)\hat{x}\pm\hat{y}\alpha}\sigma + d^\dagger_{i+(-)\hat{y}\alpha\sigma} d_{i+(-)\hat{y}\pm\hat{x}\alpha}\sigma} + \text{H.c.}] \right\}.
$$

(5)

Here the impurity means that an Fe atom at lattice site is substituted by Zn atom. Therefore, the on-site energy of the impurity atom is changed and acts as a non-magnetic potential scattering center which scrambles the crystal momentum. As represented by the first term on the rhs of Eq. (5), we consider only intra-orbital scattering. This simplification is justified by our numerical calculations, which show that inter-orbital scattering processes are irrelevant in the unitary limit. In Eq. (5) we explicitly consider the difference in covalent radii of the Zn atom compared to the Fe atom, which is captured by the second term proportional to $\delta t$. Therefore, the substitution introduces an additional change in the hopping parameters among the nearest-neighbor Fe sites of the impurity site. In the case of the Zn substitution, in addition to electron doping which can be tuned by the chemical potential, the induced local impurity potential is expected to be much stronger than for other transition metals like Co and Ni. Note that when the impurity potential on the Zn site is very large, the effect caused by a small change in the Fe-Zn hopping integrals is negligible. Hence, the surrounding Fe-Fe bond disorder is the second most important term next to the strength of the impurity potential.
We then diagonalize the mean-field Hamiltonian $H$ of Eq. \(\text{(1)}\) by solving the BdG equation self-consistently:

$$
\sum_{j,\beta} \left( \frac{H_{ij}^{y\beta}}{\Delta^y_{ij} \delta_{\alpha,\beta} - \beta_{ij}} \right) \left( \begin{array}{c} v_{io}^n \\ u_{io}^n \end{array} \right) = E_n \left( \begin{array}{c} u_{io}^n \\ v_{io}^n \end{array} \right),
$$

where $H_{ij}^{y\beta} = \tilde{t}_{ij}^{y\beta} + (U \langle n_{io} \rangle + U' \sum_{\gamma \neq \alpha} \langle n_{i\gamma \sigma} \rangle) - J_H \sum_{\gamma \neq \alpha} \langle n_{i\gamma \sigma} \rangle + W \delta_{i1} - \mu) \delta_{\alpha,\beta} \delta_{ij}$ is the single-particle Hamiltonian and $\tilde{t}$ includes the effect of the local change in the hopping parameter between Fe sites neighboring the impurities, $\langle n_{i\alpha \sigma} \rangle = \sum_{n} |v_{io}^n|^2 f(E_n)$, $\langle n_{i\alpha \downarrow} \rangle = \sum_{n} |u_{io}^n|^2 [1 - f(E_n)]$, and $\Delta^y_{ij} = (V/2) \sum_{\sigma} \langle n_{i\alpha \sigma} u_{io}^n | 1 - f(E_n) \rangle - v_{io}^n u_{io}^\dagger f(E_n) \rangle \delta_{i\pm \hat{x} \pm \hat{y} \pm j}$. Here $V$ is the pairing strength and $f(E)$ is the Fermi-Dirac distribution function. The local superconducting order parameter and charge density at site $i$ are defined as

$$
\Delta_i = \frac{1}{2} \sum_{j,\alpha} \Delta_{ij}^\sigma \delta_{i\pm \hat{x} \pm \hat{y} \pm j},
$$

$$
n_i = \sum_{\alpha \sigma} \langle n_{i\alpha \sigma} \rangle,
$$

respectively. Throughout this work, the numerical calculations are performed on a 28 $\times$ 28 square lattice with the periodic boundary condition. A 48 $\times$ 48 supercell is taken to calculate the density of states. The interaction parameter values are fixed at $(U, J_H, V) = (3.2, 0.6, 1.05)$ while the electron filling is chosen to be 2.13 in the pristine system, which corresponds to the optimal electron doping regime. For the impurity scattering, we fix the impurity scattering strength $W = -20$ and $\delta t = -0.2$. This value of $W$ is reasonable given by the Zn core level located $\sim 8$ eV below the Fermi level and is very close to the strong scattering (unitary) limit. Note we have checked several values of impurity scattering strength $W$. The results are insensitive to the precise value for $W < -8$. This might also be relevant to the impurity effect from Co and Ni substitution in LaFeAsO. Specifically, for $W = -0.5$ the superconducting transition temperature is hardly affected by impurities up to $n_{\text{imp}} = 25.5%$.

### III. SINGLE IMPURITY EFFECTS

Before we proceed with the complex disorder configuration, the single impurity effect on superconducting phase is studied. In the absence of impurities, our two-orbital model naturally captures the relation between SDW and SC phases and recovers the whole phase diagram with doping evolution. Henceforth, we shall restrict our calculations within this set of interaction parameters. With a single impurity in the unitary limit, we find that impurity scattering induces strong charge inhomogeneity and significantly suppresses the superconducting order parameter around the impurity site as illustrated in Fig. 1. In particular, we revisit the effects of a single Zn impurity on superconductivity in Ba(Fe$_{1-x}$Co$_x$Zn$_x$)$_2$As$_2$ with $x > 0.1$, where there is no SDW. Note that localization of electrons on the impurity site is taken into account through the modified hopping coefficients of surrounding Fe atoms as presented in Eq. \(\text{(5)}\).
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FIG. 1: (Color online) Single impurity effects at zero temperature. The intensity plots of the local charge density (a) and superconducting order parameters (b). The arrows represent the argument of the complex superconducting order. The 2D cross-correlation functions of charge (c) and modulus of order parameter (d). For quantitative analysis the same correlation functions vs. distance $|i|$ in (e).

To gain deeper physical insights into scattering effects around a single impurity, we consider the 2D spatial cross-correlation functions of the superconducting order parameter and charge density defined by

$$
C_X(i) = \frac{\sum_j [\langle X(i+j) \rangle \langle X(j) \rangle - \langle X \rangle^2]}{\sum_j \langle X(j) - \langle X \rangle \rangle^2}
$$

where $X = n$ and $|\Delta|$, and the mean $\langle X \rangle = (1/N) \sum_j X(j)$ with $N$ the number of lattice sites. The cross-correlation function is normalized to give $-1 \leq C_X \leq 1$. The results for the 2D cross-correlation functions are plotted in Fig. 1(c) through 1(e), where the
fourfold symmetry and rapid screening over a few lattice sites becomes obvious. A quantitative analysis is possible when plotting $C_X$ as a function of distance from the impurity site. In Fig. 1(e) we define a typical spatial correlation length $\xi_X$ by measuring the impurity-induced fluctuations of $X$ as the distance where $C_X$ drops from unity to $1/e$. It is straightforward to read off from Fig. 1(e) that the additional local charge on Zn is well-screened within a lattice distance, $\xi_n \sim 1$. Indeed, it is over screened, resulting in Friedel-type oscillations, which are clearly visible in the correlation function. Such a short screening length is mainly due to the strong local Coulomb repulsion $U$, which acts on the charge sector. In contrast, the superconducting correlation function has a more profound oscillating tail with a short coherence length $\xi_\Delta \sim 2$. Based on these quite short correlation lengths, we expect that the Zn-doped Ba-112 iron-based superconductor will be a good candidate for the Swiss cheese model, where the holes of the Swiss cheese correspond to the holes punched into the superconducting texture by the Zn impurity, while the effect on the bulk value of the superconducting order parameter is almost negligible after a few lattice sites away from the defect. Hence we anticipate that the $s_\pm$-pairing gap is easily destabilized by strong impurity scattering similar to the high-$T_c$ cuprate Sr$_2$RuO$_4$ and PuCoGa$_5$ superconductors. Indeed, this result is in agreement with available experimental observations in Ba(Fe$_{1-x}$Zn$_x$)$_2$As$_2$, which has a relatively low Neel temperature $T_N \sim 135$ K and no trace of superconductivity for $y = 0$ and $x = 0.08, 0.25$. On the other hand, when Co doping induces superconductivity, doping by several percent of Zn rapidly suppresses it.

IV. DISORDER EFFECTS IN THE SUPERCONDUCTING ORDER PARAMETER

We next turn to the question of how superconductivity is affected by increasing the impurity concentration. For this purpose, the evolution of the disorder-configuration-averaged superconducting order parameter $\langle \Delta \rangle$ (at zero temperature) as a function of the impurity concentration $n_{\text{imp}}$ is considered.

As for the case of the single impurity study, we focus on the compound Ba(Fe$_{1-x}$Zn$_x$)$_2$As$_2$, with $y > 0.1$ when the SDW phase is suppressed. Again we are primarily interested in the local suppression of the superconductivity due to Zn substitution and the combined effects of charge localization and strong impurity scattering. For that purpose we make the following simplifications: (1) doping with Co adds mainly charge to the itinerant electrons that is captured by a shift of the chemical potential, and (2) scattering is in the weak limit compared to Zn. Hence the local scattering effect of Co impurities is neglected. The results of the suppression of the lattice-averaged order parameter are plotted in Fig. 2(a). We find that the averaged modulus of the order parameter $\langle |\Delta| \rangle$ decays nearly linearly with increasing impurity concentration and eventually vanishes at a critical concentration of $n_{\text{imp}} \approx 10 - 11\%$. Considering the superconducting transition temperature $T_c$ is usually over estimated at the mean-field level (more on this latter in Sec. 5), our results are in good agreement with recent measurements in Ba(Fe$_{1-x}$Zn$_x$)$_2$As$_2$.

To provide an intuitive picture of disorder effects in highly disordered superconductors with increasing impurity concentration, we present a study of the evolution of the local superconducting order parameter for two particular realizations of disorder configurations. The spatially resolved order parameter $\Delta_i$ is shown in color maps in Figs. 2(b) and (c) for $n_{\text{imp}} = 1.28\%$ and $5.10\%$, respectively. The images reveal that the order parameter is locally suppressed at the impurity sites, and the impurities behave individually when the impurity concentration is small as shown in Fig. 2(b). Of great interest is that the interference of the local order parameter at each impurity site develops gradually with increasing impurity concentration $n_{\text{imp}}$, as one can clearly observe from Fig. 2(c), where islands form. The crude estimation on the threshold length of interference is given by $\xi_\Delta$ as il-
illustrated in the previous Fig. 1(e). Also a considerable portion of sites has vanishing order parameter amplitude in the highly disordered limit. These correlated sites form islands and break the system into several superconducting puddles as illustrated in Fig. 2(c). Consequently, the local order parameter becomes highly inhomogeneous in Fig. 2(a). We propose, as in the case of high-temperature cuprate superconductors, that the novel electronic inhomogeneity should also be detected by measuring the local density of states using the atomic resolution scanning tunneling microscopy.
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**FIG. 3:** (Color online) Total density of states for various sets of impurity concentrations $n_{\text{imp}} = 1.28, 2.55, 3.83\%$ at very low temperature $T = 0.002 \ll T_c$.

### V. TOTAL DENSITY OF STATES AND SUPERFLUID DENSITY

To gain further insight into the disorder effects in the unitary limit of highly disordered superconductors, we calculate several observables such as the total density of states (DOS), the superfluid density, and the magnetic penetration depth $\lambda$. The site-averaged DOS at finite temperature is defined by

$$N(\omega) = \frac{1}{N} \sum_{\omega_{n}}[|v_{i\alpha}^{n}|^2 f'(\omega-E_{n}) + |v_{i\alpha}^{n}|^2 f'(\omega+E_{n})],$$

where $f'(E)$ is the derivative of the Fermi-Dirac distribution function with respect to the Fermi energy. For better visualization in Fig. 3, the DOS is calculated at finite temperature $T = 0.002 \ll T_c$. Note that in the pristine system two BCS coherence peaks are exhibited at the energies $\omega = \pm 0.1$, which corresponds to the single particle excitation gap. With increasing impurity concentration, the coherence peaks are gradually suppressed. Eventually above $n_{\text{imp}} = 3.83\%$, the DOS is filled in and gapless superconductivity emerges.

In experiments, the magnitude of the superconducting transition temperature $T_c$ is usually less sensitive to defects since it is related to the spatial average of the order parameter, which is a local correlation function. On the other side, the magnitude of the penetration depth $\lambda$ measures the stiffness of the superconducting phase coherence in the superconductor, which is a nonlocal response function. Therefore, this quantity can provide deep insight into the nature of the superconducting pairing symmetry through its temperature dependence and residual value because these are extremely sensitive to defects. So far, measurements of the magnetic penetration depth in Fe-SCs have given controversial results. For example, in 122-type iron pnictides, the superfluid density exhibits an exponential temperature behavior in the cleanest hole-doped compounds, Ba$_{1-x}$K$_x$Fe$_2$As$_2$ while a power-law behavior is seen in Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$. Very recently, two of us and co-workers studied the temperature dependence of the superfluid density of clean 122-type iron pnictides at various electron-doping levels and found that the low-temperature power-law dependence of the deviation $\Delta \lambda(T) = \lambda(T) - \lambda(0)$ varies with an exponent greater than 3.

In our multiorbital lattice BdG calculations, we follow the standard linear response approach of Refs. 77 and 78 to investigate disorder effects on the superfluid density. In the presence of a weak vector potential $A_{\eta}(r,t)$ along the direction $\eta$, the hopping term is modified by the Peierls phase factors $e^{i \epsilon A_{\eta}(r,t)} dr$. (We set $e = \hbar = c = 1$). Hence the change in the tight-binding Hamiltonian in the Meissner state is

$$\mathcal{H}_0 = \sum_{\delta \sigma \alpha \beta} t_{\delta \sigma \delta t}^{\alpha \beta} d_{\delta \sigma \alpha} d_{\delta \sigma \beta},$$

$$\times [-i A_{\eta}(i,t) \delta_{\eta} - \frac{1}{2} (A_{\eta}(i,t) \delta_{\eta})^2] + O(A_{\eta}^3)$$

where $\delta_{\eta}$ projects $\delta$ onto the direction $\eta$ in units of the lattice constant. The charge current density operator consists of the usual paramagnetic and diamagnetic parts,

$$\hat{j}_\eta = -\frac{\partial \mathcal{H}_0}{\partial A_{\eta}} = \hat{j}_\eta^P + \hat{j}_\eta^D,$$

and

$${\hat{j}_\eta^P(i,t), \hat{j}_\eta^D(i,t)} \equiv \sum_{\delta \sigma, \alpha \beta} t_{\delta \sigma \delta t}^{\alpha \beta} d_{\delta \sigma \alpha} d_{\delta \sigma \beta} \delta_{\eta} \{ i, A_{\eta} \delta_{\eta} \}.$$
Here, the auxiliary functions are \( \Gamma_{i}^{m} = \sum_{\delta \alpha} \delta_{i+\delta_{i}} \delta \alpha_{n_{\alpha}} \delta \alpha_{n_{\beta}} - \delta \alpha_{n_{\beta}} - \delta \alpha_{n_{\beta}} \delta \alpha_{n_{\beta}} \). Fourier transform with respect to the individual coordinates \( i \) and \( i' \) then defines the spatially averaged kernel function \( \tilde{K}(q, \omega = 0) = (1/N) \sum_{i, i'} e^{iq(i-i')} K(i, i', \omega = 0) \), which gives the bulk superfluid density \( \bar{\rho}_{s} = \tilde{K}(q \rightarrow 0, \omega = 0) \). We also define the local superfluid density as

\[
\rho_{s}(i) = K(i, i; \omega = 0)
\]

(15)
to investigate the local suppression of the superfluid density. As shown in Fig. 1(a), we find that the local superfluid density is dramatically suppressed at impurity sites. As illustrated in Fig. 1(b), the bulk superfluid density \( \bar{\rho}_{s} \) decreases drastically to zero, much faster than \( T_{c} \), as expected with increasing impurity concentration \( n_{\text{imp}} \) in the Swiss cheese scenario for a short coherence superconductor. This different rate of suppression is further corroborated by the Uemura plot as shown in Fig. 1(c), suggesting the breakdown of the AG theory. We note that the loss of phase coherence is related to the vanishingly small superfluid density near the critical concentration of impurities \( n_{\text{imp}} \) implying the importance of spatial disorder induced fluctuations. As manifested in Fig. 2(c), a Bose system consisting of localized Cooper pairs is gradually formed in the highly disordered limit due to the loss of phase coherence between the superconducting puddles. Unfortunately, the physically interesting region, where the superfluid density is vanishingly small, is not captured within the BdG framework due to the neglect of phase fluctuations. In the present mean-field theory the phases of the order parameter at different sites are completely aligned with the ground state as shown in Fig. 2(b) and (c). For details on the consequences of quantum phase fluctuations on the order parameter in the inhomogeneous BdG state using a quantum XY model see Ref. 82.

Finally, we also calculated the temperature dependence of the deviation \( \Delta \lambda(T) \) of the magnetic penetration depth in the presence of disorder, which is related to the bulk superfluid density \( \lambda \sim \rho_{s} \). In the clean limit, \( \Delta \lambda(T) \) is expected to vary exponentially at low temperatures due to a gapped DOS, as shown in Fig. 5. The exponential decay is consistent with a fully gapped pairing state. At the impurity concentration \( n_{\text{imp}} = 3.83\% \), the temperature dependence of \( \Delta \lambda(T) \) shows a \( T^{2} \) power law. Hence we expect that for intermediate impurity concentrations the temperature behavior will resemble that of a power law with exponent greater than two. Interestingly, the \( T^{2} \) variation of \( \Delta \lambda(T) \) is observed experimentally in \( \text{Ba}_{1-x}\text{K}_{x}\text{Fe}_{2}\text{As}_{2} \) and \( \text{Cu}_{0.5}\text{Na}_{0.5}\text{Fe}_{2}\text{As}_{2} \) single crystals possibly due to the doping-induced disorder. Our calculation showcases that the temperature dependence of the penetration depth in an \( s_{\pm} \)-wave pairing superconductor can be very sensitive to the impurity scattering. Depending on the impurity concentration, it may enable us to explain various power-law behaviors in \( \text{Fe-SCs} \).
VI. SUMMARY

To summarize, by solving the lattice BdG equations self-consistently, we have studied disorder effects on superconducting and transport properties of disordered superconductors with \( s_\pm \) pairing symmetry. In the unitary limit, the impurity scattering strength is so large that the potential scattering term cannot be treated as a perturbation in the framework of pair breaking by Abrikosov and Gorkov. The detailed numerical calculations demonstrate that a single nonmagnetic impurity can depress superconductivity significantly at the local scale. With increasing impurity concentration the impurity scattering potential induces a spatial redistribution of the amplitudes of local Cooper pairs in the form of superconducting puddles, giving rise to significant spatially electronic inhomogeneity. Calculations of the local density of states, the superfluid density, as well as the magnetic penetration depth further reinforce this picture, demonstrating again that the superconducting phase is not stable against strong impurity scattering as expected in the Swiss cheese scenario.

Our results shed new light on the understanding of recent experiments in Co- and Zn-substituted BaFe\(_2\)As\(_2\) samples\(^{25}\). In these samples the superconductivity is completely suppressed as the concentration of Zn impurities \( n_{\text{imp}} \) is above 8%. The available angle-resolved photoemission spectroscopy experiments indicate that the substitution by Zn atoms not only provides additional electrons into the Fe lattice, but also creates strong local scattering potentials because the Zn-3d orbitals are well-below the Fermi level\(^{47,48}\). All these observations are consistent with our numerical results. Furthermore, our calculations show that superconductivity is hardly affected by weak intraorbital scattering with scattering potential \( W = -0.5 \) (corresponding to Co and Ni) or by interorbital scattering in the unitary limit. We anticipate that the emergent electronic inhomogeneity in the strong scattering limit, due to local screening effects, will be probed in future scanning tunneling microscope and scanning Meissner force microscope experiments\(^{52}\).

We are grateful for a computation allocation at the High Performance Computing Clusters at the Institute for Fusion Theory and Simulation of Zhejiang University.

Appendix A: Unfolding transformation of the tight-binding model

Here we derive the unitary transformations for the rotation of orbitals between both Fe sublattices to attain the exact mapping of the 2-by-2 orbital model onto the model of two decoupled two-orbital Hamiltonians.

Description of the orbital twist argument. As proposed in Ref.\(^{44}\) the tight-binding Hamiltonian of Eq.\(^{\text{IV}}\) in the 2-Fe unit cell Brillouin zone (BZ) is given by \( \mathcal{H}_0 = \sum_k \psi^\dagger(k) \mathbb{W}_k \psi(k) \) with

\[
\mathbb{W}_k = \begin{pmatrix}
\xi^H - \mu & \xi_{12} & \xi_t & \xi_c \\
\xi_{12} & \xi^V - \mu & \xi_c & \xi_t \\
\xi_t & \xi_c & \xi^V - \mu & \xi_{12} \\
\xi_c & \xi_t & \xi_{12} & \xi^H - \mu
\end{pmatrix}.
\]

Here the four-component field operator is defined as \( \psi = (d_{A1}, d_{A2}, d_{B1}, d_{B2})^T \) with \( A, B \) labeling the sublattice and 1(2) labeling the orbital \( d_{yz} \) (\( d_{xz} \)). The dispersions are given by \( \xi^H = 2t_2 \cos k_x + 2t_4 \cos k_y + 4t_6 \cos k_x \cos k_y, \xi^V = 2t_3 \cos k_x + 2t_2 \cos k_y + 4t_6 \cos k_x \cos k_y, \xi_t = 4t_1 \cos \frac{\sqrt{3}}{2} k_x \cos \frac{\sqrt{3}}{2} k_y, \xi_c = 4t_5 \cos \frac{\sqrt{3}}{2} k_x \cos \frac{\sqrt{3}}{2} k_y \) with \( t_1-6 = (-1, 0.08, 1.35, -0.12, 0.09, 0.25) \). In Eq.\(^{\text{A1}}\), the \( C_4 \) symmetry of intra-orbital hopping processes between sublattices \( A \) and \( B \) is broken. As we will show below, there is a degree of freedom to write the Hamiltonian by rotating the local coordinate on the sublattice \( A \) or \( B \). The above \( C_4 \) symmetry is recovered by a 90° rotation of \( \phi = (d'_{A1}, d'_{A2}, d'_{B1}, d'_{B2})^T = U \psi \) with

\[
U = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}.
\]

Namely, the unitary transformation \( U \) flips the orbitals \( d_{xz} \) and \( d_{yz} \) on the sublattice \( B \). The corresponding Hamiltonian has the form \( \mathcal{H}_0 = \sum_k \phi^\dagger(k) \mathbb{W}'_k \phi(k) \) with

\[
\mathbb{W}'_k = U \mathbb{W}_k U^\dagger = \begin{pmatrix}
\xi^H - \mu & \xi_{12} & \xi_t & \xi_c \\
\xi_{12} & \xi^V - \mu & \xi_c & \xi_t \\
\xi_t & \xi_c & \xi^V - \mu & \xi_{12} \\
\xi_c & \xi_t & \xi_{12} & \xi^H - \mu
\end{pmatrix}.
\]

Mapping onto the 1-Fe per unit cell Hamiltonian. Note that \( \mathbb{W}'_k \) in Eq.\(^{\text{A3}}\) has the same \( 2 \times 2 \) block matrix for sublattices \( A \) and \( B \). By the symmetry analysis, the entire Hamiltonian can be written in the basis
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φ = (d₁, d₂)ᵀ of the 1-Fe unit cell. The resulting Hamiltonian \( \mathcal{H} = \sum_\mathbf{k} \phi_\mathbf{k}^\dagger \mathbf{M}_\mathbf{k} \phi_\mathbf{k} \) takes the following form
\[
\mathbf{M}_\mathbf{k} = \begin{pmatrix}
\xi_1 - \mu & \xi_{12} \\
\xi_{12} & \xi_2 - \mu
\end{pmatrix}, \tag{A4}
\]
where \( \xi_1 = E_x + E_t, \xi_2 = E_y + E_t \) and \( \xi_{12} = \xi_{21} = E_c \). Each component is defined as
\[
E_t = 2t_1[\cos k_x + \cos k_y] + 2t_5[\cos 2k_x + \cos 2k_y],
\]
\[
E_x = 2(t_2 + t_3) \cos k_x \cos k_y + 2(t_2 - t_3) \sin k_x \sin k_y,
\]
\[
E_y = 2(t_2 + t_3) \cos k_x \cos k_y - 2(t_2 - t_3) \sin k_x \sin k_y,
\]
\[
E_c = 2t_5[\cos k_x + \cos k_y] + 4t_4 \cos k_x \cos k_y,
\]
with a new set of hopping parameters \( t_{1-6} = (0.09, 0.08, 1.35, -0.12, -1.025) \). Figure 7(a) and (b) shows the band structure and Fermi surface with half electron filling in the BZ corresponding to 1-Fe per unit cell and the Dirac dispersions can be observed around \( X \) and \( Y \) points. The comparison between the 1-Fe band structure and 2-Fe band structure is shown in Fig. 7(c). The 1-Fe band structure can be nicely folded onto the 2-Fe band structure. The folded Fermi surfaces are also presented in Fig. 7(d). The corresponding band dispersions in the reduced BZ are given by the block-structured matrix
\[
\mathcal{W}''_\mathbf{k} = \begin{pmatrix}
\mathbf{M}_\mathbf{k} & 0 \\
0 & \mathbf{M}_\mathbf{k} + \mathbf{Q}
\end{pmatrix}, \tag{A6}
\]
with the folding vector \( \mathbf{Q} = (\pi, \pi) \).

We next prove that the \( \mathcal{W}''_\mathbf{k} \) is just a gauge transform from \( \mathcal{W}''_\mathbf{k} \). The explicit form of band dispersions in 2-Fe unit cell is given by
\[
\{\xi^H, \xi^V\} = \{t_2, t_3\} [e^{ik\cdot\hat{x}} + e^{-ik\cdot\hat{x}}] + \{t_3, t_2\} [e^{ik\cdot\hat{y}} + e^{-ik\cdot\hat{y}}] + t_6 [e^{ik(\hat{x} + \hat{y})} + e^{-ik(\hat{x} + \hat{y})} + e^{ik(\hat{x} - \hat{y})} + e^{-ik(\hat{x} - \hat{y})}], \tag{A7}
\]
\[
\{\xi_t, \xi_c\} = \{t_1, t_5\} [e^{ik(\hat{x} + \hat{y})/2} + e^{-ik(\hat{x} + \hat{y})/2}] + e^{ik(\hat{x} - \hat{y})/2} + e^{-ik(\hat{x} - \hat{y})/2}, \tag{A8}
\]
\[
\xi_{12} = t_4 [e^{ik\cdot\hat{x}} + e^{-ik\cdot\hat{x}} + e^{ik\cdot\hat{y}} + e^{-ik\cdot\hat{y}}]. \tag{A9}
\]
By the help of the re-definition of \( \hat{x}, \hat{y} \rightarrow (\hat{x} + \hat{y}, \hat{x} - \hat{y}) \), the band dispersions written in 1-Fe unit cell basis have the form
\[
\{\xi^H, \xi^V\} = \{t_2, t_3\} [e^{ik\cdot\hat{x} + \hat{y}} + e^{-ik\cdot\hat{x} + \hat{y}}] + \{t_3, t_2\} [e^{ik\cdot\hat{y} + \hat{x}} + e^{-ik\cdot\hat{y} + \hat{x}}],
\]
\[
+t_6 [e^{ik(\hat{x} + \hat{y})} + e^{-ik(\hat{x} + \hat{y})} + e^{ik(\hat{x} - \hat{y})} + e^{-ik(\hat{x} - \hat{y})}], \tag{A10}
\]
\[
\{\xi_t, \xi_c\} = \{t_1, t_5\} [e^{ik\cdot\hat{x} + \hat{y}} + e^{-ik\cdot\hat{x} + \hat{y}} + e^{ik\cdot\hat{y} + \hat{x}} + e^{-ik\cdot\hat{y} + \hat{x}}],
\]
\[
\xi_{12} = t_4 [e^{ik\cdot\hat{x} + \hat{y}} + e^{-ik\cdot\hat{x} + \hat{y}} + e^{ik\cdot\hat{y} + \hat{x}} + e^{-ik\cdot\hat{y} + \hat{x}}]. \tag{A11}
\]
Then we shall consider \( \mathcal{W}''_\mathbf{k} \) with the new elements of Eq. (A8) and \( \mathbf{k} \) running over the BZ corresponding to 1-Fe per unit cell. Here, we rewrite \( \mathcal{W}''_\mathbf{k} \) in the block matrix form
\[
\mathcal{W}''_\mathbf{k} = \begin{pmatrix}
\mathbf{A} & \mathbf{B} \\
\mathbf{B} & \mathbf{A}
\end{pmatrix}, \tag{A12}
\]
with
\[
\mathbf{A} = \begin{pmatrix}
\xi^H & \xi_{12} \\
\xi_{12} & \xi^V
\end{pmatrix}. \tag{A13}
\]
FIG. 7: (Color online) Calculated band structure (a) and Fermi surface (b) in unfolded (1-Fe per unit cell) BZ. Here the Fermi energy is shifted to zero for 1/2 filling. (c) The folded band structure of the 1-Fe (green solid line) to 2-Fe per unit cell band structure (dashed line), which is identical to that calculated directly from the Hamiltonian before the gauge transformation. (d) The Fermi surfaces of the 2-Fe band structure. (e) The transformation between the coordinates in the 1-Fe per unit cell (solid lines) and 2-Fe per unit cell (dashed lines) systems.

and

$$B = \begin{pmatrix} \xi_c & \xi_t \\ \xi_t & \xi_c \end{pmatrix}. \quad (A11)$$

For the convenience of discussion, we have set the chemical potential $\mu$ to be zero. Here we introduce a gauge transform $\eta(k) = (d_{1k}, d_{2k}, d_{1k+Q}, d_{2k+Q})^T = K\psi(k)$ with

$$K = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ -1 & -1 \end{pmatrix}, \quad (A12)$$

where $I$ is a 2x2 identity. The gauge transform $K$ satisfies $K^\dagger K = I_{4x4}$. A little algebra leads to

$$H_0 = \sum_k \psi^\dagger(k)K^\dagger W'_k K \psi(k)$$
$$= \sum_k \eta^\dagger(k)K W'_k K^\dagger \eta(k) \quad (A13)$$

with

$$K^\dagger W'_k K = \begin{pmatrix} A + B & 0 \\ 0 & A - B \end{pmatrix}. \quad (A14)$$

Here $A$ and $B$ matrices follow $A(k) = A(k+Q)$ and $B(k) = -B(k+Q)$, respectively. By carefully collecting terms in Eq. (A14), we confirm that

$$K^\dagger W'_k K = \begin{pmatrix} M_k & 0 \\ 0 & M_{k+Q} \end{pmatrix} = W''_k. \quad (A15)$$

By combining these results for the unitary transformations $U$ and $K$, we can map the 2-by-2 onto the 1-by-2 Hamiltonian:

$$W''_k = K^\dagger W'_k K = K^\dagger U W_k U^\dagger K.$$
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