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Abstract. Multi-radar collaborative networking is the development direction and research hotspot of radar detection technology. In recent years, with the rise of artificial intelligence, researchers have introduced neural networks and other artificial intelligence methods into multi-radar collaborative networking and achieved remarkable results. In this work, we abstract the radar network as an un-weighted graph, and then introduce the GCN, and combine the characteristics of the GRU with the temporal context, apply the Temporal Graph Convolutional Network to multi-radar collaborative network. We solve the problem of low efficiency and slow speed of radar network without data fusion.

1. Introduction
With the change of the world's military strategy and the continuous deepening reform of the world's military struggle system, information-led systematic combat and confrontation have become the main form of future wars. Cross-formation and cross-platform systematic collaborative operation will also become the basic form of war. As the core equipment of battlefield target perception, radar detection system is also facing more severe challenges. We focus on two of them to analyze and give our solutions. i) In the traditional multi-radar detection system, each radar independently completes the target detection task, lacks a unified collaborated control system. Only a small number of target points and track information are shared inefficiently, and it is difficult to meet the needs of future collaborative detection. ii) As an important part of multi-radar coordination, data fusion still has many problems to be solved urgently. Firstly, the effective information obtained by feature-level data fusion is less and the fusion speed is slow. Secondly, the signal-level data fusion lacks a unified signal format for a complex system composed of multiple radars with different systems, different frequency bands, and different polarization modes.

In this paper, we proposed a multi-radar collaborative networking method based on the Temporal Graph Convolutional Network (T-GCN). Our purpose is to improve the collaborative detection capabilities of future radar systems to deal with the increasingly severe electrical interference environment and the increasing threats of various targets. Through the development of a networked, collaborated, and information-based multi-radar collaborated detection system, multiple radars are optimally configured and have complementary capabilities to achieve comprehensive, three-dimensional, and multi-level collaborative network detection. The radar network can continuously track and detect small targets, low-altitude targets, high-speed and high-maneuvering targets in a broader and more flexible working manner.

We learn from the decentralized concept of distributed computation to eliminate the dependence of the radar network on the collaborative control center, increase the speed of information transmission...
and processing. Aiming at the problem that it is difficult to define a unified signal format for multiple radars in the network, we try to introduce the concept of edge computing to solve the programmability issues.

The main contributions of this article are as follows: i) We proposed a distributed multi-radari networking method. ii) Our radar network can realize signal-level information processing, accelerated information processing speed. iii) We do not need data fusion, solved the programmability issues.

2. Related work

2.1. Radar network
Since the 1980s, the research field of multi-radar collaborative detection has mostly focused on the basis of fusion judgment. With the support of the U.S. Naval Laboratory, researchers at MIT proposed to apply Bayesian criteria to data-level fusion detection, and then obtain a local optimal decision. P.K.Varshney and Z.Chair applied data fusion to the multi-radar Bayes detection problem based on the binary hypothesis testing problem, and then came up with an optimal data-level fusion detection method[1]. R. Niu proposed a new fusion rule Counting Rule by assuming that the detection probability of the node radar is equal to the false alarm probability[2]. In [3], in order to solve the problem that the detection performance of sensor networks is easily affected by the environment, a multi-sensor cooperative target detection algorithm based on adaptive iterative threshold is proposed. With the improvement of computer communication bandwidth, computer memory, and data processing capabilities, more observation information is allowed to be transmitted to the fusion center for processing. Researchers at the University of Rhode Island in the United States, with the support of the United States Air Force Rome Laboratory, conducted research on the signal-level fusion detection method of original echo signal fusion and its key problems. The signal-level fusion detection is mostly carried out under the condition that the echoes are independent of each other. Fishler gives the conditions for the independence of the nodal radar receiving echo[4-5]. I. Y. Hoballah proposed distributed Bayesian signal detection in [6]. In terms of single-platform with multi-radar integrated collaboration, multi-functional phased array radar is the core for integrated radar design. The most typical is Integrated Topside project, supported by U.S. Navy. Through unified resource management, status control, signal processing, data processing, and signal display, the project realized signal-level collaboration of single-platform with multi-radar[7]. The core of the InTop is to develop a modular and open architecture that can adapt to changes in technology and naval combat requirements[8-9]. Under the InTop architecture, the radar function system can support one or more narrow/wide beams of any specified in-band frequency, can generate, receive and process multi-frequency complex waveforms, and can simultaneously scan and track multiple targets for alert and precision track[10-13].

2.2. Graph Convolutional Network
At first, we sort out the differences and connections between Graph Embedding, Graph Neural Network and Graph Convolutional Network.

Graph Embedding[14-18] belongs to the category of representing learning, which usually has two levels of meaning. First, nodes in the graph are represented as low-dimensional, real-valued, and dense vector forms, so that the obtained vector form can have the ability of representation and reasoning in the vector space, and such vectors can be used in specific tasks. For example, the node representation obtained by the user social network is the representation vector of each user, which is then used for node classification. Second, entire graph is represented as a low-dimensional, real-valued, dense vector form, which is used to classify the entire graph structure. There are three methods of graph embedding: matrix factorization, Deepwalk, and Graph Neural Network.

Graph Neural Network is a general term for the models applied by neural networks on graphs. According to different classification methods and adopted technologies, GNN can be divided into different types[19]. At present, GCN, GAT and GraphLSTM[20-22] are more effective.
Graph Convolutional Network is a type of neural network that uses graph convolution. GCN has developed to many versions based on the simplest graph convolution improvement, and its status in the field of graph network is just like the status of convolution operation in image processing. The following characteristics are defined for the graph: a graph define as a pair $G = (V, E)$ with $N$ nodes $v_i \in V$, edges $(v_i, v_j) \in E$, each node $i$ has feature $x_i$, $X_{N \times D}$ is a matrix of node feature vectors $x_i$, $N$ is the number of the nodes, $D$ represents the feature dimension of each node, also called the dimension of the feature vector. Therefore, any graph convolutional layer can be written as such a nonlinear function:

$$H^{l+1} = f(H^l, A)$$

$H^0 = X$ is the first layer input, $x \in R^{N \times D}$, $A$ is adjacency matrix, Different models are selected for different problems. The difference lies in the implementation of the function $f$.

3. Our work

Our key idea is to abstract the radar network as an unweighted graph. We extract the interconnections between radars and the features of radars and normalize them, which are used to construct adjacency matrix and feature matrix. Then input them into T-GCN to train the model as show in Fig. 1.

3.1. Embedding

To deal with the differences between multiple radars, we need to carry out a unified formal description and functional encapsulation of the multi-radar collaborative detection system resources, and map specific system physical resources to logical resources. Therefore, we learn from the process of embedding for words in natural language processing to obtain word vectors, and abstract the radar physical resources into feature vectors. To ensure that the multiple physical resources of different radars can be represented by a unified feature vector, we set the dimension of the feature vector to be large enough to make the different features discrete from each other and retain as much information as possible. The feature matrix of the radar is $X_{N \times D}$, $x_i$ is the i-th feature of the radar, $N$ is the dimension of the feature vector. We use Continuous Bag of Words Model, which is word2vec[23] way, to embed radar feature as show in Fig. 2.
Figure 2. CBOW is a kind of word2vec.

Assuming that the CBOW model takes $k$ words before and after the target word $w_t$, that means the size of the window is $k$, then the CBOW model predicts as

$$p(w_t | w_{t-k}, w_{t-(k-1)}, \ldots, w_{t-1}, w_{t+1}, \ldots, w_{t+(k-1)}, w_{t+k})$$

(2)

The weight matrix from the input layer to the hidden layer is $W$, and the vector of the hidden layer is $h$, then:

$$h = \frac{1}{k} \sum_{i=1}^{k-1} (w_i^T \cdot x_{t-i} + w_i^T \cdot x_{t+i})$$

(3)

The weight matrix from the hidden layer to the output layer is $U_{d \times 1}$, and the vector of the output layer is $y_{d \times 1}$, then:

$$y = \text{softmax}(U^T \cdot h)$$

(4)

And loss function:

$$L = \prod_{t=1}^{V} p(w_t | w_{t-k}, w_{t-(k-1)}, \ldots, w_{t-1}, w_{t+1}, \ldots, w_{t+(k-1)}, w_{t+k})$$

(5)

3.2. Temporal Graph Convolutional Network

In this section, we elaborate on the algorithm framework and algorithm implementation. To capture the space and time dependencies at the same time, we adopt the Temporal Graph Convolutional Network proposed by Zhao, L. in [24]. This model combines graph convolutional network (GCN) and gated recursive unit (GRU). GCN is used to learn complex topological structures to capture spatial dependencies, and GRU is used to learn the dynamic changes of radar networks to capture temporal dependencies. In this research, the goal of the multi-radar network is to predict the radar feature in a certain period of time based on the historical detection information in the network. In our method, the radar feature is a general concept which can be center frequency, bandwidth, beamforming, or sampling rate.

Definition 1: radar network $G$. We use an unweight graph $G = (V, E)$ to describe the topological structure of the radar network, and we treat each radar as a node, where $V$ is a set of radar nodes, $V = \{v_1, v_2, \ldots, v_N\}$, $N$ is the number of the nodes, and $E$ is a set of edges, $(v_i, v_j) \in E$. The adjacency matrix $A$ is used to represent the connection between radars, $A \in \mathbb{R}^{N \times N}$. The adjacency matrix contains only elements of 0 and 1. The element is 0 means there is no link between two radars and 1 denotes there is a link. Because the radars are connected to each other, the collaborative control system is no longer needed. This is an end-to-end learning process, and there is no need to consider data fusion.

Definition 2: feature matrix $X^{N \times D}$. We regard the radar feature on the radar network as the attribute features of the node in the network, expressed as $X \in \mathbb{R}^{N \times D}$, where $N$ is the number of the nodes, $D$
represents the feature dimension of each node and $X_t \in \mathbb{R}^{N \times d}$ is used to represent the bandwidth on each radar at time $i$. Again, the node attribute features can be any radar feature such as center frequency, bandwidth, beamforming, or sampling rate.

Thus, the problem of spatio-temporal radar forecasting can be considered as learning the mapping function $f$ on the premise of radar network topology $G$ and feature matrix $X$ and then calculating the radar feature in the next $T$ moments, as shown in equation 6:

$$[X_{t+1}, \ldots, X_{t+T}] = f(G; (X_{t-n}, \ldots, X_{t-1}, X_t))$$  \hspace{1cm} (6)

where $n$ is the length of historical time series and $T$ is the length of the time series needed to be predicted.

![Graph Convolution Network and Gated Recurrent Unit model](image)

**Figure 3.** Overview. We take the historical radar feature as input and obtain the final prediction result through the Graph Convolution Network and the Gated Recurrent Unit model.

Now, we describe how to use the T-GCN model to realize the radar forecasting task based on the radar network. Specifically, the T-GCN model consists of two parts: the GCN and the GRU. As shown in Figure 3, we first use the historical $n$ time series data as input and the GCN is used to capture topological structure of radar network for obtaining the spatial features. Second, the obtained time series with spatial features are input into the GRU model and the dynamic change is obtained by information transmission between the units, to capture temporal features. Finally, we get results through the fully connected layer.

Given an adjacency matrix $A$ and the feature matrix $X$, the GCN model constructs a filter in the Fourier domain. The filter, acting on the nodes of a graph, captures spatial features between the nodes by its first-order neighborhood, then the GCN model can be built by stacking multiple convolutional layers, which can be expressed as equation 7:

$$H^{(l+1)} = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H^{(l)} \theta^{(l)} \right)$$  \hspace{1cm} (7)

where $\tilde{A} = A + I_N$ is the matrix with added self-connections, $I_N$ is the identity matrix, $\tilde{D}$ is the degree matrix, $\tilde{D} = \sum_j \tilde{A}_{ij}$, $H^{(l)}$ is the output of $l$ layer, $\theta^{(l)}$ contains the parameters of that layer, and $\sigma(\cdot)$ represents the sigmoid function for a nonlinear model.
We use the 2-layer GCN model to obtain spatial dependence[20], which can be expressed as equation 8:

\[ f(X, A) = \sigma(\hat{A})ReLU(\hat{A}XW_0)W_1 \]  

(8)

where \( \hat{A} = \hat{D}^{-\frac{1}{2}}\hat{A}\hat{D}^{-\frac{1}{2}} \) denotes pre-processing step, \( W_0 \in \mathbb{R}^{P \times H} \) represents the weight matrix from input to hidden layer, \( P \) is the length of feature matrix, and \( H \) is the number of hidden unit, \( W_1 \in \mathbb{R}^{H \times T} \) represents the weight matrix from hidden to output layer. \( f(X, A) \in \mathbb{R}^{N \times T} \) represents the output with the prediction length \( T \), and \( ReLU() \), standing for REctified Linear Unit, which is a frequently used activation layer in modern deep neural networks.

Then, we combine graph convolution process \( f(X, A) \) which defined in equation 8, with GRU. \( f(X, A) \) represents the point-wise multiplication. W and b represent the weights and biases in the training process.

\[ u_t = \sigma(W_u[f(A, X_t), h_{t-1}]) + b_u \]  

(9)

\[ r_t = \sigma(W_r[f(A, X_t), h_{t-1}]) + b_r \]  

(10)

\[ c_t = tanh(W_c[f(A, X_t), (r_t \ast h_{t-1})] + b_c \]  

(11)

\[ h_t = r_t \ast h_{t-1} + (1 - u_t) \ast c_t \]  

(12)

In the training process, the goal is to minimize the error between the real radar feature and the predicted value. \( Y_t \) is the real value and \( \hat{Y}_t \) is the predicted one. The first term is used to minimize the error between the real radar feature and the prediction. The second term \( L_{reg} \) is the L2 regularization term that helps to avoid an overfitting problem and \( \lambda \) is a hyperparameter.

\[ loss = ||Y_t - \hat{Y}_t|| + \lambda L_{reg} \]  

(13)

4. Conclusions

The Multi-radar collaborative networking method based on T-GCN can deal with complex spatial dependence and temporal dynamics in radar network. On one hand, we use GCN to capture the topological structure of the radar network for obtaining the spatial dependence. On the other hand, the GRU is used to capture the dynamic variation of radar feature in the network for obtaining the temporal dependence and eventually for realizing radar collaboration tasks.
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