Completion problem of upper triangular $3 \times 3$ operator matrices on arbitrary Banach spaces
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Abstract

We solve the completion problem of $3 \times 3$ upper triangular operator matrix acting on a direct sum of Banach spaces and hence generalize the famous result of Han, Lee, Lee (Proc. Amer. Math. Soc. 128 (1) (2000), 119-123) to a greater dimension of a matrix. Our main tools are Harte’s ghost of an index theorem and Banach spaces embeddings. We overcome the lack of orthogonality in Banach spaces by exploiting decomposition properties of inner regular operators, and of Fredholm regular operators when needed.
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1 Introduction and preliminaries

Throughout this text, let $X, Y, Z$ be arbitrary Banach spaces. Let $\mathcal{B}(X, Y)$ stand for the collection of all bounded linear operators from $X$ to $Y$. By agreement, $\mathcal{B}(X) = \mathcal{B}(X, X)$. If $T \in \mathcal{B}(X, Y)$, then $\mathcal{N}(T)$ and $\mathcal{R}(T)$ stand for the null and the range space of $T$, respectively.

Let $T \in \mathcal{B}(X, Y)$. We put $\alpha(T) = \dim \mathcal{N}(T)$ and $\beta(T) = \dim Y/\mathcal{R}(T)$. In the previous sentence, $\dim$ is the algebraic dimension of a subspace. Different types of regularities can be described using notions $\alpha(\cdot)$ and $\beta(\cdot)$. For example:

*corresponding author: Nikola Sarajlija; University of Novi Sad, Faculty of Sciences, Novi Sad 21000, Serbia; e-mail: nikola.sarajlija@dmi.uns.ac.rs
†University of Niš, Faculty of Sciences and Mathematics. Niš 18000, Serbia; e-mail: dragandjordjevic70@gmail.com
‡The authors are supported by the Ministry of Education, Science and Technological Development of the Republic of Serbia under grants no. 451-03-68/2022-14/200124, 451-03-66/2024-03/200125 and 451-03-65/2024-03/200125
- $T$ is left Fredholm operator if $\alpha(T) < \infty$ and $\mathcal{R}(T)$ is closed and complemented in $Y$;
- $T$ is right Fredholm operator if $\beta(T) < \infty$ and $\mathcal{N}(T)$ is complemented in $X$;
- $T$ is Fredholm operator if $\alpha(T), \beta(T) < \infty$;
- $T$ is left invertible if $T$ is left Fredholm with $\alpha(T) = 0$;
- $T$ is right invertible if $T$ is right Fredholm with $\beta(T) = 0$;
- $T$ is invertible if $T$ is Fredholm invertible with $\alpha(T) = \beta(T) = 0$.

This article deals with the invertibility properties of $3 \times 3$ upper triangular block operators whose diagonal entries are known. We denote such an operator by $M_{D,E,F}$, that is

$$
M_{D,E,F} = \begin{pmatrix}
A & D & E \\
0 & B & F \\
0 & 0 & C
\end{pmatrix},
$$

where $D, E, F$ are variables. It is understood that $M_{D,E,F}$ acts on the space $X \oplus Y \oplus Z$, while its entries act on appropriate domains: $A \in \mathcal{B}(X)$, $D \in \mathcal{B}(Y, X)$ and so on.

Upper triangular operator matrices of dimension 2 are well studied in terms of their invertibility properties (see [1], [4], [5], [9] etc.). However, invertibility of upper triangular operators of dimension 3 has been neglected until a few years ago ([3], [12]). We show that the well-known result of Han, Lee and Lee [5, Theorem 2] can be extended to the case of $3 \times 3$ upper triangular operator matrices. Let us also mention that there has been some interest in the investigation of $n \times n$ upper triangular operator matrices for general $n > 3$, but we shall not pursue this point here (see for example [8], [10]).

In [5] the authors exploited decomposition properties of inner regular operators (see (0.2) in [5]), and we pursue such an idea. The class of inner regular operators consists of operators $T \in \mathcal{B}(X, Y)$ that can be expressed in the form $T = TT'\overline{T}$ for some $T' \in \mathcal{B}(Y, X)$. It is well-known that $T \in \mathcal{B}(X, Y)$ is inner regular if and only if its kernel and range are closed and complemented subspaces [2, Corollary 1.1.5]. For example, every (left, right) Fredholm operator is inner regular, and every (left, right) invertible operator is inner regular. Instead of inner regular we shall only say regular.

In the sequel, we will find a huge benefit of the following matrix decomposition:

$$
M_{D,E,F} = \begin{pmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & C
\end{pmatrix}
\begin{pmatrix}
I & 0 & E \\
0 & I & F \\
0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
I & 0 & 0 \\
0 & B & 0 \\
0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
I & D & 0 \\
0 & I & 0 \\
0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
A & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I
\end{pmatrix}
$$

Notice that the second and the fourth factor in (1.2) are invertible matrices for all $D \in \mathcal{B}(Y, X), E \in \mathcal{B}(Z, X), F \in \mathcal{B}(Z, Y)$.
The following results will be used in the proof of our main theorem.

**Lemma 1.1.** Let $S, T \in B(X)$. If $T$ is invertible, then:

1) $\mathcal{R}(TS) \cong \mathcal{R}(S)$;
2) $\mathcal{R}(ST) = \mathcal{R}(S)$;
3) $\mathcal{N}(ST) \cong \mathcal{N}(S)$;
4) $\mathcal{N}(TS) = \mathcal{N}(S)$.

**Lemma 1.2.** Consider $M_{D,E,F}$ and its diagonal operators $A, B, C$. If any three of those four operators are invertible for every $D \in B(Y, X), E \in B(Z, X), F \in B(Z, Y)$, then the fourth is invertible as well.

*Proof.* This is obvious from (1.2). \hfill \Box

The following lemma is well-known in the literature (see for example [1, Lemma 2.3]).

**Lemma 1.3.** If $X, Y, Z$ are Banach spaces then

$$(X \times Y \cong X \times Z \text{ and } \dim X < \infty) \Rightarrow Y \cong Z.$$  

The following result is known as Harte’s ghost of an index theorem (see [6] and [7]).

**Theorem 1.4.** If $T \in B(X, Y), S \in B(Y, Z)$ and $ST \in B(X, Z)$ are regular, then

$$\mathcal{N}(T) \times \mathcal{N}(S) \times Z/\mathcal{R}(ST) \cong \mathcal{N}(ST) \times Y/\mathcal{R}(T) \times Z/\mathcal{R}(S).$$

## 2 Characterization of invertibility of $M_{D,E,F}$

In this section we provide necessary and sufficient conditions for invertibility of $M_{D,E,F}$ (Theorem 2.1), and afterwards consider under what a priori assumption these conditions become equivalent (Corollary 2.2 Theorem 2.3).

We will make use of the following definition introduced in [1]: we say that a Banach space $X$ can be embedded in a Banach space $Y$, denoted by $X \preceq Y$, provided that there exists a left invertible operator $A \in B(X,Y)$. Then, it is obvious that $X \cong Y$ if and only if $X \preceq Y$ and $Y \preceq X$. If $X, Y$ are Hilbert spaces and $\dim hX$ is the orthogonal dimension of $X$, then $X \preceq Y$ if and only if $\dim hX \leq \dim hY$.

If $U$ is a closed subspace of a Banach space $V$, we will use the following notation for the quotient space: $V/U = V/U$.

We prove the following theorem.
Theorem 2.1. Let $X, Y, Z$ be Banach spaces, and let $A \in \mathcal{B}(X)$, $B \in \mathcal{B}(Y)$, $C \in \mathcal{B}(Z)$. Assume that $B$ is regular. Consider the following statements:

1) a) $A$ is left invertible and $C$ is right invertible;
   b) $\mathcal{N}(B) \leq X/\mathcal{R}(A)$ and $Y/\mathcal{R}(B) \leq \mathcal{N}(C)$;
   c) $\frac{X/\mathcal{R}(A)}{\mathcal{R}(J_1)} \cong \frac{\mathcal{N}(C)}{\mathcal{R}(J_2)}$ for left invertible operators $J_1 : \mathcal{N}(B) \to X/\mathcal{R}(A)$ and $J_2 : Y/\mathcal{R}(B) \to \mathcal{N}(C)$ which realize relations $\leq$ in 1) b).

2) There exist $D \in \mathcal{B}(Y,X), E \in \mathcal{B}(Z,X), F \in \mathcal{B}(Z,Y)$ such that $M_{D,E,F}$ is invertible.

3) a) $A$ is left invertible and $C$ is right invertible;
   b) $\mathcal{N}(B) \leq X/\mathcal{R}(A)$ and $Y/\mathcal{R}(B) \leq \mathcal{N}(C)$;
   c) $\mathcal{N}(B) \times \mathcal{N}(C) \cong X/\mathcal{R}(A) \times Y/\mathcal{R}(B)$.

Then 1) $\Rightarrow$ 2) $\Rightarrow$ 3).

Proof. 1) $\Rightarrow$ 2): Suppose that 1) holds. By 1) a) and 1) b) there exist closed subspaces: $X_1$ of $X$, $Y_1$ and $Y_2$ of $Y$, and $Z_1$ of $Z$ such that:

$$X = X_1 \oplus \mathcal{R}(A), \quad Y = Y_1 \oplus \mathcal{R}(B), \quad Y = Y_2 \oplus \mathcal{N}(B), \quad Z = Z_1 \oplus \mathcal{N}(C).$$

Consequently, $X/\mathcal{R}(A) \cong X_1$, $Y/\mathcal{R}(B) \cong Y_1$, $Y/\mathcal{N}(B) \cong Y_2$, $Z/\mathcal{N}(C) \cong Z_1$.

Condition 1) b) implies the existence of left invertible mappings $J_1 : \mathcal{N}(B) \to X_1$ and $J_2 : Y_1 \to \mathcal{N}(C)$. Consider their invertible reductions $J_1 : \mathcal{N}(B) \to \mathcal{R}(J_1)$ and $J_2 : Y_1 \to \mathcal{R}(J_2)$, which are denoted by the same symbols. There exist closed subspaces $\mathcal{R}(J_1)'$ and $\mathcal{R}(J_2)'$ such that $X_1 = \mathcal{R}(J_1)' \oplus \mathcal{R}(J_1)$, $\mathcal{N}(C) = \mathcal{R}(J_2)' \oplus \mathcal{R}(J_2)$.

By 1) c) there exists an isomorphism $J : \mathcal{R}(J_2)' \to \mathcal{R}(J_1)'$.

Define

$$D = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & J_1 \end{pmatrix} : \begin{pmatrix} Y_2 \\ \mathcal{N}(B) \end{pmatrix} = Y \to X = \begin{pmatrix} \mathcal{R}(A) \\ \mathcal{R}(J_1)' \\ \mathcal{R}(J_1) \end{pmatrix},$$

$$F = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & J_2^{-1} \end{pmatrix} : \begin{pmatrix} Z_1 \\ \mathcal{R}(J_2)' \\ \mathcal{R}(J_2) \end{pmatrix} = Z \to Y = \begin{pmatrix} \mathcal{R}(B) \\ Y_1 \end{pmatrix}.$$
and
\[ E = \begin{pmatrix} 0 & 0 & 0 \\ 0 & J & 0 \\ 0 & 0 & 0 \end{pmatrix} : \begin{pmatrix} Z_j \\ \mathcal{R}(j_2) \end{pmatrix} = Z \to X = \begin{pmatrix} \mathcal{R}(A) \\ \mathcal{R}(J_1) \end{pmatrix}. \]

Since \( j_1, j_2^{-1} \) and \( J \) are isomorphisms between appropriate subspaces, it is obvious that \( D \in \mathcal{B}(Y, X), E \in \mathcal{B}(Z, X), F \in \mathcal{B}(Z, Y) \).

To prove that \( M_{D,E,F} \) is invertible, notice the following. We have
\[
\mathcal{R}(M_{D,E,F}) = \mathcal{R} \left( \begin{pmatrix} A \\ 0 \\ 0 \end{pmatrix} \right) + \mathcal{R} \left( \begin{pmatrix} D \\ B \\ 0 \end{pmatrix} \right) + \mathcal{R} \left( \begin{pmatrix} E \\ C \end{pmatrix} \right)
= (\mathcal{R}(A) + \mathcal{R}(J_1) + \mathcal{R}(J_1)) + (\mathcal{R}(B) + Y_1) + \mathcal{R}(C) = X \oplus Y \oplus Z,
\]
so \( M_{D,E,F} \) is onto.

Moreover, if \( w = \begin{pmatrix} x \\ y \\ z \end{pmatrix} \in X \oplus Y \oplus Z \) and \( M_{D,E,F}w = 0 \), we have
\[ Ax + Dy + Ez = 0, \quad By + Fz = 0, \quad Cz = 0. \]

From \( Cz = 0 \) we get \( z \in \mathcal{N}(C) = \mathcal{R}(j_2) \oplus \mathcal{R}(J_2) \). We know that \( By \in \mathcal{R}(B) \) and \( Fz \in Y_1 \). Thus, from \( By + Fz = 0 \) we get \( By = 0 \) and \( Fz = 0 \). Hence, \( y \in \mathcal{N}(B) \) and \( z \in \mathcal{R}(J_2) \). We have \( Ax \in \mathcal{R}(A), Dy \in D(\mathcal{N}(B)) = J_1(\mathcal{N}(B)) = \mathcal{R}(J_1) \) and \( Ez \in E(\mathcal{R}(J_2)) = J(\mathcal{R}(J_2)) = \mathcal{R}(J_1) \). Hence, from \( Ax + Dy + Ez = 0 \) we conclude \( Ax = 0, Dy = J_1y = 0 \) and \( Jz = 0 \), implying that \( x = 0, y = 0 \) and \( z = 0 \). Thus, \( M_{D,E,F} \) is one-to-one.

2) \( \Rightarrow \) 3): Assume that \( M_{D,E,F} \) is invertible for some \( D, E \) and \( F \) defined on appropriate domains. Consider factorization \([2.2]\) to conclude that \( A \) is left invertible and \( C \) is right invertible, thus the condition 3) a) follows.

Denote the product of the first two factors in \([2.2]\) by \( S \), the product of the last three factors by \( T \), and apply Theorem \([1.4]\) We get
\[
\mathcal{N}(S) \times \mathcal{N}(T) \times \{0\} \cong \{0\} \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / \mathcal{R}(S) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / \mathcal{R}(T),
\]
where we have used invertibility of \( ST = M_{D,E,F} \).

Next, in view of Lemma \([1.1]\) the previous congruence becomes
\[
\mathcal{N}(C) \times \mathcal{N}(T) \cong \mathcal{N}(C) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / \mathcal{R}(C) \times \begin{pmatrix} X \\ Z \end{pmatrix} / \mathcal{R}(T).
\]
Observe that \( T \) is left invertible, hence \( \mathcal{N}(T) = \{0\} \), and that \( C \) is right invertible, hence \( Z / \mathcal{R}(C) = \{0\} \). Therefore, we finally get
\[
\mathcal{N}(C) \cong \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / \mathcal{R}(T). \tag{2.1}
\]
If we denote the product of the first three factors in (1.2) by $S'$, and the product of the last two by $T'$, in the similar manner one can get

$$\mathcal{N}(S') \cong X/R(A).$$  \hspace{1cm} (2.2)

Relations (2.1) and (2.2) immediately imply condition 3) b).

Now, denote the product of the second and the third factor in (1.2) by $\tilde{S}$, the product of the last two factors by $\tilde{T}$, and again apply Theorem 1.4 to $\tilde{S}$ and $\tilde{T}$. We get

$$\mathcal{N}(\tilde{S}) \times \mathcal{N}(\tilde{T}) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / R(\tilde{S}\tilde{T}) \cong \mathcal{N}(\tilde{S}\tilde{T}) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / R(\tilde{S}) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / R(\tilde{T}).$$

Next, in view of Lemma 1.1 the previous congruence becomes

$$\mathcal{N}(B) \times \mathcal{N}(A) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / R(\tilde{S}\tilde{T}) \cong \mathcal{N}(\tilde{S}\tilde{T}) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / R(\tilde{S}) \times X/R(A).$$

Observe that $A$ and $\tilde{S}\tilde{T}$ are left invertible, hence their null spaces are zero. Therefore, we finally get

$$\mathcal{N}(B) \times \mathcal{N}(A) \times \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} / R(\tilde{S}\tilde{T}) \cong Y/R(B) \times X/R(A).$$  \hspace{1cm} (2.3)

Now, there is one more use of Lemma 1.1 to conclude that (2.1) and (2.3) imply $\mathcal{N}(B) \times \mathcal{N}(C) \cong X/R(A) \times Y/R(B)$, which is 3) c).

Naturally, one would like to know if there are regular operators $B$ such that conditions 1) and 3) in Theorem 2.1 become equivalent. Implication 1) $\Rightarrow$ 3) always holds, and with regards to Lemma 1.3 it is obvious that opposite is true for the class of Fredholm operators. The following theorem is our main result. It is at the same time extension of [5, Theorem 2] to matrix dimension $n = 3$, generalization of [12, Corollary 2.4] to the Banach space setting, and improvement of [11, Theorem 2.13] for $n = 3$.

**Corollary 2.2.** Assume that $B \in \mathcal{B}(Y)$ is Fredholm. Then the following statements are equivalent:

1) There exist $D \in \mathcal{B}(Y,X)$, $E \in \mathcal{B}(Z,X)$, $F \in \mathcal{B}(Z,Y)$ such that $M_{D,E,F}$ is invertible.

2) a) $A$ is left invertible and $C$ is right invertible;
   b) $\mathcal{N}(B) \preceq X/R(A)$ and $Y/R(B) \preceq \mathcal{N}(C)$;
   c) $\mathcal{N}(B) \times \mathcal{N}(C) \cong X/R(A) \times Y/R(B)$.  \hspace{1cm} (2.3)
Previous corollary is very reminiscent to the statement of [5] Theorem 2.

We prove the following result for Hilbert space operators.

**Theorem 2.3.** Let $X, Y, Z$ be Hilbert spaces, $A \in \mathcal{B}(X)$ is left invertible, $B \in \mathcal{B}(Y)$ is inner regular, $C \in \mathcal{B}(Z)$ is right invertible,

\[
\text{dim}_h \mathcal{N}(B) \leq \text{dim}_h X/\mathcal{R}(A) \quad \text{and} \quad \text{dim}_h Y/\mathcal{R}(B) \leq \text{dim}_h \mathcal{N}(C).
\]

Then the following statements are equivalent;

1) \[ \frac{X/\mathcal{R}(A)}{\mathcal{R}(J_1)} \cong \frac{\mathcal{N}(C)}{\mathcal{R}(J_2)} \quad \text{for some left invertible operators} \quad J_1 : \mathcal{N}(B) \to X/\mathcal{R}(A) \quad \text{and} \quad J_2 : Y/\mathcal{R}(B) \to \mathcal{N}(C). \]

2) $\mathcal{N}(B) \times \mathcal{N}(C) \cong X/\mathcal{R}(A) \times Y/\mathcal{R}(B)$.

**Proof.** It is enough to prove implication $2) \Rightarrow 1)$. Suppose that $2)$ holds. Left invertible operators $J_1 : \mathcal{N}(B) \to X/\mathcal{R}(A)$ and $J_2 : Y/\mathcal{R}(B) \to \mathcal{N}(C)$ exist by the main assumption of this theorem. We have to prove that $J_1$ and $J_2$ can be adjusted such that $1)$ is also satisfied.

We consider several cases and subcases.

**Case I.** $\text{dim}_h \mathcal{N}(B) < \text{dim}_h X/\mathcal{R}(A)$ and $\text{dim}_h \mathcal{N}(C) \leq \text{dim}_h X/\mathcal{R}(A)$.

**Subcase I.1.** $X/\mathcal{R}(A)$ is infinite dimensional.

Since

\[
\text{dim}_h Y/\mathcal{R}(B) \leq \text{dim}_h \mathcal{N}(C) \leq \text{dim}_h X/\mathcal{R}(A),
\]

by $2)$ it follows that $\text{dim}_h \mathcal{N}(C) = \text{dim}_h X/\mathcal{R}(A)$. Then

\[
\text{dim}_h J_1(\mathcal{N}(B)) = \text{dim}_h \mathcal{N}(B) < \text{dim}_h X/\mathcal{R}(A).
\]

Thus

\[
\frac{X/\mathcal{R}(A)}{\mathcal{R}(J_1)} \cong X/\mathcal{R}(A).
\]

Since

\[
\text{dim}_h \mathcal{R}(J_2) = \text{dim}_h Y/\mathcal{R}(B) \leq \text{dim}_h X/\mathcal{R}(A) = \text{dim}_h \mathcal{N}(C),
\]

we conclude that $J_2$ can be adjusted such that

\[
\frac{\mathcal{N}(C)}{\mathcal{R}(J_2)} \cong \mathcal{N}(C) \cong X/\mathcal{R}(A) \cong \frac{X/\mathcal{R}(A)}{\mathcal{R}(J_1)}.
\]

Thus, $1)$ holds.

**Subcase I.2.** $X/\mathcal{R}(A)$ is finite dimensional.

Let

\[
k = \text{dim}_h \mathcal{N}(B), \quad l = \text{dim}_h \mathcal{N}(C), \quad m = \text{dim}_h X/\mathcal{R}(A), \quad n = \text{dim}_h Y/\mathcal{R}(B).
\]
We have
\[ k < m, \quad n \leq l \leq m, \quad k + l = m + n, \]
all these quantities are finite, and we get
\[ 0 < m - k = l - n, \]
which is 1) in finite dimensions.

**Case II.** \( \dim_h \mathcal{N}(B) < \dim_h X/R(A) < \dim_h \mathcal{N}(C) \).

**Subcase II.1.** \( \mathcal{N}(C) \) is infinite dimensional.

We get that
\[ \mathcal{N}(B) \times \mathcal{N}(C) \cong \mathcal{N}(C) \quad \text{and} \quad \dim_h Y/R(B) = \dim_h \mathcal{N}(C). \]
Since \( \dim_h X/R(A) < \dim_h \mathcal{N}(C) \), for every left invertible \( J_1 : \mathcal{N}(B) \to X/R(A) \) is is possible to adjust some left invertible \( J_2 : Y/R(B) \to \mathcal{N}(C) \) such that
\[ \frac{X/R(A)}{R(J_1)} \cong \frac{\mathcal{N}(C)}{R(J_2)} \]
holds.

**Subcase II.2.** \( \mathcal{N}(C) \) is finite dimensional.

Keep \( k, l, m, n \) the same as in Subcase I.2. We get
\[ k < m < l, \quad n \leq l, \quad l + l = m + n, \]
implying that all these quantities are finite and
\[ 0 < m - k = l - n, \]
which is again 1) in finite dimensions.

**Case III.** \( \dim_h \mathcal{N}(B) = \dim_h X/R(A) \) and \( \dim_h \mathcal{N}(C) \leq \dim_h X/R(A) \).

**Subcase III.1.** \( X/R(A) \) is infinite dimensional.

From
\[ \dim_h J_2(Y/R(B)) = \dim_h Y/R(B) \leq \dim_h \mathcal{N}(C) \leq \dim_h X/R(A) \]
\[ = \dim_h \mathcal{N}(B) \]
we get that for every left invertible \( J_2 : Y/R(B) \to \mathcal{N}(C) \) we can find a left invertible \( J_1 : \mathcal{N}(B) \to X/R(A) \) such that
\[ \frac{X/R(A)}{R(J_1)} \cong \frac{\mathcal{N}(C)}{R(J_2)} \]

**Subcase III.2.** \( X/R(A) \) is finite dimensional.
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This is proved in the same way as in the previous finite dimensional subcases.

Case IV. \( \dim_h \mathcal{N}(B) = \dim_h X/\mathcal{R}(A) < \dim_h \mathcal{N}(C) \).

Subcase IV.1. \( \mathcal{N}(C) \) is infinite dimensional.

We get

\[ \mathcal{N}(C) \cong \mathcal{N}(B) \times \mathcal{N}(C) \cong X/\mathcal{R}(A) \times Y/\mathcal{R}(B), \]

implying \( \mathcal{N}(C) \cong R/\mathcal{R}(B) \). Thus, for every left invertible \( J_1 : \mathcal{N}(B) \to X/\mathcal{R}(A) \) we can adjust a left invertible \( J_2 : Y/\mathcal{R}(B) \to \mathcal{N}(C) \) such that

\[ \frac{X/\mathcal{R}(A)}{\mathcal{R}(J_1)} \cong \frac{\mathcal{N}(C)}{\mathcal{R}(J_2)}. \]

Subcase IV.2. \( \mathcal{N}(C) \) is finite dimensional.

Again, this is a routine. \( \square \)
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