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Abstract
We assess the reliability and accuracy of (neural) word embeddings for both modern and historical English and German. Our research provides deeper insights into the empirically justified choice of optimal training methods and parameters. The overall low reliability we observe, nevertheless, casts doubt on the suitability of word neighborhoods in embedding spaces as a basis for qualitative conclusions on synchronic and diachronic lexico-semantic matters, an issue currently high up in the agenda of Digital Humanities.

1 Introduction
Distributional methods applied to large-sized, often temporally stratified corpora have markedly enhanced the methodological repertoire of both synchronic and diachronic computational linguistics and are getting more and more popular in the Digital Humanities (see Section 2.2). However, using such quantitative data as a basis for qualitative, empirically-grounded theories requires that measurements should not only be accurate, but also reliable. Only under such a guarantee, quantitative data can be assembled from different experiments as a foundation for trustful theories.

Measuring word similarity by word neighborhoods in embedding space can be used to detect diachronic shifts or domain specific usage, by training word embeddings on suited corpora and comparing these representations. Additionally, lexical items near in the embedding space to the lexical item under scrutiny can be considered as approximating its meaning at a given point in time or in a specific domain. These two lines of research converge in prior work to show, e.g., the increasing association of the lexical item ‘gay’ with the meaning dimension of homosexuality (Kim et al., 2014; Kulkarni et al., 2015). Neural word embeddings (Mikolov et al., 2013) are probably the most influential among all embedding types (see Section 2.1). Yet, we gathered evidence that the inherent randomness involved in their generation affects the reliability of word neighborhood judgments and demonstrate how this hampers qualitative conclusions based on such models.

Our investigation was performed on both historical (for the time span of 1900 to 1904) and contemporary texts (for the time span of 2005 to 2009) in two languages, English and German. It is thus a continuation of prior work, in which we investigated historical English texts only (Hellrich and Hahn, 2016a), and also influenced by the design decisions of Kim et al. (2014) and Kulkarni et al. (2015) which were the first to use word embeddings in diachronic studies. Our results cast doubt on the reproducibility of such experiments where neighborhoods between words in embedding space are taken as a computationally valid indicator for properly capturing lexical meaning (and, consequently, meaning shifts).

2 Related Work
2.1 Word Embeddings
Word embeddings, i.e., low (several hundred) dimensional vector word representations encoding both semantic and syntactic information, are currently one of the most influential methods in computational
linguistics. The word2vec family of algorithms, developed from heavily trimmed artificial neural networks, is a widely used and robust way to generate such embeddings (Mikolov et al., 2013; Levy et al., 2015). Its skip-gram variant predicts plausible contexts for a given word, whereas the alternative continuous bag-of-words variant tries to predict words from contexts; we focus on the former as it is generally reported to be superior (see e.g., Levy et al. (2015)). There are two strategies for managing the huge number of potential contexts a word can appear in. Skip-gram hierarchical softmax (SGHS) uses a binary tree to more efficiently represent the vocabulary, whereas skip-gram negative sampling (SGNS) updates only a limited number of word vectors during each training step. SGNS is preferred in general, yet SGHS showed slight benefits in some reliability scenarios in our prior investigations (Hellrich and Hahn, 2016a).

There are two sources of randomness involved in the training of neural word embeddings: First, the random initialization of all word vectors before any examples are processed. Second, the order in which these examples are processed. Both can be replaced by deterministic alternatives,¹ yet this would simply replace a random distortion with a fixed one, thus providing faux reliability only useful for testing purposes. A range of other word embedding algorithms was inspired by word2vec, either trying to avoid the opaqueness stemming from its neural network heritage (GloVe; still using random initialization, see Pennington et al. (2014)) or adding capabilities, like using syntactic information during training (Levy and Goldberg, 2014) or modeling multiple word senses (Bartunov et al., 2016; Panchenko, 2016). Levy et al. (2015) created SVDPPMI, a variant of the classical pointwise mutual information co-occurrence metric (see e.g., Manning and Schütze (1999, pp.178–183)), by transferring pre-processing steps and hyper-parameters uncovered by the development of these algorithms, and reported similar or slightly better performance than SGNS on evaluation tasks. It is conceptually not affected by reliability problems, as there is no random initialization or relevant processing order.

Word embeddings capture both syntactic and semantic information (and arguably also social biases, see Bolukbasi et al. (2016)) in vector form and can thus be evaluated by their ability to calculate the similarity of two words and perform analogy-based reasoning; there exist several other evaluation methods and more test sets than discussed here, see e.g., Baroni et al. (2014). Mikolov et al. (2013) provide an analogy test set for measuring performance as the percentage of correctly calculated analogies for test cases such as the frequently cited ‘king’–‘queen’ example (see Section 3). Word similarity is evaluated by calculating Spearman’s rank coefficient between embedding-derived predictions and a gold standard of human word similarity judgments. Finkelstein et al. (2002) developed a widely used test set with 353 English word pairs,² a similar resource for German with 350 word pairs was provided by Zesch and Gurevych (2006).³ Recent work cautions that performance on such tasks is not always predictive for performance in downstream applications (Batchkarov et al., 2016).

2.2 Diachronic Application

Word embeddings can be used rather directly for tracking semantic changes, namely by measuring the similarity of word representations generated for one word at different points in time—words which underwent semantic shifts will be dissimilar with themselves. These models must either be trained in a continuous manner where the model for each time span is initialized with its predecessor (Kim et al., 2014; Hellrich and Hahn, 2016b), or a mapping between models for different points in time must be calculated (Kulkarni et al., 2015; Hamilton et al., 2016). The first approach cannot be performed in parallel and is thus rather time-consuming, if texts are not subsampled. We nevertheless discourage using samples instead of full corpora, as we observed extremely low reliability values between different samples (Hellrich and Hahn, 2016a). Word embeddings can also be used in diachronic studies without any kind of mapping to track clusters of similar words over time and, thus, model the evolution of topics (Kenter et al., 2015) or compare neighborhoods in embedding space for preselected words (Jo, 2016). Besides temporal variations, word embeddings can also used to analyze geographic ones, e.g., the distinction between US American and British English variants (Kulkarni et al., 2016). Most of these studies were

¹In fact, in some implementations, yet not in ours, vectors are initialized via a deterministic process.
²www.cs.technion.ac.il/~gabr/resources/data/wordsim353/
³www.ukp.tu-darmstadt.de/data/semantic-relatedness/german-relatedness-datasets/
performed with algorithms from the word2vec family, respectively GloVe in Jo (2016), and are thus likely to be affected by the same systematic reliability problems on which we focus here. Only Hamilton et al. (2016) used SVDPPMI in some of their very recent experiments and showed it to be adequate for exploring historical semantics.

The Google Books Ngram corpus (GBN; Michel et al. (2011), Lin et al. (2012)) is used in most of the studies we already mentioned, including our current study and its predecessor (Hellrich and Hahn, 2016a). It contains about 6% of all books published between 1500 and 2009 in the form of n-grams (up to pentagrams), together with their frequency for each year. This corpus has often been criticized for its opaque sampling strategy, as its constituent books remain unknown and can be shown to form an unbalanced collection (Pechenick et al., 2015). GBN is multilingual, with its English part being subdivided into regional segments (British, US) and topic categories (general language and fiction texts). Diachronic research focuses on the English Fiction part, with the exception of some work relating to German data (Hellrich and Hahn, 2016b).

3 Evaluation Methods

Reliability, in this study, is judged by training three identically parametrized models for each experiment and by comparing the \( n \) next neighbors (by cosine distance) for each word modeled by the experiments with a variant of the Jaccard coefficient (Manning and Schütze, 1999, p.299). The 3-dimensional array \( W_{i,j,k} \) contains words ordered by closeness (\( i \)) for a word in question (\( j \)) according to an experiment (\( k \)). The reliability \( r \) for a specific value of \( n \) (\( r@n \)) is defined as the magnitude of the intersection of similar words produced by all three experiments with a rank of \( n \) or lower, averaged over all \( t \) words modeled by these experiments and normalized by \( n \), which is the maximally achievable score for this value of \( n \):

\[
r@n := \frac{1}{t \cdot n} \sum_{j=1}^{t} \left\| \bigcap_{k=1}^{3} \{W_{i\leq i\leq n,j,k}\} \right\|
\]

Accuracy, in this study, is measured considering two different approaches—analogy and similarity. The analogy approach uses the English test set developed by Mikolov et al. (2013) by calculating the percentage of correct analogies made by a word2vec model. It contains groups of four words connected via the analogy relation ‘::’ and the similarity relation ‘\( \sim \)’, as exemplified by the expression ‘king’ \( \sim \) ‘queen’ :: ‘man’ \( \sim \) ‘woman’. The similarity approach covers both English and German by calculating Spearman’s rank correlation coefficient between the similarity judgments made by a word2vec model for a word pair (e.g., ‘bread’ and ‘butter’) and the human judgment thereof (Finkelstein et al., 2002; Zesch and Gurevych, 2006). Pairs containing words not modeled for the time span in question, such as the at that time non-existent ‘FBI’ in the early 20th century, are simply ignored. All three test sets are based on contemporary language and current world knowledge and might thus not fully match the requirements for historical texts, yet are also used for these due to the lack of a suitable alternative. Accuracy values were calculated independently for each of the three identically parametrized models and subsequently averaged, but resulting deviations were negligible.

4 Experimental Set-up

4.1 Corpus

Our experiments\(^4\) were performed on the German part and the English Fiction part of the GBN; the latter is known to be less unbalanced than the general English part (Pechenick et al., 2015). Both corpus splits differ in size and contain mainly contemporary texts (from the past fifty years), as is evident from Figure 1; note the logarithmic axis and the negative impact of both World Wars on book production. Following Kulkarni et al. (2015), we trained our models on all 5-grams occurring during five consecutive years for the two time spans,\(^5\) 1900–1904 and 2005–2009; the number of 5-grams\(^6\) for each time span

\[^4\]Code used in experiments available from https://github.com/hellrich/coling2016

\[^5\]This is due to computational demands, e.g., using 8 parallel processes on a server with Intel Xeon E5649@2.53Ghz processors five days were necessary to complete each of ten training epochs for SGNS with 2005–2009 English Fiction data.

\[^6\]Note that we treat 5-grams with \( k \) occurrences during the same time span as \( k \) different 5-grams.
is listed in Table 1. The two languages share a similar number of 5-grams for 1900–1904, yet not for 2005–2009. 5-grams from both corpus parts were lower cased for training. The German part was not only taken as is, but also orthographically normalized using the CAB service (Jurish, 2013). We incorporated this step because major changes in German orthography occurred during the 20th century, an issue that could hamper diachronic comparisons, e.g., archaic ‘Gemüth’ (in English: “mind, emotional disposition”) became modern ‘Gemüt’. Table 1 shows the resulting reduction in the number of types, bringing the morphologically richer German to levels below English (yet this reduction is in line with the respective corpus sizes).

Figure 1: Number of 5-grams per year (on the logarithmic y-axis) in the English Fiction part and the German part of the Google Books NGram corpus.

| Language                | Time Span   | 5-grams | Types |
|-------------------------|-------------|---------|-------|
| English                 | 1900–1904   | 143M    | 80k   |
| English                 | 2005–2009   | 4,658M  | 216k  |
| Normalized German       | 1900–1904   | 135M    | 111k  |
| Normalized German       | 2005–2009   | 546M    | 243k  |

Table 1: Number of 5-grams and lemma types contained in the English Fiction part and the German part of the Google Books NGram corpus for the two time spans used in our experiments.

4.2 Training

We used the Python-based Gensim\(^8\) implementation of word2vec to independently train word embeddings for each time span with 200 dimensions, a context window of 4 (limited by the 5-gram size), a minimum frequency of 10, and \(10^{-5}\) as the threshold for downsampling frequent words. We processed the full subcorpora for each time span, due to the extremely low reliability values between samples we observed in previous investigations (Hellrich and Hahn, 2016a). We tested both SGNS with 5 noise words and SGHS training strategies and trained for 10 iterations, saving the resulting embeddings after each epoch. During each epoch the learning rate was decreased from 0.025 to 0.0001. The averaged cosine values between word embeddings before and after an epoch are used as a convergence measure \(c\) (Kim et al., 2014; Kulkarni et al., 2015). It is defined for a vocabulary with \(n\) words and a matrix \(W\) containing word embedding vectors (normalized to length 1) for words \(i\) from training epochs \(e\) and \(e-1\):

\[
c := \frac{1}{n} \sum_{i=1}^{n} W_{i,e} \cdot W_{i,e-1}\tag{2}
\]

We also define \(\Delta c\), the change of \(c\) during subsequent epochs \(e-1\), as another convergence criterion:

\[
\Delta c := c_e - c_{e-1}\tag{3}
\]

5 Results

Table 2 shows the performance of the systems trained according to the settings described in Section 4.2, as measured by similarity accuracy and top-1 reliability (see below for other cut-offs). We make the following observations:

\(^7\)www.deutschestextarchiv.de/demo/cab/
\(^8\)www.radimrehurek.com/gensim/
1. Both accuracy and reliability are higher for SGNS than for SGHS for all tested combinations of languages and time spans, if 10 training epochs are used.

2. If only one training epoch is used—as in many other experimental set-ups reported in the literature—there is only little difference in accuracy between SGNS and SGHS, but SGHS is clearly better in terms of reliability.

3. Accuracy is higher for 2005–2009 than for the 1900–1904 interval, with the exception of non-normalized German (which can most likely be explained by the temporal currency of the test sets).

4. Normalization of German data slightly decreases reliability, yet increases accuracy.

| Training Scenario | Language Time Span | Embeddings | Top-1 Reliability | Similarity Accuracy |
|-------------------|--------------------|------------|-------------------|---------------------|
|                   |                    |            | 1 Epoch | 5 Epochs | 10 Epochs | 1 Epoch | 5 Epochs | 10 Epochs |
| English Fiction   | 1900–1904          | SGNS       | 0.11    | 0.33      | 0.40      | 0.45    | 0.51      | 0.51      |
|                   |                    | SGHS       | 0.23    | 0.33      | 0.33      | 0.46    | 0.45      | 0.45      |
|                   | 2005–2009          | SGNS       | 0.36    | 0.54      | 0.57      | 0.58    | 0.58      | 0.57      |
|                   |                    | SGHS       | 0.36    | 0.39      | 0.38      | 0.55    | 0.52      | 0.52      |
| German            | 1900–1904          | SGNS       | 0.20    | 0.47      | 0.54      | 0.45    | 0.56      | 0.56      |
|                   |                    | SGHS       | 0.34    | 0.43      | 0.42      | 0.48    | 0.49      | 0.47      |
|                   | 2005–2009          | SGNS       | 0.31    | 0.50      | 0.53      | 0.51    | 0.54      | 0.54      |
|                   |                    | SGHS       | 0.34    | 0.38      | 0.36      | 0.49    | 0.48      | 0.47      |
| Normalized German | 1900–1904          | SGNS       | 0.19    | 0.45      | 0.52      | 0.47    | 0.55      | 0.57      |
|                   |                    | SGHS       | 0.32    | 0.42      | 0.42      | 0.47    | 0.48      | 0.48      |
|                   | 2005–2009          | SGNS       | 0.30    | 0.48      | 0.52      | 0.54    | 0.59      | 0.60      |
|                   |                    | SGHS       | 0.33    | 0.37      | 0.36      | 0.51    | 0.52      | 0.52      |

Table 2: Accuracy and reliability among top-1 words for threefold repetition of different training scenarios after completing 1, 5 and 10 training epochs, respectively.

We also measured analogy accuracy for the English Fiction data sets, and observed no negative effect of multiple training epochs, yet a more pronounced gap between training methods, e.g., 36% of all analogies were correct for SGNS and only 27% for SGHS after one epoch on 1900–1904 data.

In the following, we further explore system performance as influenced, e.g., by word frequency, word ambiguity and the number of training epochs. For German, we focus on the normalized version due to the overall similar performance and suitability for further applications.

Influence of Neighborhood Size. Reliability at different top-

$n$ cut-offs is very similar for all languages and time spans under scrutiny, confirming previous observations in Hellrich and Hahn (2016a) and strengthening the suggestion to use only top-1 reliability for evaluation. Figure 2 illustrates this phenomenon with an SGNS trained on 1900–1904 English Fiction data. We assume this to be connected with the general decrease in word2vec embedding utility for high values of $n$ already observed by Schnabel et al. (2015).

Influence of Word Frequency. Figures 3 and 4 depict the influence of word frequency (as percentile ranks) for English, as well as orthographically normalized German. Negative sampling is overall more reliable, especially for words with low or medium frequency. Word frequency has a less pronounced effect on reliability for German and negative sampling is again preferable, especially for low or medium frequency words. The 21 English
words reported to have undergone traceable semantic changes in prior work\(^9\) are all frequent with percentiles between 89 and 99—for such high-frequency words hierarchical softmax performs similarly or even slightly better. The relatively low reliability for medium-frequency English words, as compared to German ones, could be caused by a peculiar pattern of word co-occurrences, illustrated in Figures 5 and 6 for 1900–1904 English Fiction, respectively normalized German. Medium-frequency English words have fewer co-occurrences with low-frequency words than German ones, which might result in a lack of specific contexts for these words during training and thus hamper embedding quality.

\(\text{Figure 3: Influence of frequency percentile on reliability for models trained for 10 epochs on English Fiction data from 1900–1904 and 2005–2009. Words reported to have changed their semantics during the 20th century fall into the frequency range marked by the vertical lines.}\)

\(\text{Figure 4: Influence of frequency percentile on reliability for models trained for 10 epochs on orthographically normalized German data from 1900–1904 and 2005–2009.}\)

\(\text{Figure 5: Number of co-occurrences (indicated by shade; only values above mode) between words and context words per frequency percentile for English Fiction 1900–1904 data.}\)

\(\text{Figure 6: Number of co-occurrences (indicated by shade; only values above mode) between words and context words per frequency percentile for normalized German 1900–1904 data.}\)

\(^9\)Kulkarni et al. (2015) compiled the following list based on prior work (Wijaya and Yeniterzi, 2011; Gulordava and Baroni, 2011; Jatowt and Duh, 2014; Kim et al., 2014): card, sleep, parent, address, gay, mouse, king, checked, check, actually, supposed, guess, cell, headed, ass, mail, toilet, cock, bloody, nice and guy.
Influence of Word Ambiguity. Entries in lexical databases, such as WORDNET\(^{10}\) (Fellbaum, 1998) and its German counterpart GERMANET\(^{11}\) (Lemnitzer and Kunze, 2002), can be employed to approximate the effect of word ambiguity on reliability. The number of synsets a word belongs to (i.e., the number of its senses) seems to be positively correlated with top-1 reliability for English, as shown in Figure 7, whereas orthographically normalized German is less affected by ambiguity as Figure 8 reveals. This counter-intuitive effect for English seems to be caused by the low ambiguity of infrequent words—results become more uniform, if analysis is limited to high frequency words (e.g., 90th frequency percentile or higher).

![Figure 7: Influence of ambiguity (measured by the number of WORDNET synsets) on top-1 reliability for models trained for 10 epochs on English Fiction data from 1900–1904 and 2005–2009.](image)

![Figure 8: Influence of ambiguity (measured by the number of GERMANET synsets) on top-1 reliability for models trained for 10 epochs on orthographically normalized German data from 1900–1904 and 2005–2009.](image)

Influence of the Number of Training Epochs. Model reliability and accuracy depend on the number of training epochs, as shown in Figures 9 and 10 for English and normalized German, respectively. For

\(^{10}\)We used WORDNET 3.0 and the API provided by the Natural Language Toolkit (NLTK): www.nltk.org

\(^{11}\)We used GERMANET 11.0 and the PYGERMANET API: https://pypi.python.org/pypi/pygermanet
both languages and time spans negative sampling outperforms hierarchical softmax, if training lasts for a sufficient number of epochs. The number of necessary epochs for negative sampling to become superior seems to be linked to both language and corpus size, as it is lower for 2005–2009 than for 1900–1904 data. While reliability continues to increase for each subsequent epoch under negative sampling, there are clear diminishing returns and even regression under hierarchical softmax.

To test for potential overfitting effects, we analyzed similarity accuracy as influenced by the number of training epochs (some values are already given in Table 2). Figures 11 and 12 show the results for English and orthographically normalized German, respectively. Note that accuracy is assessed on a test set for modern-day language, and can thus not be considered a fully valid yardstick. Accuracy behaves similar to reliability, as under the negative sampling condition it clearly profits from multiple training epochs. This effect is more pronounced for smaller corpora; the biggest corpus (i.e., English Fiction 2005–2009) shows a slight regression in accuracy after more than 5 training epochs.

Conclusions. Both reliability and accuracy point towards negative sampling with 4 to 6 training epochs (6 being better for smaller and 4 being better for larger corpora) as the optimal training regime for all tested combinations of languages and time spans (implicitly, this is also a test on largely varying corpus sizes, see Table 1). Such a training scheme yields models with high reliability without losses in accuracy (that would indicate overfitting). Figure 13 shows \( \Delta c \), i.e., the difference of the convergence measure \( c \) (Equations (2) and (3) averaged over all three models) between subsequent epochs, for both German and English data from the intervals 1900–1904 and 2005–2009. Few changes occur after 4–6 epochs, which could be alternatively expressed as a \( \Delta c \) of about 0.003. The convergence criterion proposed by Kulkarni et al. (2015), i.e., \( c = 0.9999 \), was never reached (this observation might be explained by Kulkarni et al.’s decision not to reset the learning rate for each training epoch, as was done by us and Kim et al. (2014)).

SVDPPMI, which are conceptually not bothered by the reliability problems we discussed here, were not a good fit for the hyperparameters we adopted from Kulkarni et al. (2015). Hamilton et al. (2016) reports similarity accuracy superior to SGNS, whereas for our set-up results in pretests were about 10 percent points worse than skip-gram embeddings, e.g., only 0.35 for 1900–1904 English Fiction.

Finally, to want to illustrate how this reliability problem affects qualitative conclusions. In Table 3 we provide some examples in which three negative sampling models for 1900–1904 English Fiction did not agree on the closest neighbor for words in question (mostly drawn from the list in Footnote 9). The most
inconsistent word neighborhoods are provided for ‘romantic’ which is connected to ‘lazzaroni’,12 ‘fanciful’ and ‘melancholies’. This holds despite the high frequency (94th percentile) and moderate ambiguity (5 synsets) of the target item ‘romantic’.

| Word          | Disputed Closest Neighbor             |
|---------------|---------------------------------------|
| romantic      | lazzaroni, fanciful, melancholies     |
| parent        | child, child, mother                  |
| mouse         | mice, rat, cat                        |
| checked       | checking, check, checking             |
| check         | cheque, checked, cheque               |
| guess         | reckon, reckon, suppose               |
| headed        | headedness, haired, haired             |
| ass           | atheist, fool, fool                   |
| toilet        | ironing, dressing, dressing           |
| cock          | cocks, arty, hen                     |
| bloody        | mistyken, mistyken, wrecks            |
| nice          | stunner, fine, fine                   |

Table 3: A sample list of target lexical items for which three identically parametrized systems (trained with negative sampling on 1900–1904 English Fiction data) disagreed on the closest neighbor. Examples are mostly drawn from the list of the twenty-one aforementioned words (see Footnote 9) that were claimed to have undergone changes during the 20th century.

6 Discussion

Our investigation into the accuracy and reliability of skip-gram word embeddings shows even the most reliable systems too often provide inconsistent word neighborhoods. This carries unwarranted potential for erroneous conclusions on a word’s semantic evolution as was shown, e.g., for the lexical item ‘romantic’ and English Fiction texts from the 1900–1904 time slice. We are thus skeptical about using word neighborhoods in skip-gram embedding space to adequately capture natural languages’ lexical semantics (for English and German, at least). While we found some mitigation strategies, i.e., training for multiple epochs or using our convergence criterion of $\Delta c \lesssim 0.003$, we assume SVD_{PPMI} to be conceptually superior. Future work might try to provide general guidelines for proper hyperparameter selection for SVD_{PPMI}, especially regarding complete temporal slices of the GBN (Hamilton et al. (2016) used samples). Alternatively, training several identically parametrized SGNS/SGHS models and combining them into an ensemble might constitute an easy way to reduce the reliability problems we described, yet at the price of exorbitant computational costs.
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