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Abstract—Deep neural network (DNN) models are well-known to easily misclassify prediction results by using input images with small perturbations, called adversarial examples. In this paper, we propose a novel adversarial detector, which consists of a robust classifier and a plain one, to highly detect adversarial examples. The proposed adversarial detector is carried out in accordance with the logits of plain and robust classifiers. In an experiment, the proposed detector is demonstrated to outperform a state-of-the-art detector without any robust classifier.

Index Terms—adversarial examples, adversarial detection, deep learning

I. INTRODUCTION

Deep neural networks (DNNs) have been widely employed in many fields such as computer vision. In particular, image classification is a very important task as an application of DNNs. However, DNN models are well-known to easily misclassify prediction results due to the use of adversarial examples that are input images including small perturbations [1], [2]. Because of the problem with DNN models, many countermeasures have been studied so far. Countermeasures against adversarial examples are classified into two approaches. One is to robustly train DNN models against adversarial examples [2]–[9]. The other is to detect adversarial examples prior to a classifier [10]–[15].

In this paper, we focus on the latter approach. The proposed novel adversarial detector consists of a robust classifier and a plain one, and it is carried out by using the logits of the two classifiers. In an experiment, the proposed detector is demonstrated to outperform a state-of-the-art detector under some conditions.

II. RELATED WORK

A. Adversarial attacks

Adversarial attacks are a malicious attack in which an attacker intentionally creates data to cause misclassification in a classifier. Adversarial examples are created by adding a small noise to the input data. An example of adversarial examples is shown in Fig. 1. As shown in Fig. 1 there is no way to distinguish between clean and adversarial samples, but misclassification is caused.

Adversarial attacks can be classified into non-target attacks and target attacks. In non-target attacks, an attacker tries to make input data misclassify so that it is far away from the original class of the input data. In contrast, in target attacks, an attacker tries to mislead input data to a specified target class. In this paper, we mainly focus on target attacks. In this section, we summarize four adversarial attack methods considered in this paper: fast gradient sign method (FGSM) [2], projected gradient descent (PGD) [16], Jacobian-based saliency map attack (JSMA) [17], and Carlini and Wagner attack (CW) [18].

FGSM: This is one of the simplest and fastest adversarial attack methods. An attacker linearly fits the cross entropy loss around a target sample, and perturbs input image pixels as maximizing a gradient loss in one-step. FGSM is explained as

\[ x_{\text{adv}} = x + \epsilon \cdot \text{sign}(\nabla_x J(\theta, x, y)) \] (1)

where \( \nabla_x J \) is the gradient of a loss function with respect to an original input \( x \), \( y \) is the ground truth label of \( x \), \( \epsilon \) is a perturbation added to \( x \), and \( \theta \) represents classification model parameters.

PGD: PGD is an attack method, which is an extension of FGSM. In FGSM, perturbation \( \epsilon \) is added to input \( x \) in a single step, while input \( x \) is gradually changed with step size \( \alpha \) in PGD. The pixel values of a perturbed image are clipped so that they do not change more than \( \pm \epsilon \) from the original pixel value. PGD attack is shown in the following
\[ x_{k+1} = \text{Clip}(x + \epsilon, x - \epsilon) (x_k + \alpha \cdot \text{sign}(\nabla x_k)) \] (2)

**JSMA:** This method is iterative and costly. This attack uses \( L_0 \) norm to attack one or two pixels which cause the largest change in the loss. An input image is attacked by adjusting parameters \( \theta \), which represents the magnitude of a perturbation applied to each target pixel, and \( \gamma \), which controls the percentage of pixels to be perturbed.

**CW:** This attack creates an adversarial example by searching for the smallest perturbation computed in \( L_0, L_1, \) and \( L_2 \) norms. This attack is carried out by controlling parameter \( C \) called as confidence. If we set a high value of this parameter, an adversarial example is more different from an original input.

### III. PROPOSED DETECTOR

There are two approaches for defending models against adversarial examples. The first approach is to design a classifier that is robust against adversarial attacks as shown in Fig. 3 [2], [5]–[8]. This approach includes methods for training models with a dataset including adversarial examples [2], and training models with images transformed with a secret key [8]. The proposed detector includes a robust classifier [2]. Three image transformation methods were used for the robust classifier: pixel shuffling, bit flipping, and format-preserving, feistel-based encryption (FFX). We use pixel shuffling as image transformation to train a robust classifier. Pixel shuffling is carried out in the following steps (see Fig. 2).

1) Split an input image with a size of \( h \times w \times c \) into blocks with a size of \( M \times M \).
2) Flatten each block into a vector with a length of \( M \times M \times c \).
3) Shuffling elements in each vector with a common key \( K \) to each block.
4) Merge the transformed blocks.

The other approach is to detect adversarial examples just before a classifier as shown in Fig. 4 [10]–[15]. In this paper, we focus on methods for detecting adversarial examples, and propose a novel detection method, which consists of plain and robust classifiers. In the proposed method, it is expected that there is a difference between the output of a plain classifier and that of a robust one if the input image is an adversarial example, as shown in Fig. 5. In other words, the output of a plain classifier is expected to be the same as that of a robust classifier if the input image is clean. The final output from the softmax layer in a classifier, i.e. a confidence value, is represented as a positive value in the range \([0,1]\) for each label. Furthermore, the sum of all confidence values from each classifier is 1. To relax these constraints, in this paper, two logits obtained from the plain classifier and robust classifier are concatenated, and they are used to decide whether an input image is an adversarial example or not, instead of confidence values. The above procedure is summarized in Fig. 6.

### IV. EXPERIMENTS

In the experiment, the effectiveness of the proposed detector was evaluated on the basis of two metrics: accuracy (Acc) and area under the curve (AUC), given by Eqs. (3) to (6).
\(\text{Acc} = \frac{TP + TN}{TP + FP + TN + FN}\)  
\(TPR = \frac{TP}{TP + FN}\)  
\(FPR = \frac{FP}{TN + FP}\)  
\(AUC = \int TPR \, d(FPR)\)

These metrics are based on the confusion matrix in binary classification shown in Table I.

### A. Experimental setup

We used the CIFAR-10 dataset for testing and training detectors, where the dataset consists of 60,000 images (50,000 images for training, 10,000 images for testing). In the experiment, we assume a white-box attack, and four attacks: FGSM [2], PGD [16], CW [18] and JSMA [17], were applied to input images. We set parameters for each of these attacks as \(\epsilon = 8/255\) for FGSM and PGD, confidence parameter \(C = 0\) for CW, and \(\theta = 1.0, \gamma = 0.1\) for JSMA. 8,000 clean images from the test set, and 8,000 adversarial examples generated from the clean images were used to train detectors. The other 2,000 clean images and 2,000 adversarial examples generated from them were used to test a detector. The effectiveness of the proposed detector was compared with Lee’s method [10]. ResNet-18 [19] was used for both a plain classifier and a robust one for the proposed method, and the robust classifier was trained in accordance with Maung’s method [8].

Table II shows the classification performance of the plain and robust classifiers on 10,000 test images under various attacks to show the robustness of the classifiers.

### B. Experimental results

In the experiment, the same attacks were used for testing and training detectors. AUC and Acc scores are shown in Tables III and IV, respectively. From the tables, Lee’s method outperformed the proposed detector under FGSM, but the proposed method outperformed Lee’s method under the other attacks. The reason is that FGSM is not a strong attack as described in Table II, so it is difficult to detect adversarial examples from a difference between the plain and robust classifiers. Adversarial detection methods are required to maintain a high detection accuracy under strong attacks, since weak attacks do not give serious damages in general.

To evaluate how well our detection method can be transferred to unseen attacks, we trained detectors on the features obtained using the CW attack with \(C = 0\), and then evaluated them on the other (unseen) attacks. Experimental results against the unseen attacks are shown in Table V. It can be observed that our proposed method showed the best performance except to FGSM. Our detection method is based on the output of a plain classifier and that of a robust one, so the proposed detector is transferable under the condition of using the attacks.

### V. Conclusions

In this paper, we propose a detection method for adversarial examples that consists of two image classifiers. In the experiment, the proposed method was confirmed to be able to maintain a high accuracy even under the use of strong attacks. We also showed that our proposed method is robust against unseen attacks under the limited condition.
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Table III
AUC of proposed and Lee’s detectors

| Detector | FGSM | PGD | CW | JSMA |
|----------|------|-----|----|------|
| Lee      | 0.994 | 0.983 | 0.727 | 0.921 |
| Proposed | 0.805 | 1.000 | 0.952 | 0.952 |

Table IV
Acc of proposed and Lee’s detectors

| Detector | FGSM | PGD | CW | JSMA |
|----------|------|-----|----|------|
| Lee      | 0.990 | 0.974 | 0.598 | 0.865 |
| Proposed | 0.740 | 0.999 | 0.939 | 0.942 |
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