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In the study of global bifurcations of vector fields on $S^2$, it is important to distinguish a set “where the bifurcation actually occurs”, – the bifurcation support. Hopefully, it is sufficient to study the bifurcation in a neighborhood of the support only.

The first definition of bifurcation support was proposed by V.Arnold in [2]. However this set appears to be too small, see [10]. In particular, the newly discovered absence of structural stability for generic three-parametric families on $S^2$ [8] is not visible in the neighborhood of the bifurcation support.

In this article, we give a new definition of “large bifurcation support” that accomplishes the task. Roughly speaking, if we know the topological type of the phase portrait of a vector field, and we also know the bifurcation in the neighborhood of the large bifurcation support, then we know the bifurcation on the whole sphere.

1 Introduction.

Global bifurcation theory in the plane and two-sphere has two major goals (amidst others): classification of the bifurcations met in generic few-parameter families (with one, two, three parameters), and the study of structural stability (or instability) of these families. In [8], generic structurally unstable three parameter families of vector fields on the sphere were discovered. After that the question whether a generic unfolding of a particular class of degeneracies is structurally stable becomes non-trivial; an a-priori valid answer “yes” (conjectured in [2]) is no more expected. The present paper is designed to be helpful in the study of any classification and structural stability problem in the global bifurcation theory on the sphere.

1.1 Who bifurcates?

Consider a degenerate, i.e. structurally unstable, vector field. It may have both hyperbolic and non-hyperbolic singular points and limit cycles. Under a generic perturbation the first ones do not bifurcate, but the second ones do. A natural question arises: what subset of the phase portrait of a degenerate vector field actually bifurcates? The goal of this paper is to answer this question.

For any perturbation of a degenerate vector field, a closed invariant subset of the phase portrait of this field called large bifurcation support (LBS) is distinguished. (We would prefer to use the simpler term bifurcation support, but it is already introduced by Arnold [2 Sec. 3.2], and has a different meaning.) In order to check whether two perturbations of two orbitally topologically equivalent vector fields are equivalent as the families of vector fields on the whole sphere, one has to check only that these families are equivalent in arbitrary small neighborhoods of their large bifurcation supports. For example, two generic two-parameter perturbations of orbitally topologically equivalent vector fields with a polycycle “heart”, see Fig. 1a, are equivalent iff they are equivalent in an arbitrary small neighborhood of the polycycle (this is an easy consequence of the
results of this paper, but its proof is not yet written). A similar statement for vector fields with a polycycle “lune”, Fig. 1b, is wrong. The reason is that a large bifurcation support for any perturbation of the first degeneracy coincides with the polycycle “heart”; for the perturbation of the second degeneracy, the large bifurcation support may be much larger than the “lune”.
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Figure 1: “Heart” and “lune”

This paper is heavily based on one of the key results of the qualitative theory of planar differential equations: the complete topological classification of their phase portraits. This classification, in different equivalent forms is given in [1], [13], [14], [15]. We used the most recent form, so called LMF graphs suggested in [6]. This form allows us to make use of the theory of planar graphs.

A large part of our arguments is based on the topology of planar vector fields in the spirit of the Poincaré-Bendixon theorem. When we started working on this paper, we could never suggest that this topology would be so rich. The “Boundary lemma” below illustrates how rich this topology is.

1.2 Vector fields with finiteness properties.

**Definition 1.1.** We say that a vector field $v \in \text{Vect}(S^2)$ satisfies a Lojasiewicz inequality at 0 if there is a $k \in \mathbb{N}, k \geq 1,$ and $c > 0$ such that $\|v(x)\| \geq c\|x\|^k$ on some neighborhood of 0.

Let $\text{Vect} S^2$ be the set of all $C^\infty$ vector fields on $S^2$, and $\text{Vect}^* S^2$ be the set of all vector fields with isolated singular points satisfying Lojasieivicz inequality and with finitely many cycles. It is known that the set of analytic vector fields with isolated singular points belongs to $\text{Vect}^* S^2$, but the finiteness for cycles is a difficult result [9], [5].

**Conjecture.** Smooth vector fields met in a generic finite-parameter family belong to $\text{Vect}^* S^2$.

We will simply assume that all vector fields that we consider have this property. That is, all through the paper by default a vector field $v$ belongs to $\text{Vect}^* S^2$. 
1.3 Axiomatic description of the LBS.

**Definition 1.2.** A smooth family of vector fields on $S^2$ with the base $B \subset \mathbb{R}^n$ is a smooth vector field $V$ on $B \times S^2$ tangent to the fibers $\{\varepsilon\} \times S^2$, $\varepsilon \in B$. The dimension of a family is the dimension of its base.

We will also write $V = \{v_\varepsilon\}_{\varepsilon \in B}$ where $v_\varepsilon$ are restrictions of $V$ to each fiber.

A smooth local family of vector fields is a family of vector fields with base $(B,0)$.

In Section 2.2 below, we define moderate topological equivalence of vector fields. For vector fields with hyperbolic singular points on the sphere, this notion is defined in [8]. We also recall a classical notion of a weak topological equivalence.

**Definition 1.3.** Suppose that for any local smooth family of vector fields $V = \{v_\varepsilon\}_{\varepsilon \in (B,0)} \subset \text{Vect}^* S^2$, a closed $v_0$-invariant subset $\Lambda(V) \subset S^2$ is defined. This set is called the large bifurcation support of $V$ if it has the following property:

Let two vector fields $v_0$ and $w_0$ be orbitally topologically equivalent on $S^2$. Let $V$ and $W$ be unfoldings of $v_0$ and $w_0$ that are moderately equivalent in some neighborhoods of $\Lambda(V)$, $\Lambda(W)$; let this moderate equivalence agree with the topological equivalence for $\varepsilon = 0$. Then the families $V$ and $W$ are weakly topologically equivalent on the whole sphere.

Roughly speaking, equivalence of the unperturbed vector fields on the whole sphere and moderate equivalence of their perturbations in neighborhoods of their large bifurcation supports imply weak equivalence of the perturbations on the whole sphere.

The whole sphere $S^2$ is obviously a large bifurcation support of any family, but it is trivial. Below we give an explicit description of the large bifurcation support for any family of vector fields from $\text{Vect}^* S^2$, which is in general much smaller than $S^2$. The main result of the paper claims that this set is a large bifurcation support in the sense of Definition 1.3.

1.4 Applications.

Classification problems form an essential part of the catastrophe theory. It is crucial to know large bifurcation supports for the classification of global bifurcations in $k$-parametric families with small $k$.

2 Definitions and the main result.

2.1 Separatrices.

Here we briefly recall some known definitions and introduce some new ones.

**Definition 2.1.** A singular point $P$ of a vector field $v$ is called hyperbolic if both real parts of its two eigenvalues at $P$ are non-zero. Otherwise $P$ is called a degenerate singular point of $v$. 
Definition 2.2. A phase curve of a differential equation on the plane is called a characteristic trajectory of a singular point if, as $t \to +\infty$ or $t \to -\infty$, it approaches the singular point and becomes tangent to a straight line.

The following classical theorem can be found in many sources. It relies on the desingularization theorem [3]; see [4, Sec. 1.5] for the explicit statement and Sec. 3 of the same book for the reduction to the desingularization theorem.

**Theorem 2.3.** Suppose that a $C^\infty$-smooth vector field $v$ satisfies Lojasiewicz inequality at all singular points. Then in the neighborhood of each singular point, it may

- be topologically equivalent to a center or a focus (see Fig. 2);
- have a finite sectorial decomposition: namely, it has a neighborhood that is splitted by characteristic trajectories into a finite union of sectors with smooth boundaries, and in each sector, $v$ is topologically equivalent to one of the fields shown in Fig. 3. These sectors are called hyperbolic, parabolic and elliptic sector respectively.

Definition 2.4. A separatrix is a phase curve that contains a boundary of a hyperbolic sector of some singular point $P$. The separatrix is called stable if its $\omega$-limit set is $P$, and unstable if its $\alpha$-limit set is $P$. If a curve is a stable and an unstable separatrix simultaneously, then it is called a separatrix connection.

Remark 2.5. A hyperbolic singular point with a characteristic trajectory is a saddle. For a hyperbolic saddle, the definition of a separatrix above coincides with the classical one.
For \( v \in Vect^* S^2 \), we will use the classical Poincare-Bendixson theorem (see e.g. [4, Sec. 1.7, Corollary 1.30]):

**Theorem 2.6** (Poincare–Bendixson). For each vector field \( v \in Vect^* S^2 \), the \( \omega \)-limit set (and the \( \alpha \)-limit set) of each point is one of the following:

- a singular point;
- a cycle;
- a polycycle, i.e. a union of a finite number of singular points joined by trajectories of \( v \).

A polycycle of \( v \) that is an \( \alpha \)- or \( \omega \)-limit set of some point is called a monodromic polycycle.

### 2.2 Moderate equivalence.

**Definition 2.7.** Two vector fields are called **orbitally topologically equivalent** if there exists a homeomorphism \( H \) of the phase space which identifies their phase portraits and preserves the direction of time parametrization on phase curves. We will also say that \( H \) conjugates these two vector fields.

There are three definitions of equivalence of families of vector fields: strong, weak and moderate. Two of them are classical, and the third one is new.

For a family \( V = \{v_\varepsilon \mid \varepsilon \in B\} \) of vector fields, let \( \text{Sing} V, \text{Per} V, \) and \( \text{Sep} V \) be subsets of \( B \times S^2 \) formed by all singular points, all limit cycles, and all separatrices of \( v_\varepsilon \) respectively. We will also use the notation \( \text{Sing} v \subset S^2, \text{Per} v \subset S^2, \) and \( \text{Sep} v \subset S^2 \) for the union of all singular points, limit cycles, and separatrices of an individual vector field \( v \). The set \( S(v) := \text{Sing} v \cup \text{Per} v \cup \text{Sep} v \) is an extended separatrix skeleton (the set of all singular trajectories of \( v \)) and plays a special role in topological classification of vector fields, see Theorem 3.4 below.

**Definition 2.8.** Two local families of vector fields on \( S^2 \), \( V = \{v_\varepsilon, \varepsilon \in (B, 0)\} \) and \( W = \{w_\varepsilon, \varepsilon \in (B', 0)\} \) are **equivalent** at \( \varepsilon = 0 \) if there exists a map \( H : (B, 0) \times S^2 \rightarrow (B', 0) \times S^2, (\varepsilon, x) \mapsto (h(\varepsilon), H_\varepsilon(x)) \),

\begin{equation}
H : (B, 0) \times S^2 \rightarrow (B', 0) \times S^2, (\varepsilon, x) \mapsto (h(\varepsilon), H_\varepsilon(x)),
\end{equation}

such that \( h \) is a homeomorphism, \( h(0) = 0 \), and for each \( \varepsilon \in (B, 0) \) the map \( H_\varepsilon : S^2 \rightarrow S^2 \) is a homeomorphism that links the phase portraits of \( v_\varepsilon \) and \( w_{h(\varepsilon)} \). They are strongly equivalent provided that \( H \) is a homeomorphism on \( (B, 0) \times S^2 \). They are weakly equivalent if we do not pose any additional requirements on \( H \). They are moderately equivalent provided that \( H \) is continuous with respect to \( (\varepsilon, x) \) on the set

\begin{equation}
S(v_0) \cup \partial((\text{Per} V \cup \text{Sep} V) \cap \{\varepsilon = 0\})
\end{equation}

and \( H^{-1} \) is continuous with respect to \( (\varepsilon, x) \) on the set

\begin{equation}
S(w_0) \cup \partial((\text{Per} W \cup \text{Sep} W) \cap \{\varepsilon = 0\})
\end{equation}
Remark 2.9. The notion of moderate equivalence was introduced in [8] for hyperbolic vector fields. In this case,
\[ \partial((\text{Per} V \cup \text{Sep} V) \cap \{ \varepsilon = 0 \}) \subset S(v_0), \] (4)
so it is not necessary to include this set; \( H \) must be continuous on extended separatrix skeleton only. In general, (4) does not hold. For example, we may take a bifurcation of a degenerate node \( \dot{x} = x^3 - \varepsilon x, \dot{y} = y \); the degenerate node (for \( \varepsilon = 0 \)) bifurcates into a saddle surrounded by two nodes (for \( \varepsilon > 0 \)). Saddle separatrices of \( v_\varepsilon \) are vertical and accumulate to trajectories \( y > 0, y < 0 \) that do not belong to \( S(v_0) \).

Remark 2.10. In literature strong equivalence is usually called topological equivalence, weak equivalence is weak topological equivalence. Strong equivalence is too restrictive: families with very simple bifurcations have functional invariants that distinguish different equivalence classes [16]. Weak equivalence is too loose: families with apparently different bifurcations may be weakly topologically equivalent. Moderate equivalence seems to be more adequate.

For Definition 1.3 above, we need a local version of moderate equivalence (a moderate equivalence in neighborhoods of given closed invariant subsets).

Definition 2.11. Two local families of vector fields on \( S^2 \), \( V = \{ v_\varepsilon, \varepsilon \in (B, 0) \} \) and \( W = \{ w_\varepsilon, \varepsilon \in (B', 0) \} \), are moderately equivalent in neighborhoods of closed sets \( Z_1, Z_2 \subset S^2 \) if
1. \( Z_1 \) is \( v_0 \)-invariant, and \( Z_2 \) is \( w_0 \)-invariant;
2. There exists a neighborhood \( U \supset Z_1 \) and a map
\[ H : (B, 0) \times U \to (B', 0) \times S^2, (\varepsilon, x) \mapsto (h(\varepsilon), H_\varepsilon(x)), \] (5)
such that \( h \) is a homeomorphism, \( h(0) = 0 \), and for each \( \varepsilon \in (B, 0) \) the map \( H_\varepsilon : U \to S^2 \) is a homeomorphism that links the phase portraits of \( (v_\varepsilon)|_U \) and \( (w_\varepsilon)|_{H_\varepsilon(U)} \);
3. \( H_0(Z_1) = Z_2 \), and moreover,
4. For each neighborhood \( V \times U' \) of \( \{ \varepsilon = 0 \} \times Z_1 \), the image \( H(V \times U') \) contains some neighborhood of \( \{ \varepsilon = 0 \} \times Z_2 \). The same holds for the inverse map \( H^{-1} \).
5. The map \( H \) is continuous with respect to \( (\varepsilon, x) \) on the intersection of its domain with (2).
   The map \( H^{-1} \) is continuous with respect to \( (\varepsilon, x) \) on the intersection of its domain with (3).

Remark 2.12. If a homeomorphism \( H \) satisfies the above conditions for two families \( V, W \) in neighborhoods of closed sets \( Z_1, Z_2 \), and the corresponding neighborhood is \( U \supset Z_1 \), then \( H \) satisfies these conditions for any smaller \( U' \subset U, U' \supset Z_1 \).
2.3 Explicit definition of the large bifurcation support

2.3.1 Non-interesting limit cycles.

Figure 4: Two possible cases for a non-interesting nest

Definition 2.13. A nest of limit cycles of a vector field is the maximal set of nested cycles with no singular points in between them.

A nest can consist of one limit cycle.

Definition 2.14. A limit cycle is called semi-stable if its Poincaré map satisfies one of the following relations near zero: \( P(x) \geq x \) or \( P(x) \leq x \), the equality holds at 0 only.

Clearly, for \( v \in \text{Vect}^* S^2 \), each limit cycle can be attracting, repelling, or semi-stable.

Definition 2.15. A limit cycle of a vector field \( v \in \text{Vect}^* S^2 \) is called non-interesting if one of the following holds:

1. its nest contains at least one attracting or one repelling limit cycle;
2. all the cycles in the nest are semi-stable, but inside the inner cycle or outside the outer one there is only one hyperbolic singular point.

Remark 2.16. By the index theorem, this singular point is either attractor or repellor.

Note that hyperbolic cycles are all non-interesting due to the definition. The motivation for this definition is the following: when a non-interesting cycle bifurcates, nothing interesting happens; there is no interaction between the dynamics inside and outside it.

Definition 2.17. An \( \alpha \)- or \( \omega \)-limit set of a non-singular point of a vector field is called non-interesting if it is a hyperbolic repellor (respectively, attractor), or a non-interesting limit cycle. Otherwise it is called interesting.
2.3.2 Large bifurcation support: an explicit definition.

**Definition 2.18.** Extra large bifurcation support $\text{ELBS}(v_0)$ of a vector field $v_0$ is the union of all non-hyperbolic singular points and limit cycles of $v_0$, plus the closure of the set of all nonsingular points for which both $\alpha$- and $\omega$-limit sets are interesting.

**Remark 2.19.** $\text{ELBS}(v_0)$ contains all non-singular points of $v$ except (open) basins of attraction and repulsion of non-interesting $\alpha$, $\omega$-limit sets. However we retain and include in $\text{ELBS}(v_0)$ all non-hyperbolic limit cycles, including non-interesting ones. As for singular points, $\text{ELBS}(v_0)$ contains all degenerate singular points and does not contain hyperbolic attractors and repellors. It contains a hyperbolic saddle if and only if one of its unstable (stable) separatrices has an interesting $\omega$- ($\alpha$-) limit set.

Now the main definition comes.

**Definition 2.20.** Large bifurcation support of a local family $V$ of vector fields is $\text{LBS}(V) = \text{ELBS}(v_0) \cap (\text{Sing } v_0 \cup (\text{Per } V \cup \text{Sep } V) \cap \{ \varepsilon = 0 \})$.

So $\text{LBS}(V)$ contains all singular points and cycles of $v_0$ that belong to $\text{ELBS}(v_0)$ (see Remark 2.12) and all non-singular accumulation points of cycles and separatrices of $v_\varepsilon$, $\varepsilon \to 0$, if these accumulation points have interesting $\alpha$- and $\omega$-limit sets.

**Remark 2.21.** Large bifurcation support $\text{LBS}(V)$ does not contain hyperbolic attractors, hyperbolic repellors, or hyperbolic cycles of $v_0$. It contains all non-hyperbolic singular points, non-hyperbolic cycles, and separatrix connections of $v_0$.

So all interesting $\alpha$, $\omega$-limit sets except some saddles belong to $\text{LBS}(V)$. All non-interesting $\alpha$, $\omega$-limit sets except non-hyperbolic non-interesting cycles belong to its complement.

**Remark 2.22.** For hyperbolic vector fields, $\text{LBS}(V)$ only depends on $v_0$. It is not clear whether this is the case for all generic families.

**Proposition 2.23.** If $V \subset \text{Vect}^* S^2$, then both $\text{ELBS}(v_0)$ and $\text{LBS}(V)$ are closed $v_0$-invariant sets.

**Proof.** The set of points with interesting $\alpha$- and $\omega$-limit sets under $v_0$ is $v_0$-invariant. Thus its closure is closed and $v_0$-invariant. So $\text{ELBS}(v_0)$ is closed and $v_0$-invariant. The set $(\text{Sing } v_0 \cup (\text{Per } V \cup \text{Sep } V) \cap \{ \varepsilon = 0 \})$ is closed and $v_0$-invariant. The set $\text{LBS}(V)$ is closed and $v_0$-invariant as the intersection of two closed and $v_0$-invariant sets.

**Example 2.24.** Consider a generic unfolding of each of the vector fields shown on Fig.

- Fig. 5a: for any family $V$ through $v_0$, $\text{LBS}(V)$ is empty (provided that the saddles and the limit cycle are hyperbolic).
• Fig. 5a: for a generic one-parametric family through $v_0$, $LBS(V)$ contains the limit cycle and the two saddles with their separatrices winding to the cycle in the positive or negative time. The cycle is interesting.

• Fig. 5b: for a generic two-parametric family through $v_0$, $LBS(V)$ contains the two saddles, their separatrices that wind to the cycles in the positive or negative time, and the whole annulus between the cycles. Both cycles are interesting; saddle connections accumulate to all trajectories inside the annulus.

• Fig. 5c: for a generic two-parametric family through $v_0$, $LBS(V)$ contains the outer saddle, its separatrix that winds onto the cycle, the cycle itself, and the closure of the parabolic sector of the saddlenode.

• Fig. 5d: for a generic three-parametric family through $v_0$, $LBS(V)$ contains the cycle and the closures of parabolic sectors of saddlenodes.

• Fig. 5e (polycycle collection “lips” studied by Kotova and Stanzo, [12]): for a generic three-parametric family through $v_0$, $LBS(V)$ contains the separatrix connection between saddlenodes and the closure of the common parabolic sector of the saddlenodes, because cycles of $v_\varepsilon$, $\varepsilon \to 0$, accumulate to all these ordits, as shown in [12].
2.4 Main Theorem.

Theorem 2.25. Large bifurcation support \( LBS(V) \) defined above satisfies Definition 1.3.

Remark 2.26. The set \( ELBS(v_0) \) is also a large bifurcation support in terms of Definition 1.3. The proof is completely analogous. However we prefer to prove the stronger result, for a smaller set \( LBS(V) \).

Let us give a more detailed and slightly improved statement of the same theorem.

Theorem 2.27 (Main Theorem). Let two vector fields \( v_0 \) and \( w_0 \) be orbitally topologically equivalent on \( S^2 \); denote the linking homeomorphism by \( \tilde{H} \). Let \( V = \{v_\varepsilon, \varepsilon \in (B, 0)\} \subset Vect^* S^2, W = \{w_\varepsilon, \varepsilon \in (B', 0)\} \subset Vect^* S^2 \) be smooth families unfolding these fields. Suppose that there exists a neighborhood \( U \) of \( LBS(V) \) and a map

\[
\mathcal{H} : (B, 0) \times U \rightarrow (B', 0) \times S^2, \quad \mathcal{H}(\varepsilon, x) = (h(\varepsilon), H_\varepsilon(x))
\]

which is a moderate equivalence of \( V, W \) in neighborhoods of \( LBS(V), LBS(W) \) in the sense of Definition 2.11. Suppose moreover that \( \tilde{H}|_U = H_0 \).

Then the families \( V \) and \( W \) are weakly equivalent on the whole sphere; namely there exists a map

\[
\hat{\mathcal{H}} : (B, 0) \times S^2 \rightarrow (B', 0) \times S^2, \quad \hat{\mathcal{H}}(\varepsilon, x) = (h(\varepsilon), \hat{H}_\varepsilon(x))
\]

that provides a weak equivalence of the families \( V \) and \( W \).

Remark 2.28. We do not assert that \( \hat{H}_\varepsilon|_U = H_\varepsilon \), and this is not true in the general case.

Remark 2.29. Note that the maps \( \mathcal{H} \) and \( \hat{\mathcal{H}} \) are skew products over the same map \( h \) of the bases. This is the only difference between Theorem 2.25 and Main Theorem.

This theorem solves Problem 1 from [10]. Up to now, this is the only general statement about bifurcations in the families of vector fields with an arbitrary number of parameters. Several tempting conjectures about such bifurcations were suggested in [2], but they all turned to be wrong [12], [8], [7]. The authors do not know any other non-trivial statement, even a conjecture, about bifurcations in generic families with an arbitrary number of parameters that would seem to be true.

3 Strategy of the proof

Our goal is to establish, for small \( \varepsilon \), an orbital topological equivalence of two planar vector fields \( v_\varepsilon, w_{h(\varepsilon)} \). We will use the criterion of orbital topological equivalence due to R.Fedorov [6] (based on the classical book [1]); this result is close to the results due to L.Markus, D.Neumann, and M.M.Peixoto [13], [14], [15]. In the following subsection we present this result. Simultaneously we recall the notion of canonical regions and describe the properties of these regions needed in the future.
3.1 Separatrix skeletons and canonical regions

First, let us formulate the result of L. Markus, D. Neumann, and M. M. Peixoto [13], [14], [15] following the book of Dumortier, Llibre and Artés [4], Sec. 1.9. We only consider the case \( v \in \text{Vect}^* S^2 \); the result holds true for arbitrary \( C^\infty \)-smooth vector fields, but definitions should be modified for this general case (see [4]).

**Definition 3.1.** A separatrix skeleton of a vector field \( v \in \text{Vect}^* S^2 \) is \( \text{Sing} v \cup \text{Sep} v \). An extended separatrix skeleton \( S(v) \) of a vector field \( v \in \text{Vect}^* S^2 \) is \( S(v) := \text{Sing} v \cup \text{Per} v \cup \text{Sep} v \). A canonical region of \( v \) is a (maximal) connected component of its complement \( \mathbb{R}^2 \setminus S(v) \).

We will use the extended separatrix skeleton rather than the separatrix skeleton.

**Proposition 3.2.** For \( v \in \text{Vect}^* (S^2) \), all points of the same canonical region have coincident \( \alpha \)- and \( \omega \)-limit sets.

**Proof.** First, prove that the set of points \( \{ x \mid x \in R \} \) with the same \( \omega \)-limit set is open. Indeed, take \( x \in R \); if \( \omega(x) \) is a cycle or a monodromic polycycle, then future semi-trajectories starting in a neighborhood of \( x \) also enter a small neighborhood of this cycle or polycycle, thus have the same \( \omega \)-limit set as \( x \). The statement is proved. If \( \omega(x) =: P \) is a singular point, we use its sectorial decomposition, see Theorem 2.3. Note that the future semi-trajectory of \( x \) enters an attracting or an elliptic sector of \( P \). It may not enter a hyperbolic sector because \( x \) does not belong to a separatrix. Therefore future semi-trajectories starting in some neighborhood of \( x \) enter the same attracting/elliptic sector of \( P \), thus their \( \omega \)-limit set is also \( P \).

Since \( R \) is connected, it cannot be the union of several disjoint open sets. So all points of \( R \) have the same \( \omega \)-limit set. The same arguments apply to the \( \alpha \)-limit set. \( \square \)

**Definition 3.3.** The completed separatrix skeleton of a vector field \( v \in \text{Vect}^* S^2 \) is the union of the extended separatrix skeleton together with one orbit from each one of the canonical regions.

Two completed separatrix skeletons \( C_1, C_2 \) are topologically equivalent if there exists a homeomorphism from \( S^2 \) to \( S^2 \) that maps the orbits of \( C_1 \) to the orbits of \( C_2 \) preserving the orientation.

**Theorem 3.4** (Markus–Neumann–Peixoto Theorem). Assume that \( v_1, v_2 \in \text{Vect}^* S^2 \). Then \( v_1, v_2 \) are topologically equivalent if and only if their completed separatrix skeletons are equivalent.

The following proposition, see [4, Proposition 1.42, p. 34], gives a list of possible canonical regions. It motivates the fact that separatrix skeletons classify vector fields: on the complement to \( S \), the dynamics is trivial.

**Proposition 3.5.** Every canonical region of \( v \in \text{Vect}^* S^2 \) is parallel, i.e., topologically equivalent to one of the following:

- A strip flow, defined on \( \mathbb{R}^2 \) by the system of differential equations \( \dot{x} = 1, \dot{y} = 0 \);
• A spiral flow, defined on \( \mathbb{R}^2 \setminus \{0\} \) the system of differential equations \( \dot{r} = r, \dot{\theta} = 0 \) in polar coordinates.

The book [4] also lists the case of an annular flow, given on \( \mathbb{R}^2 \setminus \{0\} \) by \( \dot{r} = 0, \dot{\theta} = 1 \) in polar coordinates. This case corresponds to the infinite set of cycles, hence is not possible for \( v \in \text{Vect}^* S^2 \).

We will also need the following corollary of Proposition 3.2:

Proposition 3.6. For \( v \in \text{Vect}^*(S^2) \), each canonical region of \( v \) either belongs to \( \text{ELBS}(v) \), or does not intersect it. In particular, \( \partial \text{ELBS}(v) \subset S(v) \).

Proof. Consider the set of all points in \( S^2 \setminus S(v) \) whose \( \alpha \)- and \( \omega \)-limit sets are interesting. Due to Proposition 3.2, this set is a union of several canonical regions of \( v \). Note that \( \text{ELBS}(v) \) is the closure of this set plus some subset of \( S(v) \), which implies the statement. \( \square \)

### 3.2 LMF graphs

The separatrix skeleton is not a graph, because the separatrices can wind around their \( \alpha \)- or \( \omega \)-limit sets. However we may turn it into a graph if we truncate the separatrices to their intersections with transversal loops of their \( \alpha \)- or \( \omega \)-limit sets.

In [6], R. Fedorov assigned a graph to each vector field on the plane and proved that two vector fields are orbitally topologically equivalent if their graphs are isotopic in \( S^2 \). The proof was based on the classical book [1] where the complete set of topological invariants was given in the form of ”schemes“. We will use the graphs introduced by Fedorov, and we will call them LMF graphs (Leontovich, Mayer, Fedorov graphs) of planar vector fields.

In this section, we recall the construction of LMF graphs. We only consider vector fields from \( \text{Vect}^* S^2 \).

Choose an orientation on \( S^2 \).

**Transversal loops around monodromic \( \alpha \)- and \( \omega \)-limit sets**

Given a smooth vector field \( v \) on \( S^2 \), choose a transversal loop around each side of each its limit cycle, each monodromic side of each its polycycle, and around each attracting or repelling singular point of \( v \). Choose a counterclockwise orientation on this loop with respect to the corresponding cycle, polycycle or singular point.

From now on, we always consider transversal loops with this orientation.

**Truncated separatrices**

If some separatrix \( \gamma \) of a singular point \( P \) of \( v \) crosses a transversal loop \( l \) chosen above, consider a truncated separatrix: an arc of \( \gamma \) between \( P \) and the cross-point of \( \gamma \) with \( l \). Note that if a separatrix does not cross such loops, then its \( \omega \)- (\( \alpha \)-) limit set is a characteristic point. So this separatrix is a characteristic trajectory, and its germ at this point is \( C^1 \)-smooth (see Theorem 2.3).

**Definition 3.7.** LMF graph of a vector field \( v \in \text{Vect}^* S^2 \) is a graph \( LMF(v) \) embedded in \( S^2 \) which consists of the following elements:
• Vertices:
  1. All singular points of $v$;
  2. All truncation vertices: cross-points of separatrices of $v$ with transversal loops chosen above;
  3. A point on each cycle;
  4. A point on each empty transversal loop, i.e. on the transversal loop that does not cross separatrices of $v$.

• Edges:
  1. Unstable (stable) separatrices of singular points, if their $\omega$- (resp., $\alpha$-) limit sets are characteristic points.
  2. Truncated unstable (stable) separatrices of singular points, if their $\omega$- (resp., $\alpha$-) limit sets are not characteristic points.
  3. Limit cycles (this edge starts and ends in the vertex of type 3).
  4. Pieces of transversal loops between subsequent truncation vertices, or the whole empty transversal loops.
  5. One homoclinic trajectory of $v$ in each elliptic sector of a degenerate singular point.

Orientation
The orientation of edges of types 1, 2, 3, 5 is induced by time parametrization. The orientation of edges of type 4 is counterclockwise with respect to the $\alpha$- or $\omega$- limit set corresponding to the transversal loop, as mentioned above.

Labeling
LMF graph is considered together with the following labels.
Each vertex is labeled by its type (1-attracting, 1-repelling, 1-other, 2, 3, 4). Each edge is labeled by its type (1-stable, 1-unstable, 1-separatrix connection, 2-stable, 2-unstable, 3, 4-ingoing, 4-outgoing, 5). We say that a transversal loop is ingoing if this is a loop around its $\omega$- limit set; otherwise we say that the transversal loop is outgoing.

The relation of the LMF graphs with separatrix skeletons is the following. The edges of LMF graph except transversal loops belong to the extended separatrix skeleton, and their orientation is induced by the time parametrization. The face of an LMF graph is either a canonical region of $v$ (truncated or non-truncated by transversal loops of its $\alpha$- and $\omega$- limit sets, which depends on types of these $\alpha$-, $\omega$- limit sets), or an annulus between an $\alpha$- or $\omega$- limit set of $v$ and its transversal loop. The orbits in canonical regions that are included to the completed separatrix skeleton keep the same information as labeling.

The classification of canonical regions (Proposition 3.5) yields the following classification of faces of LMF graphs:

Lemma 3.8 (Faces of the LMF graph). Each open face $F$ of a LMF graph of a smooth vector field $v \in \text{Vect}^* S^2$ is either a topological disc, or a topological annulus. In the second case, the following cases are possible:
• $F$ is a domain between an $\alpha$- or $\omega$- limit set (sink or source, cycle, or polycycle) of $v$ and its transversal loop;

• $F$ is a domain between two transversal loops (of sinks, sources, cycles or polycycles) of $v$.

Proof. This follows from Proposition 3.5 above. Indeed, a face of the LMF graph can be either a domain between an $\alpha$- or $\omega$-limit set of $v$ and its transversal loop, or a (truncated or non-truncated) canonical region of $v$. A canonical region carrying a strip flow produces the face topologically equivalent to a disc, both if this region is truncated and if it is not truncated. A canonical region carrying a spiral flow is necessarily truncated and produces a face topologically equivalent to an annulus between transversal loops of its $\alpha$- and $\omega$-limit sets.

We use the following result of R. Fedorov [6], based on the previous result of Andronov, Leontovich, Gordon, Mayer [1]. This result is close to Theorem 3.4.

Theorem 3.9 (R. Fedorov, [6]). If two LMF graphs $\Gamma_1 = LMF(v), \Gamma_2 = LMF(w)$ of two vector fields $v,w$ are isotopic on the sphere (i.e. there exists an orientation-preserving homeomorphism of the sphere which maps one to another, preserves orientation on edges and matches labels on edges and vertices), then $v$ and $w$ are orbitally topologically equivalent.

Remark 3.10. The construction of LMF graph in [6] is slightly different from the one described above. Below we list the differences.

• Fedorov does not add transversal loops around nodes if these nodes are characteristic attractors or repellors.

• Fedorov does not add empty transversal loops.
• We label transversal loops as ingoing or outgoing, while Fedorov puts these labels on each side of cycles or polycycles themselves.

• We do not describe a labeling for center-type vertices (as Fedorov does) because they do not appear in $\text{Vect}^* S^2$, due to its definition.

These differences are not essential and do not affect Theorem 3.9. Having the LMF graph as defined above (with its embedding into $S^2$), it is easy to determine which transversal loop corresponds to which $\alpha$- or $\omega$-limit set, and put labels on these sets as in Fedorov’s graph. Further, we may erase empty transversal loops (the only information they bear is labeling). Finally, place labels Given Characteristic sinks and sources are topologically equivalent to non-characteristic ones. Having the LMF graph as defined above (with its embedding into $S^2$), it is easy to determine which nodes are characteristic attractors or repellors (they are marked as attractors/repellors but not isolated) and surround them by transversal loops; it is also easy to determine which $\alpha$-, $\omega$-limit sets do not have monodromic ere is a transversal loop corresponding to a cycle, polycycle or a monodromic singular point in order to put a correct label on it; finally.

The proof of Main Theorem will consist of proving the isotopy of LMF graphs of $v_\varepsilon$, $w_{h(\varepsilon)}$ for small $\varepsilon$.

3.3 Isotopy of graphs on $S^2$

We use the following theorem from graph theory (see [18, Theorem 2] for the more general result).

**Theorem 3.11.** Suppose that two oriented connected planar graphs $\Gamma_1, \Gamma_2$ are embedded in $S^2$ by maps $\phi_1: \Gamma_1 \to S^2, \phi_2: \Gamma_2 \to S^2$. Choose an orientation in $S^2$.

Suppose that $g: \Gamma_1 \to \Gamma_2$ is an isomorphism of oriented graphs $\Gamma_1, \Gamma_2$, and suppose that the graph isomorphism $g$ preserves a counterclockwise order of edges at each vertex (induced by the immersions $\phi_1, \phi_2$).

Then the map $\phi_2 \circ g \circ \phi_1^{-1}$ can be extended to the orientation-preserving homeomorphism of $S^2$, in particular $\phi_1(\Gamma_1)$ is isotopic to $\phi_2(\Gamma_2)$.

The idea of the proof of this theorem is to establish the correspondence of faces of $\Gamma_1, \Gamma_2$ using the information on the order of edges in each vertex, and to define a sphere homeomorphism inside each face.

LMF graphs are usually not connected; some of their faces can be annuli, see Lemma 3.8 above. We will use the following theorem.

**Theorem 3.12.** Suppose that two oriented planar graphs $\Gamma_1, \Gamma_2$ (not necessarily connected) are embedded in $S^2$ by maps $\phi_1: \Gamma_1 \to S^2, \phi_2: \Gamma_2 \to S^2$, and their (open) faces in $S^2$ are topological discs or annuli. Choose an orientation in $S^2$.

Suppose that these graphs are isomorphic as oriented graphs. Suppose that the graph isomorphism $g$ preserves a counterclockwise order of edges at each vertex (induced by the
immersions $\phi_1, \phi_2$). Suppose that the map $\phi_2 \circ g \circ \phi_1^{-1}$ extends to an orientation-preserving homeomorphism of the annuli-shaped faces.

Then the map $\phi_2 \circ g \circ \phi_1^{-1}$ can be extended to the orientation-preserving homeomorphism of $S^2$, so $\phi_1(\Gamma_1)$ is isotopic to $\phi_2(\Gamma_2)$.

Proof. The idea of the proof is to add edges through all annuli-shaped faces of our graph, so that the extended graph is connected, and then use Theorem [3.11]. Formally, for each annuli-shaped face we do the following.

Let $A_1 \subset S^2$ be an annuli-shaped open face of $\phi_1(\Gamma_1)$, and let $G$ be the homeomorphism that extends $\phi_2 \circ g \circ \phi_1^{-1}$ to $A_1$. Then $A_2 := G(A_1)$ is an open face of $\phi_2(\Gamma_2)$.

Let $\phi_1(V_1), \phi_1(W), \phi_1(V_2) \subset S^2$ be three subsequent vertices on one of two boundary components of $A_1$ (the orientation on $\partial A_1$ is induced by the orientation on $A_1 \subset S^2$). Let $\phi_1(W_1), \phi_1(W), \phi_1(W_2)$ be three subsequent vertices on another boundary component of $A_1$. If one of boundary components contains only two vertices, we put $V_1 = V_2$; if it contains only one vertex, we put $V_1 = V = V_2$.

Take a continuous curve $\gamma \subset A_1$ joining $\phi_1(V_1)$ to $\phi_1(W)$. To the graph $\Gamma_1$, add the edge joining $V$ to $W$. Extend $\phi_1$ so that $\phi_1([VW]) = \gamma$.

Take a curve $G(\gamma) \subset A_2$ joining $G(\phi_1(V_1))$ to $G(\phi_1(W))$. Similarly, to the graph $\Gamma_2$, add the edge joining $\phi_2^{-1}(G(\phi_1(V_1))) = g(V)$ to $\phi_2^{-1}(G(\phi_1(W))) = g(W)$. Extend $\phi_2$ so that it takes this edge to the curve $G(\gamma)$.

Finally, extend $g$ to the graph isomorphism of enlarged graphs, by putting $g([VW]) = [g(V), g(W)]$.

A counterclockwise order of edges at $W$ contained a part $[VV_2], [VV_4]$; now this part changed to $[VV_2], [VV], [VV_4]$. A counterclockwise order of edges at $V$ contained a part $[g(V)g(V_2)], [g(V)g(V_1)]$; now this part changed to $[g(V)g(V_2)], [g(V)g(W)], [g(V)g(V_1)]$. So $g$ still preserves a counterclockwise order of edges at $V$; similarly, it preserves the order at $W$.

We repeat this process for each annuli-shaped face. Finally, we get connected graphs $\Gamma_1, \Gamma_2$, because the number of their connected components decreases after each step of extension. These new graphs satisfy the assumptions of Theorem [3.11].

So the initial map $\phi_2 \circ g \circ \phi_1^{-1}$ (as well as the extended one) can be extended to the homeomorphism of the sphere.

\[\square\]

### 3.4 Idea of the proof of the Main Theorem

We are going to prove that under assumptions of Main Theorem, for small $\varepsilon$, two vector fields $v_\varepsilon$ and $w_{h(\varepsilon)}$ are topologically equivalent. Due to the definition of moderate topological equivalence, we are given the map $H = (h, H_\varepsilon)$, $h : B \to B'$, such that $H_\varepsilon : U \to H_\varepsilon(U)$ conjugates $v_\varepsilon$ to $w_{h(\varepsilon)}$ in neighborhoods of large bifurcation supports.

We are also given a map $H : S^2 \to S^2$ that conjugated $v_0$ to $w_0$ on the whole sphere.

We will not directly extend $H_\varepsilon$ to the whole sphere. We will rather prove that two graphs $LMF(v_\varepsilon)$ and $LMF(w_{h(\varepsilon)})$ are isomorphic for small $\varepsilon$. Then we refer to Theorem
together with Theorem 3.9 and conclude that for small \( \varepsilon \), there exists a homeomorphism \( \hat{H} \): \( S^2 \to S^2 \) that conjugates \( v_\varepsilon \) to \( w_{h(\varepsilon)} \). The family of maps \( \hat{H} = (h, \hat{H}) \) is a weak topological equivalence of the families \( \{v_\varepsilon\} \) and \( \{w_{h(\varepsilon)}\} \) as required.

Note that we do not guarantee that \( (\hat{H})|_U = H_\varepsilon \).

The following theorem will imply the Main Theorem:

**Theorem 3.13.** Under the assumptions of Main Theorem, for sufficiently small \( \varepsilon \), the graphs \( LMF(v_\varepsilon) \) and \( LMF(w_{h(\varepsilon)}) \) are isomorphic as oriented graphs, and the isomorphism \( G_\varepsilon \) meets the conditions of Theorem 3.12.

We will construct the isomorphism \( G_\varepsilon \) on the LMF-graphs as subsets of \( S^2 \). Roughly speaking, in order to define \( G_\varepsilon \), we use \( H_\varepsilon \) whenever it is defined, i.e., inside a neighborhood \( U \) of the large bifurcation support of \( v_\varepsilon \). Outside \( U \), all singular points and cycles of \( v_0 \) are hyperbolic, so \( v_\varepsilon \) has close singular points and cycles. When we define \( G_\varepsilon \) on singular points and cycles outside \( U \), we use \( \hat{H} \) plus continuation of hyperbolic singular points and cycles with respect to the parameter. The edges of \( LMF(v_\varepsilon) \) that are partly inside \( U \) and partly outside it will be one of our main concerns.

4 Elementary properties of large bifurcation supports and moderate topological equivalence

4.1 Large bifurcation support

**Remark 4.1.** For families \( V \) with \( v_0 \in Vect^* S^2 \), non-hyperbolic non-interesting cycles are connected components of \( LBS(V) \).

Indeed, a point whose semi-trajectory winds around a non-interesting cycle does not belong to \( LBS(V) \), due to the definition of \( ELBS(v_0) \).

**Proposition 4.2.** Suppose that an unstable separatrix \( \gamma \) of \( v_0 \) has an interesting \( \omega \)-limit set. Then \( \gamma \subset LBS(V) \).

The same statement holds for stable separatrices and \( \alpha \)-limit sets.

**Proof.** Each point of \( \gamma \) has interesting \( \alpha \)- and \( \omega \)-limit sets, so \( \gamma \subset ELBS(v_0) \). Thus \( \gamma \subset ELBS(v_0) \cap Sep v_0 \subset LBS(V) \).

**Lemma 4.3** (Separatrix lemma). Let \( \gamma_k \) be non-truncated separatrices of vector fields \( v_{\varepsilon_k} \), and \( \varepsilon_k \to 0 \). Then all limit points of \( \gamma_k \) as \( \varepsilon_k \to 0 \) belong to \( LBS(V) \). The same holds for stable separatrices.

In particular, all separatrix connections of \( v_\varepsilon \) for small \( \varepsilon \) are close to \( LBS(V) \).

**Proof.** Let \( x = \lim_{k \to \infty} x_k \) where \( x_k \in \gamma_{\varepsilon_k} \). Prove that \( x \in LBS(v_0) \).

Consider two cases:

**Case 1.** \( x \notin Sing(v_0) \).

Note that \( x \) has interesting \( \alpha \)- and \( \omega \)-limit sets under \( v_0 \). Otherwise \( x_k \) would have non-interesting \( \alpha \)- or \( \omega \)-limit set under a close vector field \( v_{\varepsilon_k} \), which is impossible for a
point of a non-truncated separatrix. Thus \( x \in ELBS(v_0) \). Since \( x \) is a limit point of separatrices, \( x \in \overline{\text{Sep}V} \), hence \( x \in LBS(V) \).

**Case 2.** \( x \in \text{Sing}(v_0) \).

The set of limit points of \( \gamma_k \) is connected as a limit of connected sets. If it coincides with \( x \), then separatrices \( \gamma_k \) of \( v_k \) collapse to \( x \), thus \( x \) is non-hyperbolic; hence \( x \in LBS(V) \).

If the set of limit points of \( \gamma_k \) does not coincide with \( x \), then arbitrarily close to \( x \), there are non-singular limit points of \( \gamma_k \). They all belong to \( LBS(V) \) due to the previous case. Hence \( x \) belongs to \( LBS(V) \), because \( LBS(V) \) is closed.

**Proposition 4.4.** Let two local families \( V \) and \( W \) be moderately equivalent in some neighborhood of \( LBS(V) \) in the sense of Definition 2.11. Then the corresponding maps \( H \) and \( H^{-1} \) are continuous in \( \varepsilon, x \) on the sets \( \{ \varepsilon = 0 \} \times \partial LBS(V) \) and \( \{ \varepsilon = 0 \} \times \partial LBS(W) \) respectively.

**Remark 4.5.** In the proof of Main Theorem, we will only use the continuity of \( H, H^{-1} \) on the above sets and on \( \{ \varepsilon = 0 \} \times \text{Sep}(v_0|U), \{ \varepsilon = 0 \} \times \text{Sep}(w_0|\hat{H}(U)) \).

**Proof.** Since the boundary of intersection and the boundary of union belong to the union of boundaries,

\[
\partial LBS(V) \subset \partial ELBS(v_0) \bigcup \partial \text{Sing}v_0 \cup \partial((\overline{\text{Per}V} \cup \overline{\text{Sep}V}) \cap \{ \varepsilon = 0 \}).
\]

Note that \( \partial \text{Sing}v_0 = \text{Sing}v_0 \). Due to Proposition 3.6, \( \partial ELBS(v_0) \subset S(v_0) \). Thus

\[
\partial LBS(V) \subset S(v_0) \cup \partial((\overline{\text{Per}V} \cup \overline{\text{Sep}V}) \cap \{ \varepsilon = 0 \})
\]

which is the set \( (2) \) from the definition of moderate equivalence. The same arguments apply to \( W \). This completes the proof.

**4.2 Moderate topological equivalence**

**Proposition 4.6.** Under assumptions of the Main Theorem, if \( C \) is a connected component of \( LBS(V) \) and \( \Omega \) is its small open neighborhood, then \( H_\varepsilon(\Omega) \) intersects \( \hat{H}(\Omega) \) for all small \( \varepsilon \).

**Proof.** Due to Proposition 4.4 \( H \) is continuous on the set \( \partial C \). So for small \( \varepsilon \), \( H_\varepsilon(\partial C) \) is close to \( H_0(\partial C) = \hat{H}(\partial C) \subset \hat{H}(\Omega) \). Hence \( H_\varepsilon(\partial C) \subset H_\varepsilon(\Omega) \) intersects the open set \( \hat{H}(\Omega) \).

**Proposition 4.7.** Under assumptions of the Main Theorem, for each neighborhood \( \tilde{U}^+ \) of \( LBS(W) \), there exists a small open neighborhood \( U \) of \( LBS(V) \), such that \( H_\varepsilon(U) \subset \tilde{U}^+ \) for all small \( \varepsilon \).

This Proposition immediately implies the corollary:

**Corollary 4.8.** For small \( U \supset LBS(V) \) and any small \( \varepsilon \), the set \( H_\varepsilon(U) \) is detached from all hyperbolic attracting and repelling singular points and cycles of \( w_0 \).
Proof of Proposition 4.7. Suppose the contrary: consider a sequence of shrinking open neighborhoods $U_n \cap U_n = LBS(V)$, and $\varepsilon_n \to 0$, such that $H_{\varepsilon_n}(U_n)$ are not contained in $\hat{U}^+$. Then there exists a sequence $x_n \in U_n$ such that $H_{\varepsilon_n}(x_n) \notin \hat{U}^+$.

Due to Requirement 4 of Definition 2.11 of moderate equivalence (applied to $H^{-1}$), the set $H_{\varepsilon_n}^{-1}(\hat{U}^+)$ for small $\varepsilon_n$ is a neighborhood of $LBS(V)$, in particular, $LBS(V) \subset H_{\varepsilon_n}^{-1}(\hat{U}^+)$. So $H_{\varepsilon_n}(LBS(V)) \subset \hat{U}^+$; hence $x_n \notin LBS(V)$.

Since $U_n$ shrink to a compact set $LBS(V)$, we can choose a subsequence $x'_n$ of $x_n$ that converges to $\partial LBS(V)$. This contradicts the continuity of the map $H$ on $\{\varepsilon = 0\} \times \partial LBS(V)$ (see Proposition 4.4).

To motivate the next proposition on moderate equivalence, we need to show that $LBS(V)$ has finitely many connected components.

**Proposition 4.9.** If $v \in VECT^* S^2$, then each closed $v$-invariant set $A \subset S^2$ has finitely many connected components.

In particular, this holds for $A = LBS(V)$.

**Proof.** If $A$ is closed and $v$-invariant, then each its connected component is closed and $v$-invariant. Hence each connected component of $A$ contains trajectories of $v$ together with their $\omega$- and $\alpha$-limit sets. Each $\alpha$- and $\omega$-limit set contains either a singular point of $v$, or a cycle of $v$. However, each vector field $v \in VECT^* S^2$ has finitely many singular points and cycles. Each connected component of $A$ contains at least one of them. Thus the number of connected components is finite.

**Proposition 4.10.** In assumptions of Proposition 4.7, suppose that each connected component of $\hat{U}^+$ contains one, and only one, connected component of $LBS(W)$. Suppose that each connected component of $U$ contains a connected component of $LBS(V)$. Then for sufficiently small $U$, for small $\varepsilon_1, \varepsilon_2$ and for two different connected components $U_1, U_2$ of $U$, their images $H_{\varepsilon_1}(U_1)$ and $H_{\varepsilon_2}(U_2)$ do not intersect and belong to different connected components of $\hat{U}^+$.

**Proof.** If $U$ is sufficiently small, then $H_{\varepsilon}(U) \subset \hat{U}^+$ for all small $\varepsilon$ (Proposition 4.7). Let $C_1$ be a connected component of $LBS(V)$ that belongs to $U_i$. By assumption, connected components $\hat{H}(C_1), \hat{H}(C_2)$ of $LBS(W)$ are in different connected components of $\hat{U}^+$; let $\hat{U}_1, \hat{U}_2$ be these connected components of $\hat{U}^+$.

Since $\hat{H}(C_1) \subset \hat{U}_1$, the whole component $\hat{H}(U_1)$ belongs to $\hat{U}_1$. Due to Proposition 4.6 $H_{\varepsilon_1}(U_1)$ intersects $\hat{H}(U_1)$; so $H_{\varepsilon}(U_1) \subset \hat{U}_1$ for all small $\varepsilon$. Similarly, $H_{\varepsilon}(U_2) \subset \hat{U}_2$ for all small $\varepsilon$, which finishes the proof.

## 5 Combinatorial equivalence of the LMF graphs: first steps of the construction

### 5.1 General approach

Recall that a neighborhood $U$ of $LBS(V)$ is fixed in the statement of Main Theorem and does not depend on $\varepsilon$. However we will have to shrink $U$ further in the proof; this
is possible due to Remark 2.12.

Our goal is to define an isomorphism

$$G_\varepsilon : \text{LMF}(v_\varepsilon) \rightarrow \text{LMF}(w_h(\varepsilon))$$

of the LMF graphs of $v_\varepsilon$ and $w_h(\varepsilon)$, and to prove that it meets the conditions of Theorem 3.12. For each element $c$ (i.e. vertex or edge) of LMF($v_\varepsilon$) that belongs to $U$ we will define

$$G_\varepsilon|_c := H_\varepsilon|_c.$$

It turns out that the elements of LMF($v_\varepsilon$) that lie outside $U$ depend continuously on $\varepsilon$ (say, all singular points outside $U$ are hyperbolic, thus structurally stable). When we define $G_\varepsilon$ on these parts of LMF($v_\varepsilon$), we use $\hat{H}$ plus continuous continuation of hyperbolic singular points and cycles.

For a smooth local family $V \subset \text{Vect}^* S^2$ of vector fields, each hyperbolic singular point $P_0$, each hyperbolic limit cycle $c_0$ and each germ of a separatrix of a hyperbolic saddle $(\gamma_0, P_0)$ of a vector field $v_0$ generates a continuous family of hyperbolic points, cycles and separatrices $P_\varepsilon, c_\varepsilon, (\gamma_\varepsilon, P_\varepsilon)$ respectively of $v_\varepsilon$. This enables us to give the following definition.

**Definition 5.1 (Notation).** In the above assumptions, let $\pi_\varepsilon$ be a continuous map that depends continuously on $\varepsilon$, $\varepsilon$ small, and takes homeomorphically $P_\varepsilon$ to $P_0$, $c_\varepsilon$ to $c_0$ and $(\gamma_\varepsilon, P_\varepsilon)$ to $(\gamma_0, P_0)$, preserving time orientation.

In assumptions of Main Theorem, let $\tilde{\pi}_\varepsilon$ be the analogous map for the family $W$ playing the role of $V$.

### 5.2 Singular points and limit cycles outside $U$

We will need the following proposition.

**Proposition 5.2.** For any smooth local family $V \subset \text{Vect}^* S^2$ of vector fields and any small neighborhood $U$ of LBS($V$), for sufficiently small $\varepsilon$, each singular point of $v_\varepsilon$ is either inside $U$, or belongs to a continuous family $P_\varepsilon, \varepsilon \in (B, 0)$, of hyperbolic singular points of $v_\varepsilon$ such that $P_0 \notin \text{LBS}(V)$.

Each limit cycle of $v_\varepsilon$ is either inside $U$, or belongs to a continuous family $c_\varepsilon, \varepsilon \in (B, 0)$, of hyperbolic limit cycles of $v_\varepsilon$ such that $c_0$ does not belong to LBS($V$).

**Proof.** Any singular point $P$ of $v_\varepsilon$, $\varepsilon$ small, is close to some singular point $P_0$ of $v_0$. If $P_0 \in \text{LBS}(V)$, then $P \in U$. If $P_0 \notin \text{LBS}(V)$, then $P_0$ is hyperbolic (see Remark 2.21), so locally structurally stable. Thus $P$ belongs to a continuous family of singular points of $v_\varepsilon$ as required.

The proof for limit cycles is a bit more complicated. The set $\text{Per} V \cap \{\varepsilon = 0\}$ (a limit periodic set) is described by [17, Theorem 5, Section 2.1.2]. This theorem claims that the limit cycles of $v_\varepsilon$ as $\varepsilon \rightarrow 0$ may accumulate to:

- a hyperbolic limit cycle of $v_0$;
• a non-hyperbolic limit cycle of \( v_0 \);
• a degenerate singular point of \( v_0 \);
• a polycycle of \( v_0 \), namely a finite union of trajectories \( \varphi_i \) and singular points \( P_i \) of \( v_0 \), \( i = 1, \ldots, n \) (some of these points may coincide), such that \( \alpha(\varphi_i) = P_i, \omega(\varphi_i) = P_{i+1} \), and \( \omega(\varphi_n) = P_1 \).

Clearly, the proposition holds in the first case. In the second and the third cases, it holds true as well: non-hyperbolic singular points and cycles of \( v_0 \) belong to \( LBS(V) \), so the corresponding limit cycles of \( v_\varepsilon \) belong to \( U \) for sufficiently small \( \varepsilon \).

Now it suffices to prove that any polycycle of \( v_0 \) belongs to \( LBS(V) \).

Indeed, the points \( P_i \) are neither sinks nor sources, because some orbits enter \( P_i \) and some quit. Hence \( P_i \) are interesting limit sets. Thus \( \varphi_i \) has interesting \( \alpha, \omega \)-limit sets, so \( \varphi_i \subset ELBS(v_0) \). But \( \varphi_i \subset PerV \), so \( \varphi_i \subset LBS(V) \). This completes the proof.

5.3 Partial definition of \( G_\varepsilon \)

5.3.1 Singular points, limit cycles, and germs of separatrices

Denote by \( \text{Sep}^* v_\varepsilon \) the set of germs of separatrices of \( v_\varepsilon \) at singular points of \( v_\varepsilon \). Note that a separatrix connection of \( v_\varepsilon \) corresponds to two germs in \( \text{Sep}^* v_\varepsilon \). Let us define \( G_\varepsilon \) on \( \text{Sing} v_\varepsilon \cup \text{Per} v_\varepsilon \cup \text{Sep}^* v_\varepsilon =: S^* (v_\varepsilon) \).

Let \( p \in S^* (v_\varepsilon) \). If \( p \notin U \), then \( p \) is a hyperbolic singular point, or belongs to a cycle, or belongs to a germ of a separatrix of a hyperbolic saddle. We define

\[
G_\varepsilon(p) := \tilde{\pi}^{-1} \circ \tilde{H} \circ \pi_\varepsilon(p).
\]

(see Definition 5.1 for the definition of \( \pi_\varepsilon, \tilde{\pi}_\varepsilon \)). If \( p \in U \), we define

\[
G_\varepsilon(p) := H_\varepsilon(p).
\]

This completes the definition of \( G_\varepsilon \) on \( S^* (v_\varepsilon) \). Note that we have constructed \( G_\varepsilon \) on vertices of type 1, 3 (singular points and points on limit cycles) and edges of type 3 (limit cycles), because these vertices and edges belong to \( S^* (v_\varepsilon) \).

Remark 5.3. \( G_\varepsilon \) preserves topological types of singular points and limit cycles, thus preserves labels on the vertices of type 1, 3 and edges of type 3. \( G_\varepsilon \) also preserves the time orientation on cycles and germs of separatrices of \( v_\varepsilon \).

5.3.2 Elliptic sectors

Each elliptic sector \( E \) of \( v_\varepsilon \) corresponds to a non-hyperbolic singular point \( P \); we have \( P \in U \) by Proposition 5.2. In the construction of \( LMF(v_\varepsilon) \), we need to choose a trajectory \( l \) of \( v_\varepsilon \) in this elliptic sector. We may and will assume that \( l \) is close to \( P \).
so that $l \subset U$. In the elliptic sector $H_\varepsilon(E)$ of $w_{h(\varepsilon)}$, we need to choose a homoclinic trajectory of $w_{h(\varepsilon)}$; let us choose $H_\varepsilon(l)$. Then we define

$$G_\varepsilon|_l := H_\varepsilon|_l.$$

We have constructed $G_\varepsilon$ on edges of type 5 (homoclinic trajectories in elliptic sectors).

**Remark 5.4.** $G_\varepsilon$ preserves time orientation on edges of type 5 (homoclinic trajectories in elliptic sectors), and preserves incidence of edges of type 5 and vertices of type 1.

### 5.3.3 Non-truncated separatrices

Let $\gamma$ be a non-truncated separatrix of $v_\varepsilon$. Then for small $\varepsilon$, it belongs to $U$, due to Separatrix Lemma 4.3 above. Define

$$G_\varepsilon|_\gamma := H_\varepsilon|_\gamma.$$

This agrees with the definition of $G_\varepsilon$ on the germs of separatrices. We have constructed $G_\varepsilon$ on edges of type 1 (non-truncated separatrices).

**Remark 5.5.** $G_\varepsilon$ preserves incidence of vertices of type 1 and edges of type 1. For non-truncated separatrices (edges of type 1), $G_\varepsilon$ preserves labels. Indeed, the labels say that the separatrix is stable, unstable or a separatrix connection. Since $G_\varepsilon$ is induced by a homeomorphism $H_\varepsilon$ in a neighborhood of such edge, it preserves such labels.

**Remark 5.6.** Now $G_\varepsilon$ is defined on all monodromic polycycles of $v_\varepsilon$, because they are formed by non-truncated separatrices. Hence $G_\varepsilon$ is defined on all possible $\alpha$- and $\omega$-limit sets of $v_\varepsilon$ (singular points, limit cycles and monodromic polycycles) of $v_\varepsilon$.

### 5.3.4 The graph correspondence $G_\varepsilon$ is a bijection

The construction of $G_\varepsilon$ above depends on $U$. The following proposition shows that for small $U$ and small $\varepsilon$, $G_\varepsilon$ is one-to-one.

**Proposition 5.7.** For small $U \supset LBS(V)$, for sufficiently small $\varepsilon$, the map $G_\varepsilon$ defined in Sec. 5.3.1, Sec. 5.3.2 and Sec. 5.3.3 is one-to-one on singular points, limit cycles, non-truncated separatrices, and trajectories in elliptic sectors (edges of types 1, 3, vertices of type 1, 3, 5) of $v_\varepsilon$, $w_{h(\varepsilon)}$. It preserves incidence of these vertices and edges, labels and time orientation.

**Proof.** Fix $U \supset LBS(V)$ such that for all small $\varepsilon$, $H_\varepsilon(U)$ is detached from hyperbolic cycles and singular points of $w_0$. This is possible due to Corollary 4.3 above.

Note that $G_\varepsilon$ is defined on all listed edges and vertices of $LMF(v_\varepsilon)$. Each of the listed edges is either completely inside $U$, or completely outside it. In $U$, $G_\varepsilon$ is induced by $H_\varepsilon$, so is injective. Outside $U$, the map $G_\varepsilon = \hat{\pi}^{-1} \circ \tilde{H} \circ \pi_\varepsilon$ is a composition of three injective maps, so is injective as well.
For all listed vertices and edges that are inside $U$, their images under $G_\varepsilon$ are located inside $H_\varepsilon(U)$; for the edges and vertices outside $U$, their images are close to hyperbolic singular points and cycles of $w_0$. Due to Corollary 4.8, $H_\varepsilon(U)$ is detached from these hyperbolic singular points and cycles of $v_0$, thus $G_\varepsilon$ is injective for small $\varepsilon$.

Prove that $G_\varepsilon$ is surjective. Recall that $\tilde{U} := \cap_{|\varepsilon| \leq \delta_0} H_\varepsilon(U)$ is a neighborhood of $LBS(W)$, due to Requirement 4 of Definition 2.11 of moderate equivalence.

For small $\varepsilon$, each non-truncated separatrix of $w_h(\varepsilon)$ belongs to $\tilde{U}$ (Separatrix lemma 4.3). Thus it belongs to the range of $H_\varepsilon$. So $G_\varepsilon$ is surjective on truncated separatrices. Each elliptic sector of $w_h(\varepsilon)$ is an elliptic sector of a non-hyperbolic point, and all such points belong to $\tilde{U} \subset H_\varepsilon(U)$. So the edge of type 5 in this sector is the image under $G_\varepsilon = H_\varepsilon$ of the edge of type 5 of $LMF(v_\varepsilon)$. Thus $G_\varepsilon$ is surjective on edges of type 5.

Each singular point and each limit cycle of $w_h(\varepsilon)$ is either completely inside $\tilde{U}$, or completely outside it (Proposition 5.2 applied to $W$). In the first case, this singular point (cycle) is the image of some cycle or singular point of $(v_\varepsilon)|_U$ under $H_\varepsilon = G_\varepsilon$. In the second case, it belongs to a continuous family of singular points (cycles) of $(w_\varepsilon)|_{S^2 \setminus U}$, thus belongs to the range of $G_\varepsilon = \tilde{\pi}_h^{-1} \circ \tilde{H} \circ \pi_\varepsilon$.

So $G_\varepsilon$ is surjective.

This map preserves incidence of vertices and edges, labels and time orientation due to Remarks 5.3, 5.4, 5.5 above.

### 5.3.5 Transversal loops

Consider a hyperbolic sink, a source or a limit cycle of $v_0$; in all three cases, we denote this object by $P$. Let $l$ be a transversal loop around $P$. We assume that $U$ is sufficiently small so that it does not intersect $l$. Since $P$ is hyperbolic, it persists under small perturbations, so $l$ is a transversal loop for the corresponding object $P_\varepsilon := \pi_\varepsilon^{-1}P$ of $v_\varepsilon$, $\varepsilon$ small. We may and will assume that $l$ belongs to the graph $LMF(v_\varepsilon)$ as a transversal loop for $P_\varepsilon$. Now, $\tilde{l} = \tilde{H}(l)$ is a transversal loop of $\tilde{H}(P)$ for $w_0$. Moreover, $\tilde{l}$ is a transversal loop of the corresponding object $\tilde{\pi}_h^{-1}(\tilde{H}(P)) = G_\varepsilon(P_\varepsilon)$ of $w_h(\varepsilon)$. We may and will assume that $\tilde{l}$ belongs to the graph $LMF(w_h(\varepsilon))$ as a transversal loop of $G_\varepsilon(P_\varepsilon)$.

Define

$$G_\varepsilon l := \tilde{H}|_l.$$

If a cycle, polycycle, a sink or a source $P$ of $v_\varepsilon$ belongs to $U$, we choose its transversal loop $\tilde{l}$ so that $l \subset U$ and the annulus between $P$ and $l$ belongs to $U$. Then $H_\varepsilon(l)$ is a transversal loop of $H_\varepsilon(P)$ for $w_h(\varepsilon)$, so we may assume that $H_\varepsilon(l)$ belongs to $LMF(w_h(\varepsilon))$. We define

$$G_\varepsilon l := H_\varepsilon|_l.$$

Note that all limit cycles and singular points are either inside or outside $U$ by Proposition 5.2. All monodromic polycycles are inside $U$ due to Separatrix lemma 4.3. So we have already constructed $G_\varepsilon$ on all transversal loops that belong to $LMF(v_\varepsilon)$.

In Sec. 6.3, we will have to modify $G_\varepsilon$ on transversal loops so that it provides a correct identification of truncation vertices. However we will not change the set $G_\varepsilon(l)$ for a transversal loop $l$.
Remark 5.8. $G_\varepsilon$ preserves the correspondence of $\alpha$, $\omega$-limit sets and their transversal loops: if $l$ is a transversal loop of a cycle, polycycle or singular point $P$ of $v_\varepsilon$, then $G_\varepsilon(l)$ is a transversal loop of $G_\varepsilon(P)$.

This implies that $G_\varepsilon$ is one-to-one on transversal loops of $\text{LMF}(v_\varepsilon)$, $\text{LMF}(w_{h(\varepsilon)})$, because it is one-to-one on limit cycles, polycycles and singular points of $v_\varepsilon, w_{h(\varepsilon)}$.

6 Main lemmas and the proof of Main Theorem

In this section, we formulate two main lemmas and prove the Main Theorem modulo these lemmas.

6.1 The plan of the proof

In the previous section, we have partially constructed the required isomorphism $G_\varepsilon: \text{LMF}(v_\varepsilon) \rightarrow \text{LMF}(w_{h(\varepsilon)})$. However $G_\varepsilon$ is not yet defined on truncated separatrices. To complete the construction, we will need the following Correspondence lemma: if separatrices of $v_\varepsilon$ cross a transversal loop of $v_\varepsilon$, then the corresponding separatrices of $w_{h(\varepsilon)}$ cross the corresponding transversal loop of $w_{h(\varepsilon)}$; the formal statement appears below. This lemma will enable us to extend $G_\varepsilon$ to truncated separatrices and truncation vertices, and we will be forced to modify $G_\varepsilon$ on transversal loops so that it provides a correct identification of truncation vertices. However, the set $G_\varepsilon(l)$ for a transversal loop $l$ will not change.

After $G_\varepsilon$ is constructed, we have to verify the assumptions of Theorem 3.12 for it. The most non-trivial assumption concerns annular faces of LMF graphs. We will state and prove the Annuli faces lemma to handle this problem.

6.2 Main lemmas

**Lemma 6.1** (Annuli faces lemma). In assumptions of Main theorem, let $\varepsilon$ be sufficiently small. Let $A$ be an annular face of $\text{LMF}(v_\varepsilon)$. Then the map $G_\varepsilon$ (see Sec. 5.3) takes $\partial A$ homeomorphically to the boundary of an annular face $\tilde{A}$ of $\text{LMF}(w_{h(\varepsilon)})$. Moreover, $G_\varepsilon$ extends to an orientation-preserving homeomorphism that takes $A$ to $\tilde{A}$.

The proof constitutes Section 8. Clearly, the modification of $G_\varepsilon$ on transversal loops will not affect this lemma.

Now we introduce notation for Correspondence lemma. Recall that we always choose counterclockwise orientation on transversal loops with respect to their $\alpha$-($\omega$-)limit sets, see Sec. 3.2. We will call this "proper orientation".

Take a transversal loop $l$ that belongs to $\text{LMF}(v_\varepsilon)$. Denote by $\{\gamma_i\}, i = 1, \ldots, n$, all separatrices of singular points $P_i$ of $v_\varepsilon$ that cross $l$ (the case $n = 0$ is not excluded). We suppose that the cross-points $p_i := \gamma_i \cap l$, i.e. truncation vertices on $l$, are ordered cyclically along $l$. Note that if a singular point $P$ has several separatrices that intersect $l$, then it appears several times in the list $\{P_i\}$.
Let $\tilde{\gamma}_i$ be the separatrix of $w_{h(\varepsilon)}$ that corresponds to $\gamma_i$, i.e. contains the germ $G_\varepsilon((\gamma_i, P_i))$.

**Lemma 6.2 (Correspondence lemma).** *In assumptions of Main Theorem, let $l$ be a properly oriented transversal loop of $v_\varepsilon$ that belongs to $LMF(v_\varepsilon)$. Let $\{\gamma_i\}$ be all separatrices of $v_\varepsilon$ that intersect $l$, so that the corresponding truncation vertices $p_i$ are ordered cyclically along $l$. Then for sufficiently small $\varepsilon$,

1) The corresponding separatrices $\{\tilde{\gamma}_i\}, i = 1, \ldots, n$ of $w_{h(\varepsilon)}$ cross the properly oriented transversal loop $\tilde{l} := G_\varepsilon(l)$, and the truncation vertices $\tilde{p}_i := \tilde{\gamma}_i \cap \tilde{l}$ are ordered cyclically along $\tilde{l}$.

2) There are no more truncation vertices on $\tilde{l}$.*

The proof constitutes Section 9. The proof is simple if we only consider separatrices that are completely inside $U$ or completely inside its complement. The problem occurs if the separatrix has *mixed location*: belongs partly to $U$ and partly to its complement. We will classify such separatrices as well as the boundary components of $U$ that may produce them.

### 6.3 Isomorphism of LMF graphs

This section completes the construction of the graph isomorphism $G_\varepsilon: LMF(v_\varepsilon) \to LMF(w_{h(\varepsilon)})$.

Let $l$ be a transversal loop in $LMF(v_\varepsilon)$. We will introduce $\gamma_i, p_i, \tilde{l}, \tilde{\gamma}_i$, and $\tilde{p}_i$ as in Correspondence lemma 6.2. Note that $p_i$ are all truncation vertices on $l$ and $\tilde{p}_i$ are all truncation vertices on $\tilde{l}$.

Now we modify $G_\varepsilon|_l$ so that $G_\varepsilon(l) = \tilde{l}$, the map takes $p_i$ to $\tilde{p}_i$ and preserves counterclockwise orientation on $l, \tilde{l}$. If $l$ is empty, i.e. does not intersect separatrices of $v_\varepsilon$, it contains one vertex of type 4. Correspondence lemma implies that $\tilde{l}$ does not intersect separatrices of $w_{h(\varepsilon)}$, so it also contains one vertex of type 4. In this case, we modify $G_\varepsilon|_l$ so that it matches these vertices of type 4 and preserves counterclockwise orientation on $l, \tilde{l}$.

$G_\varepsilon$ takes the germs $(\gamma_i, P_i)$ of truncated separatrices to $(\tilde{\gamma}_i, G_\varepsilon(P_i))$, due to the definition of $\tilde{\gamma}_i$. We extend $G_\varepsilon$ to the whole truncated separatrices so that it identifies truncation vertices: $G_\varepsilon(p_i) = \tilde{p}_i$. This completes the construction of $G_\varepsilon$ on vertices of type 2, 4 and edges of type 2, 4.

**Remark 6.3.** $G_\varepsilon$ is one-to-one on vertices and edges of type 2, 4, due to Remark 5.8 and Correspondence lemma. It preserves incidence of vertices and edges, labels, and orientation on transversal loops.

Each truncated separatrix of $w_{h(\varepsilon)}$ terminates on some transversal loop, so all of them are in the range of $G_\varepsilon$. This shows that $G_\varepsilon$ is surjective on truncated separatrices. Injectivity is clear because $G_\varepsilon$ is injective on germs of truncated separatrices. We conclude that $G_\varepsilon$ is one-to-one on truncated separatrices.
Proposition 5.7 and Remark 6.3 show that the map $G_\varepsilon$ is one-to-one on vertices and edges of $LMF(v_\varepsilon)$ and $LMF(w_{h(\varepsilon)})$, preserves incidence of vertices and edges, labels and orientation. So $G_\varepsilon$ is a graph isomorphism.

6.4 Isotopy of the LMF graphs

We are going to check the assumptions of Theorem 3.12: $G_\varepsilon$ preserves orders of edges in all vertices of $LMF(v_\varepsilon)$ and extends to annuli-shaped faces of $LMF(v_\varepsilon)$, $LMF(w_{h(\varepsilon)})$. The second statement follows directly from Annuli faces Lemma 6.1. Now we check the first statement in all vertices of $LMF(v_\varepsilon)$.

**Vertices of type 1 (singular points) inside $U$.**

The edges that start at such vertex $P$ are

- edges of type 1, i.e. non-truncated separatrices of $v_\varepsilon$. They belong to $U$ due to Separatrix lemma 4.3.
- edges of type 5, i.e. homoclinic trajectories in elliptic sectors of $P$.
- edges of type 2, i.e. truncated separatrices of that singular point $P$.

On the edges of types 1,5, and on the germs of edges of type 2, $G_\varepsilon$ coincides with $H_\varepsilon$. Hence it preserves cyclical orders of edges at all vertices of type 1 inside $U$, because so does $H_\varepsilon$.

**Vertices of type 1 outside $U$**

Note that vertices of type 1 outside $U$ are either hyperbolic saddles, or hyperbolic sinks, or sources. Hyperbolic sinks and sources are isolated vertices of $LMF(v_\varepsilon)$, and there is nothing to prove for them. Let $P$ be a hyperbolic saddle outside $U$; on the (germs of) edges adjacent to $P$, we have $G_\varepsilon((\gamma, P)) = \tilde{\pi}_{b(\varepsilon)}^{-1} \circ \tilde{H} \circ \tilde{\pi}_{\varepsilon}((\gamma, P))$. All maps in this composition preserve orders of separatrices at hyperbolic saddles, so $G_\varepsilon$ preserves order of edges at $P$.

**Vertices of type 2: truncation vertices**

Such vertex has degree 3: one of the corresponding edges is of type 2 (a truncated separatrix), and two other edges are of type 4 (two arcs of a transversal loop, or possibly one arc coinciding with the whole loop). The order of edges in such vertex is always such that the truncated separatrix is ”from the right-hand side“ with respect to the orientation along the transversal loop. Indeed, the transversal loop is oriented counterclockwise with respect to its $\alpha$- or $\omega$-limit set (see the definition of LMF graphs), and the separatrix crosses it from the other side. So the order of edges in this vertex is determined by the orientation of the edges of the graph, and $G_\varepsilon$ preserves this orientation.

**Vertices of type 3 and type 4 (points on limit cycles and on empty transversal loops)**

Such vertices are only joined to themselves by edges of types 3 and 4 respectively. So the cyclical order in such vertices is trivial, and there is nothing to prove.

Main Theorem is now proved modulo main lemmas.
7 Auxiliary lemmas

The proofs of both main lemmas are heavily based on the following No-entrance lemma and Boundary lemma.

7.1 No-entrance lemma

Definition 7.1. For a vector field \( v \), a separatrix \( \gamma \) of a singular point \( P \) does not enter an open set \( \Omega \subset S^2 \) if one of the following holds:

- \( \gamma \) does not intersect \( \partial \Omega \);
- \( P \in \Omega \) and the cross-point \( \gamma \cap \partial \Omega \) is unique.

Definition 7.2. Denote \( LBS^*(V) = LBS(V) \setminus \{ \text{non-interesting cycles of } v_0 \} \).

Lemma 7.3 (No-entrance lemma). In assumptions of the Main Theorem, there exists an arbitrarily small neighborhood \( U^* \) of \( LBS^*(V) \) such that for sufficiently small \( \varepsilon \), no separatrices of \( v_\varepsilon \) enter \( U^* \).

No-entrance lemma follows from a technical Boundary lemma. We formulate it here and postpone its proof till Section [10].

7.2 Boundary lemma

Definition 7.4. Let \( U \) be an open domain. A point \( p \in \partial U \) is called an inner topological tangency point if a germ of the trajectory of \( p \) under \( v \) is inside \( U \) and only crosses \( \partial U \) at \( p \). It is called an outer topological tangency point if this germ is outside \( U \) and only crosses \( \partial U \) at \( p \).

Note that if \( \partial U \) is smooth and only has isolated quadratic tangencies with \( v \), then all these tangencies are either inner or outer topological tangency points.

Definition 7.5. Let \( v \) be a smooth vector field. A closed \( v \)-invariant set \( Z \subset S^2 \) is said to have a Sep-property if:

- For any unstable separatrix \( \gamma \nsubseteq Z \), the set \( \omega(\gamma) \) is detached from \( Z \);
- For any stable separatrix \( \gamma \nsubseteq Z \), the set \( \alpha(\gamma) \) is detached from \( Z \).

Lemma 7.6 (Boundary lemma (see Fig. [7])). Let \( v \in Vext^* S^2 \) be a vector field; let \( Z \subset S^2 \) be a closed non-empty \( v \)-invariant set with Sep-property.

Then there exists an arbitrarily small neighborhood \( \Omega \) of \( Z \) with smooth boundary and finitely many boundary components with isolated quadratic tangencies, such that for any connected component \( \varphi \) of its boundary \( \partial \Omega \), one of the following holds:
• Type 1: $\varphi$ bounds a disc $D \subset (S^2 \setminus \Omega)$, and $v|_D$ is orbitally topologically equivalent to the vector field $\partial/\partial x$ in the unit disc. Trajectories of points of $\varphi$ under $v|_\Omega$ belong to $\Omega$.

• Type 2: $\varphi$ contains only outer tangency points of $\partial \Omega$ with $v$ (probably none tangency points). The trajectories of points of $\varphi$ under $v|_{S^2 \setminus \Omega}$ belong to $S^2 \setminus \Omega$.

Each maximal transversal arc $\beta \subset \varphi$ intersects a separatrix of $v|_\Omega$. If $\beta$ is outgoing, then all its points have a common $\omega$-limit set under $v$. If $\beta$ is ingoing, then all its points have a common $\alpha$-limit set under $v$.

• Type 3: $\varphi$ is a transversal loop of some $\alpha$- or $\omega$-limit set (an attracting or repelling singular point, a cycle or a polycycle) of $v$, and this object belongs to $Z$.

Moreover, separatrices of $v|_{S^2 \setminus \Omega}$ do not intersect $\Omega$ in all three cases above.
Proposition 7.7. There exists an arbitrarily small open neighborhood $U^* \supset LBS^*(V)$ that satisfies assumptions of Boundary lemma for $LBS^*(V)$. Moreover, in Type 2, the common $\alpha$- or $\omega$-limit set of $\beta$ is non-interesting.

Proof. Let us check that $LBS^*(V)$ satisfies assumptions of Boundary lemma. Clearly, it is closed and $v$-invariant (Proposition 2.23). It has a Sep-property due to Proposition 4.2 and the fact that all $\alpha$- and $\omega$-limit sets that belong to $LBS^*(V)$ are interesting (see Remark 2.21).

Boundary lemma implies that for each transversal arc $\beta \subset \varphi$ in Type 2, the common $\alpha$- or $\omega$-limit set of $\beta$ is outside $U^*$. The only interesting $\alpha$-, $\omega$-limit sets outside $LBS^*(V)$ are saddles (see Remark 2.21). But saddle separatrices of $v|_{S^2 \setminus U^*}$ do not intersect $U^*$ due to Boundary lemma. This completes the proof.

7.3 Proof of No-entrance lemma 7.3 modulo Boundary lemma

Remark 7.8. In fact, we will prove that any neighborhood $U^*$ that satisfies Boundary lemma (for $v_0$ and $LBS^*(V)$) also satisfies No-entrance lemma.

Proof. Choose a neighborhood $U^*$ that satisfies Boundary lemma for $v_0$ and $LBS^*(V)$. It exists due to Proposition 7.7. Suppose that unstable separatrices of $v_\epsilon$ enter $U^*$ for arbitrarily small $\epsilon$. Then there exists a sequence $\epsilon_k \to 0$ and points $p_k \in \partial U^*$ where unstable separatrices of $v_{\epsilon_k}$ enter $U^*$. Let $p$ be a limit point of the sequence $p_k \in \partial U^*$. Then $p \in \partial U^*$; clearly, $p$ belongs to the closure of an ingoing transversal arc of $\partial U^*$.

On the other hand, $p \in (\Sep V) \cap \{\epsilon = 0\}$. We claim that $p \in ELBS(v_0)$; this will imply $p \in LBS(V)$ and contradict $p \in \partial U^*$.

Since $p \in \partial U^*$, it is not singular. Prove that its $\alpha$-limit set under $v_0$ is interesting. Indeed, otherwise the negative semi-trajectory of $p$ under $v_0$ crosses a transversal arc of a non-interesting set $\alpha_{v_0}(p)$. Thus for close points $p_k$, their negative semi-trajectories under close vector fields $v_{\epsilon_k}$ cross this arc as well. Hence they cannot be unstable saddle separatrices, and we get a contradiction.

So $\alpha_{v_0}(p)$ is interesting. Let us prove that $\omega_{v_0}(p)$ is interesting.

Since $\alpha_{v_0}(p)$ is interesting, Proposition 7.7 implies that $p$ cannot belong to the boundary component of Type 2. So it belongs to the boundary component of Type 1 or Type 3. In both cases, the future semi-trajectory of $p$ under $v_0$ belongs to $U^*$ due to Boundary Lemma 7.6. The $\omega$-limit set of $p$ under $v_0$ is thus inside $\overline{U^*}$; due to Remark 2.21, $\omega_{v_0}(p)$ is interesting.

Hence $\alpha$- and $\omega$-limit sets of $p$ are both interesting. We conclude that $p \in ELBS(v_0) \cap (\Sep V) \cap \{\epsilon = 0\} \subset LBS(V)$, which contradicts $p \in \partial U^*$. So separatrices of $v_\epsilon$ cannot enter $U^*$.

7.4 Choice of $U$

If $U$ is a neighborhood of $LBS(V)$, we denote by $U^*$ the union of its connected components that do not contain non-interesting cycles of $v_0$. If $\bar{U}^\pm$ is a neighborhood of
LBS(W), we denote by \( \tilde{U}^{\pm*} \) the union of its connected components that do not contain non-interesting cycles of \( w_0 \).

**Proposition 7.9.** Under the assumptions of the Main Theorem, there exists an arbitrarily small open neighborhood \( U \) of LBS(V) and open neighborhoods \( \tilde{U}^{\pm} \) of LBS(W) such that

- \( U^* \) satisfies Boundary lemma for \( v_0 \) and LBS*(V);
- \( \tilde{U}^{\pm*} \) satisfy Boundary lemma for \( w_0 \) and LBS*(W);
- for all small \( \varepsilon \), \( \tilde{U}^- \subset H_\varepsilon(U) \subset \tilde{U}^+ \);
- the sets \( U \setminus U^* \), \( \tilde{U}^{\pm} \setminus \tilde{U}^{\pm*} \) are unions of neighborhoods of non-interesting cycles bounded by their transversal loops;
- each connected component of \( U, \tilde{U}^{\pm} \) contains one connected component of LBS(V), LBS(W) respectively.

Note that this proposition implies that \( U, \tilde{U}^{\pm} \) satisfy the assertions of No-entrance lemma, see Remark 7.8. The last assertion of this proposition shows that Proposition 4.10 on connected components is applicable for \( U, \tilde{U}^{\pm} \).

**Proof.** Choose a neighborhood \( \tilde{U}^{\pm*} \) of LBS*(W) satisfying Boundary lemma for the vector field \( w_0 \). We may remove its connected components that do not contain connected components of LBS*(W); if it is sufficiently small, then each its connected component contains only one component of LBS*(W). Add small annular neighborhoods of non-interesting cycles of \( w_0 \) bounded by transversal loops; we get the required neighborhood \( \tilde{U}^{\pm} \) of LBS(W).

Now, take a small neighborhood \( U^* \) of LBS*(V) that satisfies the assumptions of Boundary lemma, and add small annular neighborhoods of non-interesting cycles of \( v_0 \) bounded by transversal loops. We get a neighborhood \( U \supset LBS(V) \). Due to Proposition 4.7, we may and will assume that for small \( \varepsilon \), \( H_\varepsilon(U) \subset \tilde{U}^+ \). As above, we assume that each connected component of \( U \) contains one connected component of LBS(V).

Recall that for any small \( \varepsilon_0 \), \( \cap_{|\varepsilon|<\varepsilon_0} H_\varepsilon(U) \) is a neighborhood of LBS(W) due to the definition of moderate equivalence (Requirement 4 of Definition 2.11). We choose \( \tilde{U}^{\pm*} \supset LBS^*(W) \) that satisfies Boundary lemma for \( w_0 \), and add small annular neighborhoods of non-interesting cycles of \( w_0 \) bounded by transversal loops, in order to get a neighborhood \( \tilde{U}^- \) of LBS(W). We assume that \( \tilde{U}^- \) is sufficiently small so that \( \tilde{U}^- \subset (\cap_{|\varepsilon|<\varepsilon_0} H_\varepsilon(U)) \). Once again, we assume that each connected component of \( \tilde{U}^- \) contains one connected component of LBS(W).

Finally, \( \tilde{U}^- \subset H_\varepsilon(U) \subset \tilde{U}^+ \) for small \( \varepsilon \) as required.

From now on, we assume that \( U, \tilde{U}^+ \) and \( \tilde{U}^- \) satisfy the proposition above.
7.5 Images of Type 1, 2, and 3 boundary components

In the proofs of both main theorems, we will also need results on the images of Type 1, Type 2, and Type 3 boundary components of $U^*$ under $H_\varepsilon$. In some sense, they say that the boundary component $H_\varepsilon(\varphi)$ of $H_\varepsilon(U)$ has similar properties to that of $\varphi$, and also provide some control on the location of $H_\varepsilon(\varphi)$ for different $\varepsilon$.

For the three subsequent lemmas, $U, \tilde{U}^\pm$ are as in Proposition 7.9 and are sufficiently small, i.e. belong to some preassigned neighborhoods of the corresponding large bifurcation supports. From now on, we assume that $H_\varepsilon$ extends homeomorphically to $\overline{U}$, otherwise we slightly diminish $U$.

**Lemma 7.10** (Images of Type 1 boundary components). Under the assumptions of Main Theorem, suppose that $\varphi$ is a Type 1 boundary component of $\partial U$. Then $H_\varepsilon(\varphi)$ bounds an open topological disc $D \subset S^2 \setminus H_\varepsilon(U)$, and $\omega_{h(\varepsilon)}$ has no singular points and limit cycles in $D$.

The following lemma is important for Correspondence lemma: it shows that $H_\varepsilon$ preserves the correspondence between outgoing (ingoing) transversal arcs of Type 2 boundary components and their $\omega$- (resp. $\alpha$-)limit sets outside $U^*$.

**Definition 7.11.** For a domain in $S^2$ with smooth boundary, we say that the boundary is oriented clockwise with respect to the domain if the domain is to the right of its oriented boundary.

Let a closed curve $\gamma$ on $S^2$ be disjoint to a connected set $D$. We say that $\gamma$ is oriented clockwise with respect to $D$ if it is oriented clockwise with respect to the disk it bounds on the sphere that contains $D$.

Here and below the orientation on $\partial U$ is clockwise with respect to $U$.

**Lemma 7.12** (Images of Type 2 boundary components). Under the assumptions of Main Theorem, suppose that $\beta$ is a transversal outgoing arc of a Type 2 boundary component $\varphi \subset \partial U^*$. Let $\beta_\varepsilon \subset \varphi$ be the maximal arc transversal to $v_\varepsilon$ and close to $\beta$. Put $\tilde{\beta}_\varepsilon := H_\varepsilon(\beta_\varepsilon)$.

Let $l$ be a transversal loop around $\omega(\beta)$. Put $\tilde{l} = \tilde{H}(l)$. Then for small $\varepsilon$, positive semi-trajectories of points of $\tilde{\beta}_\varepsilon$ under $\omega_{h(\varepsilon)}$ stay in $S^2 \setminus H_\varepsilon(U^\sigma)$, and the Poincare map $\tilde{P}_\varepsilon : \tilde{\beta}_\varepsilon \to \tilde{l}$ along $\omega_{h(\varepsilon)}$ is well-defined. The map $\tilde{P}_\varepsilon$ takes the clockwise orientation on $\tilde{\beta}_\varepsilon$ with respect to $H_\varepsilon(U)$ to the counterclockwise orientation on $\tilde{l}$ with respect to $\tilde{H}(\omega(\beta))$.

Moreover, $\tilde{P}_\varepsilon(\tilde{\beta}_\varepsilon) \subset \tilde{l}$ intersects $\tilde{P}_0(\tilde{\beta}_0)$ for small $\varepsilon$. The analogous statement holds for ingoing arcs.

**Corollary 7.13.** Let $\varphi$ be an outgoing transversal Type 2 boundary component of $\partial U$, let $l, \tilde{l}$ be as in Lemma 7.12. Then for all small $\varepsilon$, there are no singular points and limit cycles of $\omega_{h(\varepsilon)}$ between two closed curves $H_\varepsilon(\varphi)$ and $\tilde{l}$.

**Proof.** This follows from Lemma 7.12 above, since the Poincare map $\tilde{P}_\varepsilon : H_\varepsilon(\varphi) \to \tilde{l}$ is well-defined. □
Lemma 7.14 (Images of Type 3 boundary components). Under the assumptions of Main Theorem, let $\varphi \subset \partial U$ be a Type 3 boundary component of $\partial U$. Then for all small $\varepsilon$, the oriented curves $H_\varepsilon(\varphi)$ and $\hat{H}(\varphi)$ are homotopic in $U^+ \setminus (\text{LBS}(W) \cup \text{Sing} \, w_{h(\varepsilon)} \cup \text{Per} \, w_{h(\varepsilon)})$.

The proof of lemmas is postponed till Section 11.

8 Proof of the Annuli faces lemma

8.1 Empty annuli lemma

Definition 8.1. We say that the annulus $A \subset S^2$ is empty with respect to the vector field $v$ if its boundaries are topologically transversal to $v$ and there are no singular points or limit cycles of $v$ inside $A$.

In this case, $v|_A$ is orbitally topologically equivalent to the radial vector field $\partial/\partial r$ in the standard annulus $\{1 < r < 2\}$.

Let us now define a collection $L$ of transversal loops around non-interesting nests. This collection will be used in the proof of the Correspondence lemma.

Definition 8.2 (Collection $L$ of transversal loops). For each non-interesting and not semi-stable nest of $v_0$ (case 1 of Definition 2.15), fix two transversal loops $l^-, l^+$ of the most outer cycles of the nest such that the whole nest is in the annulus between $l^-, l^+$.

For each non-interesting semi-stable nest of $v_0$ (case 2 in Definition 2.15), fix an outer transversal loop $l$ of the most outer cycle of the nest, such that $l$ encircles the whole nest.

We orient these loops counterclockwise with respect to the annulus between $l^-, l^+$ or with respect to the disc encircled by $l$ respectively. Let $L$ be a collection of transversal loops thus obtained. We say that $l \in L$ is ingoing if future semi-trajectories of its points enter the corresponding nest, and outgoing otherwise.

The Annuli faces lemma follows from a more general statement, Empty annuli lemma, which we will also need below in the proof of Correspondence lemma (see Section 9).

Lemma 8.3 (Empty annuli lemma). Under the assumptions of Main Theorem, for sufficiently small open $U \supset \text{LBS}(V)$, suppose that transversal loops $l_1, l_2$ bound an empty annulus $A$ for a vector field $v_\varepsilon$. Suppose that $l_1$ is either a transversal loop around a hyperbolic singular point or a cycle of $v_\varepsilon$, or $l_1 \subset \overline{U}$, or $l_1 \in L$. Let $\tilde{l}_1 := H_\varepsilon(l_1)$ if $l_1 \subset \overline{U}$ and $\tilde{l}_1 := \hat{H}(l_1)$ in other cases.

Then $\tilde{l}_1, \tilde{l}_2$ bound an empty annulus $\tilde{A}$ for $w_{h(\varepsilon)}$.

Moreover, let the orientation on $\tilde{l}_1$ be induced by $\hat{H}$ or $H_\varepsilon$ from the orientation on $l_1$. Then $l_1, l_2$ are oriented with respect to $A$ in the same way as $\tilde{l}_1, \tilde{l}_2$ are oriented with respect to $\tilde{A}$.

The last assertion implies that $\hat{H}, H_\varepsilon$ restricted to $\partial A$ extend to the homeomorphism of $A, \tilde{A}$. Note that transversal loops from the $\text{LBS}(V)$ either surround a hyperbolic singular point or a cycle of $v_\varepsilon$, or belong to $\overline{U}$; the case $l_1 \in L$ will be used in the proof of Correspondence lemma in Section 9 below.
8.2 Reduction

Proof of the Annuli faces lemma modulo Empty annuli lemma. Let $A$ be the same as in the Annuli faces lemma, that is, an annuli shaped face of the LMF graph of $v_\epsilon$. Due to the classification of faces of LMF graphs (Lemma 3.8), we have the following two cases.

- $A$ is an annulus between a transversal loop $l$ of $v_\epsilon$ and the corresponding $\alpha$- or $\omega$-limit set $c$.

Due to Remark 5.8, $G_\epsilon$ preserves the correspondence of transversal loops and their $\alpha$, $\omega$-limit sets, so the loop $G_\epsilon(l)$ is a transversal loop for $G_\epsilon(c)$ in $LMF(w_{h(\epsilon)})$. Thus $G_\epsilon(l)$ and $G_\epsilon(c)$ bound an annulus $\tilde{A}$. It remains to prove that $G_\epsilon$ extends to a homeomorphism of $A$, $\tilde{A}$, i.e. to analyze whether it preserves orientation on $\partial A$. We have two subcases:

1) If $c \subset U$, then $A$ is inside $U$, due to the choice of transversal loops in Section 5.3.5. Then $G_\epsilon$ is induced by $H_\epsilon$ on $\partial A$. So $H_\epsilon$ provides a required extension of $G_\epsilon$ to this annuli-shaped face.

2) If $c$ is outside $U$, then $c$ is either a hyperbolic cycle, or a hyperbolic sink, or a source. We only consider the case when $c$ is a cycle; other cases are analogous but simpler. Recall that $G_\epsilon$ coincides with $\hat{H}$ on $l$. Let us prove that $G_\epsilon$ preserves the orientation of $\partial A$; this will imply the lemma.

Recall that $c$, $G_\epsilon(c)$ are to the left with respect to the orientation on their transversal loops $l$, $\hat{H}(l)$, due to the choice of orientation on transversal loops. Suppose that $l$ is to the left with respect to the timewise orientation on $c$. Then $\hat{H}(l)$ is to the left with respect to timewise orientation on $G_\epsilon(c)$, because the cycle $G_\epsilon(c)$ is close to the cycle $\hat{H}(\pi_\epsilon^{-1}(c))$, and $\hat{H}$ is an orientation-preserving homeomorphism.

So $G_\epsilon$ matches the orientations on $\partial A$, $\partial \tilde{A}$ with respect to $A$, $\tilde{A}$; therefore $G_\epsilon$ extends to a homeomorphism between $A$ and $\tilde{A}$.

- $A$ is an annulus between two transversal loops $l_1$, $l_2$ of $v_\epsilon$.

In this case, Lemma 6.1 follows from the Empty annuli Lemma 8.3.

Note that $A$ is an empty annulus of $v_\epsilon$ in the sense of Definition 8.1. By Empty annuli Lemma 8.3, the annulus $\tilde{A}$ between $\tilde{l}_1$ and $\tilde{l}_2$ is empty for $w_{h(\epsilon)}$. By construction of $G_\epsilon$, its boundaries $\tilde{l}_1, \tilde{l}_2$ belong to $LMF(w_{h(\epsilon)})$.

Let $l_1$ be an outgoing transversal loop, and let $l_2$ be ingoing; clearly, no unstable separatrices may cross an outgoing transversal loop $\tilde{l}_1$ of a cycle, source or a monodromic polycycle. Similarly, no stable separatrices may cross $\tilde{l}_2$. So no separatrices enter an empty annulus $\tilde{A}$, thus it forms a face of $LMF(w_{h(\epsilon)})$.

By Lemma 8.3, the map $G_\epsilon : \partial A \to \partial \tilde{A}$ may be extended to a homeomorphism between $A$ and $\tilde{A}$. 

8.3 Plan of the proof of the Empty annuli lemma 8.3

The natural way to prove the Empty Annuli lemma is to compare restrictions to $A$ of the phase portraits of $v_\epsilon$ and $v_0$. The first restriction is trivial; the second one may be
quite different, see Figures 9 and 10. We will need the Boundary Lemma for the case shown in Fig. 9 and both Boundary and Correspondence Lemmas for Fig. 10.

Let us pass to the formal proof.

Consider all boundary components of $U$ that are inside $A$. It is possible that some of them are non-contractible inside $A$; then $A$ is split into several smaller annuli. Note that all these boundary components have index 1 with respect to $v_\varepsilon$. Hence they have index 1 with respect to $v_0$. Therefore, they are transversal boundary components for $U$ and $v_0$ (see Boundary Lemma 7.6). Clearly, each smaller annulus is an empty annulus for $v_\varepsilon$. We are going to prove the Empty annuli lemma for each of these smaller annuli.

Any smaller annulus does not contain non-contractive boundary components of $U$. So there are two possible cases: the boundary components $l_1$, $l_2$ of a smaller annulus $A$ belong to the same connected component of $U$ or to the same connected component of $CU = S^2 \setminus U$.

Indeed, suppose that $l_1$ and $l_2$ do not belong to the same connected component of $U$. The annulus bounded by $l_1$ and $l_2$ does not contain non-contractive boundary components of $U$, hence the curves $l_1$ and $l_2$ are not separated by $U$. Therefore, they belong to the same connected component of $CU$.

The two possible cases mentioned above are considered below in Lemmas 8.4 and 8.5, so these lemmas conclude the proof. See Figures 9 and 10 respectively.

Figure 9: Empty annuli lemma: auxiliary lemma 8.4, orbits of $v_\varepsilon$ (left) and $v_0$ (right). The component of $U$ is shadowed, its boundary is dotted, the large bifurcation support is shown in thick. The vector field $v_0$ has degeneracy of codimension 4; four saddlenodes of $v_0$ vanish as $\varepsilon$ changes, and the annulus $A$ becomes empty.
8.4 One connected component of $\bar{U}$

Lemma 8.4. The statement of Empty annuli lemma holds true if $l_1, l_2$ belong to the same connected component of $\bar{U}$.

Proof. Consider all the boundary components $\varphi_i$ of this connected component of $\bar{U}$ that are located inside $A$. They are contractive in $A$, so they bound topological discs in $A$. These disks contain no singular points of $v_\varepsilon$, so the index of the vector field $v_\varepsilon$ with respect to each curve $\varphi_i$ is 0. The same holds for the vector field $v_0$. Thus these components $\varphi_i$ are of Type 1, they bound discs $D_i \subset CU$, and $A \cup D_i \subset U$. So the annulus $A$ between $H_{\varepsilon}(l_1)$ and $H_{\varepsilon}(l_2)$ is a union of $H_{\varepsilon}(A \cup D_i)$ and regions $\tilde{D}_i$ bounded by $H_{\varepsilon}(\varphi_i)$, where $\varphi_i$ are Type 1 boundary components for $v_0$.

Let us prove that $\tilde{A}$ is empty for $w_{h(\varepsilon)}$. Due to Lemma 7.10 on the images of Type 1 components, the regions $\tilde{D}_i$ inside $H_{\varepsilon}(\varphi_i)$ do not contain limit cycles and singular points of $w_{h(\varepsilon)}$. The set $H_{\varepsilon}(A \cup D_i)$ does not contain singular points and limit cycles of $w_{h(\varepsilon)}$ too, because its preimage under $H_{\varepsilon}$ does not contain singular points and limit cycles of $v_\varepsilon$.

The case when a limit cycle belongs partly to $H_{\varepsilon}(A \cup D_i)$ and partly to its complement in $\tilde{A}$ is prohibited by Proposition 5.2: each cycle of $w_{h(\varepsilon)}$ for small $\varepsilon$ either belongs to $\tilde{U}^- \subset H_{\varepsilon}(U)$, or is close to a hyperbolic cycle of $w_0$ (thus does not intersect $\tilde{U}^+ \supset H_{\varepsilon}(U)$). Thus $\tilde{A}$ contains no singular points or limit cycles of $w_{h(\varepsilon)}$.

Let us prove that $\partial\tilde{A}$ is transversal to $w_{h(\varepsilon)}$. Indeed, $\partial A$ is transversal to $v_0$, thus to $v_\varepsilon$; $H_{\varepsilon}$ preserves topological transversality, thus $\partial\tilde{A}$ is transversal to $w_{h(\varepsilon)}$.

So $\tilde{A}$ is empty in this case. Clearly, the map $H_{\varepsilon}|_{\varphi_i}$ may be extended to a homeomorphism $H_i : D_i \to \tilde{D}_i$. Hence, the map $H_{\varepsilon}|_{\partial A}$ may be extended to a homeomorphism of $A$ by $H_{\varepsilon}$ on $A \cup D_i$ and by $H_i$ on $D_i$. Thus the last claim of the Empty annuli lemma holds true.

\hfill $\square$

8.5 One connected component of $CU$

Lemma 8.5. The statement of the Empty annuli lemma holds true if $l_1, l_2$ belong to the same connected component of $CU$.

Proof. As the curves $l_1, l_2$ belong to the same component of $CU$, they may either belong to $\partial U$, or to the interior of $CU$. So for each of them, we have the following three cases:

- A transversal loop of a hyperbolic sink or source, or a hyperbolic cycle, or a non-interesting cycle (namely $l \in L$);

- A boundary component of $\tilde{U}$ of Type 2;

- A boundary component of $\tilde{U}$ of Type 3.

If one of $l_1, l_2$ is a Type 2 transversal boundary component of $U$, then the other one is a transversal loop around the corresponding non-interesting $\alpha$- or $\omega$-limit set. This
follows from Boundary lemma and Proposition 7.7. In this case Lemma 8.5 follows from Corollary 7.13 above.

Let us prove that in all other cases the following implication holds: if \( \hat{H}(A) \) is empty, then \( \hat{A} \) is.

Suppose that both \( l_1, l_2 \) are of Type 3. In this case, Lemma 7.14 implies that \( \hat{H}(l_i) \) and \( H_\varepsilon(l_i) \) are homotopic in \( \tilde{U}^+ \setminus (\text{Sing } w_h(\varepsilon) \cup \text{Per } w_h(\varepsilon)) \) as oriented curves. So we may replace \( \tilde{l}_i = H_\varepsilon(l_i) \) by \( \hat{H}(l_i) \): if \( \hat{H}(A) \) is empty, then \( \hat{A} \) is empty as well.

Suppose that \( l_1 \) is of Type 3, and \( l_2 \) falls into the case 1 above. Then \( H_\varepsilon(l_2) \) may be replaced by \( \hat{H}(l_2) \) as before, and \( \tilde{l}_2 = \hat{H}(l_2) \). Again, if \( \hat{H}(A) \) is empty, then \( \hat{A} \) is empty as well.

Suppose that both \( l_1, l_2 \) fall into the case 1 above. In this case, \( \tilde{l}_i = \hat{H}(l_i) \), and there is nothing to prove.

Now, the following proposition implies the first assertion of the Empty annuli lemma.

**Proposition 8.6.** In assumptions of Lemma 8.5, the annulus \( \hat{H}(A) \) is empty with respect to \( w_h(\varepsilon) \).

*Proof.* By contraposition, suppose that some singular point or a cycle \( \tilde{c} \) of \( w_h(\varepsilon) \) is in \( \hat{H}(A) \). We only consider the case if \( \tilde{c} \) is a cycle; the case of a singular point is analogous.

Due to Proposition 5.2 applied to the family \( W \), the cycle \( \tilde{c} \) either belongs to \( \tilde{U}^- \) or belongs to a continuous family of hyperbolic cycles \( \tilde{c}_\delta \) of vector fields \( w_\delta \) defined for all \( \delta \) small.

In the first case, let \( H_\varepsilon(U_i) \) be a connected component of \( H_\varepsilon(U) \) that contains \( \tilde{c} \). Then \( U_i \) contains a cycle \( H_\varepsilon^{-1}(\tilde{c}) \) of \( v_\varepsilon \). It remains to prove that \( U_i \) is inside \( A \); this will contradict to the fact that \( A \) is empty for \( v_\varepsilon \).
Since $\hat{H}(U_i)$ is the only component of $\hat{H}(U)$ that intersects $H_{\varepsilon}(U_i)$ (see Proposition 4.10) and $\hat{c} \subset \hat{U}^* \subset \hat{H}(U)$, we have $\hat{c} \subset \hat{H}(U_i)$. So $\hat{H}(U_i)$ intersects the annulus $\hat{H}(A)$. Thus $U_i$ intersects the annulus $\hat{A}$, and since boundaries of $A$ are in one and the same connected component of $CU$, we have that $U_i \subset A$. We get a contradiction mentioned in the previous paragraph.

In the second case, the cycles $\tilde{c}_\delta$ belong entirely to $\hat{H}(A)$ because the boundary of this annulus is transversal to $w_\delta$ for any $\delta$ small. Hence, no limit cycle of $w_\delta$ can cross this boundary. Therefore, $\hat{c}_0$ belongs to $\hat{H}(A)$ as well. Therefore, the vector field $v_0$ has a hyperbolic limit cycle $\hat{H}^{-1}(\hat{c}_0)$ in $A$. The same holds for the vector field $v_\varepsilon$, so $A$ is not empty with respect to $v_\varepsilon$. We get a contradiction again. This finishes the proof.

The first statement of the Empty Annuli lemma in assumptions of Lemma 8.5 is proved.

Let us prove the second one: $G_\varepsilon$ may be extended to a homeomorphism of $A$. The same statement for $\hat{H}(A)$ instead of $\hat{A}$ is clear, because $\hat{H}$ is an orientation-preserving homeomorphism. Suppose that both $l_1, l_2$ belong to $\hat{U}$ (other cases are analogous but simpler). Since $l_1$ and $l_2$ are in different connected components of $U$, their images $H_{\varepsilon}(l_1)$ and $H_{\varepsilon}(l_2)$ are in different connected components of $\hat{U}^+$ (see Proposition 4.10; this proposition is applicable due to the last assertion of Proposition 7.9). By Lemma 7.14, the oriented curves $H_{\varepsilon}(l_1)$ and $\hat{H}(l_1)$ are homotopic inside $\hat{U}^+$. Thus as we perform the homotopy between $H_{\varepsilon}(l_1)$ and $\hat{H}(l_1)$, all the intermediate curves do not intersect $\tilde{l}_2$. Similar arguments apply to the homotopy between $H_{\varepsilon}(l_2)$ and $\hat{H}(l_2)$. Finally, $\tilde{l}_1, \tilde{l}_2$ are oriented with respect to $\tilde{A}$ in the same way as $\hat{H}(l_1), \hat{H}(l_2)$ with respect to $\hat{H}(A)$. The latter orientation coincides with the orientation of $l_1, l_2$ with respect to $A$, which implies the statement.

9 Proof of the Correspondence Lemma 6.2

9.1 Plan of the proof

Without loss of generality we assume that $l$ is an ingoing transversal loop. Choose $U$ following Sec. 7.4. Note that any transversal loop $l \subset LMF(v_\varepsilon)$ either belongs entirely to $U$, or to its complement, due to the choice of transversal loops in Sec. 5.3.5. So there are the following cases to consider depending on the location of $l$.

- The loop $l \in LMF(v_\varepsilon)$ lies outside $U$. Simultaneously, we will prove the statement of Correspondence lemma for $l \in L$ (see Definition 8.2 of the collection $L$), though such loops may be not included in $LMF(v_\varepsilon)$.
  - Case 1. Some backward orbit of $l$ under $v_0$ hits $\partial U^*$ at a transversal boundary component.
  - Case 2. All backward orbits of $l$ under $v_0$ either hit $\partial U^*$ at non-transversal boundary components, or do not intersect $\overline{U^*}$.

- The loop $l \in LMF(v_\varepsilon)$ lies inside $U$. 
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– Case 3. \( l \subset U^* \).

– Case 4. \( l \subset U \setminus U^* \), i.e. \( l \) is inside a non-interesting nest. Here we will use Correspondence lemma for \( l \in L \) (Case 1 above).

In Sec. 9.2 – 9.5 we prove the first statement of Correspondence Lemma in each of the above four cases. In Sec. 9.6 we prove the second statement of the Correspondence Lemma.

9.2 The first statement of the Correspondence lemma: Case 1

![Diagram](image)

Figure 11: Proposition 9.1: Poincare map between \( \varphi \) and \( l \).

**Proposition 9.1.** The first statement of the Correspondence lemma holds true for an ingoing transversal loop \( l \in \text{LMF}(v_\varepsilon) \) or \( l \in L \), if backward orbits of some points of \( l \) under \( v_0 \) hit a transversal boundary component of \( \partial U^* \).

**Proof.** Let \( \varphi \) be one of these components of \( \partial U^* \).

A trajectory of \( v_0 \) joins \( \varphi \) to \( l \), so a close trajectory \( \xi \) of \( v_\varepsilon \) joins \( \varphi \) to \( l \) as well. We conclude that a Poincare map along \( v_\varepsilon \) between some arcs of the transversal loops \( \varphi \) and \( l \) is defined. The endpoints of its domain must be intersections of \( \varphi \) with separatrices of \( v_\varepsilon \) (see Fig. 11). But separatrices of \( v_\varepsilon \) do not enter \( U^* \) through \( \varphi \) due to No-entrance lemma 7.3. Therefore this Poincare map is defined on the whole \( \varphi \), thus \( l \) and \( \varphi \) bound an annulus \( A \) filled by trajectories of \( v_\varepsilon \). We conclude that the separatrices \( \gamma_i \) of \( v_\varepsilon \) that cross \( l \) also cross \( \varphi \), and the intersection points \( \gamma_i \cap \varphi \) are ordered clockwise with respect to \( U \) (see Fig. 12). Due to No-entrance lemma 7.3, separatrices of \( v_\varepsilon \) cannot enter \( U^* \), see Definition 7.1. So all separatrices of \( v_\varepsilon \) that cross \( \varphi \subset \partial U^* \) intersect it only once, and \( \gamma_i \cap U \) are their arcs starting at the corresponding singular points \( P_i \in U^* \). Hence \( \tilde{\gamma}_i \) are separatrices of \( H_\varepsilon(P_i) \) that contain arcs \( H_\varepsilon(\gamma_i \cap U) \), so \( \tilde{\gamma}_i \) intersect \( H_\varepsilon(\varphi) \), and the intersection points \( H_\varepsilon(\gamma_i \cap \varphi) \) are ordered clockwise with respect to \( H_\varepsilon(U) \).

Finally, note that \( l \) and \( \varphi \) satisfy assumptions of Empty annuli Lemma, that is, they bound an empty annulus \( \tilde{A} \), see Fig 12. This lemma yields that \( \tilde{l} = H(l) \) and \( H_\varepsilon(\varphi) \) bound an empty annulus \( \tilde{A} \) for \( w_\varepsilon \), and the orientation on its boundaries is the same.
as for $A$. Thus the separatrices $\tilde{\gamma}_i$ that cross $H_\varepsilon(\varphi)$ also cross $\tilde{l}$, and the intersection points $\tilde{\gamma}_i \cap \tilde{l}$ are ordered counterclockwise with respect to it.

9.3 Case 2

\[ H_\varepsilon(U) \]

\[ w_h(\varepsilon) \]

Figure 13: Proposition 9.2 points $q_i, a_j$ on $l$. Dashed circles are transversal loops around non-interesting $\alpha$-limit sets outside $U^*$.

**Proposition 9.2.** The first statement of the Correspondence lemma holds true for an ingoing transversal loop $l \subset LMF(v_\varepsilon)$ or $l \in L$, if backward orbits of all points of $l$ under $v_0$ either cross $\partial U^*$ by non-transversal boundary components, or do not intersect $U^*$.

**Proof.** Note that these boundary components must be all of Type 2 (see Boundary lemma for the classification). Indeed, non-transversal boundary components of $\partial U$ are
of Type 1 or Type 2. But the trajectories originating from a Type 1 component fill the whole disc with no transversal loops in it.

Clearly, \( l \) is the union of the following sets:

- (open) hyperbolic arcs: a negative semi-trajectory of each point of this arc under \( v_0 \) tends to a non-interesting set and does not hit \( U^* \).

- intersections \( q_i \) with separatrices of \( (v_0)|_{S^2 \setminus U} \), i.e. with separatrices of hyperbolic saddles.

- (closed) images \( P_0(\beta_i) \) of transversal outgoing arcs \( \beta_i \subset \varphi_j \subset \partial U \) under Poincare maps \( P_0 \) along \( v_0 \), where each \( \varphi_j \) is a boundary component of Type 2, see Fig. 13.

Pick one point from each hyperbolic arc; let \( a_i \) be these points (ordered cyclically along \( l \)). As \( l \) lies outside \( U \), again as in Case 1, \( \tilde{l} = \hat{H}(l) \). Put \( \tilde{a}_i = \hat{H}(a_i) \); these points are ordered cyclically along \( \tilde{l} \). It is sufficient to prove the statement of Correspondence lemma for each arc \([a_i, a_{i+1}]\). Put \( I = [a_i, a_{i+1}], \tilde{I} = [\tilde{a}_i, \tilde{a}_{i+1}] \).

Since each \( q_j \) and each \( P_0(\beta_j) \) is adjacent to open hyperbolic arcs on both sides, we have the following three cases for \( I \):

1. The arc \( I \) contains the point \( q \) of intersection with a separatrix \( \nu \) of a hyperbolic saddle \( P \) of \( v_0 \); \( I \setminus \{q\} \) belongs to two subsequent hyperbolic arcs. The arcs \([a_1, a_2], [a_3, a_4], [a_4, a_5] \) on Fig. 13 are of that type, as well as all arcs on Fig. 14.

2. The arc \( I \) contains the image \( P_0(\beta) \) of some transversal outgoing arc \( \beta \subset \varphi \subset \partial U \). The set \( I \setminus P_0(\beta) \) belongs to two subsequent hyperbolic arcs. The arcs \([a_2, a_3], [a_5, a_1] \) on Fig. 13 are of that type.

As in Lemma 7.12, let \( \beta_\epsilon \) be the arc of \( \varphi \) transversal to \( v_\epsilon \) and close to \( \beta \). Let \( P_\epsilon: \beta_\epsilon \to l \) be the Poincare map along \( v_\epsilon \).
Since separatrices of $v_\varepsilon$ cannot originate from non-interesting sets, each separatrix of $v_\varepsilon$ that intersects $I$ also intersects $\beta_\varepsilon$. Let $\{\gamma_k\}$ be these separatrices, ordered counterclockwise along $I$; then they intersect $\beta_\varepsilon$ and are ordered clockwise along it. Due to No-entrance lemma, separatrices $\gamma_k$ intersect $\partial U^*$ only once. Thus the separatrices $\tilde{\gamma}_k$ are the separatrices that contain arcs $H_\varepsilon(\gamma_k \cap U)$. Since $H_\varepsilon$ conjugates $v_\varepsilon$ to $w_{h(\varepsilon)}$, we conclude that the separatrices $\tilde{\gamma}_k$ intersect $\tilde{\beta}_\varepsilon := H_\varepsilon(\beta_\varepsilon)$ in a clockwise order along $\tilde{\beta}_\varepsilon$. Lemma 7.12 implies that the Poincare map $\tilde{P}_\varepsilon : \tilde{\beta}_\varepsilon \to \tilde{l}$ is well-defined and takes the clockwise orientation on $\tilde{\beta}_\varepsilon$ to the counterclockwise orientation on $\tilde{l}$. Thus the separatrices $\tilde{\gamma}_k$ intersect $\tilde{P}_\varepsilon(\tilde{\beta}_\varepsilon) \subset \tilde{l}$ in a counterclockwise order along $\tilde{l}$. Now it suffices to prove that $\tilde{P}_\varepsilon(\tilde{\beta}_\varepsilon) \subset \tilde{I}$; this will prove that $\tilde{\gamma}_k$ intersect $\tilde{I}$ and are ordered counterclockwise along it.

Applying $\tilde{H}$ to the inclusion $P_0(\beta) \subset I$, we get that $\tilde{P}_0(\tilde{\beta}_0) \subset \tilde{I}$. Lemma 7.12 implies that $\tilde{P}_\varepsilon(\tilde{\beta}_\varepsilon)$ intersects $\tilde{P}_0(\tilde{\beta}_0)$. Now, it is sufficient to prove that $\tilde{P}_\varepsilon(\tilde{\beta}_\varepsilon)$ does not contain endpoints of $\tilde{I}$. Note that the negative semi-trajectories of endpoints of $\tilde{I}$ under $w_{h(\varepsilon)}$ are close to their trajectories under $w_0$, thus tend to non-interesting sets and do not intersect the closure of $U^{**}$. This completes the proof.

3. The arc $I$ does not fall into the two previous cases. So it belongs to one hyperbolic arc, which is only possible if all $a_i$ coincide. Then $I = l$ and all negative semi-trajectories of points of $l$ under $v_0$ tend to a non-interesting set and do not visit $U^*$. Thus for small $\varepsilon$, no separatrices of $v_\varepsilon$ intersect $l$, and there is nothing to prove.

\[\square\]

### 9.4 Case 3: $l \subset U^*$

For $l \subset U^*$, Correspondence lemma follows directly from No-entrance lemma 7.3. We will prove the following improved result; the improvement will be used in Section 9.6.

**Proposition 9.3.** 1. The first statement of Correspondence lemma holds if $l$ is a transversal loop of an $\alpha$- ($\omega$-) limit set inside $U^*$.

2. If for an unstable separatrix $\gamma$ of some singular point $P$ of $v_\varepsilon$, $\omega(\gamma)$ belongs to $U^*$, and $\tilde{\gamma}$ is a separatrix of $w_{h(\varepsilon)}$ that contains $G_\varepsilon((\gamma, P))$, then $\omega(\tilde{\gamma}) = G_\varepsilon(\omega(\gamma))$. Here $\omega$-limit sets are with respect to $v_\varepsilon, w_{h(\varepsilon)}$.

The same holds for stable separatrices and their $\alpha$-limit sets.

The first assertion directly implies the second one if $\omega(\gamma)$ can be surrounded by a transversal loop.

**Proof.** 1. Recall that $G_\varepsilon$ is induced by $H_\varepsilon$ in $U$. Let $\gamma_i$ be as in Correspondence lemma. No-entrance lemma 7.3 implies that $\gamma_i \subset U$, see Fig 15. So $\tilde{\gamma}_i = G_\varepsilon(\gamma_i) \subset H_\varepsilon(\gamma_i)$, and $\tilde{l} = H_\varepsilon(l)$. The statement follows from the fact that $H_\varepsilon$ is a homeomorphism.

2. Due to No-entrance lemma, $\gamma \subset U$; thus $P \in U$. So $G_\varepsilon$ is induced by $H_\varepsilon$ both on $\gamma$ and $\omega(\gamma)$, and the statement holds because $H_\varepsilon$ is a homeomorphism.

\[\square\]
Suppose that $l \subset U \setminus U^*$ corresponds to a cycle $c$ that bifurcates from a non-interesting nest, and suppose that $l$ is not homotopic in $S^2 \setminus \text{Per}_v$ to the outer transversal loops of the nest. Then no separatrices of $v_\varepsilon$ intersects $l$. Indeed, if a separatrix $\gamma$ accumulates to $c$, then it must enter a non-interesting nest, i.e. intersect its outer transversal loop $l' \in L$. However $l'$ is separated from $l$ by cycles of $v_\varepsilon$, and we get a contradiction. So the first statement of the Correspondence lemma is trivial for $l$.

Suppose that $l$ is homotopic in $S^2 \setminus \text{Per}_v$ to the outer transversal loop $l'$ of the nest. Then the separatrices $\{\gamma_i\}$ of $v_\varepsilon$ that intersect $l$ also intersect $l'$. Cases 1,2 of Correspondence lemma (see Propositions 9.1, 9.2) for $l' \in L$ imply that $\tilde{\gamma}_i$ intersect $\tilde{H}(l')$ and are ordered cyclically along it. Empty annuli lemma 8.3 implies that the annulus $\tilde{A}$ between $H_\varepsilon(l)$ and $\tilde{H}(l')$ is empty with respect to $w_{h(\varepsilon)}$, so $\{\tilde{\gamma}_i\}$ intersect $H_\varepsilon(l)$. Their order is the same as for $v_\varepsilon$, because the curves $H_\varepsilon(l)$ and $\tilde{H}(l')$ are oriented with respect to $\tilde{A}$ in the same way as $l, l'$ are oriented with respect to $A$ (see Empty annulii lemma 8.3). This completes the proof.

### 9.6 Second statement of the Correspondence lemma

The first statement of the Correspondence lemma implies the second one because $v_\varepsilon$ and $w_{h(\varepsilon)}$ have the same amount of separatrices. For a detailed proof, we will need the following proposition.

**Proposition 9.4.** For small $\varepsilon$, the vector field $w_{h(\varepsilon)}$ has the same amount of separatrices as $v_\varepsilon$.

**Proof.** Note that the number of separatrices of a vector field equals to the number of germs of separatrices at the corresponding singular points minus the number of separatrix

---

Figure 15: Correspondence lemma, Case 3. The loop $l$ is dashed, $LBS(V)$ is shown in thick, and the part of $U^*$ is shadowed. Compare with Fig. 8, Type 2
connections. Due to Proposition 5.7, the map $G_\varepsilon$ provides a one-to-one correspondence on singular points of $v_\varepsilon$ and $w_{h(\varepsilon)}$. This map preserves their topological types due to Remark 5.3. So the amount of germs of separatrices at singular points is the same for $v_\varepsilon$ and $w_{h(\varepsilon)}$.

Moreover, $v_\varepsilon$ and $w_{h(\varepsilon)}$ have the same amount of separatrix connections: due to Separatrix lemma 4.3, all separatrix connections of $v_\varepsilon$, $w_{h(\varepsilon)}$ for small $\varepsilon$ are inside small neighborhoods of large bifurcation supports, so $H_\varepsilon$ identifies separatrix connections of $v_\varepsilon$ and separatrix connections of $w_{h(\varepsilon)}$. The statement follows.

The first statement of Correspondence Lemma implies that if $k$ separatrices of $v_\varepsilon$ intersect a transversal loop $l$ outside $U^*$, then at least $k$ separatrices of $w_{h(\varepsilon)}$ intersect a transversal loop $\tilde{l}$.

Proposition 9.3 implies that if $k$ unstable separatrices of $v_\varepsilon$ have the same $\omega$-limit set $c$ inside $U^*$, then at least $k$ separatrices of $w_{h(\varepsilon)}$ have the $\omega$-limit set $H_\varepsilon(c)$; the same holds for $\alpha$-limit sets of stable separatrices.

Clearly, each separatrix of $v_\varepsilon$ either has its $\omega$- ($\alpha$-) limit set inside $U^*$, or intersects a transversal loop of some sink, source or cycle outside $U^*$. Due to Proposition 9.4, $v_\varepsilon$ and $w_{h(\varepsilon)}$ have the same amount of separatrices. So in each of two cases, we have exactly $k$ separatrices of $w_{h(\varepsilon)}$ with the listed property. This completes the proof of Correspondence lemma.

## 10 Proof of the Boundary lemma

### 10.1 Boundaries of canonical regions

In the proof of the Boundary lemma, we will construct a neighborhood $\Omega$ as the union of its intersections with all canonical regions of $v$. Recall that these regions are described in Section 3.1. We start with an explicit description of the boundaries of canonical regions.

Let $v \in Vect^*(S^2)$. In the definitions below all the singular points, separatrices and so on are those of $v$.

**Definition 10.1.** A separatrix chain $C \subset S^2$ is one of the following sets:

- A union $C = \alpha(\gamma_0) \cup \gamma_0 \cup P_1 \cup \gamma_1 \cup P_2 \cup \cdots \cup \gamma_n \cup \omega(\gamma_n)$, where $\gamma_i$ is an ingoing separatrix of a singular point $P_{i+1}$ and $\gamma_{i+1}$ is an outgoing separatrix of $P_{i+1}$. In what follows, we say that $\gamma_0$ is the first separatrix of the chain $C$, and $\gamma_n$ is the last separatrix of the chain; we also say that the chain $C$ connects the limit sets $\alpha(\gamma_0)$ to $\omega(\gamma_n)$.

- A union $C = \alpha(\gamma) \cup \gamma \cup \omega(\gamma)$ where $\gamma$ is a separatrix. Then $\gamma$ is both the first and the last separatrix in the chain, and the chain connects $\alpha(\gamma)$ to $\omega(\gamma)$.

- A singular point; it coincides with both its $\alpha$- and $\omega$-limit sets and the corresponding chain has no separatrices.

Note that points $P_i$ with different numbers in one and the same chain may coincide.
Definition 10.2. For a canonical region $R$ of a vector field, we denote by $\alpha(R)$ and $\omega(R)$ the common $\alpha$- and $\omega$-limit set of all its points.

Note that a strip canonical region is simply connected, and a spiral one is a topological annulus. Recall that due to Proposition 3.5, for a strip canonical region, there exists a homeomorphism $\Psi : \mathbb{R} \times (0, 1) \to R$ that conjugates $\partial/\partial x$ to $v$.

Definition 10.3. Side boundaries $\nu_1(R), \nu_2(R)$ of a strip canonical region $R$ are all limit points of trajectories $\Psi(\mathbb{R} \times \{y\})$ as $y \to 0$ and as $y \to 1$ respectively.

Clearly, $\partial R$ is a union of two side boundaries of $R$. Each one of the side boundaries includes $\alpha(R)$ and $\omega(R)$.

Lemma 10.4 (Side boundaries of strip canonical regions). For a vector field $v \in \text{Vect}^* S^2$, side boundaries $\nu_1(R), \nu_2(R)$ of a strip canonical region $R$ of $v$ are chains of separatrices that join $\alpha(R)$ to $\omega(R)$.

We expect that this lemma is known to experts, but we did not find it in the literature.

Remark 10.5. Two chains $\nu_1(R)$ and $\nu_2(R)$ may have common separatrices. On Fig. [19] below this is the case for the canonical region marked by 5.

Proof. We prove the lemma for $\nu_1(R)$. Note that $\nu_1(R)$ is a closed and $v$-invariant set; also, $\nu_1(R) \subset \partial R \subset S(v) = \text{Sing} v \cup \text{Per} v \cup \text{Sep} v$.

Note that $\nu_1(R) \setminus \alpha(R) \setminus \omega(R)$ may not contain limit cycles. Indeed, since $\alpha$-, $\omega$-limit sets of all points of $R$ are $\alpha(R), \omega(R)$, the set $\nu_1(R)$ is detached from basins of attraction and repulsion of all other $\alpha$-, $\omega$-limit sets of $v$, and may not contain limit cycles other than $\alpha(R)$ or $\omega(R)$. Therefore $\nu_1(R) \setminus \alpha(R) \setminus \omega(R) \subset \text{Sing} v \cup \text{Sep} v$.

Since $\nu_1(R)$ is connected as a limit of connected sets, $\nu_1(R) \setminus \alpha(R) \setminus \omega(R)$ may not contain isolated singular points; it is either empty or contains a separatrix.

If $\nu_1(R) \setminus \alpha(R) \setminus \omega(R)$ is empty, the argument that $\nu_1(R)$ is connected implies that $\alpha(R)$ and $\omega(R)$ intersect. This is only possible if $\alpha(R) = \omega(R)$ is a singular point, and the statement is proved (this may happen when $R$ is an elliptic sector of a complex singular point).

Suppose that $\nu_1(R) \setminus \alpha(R) \setminus \omega(R)$ contains a separatrix $\gamma$ (this is the last case to consider). Since $\nu_1(R)$ is a limit of trajectories $\Psi(\mathbb{R} \times \{y\})$ and $\Psi$ is injective, a local analysis in each flow-box surrounding $\gamma$ shows that there exists a semi-neighborhood $U_\gamma$ of $\gamma$ that belongs to $R$.

Note that $\omega(\gamma) \subset \nu_1(R)$ because $\nu_1(R)$ is closed. There are the following possibilities for $\omega(\gamma)$:

- $\omega(\gamma)$ is a cycle or a polycycle. Then all the points in a neighborhood of $\gamma$ are also attracted to this set, including some points of $R$; thus $\omega(R) = \omega(\gamma)$. So $\gamma$ will be the last separatrix in the chain.

- $\omega(\gamma)$ is a singular point $P$, and the semi-neighborhood $U_\gamma$ contains a piece of parabolic or elliptic sector near $(\gamma, P)$. Similarly, $\omega(R) = \omega(\gamma)$, and $\gamma$ will be the last separatrix in the chain.
• $\omega(\gamma)$ is a singular point $P$, and the semi-neighborhood $U_\gamma$ contains a piece of a hyperbolic sector near $(\gamma, P)$; so $\gamma$ is a separatrix of $P$. Then $\gamma$ will be a separatrix $\gamma_i$ in the middle of the chain, $P_{i+1} = P$, and $\gamma_{i+1}$ is another border of the same hyperbolic sector. Now we may repeat our arguments for $\gamma_{i+1}$ and find $P_{i+2}, \gamma_{i+2}$, etc.

The same arguments apply to $\alpha(\gamma)$ and allow us to enumerate separatrices of $\nu_1(R)$ as required. Possibly we will have only one separatrix $\gamma_0 = \gamma_n$ and no singular points $P_i$. This may happen, for instance, when $\partial R$ is a union of a singular point and its homoclinic curve, a separatrix, and $R$ is an elliptic sector (see Fig. 16 left). Note also that one and the same singular point may appear several times in the list $\{P_i\}$, see Fig. 16 right.

![Figure 16: Some possible shapes of canonical regions](image)

It is easy to see that the union of semi-neighborhoods of $\gamma_i$ and hyperbolic sectors at $P_i$ is saturated by trajectories of $v$, so it exhausts all $\Psi(\mathbb{R} \times (0, \varepsilon))$ for small $\varepsilon$; hence $\nu_1(R)$ coincides with the chain $\alpha(R) \cup \omega(R) \cup \{\gamma_i\} \cup \{P_i\}$.

**Lemma 10.6.** The boundary of a spiral canonical region is the union of its $\alpha$- and $\omega$-limit sets:
$$\partial R = \alpha(R) \cup \omega(R).$$

The proof is obvious.

The following proposition provides a key tool for the proof of the Boundary lemma.

**Proposition 10.7.** For a vector field $v \in \text{Vect}^* S^2$, let $Z \subset S^2$ be a closed, $v$-invariant set with Sep-property.

1) Let $C = \{\gamma_i\}_{i=1}^{n-1} \cup \{P_i\}_{i=1}^n$ be a union of singular points and separatrix connections of $v$: $\gamma_i$ is a separatrix connection between $P_i$ and $P_{i+1}$. Then $Z$ either contains $C$, or does not intersect it.

2) For each $\alpha$- or $\omega$-limit set $c$ of $v$, the set $Z \cap c$ is either empty, or coincides with $c$.

In particular, 1) applies to any chain of separatrices (see Definition 10.1) if we remove $\alpha(\gamma_0), \gamma_0, \gamma_n$, and $\omega(\gamma_n)$ from the chain.
Proof. 1) Suppose that $Z$ contains $P_i \in C$.

A separatrix connection is both a stable and an unstable separatrix; due to Definition 7.5 of Sep-property, if $\gamma_i$ does not belong to $Z$, then both its $\alpha$- and $\omega$-limit sets $P_i, P_{i+1}$ are detached from $Z$. So for $i > 1$, $P_i \in Z$ implies $\gamma_{i-1} \subset Z$, and due to closedness, $P_{i-1} \in Z$. Similarly, for $i \neq n$, $P_i \in Z$ implies $\gamma_i \subset Z$ and $P_{i+1} \in Z$. The induction in $i$ proves the statement.

2) If $c$ is a singular point or a cycle, this clearly follows from $v$-invariance of $Z$. If $c$ is a monodromic polycycle, then the statement follows from 1). 

10.2 Plan of the proof of the Boundary lemma

In order to construct the required neighborhood $\Omega \supset Z$, we describe its intersection with each $\bar{R}$, where $R$ is a canonical region of $\nu$

$$\Omega_R = \Omega \cap \bar{R}.$$ 

Note that the number of canonical regions for $\nu \in \text{Vect}^* S^2$ is finite, because $\nu \in \text{Vect}^* S^2$ has a finite number of limit cycles, separatrices and singular points. So we set

$$\Omega = \cup \Omega_R. \quad (6)$$

If $Z \cap \bar{R}$ is empty, then $\Omega \cap \bar{R}$ will be empty; we do not discuss this case any more.

Depending on the type of $R$ and the type of intersection $Z \cap \bar{R}$, we have the following five cases for $R$. If $R$ is a spiral canonical region, either 1) $Z \cap \bar{R} = \emptyset$ or 2) $Z \cap \bar{R} \neq \emptyset$. If $R$ is a strip canonical region, either 3) $Z \cap \bar{R}$ contains both $\alpha(R)$ and $\omega(R)$, or 4) one of them, or 5) none of them (there are no other cases due to Proposition 10.7 part 2).

The first three cases give rise to Type 1 and Type 3 boundary components of $\Omega$ that belong to $R$ entirely. These components are constructed in Section 10.3.

The last two cases 4), 5) give rise to Type 2 boundary components of $\Omega$ that belong to the union of several adjacent canonical regions. These components are constructed in Section 10.4.

Then we define the set $\Omega$ by (6), and prove that it has the required properties.

10.3 Construction of $\Omega \cap R$ in the cases 1), 2), 3)

We have to construct an “arbitrary small” neighborhood of $Z$ with certain properties. This means that it must belong to a preassigned neighborhood $\Omega_0$ of $Z$. From now on, this latter neighborhood is fixed.

- 1): $R$ is a spiral canonical region, $Z \cap \bar{R} = \emptyset$. Due to Proposition 10.7 part 2, $Z \cap \bar{R}$ is $\alpha(R)$, $\omega(R)$, or $\alpha(R) \cup \omega(R)$.

Take $\Omega_R := \Omega \cap \bar{R}$ to be a thin strip around $\alpha(R)$ or $\omega(R)$ (or two strips around both) bounded by its smooth transversal loop. This yields one or two Type 3 boundary components, see row 1 of Figure 17.
Figure 17: Intersections $Z \cap \overline{R}$ (left; shown in thick) and $\Omega \cap \overline{R}$ (right; $\partial \Omega$ is dotted) in all 5 possible cases
Complete semi-trajectories of points of such boundary components under \( v|_\Omega \) stay in \( \Omega \), because these trajectories wind around \( \alpha(R) \) or \( \omega(R) \) respectively. Clearly, separatrices of \( v|_{S^2 \setminus \Omega} \) do not enter \( \Omega_R \). The set \( \partial \Omega_R \cap R \) consists of one or two topological circles. They are boundary components of Type 3.

- 2): \( R \) is a spiral canonical region, \( Z \cap R \neq \emptyset \), see row 2 of Figure 17.

In the case 2), \( Z \) contains a trajectory of \( v|_R \). So it contains \( \alpha \)- and \( \omega \)-limit sets of this trajectory, i.e. \( \alpha(R) \) and \( \omega(R) \). Therefore \( \overline{R} \setminus Z \) is a union of at most countably many open strips with parallel flows in them. For each such strip \( S \),

- If \( S \subset \Omega_0 \) we include it completely in \( \Omega \).
- Otherwise, let \( D \subset S \) be a large ellipse in the rectifying chart for \( v \) in \( S \) such that \( S \setminus D \subset \Omega_0 \). Let \( S \setminus D =: \Omega \cap S \). This yields a finite number of Type 1 boundary components.

Complete semi-trajectories of points of such boundary component under \( v|_\Omega \) stay in \( \Omega \) because they stay in \( S \).

Clearly, separatrices of \( v|_{S^2 \setminus \Omega} \) do not enter \( \Omega_R \). Again, the set \( \partial \Omega_R \cap R \) consists of a finite number of topological circles. They are boundary components of Type 1.

- 3): \( R \) is a strip canonical region, \( Z \cap \overline{R} \) contains \( \alpha(R) \) and \( \omega(R) \), see row 3 of Figure 17.

Due to Sep-property, \( Z \) also contains the first and the last separatrices of \( \nu_1(R), \nu_2(R) \); due to closedness, \( Z \) contains endpoints of these separatrices.

Note that \( \nu_i(R) \) without the first and the last separatrix and without \( \alpha(R), \omega(R) \) is a chain that satisfies Proposition 10.7 part 1. So \( Z \) contains the whole \( \nu_1(R), \omega(R) \). It can also contain several trajectories of \( v|_R \). So this case is analogous to case 2) and yields a finite number of Type 1 boundary components.

10.4 Construction of \( \Omega \cap R \) in the cases 4), 5).

Suppose that for a singular point \( P \in Z \), its separatrix \( \gamma \) does not belong to \( Z \). Then an arc of \( \gamma \) starting at \( P \) belongs to \( \Omega_0 \). Take and fix one point of this arc. This point will be called marked. We will use marked points later in the construction; namely, \( \partial \Omega \) will intersect \( \gamma \) at the marked point.

In the cases 4) and 5), \( Z \cap R \) is empty; otherwise \( Z \) would contain both \( \alpha \) and \( \omega \)-limit set of a trajectory of \( v|_R \), thus satisfy assumptions of case 3) above.

- 4): \( Z \cap R = \emptyset \), \( \alpha(R) \subset Z \), and \( \omega(R) \) does not intersect \( Z \) (or vice versa), see row 4 of Figure 17.
Due to Sep-property, $Z$ contains the first separatrix of $\nu_1(R)$, $\nu_2(R)$; due to closedness, $Z$ contains endpoints of these separatrices. Now, due to Proposition 10.7 part 1, $Z$ contains all $\nu_1(R)$, $\nu_2(R)$ except their last separatrices and $\omega(R)$. $Z$ cannot contain last separatrices of $\nu_1(R)$, $\nu_2(R)$, because it does not contain their $\omega$-limit set $\omega(R)$.

Finally, $Z \cap \overline{R}$ is the union of $\alpha(R)$ and $\nu_{1,2}(R)$ except for their last separatrices and $\omega(R)$. Note that last separatrices of $\nu_1(R)$, $\nu_2(R)$ have marked points on them.

Take $\Omega_R \subset \Omega_0$ to be a neighborhood of $Z \cap \overline{R}$ in $\overline{R}$ bounded by a smooth curve $\varphi(R) \subset \overline{R}$ that is transversal to $v$ and connects marked points of last separatrices of $\nu_1(R)$ and $\nu_2(R)$. Take $\varphi(R)$ to be orthogonal to the corresponding separatrices at marked points. The existence of $\varphi(R)$ follows from the fact that $R$ is parallel. Note that $\varphi(R)$ is a topological segment. After we put $\Omega = \cup \Omega_R$, we will have that $\varphi(R)$ is a part of Type 2 boundary component, namely a transversal are in $\partial \Omega$ crossed by separatrices of $v$ at its endpoints.

- 5): $Z \cap R = \emptyset$, both $\alpha(R)$ and $\omega(R)$ do not intersect $Z$, see row 5 of Figure 17.

If $\nu_1(R)$ intersects $Z$, then $Z$ contains the whole $\nu_1(R)$ except for its first and last separatrices, and $\alpha(R)$, $\omega(R)$, due to Proposition 10.7 part 1. Note that both the first and the last separatrix of $\nu_1(R)$ have marked points on them. The set $\Omega_R$ will be a neighborhood of $Z \cap \nu_1(R)$ in $\overline{R}$ bounded by a smooth curve $\varphi(R) \subset R$ with the following properties: $\varphi(R)$ connects the marked points on the first and last separatrices of $\nu_1(R)$, is close to $Z \cap \nu_1(R)$ (so that $\Omega_R \subset \Omega_0$), is perpendicular to the first and the last separatrix at its endpoints, and has one quadratic tangency point with $v$. The existence of $\varphi(R)$ follows from the fact that $R$ is parallel. The curve $\varphi(R)$ will be a part of a Type 2 boundary component, with one tangency point on $\varphi(R)$.

We do the same with $\nu_2(R)$ if it intersects $Z$. Note that in this case $\partial \Omega_R \cap R$ consists of two topological segments.

**Remark 10.8.** Under assumptions of Boundary lemma, let $R$ be a canonical region satisfying assumptions of case 5) above. Then for any small neighborhood $\Omega$ of $Z$, $R$ contains a trajectory of $v$ that does not intersect $\overline{R}$.

We will use this remark in the next section.

### 10.5 End of the proof of the Boundary lemma

We have constructed an intersection $\Omega_R$ of the neghbourhood $\Omega$ with the closure of any canonical domain $R$. Now take $\Omega$ to be the union of all $\Omega_R$. This is a neighbourhood of $Z$ that belongs to $\Omega_0$. Let us prove that its boundary components satisfy the Boundary Lemma.

By construction, $\partial \Omega$ is a $C^1$-smooth one-dimensional compact submanifold of the sphere. Hence it is a finite union of topological circles. Consider an arbitrary connected component $\varphi$ of $\partial \Omega$.

If $\varphi$ intersects a canonical region $R$ of case 1), 2), or 3), then it belongs entirely to $R$ and is of Type 1 or 3 as proved in Section 10.3.
Figure 18: Boundary component of Type 2 without contact (dashed) in the union of two canonical regions of case 4) (shadowed). Boundaries of canonical regions are shown in thick.

Suppose that \( \varphi \) intersects canonical regions of case 4) only. Then it has no contacts with \( v \), see Fig. 18, i.e. is transversal. Assume that it is outgoing. All future semi-orbits of \( v \) that start on \( \varphi \) do not intersect \( \Omega \) and have the same \( \omega \)-limit set, which is clear for the orbits located inside each canonical region of case 4). Let \( R \) be any canonical region that contains a subarc of \( \varphi \); then \( \varphi \) intersects the first or the last separatrices in boundary chains of \( R \), so \( \varphi \) intersects at least one separatrix of \( v|\Omega \). Hence \( \varphi \) is a boundary component of Type 2 transversal to \( v \).

Suppose that \( \varphi \) intersects at least one canonical region of case 5), see Fig. 19. Then it has at least one point of outer quadratic tangency with \( v \). Let \( \beta \) be a transversal arc of \( \varphi \) between two such points. Then

\[
\beta = \beta' \cup \bigcup_{i=1}^{k-1} \varphi(R_i) \cup \beta''
\]

where \( R_j \) are regions of case 4) and \( \beta', \beta'' \) are subarcs of \( \varphi(R_0), \varphi(R_k) \); here \( R_0, R_k \) are canonical regions of case 5). Subarcs \( \beta', \beta'' \) contain the endpoints of \( \beta \).

As before, all the orbits of \( v|_{\Omega \cap R_j} \) that start at \( \varphi(R_j) \) or at \( \beta', \beta'' \), stay in \( \Omega \) and have the same \( \omega \)-limit set. Since the arcs \( \varphi(R_i), \varphi(R_{i+1}) \) have common endpoints, this holds for the whole arc \( \beta \) too.

Finally, \( \beta \) is crossed by the first or the last separatrices of the boundary chains of the corresponding canonical domains. They are separatrices of \( v|_{\Omega_R} \), due to the description of boundaries of canonical regions.

This completes the proof of the Boundary lemma.
Here we prove Lemma 7.10, Lemma 7.12 and Lemma 7.14. As before, we assume that $U, \tilde{U}^\pm$ are chosen as in Proposition 7.9 (recall that this proposition only uses Boundary lemma, and this lemma is already established).

11 Images of boundary components of $U$

We will need the generalizations of Propositions 3.2, 3.5 to the case of vector fields on subdomains of $S^2$.

11.1 Canonical regions for vector fields in open domains on the sphere

We will need the generalizations of Propositions 3.2, 3.5 to the case of vector fields on subdomains of $S^2$.

Take an open set $D \subset S^2$ such that $\partial D$ is a union of finitely many continuous curves homeomorphic to $S^1$ and having finitely many topological tangencies with $v$. We assume that singular points, limit cycles and monodromic polycycles that belong to $\mathcal{D}$ also belong to $D$.

Definition 11.1 (Canonical regions in domains). For a vector field $v \in Vect^* S^2$ and an open set $D \subset S^2$ as above, let $S(v, D)$ be the union of all singular points, separatrices and limit cycles of $v|_D$, and let $\text{Tang}(v, D)$ be the union of trajectories under $v|_D$ of topological tangency points of $v$ with $\partial D$. A canonical region of $v|_D$ is a connected component of $D \setminus (S(v, D) \cup \text{Tang}(v, D))$.

Proposition 11.2. For a vector field $v \in Vect^* S^2$ and an open set $D \subset S^2$ as above, all points of the same canonical region of $v|_D$
• either have the same ω-limit set under v inside D, and their future semi-trajectories stay in D;

• or their future semi-trajectories under v|D terminate on the same connected component of ∂D.

The same alternative holds for α-limit sets and past semi-trajectories.

Proof. Let R be a canonical region of v|D. Consider a set G of points in R such that their trajectories stay in D and have one and the same ω-limit set A under v. The set A is inside D, thus inside D, due to our assumptions on D.

The set G is open; the proof is similar to that in Proposition 3.2. The only new argument to be added is, that if the trajectory of a point stays in D and has its ω-limit set inside D, then the trajectories of close points also stay in D.

Now, consider a set G of points in R such that their future semi-trajectories under v|D terminate on one and the same connected component of ∂D. We will prove that the set G is also open. Let x ∈ G, and y ∈ ∂D be the endpoint of its future semi-trajectory under v|D. In a sufficiently small flow-box around y, ∂D is a continuous curve that intersects all trajectories of v; this follows from the fact that ∂D has only finitely many tangencies with v and y is not an inner tangency point itself.

Now it suffices to notice that each future semi-trajectory of v that starts near x eventually reaches the flow-box of y, thus intersects the same connected component of ∂D.

Finally, since R cannot be a union of several open disjoint sets, it coincides with one of the sets above: either all its points have the same ω-limit set under v inside D, and their future semi-trajectories stay in D; or their future semi-trajectories terminate on the same connected component of ∂D.

Proposition 11.3. For a vector field v ∈ Vect∗ S^2 and an open set D ⊂ S^2 as above, each canonical region of v|D is parallel, i.e. equivalent to a strip flow or a spiral flow.

Proof. The proof is the same as for the case of D = S^2, see [4, Proposition 1.42, p. 34] for omitted details. Namely, the quotient space obtained by collapsing orbits of v|R into points is a (Hausdorff) connected one dimensional manifold (i.e. S^1 or R), and the natural projection of R to this quotient space is a locally trivial fibering. So it can be homeomorphic to R × R → R (then we have a strip flow), or S^1 × R → R (spiral flow), or R × S^1 → R (annular flow. However in this case, v has infinitely many periodic orbits which is impossible for v ∈ Vect∗ S^2).}

11.2 Images of Type 2 boundary components

The following proposition is the main part of the proof of Lemma 7.12.

Proposition 11.4. Under assumptions of the Main theorem and Proposition 7.9, for sufficiently small ε, for each outer topological tangency point of ∂H_{ε}(U) with w_{h(ε)}, its trajectory under w_{h(ε)} belongs to S^2 \ H_{ε}(U^*)
Figure 20: Canonical region of an outer topological tangency point of $v_0$. The sets $A, B$ are located inside the domains with the dotted boundaries, and not shown on the figure.

Figure 21: Canonical region of outer tangency points a) for $w_0$ b) for $w_{h(\varepsilon)}$. On this figure, the objects with tilde are the images under $\hat{H}$ of the corresponding objects without tilde. The sets $\tilde{A}, \tilde{B}$ are located inside the domains with the dotted boundaries, and not shown on the figure.

**Proof.** Let $q$ be an outer tangency point of a boundary component $\varphi \subset \partial U^*$. Let $\beta \subset \varphi$ be an outgoing transversal arc with the endpoint $q$. Consider a canonical region $R$ of $v_0$ that contains $q$. Recall that $A := \omega_{v_0}(q)$ and $B := \alpha_{v_0}(q)$ do not intersect $LBS^*(V)$, and $\beta$ intersects separatrices of $v_0|_U$, due to the Boundary lemma. So $R$ cannot contain the whole arc $\beta$: $\partial R$ contains an intersection of a separatrix of $v_0|_U$ with $\beta$. Thus $\partial R$ contains a singular point $P \in LBS^*(V)$, the $\alpha$-limit set of this separatrix; $P \in LBS^*(V)$ due to No-entrance lemma. Finally, $R$ is of case 5) according to the classification introduced in the proof of the Boundary lemma: $\alpha(R)$ and $\omega(R)$ do not intersect $LBS^*(V)$, and $\partial R$ contains a point $P \in LBS^*(V)$ on its boundary (see Fig. [20]).

Similarly, if $R$ contains two outer tangency points with $U^*$, then it contains points $P_1, P_2 \in LBS^*(V)$ on both its side boundaries $\nu_1(R), \nu_2(R)$.

Now, $\tilde{R} = \hat{H}(R)$ is a canonical region for $w_0$, its $\alpha$-, $\omega$-limit sets $\tilde{A} := \hat{H}(A), \tilde{B} :=$
$\hat{H}(B)$ do not belong to $LBS^*(W)$, and it has a singular point $\hat{P} := \hat{H}(P) \in LBS^*(W)$ on its boundary, see Fig. 21a. It also contains trajectories that do not intersect $U^{++}$ (see Remark 10.8; it is applicable because $U^{++}$ satisfies Boundary lemma, due to Proposition 7.9).

Take an arc $I \subset \hat{R}$ transversal to $w_0$, such that the trajectory of one of its endpoint under $w_0$ does not visit $U^{++}$ (this is possible due to Remark 10.8), and the trajectory of another its endpoint is close to $\hat{H}(P)$, so visits $\hat{U}^-$, see Fig. 21a. Both trajectories connect $\hat{H}(A)$ to $\hat{H}(B)$. The same holds for the trajectories of the endpoints of $I$ under $w_{h(c)}$ with small $\varepsilon$. Namely, both of them connect transversal loop around $\hat{H}(A)$ and $\hat{H}(B)$; one of them intersects $H_\varepsilon(\varphi)$, and the other does not. Due to the continuity of orbits of $w_{h(c)}$ with respect to the initial conditions, and the fact that $\hat{U}^- \subset H_\varepsilon(U^*) \subset \hat{U}^{++}$, there exists a point in $I$ whose trajectory under $w_{h(c)}$ visits $H_\varepsilon(U^*)$ and does not visit $H_\varepsilon(U^*)$. This trajectory contains one or several topological tangency points of $H_\varepsilon(U)$ with $w_{h(c)}$ (see Fig. 21b).

Finally, if $R$ contains a point of outer tangency of $\partial U$ with $v_0$, then $\hat{H}(R)$ contains at least one point of outer tangency of $H_\varepsilon(U)$ with $w_{h(c)}$. If $R$ contains two points of outer tangency of $U$ (i.e. points of $LBS(V)$ on both boundaries), then the same construction yields at least two tangency points in $\hat{H}(R)$.

Let the total number of outer tangency points of $\partial U$ with $v_0$ be $N$. The construction above yields at least $N$ topological outer tangency points of $H_\varepsilon(U)$ with $w_{h(c)}$, and their trajectories under $w_{h(c)}$ do not visit $H_\varepsilon(U)$.

On the other hand, the total number of outer tangency points of $H_\varepsilon(U)$ with $w_{h(c)}$ is $N$, because $H_\varepsilon$ identifies outer tangency points of $U$ and $H_\varepsilon(U)$. So we have found all of them. Hence trajectories of all outer tangency points of $H_\varepsilon(U)$ with $w_{h(c)}$ stay in $S^2 \setminus H_\varepsilon(U^*)$.

Proof of Lemma 7.12. Let $\beta$, $\tilde{\beta}_\varepsilon$ and $\tilde{l}$ be the same as in Lemma 7.12. Obviously $\tilde{\beta}_\varepsilon$ is topologically transversal to $w_{h(c)}$. Trajectories of its points under $w_{h(c)}|_{S^2 \setminus H_\varepsilon(U^*)}$ are not trajectories of outer tangency points due to Proposition 11.4, and none of them are separatrices of $w_{h(c)}|_{S^2 \setminus H_\varepsilon(U)}$, due to No-entrance lemma 7.3 (applied to $\hat{U}^+ \supset H_\varepsilon(U)$ and the family $W$). Due to Definition 11.1 of canonical regions in domains, $\tilde{\beta}_\varepsilon$ belongs to one canonical region of $w_{h(c)}|_{S^2 \setminus H_\varepsilon(U^*)}$.

Let us prove that all trajectories of this canonical region cross $\tilde{l}$; this will imply that the Poincare map $\hat{P}_\varepsilon$ is defined. Due to Proposition 11.2 it is sufficient to prove this statement for one trajectory. By assumption of Lemma 7.12 $\beta$ is a maximal transversal arc of a boundary component of $U$ of Type 2. Hence, there exists a separatrix $\gamma$ of $v_0$ that crosses $\beta$. Let $q = \gamma \cap \beta$.

Proposition 11.5. Let $\gamma$, $\beta$ and $q$ be the same as above. Then the trajectory of $H_\varepsilon(q) \in \tilde{\beta}_\varepsilon$ under $w_{h(c)}|_{S^2 \setminus H_\varepsilon(U^*)}$ crosses $\tilde{l}$ for small $\varepsilon$, and the intersection point is close to $p := \hat{H}(\gamma) \cap \tilde{l}$ for small $\varepsilon$.

Proof. The future semi-trajectory of $\hat{H}(q)$ under $w_0$ (i.e. the part of the separatrix $\hat{H}(\gamma)$)
crosses \( \tilde{l} \) at the point \( p \); it does not visit \( H_\varepsilon(U) \subset \tilde{U}^+ \) due to No-entrance lemma 7.3 applied to the family \( W \) and \( \tilde{U}^+ \).

Since \( H \) is continuous on \( \text{Sep} v_0 \) (see Requirement 5 of Definition 2.11 of moderate equivalence), the point \( H_\varepsilon(q) \) is close to \( H(q) \). Since \( w_{h(\varepsilon)} \) is close to \( w_0 \), the trajectory of \( H_\varepsilon(q) \) under \( w_{h(\varepsilon)} \) intersects \( \tilde{l} \) and does not visit \( \tilde{U}^+ \). The intersection point is close to \( p \).

We showed that one trajectory starting at \( \tilde{\beta}_\varepsilon \) does not visit \( \tilde{U}^+ \) and crosses \( \tilde{l} \). Since \( \tilde{\beta}_\varepsilon \) belongs to one canonical region, the same holds for all trajectories of \( \tilde{\beta}_\varepsilon \) (Proposition 11.2), and the Poincare map \( \tilde{\mathcal{P}}_\varepsilon \) is well-defined. Proposition 11.5 also implies that \( \tilde{\mathcal{P}}_\varepsilon(\tilde{\beta}_\varepsilon) \) contains a point close to \( p \in \tilde{\mathcal{P}}_0(\tilde{\beta}_0) \). Since \( p \) is the inner point of \( \tilde{\mathcal{P}}_0(\tilde{\beta}_0) \), we conclude that for small \( \varepsilon \), \( \tilde{\mathcal{P}}_\varepsilon(\tilde{\beta}_\varepsilon) \) intersects \( \tilde{\mathcal{P}}_0(\tilde{\beta}_0) \). This completes the proof.

11.3 Images of Type 1 boundary components

Proof of Lemma 7.10. Let \( \varphi \) be the same as in Lemma 7.10. Let \( C \) be a connected component of \( S^2 \setminus H_\varepsilon(U) \) adjacent to \( H_\varepsilon(\varphi) \). Clearly, \( H_\varepsilon(\varphi) \) is a union of two topologically transversal arcs to \( w_{h(\varepsilon)} \). The endpoints of these arcs are points of inner topological tangency of \( H_\varepsilon(\varphi) \) to \( w_{h(\varepsilon)} \), that is, the orbits of these points lie outside \( C \). Let \( p \) be one of these endpoints.

Consider the canonical region \( R \) of \( w_{h(\varepsilon)}|_C \) that contains \( p \). Let us prove that it contains \( H_\varepsilon(\varphi) \) and coincides with \( C \). By contraposition, suppose that the intersection \( R \cap H_\varepsilon(\varphi) \) is a proper subarc of \( H_\varepsilon(\varphi) \).

Consider an endpoint \( q \) of this arc. By Definition 11.1 of canonical regions, \( q \) either belongs to an orbit tangent to \( \partial C \), or belongs to a separatrix of \( w_{h(\varepsilon)}|_C \). The second option (see Fig. 22a) is impossible due to No-entrance lemma 7.3 applied to \( W \) and \( \tilde{U}^+ \). Prove that the first option is also impossible.

First, it is not possible that the point \( q \) is itself a point of tangency of \( w_{h(\varepsilon)} \) and \( H_\varepsilon(\varphi) \) whose orbit locally belongs to \( C \) (see Fig. 22b). Indeed, all orbits of points of \( \varphi \) under \( v_\varepsilon \) enter \( U \) either in the positive, or in the negative time. So do the orbits of the points of \( H_\varepsilon(\varphi) \) under \( w_{h(\varepsilon)} \). Hence, none of these orbits locally belong to \( C \).

Second, it is not possible that the orbit of \( q \) under \( w_{h(\varepsilon)}|_C \) contains another point of outer tangency with \( \partial H_\varepsilon(U) \) – say, with some connected component of \( H_\varepsilon(U) \) that
belongs to $C$, see Fig. 22c. Here “outer” is understood as “outer with respect to $H_\varepsilon(U)$”. Indeed, by Proposition 11.4 the orbit of this outer tangency point must stay in the complement of $H_\varepsilon(U)$, and thus cannot reach any point $q \in \partial H_\varepsilon(U)$.

The contradiction obtained proves that the canonical region of $w_{\partial(c)}|c$ that contains $p$ must contain the whole $H_\varepsilon(\varphi)$, thus coincides with $C$. Due to Proposition 11.3, this canonical region is parallel. This completes the proof.

11.4 Images of Type 3 boundary components

Proof of Lemma 7.14 (see Fig. 23). In what follows, the open annulus between two curves $\gamma_1, \gamma_2$ is denoted by $A(\gamma_1, \gamma_2)$. We also use this notation for the annulus between a polycycle or a singular point and its transversal loop.

Recall that $\varphi$ is a boundary component of Type 3, i.e. a transversal loop of some singular point, limit cycle, or polycycle $c$ of $v_0$. Consider the corresponding object $\tilde{c} := \tilde{H}(c)$ of $w_0$. Let $D$ be a disc bounded by $\tilde{c}$ that contains $H_0(\varphi)$. Since $\tilde{U}^+, \tilde{U}^-$ satisfy Boundary lemma, they contain Type 3 boundary components $\varphi^\pm$ that correspond to $\tilde{c}$ and are in $D$. So $\varphi^\pm$ are two transversal loops of $\tilde{c}$. Let $D^+(D^-)$ be a disc bounded by $\varphi^+(\varphi^-)$ and containing $\tilde{c}$.

We proceed in the following steps.

**Step 1:** $H_\varepsilon(\varphi)$ belongs to $A := D^+ \setminus D^-$ for any small $\varepsilon$ (including $\varepsilon = 0$).

Since $\tilde{U}^- \subset H_\varepsilon(U) \subset \tilde{U}^+$ (see Proposition 7.9), we have $\partial H_\varepsilon(U) \subset \tilde{U}^+ \setminus \tilde{U}^-$. In particular, $H_\varepsilon(\varphi) \subset \tilde{U}^+ \setminus \tilde{U}^-$. However it is not clear why this curve belongs to $A$ and not to another connected component of $\tilde{U}^+ \setminus \tilde{U}^-$.

**Step 1.1:** $H_\varepsilon(\varphi)$ belongs to $D^+$

Take a small neighborhood $\Omega$ of $\tilde{c}$ that belongs to $\tilde{U}^+$. Take $\varepsilon$ so small that $H_\varepsilon(c) \subset \Omega$; this is possible because $H_\varepsilon(c)$ is close to $H_0(c) = \tilde{c}$, see Definition 2.11 of moderate equivalence. Let $D_\varepsilon$ be the disc bounded by $H_\varepsilon(c)$ that contains $\varphi^-$ and $\varphi^+$; this disc is close to $D$, and $D \triangle D_\varepsilon \subset \Omega$.

Let $U_c$ be the connected component of $\tilde{U}^+$ that contains $\tilde{c}$; then $U_c \subset D^+$. The annulus $H_\varepsilon(A(c, \varphi)) \subset H_\varepsilon(U)$ is connected, belongs to $\tilde{U}^+$ and contains $H_\varepsilon(c) \subset \Omega$, thus
has a non-empty intersection with $U_c$. Hence it belongs to $U_c$, therefore to $D^+$. Finally, $H_\varepsilon(\varphi) \subset D^+$.

**Step 1.2: $H_\varepsilon(\varphi)$ belongs to $D_\varepsilon$**

If $c$ is a singular point, this is clear because $S^2 \setminus D_\varepsilon$ is one point $H_\varepsilon(c)$. Let $c$ be a limit cycle or a monodromic polycycle. Consider the time orientation on it. Without loss of generality, we may assume that $\varphi$ is to the left with respect to this orientation of $c$. The maps $H_\varepsilon, H_0$ induce an orientation on $H_\varepsilon(c), H_0(c) = \tilde{c}$. With this orientation, $H_0(\varphi)$ is to the left with respect to $\tilde{c}$, thus $\varphi^\pm$ are to the left of $\tilde{c}$.

The curve $H_\varepsilon(c)$ is close to $\tilde{c}$ by Definition 2.11 of moderate equivalence. Hence, the curves $\varphi^\pm$ lie to the left of both $H_\varepsilon(c)$ and $\tilde{c}$; therefore, the disc $D_\varepsilon$ is to the left of $H_\varepsilon(c)$.

On the other hand, as $H_\varepsilon$ preserves the orientation, and $\varphi$ is to the left of $c$, we conclude that $H_\varepsilon(\varphi)$ is to the left of $H_\varepsilon(c)$. Finally, $H_\varepsilon(\varphi) \subset D_\varepsilon$, q.e.d.

**Step 1.3: $H_\varepsilon(\varphi)$ does not intersect $D^- \cap D_\varepsilon$ (thus does not intersect $D^-$).**

Indeed, $D \cap D^- = A(c, \varphi^-) \subset \hat{U}^-$ and $D \Delta D_\varepsilon \subset \Omega \subset \hat{U}^-$. So $D^- \cap D_\varepsilon \subset \hat{U}^-$, and the curve $H_\varepsilon(\varphi) \subset \hat{U}^+ \setminus \hat{U}^-$ cannot intersect this set.

We conclude that $H_\varepsilon(\varphi) \subset D^+ \setminus D^- = A$.

**Step 2: The curve $H_\varepsilon(\varphi)$ is non-contractive in the annulus $A$**

Indeed, this annulus is between two transversal loops of $\tilde{c}$, thus is saturated by trajectories of $w_0$ and by trajectories of a close vector field $w_h(\varepsilon)$. Since $H_\varepsilon$ preserves topological transversality, $H_\varepsilon(\varphi)$ is topologically transversal to $w_h(\varepsilon)$, thus is non-contractive in $A$.

**Step 3: The curves $H_0(\varphi)$ and $H_\varepsilon(\varphi)$ are homotopic in $A$**

Recall that we orient $\varphi$ so that $U$ is to the left with respect to it. Both curves $H_0(\varphi)$ and $H_\varepsilon(\varphi)$ are non-contractive in $A$ and oriented so that $H_0(U), H_\varepsilon(U)$ are to the left with respect to them, i.e. $\varphi^-$ is to the left of them. So they are oriented in the same way, thus homotopic in $A$ as oriented curves.

**Step 4: End of the proof**

Recall that each singular point and each limit cycle of $w_h(\varepsilon)$ either belongs to $\hat{U}^- \subset H_\varepsilon(U)$, or is close to a hyperbolic singular point or a cycle of $w_0$ (thus does not intersect $\hat{U}^+ \supset H_\varepsilon(U)$), see Proposition 5.2 Also, $LBS(W) \subset \hat{U}^-$. Above we have proved that $H_0(\varphi)$ and $H_\varepsilon(\varphi)$ are homotopic in $A \subset \hat{U}^+ \setminus \hat{U}^-$. So they are homotopic in a larger domain $S^2 \setminus (LBS(W) \cup \text{Sing} w_h(\varepsilon) \cup \text{Per} w_h(\varepsilon))$, q.e.d.

\[\square\]

Thus all the auxiliary lemmas are proved. Together with them, the Main Theorem is proved too.
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