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Abstract

It has been a long-standing problem to efficiently learn a linear separator using as few labels as possible. In this work, we propose an efficient perceptron-based algorithm for actively learning homogeneous linear separators under uniform distribution. Under bounded noise, where each label is flipped with probability at most $\eta$, our algorithm achieves near-optimal $\tilde{O}\left(\frac{d}{(1-2\eta)^2} \log \frac{1}{\epsilon}\right)$ label complexity in time $\tilde{O}\left(\frac{d^2}{\epsilon(1-2\eta)^2} \log \frac{1}{\epsilon}\right)$, and significantly improves over the best known result [Awasthi et al., 2016]. Under adversarial noise, where at most $\nu$-fraction of labels can be flipped, our algorithm achieves near-optimal $\tilde{O}(d \log \frac{1}{\epsilon})$ label complexity in time $\tilde{O}\left(\frac{d^2}{\epsilon} \right)$, which is significantly better than the best known label complexity and time complexity in [Awasthi et al., 2014].

1 Introduction

We study the problem of designing efficient noise-tolerant algorithms for actively learning homogeneous linear separators. We are given access to unlabeled samples and a labeling oracle that we can query for labels. The labels returned by the oracle may be noisy. We would like to find a computationally efficient algorithm to learn a linear separator that best classifies the data while making as few queries to the labeling oracle as possible.

Active learning arises naturally in many machine learning applications where unlabeled samples are abundant and cheap, but labeling requires human effort and is expensive. For those applications, one natural question is whether we can learn a good classifier while using as few labels as possible. Active learning addresses this question by allowing the learning algorithm to sequentially select examples to query for labels, and avoid requesting labels which are less informative, or can be inferred from previously-observed samples.

There has been a large body of work on the theory of active learning, showing sharp distribution-dependent label complexity bounds [Cohn et al., 1994, Freund et al., 1997, Dasgupta, 2005, Balcan et al., 2009, Hanneke, 2007a, Daskalakis et al., 2007, Koltchinskii, 2010, Beygelzimer et al., 2010, Wang, 2011, Hanneke, 2011, Zhang and Chaudhuri, 2011, Huang et al., 2015]. However, most of these general active learning algorithms need to solve empirical risk minimization problems, which are computationally hard in the presence of noise even for learning linear separators under uniform distribution [Klivans and Kothari, 2014].
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On the other hand, existing computationally efficient learning algorithms for linear separators are not label-efficient. A line of work considers efficient learning of linear separators with noise \cite{Blum1998,Dunagan2004,Kalai2008,Klivans2009,Awasthi2014,Daniely2015,Awasthi2015,Awasthi2016}. These algorithms have different degrees of noise tolerance (e.g., adversarial noise, malicious noise, random classification noise, bounded noise, etc), and run in time polynomial in $\frac{1}{\epsilon}$ and $d$. Some of them enjoy the feature of active learning \cite{Awasthi2014,Awasthi2015,Awasthi2016}, but they do not achieve the sharpest label complexity bounds in contrast to those inefficient active learning algorithms.

Therefore, a natural open question is: is there any active learning halfspace algorithm that is computationally efficient, and has minimum label requirement? A variant of this problem has been posed as a COLT open problem by Monteleoni \cite{Monteleoni2006}. In the realizable setting, \cite{Dasgupta2005,Balcan2007,Balcan2013} give efficient algorithms that have optimal label complexity of $\tilde{O}(d\ln\frac{1}{\epsilon})$ under some distributional assumptions. However, the question still remains open for the more challenging nonrealizable setting. Our paper gives an affirmative answer to this question under two noise settings: bounded noise condition and adversarial noise condition.

1.1 Our results

We propose a modified perceptron algorithm, \textsc{Active-Perceptron}, for actively learning homogeneous linear separators under uniform distribution over unit sphere. It works under two noise settings: bounded noise and adversarial noise. In the $\eta$-bounded noise setting, the label of an example $x$ is generated by $\text{sign}(u \cdot x)$ for some underlying linear separator $u$, and flipped with probability at most $\eta < \frac{1}{2}$. Our algorithm runs in time $\tilde{O}\left(\frac{d^2}{(1-2\eta)^2} \cdot \frac{1}{\epsilon} \ln \frac{1}{\epsilon}\right)$, and requires only $\tilde{O}\left(\frac{d}{(1-2\eta)^2} \cdot \ln \frac{1}{\epsilon}\right)$ labels. We show that this label complexity is nearly optimal by providing an almost matching information-theoretic lower bound of $\Omega\left(\frac{d}{(1-2\eta)^2} \cdot \ln \frac{1}{\epsilon}\right)$.

Our time complexity and label complexity significantly improve over the only known efficient algorithm proposed in \cite{Awasthi2016}, whose time complexity and label complexity are both polynomials in $d$ (the dimension) with a large unspecified degree. Our result also answers an open question by \cite{Dasgupta2005} on whether active perceptron algorithms can be modified to tolerate label noise.

Our main theorem on learning under bounded noise is shown below:

\textbf{Theorem 1 (Active-Perceptron under Bounded Noise).} Suppose Algorithm 1 has inputs labeling oracle $\mathcal{O}$ that satisfies $\eta$-bounded noise condition with respect to $u$, initial halfspace $v_0$, target error $\epsilon$, confidence $\delta$, then with probability $1 - \delta$: (1) The output halfspace $v_k$ is such that $\mathbb{P} \left[ \text{sign}(v_k \cdot x) \neq \text{sign}(u \cdot x) \right] \leq \epsilon$; (2) The total number of label queries to oracle $\mathcal{O}$ is at most $\tilde{O}\left(\frac{d}{(1-2\eta)^2} \cdot \ln \frac{1}{\epsilon}\right)$; (3) The algorithm runs in time $\tilde{O}\left(\frac{d^2}{(1-2\eta)^2} \cdot \frac{1}{\epsilon} \ln \frac{1}{\epsilon}\right)$.

Table 1 presents a comparison between our results and the results most closely related to our work.

In addition, we show that our algorithm also works for a more challenging setting, the $\nu$-adversarial noise case, where a $\nu$ fraction of labels are flipped with respect to the labeling of underlying linear separator $u$. We show that our algorithm achieves an error of $\epsilon$ while tolerating a noise level of $\nu \leq O\left(\frac{\epsilon}{\ln \frac{1}{\nu} + \ln \ln \frac{1}{\epsilon}}\right)$. Our algorithm runs in time $\tilde{O}\left(d^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\epsilon}\right)$, and requires only $\tilde{O}\left(d \cdot \ln \frac{1}{\epsilon}\right)$ labels. The best known result under this setting is \cite{Awasthi2014}. It works when $\nu \leq O(\epsilon)$, but requires $\tilde{O}(d^2)$ labels\footnote{A refined Rademacher complexity-based analysis shows that the label complexity can be sharpened to $\tilde{O}(d\ln\frac{1}{\epsilon})$, though this point is not made explicit in the paper.}, and its time complexity bound is at least $\tilde{O}(d^3)$.

Our main theorem on adversarial noise is shown below:

\textbf{Theorem 2 (Active-Perceptron under Adversarial Noise).} Suppose Algorithm 1 has inputs labeling oracle $\mathcal{O}$ that satisfies $\nu$-adversarial noise condition with respect to $u$, initial halfspace $v_0$, target error $\epsilon$, confidence $\delta$. Additionally $\nu < O\left(\frac{d}{\ln \frac{1}{\nu} + \ln \ln \frac{1}{\epsilon}}\right)$. Then with probability $1 - \delta$: (1) The output halfspace $v_k$
Table 1: A comparison of algorithms for learning linear separators under uniform distribution, in \(\eta\)-bounded noise model.

| Algorithm                  | Label Complexity | Time Complexity |
|----------------------------|------------------|-----------------|
| Balcan et al. 2007         | \(O(d \cdot \frac{d}{\ln \eta})\) | superpoly \((d, \frac{1}{\epsilon})\) |
| Awasthi et al. 2016        | poly \((\frac{d}{\ln \eta}, \frac{1}{\epsilon})\) | poly \((d, \frac{1}{\epsilon})\) |
| Our Work                   | \(O(d \cdot \frac{d}{\ln \eta})\) | \(O(d^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\epsilon})\) |

Table 2: A comparison of algorithms for learning linear separators under uniform distribution, in \(\nu\)-adversarial noise model.

| Algorithm                        | Noise Tolerance \(\nu\) | Label Complexity | Time Complexity |
|----------------------------------|-------------------------|------------------|-----------------|
| Zhang and Chaudhuri 2014         | \(\Omega(\epsilon)\)   | \(O(d \ln \frac{1}{\epsilon})\) | superpoly \((d, \frac{1}{\epsilon})\) |
| Awasthi et al. 2014              | \(\Omega(\epsilon)\)   | \(O(d^2 \ln \frac{1}{\epsilon})\) | poly \((d, \frac{1}{\epsilon})\) |
| Our Work                         | \(\Omega(d \ln \frac{1}{\epsilon})\) | \(O(d \ln \frac{1}{\epsilon})\) | \(O(d^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\epsilon})\) |

is such that \(P[|\text{sign}(v_t \cdot x) \neq \text{sign}(u \cdot x)| \leq \epsilon]\); (2) The total number of label queries to oracle \(\mathcal{O}\) is at most \(\tilde{O}(d \cdot \ln \frac{1}{\epsilon})\). (3) The algorithm runs in time \(\tilde{O}(d^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\epsilon})\).

Table 2 presents a comparison between our results and the results most closely related to our work.

1.2 Techniques

Our solution is based on a novel sampling criterion for perceptron-based active learning. For simplicity, suppose for the rest of this subsection that the data distribution is separable by a halfspace \(u\). Consider the modified perceptron update rule [Motzkin and Schoenberg 1954, Blum et al. 1998, Hampson and Kibler, 1998, Dasgupta et al. 2005, Crammer et al. 2010, Hanneke et al. 2015] over unit vector \(v_t\):

\[
v_{t+1} \leftarrow v_t - 2\mathbb{I}\{y_t \neq \text{sign}(v_t \cdot x_t)\} (v_t \cdot x_t) \cdot x_t
\]

First, it can be seen that \(\|v_{t+1}\| = \|v_t\| = 1\). Secondly, let \(\theta_t\) denote the angle between \(v_t\) and \(u\). It is shown in [Dasgupta et al. 2005] that \(\theta_t\) is monotonically nonincreasing, no matter how \(x_t\) is chosen. But how does the choice of \(x_t\) affect the convergence speed of the angle \(\theta_t\) to 0?

Update rule (1) directly implies the following statement relating \(\theta_{t+1}\) and \(\theta_t\):

\[
\cos \theta_{t+1} = \cos \theta_t - 2\mathbb{I}\{y_t \neq \text{sign}(v_t \cdot x_t)\} (v_t \cdot x_t) \cdot (u \cdot x_t)
\]

At time \(t\), a natural sampling strategy could be sampling from \(D|R_t\), where \(R_t = \{(x, y) : v_t \cdot x = b\}\), and \(b \geq 0\) is a parameter to be specified. One should set \(b\) that maximizes the cost-efficiency of the update, that is, maximizing the expected increment of \(\cos \theta_t\):

\[
b_t = \arg \max_{b \in [0, 1]} \mathbb{E}_{(x, y) \sim D} \left[ -2\mathbb{I}\{y \neq \text{sign}(v_t \cdot x)\} (u \cdot x) | v_t \cdot x = b \right]
\]

It turns out that the setting of \(b_t = \Theta(d^2)\) approximately maximizes the above quantity. Although we do not know \(\theta_t\) exactly, we show that our epoch-based algorithm chooses near-optimal \(b_t\)’s in a frequent manner. This observation, in conjunction with martingale concentration bounds, together imply the convergence of the angle \(\theta_t\).

\(^4\)The algorithm needs to minimize 0-1 loss, the best known method for which requires superpolynomial time.
2 Related work

Active Learning. Recent years have witnessed a wide range of success in both theory and applications of active learning; see surveys by Settles [2010], Hanneke et al. [2014], Dasgupta [2011]. On the theory side, many label-efficient active learning algorithms have been proposed and analyzed. An incomplete list includes Cohn et al. [1994], Freund et al. [1997], Dasgupta [2005], Balcan et al. [2009], Hanneke [2007a, 2007b], Balcan et al. [2007], Dasgupta et al. [2007], Balcan et al. [2010], Beygelzimer et al. [2009], Hanneke [2009], Koltchinskii [2010], Hsu [2010], Beygelzimer et al. [2010], Wang [2011], Hanneke [2011], Ailon et al. [2014], Zhang and Chaudhuri [2014].

The state-of-the-art result [Daniely, 2015] shows that under standard complexity-theoretic assumptions, there exists a data distribution, such that the best linear classifier has error $\alpha(1)$, but no polynomial time algorithms can achieve an error at most $\frac{1}{2} - \frac{\alpha}{d}$, even with improper learning. [Klivans and Kothari, 2014] shows that under standard assumptions, even if the unlabeled distribution of is Gaussian, any agnostic halfspace learning algorithm must run in time $d^{\Omega(\log \frac{1}{\epsilon})}$ to achieve an excess error of $\epsilon$. These results indicate that, in order to have nontrivial guarantees on efficient learning linear separators with noise, one has to make additional assumptions over the data distribution.

Recent years have witnessed a wide range of success in both theory and applications of active learning; see surveys by Settles [2010], Hanneke et al. [2014], Dasgupta [2011]. On the theory side, many label-efficient active learning algorithms have been proposed and analyzed. An incomplete list includes Cohn et al. [1994], Freund et al. [1997], Dasgupta [2005], Balcan et al. [2009], Hanneke [2007a, 2007b], Balcan et al. [2007], Dasgupta et al. [2007], Balcan et al. [2010], Beygelzimer et al. [2009], Hanneke [2009], Koltchinskii [2010], Hsu [2010], Beygelzimer et al. [2010], Wang [2011], Hanneke [2011], Ailon et al. [2014], Zhang and Chaudhuri [2014].

The problem of efficient learning of linear separators is one of the central problems in machine learning. In the realizable case, it is well known that standard linear programming will find a consistent hypothesis over data efficiently. In the general agnostic setting, the problem is much more challenging.

A series of papers have shown the hardness of learning separators with agnostic noise [Arora et al., 1993, Feldman et al., 2006, Guruswami and Raghavendra, 2009, Klivans and Kothari, 2014, Daniely, 2015]. The state-of-the-art result [Daniely, 2015] shows that under standard complexity-theoretic assumptions, there exists a data distribution, such that the best linear classifier has error $\alpha(1)$, but no polynomial time algorithms can achieve an error at most $\frac{1}{2} - \frac{\alpha}{d}$, even with improper learning. [Klivans and Kothari, 2014] shows that under standard assumptions, even if the unlabeled distribution of is Gaussian, any agnostic halfspace learning algorithm must run in time $d^{\Omega(\log \frac{1}{\epsilon})}$ to achieve an excess error of $\epsilon$. These results indicate that, in order to have nontrivial guarantees on efficient learning linear separators with noise, one has to make additional assumptions over the data distribution.

Recent years have witnessed a wide range of success in both theory and applications of active learning; see surveys by Settles [2010], Hanneke et al. [2014], Dasgupta [2011]. On the theory side, many label-efficient active learning algorithms have been proposed and analyzed. An incomplete list includes Cohn et al. [1994], Freund et al. [1997], Dasgupta [2005], Balcan et al. [2009], Hanneke [2007a, 2007b], Balcan et al. [2007], Dasgupta et al. [2007], Balcan et al. [2010], Beygelzimer et al. [2009], Hanneke [2009], Koltchinskii [2010], Hsu [2010], Beygelzimer et al. [2010], Wang [2011], Hanneke [2011], Ailon et al. [2014], Zhang and Chaudhuri [2014].

On the other hand, positive results have been shown in various noise models under some restricted unlabeled data distributions (for example, uniform, isotropic log-concave). In the random classification noise model [Blum et al., 1998] gives the first efficient algorithm of learning linear separators that can tolerate such noise. However it is unclear how to apply the result to the more challenging bounded noise model (see below).

In the bounded noise model (also known as Massart noise model [Massart and Nédélec, 2006]), Awasthi et al. [2014] gives an efficient algorithm that learns linear separators can tolerate bounded noise of magnitude $\eta < 1.8 \times 10^{-6}$. Later, Awasthi et al. [2016] provides an efficient algorithm that combines the ideas of Awasthi et al. [2014] and Kalai et al. [2008], tolerating any $\eta < \frac{1}{d}$.

In the adversarial noise model, we assume that the optimal linear separator has error $\nu$ over data. Awasthi et al. [2014] shows an efficient algorithm that outputs a linear separator of error $O(\nu)$. Furthermore, Daniely [2015] gives a PTAS that outputs a classifier with error $(1 + \mu)\nu + \epsilon$, in time $O(\text{poly}(d^{\tilde{O}(\frac{1}{\epsilon})), \frac{1}{\epsilon})).$

Efficient Halfspace Learning. The problem of efficient learning of linear separators is one of the central problems in machine learning. In the realizable case, it is well known that standard linear programming will find a consistent hypothesis over data efficiently. In the general agnostic setting, the problem is much more challenging.

A series of papers have shown the hardness of learning separators with agnostic noise [Arora et al., 1993, Feldman et al., 2006, Guruswami and Raghavendra, 2009, Klivans and Kothari, 2014, Daniely, 2015]. The state-of-the-art result [Daniely, 2015] shows that under standard complexity-theoretic assumptions, there exists a data distribution, such that the best linear classifier has error $\alpha(1)$, but no polynomial time algorithms can achieve an error at most $\frac{1}{2} - \frac{\alpha}{d}$, even with improper learning. [Klivans and Kothari, 2014] shows that under standard assumptions, even if the unlabeled distribution of is Gaussian, any agnostic halfspace learning algorithm must run in time $d^{\Omega(\log \frac{1}{\epsilon})}$ to achieve an excess error of $\epsilon$. These results indicate that, in order to have nontrivial guarantees on efficient learning linear separators with noise, one has to make additional assumptions over the data distribution.

Efficient Active Learning of Linear Separators. Despite considerable efforts, only a few label-efficient algorithms are computational-efficient even for learning linear separators under uniform distribution. In the realizable setting, Dasgupta et al. [2005], Balcan et al. [2007], Balcan and Long [2013] propose computationally efficient active learning algorithms which have an optimal label complexity of $O(d \log \frac{1}{\epsilon})$.

Since it is believed to be hard for learning linear separators in the general agnostic setting, it is natural to consider algorithms that work under more moderate noise conditions. A line of work considers specific noise models. For example, Dekel et al. [2012] gives an efficient algorithm for the setting that $\mathbb{P}[Y = 1|X = x] = \frac{1 + x^2}{2}$ where $\nu$ is the optimal classifier. Agarwal [2013] studies generalized linear models. Their analysis depends heavily on the specific parametric noise models and it is unknown whether their algorithms can work with more general noise settings.
Under random classification noise, Balcan and Feldman [2013] proposes an algorithm which proceeds by estimating the distance between current linear separator and the optimal linear separator. However, their algorithm requires a suboptimal number of $\tilde{O}\left(\frac{d^2}{(1-2\eta)^2}\right)$ labels. Their results also rely on the uniformity over the random classification noise, and it is shown in Awasthi et al. [2013] that this type of statistical query algorithms will fail in the heterogeneous noise setting (in particular the bounded noise setting).

Under bounded noise, the only known both label-efficient and computational-efficient algorithms are Awasthi et al. [2015, 2016]. Awasthi et al. [2015] uses a margin-based framework which only queries examples near decision boundary. To achieve computational efficiency, it adaptively chooses a sequence of hinge loss using a sequence of hinge loss minimization. Their algorithm can achieve an error of $\eta$ works when the noise probability upper bound $\eta$ is extremely small ($\eta \leq 1.8 \times 10^{-6}$). Awasthi et al. [2016] improves over Awasthi et al. [2015] by adapting a polynomial regression procedure into the margin-based framework. Their algorithm works for any $\eta < 1/2$, but its label complexity is an unspecified high order polynomial with respect to $d$, which is far worse than the information-theoretic lower bound $\Omega\left(\frac{d}{1-2\eta} \log \frac{1}{\delta}\right)$.

Under the more general adversarial noise setting, Awasthi et al. [2014] proposes a margin-based algorithm using a sequence of hinge loss minimization. Their algorithm can achieve an error of $\epsilon$ in polynomial time when $\nu = \Omega(\epsilon)$ (which is slightly better than our $\nu = \Omega\left(\frac{\epsilon}{\log d + \log \log \frac{1}{\delta}}\right)$, but their algorithm requires $\tilde{O}(d^2)$ labels, which is suboptimal.

### 3 Definitions and Settings

We consider learning homogeneous linear separators under uniform distribution. The instance space $\mathcal{X}$ is the unit sphere in $\mathbb{R}^d$, which we denote by $\mathbb{S}^{d-1} := \{x \in \mathbb{R}^d \mid \|x\| = 1\}$. We assume $d \geq 3$ throughout this paper. The label space $\mathcal{Y} = \{+1, -1\}$. We assume all data points $(x,y)$ are drawn i.i.d. from an underlying distribution $D$ over $\mathcal{X} \times \mathcal{Y}$. We denote by $D_\mathcal{X}$ the marginal of $D$ over $\mathcal{X}$ (which is uniform over $\mathbb{S}^{d-1}$), and $D_{\mathcal{Y}|\mathcal{X}}$ the conditional distribution of $\mathcal{Y}$ given $\mathcal{X}$. Our algorithm is allowed to draw unlabeled examples $x \in \mathcal{X}$ from $D_\mathcal{X}$, and to query a labeling oracle $O$ for labels. Upon query $x$, $O$ returns a label $y$ drawn from $D_{\mathcal{Y}|\mathcal{X}=x}$. The hypothesis class of interest is the set of homogeneous linear separators $\mathcal{H} := \{h_w(x) = \text{sign}(w \cdot x) \mid w \in \mathbb{S}^{d-1}\}$. For any hypothesis $h \in \mathcal{H}$, we define its error rate $\text{err}(h) = P[h(X) \neq Y]$. Given a dataset $S = \{(X_1,Y_1), \ldots, (X_m,Y_m)\} \in (\mathcal{X} \times \mathcal{Y})^m$, we define the empirical error rate of $h$ over $S$ as $\text{err}_S(h) = \frac{1}{m} \sum_{i=1}^m \mathbb{I}\{h(x_i) \neq y_i\}$.

For any two unit vectors $v_1, v_2$, define $\theta(v_1, v_2) = \arccos(v_1 \cdot v_2)$ to be the angle between them. With some abuse of notations, we define $\theta(h_{v_1}, h_{v_2}) = \theta(v_1, v_2)$. It is easy to see that

$$|\text{err}(h_{v_1}) - \text{err}(h_{v_2})| \leq \mathbb{P}[h_{v_1}(x) \neq h_{v_2}(x)] = \frac{\theta(v_1, v_2)}{\pi}.$$

**Definition 1 (Bounded Noise).** We say the labeling oracle $O$ satisfies $\eta$-bounded noise condition for some $\eta \in [0, 1/2]$ with respect to $u$, if for any $x$, $\mathbb{P}[Y \neq \text{sign}(u \cdot x) \mid X = x] \leq \eta$.

It is not hard to see that under $\eta$-bounded noise condition, $h_u$ is the Bayes classifier. In addition, for any vector $v$, $|\text{err}(h_v) - \text{err}(h_u)| \geq \frac{1-2\eta}{\pi} \theta(v, u)$.

**Definition 2 (Adversarial Noise).** We say the labeling oracle $O$ satisfies $\nu$-adversarial noise condition for some $\nu \in [0, 1]$ with respect to $u$, if $\mathbb{P}[Y \neq \text{sign}(u \cdot X)] \leq \nu$.

Given access to unlabeled examples drawn from $D_\mathcal{X}$ and a labeling oracle $O$, our goal is to find a polynomial time algorithm that with probability at least $1 - \delta$, outputs a linear separator $h_* \in \mathcal{H}$ such that $\mathbb{P}[\text{sign}(v \cdot x) \neq \text{sign}(u \cdot x)] \leq \epsilon$ for some target accuracy $\epsilon$ and confidence $\delta$.

The desired algorithm should make as few queries to the labeling oracle $O$ as possible.

---

4By triangle inequality, this type of guarantee can be readily converted to excess error guarantees, specifically, $\text{err}(h_u) - \text{err}(h_v) \leq \epsilon$. 

---

5
We say an algorithm achieves a \textit{label complexity} of \( \Lambda(\epsilon, \delta) \), if for any \( u \in S^{d-1} \), with probability at least \( 1 - \delta \), it outputs a linear separator \( h_u \in H \) such that \( \mathbb{P}[\text{sign}(v \cdot x) \neq \text{sign}(u \cdot x)] \leq \epsilon \), and requests at most \( \Lambda(\epsilon, \delta) \) labels to oracle \( \mathcal{O} \).

4 Main Algorithm

Our main algorithm, \textsc{Active-Perceptron} (Algorithm 1), runs in epochs. At the beginning of each epoch \( k \), it assumes a \( \frac{\pi}{2} \) upper bound on \( \theta(v_k, u) \), the angle between current iterate \( v_k \) and the underlying halfspace \( u \). As we will see, this can be shown to hold with high probability inductively. Then, it calls procedure \textsc{Modified-Perceptron} (Algorithm 2) to find an improved estimate \( v_{k+1} \), which can be shown to have an angle with \( u \) at most \( \frac{\pi}{2k+1} \) with high probability. The algorithm ends when a total of \( \lceil \log_2 \frac{1}{\epsilon} \rceil \) epochs have passed.

We can assume without loss of generality that the angle between the initial halfspace \( v_0 \) and the underlying halfspace \( u \) is acute, that is, \( \theta(v_0, u) \leq \frac{\pi}{2} \). Appendix \[F\] shows that such assumption can be removed with constant overhead in label and time complexity.

**Algorithm 1 Active-Perceptron**

\begin{algorithm}
\caption{Active-Perceptron}
\begin{algorithmic}[1]
\INPUT Labeling oracle \( \mathcal{O} \), initial halfspace \( v_0 \), target error \( \epsilon \), confidence \( \delta \), noise upper bound \( \eta \) for bounded noise condition.
\OUTPUT learned halfspace \( \hat{v} \).
1: Let \( k_0 = \lceil \log_2 \frac{\pi}{\epsilon} \rceil \).
2: for \( k = 1, 2, \ldots, k_0 \) do
3: \hspace{1em} \( v_k \leftarrow \text{Modified-Perceptron}(\mathcal{O}, v_{k-1}, \frac{\pi}{2k}, k(k+1), \eta) \).
4: \hspace{1em} \textbf{end for}
5: return \( v_k \).
\end{algorithmic}
\end{algorithm}

The key component of the algorithm, \textsc{Modified-Perceptron} sequentially runs modified perceptron update rule [Motzkin and Schoenberg 1954, Blum et al. 1998, Hampson and Kibler 1999, Dasgupta et al. 2005] under a time-varying distribution \( D_X|_{R_t} \), where \( R_t = \{ x : \frac{b}{2} \leq w_t \cdot x \leq b \} \) is a band inside the unit sphere that contains examples that has an appropriate amount of projection along the current iterate \( w_t \). The intuitive explanation of the region selection criterion has been presented in Subsection 1.2.

**Algorithm 2 Modified-Perceptron**

\begin{algorithm}
\caption{Modified-Perceptron}
\begin{algorithmic}[1]
\INPUT Labeling oracle \( \mathcal{O} \), initial halfspace \( w_0 \), angle upper bound \( \theta \), confidence \( \delta \), noise upper bound \( \eta \) for bounded noise condition.
\OUTPUT Improved halfspace \( w_m \).
1: Set parameters:
\begin{itemize}
\item[(i)] Bounded Noise. Let \( m = \lceil \frac{(3200\pi)^d}{(1-2\eta)^2} \ln \left( \frac{(3200\pi)^d}{1-2\eta} + \frac{1}{\delta} \right) \rceil, b = \frac{\tilde{c}(1-2\eta)}{\sqrt{d}}, \) where \( \tilde{c} = \frac{1}{2(600\pi)^2 \ln \frac{1}{\delta}} \).
\item[(ii)] Adversarial Noise. Let \( m = \lceil \frac{(3200\pi)^3d}{\ln((3200\pi)^3d) + \frac{1}{\delta}} \rceil, b = \frac{\tilde{c}d}{\sqrt{d}}, \) where \( \tilde{c} = \frac{1}{2(600\pi)^2 \ln \frac{1}{\delta}} \).
\end{itemize}
2: for \( t = 0, 1, 2, \ldots, m-1 \) do
3: \hspace{1em} Define region \( R_t = \{ x : \frac{b}{2} \leq w_t \cdot x \leq b \} \).
4: \hspace{1em} Rejection sample \( x_t \sim D_X|_{R_t} \). Query \( \mathcal{O} \) for its label \( y_t \).
5: \hspace{1em} \( w_{t+1} \leftarrow w_t - 2 \left\{ y_t w_t \cdot x_t < 0 \right\} \cdot (w_t \cdot x_t) \cdot x_t \).
6: \hspace{1em} \textbf{end for}
7: return \( w_m \).
\end{algorithmic}
\end{algorithm}
5 Performance Guarantees

5.1 A Lower Bound under Bounded Noise

We first present an information-theoretic lower bound of the label complexity in the bounded noise setting under uniform distribution. The proof of the theorem can be found at Appendix E.

**Theorem 3.** For any $d > 4$, $0 \leq \eta < \frac{1}{2}$, $0 < \epsilon \leq \frac{1}{\sqrt{d}}$, $0 < \delta \leq \frac{1}{4}$, for any active learning algorithm $A$, there is a $w^* \in \mathbb{S}^{d-1}$, and a labeling oracle $O$ that satisfies $\eta$-bounded noise condition with respect to $w^*$, such that if with probability at least $1 - \delta$, $A$ makes at most $n$ queries of labels to $O$ and outputs $\hat{w} \in \mathbb{S}^{d-1}$ such that $\Pr[\text{sign}(\hat{w} \cdot x) \neq \text{sign}(w^* \cdot x)] \leq \epsilon$, then $n \geq \Omega\left(\frac{d \log \frac{1}{\epsilon} + \frac{\eta \log \frac{1}{\epsilon}}{1-2\eta}}{(1-2\eta)^2}\right)$.

5.2 Bounded Noise

We establish Theorem 4 in the bounded noise setting. This gives the first computationally efficient active learning algorithm with near-optimal $\tilde{\Theta}(\frac{d^2}{(1-2\eta)^2} \ln^2 \frac{1}{\epsilon})$ label complexity (see the lower bound theorem above) under the setting that $D_X$ is uniform over the unit sphere and $O$ has bounded noise.

The proof of the theorem can be found at Appendix E. Appendix F shows that the assumption $\theta(v_0, u) \leq \frac{\pi}{2}$ can be removed with constant overhead in label complexity and time complexity.

**Theorem 4 (Active-Perceptron under Bounded Noise).** Suppose Algorithm 1 has inputs labeling oracle $O$ that satisfies $\eta$-bounded noise condition with respect to underlying halfspace $u$, initial halfspace $v_0$ such that $\theta(v_0, u) \leq \frac{\pi}{2}$, target error $\epsilon$, confidence $\delta$, then with probability $1 - \delta$:

1. The output halfspace $v_k$ is such that $\Pr[\text{sign}(v_k \cdot x) \neq \text{sign}(u \cdot x)] \leq \epsilon$.

2. The total number of label queries is at most $O\left(\frac{d}{(1-2\eta)^2} \cdot \ln \frac{1}{\epsilon} \cdot \left(\ln \frac{d}{(1-2\eta)^2} + \ln \frac{1}{\delta} + \ln \ln \frac{1}{\epsilon}\right)^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\delta}\right)$.

3. The algorithm runs in time $O\left(\frac{d^2}{(1-2\eta)^2} \cdot \left(\ln \frac{d}{(1-2\eta)^2} + \ln \frac{1}{\delta}\right)^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\delta}\right)$.

The theorem immediately follows from Lemma 1 below. The key ingredient of the lemma is a delicate analysis of the dynamics of the angles $\{\theta_t\}_{t=0}^m$, where $\theta_t := \theta(w_t, u)$ measures the closeness between the iterate $w_t$ and the underlying halfspace $u$. Since $x_t$ is randomly sampled and $y_t$ is noisy, we are only able to show that $\theta_t$ decreases by a nonnegligible amount in expectation. To remedy this, we apply martingale concentration bounds to control the upper envelope of sequence $\{\theta_t\}_{t=0}^m$ carefully. The proof of the lemma can be found at Appendix H.

**Lemma 1 (Modified-Perceptron under Bounded Noise).** Suppose Algorithm 2 has inputs labeling oracle $O$ that satisfies $\eta$-bounded noise condition with respect to underlying halfspace $u$, initial vector $w_0$ and angle upper bound $\theta$ such that $\theta(w_0, u) \leq \theta$, confidence $\delta$, then with probability $1 - \delta$:

1. The output halfspace $w_m$ is such that $\theta(w_m, u) \leq \frac{\theta}{2}$.

2. The number of label queries is at most $O\left(\frac{d}{(1-2\eta)^2} \left(\ln \frac{d}{(1-2\eta)^2} + \ln \frac{1}{\delta}\right)\right)$.

3. The algorithm runs in time $O\left(\frac{d^2}{(1-2\eta)^2} \cdot \left(\ln \frac{d}{(1-2\eta)^2} + \ln \frac{1}{\delta}\right)^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\delta}\right)$.
5.3 Adversarial Noise

In the adversarial noise case, we show that \textbf{Active-Perceptron} can tolerate a noise level of \(\Omega\left(\epsilon \frac{\ln \frac{1}{\delta}}{\ln \ln \frac{1}{\epsilon}}\right)\). This is slightly weaker than \(\Omega\left(\epsilon\right)\) shown in \cite{Awasthietal2014}. However, we show that \textbf{Active-Perceptron} has a near-optimal label complexity of \(\bar{O}(d \ln \frac{1}{\epsilon})\), which improves over the result of \cite{Awasthietal2014} by a factor of \(d\).

We present Theorem 5 below for the adversarial noise setting. The proof of the theorem can be found at Appendix E. Appendix F shows that the assumption \(\theta(v_0, u) \leq \frac{\pi}{2}\) can be removed with constant overhead in label complexity and time complexity.

**Theorem 5 (Active-Perceptron under Adversarial Noise).** Suppose Algorithm 1 has inputs labeling oracle \(\mathcal{O}\) that satisfies \(\nu\)-adversarial noise condition with respect to underlying halfspace \(u\), initial halfspace \(v_0\) such that \(\theta(v_0, u) \leq \frac{\pi}{2}\), target error \(\epsilon\), confidence \(\delta\). Additionally \(\nu \leq O\left(\frac{\epsilon \ln \frac{d}{\delta}}{\ln \ln \frac{1}{\epsilon}}\right)\). Then with probability \(1 - \delta\):

1. The output halfspace \(v_k\) is such that \(\mathbb{P}[\text{sign}(v_k \cdot x) \neq \text{sign}(u \cdot x)] \leq \epsilon\).
2. The total number of label queries is at most \(O\left(d \cdot \ln \frac{1}{\epsilon} \cdot \left(\ln d + \ln \frac{1}{\delta} + \ln \ln \frac{1}{\epsilon}\right)\right)\).
3. The algorithm runs in time \(O\left(d^2 \cdot \left(\ln d + \ln \frac{1}{\delta} + \ln \ln \frac{1}{\epsilon}\right)^2 \cdot \frac{1}{\epsilon} \ln \frac{1}{\epsilon}\right)\).

The theorem immediately follows from Lemma 2 below, whose proof is similar to Lemma 1. The proof of the lemma can be found at Appendix D.

**Lemma 2 (Modified-Perceptron under Adversarial Noise).** Suppose Algorithm 2 has inputs labeling oracle \(\mathcal{O}\) that satisfies \(\nu\)-adversarial noise condition with respect to underlying halfspace \(u\), initial vector \(w_0\) and angle upper bound \(\theta\) such that \(\theta(w_0, u) \leq \theta\), confidence \(\delta\). Additionally \(\nu \leq O\left(\frac{\epsilon \ln \frac{d}{\delta}}{\ln \ln \frac{1}{\epsilon}}\right)\). Then with probability \(1 - \delta\):

1. The output halfspace \(w_m\) is such that \(\theta(w_m, u) \leq \frac{\theta}{2}\).
2. The number of label queries is at most \(O\left(d \cdot \left(\ln d + \ln \frac{1}{\delta}\right)\right)\).
3. The algorithm runs in time \(O\left(d^2 \cdot \left(\ln d + \ln \frac{1}{\delta}\right)^2 \cdot \frac{1}{\epsilon}\right)\).

6 Discussion and Open Problems

In this work, we propose a perceptron-based algorithm for efficient active learning of homogeneous linear separators under uniform distribution with noise. Under both bounded noise condition and adversarial noise condition, our algorithm achieves near-optimal label complexity. Our results significantly improves over the existing results in \cite{Awasthietal2014, Awasthietal2016}.

Our analysis is performed under uniform unlabeled data distribution. However, it can be easily generalized to any spherical symmetrical distributions, for example, isotropic Gaussian distributions. It can also be generalized to distributions whose densities with respect to uniform distribution are bounded away from 0.

There are still many open problems in learning linear separators efficiently with respect to both time and label requirements:

1. Can perceptron-based algorithms, or other computationally efficient algorithms, be adapted to learn linear separator in the noisy setting, under more general data distributions (e.g. log-concave distributions) with optimal label complexity?
2. Are there any computationally efficient algorithms that can learn under weaker noise conditions, for example, Tsybakov noise condition \cite{Tsybakov2004}?

3. Can we design efficient and label-optimal active learning algorithms without the knowledge of noise parameters?

4. Our algorithm is based on perceptron, a classical algorithm for online learning. Can one design other active learning algorithms through the lens of online learning? A representative example is \cite{Hanneke2007}, where the algorithm simulates equivalence queries using label queries. Another interesting open question is, can one design a winnow-based algorithm \cite{Littlestone1987} for attribute and computationally efficient active learning?
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A Basic Lemmas

We collect a few useful facts in this section.

Lemma 3. If $0 \leq x \leq 1 - \frac{1}{e}$, then for any $d \geq 1$, $(1 - \frac{x}{d})^\frac{d}{2} \geq e^{x} \geq \frac{1}{2}$.

Lemma 4. Given $a \in (0, \pi)$, if $x \in [0, a]$, then $\frac{\sin a}{a} x \leq \sin x \leq x$.

Lemma 5. If $x \in [0, \pi]$, then $1 - \frac{x^2}{2} \leq \cos x \leq 1 - \frac{x^2}{2}$.

Lemma 6. Let $B(x, y) = \int_0^1 (1 - t)^{x-1}t^{y-1} dt$ be the Beta function. Then $\frac{2}{\sqrt{d-1}} \leq B(\frac{1}{2}, \frac{d}{2}) \leq \frac{\pi}{\sqrt{d}}$.

Lemma 7 (Marginal Density and Conditional Density). If $(x_1, x_2, \ldots, x_d)$ is drawn from the uniform distribution over the unit sphere, then:

1. $(x_1, x_2)$ has density $p(z_1, z_2)$, where $p(z_1, z_2) = \frac{(1-z_1^2-z_2^2)^{\frac{d-4}{2}}}{2}$.

2. Conditioned on $x_2 = b$, $x_1$ has density $p_b(z)$, where $p_b(z) = \frac{(1-b^2-z_2^2)^{\frac{d-4}{2}}}{(1-b^2)\frac{d-2}{2} B\left(\frac{d-2}{2}, \frac{1}{2}\right)}$.

3. $x_1$ has density $p(z)$, where $p(z) = \frac{(1-z^2)^{\frac{d-4}{2}}}{B\left(\frac{d-2}{2}, \frac{1}{2}\right)}$.

Lemma 8 (Azuma’s Inequality). Let $\{Y_t\}_{t=1}^m$ be a bounded submartingale difference sequence, that is, $E[Y_t | Y_1, \ldots, Y_{t-1}] \geq 0$, and $|Y_t| \leq \sigma$. Then, with probability $1 - \delta$,

$$\sum_{t=1}^m Y_t \geq -\sigma \sqrt{2m \ln \frac{1}{\delta}}$$

Lemma 9. Suppose $x$ is drawn uniformly from the unit sphere, and $b \leq \frac{1}{10 \sqrt{d}}$. Then, $P[ x \in \left[\frac{b}{2}, b\right] ] \geq \frac{\sqrt{7}b}{8\pi}$.

Proof.

$$P\left[ x \in \left[\frac{b}{2}, b\right] \right] = \frac{\int_{b/2}^b (1-t^2)^{\frac{d-4}{2}} B\left(\frac{d-2}{2}, \frac{1}{2}\right)}{B\left(\frac{d-2}{2}, \frac{1}{2}\right)} \geq \frac{b}{2} \frac{(1-b^2)^{\frac{d-4}{2}}}{\sqrt{d}} \geq \frac{\sqrt{7}b}{8\pi}$$

where the first equality is from item 3 of Lemma 7 giving the exact probability density function of $x_1$, the first inequality is from that $(1-t^2)^{\frac{d-4}{2}} \geq (1-b^2)^{\frac{d-4}{2}}$ when $t \in \left[\frac{b}{2}, b\right]$, and Lemma 8 giving upper bound on $B\left(\frac{d-2}{2}, \frac{1}{2}\right)$, and the second inequality is from Lemma 3 and that $d - 1 \geq \frac{d}{2}$. \qed

Lemma 10. Suppose $x$ is drawn uniformly from unit sphere restricted to the region $\{x : v \cdot x = \xi\}$, and $u, v$ are unit vectors such that $\theta(u, v) = \theta \in [0, \frac{\theta}{10\sqrt{d}}]$ and $0 \leq \xi \leq \frac{\theta}{4\sqrt{d}}$. Then,

1. $E[u \cdot x] \leq \xi$.

2. $E[(u \cdot x)^2] \leq \frac{50\sigma^2}{d}$. 

3. $\mathbb{E}[(u \cdot x) 1 \{ u \cdot x < 0 \}] \leq \xi - \frac{\theta}{36\sqrt{d}}.$

Proof. By spherical symmetry, without loss of generality, let $v = (0, 1, 0, \ldots, 0)$, and $u = (\sin \theta, \cos \theta, 0, \ldots, 0)$. Let $x = (x_1, \ldots, x_d)$.

1.

\[
\mathbb{E}[u \cdot x] = \mathbb{E}[x_1 \sin \theta + x_2 \cos \theta | x_2 = \xi] = \mathbb{E}[x_1 | x_2 = \xi] \sin \theta + \xi \cos \theta \leq \xi
\]

where the first two equalities are by algebra, the inequality follows from $\cos \theta \leq 1$ and $\mathbb{E}[x_1 | x_2 = \xi] = 0$ since the conditional distribution of $x_1$ given $x_2 = \xi$ is symmetric around the origin.

2.

\[
\mathbb{E}[(u \cdot x)^2] = \mathbb{E}[(x_1 \sin \theta + x_2 \cos \theta)^2 | x_2 = \xi] \leq 2\mathbb{E}[x_1^2 | x_2 = \xi] \sin^2 \theta + 2\xi^2 \\
\leq 2\theta^2 \int_{-1}^{1} z^2(1 - z^2) \frac{d-4}{d-2} \frac{dz}{B\left(\frac{d-2}{2}, \frac{1}{2}\right)} + 2\xi^2 \\
= 2\theta^2 \frac{B\left(\frac{d-2}{2}, \frac{3}{2}\right)}{B\left(\frac{d-2}{2}, \frac{1}{2}\right)} + 2\xi^2 \\
\leq \frac{5\theta^2}{d}
\]

where the first equality is by definition of $u$, the first inequality is from algebra that $(A + B)^2 \leq 2A^2 + 2B^2$, the second inequality is from that $|\cos \theta| \leq 1$, the third inequality is from item 2 of Lemma 7 and that $\sin \theta \leq \theta$, and the last inequality is from the fact that $\frac{B\left(\frac{d-2}{2}, \frac{3}{2}\right)}{B\left(\frac{d-2}{2}, \frac{1}{2}\right)} = \frac{1}{\frac{1}{2} - 1} \leq \frac{1}{4}$, and $\xi^2 \leq \frac{\theta^2}{16d}$.
Lemma 11. Suppose $Z_1, \ldots, Z_n$ are iid Geometric($p$) random variables. Then,

$$
P[Z_1 + \ldots + Z_n > \frac{2n}{p}] \leq \exp\left( -\frac{n}{4} \right)
$$

Proof. Note that

$$
P[Z_1 + \ldots + Z_n > \frac{2n}{p}] = P[X_1 + \ldots + X_{\frac{2n}{p}} < n]
$$

where $X_1 \ldots X_{\frac{2n}{p}}$ are iid Bernoulli($p$) random variable. Therefore, by Chernoff bound, the above probability is at most $\exp(-\left[\frac{2n}{p}\right] \cdot p \cdot \frac{1}{3}) \leq \exp(-\frac{n}{4})$. \hfill \qed

B Progress Measure under Bounded Noise

Lemma 12 (Progress in the Bounded Noise Model). Suppose $0 < \tilde{\epsilon} < \frac{1}{288}$, $b = \frac{\tilde{\epsilon}(1-2\eta)\theta}{\sqrt{d}}$, $\theta \leq \frac{27}{\alpha^2} \pi$, and $(x_t, y_t)$ is drawn from $D|_{R_t}$, where $R_t = \{(x, y) : x \cdot w_t \in [\frac{b}{2}, b]\}$ and the oracle $\mathcal{O}$ satisfies $\eta$-bounded noise condition. If unit vector $w_t$ has angle $\theta_t$ with $u$ such that $\frac{1}{4}\theta \leq \theta_t \leq \frac{\tilde{\epsilon}}{4}\theta$, then update $w_{t+1}\leftarrow w_t - 2\mathbb{1}\{y_t \neq \text{sign}(w_t \cdot x_t)\} \cdot (w_t \cdot x_t) \cdot x_t$ has the following guarantee:

$$
\mathbb{E}[\cos \theta_{t+1} - \cos \theta_t \mid \theta_t] \geq \frac{\tilde{\epsilon}}{100\pi} \frac{(1-2\eta)^2\theta^2}{d}.
$$
**Proof.** Define random variable $\xi = x_t \cdot w_t$. By the tower property of conditional expectation, $E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t, \xi \right] = E \left[ E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t, \xi \right] \mid \theta_t \right]$. Thus, it suffices to show

$$E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t, \xi \right] \geq \frac{\tilde{c}}{100\pi} (1 - 2\eta)^2 \theta^2$$

for all $\theta_t \in \left[ \frac{1}{2} \theta, \frac{5}{2} \theta \right]$ and $\xi \in \left[ \frac{1}{2} b, b \right]$.

Recall that from Equation (2),

$$\cos \theta_{t+1} - \cos \theta_t = -2 I \{ y_t \neq \text{sign}(w_t \cdot x_t) \} (w_t \cdot x_t) \cdot (u \cdot x_t).$$

We simplify $E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t, \xi \right]$ as follows:

$$E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t, \xi \right] = E \left[ -2\xi u \cdot x_t I \{ y_t = -1 \} \mid \theta_t, \xi \right] = E \left[ -2\xi u \cdot x_t (I \{ u \cdot x_t > 0, y_t = -1 \} + I \{ u \cdot x_t < 0, y_t = -1 \}) \mid \theta_t, \xi \right] \geq E \left[ -2\xi u \cdot x_t (\eta I \{ u \cdot x_t > 0 \} + (1 - \eta) I \{ u \cdot x_t < 0 \}) \mid \theta_t, \xi \right] = E \left[ -2\xi u \cdot x_t (\eta + (1 - 2\eta) I \{ u \cdot x_t < 0 \}) \mid \theta_t, \xi \right] = -2\xi \left( \eta E \left[ u \cdot x_t \mid \theta_t, \xi \right] + (1 - 2\eta) E \left[ u \cdot x_t I \{ u \cdot x_t < 0 \} \mid \theta_t, \xi \right] \right)$$

where the second equality is from algebra, the first inequality is from that $P[y_t = -1 | u \cdot x_t > 0] \leq \eta$ and $P[y_t = -1 | u \cdot x_t < 0] \geq 1 - \eta$, the last two equalities are from algebra.

By Lemma (10) and that $0 \leq \theta_t \leq \frac{\theta}{2} \leq \frac{\theta}{36\sqrt{d}}$, $E[ u \cdot x_t \mid \theta_t, \xi] \leq \xi$ and $E[ u \cdot x_t I \{ u \cdot x_t < 0 \} \mid \theta_t, \xi] \leq \xi - \frac{\theta}{36\sqrt{d}}$.

Thus,

$$E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t, \xi \right] \geq -2\xi (\eta \xi + (\xi - \frac{\theta_t}{36\sqrt{d}})(1 - 2\eta)) \geq 2\xi \left( \frac{\theta_t}{36\sqrt{d}} (1 - 2\eta) - \xi \right) \geq \frac{b - \theta_t}{72\sqrt{d}} (1 - 2\eta) \geq \frac{\tilde{c}}{100\pi} \frac{(1 - 2\eta)^2 \theta^2}{d}$$

where the first and second inequalities are from algebra, the third inequality is from that $\xi \leq b \leq \frac{\theta(1 - 2\eta)}{288\sqrt{d}} \leq \frac{\theta_t (1 - 2\eta)}{72\sqrt{d}}$, and that $\xi \leq \frac{\theta}{2}$. The last inequality is by expanding $b = \frac{\tilde{c}(1 - 2\eta) \theta}{\sqrt{d}}$ and that $\theta_t \geq \frac{\theta}{4}$.

In conclusion, if $\frac{1}{4} \theta \leq \theta_t \leq \frac{5}{2} \theta$, then $E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t, \xi \right] \geq \frac{\tilde{c}}{100\pi} \frac{(1 - 2\eta)^2 \theta^2}{d}$ for $\xi \in \left[ \frac{1}{2} b, b \right]$. The lemma follows.

---

**C Progress Measure under Adversarial Noise**

**Lemma 13** (Progress in the Adversarial Noise Model). Suppose $0 \leq \tilde{c} \leq \frac{1}{100\pi}$, $b = \frac{\tilde{c} \theta}{\sqrt{d}}$, $\theta \leq \frac{\theta}{20\pi}$, and $(x_t, y_t)$ is drawn from distribution $D_t$, where $D_t = \{ (x, y) : x \cdot w_t \in \left[ \frac{b}{2}, b \right] \}$. Meanwhile, the oracle $O$ satisfies $\nu$-bounded noise condition where $\nu \leq \frac{\tilde{c}}{100\pi(20\pi)}$. If unit vector $w_t$ has angle $\theta_t$ with $u$ such that $\frac{1}{4} \theta \leq \theta_t \leq \frac{5}{2} \theta$, then update $w_{t+1} \leftarrow w_t - 2I \{ y_t \neq \text{sign}(w_t \cdot x_t) \} (w_t \cdot x_t) \cdot x_t$ has the following guarantee:

$$E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t \right] \geq \frac{\tilde{c}}{100\pi} \frac{\theta^2}{d}.$$
Proof. Define random variable $\xi = x_t \cdot w_t$.
Recall that from Equation (2),
\[
\cos \theta_{t+1} - \cos \theta_t = -2 \mathbb{I} \{y_t \neq \text{sign}(w_t \cdot x_t)\} (w_t \cdot x_t) \cdot (u \cdot x_t).
\]
We expand $\mathbb{E}[\cos \theta_{t+1} - \cos \theta_t \mid \theta_t]$ as follows.
\[
\begin{align*}
\mathbb{E}[\cos \theta_{t+1} - \cos \theta_t \mid \theta_t] &= \mathbb{E}[-2(w_t \cdot x_t)(u \cdot x_t) \mathbb{I} \{y_t = -1\} \mid \theta_t] \\
&= \mathbb{E}[-2(w_t \cdot x_t)(u \cdot x_t) \mathbb{I} \{u \cdot x_t < 0\} \mid \theta_t] \\
&\quad + \mathbb{E}[2(w_t \cdot x_t)(u \cdot x_t)(\mathbb{I} \{y_t = +1, u \cdot x_t < 0\} - \mathbb{I} \{y_t = -1, u \cdot x_t > 0\}) \mid \theta_t]
\end{align*}
\]
(4)
We bound the two terms separately. Firstly,
\[
\begin{align*}
\mathbb{E}[2(w_t \cdot x_t)(u \cdot x_t) \mathbb{I} \{u \cdot x_t < 0\} \mid \theta_t] &\geq -2b \mathbb{E}[(u \cdot x_t) \mathbb{I} \{u \cdot x_t < 0\} \mid \theta_t] \\
&= -2b \mathbb{E}\left[\mathbb{E}[(u \cdot x_t) \mathbb{I} \{u \cdot x_t < 0\} \mid \theta_t, b] \mid \theta_t\right] \\
&\geq b(\frac{\theta_t}{36 \sqrt{d}} - b) 
\end{align*}
\]
(5)
where the first inequality is from that $-(u \cdot x_t) \mathbb{I} \{u \cdot x_t < 0\} \geq 0$ and $w_t \cdot x_t \geq \frac{c}{\sqrt{d}}$, the equality is from the tower property of conditional expectation, the second inequality is from Lemma 10.

Secondly,
\[
\begin{align*}
\mathbb{E}[2(w_t \cdot x_t)(u \cdot x_t)(\mathbb{I} \{y_t = +1, u \cdot x_t < 0\} - \mathbb{I} \{y_t = -1, u \cdot x_t > 0\}) \mid \theta_t] &\leq 2b \mathbb{E}\left[\mathbb{I} \{y_t \neq \text{sign}(u \cdot x_t)\} \mid \theta_t\right] \\
&\leq 2b \sqrt{\mathbb{E}[\mathbb{I} \{y_t \neq \text{sign}(u \cdot x_t)\} \mid \theta_t] \cdot \mathbb{E}[(u \cdot x_t)^2 \mid \theta_t]} \\
&= 2b \sqrt{\mathbb{P}[y_t \neq \text{sign}(u \cdot x_t) \mid \theta_t] \mathbb{E}[\mathbb{E}[(u \cdot x_t)^2 \mid \theta_t, \xi] \mid \theta_t]}
\end{align*}
\]
(6)
where the first inequality is from that $|\mathbb{E}[X]| \leq \mathbb{E}|X|$, and $w_t \cdot x_t \leq b$, the second inequality is from Cauchy-Schwarz, the third equality is by algebra.

Now we look at the two terms inside the square root. First,
\[
\begin{align*}
\mathbb{P}[y_t \neq \text{sign}(u \cdot x_t) \mid \theta_t] &= \mathbb{P}_{x \sim \mathcal{D}|y_t}[y \neq \text{sign}(u \cdot x)] \\
&\leq \frac{\mathbb{P}_{(x, y) \sim \mathcal{D}}[y \neq \text{sign}(u \cdot x)]}{\mathbb{P}_{x \sim \mathcal{D}|y_t}[x_t \in [b/2, b]]} \\
&\leq \frac{8\pi
u}{\frac{c \theta}{\sqrt{d}}} \\
&\leq \frac{1}{16(200\pi)^2}
\end{align*}
\]
where the first inequality is from that $\mathbb{P}[A \mid B] \leq \frac{\mathbb{P}[A]}{\mathbb{P}[B]}$, the second inequality is from Lemma 9 that $\mathbb{P}_{x \sim \mathcal{D}}[x_t \in [b/2, b]] \geq \frac{\sqrt{d}}{8\pi} = \frac{c \theta}{8\pi}$, and the last inequality is by our assumption on $\nu$. 
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Second, fix $\xi \in \left[ \frac{b}{2}, b \right]$, $\xi \leq b \leq \frac{d}{4\sqrt{d}}$. Item 2 of Lemma 10 implies that $E \left[ (u \cdot x_t)^2 \mid \theta_t, \xi \right] \leq \frac{5\theta^2}{d^2}$. By the tower property of conditional expectation, $E \left[ (u \cdot x_t)^2 \mid \theta_t \right] \leq \frac{5\theta^2}{d}$. Continuing Equation 9, we get

$$E \left[ (2(w_t \cdot x_t)(1 \{y_t = +1, u \cdot x_t < 0\} - 1 \{y_t = -1, u \cdot x_t > 0\}) \mid \theta_t \right] \leq \frac{b \theta_t}{100\pi \sqrt{d}} \quad (7)$$

Continuing Equation 1, we have

$$E \left[ \cos \theta_{t+1} - \cos \theta_t \mid \theta_t \right]$$

$$\geq \frac{b(\frac{\theta_t}{2\sqrt{d}} - \frac{\theta_t}{100\pi \sqrt{d}} - b)}{3\sqrt{d}}$$

$$\geq \frac{b\theta_t}{2\sqrt{d}} \geq \frac{\epsilon \theta^2}{100\pi \sqrt{d}}$$

where the first inequality is from Equations 5 and 7, the second inequality is from algebra and that $b \leq \frac{\theta_t}{100\pi \sqrt{d}}$, the third inequality is by expanding $b = \frac{\theta_t}{2\sqrt{d}}$ and $\theta_t \geq \frac{\epsilon \theta}{4}$. 

D Performance Guarantees of Modified-Perceptron

First we need a technical bound on the difference between $\cos \theta_{t+1}$ and $\cos \theta_t$ that holds with probability 1.

Lemma 14. Suppose $0 < \hat{c} < 1$, $b = \frac{r(1-2\epsilon \theta)}{\sqrt{d}} \leq 1$, and $(x_t, y_t)$ is drawn from distribution $D|\theta_t$, where $R_t = \{(x, y) : x \cdot w_t \in \left[ \frac{b}{2}, b \right] \}$. If unit vector $w_t$ has angle $\theta_t \leq \frac{\hat{c} \theta}{2}$, then update $w_{t+1} \leftarrow w_t - 2\eta \left\{ y_t \neq \text{sign}(w_t \cdot x_t) \right\} (w_t \cdot x_t) \cdot x_t$ has the following guarantee: $|\cos \theta_{t+1} - \cos \theta_t| \leq \frac{16\hat{c}(1-2\epsilon \theta)^2}{3\sqrt{d}}$.

Proof. Recall that from Equation 2,

$$\cos \theta_{t+1} - \cos \theta_t = -2\eta \left\{ y_t \neq \text{sign}(w_t \cdot x_t) \right\} (w_t \cdot x_t) \cdot (u \cdot x_t).$$

Firstly, note $|\cos \theta_{t+1} - \cos \theta_t| \leq 2|w_t \cdot x_t| |u \cdot x_t| \leq 2b |u \cdot x_t|$. Observe that

$$|u \cdot x_t|$$

$$\leq |w_t \cdot x_t| + |(u - w_t) \cdot x_t|$$

$$\leq b + 2 \sin \frac{\theta_t}{2}$$

$$\leq b + \theta_t$$

Thus, we have $|\cos \theta_{t+1} - \cos \theta_t| \leq 2b(b + \theta_t) = \frac{2b^2(1-2\epsilon \theta)^2 \theta^2}{d} + \frac{2b^2(1-2\epsilon \theta)\theta}{\sqrt{d}} \leq \frac{16\hat{c}(1-2\epsilon \theta)^2}{3\sqrt{d}}$. 

Lemma 15. Suppose:

1. Initial unit vector $w_0$ has angle $\theta_0 = \theta(w_0, u) \leq \theta \leq \frac{\pi}{8\sqrt{d}}$ with $u$;
2. Integer $m = \left\lfloor \frac{(3000)\pi^2}{(1-2\epsilon \theta)^2} \ln \frac{(3000)^2}{(1-2\epsilon \theta)^2} + \ln \frac{1}{\delta} \right\rfloor$ and $\hat{c} = \frac{1}{2(600\pi)^2 \ln \frac{1}{\delta}}$;
3. For all $t$, if $\frac{\epsilon \theta}{4} \leq \theta_t \leq \frac{\epsilon \theta}{2}$, then $E[\cos \theta_{t+1} - \cos \theta_t \mid \theta_t] \geq \frac{\epsilon}{100\pi} \frac{(1-2\epsilon \theta)^2}{d}$;
4. For all $t$, if $\theta_t \leq \frac{\epsilon \theta}{4}$, then $|\cos \theta_{t+1} - \cos \theta_t| \leq \frac{16\hat{c}(1-2\epsilon \theta)^2}{3\sqrt{d}}$ holds with probability 1.

Then with probability $1 - \delta$, after $m$ iterations in Modified-Perceptron,
1. The number of label queries to oracle $O$ is at most $m = O(\frac{d}{(1-2\eta)^2} \log \frac{d}{\delta(1-2\eta)^2})$.

2. The running time of the algorithm is at most $T = O(\frac{d^2}{(1-2\eta)^2 \log^2 \frac{d}{(1-2\eta)^2}})\frac{1}{\delta}$. 

3. The output $w_m$ is such that $\theta_m \leq \frac{1}{2} \theta$;

Proof. First, the number of label queries is $m$, which is

$$\left(\frac{3200\pi}{(1-2\eta)^2} \left(\log \frac{3200\pi}{(1-2\eta)^2} + \ln \frac{1}{\delta}\right)\right) = O\left(\frac{d}{(1-2\eta)^2} \log \frac{d}{\delta(1-2\eta)^2}\right).$$

Second, we analyze the time complexity of the algorithm. At each iteration $t \in [0, m]$, it takes $Z_t$ trials to hit an example in $[\frac{b}{2}, b]$, where $Z_t$ is a Geometric($p$) random variable with $p = \mathbb{P}_{x\sim D_x}[w_x : x \in [\frac{b}{2}, b]]$. From Lemma 8, $p \geq \frac{\sqrt{2d}}{8\pi} = \Omega\left(\frac{(1-2\eta)^2}{\delta(1-2\eta)^2}\right)$.

Define event

$$E_1 := \left\{ Z_1 + \ldots + Z_m \leq \frac{2m}{p} \right\}$$

From Lemma 11 and the choice of $m$, $\mathbb{P}[E_1] \geq 1 - \frac{\delta}{2}$. Thus, on event $E_1$, the total number of rejection sampling trials is at most $O\left(\frac{d}{(1-2\eta)^2} \log^2 \frac{d}{\delta(1-2\eta)^2}\frac{1}{\delta}\right)$.

Lastly, we prove the upper bound of the angle $\theta_m$. Define random variable $D_t$ as:

$$D_t := \left(\cos \theta_{t+1} - \cos \theta_t - \frac{\tilde{c}}{100\pi} (1 - 2\eta)^2 \frac{\theta^2}{d}\right) \mathbb{1}\left\{ \frac{1}{4} \theta \leq \theta_t \leq \frac{5}{3} \theta \right\}$$

Note that $\mathbb{E}[D_t | \theta_t] \geq 0$ and from Lemma 11, $|D_t| \leq |\cos \theta_{t+1} - \cos \theta_t| + \frac{\tilde{c}}{100\pi} (1 - 2\eta)^2 \frac{\theta^2}{d} \leq \frac{6\tilde{c}(1-2\eta)^2 \theta^2}{d}$. Therefore, $\{D_t\}$ is a bounded submartingale difference sequence. By Azuma’s Inequality (see Lemma 8) and union bound, define event

$$E_2 = \left\{ \text{for all } 0 \leq t_1 \leq t_2 \leq m, \sum_{s=t_1}^{t_2-1} D_s \geq -\frac{6\tilde{c}(1-2\eta)^2 \theta^2}{\sqrt{d}} \sqrt{2(t_2 - t_1) \ln \frac{m^2}{\delta}} \right\}$$

Then $\mathbb{P}(E_2) \geq 1 - \frac{\delta}{4}$.

Now we condition on event $E_2$. We break the subsequent analysis into two parts: (1) Show there exists some $t$ such that $\theta_t$ goes below $\frac{1}{4} \theta$. (2) Show that, afterwards, $\theta_t$ must stay below $\frac{1}{2} \theta$.

1. First, it can be checked by algebra that $m \geq \frac{200\pi d}{(1-2\eta)^2 \epsilon}$. We show the following claim.

**Claim 1.** There exists some $t \in [0, m]$, such that $\theta_t < \frac{1}{4} \theta$.

**Proof.** We first show that it is impossible for all $t \in [0, m]$ such that $\theta_t \in [\frac{1}{4} \theta, \frac{5}{4} \theta]$. To this end, assume this holds for the sake of contradiction. In this case, for all $t \in [0, m]$, $\tilde{D}_t = \cos \theta_{t+1} - \cos \theta_t - \frac{\tilde{c}}{100\pi} (1 - 2\eta)^2 \frac{\theta^2}{d}$. Therefore,

$$\frac{\cos \theta_m - \cos \theta_0}{m} = \sum_{s=0}^{m-1} \frac{\tilde{c}}{100\pi} (1 - 2\eta)^2 \frac{\theta^2}{d} m$$

$$\geq \frac{\tilde{c}}{100\pi} (1 - 2\eta)^2 \frac{\theta^2}{d} m - \frac{6\tilde{c}(1-2\eta)^2 \theta^2}{\sqrt{d}} \sqrt{2m \ln \frac{m^2}{\delta}}$$

$$\geq \frac{\theta^2}{100\pi} \left[ \frac{\tilde{c}(1-2\eta)^2 m^2}{d} - \sqrt{\tilde{c}(1-2\eta)^2 m} \right]$$

$$\geq \frac{\theta^2}{d}$$
where the first inequality is from the definition of event $E_1$, the second inequality is from that $\tilde{c} = \frac{1}{2(600\pi)^2 \ln \frac{1}{\delta}}$, the third inequality is from that $\tilde{c}(1-2\eta)^2 m \geq 200\pi$.

Since $\cos \theta_0 \geq \cos \theta \geq 1 - \frac{1}{2} \theta^2$, this gives that $\cos \theta_\infty \geq 1 + \frac{1}{2} \theta^2 > 1$, contradiction.

Next, define $\tau := \min \left\{ t \geq 0 : \theta_t \notin \left[ \frac{1}{4} \theta, \frac{5}{4} \theta \right] \right\}$. We now know that $\tau \leq m$. It suffices to show that $\theta_\tau < \frac{1}{4} \theta$, that is, the first time $\theta_t$ goes outside $[\frac{1}{4} \theta, \frac{5}{4} \theta]$, it must be crossing the left boundary.

By definition of $\tau$, for all $0 \leq t \leq \tau - 1$, $\theta_t \in \left[ \frac{1}{4} \theta, \frac{5}{4} \theta \right]$. Thus,

$$
\cos \theta_\tau - \cos \theta_0 = \sum_{t=0}^{\tau-1} D_t + \frac{\tilde{c}}{100\pi} \frac{(1-2\eta)^2 \theta^2}{d} \tau \\
\geq \frac{\tilde{c}}{100\pi} \frac{(1-2\eta)^2 \theta^2}{d} \tau - 6\tilde{c}(1-2\eta) \theta^2 / \sqrt{d} \sqrt{\tau \ln \frac{m^2}{\delta}} \\
\geq -900\pi \ln \frac{m^2}{\delta} \tilde{c} \theta^2 \geq -\frac{1}{75} \theta^2
$$

(8)

where the first inequality is by the definition of $E_2$, and the second inequality is by minimization over $\tau \in [0, m]$, the last inequality is from the definition of $\tilde{c}$.

Now, if $\theta_\tau \geq \frac{5}{4} \theta$, then

$$
\cos \theta_\tau - \cos \theta_0 \quad \leq \quad \cos \left( \frac{5}{3} \theta \right) - \cos \theta \\
\leq \quad 1 - \frac{1}{5} \left( \frac{5}{3} \right)^2 \theta^2 - 1 + \frac{1}{2} \theta^2 \\
\leq \quad -\frac{1}{75} \theta^2
$$

where the first inequality follows from $\theta_\tau \geq \frac{5}{4} \theta$ and $\theta_0 \leq \theta$, and the second inequality follows from Lemma[3] This contradicts with Inequality (8).

Therefore, $\theta_\tau < \frac{5}{4} \theta$. Since $\theta_\tau \notin \left[ \frac{1}{4} \theta, \frac{5}{4} \theta \right]$, $\theta_\tau < \frac{1}{4} \theta$. \hfill \qed

2. We now show the following claim to conclude the proof.

**Claim 2.** $\theta_m \leq \frac{1}{2} \theta$.

**Proof.** Define $\sigma = \max \{ t \in [0, m] : \theta_t < \frac{1}{4} \theta \}$. We have shown such $\sigma$ exists. We show afterwards, $\theta_t$ will not exceed $\frac{1}{2} \theta$. Assume for contradiction that for some $t > \sigma$, $\theta_t > \frac{1}{2} \theta$.

Now define $\gamma := \min \{ t : t > \sigma : \theta_t > \frac{1}{2} \theta \}$. We know by definition of $\sigma$ and $\gamma$, for all $t \in [\sigma + 1, \gamma - 1]$, $\theta_t \in \left[ \frac{1}{4} \theta, \frac{1}{2} \theta \right]$. Thus,

$$
\cos \theta_\gamma - \cos \theta_{\sigma+1} = \sum_{t=\sigma+1}^{\gamma-1} D_t + \frac{\tilde{c}}{100\pi} \frac{(1-2\eta)^2 \theta^2}{d} (\gamma - \sigma - 1) \\
\geq \frac{\tilde{c}}{100\pi} \frac{(1-2\eta)^2 \theta^2}{d} (\gamma - \sigma - 1) - 6\tilde{c}(1-2\eta) \theta^2 / \sqrt{d} \sqrt{(\gamma - \sigma - 1) \ln \frac{m^2}{\delta}} \\
\geq -900\pi \ln \frac{m^2}{\delta} \tilde{c} \geq -\frac{1}{75} \theta^2
$$

(9)
where the first inequality is by the definition of $E_2$, and the second inequality is by minimization over $\gamma - \sigma - 1 \in [0, m]$, the last inequality is from the definition of $\tilde{c}$.

On the other hand, $\theta_\gamma > \frac{1}{2}\theta$ and $\theta_\sigma < \frac{1}{4}\theta$. We have

$$
\cos \theta_\gamma - \cos \theta_{\sigma + 1} \leq \cos \theta_\gamma - \cos \theta_\sigma + \frac{6\tilde{c}(1 - 2\eta)\theta^2}{\sqrt{d}}
\leq \cos \frac{\theta}{2} - \cos \frac{\theta}{4} + \frac{6\tilde{c}(1 - 2\eta)\theta^2}{\sqrt{d}}
\leq 1 - \frac{1}{20}\theta^2 - 1 + \frac{1}{32} \theta^2 + \frac{6\tilde{c}(1 - 2\eta)\theta^2}{\sqrt{d}}
\leq -\frac{1}{\sqrt{d}} \theta^2
$$

where the first inequality follows from Lemma 14, the third follows from Lemma 5, and the last follows from algebra. This contradicts with Inequality (9).

Thus, on event $E := E_1 \cap E_2$, item 1,2,3 hold simultaneously. By union bound, this holds with probability $1 - \delta$.

**Proof of Lemma 7** This is an immediate consequence of Lemmas 12 and 15.

**Proof of Lemma 8** This is an immediate consequence of Lemmas 13 and 15.

### E Proofs of Theorems 4 and 5

**Proof of Theorem 4** From Lemma 1, we know that for every $k$, there is an event $E_k$ such that $P(E_k) \geq 1 - \frac{\delta}{k(k + 1)}$, and on event $E_k$, items 1,2,3 of Lemma 1 holds for input $w_0 = v_k$, output $w_m = v_{k+1}$, $\theta = \frac{\pi}{2}$.

Define event $E = \cup_{k=1}^{k_0} E_k$. By union bound, $P(E) \geq 1 - \delta$. We henceforth condition on event $E$ happening.

1. By induction, the final output $v_{k_0}$ has the property that $\theta(v_k, u) \leq 2^{-k_0} \pi \leq c\pi$, implying that $P[\text{sign}(v_k \cdot u) \neq \text{sign}(u \cdot x)] \leq \epsilon$.

2. Define the number of label queries to oracle $O$ at iteration $k$ as $m_k$. From Lemma 15, $m_k$ is at most $O\left(\frac{d^2}{(1-2\eta)^2} \left( \ln \frac{d}{(1-2\eta)^2} + \ln \frac{k_0}{\delta} \right) \right)$. Thus, the total number of label queries to oracle $O$ is $\sum_{k=1}^{k_0} m_k$, which is at most

$$
k_0 \cdot m_{k_0} = O\left( k_0 \cdot \frac{d^2}{(1-2\eta)^2} \left( \ln \frac{d}{(1-2\eta)^2} + \ln \frac{k_0}{\delta} \right) \right).
$$

Item 2 is proved by noting $k_0 \leq \log \frac{1}{\epsilon} + 1$.

3. Define the running time of MODIFIED-PERCEPTRON at iteration $k$ as $T_k$. From Lemma 15, $T_k$ is at most $O\left( \frac{d^2}{(1-2\eta)^2} \cdot \left( \ln \frac{d}{(1-2\eta)^2} + \ln \frac{k_0}{\delta} \right)^2 \cdot \frac{1}{\epsilon} \right)$. Thus, the total running time is at most $\sum_{k=1}^{k_0} T_k$, which is at most

$$
k_0 T_{k_0} = O\left( k_0 \cdot \frac{d^2}{(1-2\eta)^3} \cdot \left( \ln \frac{d}{(1-2\eta)^2} + \ln \frac{k_0}{\delta} \right)^2 \cdot \frac{1}{\epsilon} \right).
$$

Item 3 is proved by noting $k_0 \leq \log \frac{1}{\epsilon} + 1$.

**Proof of Theorem 5** The proof is identical to the proof of Theorem 4 taking $\eta = 0$. 
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F  Technical Details on Acute Initialization

We argue in this section that the angle between the initial vector \(v_0\) and the optimal hypothesis \(u\) can be assumed to be acute without loss of generality in the bounded noise setting. A similar result has been shown by Awasthi et al. [2014], Appendix B for the adversarial noise setting. To this end, we construct an Algorithm 3 an initialization procedure. It runs Active-Perceptron twice, taking a vector \(v_0\) and its negation \(-v_0\) as initializers. Then it performs hypothesis testing using \(\tilde{O}(\frac{1}{(1-2\eta)^2})\) labeled examples to find out a halfspace which has angle at most \(\frac{\pi}{4}\) with \(u\).

Algorithm 3 Master Algorithm

Input: Labeling oracle \(\mathcal{O}\), confidence \(\delta\), noise upper bound \(\eta\) for bounded noise condition.

Output: a halfspace \(\hat{v}\) such that \(\theta(\hat{v}, v^*) \leq \frac{\pi}{4}\).

1: \(v_0 \leftarrow \) an arbitrary vector in \(\mathbb{S}^{d-1}\).
2: \(v_+ \leftarrow \) Active-Perceptron\((\mathcal{O}, v_0, \frac{(1-2\eta)}{16}, \delta, \eta)\).
3: \(v_- \leftarrow \) Active-Perceptron\((\mathcal{O}, -v_0, \frac{(1-2\eta)}{16}, \delta, \eta)\).
4: Define region \(R := \{x : \text{sign}(v_+ \cdot x) \neq \text{sign}(v_- \cdot x)\}\).
5: \(S \leftarrow \) Draw \(\frac{8}{(1-2\eta)^2} \ln \frac{9}{\delta}\) iid samples from \(D|R\) and query their labels.
6: if \(\text{err}_S(h_{v_+}) \leq \text{err}_S(h_{v_-})\) then
7: \(\text{return } v_+\)
8: else
9: \(\text{return } v_-\)
10: end if

We show Algorithm 3 learns the target halfspace unconditionally with a constant overhead of label complexity and time complexity.

Theorem 6. Suppose Algorithm 3 has inputs labeling oracle \(\mathcal{O}\) that satisfies \(\eta\)-bounded noise condition with respect to \(u\), confidence \(\delta\). Then, with probability \(1 - \delta\), the output \(\hat{v}\) is such that \(\theta(\hat{v}, u) \leq \frac{\pi}{4}\). Furthermore, the total number of label queries to oracle \(\mathcal{O}\) is at most \(\tilde{O}\left(\frac{d}{(1-2\eta)^2}\right)\) and the algorithm runs in time \(\tilde{O}\left(\frac{d^2}{(1-2\eta)^2}\right)\).

Proof. Note that one of \(\theta(v_0, u), \theta(-v_0, u)\) is at most \(\frac{\pi}{2}\). From Theorem 4 and union bound, we know that with probability \(1 - \frac{2\delta}{3}\), either \(\theta(v_+, u) \leq \frac{(1-2\eta)}{16}\), or \(\theta(v_-, u) \leq \frac{(1-2\eta)}{16}\).

Suppose without loss of generality, \(\theta(v_+, u) \leq \frac{(1-2\eta)}{16}\). We consider two cases.

Case 1: \(\theta(v_+, v_-) \leq \frac{\pi}{8}\). By triangle inequality, \(\theta(v_-, u) \leq \theta(v_+, u) + \theta(v_+, v_-) \leq \frac{\pi}{4}\). In this case, \(\theta(v_+, u) \leq \frac{\pi}{4}\) and \(\theta(v_-, u) \leq \frac{\pi}{4}\) holds simultaneously. Therefore, the returned vector \(\hat{v}\) satisfies \(\theta(\hat{v}, u) \leq \frac{\pi}{4}\).

Case 2: \(\theta(v_+, v_-) > \frac{\pi}{8}\). In this case, \(\mathbb{P}[x \in R] \geq 1/8\), thus,

\[
\mathbb{P}_R[\text{sign}(v_+ \cdot x) \neq \text{sign}(u \cdot x)] \leq \frac{\mathbb{P}[\text{sign}(v_+ \cdot x) \neq \text{sign}(u \cdot x)]}{\mathbb{P}[x \in R]} \leq \frac{1-2\eta}{8} = \frac{1}{4}(\frac{1}{2} - \eta).
\]

Meanwhile, \(\mathbb{P}_R[\text{sign}(v_+ \cdot x) \neq y] \leq \eta \mathbb{P}_R[\text{sign}(v_+ \cdot x) = \text{sign}(u \cdot x)] + \mathbb{P}_R[\text{sign}(v_+ \cdot x) \neq \text{sign}(u \cdot x)]\). Therefore,

\[
\frac{1}{2} - \mathbb{P}_R[\text{sign}(v_+ \cdot x) \neq y] \\
\geq (\frac{1}{2} - \eta)\mathbb{P}_R[\text{sign}(v_+ \cdot x) = \text{sign}(u \cdot x)] - \frac{1}{2}\mathbb{P}_R[\text{sign}(v_+ \cdot x) \neq \text{sign}(u \cdot x)] \\
\geq (\frac{1}{2} - \eta) \cdot \frac{1}{2} - (\frac{1}{2} - \eta) \cdot \frac{1}{4} \\
\geq \frac{1}{4}(\frac{1}{2} - \eta)
\]
Since $v_+$ disagrees with $v_-$ everywhere on $R$, $\Pr_R[\text{sign}(v_+ \cdot x) \neq y] + \Pr_R[\text{sign}(v_- \cdot x) \neq y] = 1$. Thus, $\text{err}_{D_R} (h_{v_+}) \leq \frac{1}{2} - (\frac{1}{2} - \eta)\frac{1}{4}$ and $\text{err}_{D_R} (h_{v_-}) \geq \frac{1}{2} + (\frac{1}{2} - \eta)\frac{1}{4}$. Therefore, by Hoeffding’s Inequality, with probability $1 - \delta/3$,
\[
\text{err}_S (v_+) < \frac{1}{2} < \text{err}_S (v_-)
\]
therefore $v_+$ will be selected for $\hat{v}$. This gives that $\theta(\hat{v}, u) \leq \frac{\pi}{4}$. The time complexity and label complexity follows immediately from Theorem 4.

\[\square\]

G Proof of the Lower Bound

In this section, we give the proof of Theorem 3. It follows from two key lemmas, Lemma 16 and Lemma 21.

First we start with some additional definitions.

**Definition 3.** Let $P, Q$ be two probability measures on a common measurable space and $P$ is absolutely continuous with respect to $Q$.

- The KL-divergence between $P$ and $Q$ is defined as $D_{KL} (P, Q) = \mathbb{E}_{X \sim P} \ln \frac{P(X)}{Q(X)}$.
- We define $d_{KL}(p, q) = D_{KL}(P, Q)$, where $P, Q$ are distributions of a Bernoulli($p$) and a Bernoulli($q$) random variables respectively.
- For random variables $X, Y, Z$, define the mutual information between $X$ and $Y$ under $P$ as $I(X; Y) = D_{KL}(P(X), P(X)P(Y)) = \mathbb{E}_{X,Y} \ln \frac{P(Y|X)}{P(Y)}$, and define the mutual information between $X$ and $Y$ conditioned on $Z$ under $P$ as $I(X; Y | Z) = \mathbb{E}_{X,Y,Z} \ln \frac{P(Y|X,Z)}{P(Y|Z)}$.
- For a sequence of random variables $X_1, X_2, \ldots$, denote by $X^n$ the subsequence $\{X_1, X_2, \ldots, X_n\}$.

We will use following two information-theoretic lower bounds.

**Lemma 16.** Let $\mathcal{W}$ be a class of parameters, and $\{P_w : w \in \mathcal{W}\}$ be a class of probability distributions indexed by $\mathcal{W}$ over some sample space $\mathcal{X}$. Let $d : \mathcal{W} \times \mathcal{W} \rightarrow \mathbb{R}$ be a semi-metric. Let $\mathcal{V} = \{w_1, \ldots, w_M\} \subseteq \mathcal{W}$ such that $\forall i \neq j, d(w_i, w_j) \geq 2s > 0$. Let $V$ be a random variable uniformly taking values from $\mathcal{V}$, and $X$ be drawn from $P_V$. Then for any algorithm $A$ that given a sample $X$ drawn from $P_w$ outputs $A(X) \in \mathcal{W}$, the following inequality holds:

\[
\sup_{w \in \mathcal{W}} P_w (d(w, A(X)) \geq s) \geq 1 - \frac{I(V; X) + \ln 2}{\ln M}
\]

**Proof.** For any algorithm $A$, define a test function $\hat{\Psi} : \mathcal{X} \rightarrow \{1, \ldots, M\}$ such that

\[
\hat{\Psi}(X) = \arg\min_{i \in \{1, \ldots, M\}} d(A(X), w_i)
\]

We have

\[
\sup_{w \in \mathcal{W}} P_w (d(w, A(X)) \geq s) \geq \max_{w \in \mathcal{V}} P_w (d(w, A(X)) \geq s) \geq \max_{i \in \{1, \ldots, M\}} P_{w_i} (\hat{\Psi}(X) \neq i)
\]

The desired result follows by classical Fano’s Inequality:

\[
\max_{i \in \{1, \ldots, M\}} P_{w_i} (\hat{\Psi}(X) \neq i) \geq 1 - \frac{I(V; X) + \ln 2}{\ln M}
\]

\[\square\]
Lemma 17. [Anthony and Bartlett, 2009, Lemma 5.1] Let $\gamma \in (0, 1)$, $\delta \in (0, \frac{1}{4})$, $p_0 = \frac{1+\gamma}{2}$, $p_1 = \frac{1-\gamma}{2}$. Suppose that $\alpha \sim \text{Bernoulli}(\frac{1}{2})$ is a random variable, $\xi_1, \ldots, \xi_m$ are i.i.d. (given $\alpha$) Bernoulli($p_\alpha$) random variables. If $m \leq 2 \left\lfloor \frac{1-\gamma^2}{2\gamma} \ln \frac{1}{2(1-2\gamma)} \right\rfloor$, then for any function $f : \{0, 1\}^m \to \{0, 1\}$, $\mathbb{P}(f(\xi_1, \ldots, \xi_m) \neq \alpha) > \delta$.

Next, we present two technical lemmas.

Lemma 18. [Long, 1993, Lemma 6] For any $0 < \gamma \leq \frac{1}{2}$, $d \geq 1$, there is a finite set $\mathcal{V} \subseteq \mathbb{S}^{d-1}$ such that the following two statements hold:
1. For any distinct $w_1, w_2 \in \mathcal{V}$, $\theta(w_1, w_2) \geq \pi \gamma$;
2. $|\mathcal{V}| \geq \frac{\sqrt{d}}{2\pi \gamma} \lceil d-1 \rceil - 1$.

Lemma 19. If $p \in [0, 1]$ and $q \in (0, 1)$, then $d_{KL}(p, q) \leq \frac{(p-q)^2}{q(1-q)}$.

Proof.

\[
d_{KL}(p, q) = p \ln \frac{p}{q} + (1-p) \ln \frac{1-p}{1-q} \leq p \left( \frac{p}{q} - 1 \right) + (1-p) \left( \frac{1-p}{1-q} - 1 \right) = \frac{(p-q)^2}{q(1-q)}
\]

where the inequality follows by $\ln x \leq x - 1$.

Lemma 20. For any $0 \leq \eta < \frac{1}{2}$, $d > 4$, $0 < \epsilon \leq \frac{1}{14}$, $0 < \delta < \frac{1}{2}$, for any active learning algorithm $\mathcal{A}$, there is a $w^* \in \mathbb{S}^{d-1}$, and a labeling oracle $\mathcal{O}$ that satisfies $\eta$-bounded noise condition with respect to $w^*$, such that if with probability at least $1 - \delta$, $\mathcal{A}$ makes at most $n$ queries to $\mathcal{O}$ and outputs $\hat{w} \in \mathbb{S}^{d-1}$ such that $\mathbb{P}(|\text{sign}(\hat{w} \cdot x) \neq \text{sign}(w^* \cdot x)| \leq \epsilon$, then $n \geq \frac{d \ln \frac{1}{4\delta} + 2}{\pi \epsilon}$.

Proof. We will prove this Lemma using Lemma 16.

First, we construct $\mathcal{W}, \mathcal{V}, d, s$, and $P_0$. Let $\mathcal{W} = \mathbb{S}^{d-1}$. Let $\mathcal{V}$ be the set in Lemma 18 with $\gamma = 2\epsilon$. For any $w_1, w_2 \in \mathcal{W}$, let $d(w_1, w_2) = \theta(w_1, w_2), s = \pi \epsilon$. Fix any algorithm $\mathcal{A}$. For any $w \in \mathcal{W}$, any $x \in X$, define $P_w[Y = 1|X = x] = \left\{ \begin{array}{ll}
1 - \eta & \text{if } w \cdot x \geq 0 \\
\eta & \text{if } w \cdot x < 0
\end{array} \right.$, and $P_w[Y = 0|X = x] = 1 - P_w[Y = 1|X = x]$. Define $P_w^n$ to be the distribution of $n$ samples $\{(X_i, Y_i)\}_{i=1}^n$ where $Y_i$ is drawn from distribution $P_w[Y|X_i]$ and $X_i$ is drawn by the active learning algorithm $\mathcal{A}$ based solely on the knowledge of $\{(X_j, Y_j)\}_{j=1}^{i-1}$.

By Lemma 18 we have $M = |\mathcal{V}| \geq \frac{\sqrt{d}}{2\pi \gamma} \lceil d-1 \rceil - 1 \geq \frac{1}{4} \left( \frac{1}{4\pi \epsilon} \right)^{d-1}$, and $d(w_1, w_2) \geq 2\pi \epsilon = 2s$ for any distinct $w_1, w_2 \in \mathcal{V}$.

Clearly, for any $w \in \mathcal{W}$, if the optimal classifier is $w$, and the oracle $\mathcal{O}$ responds according to $P_w(\cdot | X = x)$, then it satisfies $\eta$-bounded noise condition. Therefore, to prove the lemma, it suffices to show that if $n \leq \frac{d \ln \frac{1}{4\delta} + 2}{\pi \epsilon}$, then

\[
\sup_{w \in \mathcal{W}} P_w^n \left( d(w, \mathcal{A}(X^n, Y^n)) \geq s \right) \geq \frac{1}{2}.
\]

Now, by Lemma 16

\[
\sup_{w \in \mathcal{W}} P_w^n \left( d(w, \mathcal{A}(X^n, Y^n)) \geq s \right) \geq 1 - \frac{I(V; X^n, Y^n) + \ln 2}{\ln M} \geq 1 - \frac{I(V; X^n, Y^n) + \ln 2}{(d-1) \ln \frac{1}{4\pi \epsilon} - \ln 4}.
\]

It remains to show if $n = \frac{d \ln \frac{1}{4\delta} + 2}{\pi \epsilon}$, then $I(V; X^n, Y^n) \leq \frac{1}{2} \left( (d-1) \ln \frac{1}{4\pi \epsilon} - \ln 4 \right) - \ln 2$.

By the chain rule of mutual information, we have
\[ I(V; X^n, Y^n) = \sum_{i=1}^{n} \left( I \left( V; X_i | X^{i-1}, Y^{i-1} \right) + I \left( V; Y_i | X^i, Y^{i-1} \right) \right) \]

First, we claim \( V \) and \( X_i \) are conditionally independent given \( \{X^{i-1}, Y^{i-1}\} \), and thus \( I \left( V; X_i | X^{i-1}, Y^{i-1} \right) = 0 \). The proof for this claim is as follows. Since the selection of \( X_i \) only depends on algorithm \( A \) and \( X^{i-1}, Y^{i-1} \), for any \( v_1, v_2 \in \mathcal{V} \), \( \mathbb{P} \left( X_i | v_1, X^{i-1}, Y^{i-1} \right) = \mathbb{P} \left( X_i | v_2, X^{i-1}, Y^{i-1} \right) \). Thus,

\[
\mathbb{P} \left( X_i | X^{i-1}, Y^{i-1} \right) = \sum_{v} \mathbb{P} \left( X_i, v | X^{i-1}, Y^{i-1} \right) = \sum_{v} \mathbb{P}(v) \mathbb{P} \left( X_i | v, X^{i-1}, Y^{i-1} \right) = \frac{1}{|\mathcal{V}|} \sum_{v} \mathbb{P} \left( X_i | v, X^{i-1}, Y^{i-1} \right) = \mathbb{P} \left( X_i | V, X^{i-1}, Y^{i-1} \right)
\]

Next, we show \( I \left( V; Y_i | X^i, Y^{i-1} \right) \leq 5(1-2\eta)^2 \ln 2 \). On one hand, since \( Y_i \in \{-1, +1\} \), \( I \left( V; Y_i | X^i, Y^{i-1} \right) \leq \ln 2 \).

On the other hand,

\[
I \left( V; Y_i | X^i, Y^{i-1} \right) = \mathbb{E}_{X^i, Y^i, V} \left[ \ln \frac{\mathbb{P} \left( V, Y_i | X^i, Y^{i-1} \right)}{\mathbb{P} \left( V | X^i, Y^{i-1} \right) \mathbb{P} \left( Y_i | X^i, Y^{i-1} \right)} \right] = \mathbb{E}_{X^i, Y^i, V} \left[ \ln \frac{\mathbb{P} \left( Y_i | V, X^i, Y^{i-1} \right)}{\mathbb{E}_{V'} \mathbb{P} \left( Y_i | V', X^i, Y^{i-1} \right)} \right] \leq \mathbb{E}_{X^i, Y^i, V, V'} \left[ \ln \frac{\mathbb{P} \left( Y_i | V, X^i, Y^{i-1} \right)}{\mathbb{P} \left( Y_i | V', X^i, Y^{i-1} \right)} \right] \leq \max_{x^i, y^{i-1}, v, v'} D_{KL} \left( \mathbb{P} \left( Y_i | x^i, y^{i-1}, v \right), \mathbb{P} \left( Y_i | x^i, y^{i-1}, v' \right) \right) = \max_{x^i, y^{i-1}, v, v'} D_{KL} \left( \mathbb{P} \left( Y_i | x_i, v \right), \mathbb{P} \left( Y_i | x_i, v' \right) \right) = \max_{x^i, v, v'} D_{KL} \left( P_v \left( Y_i | x_i \right), P_{v'} \left( Y_i | x'_i \right) \right) \leq \frac{(1-2\eta)^2}{\eta(1-\eta)}
\]

where the first inequality follows from the convexity of KL-divergence, and the last inequality follows from Lemma [19].

Combining the two upper bounds, we get \( I \left( V; Y_i | X^i, Y^{i-1} \right) \leq \min \left\{ \ln 2, \frac{(1-2\eta)^2}{\eta(1-\eta)} \right\} \leq 5(1-2\eta)^2 \ln 2 \).

Therefore, \( I(\mathcal{V}; X^n, Y^n) \leq 5n(1-2\eta)^2 \ln 2 \). If \( n \leq \frac{d \ln \frac{1}{\epsilon}}{16(1-2\eta)^2} \leq \frac{\frac{1}{4}(d-1) \ln \frac{1}{4} - \ln 4}{5(1-2\eta)^2 \ln 2} \), then \( I(\mathcal{V}; X^n, Y^n) \leq \frac{d}{2} \left( \frac{d-1}{16} - \ln 4 \right) = \frac{d}{2} \left( \frac{(d-1) \ln \frac{1}{4} - \ln 4}{5(1-2\eta)^2 \ln 2} \right) \), which concludes the proof. \( \square \)

**Lemma 21.** For any \( d > 0 \), \( 0 \leq \eta < \frac{1}{2} \), \( 0 < \epsilon < \frac{1}{3} \), \( 0 < \delta \leq \frac{1}{4} \), for any active learning algorithm \( A \), there is a \( w^* \in \mathbb{S}^{d-1} \), and a labeling oracle \( O \) that satisfies \( \eta \)-bounded noise condition with respect to \( w^* \),
such that if with probability at least $1 - \delta$, $A$ makes at most $n$ queries to $O$ and outputs $\hat{w} \in \mathbb{S}^{d-1}$ such that $P[\text{sign}(\hat{w} \cdot x) \neq \text{sign}(w^* \cdot x)] \leq \epsilon$, then $n \geq \Omega\left(\frac{\eta \ln \frac{1}{\delta}}{(1-2\eta)^2}\right)$.

Proof. We prove this result by reducing the hypothesis testing problem in Lemma 17 to our problem of learning linear separators.

Fix $d, \epsilon, \delta, \eta$. Suppose $A$ is an algorithm that for any $w^* \in \mathbb{S}^{d-1}$, under $\eta$-bounded noise condition, with probability at least $1 - \delta$ outputs $\hat{w} \in \mathbb{S}^{d-1}$ such that $P[\text{sign}(\hat{w} \cdot x) \neq \text{sign}(w^* \cdot x)] \leq \epsilon < \frac{1}{3}$, which implies $\theta(\hat{w}, w^*) \leq \frac{\pi}{3}$ under bounded noise condition.

Let $p_0 = \eta$, $p_1 = 1 - \eta$. Suppose that $\alpha \sim \text{Bernoulli}(\frac{1}{2})$ is an unknown random variable. We are given a sequence of i.i.d. (given $\alpha$) Bernoulli($p_\alpha$) random variables $\xi_1, \xi_2, \ldots$, and would like to test if $\alpha$ equals 0 or 1.

Define $e = (1, 0, 0, \ldots, 0) \in \mathbb{R}^d$. Construct a labeling oracle $O$ such that for the $i$-th query $x_i$, it returns $2\xi_i - 1$ if $x_i \cdot e \geq 0$, and $1 - 2\xi_i$ otherwise. Clearly, the oracle $O$ satisfies $\eta$-bounded noise condition with respect to underlying halfspace $w^* = (2\alpha - 1)e = (2\alpha - 1, 0, 0, \ldots, 0) \in \mathbb{R}^d$.

Now, we run learning algorithm $A$ with oracle $O$. Let $m$ be the number of queries $A$ makes, and $A(\xi_1, \ldots, \xi_m)$ be normal vector of the linear separator output by the learning algorithm. We define

$$f(\xi_1, \ldots, \xi_m) = \begin{cases} 0 & \text{if } A(\xi_1, \ldots, \xi_m) \cdot e < 0 \\ 1 & \text{otherwise} \end{cases}$$

By our assumption of $A$ and construction of $O$, $P\left(\theta(w^*, A(\xi_1, \ldots, \xi_m)) \leq \frac{\pi}{3}\right) \geq 1 - \delta$, so $P(f(\xi_1, \ldots, \xi_m) = \alpha) \geq 1 - \delta$, implying $P(f(\xi_1, \ldots, \xi_m) \neq \alpha) \leq \delta$. By Lemma 17, $m \geq 2\left[\frac{4\eta(1-\eta)}{(1-2\eta)^2} \ln \frac{1}{8\eta(1-2\eta)}\right] = \Omega\left(\frac{\eta \ln \frac{1}{\delta}}{(1-2\eta)^2}\right)$. \qed