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Abstract—Humans tend to build environments with structure, which consists of mainly planar surfaces. From the intersection of planar surfaces arise straight lines. Lines have more degrees-of-freedom than points. Thus, line-based Structure-from-Motion (SfM) provides more information about the environment. In this paper, we present solutions for SfM using lines, namely, incremental SfM. These approaches consist of designing state observers for a camera's dynamical visual system looking at a 3D line. We start by presenting a model that uses spherical coordinates for representing the line's moment vector. We show that this parameterization has singularities, and therefore we introduce a more suitable model that considers the line's moment and shortest viewing ray. Concerning the observers, we present two different methodologies. The first uses a memory-less state-of-the-art framework for dynamic visual systems. Since the previous states of the robotic agent are accessible—while performing the 3D mapping of the environment—the second approach aims at exploiting the use of memory to improve the estimation accuracy and convergence speed. The two models and the two observers are evaluated in simulation and real data, where mobile and manipulator robots are used.
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I. INTRODUCTION

Recovering 3D structure from 2D images is one of the most studied Computer Vision and Robotics problems. Obtaining 3D information is crucial for various applications for both communities, from the 3D reconstruction of objects/scenes features, to performing Visual Servoing tasks. Structure-from-Motion (SfM) is a common approach to solve the 3D reconstruction problem. The goal is to retrieve 3D structures from a set of 2D images, taken by either a moving camera or multiple cameras observing the same scene [1], [2]. If more than two images are used, one can use refinement strategies, such as Bundle Adjustment, [3], which assumes uncertainty in all the involved parameters and performs optimization.

SfM pipelines start by finding feature correspondences from two views, recovering the relative pose, and then 3D information is recovered, e.g., using triangulation. Traditional approaches to SfM solve the problem for all available images simultaneously. However, in practice, images are not available simultaneously, namely if the application focuses on monocular vision. To prevent solving the entire problem every time a new image is available, some researchers shift the focus to incremental approaches to SfM [4]. Taking advantage of the visual dynamical systems presented by Visual Servoing [5], deterministic nonlinear observers have been used to solve the incremental SfM problem, as shown in [6]–[13]. Compared to the traditional monocular SfM approaches, which use only image data and thus can only recover the relative pose up to a scale factor [14], these methods exploit the camera velocities (linear and angular) to recover the scene scale. Since odometry is usually available from autonomous agents, incremental SfM is a particularly appealing strategy for robotics. Observer based SfM has been applied successfully to Visual Servoing in [15], to the relative pose estimation of ground robots in [16], to bearing-based localization in [17], bearing rigidity maintenance in [18], and to drone control in [19], [20].

The usual type of features for applications involving mapping and localization are points. This is due to, for example, 1) the development of robust point feature detectors like SIFT [21], and; 2) the geometrical constraints from epipolar geometry, which is the most exploited strategy for relative pose estimation. However, these are not always easy to detect and match in 2D images, and their detection and description are still ongoing research problems [22]. The specific type of features to be used must also be linked to the problem we want to tackle. Given that most SfM applications focus on human-made environments, we should take advantage of their structure. These environments consist mostly of planar surfaces, which do not contain much texture, essential to point detection [23]. However, from the intersection of those planar surfaces, straight lines naturally arise. With respect to points, lines provide more information about the environment [24], they are more common in human-made environments and can be more reliably detected [25]. Furthermore, lines have been successfully used as either an alternative to point features in [26]–[28] or a complement to points in [29]–[32].

This paper presents solutions to the incremental SfM problem by exploiting straight line features and the camera velocity. This problem has been addressed in Chaumette et al. [33], but it requires the time derivative of the lines in the image plane to be known and represent lines by the intersection of two planes, which is an implicit representation. Furthermore, Spica et al. [34] proposed a method to estimate a cylindrical target radius. Lines are considered indirectly in this process, but only a subset of the line coordinates can be estimated. To the best of our knowledge, the current state-of-art methods are our previous works [10], [11]. In this work, we exploit the line dynamical system presented in [35]. Since that system is not fully observable, we propose two different 3D line parameterizations to evaluate which performs better. We start by focusing on a minimal line parameterization approach — 3D lines are four degrees of freedom features.
Recent incremental SfM approaches resort to state observers and dynamical systems for 3D structure recovering. For the line-based incremental SfM, two observers are considered. The first is a memory-less observer (MLO) presented in [6], [8], and it works as a traditional state observer. The estimation is updated based on the error between the current estimate and the system output, i.e., it updates the estimates based on the currently available image. Given the decrease in prices – of hard drives– robots are now equipped with larger memory devices, which enable them to store past inputs and outputs of the system. With this in mind, in the second observer, we exploit a Moving Horizon Observer (MHO), which keeps a fixed-sized memory of outputs and inputs. The state is then recovered by solving an optimization problem that minimizes the measurement error of the outputs in the memory and a prediction term. This prediction term consists of applying the system dynamics to the previous state estimate. Simulation and real experiments show that the line representation M-P proposed in this work coupled with the MHO outperforms the MLO in robustness to measurement noise while keeping a similar convergence time.

A. Contributions and Outline of the Paper

This paper is an extension of our previous works [10] and [11]. The novel contributions of this work concerning [10] and [11] are:

- A singularity free line parameterization M-P, which even though is not minimal, is more robust to measurement noise;
- An observer for the M-P representation based on the framework presented in [8];
- The introduction of memory into the Incremental SfM problem, by exploiting Moving Horizon Observers;
- Stability results for the MHO framework in [36] applied to the M-P formulation; and
- Simulation and real data results comparing the performance of the MLO and of the MHO for the Sphere and M-P parameterizations.

As far as applications of the presented method are concerned, we envisage two types of applications. The first consists of plugging the observer in a control scheme, which requires feature depth estimation, such as Visual Servoing [5], namely its Model Predictive Control variants, as in [37]. The second consists of multi-robot mapping, i.e., multiple robots running a single instance of the proposed observer to allow for distributed multiple line estimation.

The remainder of this work is organized as follows. Sec. II presents the related work. The Sphere and M-P 3D line representations, and their respective visual dynamic systems are shown in Sec. III. The MLO systems is presented in Sec. IV. The application of the MHO to lines is presented in Sec. V. Sec. VI presents the simulation and real robot results. Finally, the conclusions are presented in Sec. VII.

II. RELATED WORK

In this section, we cover previous works on depth estimation with Deep Learning in II-A. Approaches for SfM are presented in Sec. II-B and incremental SfM in Sec. II-C. We also refer to observer techniques used for state estimation, which use memory, in Sec. II-D.

A. Deep Learning Depth Prediction

Deep Learning has been successfully used for a wide range of applications, such as depth prediction/estimation. In [38], [39] continuous conditional random fields are exploited to perform depth estimation without geometric priors. Deep depth estimation is usually posed as a regression problem, which can lead to slow convergence. In [40] the converge issue is tackled by recasting the problem as an ordinal regression network. Nevertheless, the majority of methods required supervision, and thus a large amount of annotated data. To cope with this issue, unsupervised architectures were presented in [41]–[43].

The previous methods rely on powerful GPUs for training and inference, but for robotic applications, the use of that hardware leads to an increased price and power consumption. To deal with the lower computation power of robotic platforms, [44] presented an architecture capable of achieving competitive performance while achieving a higher frame-rate in an embedded GPU. Furthermore, it still achieves real-time performance running on a CPU. An alternative architecture for depth estimation on CPU is presented in [45].

Keep in mind that most previous works focus on single image depth estimation, which can only recover depth up to a scale factor unless the true scale of known objects is provided during training. In this work, we exploit multiple-view and camera velocities to estimate the depth and recover the features’ true scale.

B. Structure-from-Motion

There is a vast literature concerning SfM, and it would be impossible to report an extensive state-of-the-art in this paper. For a comprehensive survey, see [46]. Full pipelines for large scale SfM framework are available in the literature for city-scale reconstruction, such as [47]. A Bundle Adjustment strategy is used to reduce the time complexity and improve the accuracy of SfM in [48]. Feature matching between pairs of images is one of the problems in SfM frameworks. To tackle this issue, in [49], the Expectation-Maximization algorithm is exploited to perform SfM without the need for explicit
correspondences. In [50], Sequential Monte Carlo methods are used to improve robustness to errors in feature tracking and occlusion. To deal with outliers in the features correspondences, in [51], a preemptive RANSAC is proposed. In [4], a framework for robust and scalable SfM is presented and is evaluated in a wide variety of datasets. The authors made the method and the data available in a general-purpose pipeline for structure-from-motion denoted as COLMAP.

SfM using lines has been addressed in [24], where a cost function based on the distance of edge points on line segments in the image is derived. A method using infinite lines is presented in [2]. Authors use Plücker coordinates to represent 3D lines. In [25], a solution for line reconstruction using a stereo pair is presented. The cost function is based on the fact that the interpretation planes from two pairs of images, observing a 3D line, intersect in the line. By exploiting the Manhattan world assumption, [52] presents a method for the recovery of 3D lines from multiple views, with a wide baseline.

C. Incremental Structure-from-Motion

Traditional SfM approaches consider a set of images that need not be ordered and have large displacements between them. Small displacements lead to large errors because of the closeness to degenerative configurations. However, for applications like visual servo control, a sequential and small baseline set of images is required. One solution to this problem is to perform SfM online, which consists of the simultaneous localization and mapping (SLAM [53]) problem. Even though most approaches focus on point features, e.g. MonoSLAM [54], RSLAM [55], ORB-SLAM [56]–[58], Endres et. al. [59], and DS-SLAM [60]. Lines have been used, especially to handle low texture environments [31]. Extensions to ORB-SLAM to account for line features are presented in [29], [30]. Line segments have also been successfully used for SLAM while paired with point features in [31].

The previous methods allow the reconstruction of a large set of features. However, when using monocular vision–depth can only be recovered up to a common scale factor. To achieve metric reconstruction, they require either stereo vision or the 3D structure of a set of features to be known. To use monocular vision and handle small baselines, some authors took advantage of robotic systems. Since an estimate of the velocity is usually available, the dynamical model of the motion of the observed features in the image concerning the camera velocity can be exploited. These approaches are based on filtering or observer design. Filtering approaches tend to exploit the use of Kalman Filter and its variants. In [61], an Extended Kalman Filter (EKF) is used to reconstruct the 3D environment and camera pose by estimating the inverse depth of points. The same authors in [7] combine an EKF with RANSAC to solve the multiple point reconstruction problem. The reconstruction of a planar target is addressed in [62], where an Unscented Kalman Filter is used to filter measurements from a visual-inertial system. EKF has been used for SLAM exploiting lines in [26], [27].

A limitation of the previous filtering approaches is their reliance on EKF, which requires linearization of the dynamics. Thus, the estimation is susceptible to poor initial estimates, which may cause the filter to diverge. To address the linearization issues, nonlinear observers have been used. Observer-based methods consist of exploiting the visual dynamical systems developed in Visual Servoing [5] and design a nonlinear estimation scheme-to retrieve 3D information–given the camera velocities and image measurements. In [9], an observer to estimate the depth of points moving with affine motion is presented. An estimation scheme to retrieve point depth and camera focal length, given rigid motion of the camera, is presented in [6]. Reduced-order observers for range estimation are presented in [63]–[65]. In [16] the depth estimation and relative pose estimation problems are addressed. The solution exploits an observer for depth estimation, which is then inputted into an EKF that estimates the relative pose. Filtering and observer-based approaches are compared in [19]. With respect to SLAM approaches [31], these methods recover depth by combining image measurements and velocity readings, but they estimate a smaller set of features. Nonetheless, they allow to characterize the convergence of the depth estimate and provide guarantees.

Since the observer-based methods tend to be applied in robotic applications, we can assume that we can control the robot and the camera movement. Given this assumption, some authors have studied how the movement of the camera affects depth estimation. In [33], the optimal movements of a camera to estimate 3D information of points, lines, and spheres are presented. However, the estimation scheme requires the time derivative of the feature motion in the image plane. More recently, a framework for Active Structure-from-Motion was presented in [8]. This framework has been successfully applied to different visual features. Namely, points, cylinders and spheres in [34], planes and image moments in [66], [67], rotation invariants in [12], [13], and lines in [10], [11]. A method to couple this framework with a Visual Servoing control loop is presented in [15]. An alternative framework for active depth estimation of points is presented in [68], where convergence guarantees are provided, with fewer constraints on the camera motion relative to [8].

D. Moving Horizon Observers

Even though the current observer-based approaches allowed to tackle the linearization issue of the EKF based approaches and to derive control laws capable of optimizing state estimation, they do not take into account measurement and modeling errors. To account for those errors, we propose to exploit Moving Horizon Observers. Finite memory observers are commonly referred to as Moving Horizon Observers (MHO) or Receding Horizon Observers. One of these observers’ first applications was to deal with the Kalman Filter’s limitations, mainly by adding constraints to the state space, thus preventing physically unfeasible state estimates. In [69], it was shown that unconstrained MHO formulation achieves similar performance to the standard Kalman Filter for linear systems and that introducing constraints improves the robustness of the estimation. Extensions to distributed linear systems are presented in [70], and [71].
As far as nonlinear systems are concerned, the cost formulation based on measurement error is presented in [72] alongside stability and convergence results. However, neither measurement and modeling noises were considered. In [73] measurement noise is taken into account in the formulation. Besides, an arrival cost to the initial state is included in the cost function. An alternative formulation is presented in [36], where the mean square error of the measurement concerning the state evolution is coupled with a prediction error. The latter consists of the current estimate’s squared error with the prediction made by applying the error-free dynamics to the previous state estimate. An alternative prediction is presented in [74], where instead of applying the error-free dynamics, a deterministic observer is used to compute the prediction. However, this requires a larger estimation window to provide similar results. Since these observers consist of optimizing a cost function over a finite size window, weighting techniques have been used to account for time instants, where the data is non-exciting in [75], and for delayed and lost measurements in [76].

III. VISUAL DYNAMIC MODEL OF A LINE

In this section, the definition of 3D lines using Plücker coordinates is presented in Sec. III-A. The minimal model based on spherical coordinates, which we proposed in [11], is presented in Sec. III-B, and its advantages relative to the usual Plücker coordinates are stated. Finally, a model – that avoids the singularities of the spherical coordinates – is proposed in Sec. III-C, and its dynamics are computed.

A. Plücker coordinates of a 3D Line

3D straight lines are four degrees of freedom features, as explained in [77]. However, none of the current representations using four parameters can describe all 3D lines (including infinity), except the one presented in [2]. Nonetheless, this representation involves a QR factorization, and the computation of its dynamics is not straightforward. In practice, many works use more degrees of freedom for that purpose. Plücker coordinates is one of those non-minimal representations (see [78] for more detail). To cope with the up to scale definition of this parameterization, previous authors use a five-degree of freedom explicit representation using binormalized Plücker Coordinates (see [35]):

\[
\mathcal{L} = \begin{bmatrix} d \\ m \end{bmatrix},
\]

(1)

with \( m^T d = 0 \),

(2)

where \( \mathcal{L} \) is the 3D line given by six coordinates of an element of the five-dimensional projective space \( \mathbb{P}^5 \), \( d \in \mathbb{R}^3 \) is a unit vector representing the direction of the line, \( m \in \mathbb{R}^3 \) denotes the line’s unit moment vector, and \( l \in \mathbb{R} \) is a depth parameter representing the geometric distance between the line and the correspondent reference frame (see Fig. 1).

Without loss of generality, setting the reference frame in the origin of the camera’s optical center, we define the moment vector as parallel to the vector normal to the interpretation plane, which is defined by the 3D line and the origin (i.e., camera center). See [14] for more detail about the underlying constraints. We then define

\[
m = \frac{p \times d}{||p|| \sin(\gamma)},
\]

(3)

where \( p \in \mathbb{R}^3 \) is any point in the line, and \( \gamma \) denotes the angle between the view ray of the point and the direction vector. The depth of the line is defined as:

\[
l = ||p|| \sin(\gamma),
\]

(4)

for any \( p \) on the line. By definition, the line’s image—in the normalized image plane—is given by the intersection of the interpretation plane with the image plane. The normalized moment vector \( m \) of the line can then be fully measured from the line image.

In this work, we aim to design observers to recover the full line state (Plücker coordinates see (1)) from the measures \( y = m \), and the camera velocities, which we assume to be known. Now, we make the following assumptions:

**Assumption 1.** The depth of the line must be positive at all times, i.e., \( l > 0 \).

This practical assumption is based on the fact that, if \( l = 0 \), we reach a geometrical singularity. Specifically, the projection of a line is a single point in the image.

**Assumption 2.** The intervals of time where the linear velocity is null or is contained in the line interpretation plane are bounded below and above by positive constants and do not occur infinitely often.

The non zero linear velocity is a known requirement for depth estimation, as shown in [6]. Besides, a visual dynamical system consists of the interaction matrix multiplied by the camera velocities, as shown in [5]. Thus, those systems are affine with respect to the input. If the inputs are identically zero, the state will be constant. If the camera linear velocity belongs to the line interpretation plane, the system is not...
observable (details are shown in Sec. IV-B). Assumption 2 is a very weak restriction and is meant to ensure that the periods of time –that the system is observable– are dominant with respect to the periods that it is not. Technically, it will allow us to conclude that the error will converge to zero as \( t \to \infty \). The behavior of the MHO and MLO – when there are non observable time intervals – is evaluated in Sec. VI-A.

B. 3D Lines in Spherical Coordinates

A visual dynamical system is observable in the sense of typical observer design such as the one proposed in [8] if the matrix – giving the influence of the unmeasurable state variables in the dynamics of the measurable ones – is full column rank. The previous condition is not verified for the dynamics of Plücker coordinates presented in [35]. To address this issue, [10] proposed a variable change to achieve an observable system if an additional algebraic constraint was enforced. To prevent the need to solve a dynamic-algebraic system, we proposed a minimal line representation in [11]. This representation is based on spherical coordinates and can be obtained from the Plücker coordinates in two steps. The first step consists of transforming \( \mathbf{m} \) to spherical coordinates. Since it is a unit vector –its length is one– then we can represent it using only the spherical angles (see Fig. 2(a)).

Using spherical coordinates, a line is defined using four parameters as

\[
\mathcal{L}_S = \begin{bmatrix} \theta \\ \phi \\ \eta_1 \\ \eta_2 \end{bmatrix},
\]

(5)

where \(-\pi \leq \theta \leq \pi\) is the azimuth, \(-\frac{\pi}{2} \leq \phi \leq \frac{\pi}{2}\) is the zenith angle, \(\eta_1\) and \(\eta_2\) are the projection of the direction vector –scaled by the inverse depth– onto the two remaining basis vectors. Notice that spherical coordinates have two singularities associated with their discontinuity on the sphere’s north and south poles.

The line dynamics are given as

\[
\dot{\theta} = -\omega_c^T \mathbf{m}_p + \nu^T \mathbf{m}_S \eta_1 \\
\dot{\phi} = -\omega_c^T (\mathbf{m}_S \times \mathbf{m}_p) + \nu^T \mathbf{m}_S \eta_2 \\
\dot{\eta}_1 = \mathbf{m}_p^T (\mathbf{m}_p + \mathbf{m}_S) \eta_2 + \\
\quad + \nu_c^T ((\mathbf{m}_S \tan(\phi) - \mathbf{m}_p) \eta_1 \eta_2 + (\mathbf{m}_S \times \mathbf{m}_p) \eta_2^2) \\
\dot{\eta}_2 = \mathbf{m}_p^T (\mathbf{m}_p \tan(\phi) + \mathbf{m}_S) \eta_1 + \\
\quad + \nu_c^T ((\mathbf{m}_S \times \mathbf{m}_p) \eta_2 - \mathbf{m}_S \tan(\phi) \eta_2^2 - \mathbf{m}_p \eta_2^2)
\]

(6)
(7)
(8)
(9)

with

\[
\mathbf{m}_S = \begin{bmatrix} \cos(\theta) \cos(\phi) \\ \sin(\theta) \cos(\phi) \\ \sin(\phi) \end{bmatrix}
\]

(10)

Even though the previous dynamical system is observable, it has two singularities. These can be easily found from inspection of (6), and correspond to the poles of the sphere, more precisely when \( \phi = \pm \frac{\pi}{2} \). Similar singularities can be found in [2], where Euler angles are used for representing rotation. The next section presents a novel representation that solves this problem.

C. Moment-Point Representation

This section presents a formulation that is both observable and does not suffer from the spherical coordinates singularities. Let us define the vector \( \mathbf{\chi} \) as

\[
\mathbf{\chi} = \frac{\mathbf{d} \times \mathbf{m}}{l}.
\]

(12)

This vector represents the direction of the line point, which is closest to the camera’s optical center, scaled by the inverse depth (in this case the depth of the point itself). A geometric representation of this vector is presented in Fig. 1. In this representation, a line is defined using six parameters as

\[
\mathcal{L}_{MP} = \begin{bmatrix} \mathbf{m} \\ \mathbf{\chi} \end{bmatrix}.
\]

(13)

Applying the transformation in (12) to the dynamics presented in [35] the dynamics of a 3D line in the moment-point coordinates is given by

\[
\dot{\mathbf{m}} = \mathbf{g}_m (\mathbf{m}, \mathbf{\chi}, \nu_c, \omega_c) = [\omega_c, 1] \mathbf{m} - (\nu_c^T \mathbf{m}) \mathbf{\chi},
\]

(14)

\[
\dot{\mathbf{\chi}} = \mathbf{g}_\mathbf{\chi} (\mathbf{m}, \mathbf{\chi}, \nu_c, \omega_c) = [\omega_c, 1] \mathbf{\chi} - (\nu_c^T \mathbf{m}) \mathbf{m} \mathbf{\chi}^T + (\nu_c^T \mathbf{\chi}) \mathbf{\chi},
\]

(15)

where \([\mathbf{m}]_x \) is the skew-symmetric that linearizes the cross product, such that \( \mathbf{m} \times \mathbf{d} = [\mathbf{m}]_x \mathbf{d} \). Contrarily to [35], the influence of the unmeasurable variables is a full rank matrix.
in (14), and the system is observable, for more details see Sec. IV-B.

IV. A Memory-free Observer for Dynamical Visual Systems

In this work, the goal is to estimate the Plücker coordinates of a line in 3D space. Since the dynamics of these coordinates, as presented in [35], result in an unobservable system, two alternative representations have been presented in Sec. III, from which the Plücker coordinates can be retrieved. In this section, the design of observers as proposed in [6], and [8], for both representations, are presented in Sec. IV-A, and Sec. IV-B respectively. Finally, the design of the gain matrices –of each observer– are presented in Sec. IV-C.

A. Observer Design: Sphere

This section presents an observer for the dynamical system proposed in [11] and presented in Sec. III-B. The observer defined as

\[
\begin{bmatrix}
\dot{\hat{\theta}} \\
\dot{\hat{\phi}} \\
\end{bmatrix} = -\omega_c^T \begin{bmatrix}
& \frac{m_p}{\cos(\phi)} \\
& m_s \\
\end{bmatrix} + \Omega_s^T \begin{bmatrix}
\hat{\eta}_1 \\
\hat{\eta}_2 \\
\end{bmatrix} + H_s \begin{bmatrix}
\hat{\theta} \\
\hat{\phi} \\
\end{bmatrix},
\]

(16)

with \(\Omega_s = \nu_s^T m_s \text{diag}(\cos(\phi)^{-1}, 1)\), \(H_s \succ 0\), \(\hat{\theta} = \theta - \hat{\theta}\), and \(\hat{\phi} = \phi - \hat{\phi}\), recovers the state in (5), as long as the persistence of excitation condition (see [6], [8]) is verified. This condition holds if the matrix \(\Omega_s \Omega_s^T\) is full rank. Since it is a diagonal matrix, it will be full rank, as long as we are not in the poles of the sphere (see Sec. III-C), and \(\nu_s^T m_s \neq 0\). For more details, see [11].

B. Observer Design: M-P

This section presents an observer for the M-P line representation proposed in this work. We followed the same rationale applied to the spherical coordinates. From inspection of (14), we have \(\Omega_{MP} = -\nu_s^T m_s\), which is also a diagonal matrix. However, it does not present singularities –as in the previous case– and it is identically zero, if and only if the linear velocity is null or is parallel to the line interpretation plane. Thus, the system satisfies the observability criteria of [6], [8]. The observer for this system is given as

\[
\begin{bmatrix}
\dot{\hat{m}} \\
\dot{\hat{\chi}} \\
\end{bmatrix} = \begin{bmatrix}
\omega_c & m_s \\
\end{bmatrix} + \Omega_{MP}^T \hat{\chi} + H_{MP} \dot{\hat{m}},
\]

(17)

where \(H_{MP} \succ 0\) and \(\ddot{m} = m - \dot{\hat{m}}\).

C. Gain matrices \(H_s\) and \(H_{MP}\)

The gain matrices \(H_s\) and \(H_{MP}\) are derived from their respective matrix \(\Omega\) as follows. Let \(U \Sigma V = \Omega\) be the singular value decomposition of the matrix \(\Omega\), where \(\Sigma = \text{diag}(\{\sigma_i\})\), \(i = 1, \ldots, m\), with \(\sigma_i\) being the singular values from the lowest to the highest. Then, \(H \in \mathbb{R}^{m \times m}\) may be chosen as

\[
H = \text{VDV}^T,
\]

(18)

where \(D \in \mathbb{R}^{m \times m}\) is a function of the singular values of \(\Omega\). Following [8], the former is defined as \(D = \text{diag}(\{c_i\})\), with \(c_i > 0\), and \(c_i = 2\sqrt{\sigma_i}\). This choice prevents oscillatory modes, thus trying to achieve a critically damped transient behavior. Since both \(\Omega_s\) and \(\Omega_{MP}\) are diagonal, the design of the gain matrices is straightforward.

V. Moving Horizon Observer for 3D Line Estimation

An MHO estimates the state by solving an optimization problem in a finite time window of size \(N\). The optimization window is moved each time a new measurement becomes available, and a new estimate is computed by solving the problem in the new window. Since this approach is based on nonlinear optimization, constraints –on the system state and inputs– can be added. This section presents a Moving Horizon Observer for the visual dynamical system in Sec. III-C. We start by presenting the discretization of that system and the design of the MHO optimization problem. Then, we present the MHO assumption verification in Sec. V-B. Finally, the stability analysis of the MHO for 3D line estimation is presented in Sec. V-C.

A. MHO Design

We are particularly interested in the framework presented in [36], where the observer consists of taking a set of \(N\) measurements and inputs to minimize the error between the actual and expected measurements. The latter are obtained by the composition of the measurement model with the system dynamics \(N - 1\) times. Hence, we are minimizing the previous cost, a prediction term is also introduced. This prediction enforces the next estimate to be in close vicinity of the expected state, which results from applying the dynamics to the current state estimate.

The MHO presented in [36] applies to discrete nonlinear systems, but the system presented in Sec. III-C is continuous. Thus, we discretize the system in (14), and (15) using the Euler method, yielding

\[
\mathcal{L}_{MP_{k+1}} = \begin{bmatrix} m_{k+1} \\ \chi_{k+1} \end{bmatrix} = f(m_k, \chi_k, \nu_{c_k}, \omega_{c_k}) = \begin{bmatrix} m_k \\ \chi_k \end{bmatrix} + \begin{bmatrix} g_m(m_k, \chi_k, \nu_{c_k}, \omega_{c_k}) \\ g_\chi(m_k, \chi_k, \nu_{c_k}, \omega_{c_k}) \end{bmatrix} \Delta t,
\]

(19)

where \(\Delta t\) is the time step, and \(k \in \mathbb{N}\) denotes the time instant. Since the measurements are provided by a camera –with a defined frame rate– we take the time step to be the inverse of the camera frame rate.

The MHO framework accounts for both model and measurement noise, which are not present in our current model in (19). Let us consider the previous system with additive noise as

\[
\mathcal{L}_{MP_{k+1}} = f(m_k, \chi_k, \nu_{c_k}, \omega_{c_k}) + \xi_k
\]

(20)

\[
y_k = h(L_{MP_k}) + \lambda_k = m + \lambda_k,
\]

(21)

where \(y_k \in \mathbb{R}^3\) is the output vector, \(\xi_k\) and \(\lambda_k\) are additive errors of the dynamics and measurement models, respectively.
As in [36], the signals \( \xi_k \) and \( \lambda_k \) are assumed to be unknown, and deterministic variables with unknown statistics, which values belong to known compact sets. Furthermore, the MHO requires a memory \( \mathcal{I}_k \). This memory contains past outputs and inputs, and is defined as
\[
\mathcal{I}_k = \{ y_{k-N}, \ldots, y_k, u_{k-N}, \ldots, u_{k-1} \}. \tag{22}
\]
where \( u_k = [\nu_{\xi_k}, \omega_{\xi_k}]^T \) is the input vector.

Let \( \hat{L}_{MPk-N}, \ldots, \hat{L}_{MPk} \) be the state estimates of \( L_{MPk-N}, \ldots, L_{MPk} \), and \( \hat{Z}_{MPk+1} \) be a prediction of the next state, which is given by
\[
\hat{Z}_{MPk+1} = f(\hat{L}_{MPk}, u_k). \tag{23}
\]
Given the memory in (22), the output equation (21), and the prediction in (23), a cost function can be defined as
\[
T(\hat{L}_{MPk-N}, \mathcal{I}_k) = \mu \| \hat{L}_{MPk-N} - \hat{Z}_{MPk-N} \|^2 + \sum_{i=k-N}^{k} \| y_i - h(\hat{L}_{MPi}) \|^2, \tag{24}
\]
where \( \mu \) is a positive gain, and the state estimates \( \hat{L}_{MPk-N+1}, \ldots, \hat{L}_{MPk} \) are computed using the system model in (19). The estimate at instant \( k - N \) is given by
\[
\hat{L}_{MPk-N} = \arg \min_{\hat{L}_{MPk-N}} T(\hat{L}_{MPk-N}, \mathcal{I}_k). \tag{25}
\]

Notice that, the cost function in (24) is not convex. Thus, the optimization problem in (25) is not convex. Nonetheless, it can be solved with state-of-the-art methods such as the method in [79].

B. Assumption Verification

The applicability of the MHO framework presented in [36] requires the satisfaction of four assumptions. The first is concerned with the boundedness of the noise signals and system inputs. In practical applications, this assumption holds, i.e., the inputs of a robot and the measurement errors are bounded. The same applies to model errors. Since the system’s state will be bounded –for any bounded input sequence considered for the intended applications – the second assumption also holds.

The third assumption is concerned with the continuity of the dynamics and measurement model. In particular, they should be twice differentiable continuous, i.e., \( C^2 \). The function \( h \) in (21) is linear and thus is \( C^\infty \). Function \( f \) in (20) is smooth everywhere, except for \( l = 0 \). Given Assumption 1, \( l > 0 \), and the continuity assumption holds.

The final assumption in [36] is concerned with the system observability. The system must be observable in \( N + 1 \) steps. From [36] we know that the system is observable if the map
\[
F_N(\hat{L}_{MPk-N}, \nu) = \begin{bmatrix}
  h(\hat{L}_{MPk-N}) \\
  h \circ f(\hat{L}_{MPk-N}, u_{k-N}) \\
  \vdots \\
  h \circ f^{k-1} \circ \ldots \circ f(\hat{L}_{MPk-N}, u_{k-N})
\end{bmatrix}, \tag{26}
\]
where \( \nu = u_{k-N}, \ldots, u_{k-1} \), is injective for all admissible inputs. To assess injectivity of the map \( F \) let us introduce the following definitions:

**Definition 1.** The system in (20) is said to be distinguishable for all possible states concerning all admissible inputs if \( \forall x_1, x_2 \in X, \forall \nu \in U^N : x_1 \neq x_2 \implies \exists N_A : F_{N_A}(x_1, \nu) \neq F_{N_A}(x_2, \nu) \).

**Definition 2.** The system in (20) is said to satisfy the observability rank condition for all possible states, concerning all admissible inputs, if \( \forall x \in X, \forall \nu \in U^N, \exists N_O : \text{rank}(\partial F_N/\partial \nu) = n \).

We can now introduce the following proposition:

**Proposition 1.** If all the inputs in the memory \( \mathcal{I}_k \) in (22) are such that the linear velocity components are non zero and are not contained in the line interpretation plane, the observation map \( F_N \) is injective.

Proof. From [80, Proposition 5], the observation map \( F_N \) is injective, if it is distinguishable and satisfies the observability rank condition. Let us start by verifying distinguishability. Recall that our state is composed of the moment vector \( m \), and the view ray of the line closest point to the optical center, scaled by the inverse depth \( \chi \). Let \( x_1 = [m_1, x_1]^T \), and \( x_2 = [m_2, x_2]^T \) be two different initial states. Furthermore, let us consider two different scenarios. The first is \( m_1 \neq m_2 \). For this case, it is easy to conclude from the dynamics in (14) that given the same input sequence to both systems, their outputs will always be different. The second scenario occurs when \( m_1 = m_2 \). In this case, the outputs will be distinguishable if and only if the linear velocity components are non zero and are not contained in the line interpretation plane. Let us consider that this is not the case. If \( \nu = 0 \), the output depends only on the moment vector and angular velocity, which are equal, then the outputs cannot be distinguished. The same will occur if \( \nu^T m_1 = \nu^T m_2 = 0 \).

Let us now evaluate the rank condition of Definition 2. The Jacobian of \( h \) is
\[
\frac{\partial h}{\partial x} = [I_3 \ 0_{3 \times 3}], \tag{27}
\]
whose rank is 3. The Jacobian of \( h(f(x_k, u_k)) \) is given by
\[
\frac{\partial h}{\partial x} \frac{\partial f}{\partial x}(x_k, u_k) = [I_3 + \rho(x_k, v_k) - \nu^T m I_3] \Delta t, \tag{28}
\]
where \( \rho(x_k, v_k) \) is a non zero function of the state and inputs. Stacking (27) and (28) we get a \( 6 \times 6 \) matrix, which is full rank, as long as the linear velocity is not zero and does not belong to the line interpretation plane. Since it is a triangular inferior block matrix whose diagonal blocks consist of full rank diagonal matrices, the Jacobian is also full rank. Note that stacking additional \( 3 \times 6 \) Jacobians will not reduce the overall rank of the full Jacobian matrix. Thus, the system verifies the observability rank condition for \( N \geq 2 \).

Since the system is distinguishable and satisfies the observability rank condition, from [80, Proposition 5], we conclude that the observation map \( F_N \) is injective.

Finally, since \( F_N \) is injective, the system is \( S \)-observable in \( N + 1 \) steps, i.e., the assumption is verified.
C. Stability Analysis

In this section, the stability of the MHO applied to the M-P line representation is assessed. In a first step, this analysis is based on the assumption that the system is observable for all instants of time \( k \), i.e., the linear velocity is not null and is not contained in the line’s interpretation plane. If this is not the case, then from Assumption 2, the following analysis only holds for \( k \geq k_0 \), where \( k_0 \) is a finite time such that for all \( k \geq k_0 \), the system is observable. It then remains to show that for \( k = 0, 1, \ldots, k_0 \) there is no finite escape, and therefore from [36, Theorem 1] the error is bounded.

In [81] it is shown the conditions of [36, Theorem 1] are equivalent to \( F_N \) being injective and its Jacobian full column rank. The function is injective as proven in Proposition 1. Furthermore, its Jacobian is full rank if \( N \geq 2 \) as long as the linear velocity throughout the observation windows is not zero, nor does it belong to the line interpretation plane. Thus, from [36, Theorem 1], we conclude that the estimation error is bounded.

Our goal is to find an upper bound to the Lipschitz constant of \( f \), to find the range of \( \mu \) that satisfy

\[
\frac{8c_f^2 \mu}{\mu + \delta} < 1,
\]

where \( c_f \) is an upper bound of the Lipschitz constant of \( f \), and

\[
\delta = \inf_{\mathcal{M}_P_1, \mathcal{M}_P_2, \mathcal{M}_P_1 \neq \mathcal{M}_P_2} \frac{\varphi(\| \mathcal{L}_{\mathcal{M}_P_1} - \mathcal{L}_{\mathcal{M}_P_2} \|)}{\| \mathcal{L}_{\mathcal{M}_P_1} - \mathcal{L}_{\mathcal{M}_P_2} \|} > 0,
\]

with \( \varphi(\cdot) \), such that

\[
\varphi(\| \mathcal{L}_{\mathcal{M}_P_1} - \mathcal{L}_{\mathcal{M}_P_2} \|) \leq \| F_N(\mathcal{L}_{\mathcal{M}_P_1}, \mathbb{u}) - F_N(\mathcal{L}_{\mathcal{M}_P_2}, \mathbb{u}) \|.
\]

From the mean value theorem, we know that the Jacobian norm’s upper bound is an upper bound to the Lipschitz constant. The Jacobian of \( g(\mathcal{L}_{\mathcal{M}_P}, \mathbb{u}) \) is given by

\[
J_g = \begin{bmatrix}
J_1 & J_2 \\
J_3 & J_4
\end{bmatrix},
\]

with

\[
J_1 = \begin{bmatrix} \omega_c \end{bmatrix}_x - \chi \nu_c \chi^T \\
J_2 = -\nu_c^T \mathbb{m}^T \\
J_3 = -\nu_c^T \mathbb{m} \chi^T \chi_\mathbb{I}_3 - \mathbb{m}^T \chi \nu_c^T \\
J_4 = \begin{bmatrix} \omega_c \end{bmatrix}_x - \nu_c^T \mathbb{m} \chi^T \chi_\mathbb{I}_3.
\]

Recall that \( \| \mathbb{m} \| = 1 \), then we obtain

\[
\begin{aligned}
\| J_1 \| & \leq \| \omega_c \| + \| \nu_c \| \| \chi \| \\
\| J_2 \| & \leq \| \nu_c \| \\
\| J_3 \| & \leq 2\| \nu_c \| \| \chi \| \| \mathbb{I}_3 \| \\
\| J_4 \| & \leq \| \omega_c \| + 4\| \nu_c \| \| \chi \| \| \mathbb{I}_3 \|.
\end{aligned}
\]

If we consider \( J_g \) to be the sum of each of its components with zero padding, and applying the triangular inequality, an upper bound to the norm is given as

\[
\| J_g \| \leq \sum_{i=1}^{4} \| J_i \|.
\]

Thus an upper bound to the Lipschitz constant of \( g(\cdot) \) is given by

\[
c_f = 2\| \omega_c \| + \| \nu_c \| + 5\| \nu_c \| \| \chi \| + 2\| \nu_c \| \| \chi \| \| \mathbb{I}_3 \|.
\]

Nevertheless, we want to obtain an upper bound for the constant of \( f(\cdot) \). Keeping this goal in mind, we introduce the following lemma:

**Lemma 1.** The Lipschitz constant of a function \( g(\cdot) \) discretized using the Euler method becomes \( c = 1 + c_g \Delta t \), with \( c_g \) being the Lipschitz constant of \( g(\cdot) \) and \( \Delta t \) the sampling time.

**Proof.** Let \( f(x) \) be the discretization of \( g(x) \) by the Euler method, then

\[
f(x) = x + g(x) \Delta t.
\]

Let \( y \) be another point in the functions domain, then

\[
\| f(x) - f(y) \| = \| x + g(x) \Delta t - y - g(y) \Delta t \|.
\]

Applying the triangular inequality to the right hand side of (38) yields

\[
\| f(x) - f(y) \| \leq \| x - y \| + \| g(x) - g(y) \| \| \Delta t \|.
\]

Now, applying the Lipschitz condition of \( g(\cdot) \), we obtain

\[
\| f(x) - f(y) \| \leq \| x - y \| + c_g \| x - y \| \| \Delta t \| = (1 + c_g \Delta t) \| x - y \|.
\]

Thus, an upper bound of the Lipschitz constant of \( f(x_k, \mathbb{u}_k) \) with respect to \( x \) can be written as

\[
c_f = 1 + c_g \Delta t.
\]

From Lemma 1 it is trivial to conclude that \( 8c_f^2 > 1 \), and thus (29) cannot be verified for all \( \mu > 0 \). Thus, \( \mu < \delta/(8c_f^2 - 1) \), and the parameter \( \delta \) must be computed as well. Let us introduce the following definition

**Definition 3.** If a function \( f(x, u) : X \subset \mathbb{R}^n \times V \subset \mathbb{R}^p \rightarrow \mathbb{R}^n \) verifies

\[
\frac{1}{L} \| x_1 - x_2 \| \leq \| f(x_1, u) - f(x_2, u) \| \leq L \| x_1 - x_2 \|, \quad \forall x_1, x_2 \in D,
\]

for \( L > 1 \), it is called bi-Lipschitz.

Furthermore, for a bi-Lipschitz function the following Lemma holds:

**Lemma 2** (from [82]). A mapping \( F : X \rightarrow Y \) is said to be bi-Lipschitz if it is Lipschitz, and its inverse is also Lipschitz continuous.

We can now state the following proposition:

**Proposition 2.** If all the inputs in the memory \( I_k \) in (22) are such that the linear velocity components are non zero and are not contained in the line interpretation plane, the map \( F_N \) in (26) is bi-Lipschitz for the system in (19). Furthermore, \( \delta = \frac{1}{c_f} \), where \( c_f \) is an upper bound to the map’s Lipschitz constant.
Proof. From Proposition 1, \( F_N \) is injective, i.e., it admits a left inverse. However, to be invertible, we need to verify that it is also surjective. The function \( h \) is onto since it is a linear map. The function \( f \) is surjective, as applying the dynamics to a state generates a new state in the domain, i.e., the codomain is equal to the domain. Since the composition of surjective functions is surjective, and \( F_N \) consists of the stacking of surjective functions it is onto. Thus, \( F \) is bijective (injective and surjective) and is invertible. Given that the map is applied to a compact set of possible states, from [36, Theorem 1.5.4], the inverse of \( F \) is Lipschitz. Thus, from Lemma 2, \( F \) is bi-Lipschitz.

From Definition 3 and (31) we define
\[
\varphi(\| L_{MP} - L_{MP_2} \|) = \frac{1}{c_F} \| L_{MP} - L_{MP_2} \|, \tag{43}
\]
which is a \( K \)-function. Then, \( \delta \) can be easily computed from (43) and (30), yielding \( \delta = \frac{1}{c_F}. \)

To compute \( \delta \), we need to compute the Lipschitz constant of \( F_N \). Let us first get the Lipschitz constant of each element of \( F_N \). Since \( h \) is linear, its Lipschitz constant is constant. The second element is the composition of \( f \) with \( h \), since the constant of the latter is one, the Lipschitz constant of \( h(f(\cdot)) \) is \( c_F \). The remaining elements consist of further compositions of the system dynamics with the measurement function. Thus, for \( N - 1 \) compositions, the constant is \( c_F^{N-1} \). From Lemma 1, we have that \( c_F > 1 \). Thus the Lipschitz constant increases with the size of the estimation window \( N \). Then, making use of the triangular inequality, we obtain
\[
c_F = \sum_{k=1}^{N} c_F^{N-1}. \tag{44}
\]

Given the Lipschitz constant of \( F \) we can compute \( \delta \), and consequently compute the range of values for the gain \( \mu \), which satisfy (29).

Finally, we can state the main result of this section:

**Theorem 1.** If Propositions 1 and 2 are verified, then the squared norm of the estimation error of the MHO is bounded by a sequence \( \zeta_k \). Furthermore, if \( \mu < 1/(c_F(8c_F^2 - 1)) \), the sequence \( \zeta_k \) converges exponentially to an asymptotic value \( \varepsilon_\infty(\mu) \), and it is decreasing.

**Proof.** From [36, Theorem 1] if the system is observable in \( N + 1 \) steps, and (30) holds, then the estimation error is bounded by a sequence \( \zeta_k \). Since Propositions 1 is verified, the system is observable. Besides, from [81] it can be concluded that, if \( F_N \) is injective and its Jacobian full column rank, then (30) is verified. Thus, the estimation error is bounded. Furthermore, from Proposition 2, \( \delta = 1/c_F \), then from (29), \( \mu < 1/(c_F(8c_F^2 - 1)) \), and by [36, Theorem 1] the sequence \( \zeta_k \) converges exponentially to an asymptotic value \( \varepsilon_\infty(\mu) \), and it is decreasing.

The previous theorem shows that the system estimation error is bounded if it is observable for all \( k \). To show that this still holds in cases that the system is not observable for some periods of time, we present the following result:

| \( \delta \) | \( 0.484 \) | \( 0.312 \) | \( 0.226 \) | \( 0.175 \) | \( 0.141 \) | \( 0.116 \) |
| \( \mu \) | \( 0.060 \) | \( 0.038 \) | \( 0.028 \) | \( 0.022 \) | \( 0.017 \) | \( 0.014 \) |

TABLE I: Values of \( \delta \) and \( \mu \) for different estimation window sizes, and considering that \( \max \| \nu_c \| = \max \| \omega_c \| = 0.5 \), and \( \max \| \chi \| = 0.2 \).

**Theorem 2.** Under Assumptions 1, 2, and if the noise and inputs of the system are bounded, there is a finite positive time \( k_0 \) such that for \( k = 0, 1, \ldots, k_0 \), the estimation error of the MHO is bounded. Moreover, for \( k > k_0 \), the system is observable and Theorem 1 applies.

**Proof.** Two conditions lead the M-P system not to be observable. These correspond to the linear velocity being either null or parallel to the line’s interpretation plane. Let us consider, the case \( \nu = 0 \). The system dynamics become
\[
\begin{align*}
m_{k+1} &= m_k + (\omega_c \times m_k) \Delta t, \\
\chi_{k+1} &= \chi_k + (\omega_c \times \chi_k) \Delta t.
\end{align*}
\] (45)

Taking the difference between consecutive states, and applying the Euclidean norm, we obtain
\[
\begin{align*}
\| m_{k+1} - m_k \| &\leq \| \omega_c \| (1 + \| \chi_k \|) \Delta t, \\
\| \chi_{k+1} - \chi_k \| &\leq \| \omega_c \| (1 + \| \chi_k \|) \Delta t.
\end{align*}
\] (46)

Recall that \( \| m_k \| = 1, \forall k \). The right-hand side of (46) is finite, and taking the summation over the time period \( k = 0, 1, \ldots, k_0 \), will yield a finite value. Let us now consider the case \( \nu = 0 \). The system dynamics become
\[
\begin{align*}
m_{k+1} &= m_k + \omega_c \times m_k \Delta t, \\
\chi_{k+1} &= \chi_k + (\omega_c \times \chi_k + \nu_c^T \chi_k \chi_k) \Delta t.
\end{align*}
\] (47)

The state update is bounded by
\[
\begin{align*}
\| m_{k+1} - m_k \| &\leq (\| \omega_c \| (1 + \| \chi_k \|) + \| \nu_c \| \| \chi_k \|)^2 \Delta t. \\
\| \chi_{k+1} - \chi_k \| &\leq (\| \omega_c \| (1 + \| \chi_k \|) + \| \nu_c \| \| \chi_k \|)^2 \Delta t.
\end{align*}
\] (48)

Once again the summation over the time interval will also be finite.

From (21), the measurements correspond to the moment vector. Besides, from (45), and (47), the dynamics of that vector depend only on the angular velocity and itself. Thus, the cost function in (24) is upper bounded by a function of the norms of the angular velocity, the measurement error \( \lambda_k \), and model error \( \xi_k \), which are all bounded. Given that the cost function is bounded, for all initial states, and from Assumption 1, \( \| \chi \| \) cannot be infinite, and then the state estimate will be bounded. Since both the state and the estimate are bounded, so is the state estimation error.

Finally, for \( k > k_0 \) the system is observable, i.e., the linear velocity is neither null nor orthogonal to \( m \), then Proposition 1, and 2 are verified, and Theorem 1 can be applied.
VI. EXPERIMENTAL RESULTS

This section presents the evaluation of the MHO in Sec. V, and MLO in Sec. IV, for state estimation of the line representations Sphere (see Sec. III-B), and M-P (see Sec. III-C). The evaluation consists of simulated (see Sec. VI-A) and real data (see Sec. VI-B). In simulation four representation/observer combinations are considered: 1) MLO+Sphere; 2) MLO+M-P; 3) MHO+M-P, and 4) MHO+Sphere. It is important to stress that there are no guarantees of convergence when the state approaches the singularities of the Sphere representation. Nevertheless, the method can converge if the camera motion keeps the state far enough from the singularities. The focus of the evaluation is on the convergence time and robustness to measurement errors. The real data was acquired by a mobile robot MBOT (see Fig. 7(a)) and a manipulator of the Baxter robot (see Fig. 10). Since the Sphere representation has singularities, and thus no convergence guarantees can be provided, only the methods MLO+M-P, and MHO+M-P were evaluated with real data.

A. Simulation Results

We consider four different tests. In the first, we evaluate the runtime of each iteration of the MHO+M-P, to assess if the observer can be applied to real-time applications. The second test aims at evaluating the convergence time of both observers with different parameters. For the MLO, the gain $\alpha$ (in (17)) was varied. For the MHO, the size $N$ (observation window), and the weight $\mu$ (in (24)) were varied. One parameter was fixed, and the other is varied and vice-versa. The third test evaluates the robustness of the methods to measurement noise. The observers’ window size and gains were chosen such that the convergence time is as similar as possible. The final test evaluates the behavior of both the MLO and MHO when there are times intervals where the system is not observable. The goal is to assess the performance of the observers and if they are still able to converge.

The simulations were conducted in MATLAB to generate the lines and run the observers. The MHO was implemented using the Optimization Toolbox, in particular the fminsearch function, which uses the simplex method of [79]. This method is not guaranteed to converge. Thus, to assess if the method converged given our cost function, we run 200 simulations of 3D line estimation (10 seconds each), amounting to approximately 58000 calls to fminsearch, and evaluated the exit flag, which returned a true statement for all of the function calls. The imaging device consists of a perspective camera, with intrinsic parameters (for more details see [14]) defined as $I_0 \in \mathbb{R}^{3 \times 3}$. The camera is assumed to be free-flying; i.e., it can move in any of its six degrees-of-freedom. To generate a 3D line, we start by sampling a point in a 5 meter side cube in front of the camera. Then, a unit direction $d$ is randomly selected, and the moment vector $m$ is computed using (3). The initial state is initialized with the real values for $m$, $\theta$, and $\phi$, and the unknown quantities $\chi$, $\eta_1$, and $\eta_2$ are set randomly. The camera linear velocities are computed using the Active Vision control law proposed in [8], which has been tuned for lines in [10], [11].

To assess the range of values the gain $\mu$ in (24) can take for different observation window sizes, we start by selecting the camera’s operation range velocities and the minimum distance a line can be to the camera. These ranges are $\max \|\nu_c\| = \max \|\omega_c\| = 0.5$, and $\max \|\chi\| = 0.2$. To compute an upper bound to $\mu$, we start by computing $c_F$ in (44), then the parameter $\delta$ defined in Proposition 2, and finally the upper bound using (29). The values of $\delta$ and $\mu$ for different estimation window sizes are presented in Tab. I.

Iteration time: This test presents the evaluation of the computation time of the iterations of the four methods. To achieve this goal, the runtime of each iteration of 100 runs were stored for different window sizes of the MHO methods. For the methods using the MLO, the iteration time of 100 runs was also considered. Notice that the gain $\alpha$ does not influence the runtime. Tab. II presents the mean and median iteration runtime. The most computational effort required in the MLO is an SVD decomposition, and thus its iteration time is considerably shorter than the MHO. From inspection, we see that even for greater window sizes, the MHO can be applied in real-time applications; since it can still run at 27 frames-per-second (fps). Notice that typical cameras operate at 24 or 30 fps. With respect to the Sphere and M-P representations, one iteration of the MHO is faster for the former, which is due to the smaller state space. The higher iteration time for the MLO+Sphere with respect to the MLO+M-P can be explained by the multiple calls to the sin and cos functions.

Iteration time was also evaluated for a different number of lines for the MLO+M-P and MHO+M-P methods. For this test, the state space was increased by stacking the M-P coordinates of each line. Thus, the state’s size is $6M$, with $M$ being the number of lines. The results are presented in Fig. 3(a) for the MLO+M-P method, and in Fig. 3(b) for MHO+M-P. From one to two lines, the iteration times raises drastically, about one order of magnitude. When considering three lines, the iteration time tends to double, but the growth rate slows down when adding more lines. The ability to estimate multiple lines at a typical camera framerate is an issue, which must be addressed. Solutions to the increase of the iteration time are: 1) optimizing the solver by either using implementations in C++ and/or designing a specific solver to the optimization problem; 2) to have several estimators in parallel, but the available CPU threads would limit the number of lines; and 3) to perform the estimation in multi-robot systems, thus distributing the computational burden.

Noise free data: This simulation test consists of running the 1) MLO+Sphere, 2) MLO+M-P, 3) MLO+Sphere, and 4) MHO+M-P for 100 runs in a noiseless scenario. The goal is to evaluate the mean and median convergence time of both observers for different values of their parameters. Tab. III presents the results of this test. In the table, we can see the convergence times for different parameter combinations. The fastest convergence is achieved for $\alpha = 1000$.

\footnote{We consider that the method converged when the norm of the estimation error is less than 0.01.}
for the $MLO+Sphere$, closely followed by the $MLO+M-P$ and $MHO+Sphere$ for $\alpha = 1000$, and $N' = 7$, $\mu = 0.014$ respectively. Since the convergence is assessed with respect to the norm of the estimation error, it is expected that the $Sphere$ representation presents a faster convergence. Recall that the state space is smaller than the one of the $M-P$ representation. Nevertheless, the price to pay for the faster convergence of the $Sphere$ is the observers’ stability due to this representation’s singularities. An illustration of each parameter’s effect in the $MHO$ dynamics (see Sec. IV-B and Sec. IV-A).

![Graphs showing convergence times for $MLO$, $MHO$, and $MLO+Sphere$](image)

### Table II: Mean and median runtimes of $MHO$ and $MLO$ iterations for both line representations

| Parameter | $MHO$, N | $MLO$, N |
|-----------|----------|----------|
| Time (sec) | Mean     | Median   | Mean     | Median   |
| 3          | 0.020    | 0.019    | 0.027    | 0.026    |
| 4          | 0.024    | 0.027    | 0.031    | 0.033    |
| 5          | 0.027    | 0.034    | 0.036    | 0.036    |
| 6          | 0.032    | 0.037    | 7.375 x 10⁻³ | 7.375 x 10⁻³ |
| 7          | 0.036    | 0.038    | 1.800 x 10⁻² | 1.800 x 10⁻² |

(a) Iteration time for both observers using the $Sphere$ representation

(b) Iteration time for the observers using the $M-P$ representation

---

**for both representations –** for both representations –, respectively. The median direction and depth errors for 100 runs of each noise level are presented in Figs. 5(a), and 5(b), respectively. The $MHO+M-P$, and $MHO+Sphere$ present a significant improvement in performance when compared to $MLO+Sphere$, and $MLO+M-P$, with the $M-P$ performing slightly better. This behavior is expected because it considers measurement and model noise, while the continuous observers do not. Between the observers in (16) and (17), the one using the $M-P$ line formulation in Sec. III-C – which is the new model presented in this paper – performs better. This is due to the fewer number of steps to recover the Plücker coordinates than the $Sphere$ representation. Recall, that $M-P$ only requires a cross product (see (12)), while the parameterization $Sphere$ requires to retrieve $m$ from the spherical angles, and then $d$ by inverting the orthonormal basis in Sec. III-C.

### Table III: Mean and median convergence times of observers $MLO$ in [11], and $MHO$ in [36], for the estimation of lines with the $Sphere$ and $M-P$ representations (see Sec. III-B and Sec. III-C respectively).

| Parameter | $MHO+Sphere$ | $MLO+Sphere$ |
|-----------|--------------|--------------|
| Time (sec) | Mean         | Median       |
| 3          | 0.020        | 0.019        |
| 4          | 0.024        | 0.027        |
| 5          | 0.027        | 0.031        |
| 6          | 0.032        | 0.034        |
| 7          | 0.036        | 0.037        |

(a) Convergence Time for the $Sphere$ representation with both $MLO$ and $MHO$ observer.

(b) Convergence Time for the $M-P$ representation with both $MLO$ and $MHO$ observer.

### Noisy data: This simulation test consists of evaluating the observers with increasing levels of noise. Noise is added to the measurements, in this case, the vector $m$, which can be retrieved directly from the image. Since it is a unit vector, perturbations are added by sampling a random rotation matrix and multiplying it to the moment vector. The three Euler angles are sampled from a uniform distribution with increasing standard deviation to generate this matrix, and then the angles are converted to a rotation matrix. Notice that $\theta$ and $\phi$ of the $Sphere$ representation are computed from $m$. Thus noise is only added in the vector and not to the angles. The direction and depth errors are defined as

$$
\epsilon_d = \arccos(\hat{d}_i^T \hat{d}_i), \quad \epsilon_l = \|\hat{l}_i - l_i\|, \tag{49}
$$

respectively. The gain $\alpha$ was set to 1000, and the window size and gain of the $MHO$ were set as $N = 7$ and $\mu = 0.014$ – for both representations –, respectively. The median direction and depth errors for 100 runs of each noise level are presented in Figs. 5(a), and 5(b), respectively. The $MHO+M-P$, and $MHO+Sphere$ present a significant improvement in performance when compared to $MLO+Sphere$, and $MLO+M-P$, with the $M-P$ performing slightly better. This behavior is expected because it considers measurement and model noise, while the continuous observers do not. Between the observers in (16) and (17), the one using the $M-P$ line formulation in Sec. III-C – which is the new model presented in this paper – performs better. This is due to the fewer number of steps to recover the Plücker coordinates than the $Sphere$ representation. Recall, that $M-P$ only requires a cross product (see (12)), while the parameterization $Sphere$ requires to retrieve $m$ from the spherical angles, and then $d$ by inverting the orthonormal basis in Sec. III-C.

### Non observable time intervals: In this simulation tests, the setup (of the camera and line) is similar to the noise-free tests. However, we consider time periods where the camera’s linear velocity is such that the system is not observable. This happens when the linear velocity is null or it is contained in the line interpretation plane, i.e., $v_T^L \times m = 0$. The tests consist of estimating a line for 10 seconds and alternating the camera velocity so that the system is observable for 1 second and non-observable for another. Four combinations of possible linear and angular velocities were considered: 1) the angular velocity is null, and the linear velocity alternates between null and non-null values; 2) The linear velocity behaves as in 1), but the angular velocity is not null; 3) The angular velocity is null,
(a) Convergence of the MLO+M-P method for increasing gains.

(b) Convergence of the MHO+M-P method for increasing window sizes.

(c) Convergence of the MHO+M-P method for increasing gains.

Fig. 4: Evaluation of the convergence time of the MLO and the MHO for different parameter values. For the former different gains were considered, while for the latter, both the gain and window size were varied. The variable being presented is one of the entries of vector $\chi$ of the M-P representation.

(a) Median line direction error.

(b) Median line depth error.

Fig. 5: Evaluation of the line direction and depth errors for increasing levels of measurement noise.

and the linear velocity alternates between being or not in the line interpretation plane; 4) The linear velocity behaves as in 3), but the angular velocity is not null. These scenarios are not arbitrary since they have practical significance. Scenarios 1) and 2) are common in differential drive robots when they move forward and stop to rotate about the kinematic center. Scenarios 3) and 4) can happen when a mobile robot moves in the floor plane and attempts to estimate horizontal lines. The magnitude of the estimation error, i.e., norm of the estimation error of the MLO, and MHO is presented in Fig. 6. We can see that when the camera comes to a complete stop (see Fig. 6 (a)), the norm of the error does not increase. The same behavior is verified for 2), Fig. 6 (b), since the movement for null linear velocity consist of a rotation, which does not affect the depth of the line. In Fig. 6 (c) and Fig. 6 (d), we can see that the error increases in the non observable regions, and it increases more the higher the current norm of the error. Nonetheless, since the non-observable time intervals are not arbitrarily large, both observers can converge. When the norm of the error is close to zero, the divergence is not significant.

B. Real Data Results

This section presents the results of the MHO+M-P compared with the MLO+M-P. The experimental setup consists of a camera mounted on two robots, an omnidirectional mobile robot MBOT [83], and a 7 degrees-of-freedom manipulator Baxter Research Robot. The robots’ APIs are available in the Robot Operating System (ROS) [84]. For feature/line tracking, the Visual Servoing Platform (ViSP) [85] was used, namely the moving-edge tracker [86]. Ground-truth data was acquired by computing the pose of the camera concerning the target where the line lies. The pose is computed by the POSIT algorithm in [87], from the detection of four known points in the target reference frame. The code for data collection is implemented in C++. For the observers, the same implementation as Sec. VI-A was used.

MBOT Results: In this set of experiments a Pointgrey Flea3 USB3 camera\(^3\), which was mounted on the top of the robot, see Fig. 7(a), was used. The target was a chessboard, and a line was defined on the leftmost edge of the board. Four inner squares were chosen as the reference points for the pose estimation, see Fig. 7(b). The gain $\alpha$ of the observer in (17) was set to 100, and the window size and gain of the MHO were set as $N = 5$ and $\mu = 0.015$, respectively. For a fair comparison, these parameters were chosen such that the convergence time of both observers is similar and to have a small gain $\alpha$, so that the observer in (17) does not suffer much with noise amplification. A plot of the state estimation error for both observers is presented in Fig. 8. For readability purposes, only the error of the unknown vector $\chi$ is presented. A total of six runs were performed with the MBOT platform. The results of the direction and depth errors as defined in (49) are presented in Tab. IV. The line reconstruction with this platform results in poor results since the velocity readings are noisy. They are obtained from the odometer, i.e., by direct integration of the wheel motor encoders. To reduce the effect of velocity readings noise, and since the robot velocity is near-constant through the runs, a low pass filter was applied to the signal. We can see that the MHO+M-P outperforms the MLO+M-P in all runs except for the second. These results are expected since the former takes into account noise in the modeling, while the latter takes the measurements and model at face value.

Baxter Results: In this set of experiments, the camera on the left end-effector of a Baxter robot was used as the imaging device. The manipulator has seven degrees-of-freedom, and the pose of the camera concerning the end-effector is available; i.e., the camera is calibrated extrinsically. The target is

\(^3\)https://www.ptgrey.com/flea3-usb3-vision-cameras
Fig. 6: Magnitude of the state estimation error of the MLO+M-P, and MHO+M-P for different combinations of the linear and angular velocity. On the left, the camera moves with null angular velocity, and the linear velocity alternates between non-null and zero. On the middle left, the camera moves with the same linear velocity as on the left, but the angular velocity is non-null. On the middle right, the camera moves with null angular velocity, and the linear velocity alternates between being or not contained in the line interpretation plane. Finally, on the right, the camera moves as in the previous experiment, but with non-null angular velocity.

This lead to the need to increase the gain \( \alpha \) and the observation window size \( N \), with respect to the MBOT sequences. Recall that the estimation will be faster, the higher the norm of the linear velocity and/or the higher the gains. Thus, \( \alpha \) was set to 1000, and the window size and gain of the MHO+M-P were set as \( N = 7 \), and \( \mu = 0.013 \), respectively. A plot of the state estimation error for one of the lines is presented in Fig. 9. Notice that, given the high value of \( \alpha \), the estimation curves of the MLO+M-P are more susceptible to noise, and the curves MHO+M-P are smoother. The direction and depth errors as defined in (49) are presented in Tab. V. Given the lower noise in the manipulator’s velocity readings with respect to the MBOT, the errors are smaller than those obtained by the mobile robot. Besides, the lower speed (norm of the linear velocity), and more stable camera position, results in lower measurement noise, leading to better results. Even though this data presents less noise than the MBOT data, the MHO+M-P continues to outperform the MLO+M-P method.

VII. Conclusions

In this work, we presented and evaluated different methods to perform incremental SFM using line features. Given that the line dynamics in Pl{"u}cker coordinates are not fully observable, we present two alternative representations. The Sphere representation was proposed in our previous work. It consisted of exploiting the fact that the measurement is a unit vector representing it in spherical coordinates to obtain a minimal line

TABLE IV: Direction and depth errors as defined in (49) for six sequences retrieved by the MBOT robot.
The target is composed of two wooden boards, with the numbers corresponding to the ones in Tab. V. Furthermore, the four points used to retrieve the target’s pose with respect to the camera are also depicted.

| Line 1 | Line 2 | Line 3 | Line 4 |
|--------|--------|--------|--------|
| **MHO+M-P** | **0.062** | **0.061** | **0.059** | **0.60** |
| **MHO+M-P** | **0.067** | **0.016** | **0.014** | **0.050** |

(a) Direction estimation error on the Baxter dataset in radians.

| Line 1 | Line 2 | Line 3 | Line 4 |
|--------|--------|--------|--------|
| **MLO+M-P** | **0.006** | **0.063** | **0.077** | **0.003** |
| **MHO+M-P** | **0.002** | **0.020** | **0.027** | **0.001** |

(b) Depth estimation error on the Baxter dataset in meters.

TABLE V: Direction and depth errors computed by (49) for the four lines depicted in Fig. 10 using the Baxter robot.

parameterization. However, this formulation presents singularities. To tackle this problem, we present a novel representation \( M-P \) that models lines based on the moment vector and the view ray of the closest point of the line to the camera’s optical center. Structure-from-motion is achieved by exploiting state observers. Two different methodologies were presented. The \( MLO \), which is a state-of-the-art framework to estimate visual dynamical systems, and we show how to design the observer for both presented line representations. The second estimation approach consists of a \( MHO \). To the best of our knowledge, it is the first time these observers are applied to the SfM task. The stability of the \( MHO \) is analyzed, and it is shown that the estimation error is bounded for the \( M-P \) representation. Extensive simulation and real experiments were conducted, showing that the \( MHO \) is more robust to measurement noise while achieving similar convergence times. Concerning the two representations, the \( M-P \) does not have singularities. Even though the observer for its system is slower than the \( Sphere \) representation, it is more robust to measurement noise.

Future work includes coupling the \( MHO+M-P \) in a Visual Servoing control. The most straightforward approach is to plug the \( MHO+M-P \) in the Visual Servoing task as in [6]. Another possibility is –similar to [15], [68]– to develop coupling mechanisms between standard Visual Servoing and the \( MHO+M-P \), to obtain control, which not only leads the features to the reference value but also optimize the path to improve the depth estimation. Still, in the scope of Visual Servoing, we aim at exploiting the coupling of Model Predictive Control with our Moving Horizon Observer as in [88]. One limitation of our method is the computational cost of estimating multiple lines. Thus, we aim to exploit alternative solvers for our optimization problem, which would allow us to analyze the complexity of the entire estimation process. This analysis is not available for the solver used in this work ( [79]).
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