Abstract—In this paper, we study the problem of learning dynamical properties of ensemble systems from their collective behaviors using statistical approaches in reproducing kernel Hilbert space (RKHS). Specifically, we provide a framework to identify and cluster multiple ensemble systems through computing the maximum mean discrepancy (MMD) between their aggregated measurements in an RKHS, without any prior knowledge of the system dynamics of ensembles. Then, leveraging the gradient flow of the newly proposed notion of aggregated Markov parameters, we present a systematic framework to recognize and identify an ensemble systems using their linear approximations. Finally, we demonstrate that the proposed approaches can be extended to cluster multiple unknown ensembles in RKHS using their aggregated measurements. Numerical experiments show that our approach is reliable and robust to ensembles with different types of system dynamics.
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I. INTRODUCTION

The study of ensemble systems, which are collections of dynamical systems parameterized by a continuous variable, has drawn much attention due to its broad applicability in diverse scientific areas. Notable examples include exciting a population of nuclear spins on the order of Avogadro’s number in nuclear magnetic resonance (NMR) spectroscopy and imaging [7], [16], spiking population of neurons to alleviate brain disorders such as Parkinson’s disease [2], [11], [15], manipulating a group of robots under model perturbation [1], creating synchronization patterns in a network of coupled oscillators [21], [32], and explaining the functionality of neural networks, especially ultra-deep neural networks [23], [27].

During the past decade, a rich amount of work has been developed focusing on system-theoretic analysis of ensemble systems. It has been shown that various specialized techniques such as polynomial approximation [14], separating points [17], representation theory [3], complex functional analysis [6], [9], [22], statistical moment-based approaches [13], [28], [29], and convex-geometric approaches [19] are nontrivially connected to analyzing ensemble controllability and ensemble observability. Apart from investigating fundamental properties of ensemble systems, customized approaches are proposed to design feasible and optimal control laws for linear [18], [20], [24], [30], [31], bilinear [25], [26], as well as specific types of nonlinear ensemble systems [15].

One unique characteristic of ensemble systems is that the control and measurements can be collected only from a population level. This is because there are too many systems in the ensemble so that precisely tracking and applying feedback to each system in the ensemble is not feasible. As a consequence, the control signal is broadcast to all systems in the ensemble, and the measurements are aggregated across systems which represent collective behaviors of the ensemble. In many emerging scientific areas involving ensemble systems, it is of great interest to learn dynamical properties of ensemble systems in a data-driven manner, especially through collective behaviors characterized by so-called ‘aggregated measurements’. However, due to the unexplored mathematical structures, classical control-theoretic tool needs to be upgraded to address new challenges stemming from ensemble systems with aggregated measurements.

Specifically, by perturbing ensemble systems with random control signals, we can compare whether two ensemble systems possess similar collective behavior through computing the maximum mean discrepancy (MMD) between their aggregated measurements, without any prior knowledge of the system dynamics of ensembles. Then, leveraging on a gradient flow of the newly proposed notion of aggregated Markov parameters, we present a systematic framework to recognize and identify an ensemble systems using their linear approximations. Finally, we demonstrate that the proposed approaches can be extended to cluster multiple unknown ensembles in RKHS using their aggregated measurements.

In this paper, we study the problem of learning dynamical properties of ensemble systems from their collective behaviors using statistical approaches in reproducing kernel Hilbert space (RKHS). This paper is organized as follows. In Section II, we provide preliminary knowledge on ensemble systems, their aggregated measurements, reproducing kernel Hilbert space and two-sample test in RKHS. In Section III, we introduce the main result of this paper. Specifically, by perturbing ensemble systems with random control signals, we compare whether two ensemble systems possess similar collective behavior through computing the maximum mean discrepancy (MMD) between their aggregated measurements, without any prior knowledge of the system dynamics of ensembles. Then, leveraging on a gradient flow of the newly proposed notion of aggregated Markov parameters, we present a systematic framework to recognize and identify an ensemble systems using their aggregated measurements.
linear approximations. Finally, we demonstrate that the proposed approaches can be extended to cluster multiple unknown ensembles in RKHS using their aggregated measurements. In Section IV, we provide various examples to show the efficacy of our proposed ensemble recognition and clustering approach.

II. PRELIMINARIES

A. Ensemble Systems and Their Aggregated Measurements

Consider an ensemble of dynamical systems indexed by $\beta$ over a compact set $K \subset \mathbb{R}$, given by

$$\Sigma : \frac{d}{dt} X(t, \beta) = F(t, \beta, X(t, \beta), u(t)), \quad X(0, \beta) = X_0(\beta),$$

where $X(t, \beta) \in L^2(K, \mathbb{R}^n)$ is the state, an $n$-tuple of $L^2$-functions over $K$ for each $t \in [0, T]$ with $T \in (0, \infty)$; $F$ and $G$ are $\mathbb{R}^n$-valued and $\mathbb{R}^n$-valued smooth functions, respectively; and $u \in \mathcal{U}$ is the $\mathbb{R}^m$-valued control signal, where $\mathcal{U}$ denotes the admissible control set; $Y(t, \cdot)$ is the observation of the ensemble. Such a population of dynamical systems defined on the space of functions as in (1), is called an ensemble system (or an ensemble as an abbreviation). The unique characteristic of an ensemble system is that the control can only be implemented on a population level. Namely, the control signal $u(t)$ is broadcast to all the systems in the ensemble and therefore is independent from $\beta$. This is mainly because the number of systems in the ensemble can be exceedingly large so that feedback control on each system is no longer applicable.

Besides the under-actuated nature arising from the broadcast control signals, many ensemble systems also suffer from inadequate measuring techniques so that precisely tracking each system is not possible. In these cases, the index of each system, i.e., $\beta$, is not available for observation. As a result, the states of the ensemble, i.e., $X(t, \beta)$, can observed only through the so called “aggregated measurements” taking form of

$$Y(t) = \int_K G(t, \beta, X(t, \beta), u(t)) \, d\beta,$$

where $G$ is an $\mathbb{R}^q$-valued smooth function, called the “aggregated observation function”. To fix ideas, we provide three examples of aggregated measurements in practical applications involving ensemble systems.

Example 1 (Measuring temperature). Let us consider a steel plate that is being uniformly heated from the bottom. In steel-making procedures, it is essential to estimate the temperature distribution of the plate, denoted as $\rho(t,x)$ in real-time using a thermometer, where $x$ denotes the position of an infinitesimal element of the steel plate. In this case, the temperature distribution $\rho(t,x)$ can be considered as the state variable of an ensemble system indexed by $x$. However, the measurement collected from a thermometer placed at $x = x_0$, given by

$$y(t) = \frac{1}{2\epsilon} \int_{x_0-\epsilon}^{x_0+\epsilon} \rho(\sigma, t) \, d\sigma$$

is an aggregated measurement of the temperature distribution since the probe of thermometer (drawn as black object in Figure 1) has a finite width of $2\epsilon$.
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Fig. 1: A demonstration of aggregated measurements by measuring temperature distribution of a steel plate using a thermometer.

Example 2 (Torque by a hinged rod). Let us consider a rod of length $L$ that is horizontally placed with one end hinged on a vertical wall, as shown in Figure 2. We index each infinitesimally small element of the rod using its horizontal distance to the wall, denoted as $\beta$. Then, the linear densities $\lambda(t, \beta)$ of the rod can be considered as the state variable of an ensemble system indexed by $\beta$. Estimating $\lambda(t, \beta)$ is critical in many applications of engineering mechanics. However, in practice, it is impossible to measure the linear density $\lambda$ due to the inability of probing infinitesimal elements of the rod. Instead, realizable measurements are “aggregated” over all elements on the rod. For instance, we can measure the torque applied on the hinge by all elements on the rod, denoted as $\tau(t)$, through setting a torque wrench on the hinge. In this case, $\tau(t)$ is given by

$$\tau(t) = \int_0^L \lambda(t, \beta) g \, d\beta,$$

where $g$ is the acceleration due to the gravity. In this case, $\tau(t)$ can be considered as an aggregated measurement of $\lambda(t, \beta)$, where $Y(t, \beta) = \beta \lambda(t, \beta) g$.

![Hinged Rod](image)

Fig. 2: A demonstration of aggregated measurements by considering the torque applied by a hinged rod.

Example 3 (Statistical moments). In many applications involving ensemble systems, although the state variable $X(t, \beta)$ can be observed, one cannot distinguish each system in the ensemble from another so that the index $\beta$ is no longer available. In these cases, the measurements
available to users are the snapshot-type measurements shown in bottom of Figure 3. In order to use these snapshots to characterize the dynamics of ensemble systems, one may treat $X(t, \beta)$ as a random variable over $\beta$ and compute the statistical moments of $X(t, \beta)$, i.e.,

$$Y(t) = \int_{K} X^n(t, \beta) \, d\mathbb{F}$$

where $\mathbb{F}$ is a prior distribution defined on $K$. If the ensemble is finite, i.e., $K$ consists of finite number of points denoted as $\beta_i, i = 1, \ldots, N$, then the prior distribution $\mathbb{F}$ is concentrated at $\beta_i, i = 1, \ldots, N$. If additionally we assume no prior information about how the index parameter $\beta$ distributes is available, then all systems in the ensemble are equally important so that $\mathbb{F}$ should be chosen as a uniform distribution on $K$. Hence the aggregated measurement boils down to

$$Y(t) = \frac{1}{N} \sum_{i=1}^{N} X^n(t, \beta_i). \quad (3)$$

Fig. 3: A demonstration of aggregated measurements by computing the statistical moments of snapshots.

With the notion of aggregated measurements, typical problems involving ensemble systems include recognizing the dynamics of an ensemble, i.e., $F$ in (1), and identifying similarity among ensemble systems without knowledge of their dynamics through aggregated measurements.

B. RKHS and Kernel Two-Sample Test

In this section, we briefly review related concepts of RKHS and kernel two-sample test [8], which will be used for recognizing and clustering ensemble systems with unknown dynamics.

Let us consider an arbitrary non-empty set $\mathcal{X}$ and let $\mathcal{H}$ be a Hilbert space of real-valued functions on $\mathcal{X}$. We define the Reproducing Kernel Hilbert Space and its reproducing kernel as follows:

**Definition 1.** A Hilbert space $\mathcal{H}$ of functions $f : \mathcal{X} \to \mathbb{R}$ is called a Reproducing Kernel Hilbert Space (RKHS) if for all $x \in \mathcal{X}$, the evaluation functional $L_x : \mathcal{H} \to \mathbb{R}$, $f \mapsto f(x)$ is a bounded operator on $\mathcal{H}$.

**Definition 2.** Let $\mathcal{X}$ be non-empty. A function $\rho : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ is called a kernel on $\mathcal{X}$ if it is continuous and symmetric, i.e., $\rho(x_1, x_2) = \rho(x_2, x_1)$ for all $x_1, x_2 \in \mathcal{X}$. Furthermore, a kernel is said to be positive definite if $\sum_{i,j=1}^{n} c_i c_j \rho(x_i, x_j) \geq 0$ for any $n \in \mathbb{Z}_+$, $c_1, \ldots, c_n \in \mathbb{R}$, and $x_1, \ldots, x_n \in \mathcal{X}$.

**Definition 3** (reproducing kernel). Let $\mathcal{H}$ be an RKHS. A kernel $\rho : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ on $\mathcal{X}$ is called a reproducing kernel of $\mathcal{H}$ if

(i) for any $x \in \mathcal{X}$, $\rho(\cdot, x) \in \mathcal{H}$;

(ii) for any $x \in \mathcal{X}$ and $f \in \mathcal{H}$, $f(x) = \langle f(\cdot), \rho(\cdot, x) \rangle_{\mathcal{H}}$.

It is easy to show that, by the Riesz representation theorem, every RKHS possesses a reproducing kernel. Conversely, we can also define an RKHS in terms of its reproducing kernel. The following theorem, known as the Moore-Aronszajn theorem, reveals the intimate connections among notions of positive definite kernel, reproducing kernel, and RKHS.

**Theorem 1** (Moore-Aronszajn). Let $\mathcal{X}$ be non-empty and $\rho : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a positive definite kernel. There exists a unique RKHS with $\rho$ being its reproducing kernel.

One of the most significant results stemming from the concept of RKHS is the so-called “representer theorem” [12], which states that the minimizer of the infinite-dimensional least-squared problem in an RKHS can be characterized by evaluating its reproducing kernel on a finite set of points. However, given an RKHS $\mathcal{H}$, it is in general difficult to identify its associated reproducing kernel. Nevertheless, owing to the Moore-Aronszajn theorem, most applications of RKHS start from a positive definite kernel $\rho$, and then solves a minimization problem over the unique RKHS induced by $\rho$, circumventing the challenge of computing the reproducing kernel of a given RKHS.

Besides the famous representer theorem, the past decade has witnessed the success of “kernel two-sample test” [8] in an RKHS to identify the similarity between two probability distributions $\mathbb{P}$ and $\mathbb{Q}$ defined on $\mathcal{X}$ using i.i.d. samples from them. Specifically, given a reproducing kernel $\rho(\cdot, \cdot) : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ and its induced RKHS $\mathcal{H}$, we define the kernel mean embedding of a probability distribution $\mathbb{P}$, denoted by $\mu_\mathbb{P} \in \mathcal{H}$, s.t.

$$\mu_\mathbb{P} = \int \rho(\cdot, x) \, d\mathbb{P}(x).$$

Through the kernel mean embedding, the similarity between $\mathbb{P}$ and $\mathbb{Q}$ can be measured by the maximum mean discrepancy (MMD) defined by

$$\text{MMD}^2(\mathbb{P}, \mathbb{Q}, \rho) = \|\mu_\mathbb{P} - \mu_\mathbb{Q}\|_{H},$$

which has an unbiased empirical estimate using i.i.d. samples $\{x_i\}_{i=1}^{n_1}$ and $\{y_i\}_{i=1}^{n_2}$ from $\mathbb{P}$ and $\mathbb{Q}$, respectively, given by

$$\text{MMD}^2(\mathbb{P}, \mathbb{Q}, \rho) = \frac{1}{n_1(n_1 - 1)} \sum_{i=1}^{n_1} \sum_{j=1}^{n_1} \rho(x_i, x_j) + \frac{1}{n_2(n_2 - 1)} \sum_{i=1}^{n_2} \sum_{j=1}^{n_2} \rho(y_i, y_j) - \frac{2}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \rho(x_i, y_j).$$

It is proved in [5] that when $\rho$ is a universal kernel, e.g., Gaussian-RBF-type kernel (see Definition 5 and Theorem 3 in Appendix), then $\text{MMD}^2(\mathbb{P}, \mathbb{Q}, \rho) = 0$ if and
only if \( P = Q \). This result lays the foundation for the framework we introduce in the next section, which allows us to distinguish or identify distributions by computing the MMD from their sample datasets using a universal kernel.

III. Methodology

In this section, we establish the framework of recognizing an ensemble with unknown dynamics through aggregated measurements. The key point in this framework is to compare the distribution of aggregated measurements of the unknown ensemble with a baseline model in an RKHS by perturbing the ensemble system using random control signals. Leveraging the newly introduced concept of “aggregated Markov parameter”, we also provide a systematic approach to compute the best linear baseline model for ensemble recognition. Furthermore, we demonstrate that the proposed framework can be generalized to cluster multiple ensembles with unknown dynamics.

A. Recognition of Ensembles Using a Baseline Model

To fix ideas, let us consider an ensemble index by \( \beta \in K \subseteq \mathbb{R} \), where \( K \) is compact, given by

\[
\Sigma : \frac{d}{dt}X(t, \beta) = F(t, \beta, X(t, \beta), u(t)),
\]

\[
X(0, \beta) = X_0(\beta),
\]

\[
Y(t) = \int_K G(t, \beta, X(t, \beta), u(t))d\beta,
\]

where \( X(t, \cdot) \) is the state; \( u(t) \in \mathcal{U} \subseteq C([-T, T], \mathbb{R}^n) \) with \( \mathcal{U} \) being closed; \( F \) is an unknown \( \mathbb{R}^n \)-valued smooth function; \( G \) is a \( \mathbb{R}^q \)-valued smooth function, called the “aggregated observation function”, yielding the aggregated measurement \( Y(t) \).

In this work, we assume that \( Y \) is in \( C_1([-T, T], \mathbb{R}^q) \), the space of continuously differentiable \( \mathbb{R}^q \)-valued functions over \([-T, T]\), such that there exists \( C > 0 \) satisfying \( \|Y(t)\|_{L^\infty} < C \) and \( \|Y(t)\|_{L^\infty} < C \) for all \( Y \). Hence, by the Arzela-Ascoli theorem, the set of all possible aggregated measurements, denoted as

\[
\mathcal{F} := \{ Y(t) \in C_1([-T, T], \mathbb{R}^q) : u(t) \in \mathcal{U} \},
\]

is a compact subset of \( C_1([-T, T], \mathbb{R}^q) \) under the uniform norm. Therefore, \( \mathcal{F} \) is also compact as a subset of \( L_2([-T, T], \mathbb{R}^q) \).

Next, we discuss the recognition of an unknown ensemble using a baseline model. Assume the control signal \( u(t) \) of the ensemble in (4) is subject to a distribution \( \mathcal{U} \) defined on \( \mathcal{U} \). Then, the aggregated measurement \( Y(t) \) of \( \Sigma \) is subject to a distribution defined on \( \mathcal{F} \), denoted as \( P \), which is determined by the system dynamics of \( \Sigma \), the aggregated observation function \( G \), and the distribution of control inputs \( U \). Given a baseline ensemble \( \Gamma \), whose distribution of aggregated measurements is denoted by \( Q \), we can recognize the unknown ensemble \( \Sigma \) through detecting the similarity between \( P \) and \( Q \).

In particular, let us consider a reproducing kernel function \( \rho(\cdot, \cdot) : \mathcal{M} \times \mathcal{M} \to \mathbb{R} \) and its induced RKHS \( \mathcal{H} \). Without loss of generality, we assume the two distributions \( P \) and \( Q \) over \( \mathcal{F} \) satisfy

\[
\int_{\mathcal{F}} \rho^2(s, s) dP(s) < \infty \quad \text{and} \quad \int_{\mathcal{F}} \rho^2(s, s) dQ(s) < \infty,
\]

so that the kernel mean embeddings of \( P \) and \( Q \) are well-defined (see Lemma 4 in Appendix). Hence, the MMD in \( \mathcal{H} \) between \( P \) and \( Q \) can be evaluated numerically using i.i.d. samples from these two distributions. Specifically, we first draw independent random control signals \( \{u(k)\}_{k=1}^n \) that are subject to a fixed control input distribution \( \mathcal{U} \), and then apply these control signals to the unknown ensemble \( \Sigma \). The perturbations \( u(k) \) result in a collection of aggregated measurements \( S_1 := \{ Y_1(k)(t) \}_{k=1}^n \), which are i.i.d. samples of the distribution \( P \). Similarly, we perform the same procedure to the baseline ensemble \( \Gamma \); we first draw independent control signals \( \{u(k)\}_{k=1}^n \) that are subject to the same distribution \( \mathcal{U} \), and then apply them to \( \Gamma \) to obtain another collection of aggregated measurements \( S_2 := \{ Y_2(k)(t) \}_{k=1}^n \), which are i.i.d. samples of the distribution \( Q \). Then, the empirical MMD between \( P \) and \( Q \) computed using \( S_1 \) and \( S_2 \), denoted as \( h(S_1, S_2) \), is given by

\[
h(S_1, S_2) := \frac{1}{n_1(n_1 - 1)} \sum_{i=1}^{n_1} \sum_{j=1, j \neq i}^{n_1} \rho(Y_1(i)(t), Y_1(j)(t))
\]

\[
+ \frac{1}{n_2(n_2 - 1)} \sum_{i=1}^{n_2} \sum_{j=1, j \neq i}^{n_2} \rho(Y_2(i)(t), Y_2(j)(t))
\]

\[
- \frac{2}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \rho(Y_1(i)(t), Y_2(j)(t)),
\]

which is an unbiased estimate of \( \text{MMD}^2(P, Q, \rho) \). Since \( \text{MMD}^2(P, Q, \rho) = 0 \) implies \( P = Q \), given that \( \rho \) is a universal kernel, we call the unknown ensemble \( \Sigma \) dynamically equivalent to the baseline ensemble \( \Gamma \) if \( h(S_1, S_2) = 0 \).

In practice, we may run a test on the null-hypothesis of \( P = Q \). Without loss of generality, we assume \( n_1 = n_2 = I \). Then, we have the following corollary on the number of sampled trajectories to falsely reject the null-hypothesis with low probability.

Corollary 2. Given a non-empty set \( \mathcal{F} \) of aggregated measurements, a reproducing kernel \( \rho : \mathcal{F} \times \mathcal{F} \to \mathbb{R} \) satisfying \( 0 < \rho(x, y) < C \) for some constant \( C > 0 \) and \( x, y \in \mathcal{F} \), and two collections of i.i.d. samples \( S_1 := \{ x_k \}_{k=1}^I \) and \( S_2 := \{ y_k \}_{k=1}^I \) from two independent distributions \( P \) and \( Q \) defined on \( \mathcal{F} \), respectively, the number of samples required, i.e., \( I \), to falsely reject the null-hypothesis \( P = Q \) with probability lower than \( \alpha \) up to \( \epsilon \)-error, is given by

\[
I > \frac{16C^2}{\epsilon^2} \ln \alpha.
\]
Furthermore, given a fixed $I > 0$, the acceptance region of $\mathbb{P} = \mathbb{Q}$ at significance level of $\alpha$, is given by

$$h(S_1, S_2) \leq 4C \sqrt{-\ln \alpha / I}. \quad (7)$$

Proof. As proved in [10], it holds that

$$\Pr(h(S_1, S_2) > \epsilon) \leq \exp\left(-\frac{\epsilon^2 I}{16C^2}\right),$$

given the null-hypothesis $\mathbb{P} = \mathbb{Q}$. Let

$$\Pr(h(S_1, S_2) > \epsilon) \leq \exp\left(-\frac{\epsilon^2 I}{16C^2}\right) < \alpha,$$

then we have $I > -\frac{\ln \alpha}{\epsilon^2} \ln \alpha$ when $\epsilon$ and $\alpha$ are fixed; and $\epsilon > 4C \sqrt{(-\ln \alpha)/I}$ when $I$ and $\alpha$ are fixed. Therefore, we reject the null-hypothesis of $\mathbb{P} = \mathbb{Q}$ at a significance level of $\alpha$ when $h(S_1, S_2) > 4C \sqrt{(-\ln \alpha)/I}$, which yields the acceptance region as in (7). □

B. Aggregated Markov Parameters and Linear Ensemble Approximation

In the last subsection, we have introduced a highly-conceptualized framework to recognize an unknown ensemble system $\Sigma$ with aggregated measurements by comparing it with a baseline ensemble $\Gamma$ through computing MMD in an RKHS. However, this framework requires us to make an educated guess on the baseline model in order to accurately recognize the unknown ensemble. Therefore, it is critical to devise a systematic approach to adaptively update the baseline model, and thus improves the recognition results. In this subsection, we propose a novel concept of aggregated Markov parameters, and provide a tractable procedure to design linear baseline models based on the flow of aggregated Markov parameters.

To be specific, given an unknown ensemble system $\Sigma$ in (4) and a collection of random control signals $\{u^{(k)}(t)\}_{k=1}^K \subset \mathcal{U}$, we aim to find $A(\cdot) \in C(K, \mathbb{R}^{n \times n})$, $B(\cdot) \in C(K, \mathbb{R}^{n \times m})$, and $C(\cdot) \in C(K, \mathbb{R}^{q \times n})$ to construct a baseline model in the following form,

$$\Gamma : \frac{d}{dt}Z(t, \beta) = A(\beta)Z(t, \beta) + B(\beta)u(t),$$

$$Y(t) = \int_K C(\beta)Z(t, \beta) d\beta, \quad \text{(8)}$$

which minimizes $h(S_1, S_2)$ in (6). Without loss of generality, we assume $Z(0, \beta) = 0$ for all $\beta \in K$. Hence, from the theory of linear system, the state trajectory of the linear ensemble in (8) under the control input $u^{(i)}(t)$ is given by

$$Z^{(i)}(t, \beta) = \int_0^t e^{A(\beta)(t-s)}B(\beta)u^{(i)}(s) \, ds$$

$$= \int_0^t \sum_{j=0}^\infty \frac{A^j(\beta)(t-s)^j}{j!}B(\beta)u^{(i)}(s) \, ds$$

$$= \sum_{j=0}^\infty \left\{ \frac{1}{j!}A^j(\beta)B(\beta) \int_0^t (t-s)^j u^{(i)}(s) \, ds \right\}.$$

So the aggregated measurement $Y^{(i)}(t)$ of $\Gamma$, under the control input $u^{(i)}(t)$, is given by

$$Y_2^{(i)}(t) = \int_K C(\beta)Z^{(i)}(t, \beta) d\beta$$

$$= \sum_{j=0}^\infty \left\{ \frac{1}{j!} \int_K C(\beta)A^j(\beta)B(\beta) d\beta \int_0^t (t-s)^j u^{(i)}(s) \, ds \right\}.$$

From the aggregated measurement $Y_2^{(i)}(t)$ above, we define the aggregated Markov parameters as follows.

Definition 4. The aggregated Markov parameters $\eta_j (j \in \mathbb{N})$, for the baseline model $\eta$ in (8) is defined as

$$\eta_j := \frac{1}{j!} \int_K C(\beta)A^j(\beta)B(\beta) d\beta \in \mathbb{R}^{q \times m}.$$

If we denote $\Lambda_{ij}(t) := \int_0^t (t-s)^j u^{(i)}(s) \, ds$, then the aggregated measurement is written as $Y_2^{(i)}(t) = \sum_{j=0}^\infty \eta_j \Lambda_{ij}(t)$. We observe that $\Lambda_{ij}(t) (i = 1, \ldots, N$ and $j \in \mathbb{N})$ is uniquely determined by $u^{(i)}(t)$ and independent from the dynamics of $\Gamma$. Therefore, the design of $A(\cdot), B(\cdot)$, and $C(\cdot)$ boils down to the design of aggregated Markov parameters, i.e., $\eta_j$'s.

For ease of exposition, we assume that $m = q = 1$, since the multidimensional case where $m > 1, q > 1$ can be addressed by designing each component of $\eta_j$. If we denote the sequence $\{\eta_j\}_{j=1}^\infty$ by $\eta$, and use $\Gamma(\eta)$ to denote the ensemble in (8) satisfying $\eta_j := \frac{1}{j!} \int_K C(\beta)A^j(\beta)B(\beta) d\beta$, then by Lemma 5 in Appendix, it holds that $\eta = \{\eta_j\}_{j=0}^\infty \in l_2$ is square-summable.

To design a collection of aggregated Markov parameters $\eta$ minimizing the MMD between $\Sigma$ and $\Gamma(\eta)$, we consider a gradient flow on $\eta$. Specifically, let $\dot{h}(\eta) = h(S_1, S_2(\eta))$, where $S_2(\eta)$ denotes the collection of aggregated measurements of $\Gamma(\eta)$ and $h(S_1, S_2)$ is defined as in (6). We compute a flow of aggregated Markov parameters $\eta(s)$ by numerically simulating the differential equation given by

$$\frac{d}{ds} \eta(s) = -\nabla \tilde{h}(\eta(s)), \quad \eta(0) = \theta \in l_2,$$

where $\nabla \tilde{h}(\eta(s))$ denotes the gradient of $h$ with respect to $\eta$. Then, the MMD between $\Sigma$ and $\Gamma(\eta(s))$ is always non-increasing along the flow $\eta(s)$ since

$$\frac{d}{ds} \tilde{h}(\eta(s))(\nabla \tilde{h}(\eta(s)))^T \frac{d\eta}{ds} = -\|\nabla \tilde{h}(\eta(s))\|_{l_2}^2 \leq 0.$$

Therefore, $\eta^* := \lim_{s \to \infty} \eta(s)$ minimizes $\tilde{h}(\eta)$ to a local minimum. Although there is no guarantee that $\eta^*$ is a global minimizer of $\tilde{h}(\eta)$ since $\tilde{h}$ is in general not convex w.r.t. $\eta$, one can choose different initial conditions of (9), i.e., $\theta$, and simulate the aggregated flow for multiple times to obtain a better local minimum.

Now suppose that we have obtained a collection of aggregated Markov parameters $\eta^*_j, j \in \mathbb{N}$ such that $\tilde{h}(\eta^*)$ is sufficiently small, we can construct $A(\cdot) \in \mathbb{R}^{n \times n}$, $B(\cdot) \in \mathbb{R}^{n \times m}$, and $C(\cdot) \in \mathbb{R}^{q \times n}$ satisfying

$$\eta^*_j := \frac{1}{j!} \int_K C(\beta)A^j(\beta)B(\beta) d\beta.$$
to realize a linear ensemble system as in (8) that approximates the unknown ensemble \( \Sigma \). Indeed, there exists infinitely many linear ensemble realizations for a given set of aggregated Markov parameters, so it depends on one’s prior knowledge to determine the dimension of the baseline linear ensemble, i.e., \( n \). It is worthwhile to mention that when \( \eta_j \)'s are scalar, the minimal linear ensemble realization is always 1-dimensional, i.e., \( n = 1 \).

Specifically, we can set \( B(\cdot) = C(\cdot) \equiv 1 \), and then have \( \eta_j^* = \int_K \frac{1}{\beta} A_j(\beta) \mathrm{d}\beta \). Therefore, we can recover \( A(\cdot) \) using \( \eta_j^* \)'s by constructing the moment generating function (MGF) of \( A(\cdot) \) since

\[
\sum_{j=0}^{\infty} \eta_j^* s^j = \int_K \left( \sum_{j=0}^{\infty} \frac{1}{j!} A_j(\beta) s^j \right) \mathrm{d}\beta \\
= \int_K e^{A(\beta)s} \mathrm{d}\beta = \text{MGF}_{A(s)},
\]

where the power series expansion of the moment generating function is valid as a result of Lemmas 5 and 6 (see Appendix).

C. Clustering of Ensemble Systems

In previous sections, we have introduced an RKHS-based ensemble recognition method to recognize whether an unknown ensemble is dynamically equivalent to a baseline ensemble by computing the MMD between the aggregated measurement distributions of two ensembles. Leveraging the idea of computing pairwise MMDs, the proposed RKHS-based approach can be extended for the purpose of clustering multiple unknown ensembles.

In Figure 4, we illustrate the idea of clustering 4 ensembles of unknown ensembles, which can be generalized to clustering arbitrary number of ensemble systems. Specifically, we generate random control signals under a distribution \( U \), and apply them to all the 4 ensembles, yielding 4 distributions of aggregated measurements, denoted as \( P, Q, S, W \), respectively. As mentioned in Section II-B, given a universal reproducing kernel \( \rho : \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{R} \) and its induced RKHS \( \mathcal{H} \), there exists a bijection between the space of distributions over \( \mathcal{F} \) and the RKHS \( \mathcal{H} \). Hence, through the kernel mean embedding, the distributions \( P, Q, S, W \) associated with the 4 unknown ensembles are mapped as 4 elements in \( \mathcal{H} \), i.e., \( \mu_P, \mu_Q, \mu_S, \mu_W \), respectively. In the RKHS \( \mathcal{H} \), the distance between two kernel mean embeddings can be characterized by computing MMD using the corresponding aggregated measurements. Therefore, we can use any metric-based clustering methods, such as the agglomerative hierarchical clustering, to cluster the unknown ensembles by clustering their kernel mean embeddings in RKHS.

IV. Numerical Experiments

In this section, we provide various examples to illustrate the efficacy and robustness of the proposed ensemble recognition and clustering approaches in RKHS. If not specified, we select the aggregated measurements to be the statistical moments of the state trajectory \( X(t, \cdot) \). Specifically, the aggregated measurements of an experiment take the form of \( Y(t) = (Y_{1}(t), \ldots, Y_{q}(t))^\top \subset \mathcal{F} \), where \( \mathcal{F} \) is the set of all possible aggregated measurements as defined in (5), and \( Y_{\alpha}(t), \alpha = 1, \ldots, q, \) is the \( \alpha \)-th moment of \( X(t, \cdot) \), given by

\[
Y_{\alpha}(t) = \frac{1}{|K|} \int_K X_{\alpha}(t, \beta) \mathrm{d}\beta.
\]

Here \( X_{\alpha}(t, \beta) = (x_{1,\alpha}(t, \beta), \ldots, x_{n,\alpha}(t, \beta))^\top \), and \( x_{j}(t, \beta), j = 1, \ldots, n, \) is the \( j \)-th component of \( X(t, \beta) \).

When computing the MMDs, we select the reproducing kernel \( \rho : \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{R} \) as the Gaussian-RBF kernel, that is, a kernel which satisfies that for any \( x, y \) in the RKHS \( \mathcal{H} \) induced by \( \rho \), we have

\[
\rho(x, y) = \exp \left( -\sigma \sum_{\alpha=1}^{q} \int_0^T \| x_{\alpha}(s) - y_{\alpha}(s) \|^2 \mathrm{d}s \right),
\]

where \( \sigma > 0 \) and \( \| \cdot \|_2 \) denotes the 2-norm in \( \mathbb{R}^n \). As a result of Theorem 3 in Appendix, we have \( \rho \) to be a universal reproducing kernel. Furthermore, since \( 0 < \rho(x, y) < 1 \) for all \( x, y \in \mathcal{H} \), the constant \( C \) in (7) can be selected as \( C = 1 \).

Example 4 (Recognizing an ensemble using different numbers of moment trajectories). In this example, we consider the ensemble of 2-dimensional harmonic oscillators, given by

\[
\frac{\mathrm{d}}{\mathrm{d}t} X(t, \beta) = \begin{bmatrix} 0 & -\beta \\ \beta & 0 \end{bmatrix} X(t, \beta) + \begin{bmatrix} u \\ v \end{bmatrix}, \beta \in K,
\]

where \( X(t, \cdot) \in L^2(K, \mathbb{R}^2) \) is the state, and \( u(t), v(t) : [0, T] \rightarrow \mathbb{R} \) are piecewise constant control signals.

We aim to characterize the numerical performance of the proposed RKHS-based ensemble recognition approach with respect to different numbers of sampled moment trajectories. Specifically, we choose \( K = [-1, 1], T = 1, \) and fix the initial condition of the ensemble of harmonic oscillators in (11) as \( X(0, \cdot) = (1, 0)^\top \) for all \( \beta \in K \). We then generate random control signals \( \{u(k)(t)\} \) and \( \{v(k)(t)\}, k = 1, \ldots, 1000 \), where each signal is discretized by a time-step of 0.02 with the value at each time-step randomly drawn from \([-5, 5]\) under a uniform distribution.
Then, we run 1000 independent experiments by applying the control signals \( u(k), v(k), k = 1, \ldots, 1000 \) on the ensemble in (11). To collect the aggregated measurements, we randomly drew 300 points from \([-1, 1]\) under a uniform distribution, denoted as \( \beta_i, i = 1, \ldots, N \), then computed the first 3 of statistical moments in each experiment using

\[
Y_\alpha(t) = \frac{1}{300} \sum_{k=1}^{300} X^\alpha(t, \beta_k), \quad \alpha = 1, 2, 3.
\]

We denote \( S_0 := \{Y^{(k)}(t)\}_{k=1}^{1000} \) as the collection of aggregated measurements in all 1000 experiments, and \( S_0|_I \) as a subset of \( S_0 \) consists of \( I \) random samples drawn from \( S_0 \) under a uniform distribution. We compute the empirical MMD between \( S_0|_I \) and \( S_0|_I \) with \( I_1 = I_2 = I \), and varied \( I \) from 1 to 1000. Figure 5 demonstrates the results of the computed empirical MMD, where the acceptance region is obtained from (7), and the constant parameter in the reproducing kernel is taken as \( \sigma = 1 \times 10^{-3} \). Each point on the solid blue curve represents the mean plus/minus the standard deviation of 50 independent experiments. In this experiment, we observe from Figure 5 that the null-hypothesis that two subsets \( S_0|_I \) and \( S_0|_{I'} \) were generated from the same ensemble should be accepted at a significance level of \( \alpha = 0.05 \), when the sample of moment trajectories is decently large, for example \( I \geq 10 \).

Example 5 (Recognizing an ensemble using different sets of sampled systems). The purpose of this example is to show that the proposed RKHS-based recognition approach is robust against different sample of \( \beta_i \)'s. Similar to the previous example, we apply the control signals \( u(k), v(k), k = 1, \ldots, 1000 \) to the ensemble of harmonic oscillators in (11). Then, we construct two other ensembles of harmonic oscillators by changing the index range to be \( K = [-1, 1] \) and \( K = [-2, 2] \), and computed their statistical moments of order 1 to 6 as the aggregated measurements, which we denote as \( S_1 \) and \( S_2 \), respectively. In this case, the null-hypothesis of \( S_k \) and \( S_k \), \( i, j = 0, 1, 2 \) generated from the same ensemble should be rejected at a significance level of \( \alpha = 0.05 \) if \( \text{MMD}^2(S_k, S_j) > \frac{4 \times 1 \times 0.05}{\sqrt{1000}}/\ln(0.05) = 0.219 \).

The pairwise MMDs among \( S_0, S_1, \) and \( S_2 \) are shown in Table I, where the constant parameter in the reproducing kernel was selected as \( \sigma = 1 \times 10^{-3} \). As we shall observe from Table I, when only considering the 1st-order moment, i.e., \( d = 1 \), all three ensembles were recognized as the same ensemble; while when higher order of moments were involved, i.e., \( d = 2 \) or \( d = 3 \), the proposed RKHS-based approach successfully distinguished the 3 different ensembles, although the samples of \( \beta_i \)'s were not identical in these 3 cases.

Next, we present an example of inferring the aggregated Markov parameters of an ensemble system through an aggregated flow in Section III-B.

Example 6 (Linear ensemble approximation of an unknown ensemble). We consider an ensemble of linear systems indexed by \( \beta \in [0.5, 1] \), with its aggregated measurements given by

\[
\frac{d}{dt} \begin{bmatrix} x_1(t, \beta) \\ x_2(t, \beta) \end{bmatrix} = \begin{bmatrix} 0 & -\beta \\ \beta & 0 \end{bmatrix} \begin{bmatrix} x_1(t, \beta) \\ x_2(t, \beta) \end{bmatrix} + \begin{bmatrix} u \\ 0 \end{bmatrix}, \quad y(t) = \int_{0.5}^{1} x_1(t, \beta) \, d\beta,
\]

where the initial condition is set to be \( x_1(t, \beta) = x_2(t, \beta) = 0 \) for all \( \beta \in [0.5, 1] \).

For the above ensemble system, we construct a collection of 100 random control signals \( \{u(k)\}_{k=1}^{100}, t \in [0, 1] \), where each signal is discretized by a time-step of 0.001, and the value at each time step is randomly drawn from \([-2, 2]\) under a uniform distribution. Then, we run 100 independent experiments by applying \( u(k), k = 1, \ldots, 100 \), and collected the corresponding aggregated measurements, denoted as \( y^{(k)}(t) \). To recognize the first 10 aggregated Markov parameters of the above ensemble, we conduct the method of aggregated flow described in (9), and the results are illustrated in Figures 6a and 6b. When simulating the aggregated flow, we apply the first-order approximation of 6b, given by

\[
\eta(s_{k+1}) = \eta(s_k) - \epsilon \nabla h(\eta(s_k)),
\]

with \( \epsilon = 0.001 \). The actual and estimated Markov parameters, denoted by \( \eta_j \) and \( \hat{\eta}_j \), respectively, after 500 iterations, i.e., \( k = 500 \), are shown in Table II. Figure 6c provides the aggregated measurements collected from the ensemble in (12) and from the linear ensemble constructed using \( \hat{\eta}_j \)'s, which are denoted by \( \hat{y}^{(k)}(t) \) and \( \hat{y}^{(k)}(t) \), \( k = 1, 2, 3 \). For demonstration purpose, only the aggregated measurements of the first 3 experiments are plotted.

The examples above in this section exhibit the efficacy and robustness of our framework in recognizing an unknown ensemble. In what follows, we will demonstrate the robustness of the proposed approach to recognize and cluster multiple different ensembles. The system dynamics of all the ensembles under consideration are displayed in Table III.

Example 7 (Recognizing different ensembles). In this part, we consider the ensemble indexed 1 - 4 in Table III, denoted by \( \Sigma_1, \ldots, \Sigma_4 \), respectively. We aim to recognize...
TABLE I: Results of recognizing ensembles through different sampled systems, through different orders of statistical moments.

| $d$ | 0 | 1 | 2 | 3 |
|-----|---|---|---|---|
| 0   | 0.002 | 0.002 | 0.012 | 0.002 | 0.004 | 0.307 | 0.001 | 0.097 | 1.030 |
| 1   | 0.002 | 0.002 | 0.012 | 0.004 | 0.291 | 0.105 | 0.001 | 1.034 |
| 2   | 0.012 | 0.012 | 0.012 | 0.306 | 0.291 | 0.002 | 1.030 | 1.034 | 0.001 |

random control signals $\{u^{(k)}(t)\}_{k=1}^{1000}$, $\{v^{(k)}(t)\}_{k=1}^{1000}$, where each signal was discretized by a time-step of 0.02 with the value at each time-step randomly drawn from $[-5, 5]$ under a uniform distribution. Then, we run 1000 independent experiments by applying the control signals $u^{(k)}(t)$ and $v^{(k)}(t)$ on all the ensembles $\Sigma_0, \ldots, \Sigma_4$. To collect the aggregated measurements, we randomly draw 100 points from $K$, denoted as $\beta_i$, $i = 1, \ldots, 10$, under a uniform distribution, and computed the 1st-order moment as

$$Y_j^{(k)}(t) = \sum_{i=1}^{10} X_j^{(k)}(t, \beta_i), j = 0, \ldots, 4, k = 1, \ldots, 1000,$$

where $X_j^{(k)}(t, \cdot)$ is the state trajectory of the $j$th ensemble in the $k$th experiment.

We denote $S_j := \{Y_j^{(k)}(t)\}_{k=1}^{1000}, j = 0, \ldots, 4$, as the collection of aggregated measurements from the $j$th ensemble. In this case, the null-hypothesis of $S_0$ and $S_1$, $i, j = 0, 1, 2$ were generated from the same ensemble should be rejected at a significance level of $\alpha = 0.05$ if

$$\text{MMD}(S_i, S_j) > \frac{4 \times 100}{\sqrt{1000}} \sqrt{-\ln 0.05} = 0.219.$$

Table IV displays the pairwise MMDs between $\Sigma_0, \Sigma_1, \ldots, \Sigma_4$, where the constant parameter in the reproducing kernel is taken as $\sigma = 1$. It is shown in Table IV that the proposed RKHS-based ensemble recognition successfully identify that $\Sigma_1 \equiv \Sigma_0$ (up to the 1st-order moment), while $\Sigma_2, \Sigma_3, \Sigma_4$ are not, at a significance level of 0.05.

If we have the prior knowledge that all the ensembles are linear, then we can calibrate the aggregated measurements to successfully identify the system dynamics of $\Sigma_0, \Sigma_1$, and $\Sigma_2$. Specifically, besides the aggregated measurements $Y_j^{(k)}(t), j = 0, \ldots, 4, k = 1, \ldots, 1000$, we also collect the aggregated measurements of each ensemble under the null-inputs $u(t) = v(t) = 0$, denoted by $Y_j^{(0)}(t), j = 0, \ldots, 4$. Then, we can calibrate the aggregated measurements to only identify the system dynamics, offsetting the effect of initial conditions. Since we know from linear system theory that

$$Y_j^{(k)}(t) - \bar{Y}_j(t) = \frac{1}{100} \sum_{i=1}^{100}(X_j^{(k)}(t, \beta_i) - \bar{X}_j(t, \beta_i))$$

$$= \frac{1}{100} \sum_{i=1}^{100}(\Phi_j(t, 0, \beta_i)X(0, \beta_i))$$

$$+ \int_0^t \Phi_j(t, s, \beta_i)B_j(s)u^{(k)}(s)\,ds - \Phi_j(t, 0, \beta_i)X(0, \beta_i)$$

Fig. 6: Results of linear ensemble approximation.

![Graphs showing the results of linear ensemble approximation.](image)

Table II: The actual and estimated aggregated Markov parameters of the linear ensemble in (12).

| $j$ | 0 | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|---|
| $n_1$ | 0.50 | 0.90 | -0.15 | 0.01 | 0.10 |
| $\bar{n}_1$ | 0.44 | -0.02 | -0.05 | -0.05 | -0.04 |
| $\bar{n}_j$ | 0.03 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\bar{n}_0$ | -0.03 | -0.03 | -0.03 | -0.02 | -0.02 |
Initial condition

\[ X_1(\beta) \equiv (1, 0)^\top. \]

\[ X_2(\beta) \equiv (0, 1)^\top. \]

Random in [0, 1] x [0, 1] for each \( \beta \in K \).

\[ X_4(\beta) \equiv (1, 0)^\top. \]

\[ X_5(\beta) \equiv (0, 1)^\top. \]

Random in [0, 1] x [0, 1] for each \( \beta \in K \).

\[ X_7(\beta) \equiv (1, 0)^\top. \]

\[ X_8(\beta) \equiv (0, 1)^\top. \]

\[ X_9(\beta) \equiv (1, 0)^\top. \]

**Table III**: The system dynamics and initial conditions of the 9 ensembles for recognition and clustering.

| \( j \) | \( \frac{d}{dt} X(t, \beta) = \begin{bmatrix} 0 & -\beta \\ \beta & 0 \end{bmatrix} X(t, \beta) + \begin{bmatrix} u \\ v \end{bmatrix} \) |
| --- | --- |
| 1 | \( \frac{d}{dt} X(t, \beta) = \begin{bmatrix} 0 & -\beta \\ \beta & 0 \end{bmatrix} X(t, \beta) + \begin{bmatrix} u \\ v \end{bmatrix} \) |
| 2 | \( \frac{d}{dt} X(t, \beta) = \begin{bmatrix} 0 & -2\beta \\ 2\beta & 0 \end{bmatrix} X(t, \beta) + \begin{bmatrix} u \\ v \end{bmatrix} \) |
| 3 | \( \frac{d}{dt} X(t, \beta) = \begin{bmatrix} 0 & -\beta + 10 \\ \beta - 10 & 0 \end{bmatrix} X(t, \beta) + \begin{bmatrix} u \\ v \end{bmatrix} \) |
| 4 | \( \frac{d}{dt} X(t, \beta) = \begin{bmatrix} 0 & 0 \\ \beta & 0 \end{bmatrix} X(t, \beta) + \begin{bmatrix} u \\ v \end{bmatrix} \) |

**Table IV**: The empirical MMDs between \( \Sigma_0 \) and \( \Sigma_j \), \( j = 1, \ldots, 4 \) computed using 1000 aggregate measurements.

\[
\frac{1}{100} \sum_{i=1}^{100} \int_0^t \Phi_j(t, s, \beta_i) B_j(s) u^{(k)}(s) \, ds,
\]

where \( X_j^{(k)}(t, \cdot), j = 0, \ldots, 4 \) is the state trajectory of the \( j \)-th ensemble under the control inputs \( u^{(k)}(t) \) and \( v^{(k)}(t) \); \( \bar{X}_j(t, \cdot) \) is the state trajectory of the \( j \)-th ensemble under the null-inputs \( u(t) = v(t) = 0 \); \( \Phi_j(t, s, \beta_i) \) and \( B_j(\cdot) \) are the transition matrix and the control vector field of the \( j \)-th ensemble, respectively.

Finally, we calibrate the collection of aggregated measurements as \( \hat{S}_j = \{ Y_j^{(k)}(t) - \bar{Y}_j(t) \}_{k=1}^{1000} \). Table V demonstrates the MMDs between \( \Sigma_0 \) and \( \Sigma_1, \ldots, \Sigma_4 \), computed through calibrated aggregated measurements. Following the same hypothesis test above, we conclude that \( \Sigma_1, \Sigma_2, \) and \( \Sigma_3 \) are dynamically equivalent to \( \Sigma_0 \) (up to \( 1 \)-th order moment at a significance level of 0.05), while \( \Sigma_4 \) is not.

**Table V**: The empirical MMDs between \( \hat{S}_0 \) and \( \hat{S}_j \), computed using 1000 calibrated aggregate measurements, provided the prior knowledge that these ensembles are linear ensembles.

| \( j \) | 1 | 2 | 3 | 4 |
| --- | --- | --- | --- | --- |
| \( \text{MMD} \hat{S}_0, \hat{S}_j \) | 0.00 | 0.15 | 0.76 | 1.84 |

**Example 8** (Clustering multiple ensembles). In the last example, we aim to cluster all 9 ensembles of linear systems in Table III using aggregated measurements.

First let us apply the randomly generated control signals \( u^{(k)}(t) \) and \( v^{(k)}(t) \) \((k = 1, \ldots, 1000)\) in Example 7 to all 9 linear ensembles. Then, we take the collections of calibrated aggregated measurements as \( \hat{S}_j := \{ Y_j(t)^{(k)} - \bar{Y}_j(t) \}_{k=1}^{1000}, j = 1, \ldots, 9 \), where \( Y_j(t)^{(k)} \) and \( \bar{Y}_j(t) \) are the \( 1 \)-th order moment trajectory of \( \Sigma_j \) under the control inputs \( [u^{(k)}(t), v^{(k)}(t)]^\top \) and the null-inputs \( u(t) = v(t) \equiv 0 \), respectively. The pairwise MMDs among all 9 ensembles are presented in Table VI. Figure 7 presents the agglomerative hierarchical cluster tree of the 9 ensembles, based on the pairwise MMDs in Table VI. It is shown in Figure 7 that the 9 linear ensembles are clustered into 4 clusters, namely \( \{ \Sigma_1, \Sigma_2, \Sigma_3 \}, \{ \Sigma_4, \Sigma_5, \Sigma_6 \}, \{ \Sigma_7, \Sigma_8 \} \) and \( \{ \Sigma_9 \} \), where the ensembles in each cluster have the same dynamics.

**V. Conclusions**

In this paper, we propose a novel framework to learn the system dynamics of an unknown ensemble using its aggregated measurements in reproducing kernel Hilbert spaces. We demonstrate that we can identify unknown ensembles by comparing the distribution of their aggregated measurements after perturbing the systems using random control inputs. Additionally, by introducing a new notion of aggregated Markov parameters, we also provide
a systematic approach to recognize and cluster unknown ensembles by linear approximation, without the need of a baseline model or any prior knowledge on the system dynamics. Ample examples are included in the paper to illustrate the efficacy and robustness of our framework.

APPENDIX

In this appendix, we review some technical results regarding RKHS and universal kernels that are necessary to the development of our framework.

**Definition 5.** Let $X$ be a compact metric space. A continuous kernel $\rho : X \times X \to \mathbb{R}$ is said to be universal if the RKHS $H$ associated with $\rho$ is dense in $C(X)$ with respect to sup-norm, i.e., for every $f \in C(X)$ and $\epsilon > 0$, there exists $g \in H$ such that $\|f - g\|_{L^\infty} < \epsilon$.

**Theorem 3.** Let $X$ be a compact metric space, $H$ be a separable Hilbert space, and $i : X \to H$ be an injective map. Then, the Gaussian-RBF-type kernel $\rho : X \times X \to \mathbb{R}$, given by

$$
\rho(x_1, x_2) := \exp(-\sigma\|i(x_1) - i(x_2)\|_H^2),
$$

is a universal kernel, where $\sigma > 0$ and $\|\cdot\|_H$ denotes the norm induced by inner product of $H$.

**Proof.** See [4], Theorem 2.2. \qed

**Lemma 4.** Let $X$ be a non-empty set, $\rho : X \times X \to \mathbb{R}$ be a reproducing kernel, and $H$ be its associated RKHS. Given a probability distribution defined on $P$, if $\rho(\cdot, \cdot)$ is measurable and $E_x[\sqrt{\rho(x, x)}] := \int_X \sqrt{\rho(x, x)} dP(x) < \infty$, then the kernel mean embedding of $P$, denoted as $\mu_P$, is in $H$, i.e.,

$$
\mu_P = \int_X \rho(\cdot, x) dP(x) \in H.
$$

**Proof.** See Lemma 3 in [8]. \qed

**Lemma 5.** Let $K \subset \mathbb{R}$ be compact, $A(\cdot) \in C(K, \mathbb{R}^{n \times n})$, $B(\cdot) \in C(K, \mathbb{R}^{n \times 1})$, and $C(\cdot) \in C(K, \mathbb{R}^{1 \times n})$. The infinite sequence $\eta = \{\eta_j\}_{j=1}^\infty$, where

$$
\eta_j = \frac{1}{j!} \int_K C(\beta) A^j(\beta) B(\beta) d\beta
$$

is square-summable, i.e., $\sum_{j=0}^\infty \eta_j^2 < \infty$, $\eta \in \ell^2$. Furthermore, it holds that

$$
\lim_{j \to \infty} (j! \eta_j)^{\frac{1}{j}} < \infty.
$$

**Proof.** It suffices to show that $\sum_{j=0}^\infty |\eta_j| < \infty$. This is evident since

$$
\sum_{j=0}^\infty |\eta_j| \leq \int_K |C(\beta)| \|A(\beta)\| \|B(\beta)\| d\beta < \infty,
$$

where $|A(\beta)|$, $|B(\beta)|$, and $|C(\beta)|$ are the element-wise absolute values of $A(\beta)$, $B(\beta)$, and $C(\beta)$, respectively; and the second inequality holds since $|C(\cdot)| \|e^{A(\cdot)}\| B(\cdot)$ is continuous.

To show that $\lim_{j \to \infty} (j! \eta_j)^{\frac{1}{j}} < \infty$, it suffices to observe that

$$
\lim_{j \to \infty} (j! \eta_j)^{\frac{1}{j}} = \lim_{j \to \infty} \left( \int_K C(\beta) A^j(\beta) B(\beta) d\beta \right)^{\frac{1}{j}} \leq \lim_{j \to \infty} \left( |K| \|C\| \|A\|^j \|B\| \right)^{\frac{1}{j}} = \|A\| < \infty,
$$

where $\|\cdot\|$ denotes the sup-norm over $K$ and $|K| := \int_K 1 d\beta$ is the Lebesgue measure of $K$. \qed

**Lemma 6.** Let $X$ be a random variable. If the limit $\lim_{n \to \infty} (E[X^n])^{\frac{1}{n}}$ exists, then the moment generating function of $X$, denoted as $M_X$, has a power series expansion over the whole real line, i.e.

$$
M_X(s) := E[e^{sX}] = \sum_{k=0}^{\infty} \frac{s^k}{k!} E[X^k],
$$

for all $s \in \mathbb{R}$.

| $i$ | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    |
|-----|------|------|------|------|------|------|------|------|------|
| 1   | 0.02 | 0.02 | 0.02 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 0.86 |
| 2   | 0.02 | 0.02 | 0.02 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 0.86 |
| 3   | 0.02 | 0.02 | 0.02 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 0.86 |
| 4   | 1.71 | 1.71 | 1.71 | 0.02 | 0.02 | 1.71 | 1.71 | 1.71 | 0.85 |
| 5   | 1.71 | 1.71 | 1.71 | 0.02 | 0.02 | 1.71 | 1.71 | 1.71 | 0.85 |
| 6   | 1.71 | 1.71 | 1.71 | 0.02 | 0.02 | 1.71 | 1.71 | 1.71 | 0.85 |
| 7   | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 0.02 | 0.86 |
| 8   | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 0.02 | 0.86 |
| 9   | 0.86 | 0.86 | 0.86 | 0.85 | 0.85 | 0.85 | 0.85 | 0.86 | 0.02 |

TABLE VI: The pairwise MMDs among the unknown ensembles $\Sigma_j$’s computed using the calibrated aggregated measurements $\hat{S}_j$, $j = 1, \ldots, 9$, provided the prior knowledge that these ensembles are all linear ensembles.
Proof. It is not hard to observe that the power series \( \sum_{k=0}^{\infty} \frac{s^k}{k!} E[X^k] \) has a radius of convergence, denoted as \( R \), such that
\[
\frac{1}{R} = \limsup_{n \to \infty} \left( \frac{1}{n!} E[X^n] \right)^{1/2n}.
\]
Let \( C = \lim_{n \to \infty} (E[X^n])^{1/2n} \). Then, (14) is computed as
\[
R = \frac{1}{C} \lim_{n \to \infty} (n!)^{1/2n}.
\]
By Stirling’s formula, \( n! \approx \sqrt{2\pi n} n^n e^{-n} \) when \( n \) is sufficiently large. Hence \( (n!)^{1/2n} \to \infty \) as \( n \to \infty \), which implies that \( R = \infty \). Therefore, the power series \( \sum_{k=0}^{\infty} \frac{s^k}{k!} E[X^k] \) converges for all \( s \in \mathbb{R} \).

\[
\sum_{k=0}^{\infty} \frac{s^k}{k!} E[X^k] \text{ has a radius of convergence, denoted as } R, \text{ such that }
\frac{1}{R} = \limsup_{n \to \infty} \left( \frac{1}{n!} E[X^n] \right)^{1/2n}.
\]

Let \( C = \lim_{n \to \infty} (E[X^n])^{1/2n} \). Then, (14) is computed as
\[
R = \frac{1}{C} \lim_{n \to \infty} (n!)^{1/2n}.
\]
By Stirling’s formula, \( n! \approx \sqrt{2\pi n} n^n e^{-n} \) when \( n \) is sufficiently large. Hence \( (n!)^{1/2n} \to \infty \) as \( n \to \infty \), which implies that \( R = \infty \). Therefore, the power series \( \sum_{k=0}^{\infty} \frac{s^k}{k!} E[X^k] \) converges for all \( s \in \mathbb{R} \).
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