On Skew Convolutional and Trellis Codes
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Abstract—Two new classes of skew codes over a finite field $\mathbb{F}$ are proposed, called skew convolutional codes and skew trellis codes. These two classes are defined by, respectively, left or right sub-modules over the skew fields of fractions of skew polynomials over $\mathbb{F}$. The skew convolutional codes can be represented as periodic time-varying ordinary convolutional codes. The skew trellis codes are in general nonlinear over $\mathbb{F}$. Every code from both classes has a code trellis and can be decoded by Viterbi or BCJR algorithms.

I. INTRODUCTION

Convolutional codes were introduced by Elias in 1955 [1]. These codes became popular when in 1967 Viterbi invented his decoding algorithm [2] and Forney [3] drew a code trellis which made understanding the Viterbi algorithm easy and its maximum-likelihood nature obvious. Convolutional codes are widely used in telecommunications, e.g., in Turbo codes and in the WiFi IEEE 802.11 standard, in cryptography, etc.

The most common versions are binary convolutional codes; non-binary convolutional codes are used for higher orders of modulation [4] or data streaming [5]. It is known that periodic time-varying convolutional codes improve the free distance and weight distribution over fixed codes, see, e.g., Mooser [6] and Lee [7]. This is a motivation to introduce the new class of linear skew convolutional codes that can be represented as periodic non-binary convolutional codes. The new class is defined as a left module over a skew field $\mathbb{Q}$ that will be introduced later. A right module over $\mathbb{Q}$ defines another interesting class of nonlinear trellis codes.

Our goal is to define and to give a first encounter with the introduced skew codes. The proofs and additional results about the skew convolutional codes as well as more examples and references can be found in the journal version [8].

II. SKEW CONVOLUTIONAL CODES

A. Skew polynomials and fractions

Consider a field $\mathbb{F}$ and an automorphism $\theta$ of the field. Later on, we will use the finite field $\mathbb{F} = \mathbb{F}_q = \mathbb{F}[\theta]$ with the Frobenius automorphism

$$\theta(a) = a^q \quad (1)$$

for all $a \in \mathbb{F}$. Denote by $\mathcal{R} = \mathbb{F}[D; \theta]$ the noncommutative ring of skew polynomials in $D$ over $\mathbb{F}$ (with zero derivation)

$$\mathcal{R} = \{a(D) = a_0 + a_1D + \cdots + a_nD^n \mid a_i \in \mathbb{F} \text{ and } n \in \mathbb{N}\}.$$

The addition in $\mathcal{R}$ is as usual. The multiplication is defined by the basic rule

$$D a = \theta(a) D$$

and is extended to all elements of $\mathcal{R}$ by associativity and distributivity. The ring $\mathcal{R}$ has a unique left skew field of fractions $\mathbb{Q}$, from which it inherits its linear algebra properties; see, e.g., [9] for more details and [8] for some examples.

B. Definition of skew convolutional codes

Much of linear algebra can be generalized from vector spaces over a field to (either left or right) modules over the skew field $\mathbb{Q}$. Indeed, it is shown in [9, Theorem 1.4] that any left $\mathbb{Q}$-module $\mathcal{C}$ is free, i.e., it has a basis, and any two bases of $\mathcal{C}$ have the same cardinality, which is the dimension of $\mathcal{C}$.

Definition 1 (Skew convolutional code). A skew convolutional $[n, k]$ code $\mathcal{C}$ over the field $\mathbb{F}$ is a left sub-module of dimension $k$ of the free module $\mathbb{Q}^n$.

The elements of the code $\mathcal{C}$ are called its codewords. A codeword is an $n$-tuple over $\mathbb{Q}$, where every component is a fraction of skew polynomials from $\mathcal{R}$. The (Hamming) weight of a fraction is the number of nonzero coefficients in its expansion as a left skew Laurent series $\mathbb{F}((D))$ in increasing powers of $D$. The code $\mathcal{C}$ is $\mathbb{F}$-linear. The free distance $d_f$ of a skew convolutional code is defined to be the minimum nonzero weight over all codewords.

C. Relations with ordinary convolutional codes

Lemma 1. The class of skew convolutional codes includes ordinary time-invariant (fixed) convolutional codes.

Indeed, when $\theta = id$, a skew convolutional code coincides with an ordinary convolutional code.
A generator matrix of a skew convolutional \([n, k]\) code \(C\) is a \(k \times n\) matrix \(G(D)\) over the skew field \(Q\) whose rows form a basis for the code \(C\). If the matrix \(G(D)\) is over the ring \(R\) of skew polynomials, then \(G(D)\) is called a polynomial generator matrix for \(C\). Every skew code \(C\) has a polynomial generator matrix. Indeed, given a generator matrix \(G(D)\) over the skew field of fractions \(Q\), a polynomial generator matrix can be obtained by left multiplying each row of \(G(D)\) by the left least common multiple of the denominators in that row.

### III. Encoding

From Definition 1, every codeword \(v(D)\) of a skew code \(C\), which is an \(n\)-tuple over the skew field of fractions \(Q\):

\[
v(D) = \left( v^{(1)}(D), \ldots, v^{(n)}(D) \right), \quad v^{(j)}(D) \in Q, \quad \forall j,
\]

(2)
can be written as

\[
v(D) = u(D)G(D),
\]

(3)
where \(u(D)\) is a \(k\)-tuple (\(k\)-word) over \(Q\):

\[
u(D) = \left( u^{(1)}(D), \ldots, u^{(k)}(D) \right), \quad u^{(i)}(D) \in Q, \quad \forall i
\]

(4)
and is called an information word, and \(G(D)\) is a \(k \times n\) generator matrix of \(C\). Relation (3) already provides an encoder. This encoder is an encoder of a block code over \(Q\) and the skew code \(C\) can be considered as the set of \(n\)-tuples \(v(D)\) over \(Q\) that satisfy (3), i.e., we have \(C = \{v(D)\}\).

We write the components of \(u(D)\) and \(v(D)\) as skew Laurent series:

\[
u^{(i)}(D) = u_{0}^{(i)} + u_{1}^{(i)}D + u_{2}^{(i)}D^{2} + \ldots, \quad i = 1, \ldots, k
\]

(5)
and

\[
v^{(j)}(D) = v_{0}^{(j)} + v_{1}^{(j)}D + v_{2}^{(j)}D^{2} + \ldots, \quad j = 1, \ldots, n.
\]

(6)
Actually, in a Laurent series, the lower (time) index of coefficients can be a negative integer, but in practice, information sequence \(u^{(i)}(D)\) should be causal for every component \(i\), that is, the coefficients \(u_{t}^{(i)}D^{t}\) are zeros for time \(t < 0\). Causal information sequences should be encoded into causal code sequences, otherwise an encoder cannot be implemented, since it would then have to output code symbols before it receives an information symbol.

Denote the block of information symbols that enters an encoder at time \(t = 0, 1, \ldots\) by

\[
u_{t} = \left( u_{t}^{(1)}, u_{t}^{(2)}, \ldots, u_{t}^{(k)} \right) \in \mathbb{R}^{k}.
\]

(7)
The block of code symbols that leaves the encoder at time \(t = 0, 1, \ldots\) is denoted by

\[
v_{t} = \left( v_{t}^{(1)}, v_{t}^{(2)}, \ldots, v_{t}^{(n)} \right) \in \mathbb{R}^{n}.
\]

(8)
Combining (4), (5), and (7) we obtain the following information series with vector coefficients:

\[
u(D) = u_{0} + u_{1}D + \ldots + u_{t}D^{t} + \ldots, \quad u(D) \in \mathbb{F}((D))^{k}.
\]

(9)
Using (2), (6), and (8) we write a codeword as a series

\[
v(D) = v_{0} + v_{1}D + \ldots + v_{t}D^{t} + \ldots, \quad v(D) \in \mathbb{F}((D))^{n}.
\]

(10)
We can write a skew polynomial generator matrix \(G(D) = (g_{ij}(D)) \in \mathbb{R}^{k \times n}\) as a skew polynomial with matrix coefficients:

\[
G(D) = G_{0} + G_{1}D + G_{2}D^{2} + \ldots + G_{\mu}D^{\mu},
\]

(11)
where \(\mu\) is the maximum degree of polynomials \(g_{ij}(D)\). Matrices \(G_{i}\) are \(k \times n\) matrices over the field \(\mathbb{F}\) and \(\mu\) is called the generator matrix memory.

From (3), (9) and (10) we obtain that \(v_{t}\) is a coefficient in the product of skew series \(u(D)\) and skew polynomial \(G(D)\), which is the following skew convolution (see Fig. 1)

\[
v_{t} = u_{t}\theta^{t}(G_{0}) + u_{t-1}\theta^{t-1}(G_{1}) + \ldots + u_{t-\mu}\theta^{t-\mu}(G_{\mu}),
\]

(12)
where \(u_{t} = 0\) for \(t < 0\). This encoding rule explains the title skew convolutional code, which can be also seen as the set \(C = \{v(D)\}\) of series \(v(D)\) defined in (10).

At time \(t\), the decoder receives an information block \(u_{t}\) of \(k\) symbols from \(\mathbb{F}\) and puts out the code block \(v_{t}\) of \(n\) code symbols from \(\mathbb{F}\) using (12), hence, the code rate is \(R = k/n\). The encoder (12) uses \(u_{t}\) and also \(\mu\) previous information blocks \(u_{t-1}, u_{t-2}, \ldots, u_{t-\mu}\), which should be stored in the encoder’s memory. This is why \(\mu\) is also the encoder memory.

The coefficients \(\theta^{t-i}(G_{j})\), \(i = 0, 1, \ldots, \mu\), in the encoder (12) depend on the time \(t\). Hence, the skew convolutional code is a time varying ordinary convolutional code. Denote

\[
\tau = \min \{ i > 0 : \theta^{t-i}(G_{j}) = G_{j} \forall j = 0, 1, \ldots, \mu \}.
\]

(13)
For the field \(\mathbb{F} = \mathbb{F}_{2}^{m}\) we have \(\theta^{m} = \theta\), hence, the coefficients in (12) are periodic with period \(\tau \leq m\), and the skew convolutional code is periodic with period \(\tau \leq m\). If \(\tau < m\) then coefficients of polynomials \(g_{ij}(D)\) in the matrix \(G(D)\) belong to a subfield \(\mathbb{F}_{q^{m}}\) of \(\mathbb{F}_{2}^{m}\), and hence \(\tau|m\).

The input of the encoder can also be written as an information sequence \(u\) of \(k\)-blocks (7) over \(\mathbb{F}\)

\[
u = u_{0}, u_{1}, u_{2}, \ldots, u_{t}, \ldots,
\]

(14)
and the output as a code sequence \(v\) of \(n\)-blocks (8) over \(\mathbb{F}\)

\[
v = v_{0}, v_{1}, v_{2}, \ldots, v_{t}, \ldots.
\]

(15)
Then, the encoding rule (12) can be written in a scalar form

\[
v = uG
\]

(16)
with semi-infinite scalar generator block matrix \( G \) given by

\[
G = \begin{bmatrix}
G_0 & G_1 & G_2 & \cdots & G_{\mu} \\
\theta(G_0) & \theta(G_1) & \theta(G_2) & \cdots & \theta(G_{\mu}) \\
\theta^2(G_0) & \cdots & \theta^2(G_{\mu-1}) & \theta^2(G_{\mu}) \\
& & & & \\
& & & &
\end{bmatrix}
\]  

(17)

Thus, a skew convolutional code can be equivalently represented in scalar form as the set of matrices with semi-infinite scalar generator block matrix \( G \).

Lemma 2. A scalar generator matrix (17) can be written in the following equivalent form

\[
G = \begin{bmatrix}
\tilde{G}_0 & \theta(\tilde{G}_1) & \theta^\mu(\tilde{G}_{\mu}) \\
\tilde{G}(\tilde{G}_0) & \theta^\mu(\tilde{G}_{\mu-1}) & \theta^\mu+1(\tilde{G}_{\mu}) \\
& \cdots & \theta^\mu+1(\tilde{G}_{\mu-1}) \\
& & \theta^\mu(\tilde{G}_0) \\
& & \theta^\mu+1(\tilde{G}_0)
\end{bmatrix}
\]  

(18)

In case of identity automorphism, i.e., \( \theta = id \), the scalar generator matrix (17) of the skew code becomes a generator matrix of a fixed convolutional code [10].

For fixed convolutional codes, polynomial generator matrices with \( G_0 \) of full rank \( k \) are of particular interest [10, Chapter 3]. The skew convolutional codes use the following nice property: if \( G_0 \) has full rank, then \( \theta^i(G_0) \) has full rank as well for all \( i = 1, 2, \ldots \).

Thus, above we proved the following theorem.

Theorem 1. Given a field \( \mathbb{F} = \mathbb{F}_q^m \) with automorphism \( \theta \) in (1), any skew convolutional \([n, k]\) code \( \mathcal{C} \) over \( \mathbb{F} \) is equivalent to a periodic time-varying (ordinary) convolutional \([n, k]\) code over \( \mathbb{F} \), with period \( \tau \leq m \) (13). If \( G(D) \) is a skew polynomial generator matrix (11) of the code \( \mathcal{C} \), then the scalar generator matrix \( G \) of the time-varying code is given by (17) or (18).

IV. AN EXAMPLE

As an example consider \([2, 1]\) skew convolutional code \( \mathcal{C} \) over the field \( \mathbb{F}_Q = \mathbb{F}_{q^m} = \mathbb{F}_{2^2} \) with automorphism \( \theta(a) = a^2 \), \( a \in \mathbb{F}_2 \). The field \( \mathbb{F}_{2^2} \) consists of elements \( \{0, 1, \alpha, \alpha^2\} \), where a primitive element \( \alpha \) satisfies \( \alpha^2 + \alpha + 1 = 0 \) and we have the following relations

\[
\begin{align*}
\alpha^2 &= \alpha + 1, \\
\alpha^3 &= 1, \\
\text{and } \forall i \in \mathbb{Z}, \theta^i &= \begin{cases} 
\theta & \text{if } i \text{ is odd}, \\
\theta^2 & \text{if } i \text{ is even}.
\end{cases}
\end{align*}
\]

Let the generator matrix in polynomial form be

\[
G(D) = (1 + \alpha D, \alpha + \alpha^2 D) = G_0 + G_1 D,
\]  

(19)

where \( G_0 = (1, \alpha) \) and \( G_1 = (\alpha, \alpha^2) \). The generator matrix in scalar form (17) is

\[
G = \begin{bmatrix}
1 & \alpha & \alpha^2 \\
\alpha & \alpha^2 & \alpha \\
\alpha^2 & \alpha & \alpha^2 \\
\alpha^2 & 1 & \alpha \\
\alpha & 1 & \alpha^2 \\
\cdots
\end{bmatrix}
\]  

(20)

Here \( \mu = 1 \), hence it is a unit memory code. The encoding rule is \( v = uG \), or from (12) it is

\[
u_t = u_2 \theta^t(G_0) + u_m \theta^{t-1}(G_1), \text{ for } t = 0, 1, \ldots
\]  

(21)

From this example we can see that the class of skew convolutional codes extends the class of fixed codes. Indeed, the codeword for the information sequence \( u = 1, 0, 0, 1 \) is

\[
u = (1, \alpha), (\alpha, \alpha^2), (0, 0), (1, \alpha^2), (\alpha^2, \alpha), \text{ which cannot be obtained by any fixed } [2, 1] \text{ memory } \mu = 1 \text{ code.}
\]

The encoder (in controller canonical form [10]) with generator matrix (19) is shown in Fig. 2(a) for even \( t \) and in Fig. 2(b) for odd \( t \). The encoder has one shift register, since \( k = 1 \). There is one \( Q \)-ary memory element in the shift register shown as a rectangular, where \( Q = q^m = 4 \) is the order of the field. We need only one memory element since maximum degree of items in \( G(D) \), which consists of a single row in our example, is 1. A large circle means multiplication by the coefficient shown inside.

![Fig. 2: Encoder of the skew code \( \mathcal{C} \).](image)

In general case of a \( k \times n \) matrix \( G(D) \), we define the degree \( \nu_t \) of its \( i \)-th row as the maximum degree of its components. The external degree \( \nu \) of \( G(D) \) is the sum of its row degrees. The encoder (in controller canonical form) of \( G(D) \) over \( \mathbb{F}_Q \) has \( k \) shift registers, the \( i \)-th register has \( \nu_t \) memory elements, and total number of \( Q \)-ary memory elements in the encoder is \( \nu \).

For our example, the minimal code trellis, which has the maximum number of states, is shown in Fig. 3. The trellis consists of sections periodically repeated with period \( \tau = m = 2 \). The trellis has \( Q^\nu = 4^4 = 4 \) states labeled by elements of the field \( \mathbb{F}_Q \). For the \( t \)-th section for time \( t = 0, 1, \ldots \), every edge connects the states \( u_{t-1} \) and \( u_t \) and is labeled by the code block \( v_t \) computed according to the encoding rule (21) as follows

\[
v_t = \begin{cases}
\nu_t-1(\alpha, \alpha^2) + \nu_t(1, \alpha^2) & \text{for odd } t, \\
\nu_t-1(\alpha^2, \alpha) + \nu_t(1, \alpha) & \text{for even } t.
\end{cases}
\]  

(22)

We assume that \( u_{-1} = 0 \), i.e., the initial state of the shift register is 0.

There are two important characteristics of a convolutional code: the free distance \( d_f \) and the slope \( \sigma \) of increase of the active burst distance, defined below as in [10].
codes can be applied to skew convolutional codes. In this way, known methods to analyze fixed convolutional codes can be applied to skew convolutional codes in different ways.

The weight of a branch labeled by a vector $v_t$ is defined to be the Hamming weight $w(v_t)$ of $v_t$. The weight of a path is the sum of its branch weights. A path in the trellis that diverges from zero state, that does not use edges of weight 0 from a zero state to another zero state, and that returns to zero state after $\ell$ edges is called a loop of length $\ell$ or $\ell$-loop.

The $\ell$-th order active burst distance $d_{a}^{\ell}$ is defined to be the minimum weight of $\ell$-loops in the minimal code trellis. The slope is defined as $\sigma = \lim_{\ell \to \infty} d_{a}^{\ell}/\ell$. The free distance is $d_f = \min \sigma$.

**Lemma 3.** The skew convolutional code $C$ defined by $G(D)$ in (19) has the active burst distance $d_{a}^{\ell} = \ell + 2$ for $\ell = 2, 3, \ldots$, the slope of the active distance is $\sigma = 1$, and free distance is $d_f = 4$.

General upper bounds on the free distance and the slope are given in [11], which in our case of unit memory $[2, 1]$ code $C$ become $d_{\mathrm{free}} \leq 2n - k + 1 = 4$, and $\sigma \leq n - k = 1$. Hence, the skew code $C$ defined by (19) reaches the upper bounds on $d_{\mathrm{free}}$ and on the slope $\sigma$, hence, the code is optimal.

A generator matrix $G(D)$ of a skew convolutional code (and corresponding encoder) is called catastrophic if there exists an information sequence $u(D)$ of an infinite weight such that the code sequence $v(D) = u(D)G(D)$ has a finite weight. The generator matrix $G(D)$ in (19) of skew convolutional code $C$ with $\theta = (\cdot)^{\sigma}$ is non-catastrophic, since for $G(D)$ the slope $\sigma > 0$. Note that in case of ordinary convolutional code $C'$, i.e., for $\theta = \text{id}$, the generator matrix (19) is a catastrophic generator matrix of the repetition $[2, 1]$ block code with distance $d = 2$.

A skew convolutional code, represented as a $\tau$-periodic $[n, k]$ code, can be considered as $[\tau n, \tau k]$ fixed code by $\tau$-blocking, described in [12]. The $[2, 1]$ skew code $C$ from our example has period $\tau = m = 2$ and can be written as $[4, 2]$ fixed code with generator matrix

$$G = \begin{pmatrix} 1 & \alpha & \alpha & \alpha^2 \\ \alpha^2 D & \alpha D & 1 & \alpha \end{pmatrix}. \quad (23)$$

In this way, known methods to analyze fixed convolutional codes can be applied to skew convolutional codes.

**V. Dual Codes**

Duality for skew convolutional codes can be defined in different ways.

First, consider a skew convolutional code $C$ over $\mathbb{F}$ in scalar form as a set of sequences as in (15). For two sequences $v$ and $v'$, where at least one of them is finite, define the scalar product $(v, v')$ as the sum of products of corresponding components, where missing components are assumed to be zero. We say that the sequences are orthogonal if $(v, v') = 0$.

**Definition 2.** The dual code $C_{\perp}$ to a skew convolutional $[n, k]$ code $C$ is an $[n, n - k]$ skew convolutional code $C_{\perp}$ such that $(v, v_{\perp}) = 0$ for all finite length words $v \in C$ and $v_{\perp} \in C_{\perp}$.

Another way to define orthogonality is, for example, as follows. Consider two $n$-words $v(D)$ and $v_{\perp}(D)$ over $\mathbb{Q}^n$. We say that $v_{\perp}(D)$ is left-orthogonal to $v(D)$ if $v_{\perp}(D)v(D) = 0$ and right-orthogonal if $v(D)v_{\perp}(D) = 0$. A left dual code to a skew convolutional code $C$ can be defined as

$$C_{\perp}^{\ell} = \{v_{\perp} \in \mathbb{Q}^n : v_{\perp}(D)v(D) = 0 \text{ for all } v \in C\}.$$ The dual code $C_{\perp}^{\ell}$ is a left submodule of $\mathbb{Q}^n$, hence it is a skew convolutional code.

We consider below dual codes according to Definition 2, since it is more interesting for practical applications. Given a code $C$ with generator matrix $G$, we show how to find a parity check matrix $H$ such that $GH^T = 0$.

Let a skew $[n, k]$ code $C$ of memory $\mu$ be defined by a polynomial generator matrix $G(D)$ in (11), which corresponds to the scalar generator matrix $G$ in (17). For the dual $[n, n - k]$ code $C_{\perp}$ we write a transposed parity check matrix $H^T$ of memory $\mu_{\perp}$, similar to ordinary convolutional codes, as

$$H^T = \begin{pmatrix} H^T_0 & H^T_1 & \cdots & H^T_{\mu_{\perp}} \\ \theta(H^T_0) & \theta(H^T_1) & \cdots & \theta(H^T_{\mu_{\perp}}) \\ \vdots & \vdots & \ddots & \vdots \\ \theta(H^T_{\mu_{\perp}}) & \theta(H^T_{\mu_{\perp} - 1}) & \cdots & \theta(H^T_0) \end{pmatrix}, \quad (24)$$

where $\text{rank}(H_0) = n - k$. Similar to [10], we call the matrix $H^T$ the syndrome former and write it in polynomial form as

$$H^T(D) = H^T_0 + H^T_1 D + \cdots + H^T_{\mu_{\perp}} D^{\mu_{\perp}}. \quad (25)$$

Then, we have the following parity check matrix of the causal code $C$ with the generator matrix (18)

$$H = \begin{pmatrix} H_0 \\ H_1 & \theta(H_0) \\ \vdots & \vdots \\ H_{\mu_{\perp}} & \theta(H_{\mu_{\perp} - 1}) & \cdots & \theta(H_0) \end{pmatrix}, \quad (26)$$

which in case of $\theta = \text{id}$ coincides with the check matrix of an ordinary fixed convolutional code.

From Definition 2 we have that $vH^T = 0$ for all sequences $v \in C$ over $\mathbb{F}$. On the other hand, from (3) we have that every codeword $v(D) \in C$ can be written as $v(D) = u(D)G(D)$. Hence, if we find an $n \times (n - k)$ matrix $H^T(D)$ over $\mathbb{R}$ of full rank such that $G(D)H^T(D) = 0$, then every codeword satisfies $v(D)H^T(D) = u(D)G(D)H^T(D) = 0$ and vice versa, i.e., if $v(D)H^T(D) = 0$ then $v(D)$ is a codeword of $C$. 

![Fig. 3: Time-varying minimal trellis of the skew code $C$.](image)
Theorem 2. With the above notations, $G(D)H^T(D) = 0$ if and only if $GH^T = 0$.

We continue with the example given in Section IV. Let $H(D) = H_0 + H_1(D)$. Using $G_0$ and $G_1$ from (19) and the condition $G(D)H^T(D) = 0$, we obtain $H_0 = (\alpha, 1)$ and $H_1 = (1, \alpha)$. Hence, $H(D) = (\alpha + D, 1 + \alpha D)$ and

$$H = \begin{pmatrix} \alpha & 1 \\ 1 & \alpha \\ \alpha^2 & 1 \\ 1 & \alpha \\ & \ddots \end{pmatrix}. $$

Using $H$ one can draw the minimal trellis of the dual code $C^\perp$ and decode the original code symbol-wise with the method in, e.g., [13]. For high rate codes, this approach gains in computational complexity as compared to the BJR algorithm.

VI. SKEW TRELLIS CODES

In this section, by $Q$ we denote the skew field of right fractions of the ring $R$ and we consider right $Q$-modules $C$. Every module $C$ is free [9, Theorem 1.4], i.e., it has a basis, and any two bases of $C$ have the same cardinality, that is the dimension of $C$. By $\mathcal{F}(\langle D \rangle)$ we denote the skew field of right skew Laurent series.

Definition 3 (Skew trellis code). A skew trellis $[n, k]$ code $C$ over the field $\mathcal{F}$ is a right sub-module of dimension $k$ of the free module $Q^n$.

Every codeword $v(D)$ given by (2) can be written as

$$v^T(D) = G^T(D)u^T(D), \quad (27)$$

where $u(D)$ is an information word defined in (4) and $G(D) \in Q^{k \times n}$ is a generator matrix of $C$. Equivalently, one can consider a polynomial matrix $G(D) \in R^{k \times n}$. Using (9)-(11), we rewrite the encoding rule (27) for sequences $u$ (14) and $v$ (15) over the field $\mathcal{F}_{q^m}$ as

$$v_t = u_\mu G_0 + \theta(u_{t-1})G_1 + \cdots + \theta^m(u_{t-\mu})G_\mu. \quad (28)$$

The corresponding encoders are shown in Figs. 4 and 5 as finite state machines. This allows us to obtain a code trellis and apply known trellis-based decoding algorithms [2], [14]. The encoders can be obtained from the ones used for the ordinary convolutional code generated by $G(D)$ replacing the ordinary shift registers by the skew shift registers introduced in [15]. The case $\theta = id$ gives ordinary convolutional codes. For $\theta \neq id$ it follows from (28) that the skew trellis code $C = \{v\}$ as a set of sequences $v$ over $\mathcal{F}_{q^m}$ is $\mathcal{F}_{q^m}$-nonlinear since so is the function $\theta(\cdot)$, but the code $C$ is $\mathcal{F}_{q^m}$-linear.

VII. CONCLUSION

We defined two new classes of skew codes over a finite field. The first class consists of linear skew convolutional codes, which are equivalent to time-varying periodic convolutional codes but have as compact description as fixed convolutional codes. The second class consists of nonlinear trellis codes.
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