New methods for dual constellation single receiver positioning and integrity monitoring
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Navigation system integrity monitoring is crucial for mission (e.g. safety) critical applications. Receiver autonomous integrity monitoring (RAIM) based on consistency checking of redundant measurements is widely used for many applications. However, there are many challenges to the use of RAIM associated with multiple constellations and applications with very stringent requirements. This paper discusses two positioning techniques and corresponding integrity monitoring methods. The first is the use of single frequency pseudorange-based dual constellations. It employs a new cross constellation single difference scheme to benefit from the similarities while addressing the differences between the constellations. The second technique uses dual frequency carrier phase measurements from GLONASS and the global positioning system for precise point positioning. The results show significant improvements both in positioning accuracy and integrity monitoring as a result of the use of two constellations. The dual constellation positioning and integrity monitoring algorithms have the potential to be extended to multiple constellations.
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1. Introduction

The integrity of a navigation system is the measure of trust which can be placed in the correctness of information supplied by the total system. Integrity includes the ability of a system to provide timely and valid warnings to the user. Together with accuracy, continuity, and availability, it forms the required navigation performance (RNP) parameters for aviation. The RNP concept proposed by the International Civil Aviation Organization (ICAO) and specified in the standards and recommended practices has been widely accepted and adopted in other transport applications, including the marine, railway, and road transport sectors. The latest version of the global positioning system (GPS) standard positioning service performance standard (1) incorporates the requirements for integrity at the signal-in-space (SIS) level. The integrity of a total system is supported by the integrity of its subsystems. The SIS integrity covers all subsystems in the ground and space segment. The integrity of a GPS-based user navigation device should also cover the user segment in order to meet the RNP.

Integrity, as defined by the ICAO (2), consists of three parameters: the alert limit (AL), integrity risk (loss of integrity), and time-to-alert (TTA). The relationship of the three parameters can be described statistically. Integrity risk is the probability that a user will experience a position error (PE) larger than the AL without an alert being raised within the specified TTA at any instant in time and at any location in the coverage area (3).

Integrity monitoring is a process to check if a system can support a specific application or requirements. This is carried out by assessing the actual integrity performance against the RNP for the specific application. It can be seen from the relationship of integrity parameters that the estimation of the PE is the key issue in the integrity monitoring process. In order to maximize the availability of a navigation system, any potential failure needs to be detected and excluded. Therefore, PE estimation needs to consider not only random errors but also different types of error due to potential failures that escape detection and/or exclusion. However, due to the existence a probability of missed detection (PMD), the upper bound of the PE, known as the protection level (PL), is estimated rather than the PE. The PL is then used to compare against the AL.

Conventionally, integrity monitoring for a stand-alone GPS user is achieved by receiver autonomous integrity monitoring (RAIM). It is based on the use of GPS L1 pseudorange measurements only. There are a number of assumptions usually made within RAIM, including the independence of measurements and Gaussian nature of the residual error distribution, and single fault occurrence among all measurements. Even though these assumptions have been challenged, RAIM has achieved success for less stringent applications. It has been adopted by the radio technical commission for aeronautics in the minimum operational performance standards for Airborne Supplemental Navigation Equipment Using GPS (4).

To extend RAIM to more stringent applications, a number of concepts and systems have been proposed and implemented at different levels. These include the aircraft based augmentation system, carrier phase based
RAIM known as CRAIM (5), and advanced RAIM (ARAIM). The ARAIM concept exploits dual frequency pseudorange measurements from multiple constellations together with the integrity support message to support a worldwide Localizer Performance with Vertical guidance LPV-200 service (6–8). The ARAIM approach is still to be realized to support actual operations.

RAIM and its variations have significant technical issues especially those posed by multiple constellations and new signals. However, at the same time integrity monitoring will be facilitated by among others, more satellites, frequencies, message types, and better signal design and geometry. Therefore, in order to benefit from the use multiple constellations, the challenge is to address the impact of the differences between constellations (e.g. spatial and temporal reference systems, system performance and measurement quality), new failure modes, potential multiple faults, potential correlations in measurements, and cost performance index for receiver design. The assumptions used for conventional RAIM are no longer valid in this case. For high accuracy positioning with carrier phase measurements to support stringent applications, integer ambiguity resolution and validation are difficult particularly for long baseline conventional real time kinematic and the single receiver-based precise point positioning (PPP).

In the dual constellations environment, GPS together with the revitalized Russian GLONASS have already given users the opportunity to exploit signals from more than one constellation. This will shortly extend to the usage of multiple constellations with the realization of Europe’s Galileo and China’s Compass-Beidou. There are similarities and differences between these GNSSs. The similarities include the basic radio positioning principle, altitude of satellites, L band signals which propagate through the ionosphere and troposphere. At the user level, there are similarities in satellite elevation and azimuth angles. The differences include spatial and temporal reference systems, inter-system interference, and inconsistency in the solutions from measurements from different constellations. These will bring both opportunities and challenges for user level positioning and integrity monitoring. The opportunities will be facilitated by among others, more satellites, frequencies, message types, and better signal design and geometry. For example, increased measurement redundancy will benefit failure detection and exclusion. Therefore, a multi-constellation receiver should have the potential to support many more applications (e.g. urban rail operations, stand-alone precision aircraft operations, and personal navigation services) than a single constellation receiver. However, in order to fully benefit from the opportunities, the system differences must be addressed appropriately.

This paper develops new methods for positioning and integrity monitoring with the use of real GPS and GLONASS measurements from a single receiver. The methods are investigated at two levels: mass market single frequency users and high-end or professional users exploiting both pseudorange and carrier phase measurements from at least two frequencies in each constellation in addition to the necessary information from a server via a communication channel. The methodologies proposed in this paper have the potential to be further extended to exploit signals from multiple constellations in the future.

2. Conventional GPS positioning and RAIM methods

Conventionally there are two different positioning schemes: snapshot and filtering (9). In the snapshot scheme, only the current redundant measurements are used with a least squares method. In contrast, the filtering (or averaging) scheme uses both past and present measurements, together with a priori assumptions with regard to receiver platform dynamics. The most widely used filtering method is the Kalman filter and its variations. Correspondingly, there are two RAIM methods: snapshot and filtering RAIM.

Conventional RAIM algorithms are based on statistical consistency checks using redundant measurements from the GPS L1 signal. The algorithms consider both fault-free scenarios and faulty scenarios. If a fault can be detected and excluded, it is not a risk to integrity. Only when a fault escapes detection (missed detection), it is a risk to integrity. Conventional RAIM algorithms consist of two main steps: fault detection and exclusion and the determination of PL. The latter is used to compare against an AL. The inputs to RAIM algorithms include the RNP, geometry, residual errors (after data processing on measurements), and the positioning method. These are then either directly used or transformed to the parameters needed to form a test statistic and determine the corresponding threshold for fault detection and compute the PL.

2.1. Snapshot GPS RAIM

There are three basic RAIM methods for GPS integrity monitoring: (1) range comparison; (2) least squares residuals, and (3) parity. These methods use only the measurements at the current epoch and are, therefore, referred to as snapshot. The methods have been shown to be largely equivalent (10), the main issues being the definition of test statistics and decision thresholds, and computational complexity (11). The least-squares-residuals method is the most widely used snapshot scheme.

For point positioning with single frequency measurements, it is generally assumed that the un-modelled errors are acceptable. Therefore, the linearized form is:

$$\Delta \rho = H \cdot \Delta X + \epsilon$$  \hspace{1cm} (1)

where $\Delta \rho$ is the difference between the measured range and expected range, $H$ is the design matrix, $\Delta X$ is the positioning and receiver clock error. $\epsilon$ is the measurement error vector.
\[
\Delta X = (H^T \cdot W \cdot H)^{-1} \cdot H^T \cdot W \cdot \Delta \rho
\]  
\[(2)\]

where \( W \) is the inverse of the covariance matrix.

Conventional RAIM assumes that only one failure occurs at a time. With a standard weighted least squares method (12, 13), and with \( A = (H^T \cdot W \cdot H)^{-1} \cdot H^T \cdot W \) and \( S = I - H \cdot A \), the residuals can be obtained as:

\[
w = \Delta \rho - H \Delta X = S \Delta \rho
\]  
\[(3)\]

Then, the weighted sum of the squared errors (WSSE) can be obtained from the residuals by:

\[
WSSE = w^T \cdot W \cdot w = (S \Delta \rho)^T \cdot W \cdot (S \Delta \rho)
\]  
\[(4)\]

The WSSE plays the role of basic observation in RAIM algorithms. The WSSE has a chi-square distribution with \( (n - 4) \) degrees of freedom (DOF) (assuming that the measurement errors are independent and normally distributed with zero mean). The test statistic is constructed as:

\[
\text{Test statistic} = \sqrt{\text{WSSE}}
\]  
\[(5)\]

The corresponding threshold is \( T = \sqrt{T_n} \), where \( T_n \) is the threshold determined from the chi-square distribution with the probability of false alert (PFA) which is derived from RNP’s continuity parameter and the DOF.

The slope that is the sensitivity of PE to test statistic can be expressed as:

\[
H_{\text{slope}}(i) = \sigma_i \sqrt{(A_{ii} + A_{ji}^2)/S_{ii}}
\]  
\[(6)\]

\[
V_{\text{slope}}(i) = \sigma_i \frac{A_{ii}}{\sqrt{S_{ii}}}
\]  
\[(7)\]

where \( \sigma_i \) is the standard deviation of the measurement from the \( i \)th satellite. Considering the worst case scenario in which the bias occurs on the satellite having the most impact on the PE, the corresponding horizontal protection level (HPL) and vertical protection level (VPL) can be expressed as:

\[
\text{HPL} = \max(H_{\text{slope}}(i)) \times \text{Pbias}
\]  
\[(8)\]

\[
\text{HVPL} = \max(V_{\text{slope}}(i)) \times \text{Pbias}
\]  
\[(9)\]

where Pbias is the minimum detectable bias determined by the threshold (\( T_n \)) in the failure detection test and the PMD. Figure 1 shows the relationships among these parameters. The PFA derived from the RNP’s continuity risk together with the probability density function of the distribution produces the threshold for fault detection. This threshold together with the distribution and the PMD derived from the RNP’s integrity risk provides the Pbias. The Pbias and the slope calculated from the design matrix provide the PL.

2.2. Filtering GPS RAIM

The innovation sequence in a Kalman filter provides the most relevant source of information for integrity
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monitoring. It is similar to the residual in the snapshot RAIM method. The test statistic is constructed as:

\[ T = \sqrt{n_k^2 W_k} \]  

(10)

where \( n_k \) and \( W_k \) are the innovation vector and the weight matrix, respectively, at \( k \)th epoch. The scheme to determine the threshold is similar to that for the snapshot RAIM method. However, in this case the DOF is equal to the number of measurements.

The PL can be determined using position uncertainty estimate from the Kalman filter. The elements of the covariance matrix \( (P) \) indicate the uncertainty of the state. The first three elements in the state are the position in north-east-down coordinates. Therefore, \( \sigma_H = \sqrt{P_{11} + P_{22}} \) indicates the horizontal position uncertainty, while \( \sigma_V = \sqrt{P_{33}} \) indicates the vertical position uncertainty. The position estimate uncertainty based PL can be expressed as:

\[
\begin{align*}
HPL &= k_H \sigma_H \\
VPL &= k_V \sigma_V
\end{align*}
\]

(11)

(12)

where \( k_H \) and \( k_V \) are factors that reflect the integrity risk in the RNP.

3. Single frequency pseudorange-based dual constellation positioning and RAIM method

One of the major issues in using signals from dual constellations is dealing with the differences between two systems including spatial and temporal reference systems. The spatial reference frame differences can normally be addressed by applying transformation models. Currently, there are three basic methods to deal with system time differences for positioning using multiple constellations.

The first method corrects the GLONASS time by using the broadcast difference relative to GPS time. This is a straightforward method depending on the availability and quality of the broadcast information. The positioning equation can be expressed as:

\[ \Delta \rho_{RG} = H_{RG} \cdot \Delta X_{RG} + \epsilon_{RG} \]  

(13)

where

\[
\Delta \rho_{RG} = \begin{bmatrix} \Delta \rho_R \\ \Delta \rho_G \end{bmatrix}, \quad \epsilon_{RG} = \begin{bmatrix} \epsilon_R \\ \epsilon_G \end{bmatrix};
\]

\[
H_{RG} = \begin{bmatrix} x_{0j} - x_{Rj} \\ \rho_0 \end{bmatrix} \begin{bmatrix} x_{0j} - x_{Gj} \\ \rho_0 \end{bmatrix} + \begin{bmatrix} x_{0j} - x_{Gj} \\ \rho_0 \end{bmatrix};
\]

\( x_{0j} \) is the number of visible GPS satellites and \( n \) is the number of visible GLONASS satellites. The subscript \( R \) denotes GLONASS and \( G \) denotes GPS.

\[ H_{RG} = \begin{bmatrix} H_R \ & 1_{n \times 1} \\
H_G \ & 1_{m \times 1} \end{bmatrix} \]  

(14)

\[ \Delta X_{RG} = [\Delta x \ \Delta y \ \Delta z \ c_{t \text{receiver}}]^{T} \]  

(15)

A second method takes the time difference between GLONASS and GPS as an unknown within the positioning and timing solution (14). The performance of the estimation depends on the impact of geometry and other errors. The differences compared to the first method are:

\[ H_{RG} = \begin{bmatrix} H_R \ & 1_{n \times 1} \\
H_G \ & 0_{m \times 1} \end{bmatrix} \]  

(16)

\[ \Delta X_{RG} = [\Delta x \ \Delta y \ \Delta z \ c_{t \text{receiver}} \ c_{t \text{sys}}] \]  

(17)

A third method is to perform positioning and integrity monitoring independently in each constellation. In this case, the position solution in each constellation is referred to its own system time. The final solution is achieved as a weighted average of the two solutions (8). However, the positioning error due to system time difference may not be neglected for high dynamic users. Furthermore, the determination of weights for the final solution requires justification. This method was originally proposed for GPS and Galileo with the support of simulated results.

In terms of integrity monitoring, the conventional RAIM methods discussed in Section 2 can be embedded into each positioning method above.

These methods have directly (first two) and indirectly (third) benefited from a better geometry with two constellations. However, they have not exploited other potential benefits of multiple constellations. Due to the similarities of the GNSS systems, there are also spatial and temporal correlations of receiver measurements from different GNSSs. For example, signals coming from similar directions may suffer from the same interference sources due to space and atmospheric disturbance. If the characteristics of interference are not included in the models used in pre-processing, the effect of interference appears as un-modelled and correlated errors.

The new method proposed employs a single difference between measurements from two constellations. For example, a difference can be formed between the measurements from one GPS satellite and one or more GLONASS satellites. Clearly, the performance of the positioning solution depends on how these pairs are formed. The approach used to select the basic pairs could make a significant difference in positioning.
performance. The closeness of satellites from two constellations is used to benefit from the potential correlation of errors in signal propagation; for example, the tropospheric delay (I5).

The angle between \(H_G^i\) and \(H_R^j\) pair can be calculated by:

\[
\theta = \text{across}(H_R^j, H_G^i)
\]

where \(\text{across}\) is the dot product.

The total number of pairs that can be formed is \((m \times n)\). From the geometrical point of view, there are only \((m + n - 1)\) independent pairs. However, from the measurement point of view, a small value of \(\theta\) indicates proximity, and therefore higher correlation. Figure 2 demonstrates how the GPS and GLONASS pairs are formed.

As long as these pairs are formed, the terms in expression (13) are formed as:

\[
\Delta \rho_{RG} = [\Delta \rho_R^k - \Delta \rho_G^l]
\]

\[
\Delta X_{RG} = [\Delta x \ \Delta y \ \Delta z \ c_{sys}]^T
\]

\[
H_{RG} = [H_R^k - H_G^l \ 1_{m+n-1}]
\]

In the single difference mode, it is possible that a failure occurs on a satellite which involves single differences with more than one satellite from another constellation. Consequently, each of the differences containing this “critical” satellite will be faulty. Therefore, the conventional method to calculate the PL is no longer applicable. In this case, even though the multiple failures are caused by one common failure, the impact on PE is multiple. This paper proposes a new way to calculate the maximum slope used for the computation of PL. The method for calculating the basic slopes is similar to expressions (6 and 7). The \(H\) and \(W\) matrices are replaced with the matrices in single difference mode. If one satellite is involved in a number of single differences, the slopes involving this satellite are summed up. Note that there will be a number of sums since more than one satellite will be used as a reference for single differencing. The maximum values of the sums are compared to the maximum value of basic slopes and the largest one used for the calculation of PL. Figure 3 demonstrates the idea to acquire the final slope for the calculation of PL. Each line pattern in the figure represents a satellite. Therefore, each slope involves two satellites. If one satellite is involved in more than one pair (e.g. the same line pattern), then all the slope values are summed up (e.g. sum 3).

In a weighted least squares solution, the weight should also reflect the elevation angles or signal to noise ratios of the paired satellites and their proximity.

4. Dual frequency carrier phase-based dual constellation positioning and RAIM method

To achieve high accuracy positioning, the carrier phase measurements must be used. Conventionally, the positioning algorithms need measurements from two receivers with one at a known position (i.e. reference) and with the other one’s position to be determined. A double difference operation of the measurements is carried out to mitigate errors. The degree of correlation depends on the distance between the two receivers known as the baseline. The shorter the baseline, the higher the level of correlation between the measurement errors of the two receivers from same satellite. Most of the measurement errors will be cancelled (e.g. satellite clock error) or mitigated (e.g. ionosphere, troposphere errors) through this differencing process. As a result, the integer cycles known as ambiguities have a greater likelihood to be resolved correctly over short baselines. Subsequently, a high accuracy positioning solution can be achieved. However, the availability of a reference receiver in the vicinity may not always be possible. Traditionally, if

Figure 2. An example of GPS and GLONASS pairing.

Figure 3. Slopes of single difference geometry.
measurements from only one receiver are available, the carrier phase measurements are used to smooth the pseudorange measurements in order to achieve relatively higher accuracy.

The main barrier for a receiver to directly use carrier phase as measurements for positioning is that the residual errors are likely to be too big for the carrier phase ambiguity to be resolved. These large residual errors are mainly caused by errors in the broadcast ephemeris and inaccuracy of other error mitigation models. However, the satellite and ionosphere borne errors can be determined accurately from a network of reference receivers. The corrections and associated accuracy for these errors known as products can be transmitted to users for error corrections. In this case, a single receiver can be used to achieve high accuracy positioning by using carrier phase measurements directly. This method is called PPP. Resolving integer ambiguities is the biggest challenge for PPP even with two frequency measurements. The positioning accuracy of GPS-based PPP using a carrier phase and pseudorange measurements is used to smooth the measurements from only one receiver are available, the carrier phase ambiguity is not accepted. This is to avoid any potential incorrect ambiguities contaminating the positioning solution.

At the positioning stage, failure detection is similar to expression (10) because the Kalman filtering method is used. The PL calculation needs to take into account not only the resulting errors due to the combination of measurements but the potential for missed detection. For the PPP algorithm, the positioning error is more sensitive to measurement errors than in pseudorange only positioning. A minor bias in the pseudorange only based positioning can be overbounded by the standard deviation of pseudorange measurements. However, a minor bias in carrier phase measurements may not be overbounded by its standard deviation due to low carrier phase noise. It is not reasonable to intentionally increase the standard deviation of carrier phase measurements in order to overbound a potential bias. Overbounding compromises the positioning accuracy. To deal with this issue, the slope concept for snapshot RAIM is adopted as:

\[ H_{\text{slope}}(i) = \sqrt{\left( K_{ii}^2 + K_{ii}^3 \right)/S_{ii}} \]  

\[ V_{\text{slope}}(i) = K_{ii}/\sqrt{S_{ii}} \]

where \( K \) is the gain matrix in the Kalman filter and \( S = (I - H \cdot K)^\dagger (I - H \cdot K) \)

\[ H_{\text{PL}} = \max(H_{\text{slope}}(i)) \times T + k_0 \sigma_H \]

\[ V_{\text{PL}} = \max(V_{\text{slope}}(i)) \times T + k_1 \sigma_V \]

The integrity monitoring is carried out in two stages, ambiguity validation and positioning. The wide lane ambiguity resolution is straightforward and achieved by rounding. The narrow lane ambiguity resolution is based on the well-known LAMBDA method. The ambiguity validation is based on the Ratio test with a defined confidence level. This is achieved by using the doubly non-central \( F \) distribution method (17) for the determination of a variable threshold for the Ratio test. Instead of online calculation, an offline look-up table is used. The relationships among confidence level, threshold, and DOF are shown in Figure 4. If the ratio test cannot achieve the required confidence level, the estimated ambiguity is not accepted. This is to avoid any potential incorrect ambiguities contaminating the positioning solution.
where $T$ is the threshold for fault detection and $k_H$ and $k_V$ are factors that reflect the integrity risk in the RNP.

5. Results

5.1. Single frequency pseudorange-based Positioning and RAIM

In order to compare the performance of the single difference-based dual constellations RAIM algorithm proposed, the positioning solutions for four scenarios were generated. The four scenarios are:

- GPS only;
- GLONASS only;
- GPS + GLONASS taking system time difference as unknown for estimation (GRT in figures);
- Cross constellation single difference.

Figures 5 and 6 show the horizontal positioning error and HPL for ZIM2 on 25 February 2012. Figure 5 shows that the single difference solutions have the lowest horizontal errors. Figure 6 shows that the PL for the single difference solution is the lowest.

Figures 5 and 6 demonstrate the performance of the proposed dual constellation RAIM algorithm for this case study. Obviously, the performance depends on the availability of the pairings formed from expression (18). Obviously, with multiple constellations, there will be more satellites that can be used to reach an optimal pairing scheme.

5.2. Dual frequency carrier phase based positioning and RAIM

The satellite orbit and clock corrections are provided by CNES. The C1-P1 and C2-P2 differential code bias correction are provided by the center for orbit determination in Europe. The ionosphere-free combination is used to eliminate the first-order effects for both carrier and pseudorange measurements. The other corrections applied include cycle slips detection and repair, satellite/receiver antenna phase center offsets, and variations, satellite phase-windup, site displacement, and solid earth tides (16). Figure 7 shows the horizontal errors and HPLs for GPS only and combined GPS and GLONASS PPP. It can be seen in the figure that the GPS HPL (blue) always bounds the horizontal PE (green). The HPL (red) of combined GPS and GLONASS always bounds the horizontal PE (black). The GPS integer ambiguities of the combined GPS and GLONASS algorithm were resolved and validated at about 1000 s, while the GPS only case took about 200 s more. The HPL (red) of the combined GPS and GLONASS is always smaller than that of the GPS only (blue). However, there is little difference in the horizontal PE after the fixing of the GPS integer ambiguities in this case because there were enough GPS satellites (eight) used. With a limited number of GPS satellites in view, a longer time is expected for the GPS only case to resolve ambiguities.

The benefit of GLONASS assisting GPS for PPP is that it can reduce the time needed to resolve and validate the GPS ambiguities. Due to the signal characteristics of
FDMA and the quality of GLONASS products, the feasibility of resolving GLONASS integer ambiguities still needs more investigation. However, with the future code division multiple access (CDMA) systems, it will be possible to resolve and validate ambiguities for multiple constellations.

6. Conclusions
This paper has presented the challenges and benefits of the use of existing dual constellations GPS and GLONASS for positioning and integrity monitoring. Depending on the type of measurements, data processing schemes, and positioning algorithms, there are many potential combinations. Two representative methods are presented to demonstrate the positioning and integrity monitoring for dual constellations, the basic single frequency pseudorange, and the more difficult dual frequency carrier ambiguity fixed PPP. With the basic dual constellations method, the positioning algorithm benefits from the similarity of the dual systems while minimizes the impact of differences by forming cross constellation satellites pairs. The differenting eliminates receiver clock error and mitigates any correlated errors between a pair. A corresponding RAIM algorithm is developed to take into account the pairing. The results with real data have demonstrated the feasibility and good performance of the single difference-based dual constellations positioning and RAIM. It can be extended to multiple constellations. Due to the simplicity and high performance of the method, it is suitable for mass market receivers using dual or multiple GNSS constellations.

PPP employs various products generated from a network of reference receivers. The differences between two GNSSs can easily be determined and compensated by the product providers. To address the remaining issues, data combination schemes are employed to compute and validate the integer ambiguities. GLONASS is used to assist the resolution of GPS ambiguities. PPP with both GPS and GLONASS real data have demonstrated the benefit of GLONASS in reducing the time needed to resolve and validate GPS integer ambiguities. The PL for dual constellations PPP was found to always bound the PE. Even though GLONASS can enhance the positioning accuracy when a limited number of GPS satellite is visible, its contribution to positioning accuracy is very little when the GPS integer ambiguities are fixed. These dual constellations positioning and integrity monitoring algorithms have the potential to be extended to multiple constellations. With Galileo or modernized GLONASS, it should be possible to resolve and validate ambiguities for both constellations resulting in a more accurate positioning solution and better integrity mentoring performance.
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