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SUMMARY This letter proposes a novel intrusion tolerant system consisting of several virtual machines (VMs) that refresh the target system periodically and by live migration, which monitors the many features of the VMs to identify and replace exhausted VMs. The proposed scheme provides adequate performance and dependability against denial of service (DoS) attacks. To show its efficiency and security, we conduct experiments on the CSIM20 simulator, which showed 22% improvement in a normal situation and approximately 77.83% improvement in heavy traffic in terms of the response time compared to that reported in the literature. We measure and compare the response time. The result show that the proposed scheme has shorter response time and maintains than other systems and supports services during the heavy traffic.
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1. Introduction

The concept of intrusion tolerance was invented to cope with attacks that exploit unknown vulnerabilities. An intrusion tolerant system (ITS) aims to maintain continuous and correct services of the system under attacks or intrusions. ITSs are concerned more with the effects of attacks on the target system than the causes of the attacks because they mainly support the availabilities and do not detect or prevent attacks. ITS architectures are classified into four categories [1]: detection triggered [2]–[4], algorithm driven [5], [6], recovery based [7]–[20], and hybrid [21]. This study focuses on recovery-based methods because the other types of ITSs employ intrusion detection methods and the aim was to build ITSs to cope with situations where the intrusion cannot be detected.

Proactive-based recovery constitutes a major part of research in the recovery-based architecture [7], [9]–[11], such as Self-Cleansing Intrusion Tolerance (SCIT) [7] which utilizes virtualization technology [16], [17]. This is comprised of server virtual machines (VMs). In SCIT, the target system is refreshed at the end of every period, which is known as the exposure time, during which the online VMs provide their services. The exposure time is defined as the time that the server is continuously connected to the internet [22]. Generally, this time means the intruder residence time, which is the duration for attackers to stay in a system for a successful intrusion. The short intruder residence time means a low probability that the system is contaminated by attackers. In order to reduce this time, the system is rejuvenated regularly in SCIT. The refreshing process involves rotating the state of VMs periodically to maintain the pristine state against attacks. Because attackers can have only a bounded opportunity to access the system due to relatively short exposure time, it is difficult to obtain sufficient information to intrude or penetrate. Moreover, although an attack succeeds during the exposure time and the system is modified or damaged, it is possible to provide initially intended services through the periodical refreshing of VMs. The service in SCIT system is related with the high-availability such as the seamless server transitions and sharing of server identities (IP and/or hardware addresses). Examples of existing high-availability systems include DNS servers, NFS servers, web services, authentication services, firewalls, IPsec gateways, and virtual private network (VPN) gateways [23].

On the other hand, the proactive recovery methods have two problems. First, they do not consider the inner status of each VM for refreshing. Therefore, they cannot cope if a VM is exhausted very early in an exposure-time period. Second, they cannot deal with the occurrence of heavy traffic in a short time, such as when a denial of service (DoS) attack occurs. Refreshing VMs periodically can remove the vulnerabilities caused by faults or intrusions but it cannot help process the massive packets because it does not affect the capacity to process incoming packets.

A few studies [11]–[13] reported reactive methods, which refresh the system based on events, not on the time period. On the other hand, they cannot preserve the availability on the intensive short-term heavy traffic. Moreover, some of them [19]–[21] require intrusion detection algorithms, which cannot cope with unknown attacks. They also do not address the issue of managing heavy packets except for the study reported by Lim et al. [24], which adaptively alters the size of a cluster, which is the number of active clusters based on the incoming packets. Nevertheless, because no refreshing process is contained in this approach, it does not provide protection against other attacks with malicious codes.

To maintain the services on the system, even with...
heavy traffic, and improve the performance of the system, this letter proposes a novel ITS using reactive recovery as well as proactive recovery. The proposed scheme is operated in a virtualization environment and has four states (active, grace, inactive, and live spare) like an existing SCIT approach. In contrast to the existing approach, the proposed scheme refreshes the VMs not only at the expiration of the exposure time but also based on the inner status of the VMs through live migration [14], [15]. Generally, VMs are exhausted by the computational overheads which can be produced by plenty of incoming requests as well as the effect of intrusion such as various viruses, worm, and malicious codes. Therefore, the proposed scheme inspects the CPU usage and the queue length in real time in order to discover exhausted VMs suffering from computational overheads. With live migration, which supports the ability to monitor the utilization of each VM to determine exhausted VMs and exchange the exhausted VM to a refreshed VM in real time, the exhausted VMs can be refreshed before expiration of the exposure time. This gives the target system more opportunity to provide services on healthy VMs, which can enhance the quality of service (QoS). Moreover, the proposed scheme can deal with heavy traffic by expanding the size of a cluster. If the amount of incoming packets exceeds the capacity that a cluster can support, the system recognizes it immediately and increases the number of VMs refreshed through reactive recovery using live migration. At that time, the system increases the number of online VMs so that it can obtain sufficient capacity to continue correct services. Unlike the work reported in reference [24], the proposed ITS can adjust the size of a cluster more flexibly and adaptively due to live migration, which results in lowering the cost of constructing secure systems because limited resources can be used efficiently to obtain improved performance and survivability against a DoS attack.

The proposed scheme was implemented, and its efficient performance and capability to fend off a DoS attack were verified using a simulator, CSIM 20, which is a process-oriented, discrete-event simulation model. The response time was measured in the existing system and proposed system. The combination of proactive and reactive recovery improved the performance by more than 22% in a normal situation, and the expansion/reduction mechanism produced more than 77.83% improvement in heavy traffic: it could continue providing services with a lower response time during heavy incoming packets, compared to the system reported elsewhere [24] which adjusts the cluster based on the response time.

2. Proposed scheme

The proposed scheme consists of three components, such as time-triggered recovery, event-triggered recovery, and expansion/reduction of the cluster.

Figure 1 shows the basic framework of the proposed scheme. Similar to SCIT [7], the proposed scheme includes the same cycle with four states, such as Active, Grace-Period, Inactive, and Live-Spare. The refreshing process involves rotating the state of VMs periodically to maintain the pristine state, which is the initial state cleaned, against attacks. The server to provide services must be periodically cleansed to restore itself into a pristine state, regardless of whether an intrusion occurs or not. Although there are undetected successful breaches in a system, they are easily removed before causing serious damages to the system by frequent server rotations. There are four state of servers in a SCIT system such as Active, Grace-Period, Inactive, and Live-Spare state. The services are provided during the Active state. After the exposure time, the VM enters into the Grace-Period state and no longer receives requests from clients. Before refreshing process, all remaining requests in the VM are processed. After accomplishing the process of the remaining requests, the VM enters into the Inactive state and is disconnected with external networks completely to prevent contaminating the pristine image. The pristine image is then mounted to the target VM by the virtualization hypervisor. If above all processes are completed, the VM is ready to do services in the Live-Spare state. The system provides services on virtualization technology. Each VM operates like that reported in reference [22]. In contrast to the existing SCIT approach, it implements a hybrid recovery in which the system is rejuvenated by the given time or inner status of the online VMs. In addition, it increases and decreases the number of online VMs. The virtualization hypervisor plays the role of a central controller, which is responsible for the rotation of each VM according to the time or event triggered recovery and for adjusting the cluster based on the number of incoming packets.

Algorithm 1 shows how the proposed scheme works; it basically executes the proactive recovery. Regardless of the occurrence of intrusions or failures, VMs provide services during every exposure time period. Whenever an exposure time period is over, VMs are refreshed as the existing SCIT method [22].

In addition, the proposed scheme carries out the reactive recovery by live migration, which is a technique used to monitor the inner status of the system and identify misbehavior in the system. The virtualization hypervisor inspects the features of each VM, such as CPU usage and queue length for measuring the healthy degree of each VM.
The queue is a collection in which the incoming packets in the collection are kept in order. In our scheme, the queue is a buffer queue where the packets forwarding to servers are temporary stored before being processed by service processes. The queue length is the number of packets to be waiting for processing during processing another packet in a VM, where arrivals are determined by a Poisson process and job service times have an exponential distribution. The virtualization hypervisor discovers the abnormal VMs by the ideal values, which were obtained in a normal situation from reference [24]. These represent the values of CPU usage and the queue length during normal service. If the features of a VM exceed the ideal values, the VM suffers from computational overheads and needs to be refreshed. In this case, the system performs the refreshing process of the exhausted VM by immediately ignoring the exposure time period. Therefore, it increases the rate of time when the services are provided on healthy VMs and the entire performance of the system is improved.

Although the recovery solutions are effective in defending against attacks that falsify and modify the inner environment of the target system, it is helpless to sustain the seamless services under a DoS attack because the recovery process does not increase the capacity to process heavy packets. If many incoming packets are brought into the system during a short time, it is inevitable to increase the number of VMs to continue providing services, because heavy packets increase CPU usage and the queue length in the system. In Grace-Period state, virtual machine processes any existing requests, but does not accept any new requests [22]. Because VMs are disconnected with external networks during refreshing process, the online VM to refresh must complete existing requests and deny receiving new requests before beginning the refreshing process. Thus, in order to response requests completely in SCIT, the Grace-Period state is necessary. If the number of exhausted VMs is increasing, they should enter into the Grace-Period state for refreshing by the reactive recovery. The proposed scheme monitors the number of VMs in the Grace-Period state. If the ratio of the number of VMs in the Grace-Period state to that in the Active state is more than 80%, the current number of online VMs is not sufficient to keep providing normal services. If so, additional VMs are allocated to process incoming packets. The parameter, 80%, was chosen to handle the situation appropriately without much performance degradation on the system. This parameter can be made smaller, but it induces over-redundant resource usage.

On the other hand, if the number of incoming packets is decreased, the values of the CPU usage and queue length are restored to the normal state. In this situation, a few VMs are refreshed and enter into the Grace-Period state. If the ratio is less than 20%, there are too many VMs to process the incoming packets. In this case, the number of online VMs is reduced to utilize efficiently the restricted resources of the physical server. The parameter, 20%, is chosen because reducing the number of online VMs does not affect the overall system performance significantly when the value is down to approximately 20%.

3. Experiment and Analysis

The configuration for the proposed scheme is as follows. The initial numbers of online and reserved VMs are three and six, respectively. The number of total VMs used is 20. The exposure time is 10 seconds during which the VM can provide services. The cleansing time is the duration to take to mount an initial pristine image to the target VM, which is believed to take 6 seconds regularly in this experiment.

The environmental assumptions were as follows, which were obtained from references [24, 25] for a fair comparison: the mean incoming packet interval was 11.5ms, and the mean process time of an incoming packet was 11.5ms × 0.99. The exponential distribution with the mean value was used to generate incoming packets and the processing time relatively, which reflects their variety. The ideal values were used to determine if a VM is exhausted, which are as follows: the CPU usage was 0.907 and queue length was 10.58. These values were obtained under environment assumptions. The simulator used was CSIM 20, which is a library of routines to create process-oriented, discrete-event simulators [26].

The response times of the proposed scheme and the existing system employing only proactive recovery approach [7] were measured in the first experiment. During
a given time, the existing system performed the refreshing process 24 times and the mean response time was 43.577 msec. On the other hand, the proposed system performed the refreshing process 46 times with a mean response time of 33.905 msec. Because the proposed system executed almost double the number of refreshing processes due to combination of proactive and reactive recovery, the mean response time was approximately 22% lower than that of the existing system. Additional refreshing processes do not affect the entire performance of the system due to the advanced virtualization technology [27]. Figure 2 shows the results for efficiency.

The purpose of the second experiment is to show whether the proposed scheme continues to provide a service under a DoS attack better, compared to the existing scheme. To simulate a DoS attack, the mean incoming-packet interval time is decreased after processing each packet (Interval = Interval×0.99), as reported in reference [22]. In the experiment, the interval is 3,000 times as short as the initial interval after 10 seconds: the interval becomes $9.253 \times 10^{-13}$, which means that $10^{12}$ packets per second are incoming. In general, this situation is much tougher than a real DoS situation. Figure 3 shows the results for security against a DoS attack.

Under the assumption that the VMs provide the same function and have the same capacities as each other, three types of systems were compared in this experiment. 1) A 3-VMs system consists of three VMs with no recovery and no cluster expansion/reduction mechanism. 2) An ACT system is an existing system with only a cluster expansion/reduction mechanism [24]. 3) The proposed system has a recovery and cluster expansion/reduction mechanism. As the number of incoming packets increases, the response time of the 3-VMs system was increased so gradually that the system could not provide normal services. The ACT and the proposed systems kept providing services in heavy traffic. On the other hand, because the proposed system employs a combination of proactive and reactive recovery by live migration, there were more cluster expansions and a smaller average response time compared to the ACT system. The mean response time of the ACT system was 23.667 msec, whereas that of the proposed system was 13.309 msec, showing 77.83% performance improvement.

Because advanced virtualization technology allocates efficiently the restricted resources of the system for creating VMs, many physical servers are not required to implement the proposed scheme, compared to the existing schemes.

4. Conclusion

This letter proposed a novel ITS using live migration, which employs a combination of proactive and reactive recovery. This makes the system more efficient. Moreover, it provides a solution against heavy packet influxes within a short term, such as a DoS attack. Experiments on CISM20 showed that the proposed scheme is more efficient than the conventional system with only proactive recovery and continues the service under a DoS attack.
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