Abstract. One of the primary challenges in Semi-supervised Domain Adaptation (SSDA) is the skewed ratio between the number of labeled source and target samples, causing the model to be biased towards the source domain. Recent works in SSDA show that aligning only the labeled target samples with the source samples potentially leads to incomplete domain alignment of the target domain to the source domain. In our approach, to align the two domains, we leverage contrastive losses to learn a semantically meaningful and a domain agnostic feature space using the supervised samples from both domains. To mitigate challenges caused by the skewed label ratio, we pseudo-label the unlabeled target samples by comparing their feature representation to those of the labeled samples from both the source and target domains. Furthermore, to increase the support of the target domain, these potentially noisy pseudo-labels are gradually injected into the labeled target dataset over the course of training. Specifically, we use a temperature scaled cosine similarity measure to assign a soft pseudo-label to the unlabeled target samples. Additionally, we compute an exponential moving average of the soft pseudo-labels for each unlabeled sample. These pseudo-labels are progressively injected (or removed) into the (from) the labeled target dataset based on a confidence threshold to supplement the alignment of the source and target distributions. Finally, we use a supervised contrastive loss on the labeled and pseudo-labeled datasets to align the source and target distributions. Using our proposed approach, we showcase state-of-the-art performance on SSDA benchmarks - Office-Home, DomainNet and Office-31. The inference code is available at https://github.com/abhayraw1/SPI
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1 Introduction

Domain Adaptation approaches aim at solving the data distribution shift between training (source) and test (target) data. Unsupervised Domain Adaptation (UDA) considers the problem of adapting the model trained on a labeled source distribution to an unlabeled target distribution. Most recent approaches in UDA [11,17,23,32,40] aim to learn a domain agnostic feature representation
Fig. 1: (a) Nearest neighbours of the target domain (Real) from the source domain (Clipart). (b) High level overview of our proposed method SPL. (i) Inter-domain contrastive loss works on the labeled source and target samples, pulling the samples from the same class closer, (ii) unlabeled samples are drawn towards similar samples from the support set using the instance level similarity loss, (iii) Intra-domain alignment loss focuses on bringing similar samples in the unlabeled target domain closer together, (iv) Confident samples are injected into the labeled target dataset.

such that the features belonging to similar categories are closer together in the latent space. The underlying assumption here is that learning a mapping to a domain agnostic feature space, along with a classifier that performs sufficiently well on the source domain, could generalize to the target domain. However, recent studies [20,42,46,7] show that these conditions are not sufficient for successful domain adaptation and might even hurt generalization due to the discrepancy between the marginal label distributions of the two domains.

Semi-Supervised learning (SSL) [1,36,3,45] has already proven to be highly efficient in terms of performance per annotation and thus provides a more economical way to train deep learning models. UDA approaches in general, however, do not perform well in a semi-supervised setting where we have access to some labeled samples from the target domain [31]. Semi-Supervised Domain Adaptation (SSDA) [35,21,19], leverages a small amount of labeled samples in the target domain to aid in learning models with low error rate on the target domain. However, as shown by [19], simply aligning the labeled target samples with the labeled source samples can cause intra-domain discrepancy in the target domain. During training, the labeled target samples get pulled towards the corresponding source sample clusters. However, the unlabeled samples with less
correlation to the labeled target samples are left behind. This is because the
number of labeled source samples dominate the number of labeled target
samples, leading to a skewed label distribution. This results in sub-distributions
within the same class of the target domain. To mitigate this skewed ratio be-
tween the labeled samples from the source and target domain, recent approaches
[17,40] assign pseudo-labels to unlabeled data. However, these pseudo-labels are
potentially noisy and may result in poor generalization to the target domain.

In this paper, we present a simple yet effective way to mitigate the above-
mentioned challenges faced in SSDA. To align the supervised samples from both
the domains, we leverage a contrastive loss to learn a semantically meaningful
and a domain invariant feature space. To remedy the intra-domain discrepancy
problem, we compute soft pseudo-labels for the unlabeled target samples by com-
paring their feature representations to those of the labeled samples. However,
samples with less correlation with the labeled ones could have noisy and incor-
correct pseudo-labels. Therefore, we gradually inject (or remove) pseudo-labeled
samples into (or from) the labeled target dataset throughout training, based on
the model’s confidence on the respective pseudo-labels.

Our proposed method, SPI (Similarity based Pseudo-label Injection) for
SSDA has the following four components.

1. **Domain alignment - between labeled source and labeled target
samples:** To align the feature representations of the two domains, we use
a supervised contrastive loss on the labeled samples from both domains.
This enforces similar representations for samples belonging to the same class
across both domains, as shown in Fig. 1b (i).

2. **Soft Pseudo-Labeling - between different views of the unlabeled
samples:** We use a non-parametric, similarity based pseudo labeling tech-
nique to generate soft pseudo-labels for the unlabeled samples using the
labeled samples from both the domains as shown in Fig 1b (ii). To further
enforce consistency of unlabeled target sample representations, we employ a
similarity-based consistency between different augmented views of the same
instance (Instance Similarity Loss).

3. **Intra-domain similarity - between the unlabeled samples of the tar-
get domain:** We compare the positions of the most highly activated feature
dimensions of the unlabeled samples to ascertain if the samples are semanti-
cally similar. We then minimize the distance between feature representations
of similar samples as shown in Fig. 1b (iii).

4. **Pseudo-label Injection:** Finally, an exponential moving average of the
sample’s soft pseudo-label is updated over training. Samples with pseudo-
label confidence above a given threshold are injected into the labeled target
dataset as shown in Fig. 1b (iv).

In summary, we present a novel method that leverages feature level similarity
between the unlabeled and labeled samples across domains to pseudo-label the
unlabeled data. We use a novel loss function that includes supervised contrastive
loss, an instance-level similarity loss and an intra-domain consistency loss which
together help to bring the features of similar classes closer for both domains. Finally, we propose to gradually inject and remove pseudo-labels into the labeled target dataset to increase the support of the same. We showcase superior classification accuracy across popular image classification benchmarks - Office-Home, Office-31, and DomainNet against state-of-the-art SSDA approaches.

2 Related Works

**Unsupervised Domain Adaptation (UDA)** methods \[11,6,17,22,40,21,32\] aims to reduce the cross-domain divergence between the source and target domains by either minimizing the discrepancy between the two domains or, by training the domain invariant feature extractor via adversarial training regimes \[6,22,26,10,11,32\]. The distribution level distance measures have been adopted to reduce the discrepancy like Correlation Distances \[44,37\], Maximum Mean Discrepancy (MMD) \[17,22\], JS Divergence \[34\] and Wasserstein Distance \[33\]. SSDA approaches, on the other hand, utilize a small number of labeled samples from the target domain which is a more realistic setting in most vision problems.

**Semi-Supervised Domain Adaptation** deals with data sampled from two domains - one with labeled samples and the other with a mix of labeled and unlabeled samples - and hence aims to tackle the issues caused due to domain discrepancy. Recent works \[31,19\] show that UDA methods do not perform well when provided with some labeled samples due to the bias towards labeled samples from the source domain. Other approaches for SSDA rely on learning domain invariant feature representations \[21,19,35,31\]. However, studies \[20,42,46,7\] have shown that learning such a domain agnostic feature space and a predictor with low error rate is not a sufficient condition to assure generalization to the target domain.

**Pseudo Labeling** techniques have been used in UDA and SSDA approaches to reduce the imbalance in the labeled source and target data. CAN \[17\] and CDCL \[40\] uses k-means approach to assign pseudo labels to the unlabeled target samples. DECOTA \[43\] and CLDA \[35\] use the predictions of their classifiers as the pseudo-label. CDAC \[40\] uses confident predictions of the weakly augmented unlabeled samples as pseudo-labels for the strongly augmented views of the same sample, similar to FixMatch \[36\]. In contrast, our approach uses a similarity based pseudo labeling approach inspired by PAWS \[1\]. We extend this approach to the SSDA setting by computing the pseudo-labels for the unlabeled samples using labeled samples from both the domains.

**Contrastive Learning** aims to learn feature representations by pulling the positive samples closer and pushing the negative samples apart \[2,25,38,22,14\]. In a supervised setting, \[18\] leverages the labels of samples in a batch to construct positive and negative pairs. But, due to the absence of labeled samples in UDA, methods like CDCL \[40\], assign pseudo labels to the unlabeled target samples using clustering to help construct the positive and negative pairs. CLDA \[35\], an SSDA method, uses contrastive loss to align the strongly and weakly augmented views of the same unlabeled image to ensure feature level consistency.
3 Method

In semi-supervised domain adaptation (SSDA), apart from labeled samples from the source distribution $D_s$ and the unlabeled samples from the target distribution $D_t$, we also have access to a small amount of labeled samples from $D_t$. Let $S = \{(x^s_i, y^s_i)\}_{i=1}^{N_s}$ and $T = \{(x^t_i)\}_{i=1}^{N_u}$ denote the set of data sampled i.i.d. from $D_s$ and $D_t$ respectively. Additionally, we also have $\hat{T} = \{(x^t_i, y^t_i)\}_{i=1}^{N_l}$, a small set of labeled samples from $D_t$. The number of samples in the $S$, $T$ and $\hat{T}$ are denoted by $N_s$, $N_u$, $N_l$ respectively, where $N_l \ll N_u$. Both domains are considered to have the same set of labels $Y = \{1, 2, \cdots C\}$ where $C$ is the number of categories. Our aim is to learn a classifier using $S$, $T$ and $\hat{T}$ that can accurately classify novel samples from the target domain $D_t$ during inference/testing.

Preliminaries: Our method consists of a feature extractor $F: \mathcal{X} \rightarrow \mathbb{R}^d$ and a classifier $H: \mathbb{R}^d \rightarrow \mathbb{R}^C$ parameterized by $\Theta_F$ and $\Theta_H$ respectively, where $\mathcal{X}$ denotes the image space, $d$ denotes the dimensionality of the feature space and $C$ is the number of classes. Classifier $H$ is a single linear layer that maps the features from the feature extractor $F$ to unnormalized class scores. These scores are converted into respective class probabilities using the softmax function $\sigma(\cdot)$.

$$h(x) = \sigma(H(z)),$$ (1)

where $z = F(x)$ denotes the feature representation of the input image $x$. For brevity, we denote the class probability distribution for a sample $x_i$ computed using the classifier as $h_i$.

Fig. 2 depicts a concise overview of our proposed method, SPI. We sample $\eta_{sup}$ images per class (with replacement) from the labeled source $S$ and the target dataset $\hat{T}$ to construct the mini-batch of labeled samples for each domain. We refer to the concatenated mini-batch of labeled samples from both domains as the support set throughout the paper. The support set contains $\eta_{sup} C$ samples from both the domains, $2 \eta_{sup} C$ samples in total. For the unlabeled batch $B_u$, we sample images uniformly from the unlabeled target dataset $T$. Following the multi-view augmentation technique [1,4,5], each image in the unlabeled batch $B_u$ is further augmented to produce $\eta_g$ global views and $\eta_l$ local views. Throughout the paper, we use the term unlabeled images to refer to the global views of these unlabeled images, unless specified otherwise. For the sake of simplicity, we use a common symbol $\tau$ to denote the temperature in different equations, Eqn. 2, 3 and 4.

An outline of SPI In Sec. 3.1, we introduce the supervised contrastive loss used for domain alignment. We explain the process of injecting unlabeled samples into the labeled dataset in detail in Sec. 3.2. Sec. 3.3 presents our modification of the multi-view similarity loss [1], used in SSL, to the SSDA setting. This loss helps in two ways: a) by ensuring the feature representation for different views of the same image is similar, and b) by bringing these representations closer to similar
Fig. 2: An overview of our proposed method, SPI. We sample labeled images from both the source (orange) and target (blue) domain to construct the support set \( x_{sup} \). Features from the unlabeled samples \( z \) are compared with those from the support set \( z_{sup} \) to compute the soft pseudo-labels \( \tilde{y} \) for the target unlabeled images. \( P \) maintains a mapping from the image ids to the exponential moving averages of these soft pseudo-labels. After every epoch, we select samples from \( P \) for injection (green) into the target labeled dataset \( \hat{T} \) based on the confidence threshold \( \gamma \) (if \( p = P(ID(i)) \geq \gamma \)). Additionally, injected samples are also selected for removal (red) from \( \hat{T} \) if their confidence falls below \( \gamma \). Classifier is denoted as \( \mathcal{H} \).

samples from the support set. In Sec. 3.4, we present a technique to determine if two samples from the unlabeled target domain are similar at a feature level [13]. Subsequently, we present a feature-level similarity loss between similar samples to bring them closer to each other in the latent space. Finally, we combine these components, presenting SPI as an end-to-end framework in Sec. 3.5.

3.1 Inter-Domain Feature Alignment

The premise for most domain adaptation approaches is to learn a domain invariant feature representation for both the source and target domains. CDCL [40] uses contrastive learning in the context of UDA to align the source and target domains. Due to the absence of class labels in UDA, they use pseudo-labels generated using k-means clustering for the contrastive loss. CLDA [35], a method for SSDA, applies contrastive loss on the exponential moving average of the source and target feature centroids to align the two domains. In contrast, we leverage contrastive loss more directly by explicitly treating the samples of the same classes as positives, irrespective of the domain. The feature extractor is then trained to minimize the \( \mathcal{L}_{con} \) by maximizing the similarity between the features of the same class.

Let \( A = \{1, 2, \cdots, 2 \eta_{sup} \} \) denote the set of indices in the support set. Note that the support set contains samples from both the domains and \( \eta_{sup} \) samples
from each class. Let \( P_i \) denote the set indices of all the images with the same label as \( i \). Then, the supervised contrastive loss \( L_{\text{con}} \) can be written as:

\[
L_{\text{con}} = \sum_{i \in A} \frac{1}{|P_i|} \sum_{p \in P_i} \log \left( \frac{\exp(z_i \cdot z_p / \tau)}{\sum_{a \in A \setminus i} \exp(z_a \cdot z_p / \tau)} \right),
\]

where, \( \tau \) denotes the temperature and controls the compactness of the clusters for each class, and \( z = \mathcal{F}(\cdot) \) is the feature embeddings of the input images.

However, as pointed out in [19], aligning the labeled samples from the source and target domains can lead to sub-distributions in the target domain. More specifically, the unlabeled samples with less correlation to the labeled samples in the target domain do not get pulled by the contrastive loss. This causes intra-domain discrepancy and thereby leads to poor performance. To mitigate this issue, we propose to inject unlabeled samples into the labeled target dataset \( \hat{T} \) thus, effectively increasing the support of the labeled samples in the target domain. We discuss this approach in more detail Sec. 3.2.

### 3.2 Pseudo-Label Injection

To reduce the intra-domain discrepancy, we propose injecting samples from the unlabeled target dataset \( T \) into the labeled target dataset \( \hat{T} \). Using the support set, we first compute the soft pseudo-labels of the unlabeled samples. Throughout the training, we keep an exponential moving average of the sharpened soft pseudo-labels for every sample in the unlabeled target dataset \( T \). This moving average estimates the confidence of our model’s prediction of each unlabeled sample. Using this estimate, we inject the highly confident samples into the labeled target dataset \( \hat{T} \) with their respective label set to the dominant class after each epoch.

To compute the soft pseudo-labels for the unlabeled samples from the target domain, we take inspiration from PAWS [1], a recent work in semi-supervised learning and extend it to the SSDA setting. We denote the support set \( x_{\text{sup}} \) and their respective labels as \( y_{\text{sup}} \). Let \( \hat{z}_{\text{sup}} \) be the normalized features representation of the samples in the support set \( x_{\text{sup}} \) and \( \hat{z}_i (= z_i / \|z_i\|) \) denote the normalized feature representation for the unlabeled sample \( x_i \). Then, the soft pseudo-label for \( i \)th unlabeled sample can be computed using:

\[
\hat{y}_i = \sigma_\tau(\hat{z}_i \cdot \hat{z}_{\text{sup}}^\top) \ y_{\text{sup}}
\]

where \( \sigma_\tau(\cdot) \) denotes the softmax operator with temperature \( \tau \). These soft pseudo-labels are then sharpened using the sharpening function \( \pi \) with temperature \( \tau > 0 \), described as follows:

\[
\pi(\hat{y}) = \frac{\hat{y}^{1/\tau}}{\sum_{j=1}^C \hat{y}_j^{1/\tau}}
\]

Sharpening helps to produce confident predictions from the similarity measure between the unlabeled and labeled samples.
Throughout the training, we keep an exponential moving average (EMA) of the sharpened soft pseudo-labels of each image in the unlabeled target dataset $T$. More specifically, we maintain a mapping $\mathcal{P} : \mathbb{I} \rightarrow \mathbb{R}^C$ from image ids of the unlabeled samples to the running EMA of their respective sharpened soft pseudo-labels (class probability distribution). Let $\text{ID}(\cdot)$ denote an operator that returns the image-id corresponding to the input sample in the unlabeled target dataset $T$ and $\mathcal{P}(\text{ID}(x_i))$ be the EMA of the sharpened pseudo-label of $x_i$. Then, this exponential moving average for a sample $x_i$ in the unlabeled dataset $T$ is updated as follows:

$$\mathcal{P}(\text{ID}(x_i)) \leftarrow \rho \pi(\tilde{y}_i) + (1 - \rho) \mathcal{P}(\text{ID}(x_i))$$  \hspace{1cm} (5)

where $\rho$ denotes the momentum parameter. When a sample is encountered for the first time in the course of training, $\mathcal{P}(\text{ID}(x_i))$ is set to $\pi(\tilde{y}_i)$ and Eqn. 5 is used thereafter.

After each epoch, we examine the EMA (class probability distribution) for each sample in $\mathcal{P}$. If the confidence of a particular sample for a class crosses a certain threshold $\gamma$, we inject that sample and its corresponding predicted class into the labeled target dataset $\hat{T}$. We define the set of samples considered for injection $I$ as:

$$I_t \triangleq \{(x_i, \text{arg max} \mathcal{P}(\text{ID}(x_i)) \mid x_i \in T \land \text{max} \mathcal{P}(\text{ID}(x_i)) \geq \gamma\} \hspace{1cm} (6)$$

where $t$ denotes the current epoch.

However, these samples could potentially be noisy and might hinder the training process; therefore we also remove samples from the labeled dataset $\hat{T}$ if their confidence falls below the threshold $\gamma$. The set of samples to be removed from the labeled target dataset $\mathcal{R}$ is defined as:

$$\mathcal{R}_t \triangleq \{(x_i, y_i) \mid x_i \in (\hat{T}_t \setminus \hat{T}_0) \land \text{max} \mathcal{P}(\text{ID}(x_i)) < \gamma\} \hspace{1cm} (7)$$

where $y_i$, denotes the corresponding pseudo-label that had been previously assigned to the sample $x_i$ from Eqn. 6. Note that the original samples from the labeled target dataset $\hat{T}_0$ are never removed from the dataset as both $I$ and $\mathcal{R}$ contain samples only from the unlabeled target dataset $T$.

The labeled target dataset $\hat{T}$ after each epoch $t$, is therefore updated as:

$$\hat{T}_{t+1} = \begin{cases} (\hat{T}_t \setminus \mathcal{R}_t) \cup I_t & \text{if } t \geq W \\ \hat{T}_t & \text{otherwise} \end{cases} \hspace{1cm} (8)$$

where $W$ represents the number of warmup epochs up to which the labeled target dataset $\hat{T}$ remains unaltered. These warmup epochs allow the feature representations of the source and target domains to be aligned to some extent before the samples are injected into the label target dataset. This prevents false-positive samples from getting into $\hat{T}$ which would otherwise hinder the learning process.
3.3 Instance Level Similarity

We now introduce the Instance Level Similarity loss. Inspired by [1,5], we follow a multi-view augmentation to generate $\eta_g = 2$ global crops and $\eta_l$ local crops of the unlabeled images. The key insight behind such an augmentation scheme is to enforce the model to focus on the object of interest by explicitly bringing the feature representations of these different views closer. The global crops contain more semantic information about the object of interest, whereas the local crops only contain a limited view of the image (or object). By computing the feature level similarity between the global crops and the support set samples, we compute the pseudo-label for the unlabeled samples using Eqn. 3.

The feature extractor is then trained to minimize the cross-entropy between the pseudo-label generated using one global view and the sharpened pseudo-label generated using the other global view. Additionally, the cross-entropy between the pseudo-label generated using the local views and the mean of the sharpened pseudo-label from the global views is added to the loss.

With a slight abuse of notation, given a sample $x_i$, we define $\tilde{y}_i^{g1}$ and $\tilde{y}_i^{g2}$ as the pseudo-label for the two global crops and $\tilde{y}_i^{l}$ denote the pseudo-label for the $j$th local crop. Similarly, we follow the same notation to define the sharpened pseudo-label for these crops denoted by $\pi$. The feature extractor is thus trained to minimize the following loss:

$$L_{ils} = -\sum_{i=1}^{|Bu|} \left( H(\tilde{y}_i^{g1}, \pi_i^{g2}) + H(\tilde{y}_i^{g2}, \pi_i^{g1}) + \sum_{j=1}^{\eta_l} H(\tilde{y}_i^{l}, \pi_i^{g}) \right),$$

where, $H(\cdot, \cdot)$ denotes the cross-entropy, $\pi_i^{g} = (\pi_i^{g1} + \pi_i^{g2})/2$ and $|Bu|$ denotes the number of unlabeled samples.

3.4 Intra-Domain Alignment

To ensure that the unlabeled samples from the same class in the target domain are closer together in the latent space, we use consistency loss between the unlabeled samples. Due to the absence of labels for these samples, we compute the pairwise feature similarity between the unlabeled samples to estimate whether they could potentially belong to the same class. As proposed by [13], two samples $x_i$ and $x_j$ can be considered similar if the indices of their top-k highly activated feature dimensions are the same. Let top-k ($z$) denote the set of indices of the top k highly activated feature dimensions of $z$ then, we consider two unlabeled samples $i$ and $j$ similar if:

$$\text{top-k} (z_i) \ominus \text{top-k} (z_j) = \Phi$$

where, $z_i$ and $z_j$ are their respective feature representations, and $\ominus$ is the symmetric set difference operator.

We construct a binary matrix $M \in \{0, 1\}^{|Bu| \times |Bu|}$ whose individual entries $M_{ij}$ denote whether the $i$th sample is similar to $j$th sample in the unlabeled
batch $B_u$ using Eqn. 10. Using the similarity matrix $M$, we compute the intra-domain consistency loss $\mathcal{L}_{ida}$ for the target unlabeled samples as follows:

$$\mathcal{L}_{ida} = \frac{1}{|B_u|^2} \sum_{i=1}^{|B_u|} \sum_{j=1}^{|B_u|} M_{ij} \|z_i - z_j\|_2$$

(11)

### 3.5 Classification Loss and Overall Framework

We use the label-smoothing cross-entropy [24] loss to train the classifier layer. For the classifier training, we only use the samples from the labeled source dataset $S$ and the labeled target dataset $\hat{T}$, which is constantly being updated with new samples.

$$\mathcal{L}_{cls} = - \sum_{i=1}^{2\eta_{sup}C} H(h_i, \hat{y}_i)$$

(12)

where, $h_i$ is the predicted class probabilities (Eqn. 1), $H$ denotes the cross-entropy loss and $\hat{y}_i = (1 - \alpha)y_i + \alpha/C$ is the smoothened label corresponding to $x_i$. Here, $\alpha$ is the smoothing parameter and $y_i$ is the one-hot encoded label vector.

Combining the different losses used in our proposed method SPI, $\mathcal{L}_{con}$, $\mathcal{L}_{ils}$ and $\mathcal{L}_{ida}$, yields a single training objective:

$$\mathcal{L}_{SPI} = \lambda \mathcal{L}_{con} + \mathcal{L}_{ils} + \mathcal{L}_{ida} + \mathcal{L}_{cls}$$

(13)

### 4 Experiments

#### 4.1 Datasets

We compare the performance of SPI against the existing approaches on the popular image classification benchmarks: Office-Home [39], Office-31 [30] and DomainNet [27]. Office-Home comprises of 4 domains: Art, Clipart, Product, and RealWorld, and a total of 65 different categories. The Office-31 benchmark contains 3 domains - Amazon, Webcam, and DSLR, containing objects from 31 different categories. Following [19,35], we use a subset of the DomainNet benchmark adapted by [31], which contains a total of 126 classes and 4 domains: Clipart, Sketch, Painting, and Real.

Following the authors of [19,35,21], we use the publically available train, validation, and test splits provided by [31] to ensure a consistent and fair comparison against the existing approaches.

#### 4.2 Baselines

To quantify the efficacy of our approach, we compare its performance to the previous state-of-the-art methods in SSDA task: CLDA [35], CDAC [21], MME
| Method          | R→C | R→P | R→A | P→R | P→C | P→A | A→P | A→C | A→R | Mean |
|-----------------|------|------|------|------|------|------|------|------|------|------|
| S + T           | 55.7 | 80.8 | 67.8 | 73.1 | 53.8 | 63.5 | 73.1 | 54.9 | 14.2 | 68.3 | 37.6 | 72.3 | 66.2 |
| DANN [11]       | 57.3 | 75.5 | 65.2 | 53.8 | 51.8 | 56.6 | 68.3 | 54.7 | 73.8 | 67.1 | 55.1 | 67.5 | 63.5 |
| ENT [12]        | 64.6 | 85.5 | 71.3 | 80.1 | 64.6 | 65.5 | 79.0 | 63.6 | 79.7 | 76.6 | 67.2 | 79.3 | 73.1 |
| MME [31]        | 65.2 | -    | -    | 64.5 | 66.7 | -    | -    | -    | -    | 67.5 | -    | -    | -    |
| Meta-MME [29]   | 66.4 | 86.2 | 73.4 | 82.0 | 65.2 | 66.1 | 81.1 | 63.9 | 80.2 | 76.8 | 66.6 | 79.9 | 74.0 |
| APE [19]        | 67.8 | 85.6 | 72.2 | 81.9 | 67.0 | 67.5 | 80.3 | 65.9 | 80.6 | 80.2 | 67.4 | 81.4 | 74.2 |
| DECOTA [43]     | 70.4 | 87.7 | 74.0 | 82.1 | 68.0 | 69.9 | 81.8 | 64.0 | 80.5 | 79.0 | 68.0 | 83.2 | 75.7 |
| CDAC [21]       | 73.8 | 86.6 | 80.2 | 87.1 | 73.8 | 74.4 | 83.1 | 70.3 | 80.9 | 75.5 | 70.5 | 80.9 | 75.5 |
| CLDA [35]       | 66.0 | 87.6 | 76.7 | 82.2 | 63.9 | 72.4 | 81.4 | 63.4 | 81.3 | 80.3 | 70.5 | 83.8 | 76.15 |

We also include the results of popular UDA approaches DANN [11], ADR [32] and CDAN [23]. These UDA methods have been modified to utilize the labeled target samples to ensure a fair comparison, as reported in [31]. In addition to this, S+T method provides a rudimentary baseline wherein the model is trained only using the labeled samples from both the source and target domains.

4.3 Implementation Details

We use ResNet-34 [15] as the feature extractor in our experiments on Office-Home and DomainNet datasets and VGG-16 for experiments on the Office-31 dataset. The feature extractors use pre-trained ImageNet [9] weights as provided by the PyTorch Image Models library [41]. The last layer of the feature extractor is replaced with a linear classification layer according to the dataset of interest.

We set \( \lambda = 4.0 \) in Eqn. 13 to prioritize the effect of cross-domain contrastive loss. The momentum parameter \( \rho \) for the EMA update in Eqn. 5 is set to 0.7 for all the experiments. The value of the injection threshold \( \gamma \) in Eqn. 6 and Eqn. 7 is set to 0.8 for the experiments on the Office-Home dataset. For experiments on DomainNet and Office-31, we use a value of 0.9 for the threshold. The label smoothing parameter \( \alpha \) is set to 0.1 for all the experiments.

In our experiments, we set the number of warmup epochs \( W = 5 \) in Eqn. 8 for the experiments. For Office-Home and Office-31, we set samples-per-class (\( \eta_{\text{sup}} \)) = 4 and for DomainNet \( \eta_{\text{sup}} = 2 \). We use 2 global \( \eta_g \) and 4 local \( \eta_l \) crops for all the datasets. We set the batch size of unlabeled samples \( B_u \) as 128 for Office-Home and DomainNet, and 32 for Office-31.

Similar to [31], we use a Stochastic Gradient Descent optimizer with a learning rate of 0.0002, a weight decay of 0.0005 and a momentum of 0.9. The learning rate is increased linearly from \( \approx 0 \) to its maximum value of 0.0002 during the \( W \) warmup epochs. Subsequently, it is decayed to a minimum value of \( 10^{-5} \) using a cosine scheduler during training. We utilize RandAugment [8] as the augmentation module in our setup. Specifically, we use the implementation of RandAugment provided by [21] for our experiments and comparisons.

All experiments for Office-Home and Office-31 were done on a single NVIDIA Tesla V100 GPU, whereas we used a distributed setup with 2 GPUs for Do-
| Method       | R→C | R→P | P→C | P→S | C→S | C→P | S→P | S→R | Mean 1-shot | Mean 3-shot |
|-------------|-----|-----|-----|-----|-----|-----|-----|-----|------------|------------|
| S+T         | 71.9 | 72.1 | 71.9 | 72.3 | 72.3 | 72.4 | 72.2 | 72.1 | 72.3       | 72.2       |
| S+T         | 73.3 | 73.8 | 73.9 | 74.0 | 73.8 | 73.9 | 74.0 | 73.9 | 73.7       | 73.9       |
| DANN [11]   | 68.7 | 69.8 | 68.5 | 69.0 | 69.0 | 69.1 | 68.5 | 68.9 | 69.0       | 69.0       |
| ADR [32]    | 66.4 | 67.5 | 66.5 | 67.0 | 67.0 | 67.1 | 66.5 | 66.9 | 67.0       | 67.0       |
| CDAN [23]   | 70.2 | 71.2 | 70.0 | 70.5 | 70.5 | 70.6 | 70.0 | 70.4 | 70.5       | 70.5       |
| ENT [12]    | 72.7 | 73.7 | 72.6 | 73.2 | 73.2 | 73.3 | 72.7 | 73.1 | 73.2       | 73.2       |
| Meta-MME [29]| 73.3 | 74.3 | 73.2 | 73.7 | 73.7 | 73.8 | 73.3 | 73.6 | 73.7       | 73.7       |
| BiAT [16]   | 73.3 | 74.3 | 73.2 | 73.7 | 73.7 | 73.8 | 73.3 | 73.6 | 73.7       | 73.7       |
| APE [19]    | 72.7 | 73.7 | 72.6 | 73.2 | 73.2 | 73.3 | 72.7 | 73.1 | 73.2       | 73.2       |
| DECOTA [43] | 74.4 | 75.4 | 74.3 | 74.8 | 74.8 | 74.9 | 74.4 | 74.6 | 74.7       | 74.7       |
| CDAC [21]   | 75.4 | 76.5 | 75.3 | 75.8 | 75.8 | 75.9 | 75.4 | 75.6 | 75.7       | 75.7       |
| CLDA [35]   | 76.1 | 77.2 | 76.1 | 76.6 | 76.6 | 76.7 | 76.1 | 76.3 | 76.4       | 76.4       |
| SPI (Ours)  | 77.2 | 78.3 | 77.2 | 77.7 | 77.7 | 77.8 | 77.2 | 77.5 | 77.6       | 77.6       |

**4.4 Results**

**Office-Home:** Table 1 compares the results of the baseline methods with our approach on the Office-Home benchmark. We use a 3-shot setting, as commonly used in most baseline approaches. We observe state-of-the-art performance across the majority of the domain adaptation scenarios. On average, we outperform the existing approaches in terms of classification accuracy. Despite using a 3-shot setting (195 images), we observe an improved performance of 5.87% on A→R, 3.45% on R→P, and 3.76% on P→C over LIRR [20], which uses 5% (>210 images) of labeled target data.

**Office-31:** We compare SPI’s performance against other baseline approaches on the Office-31 benchmark. We use a VGG-16 backbone for this set of experiments. From the results in Table 3, we observe a superior mean classification accuracy in the 3-shot setting.

**Domain-Net:** Table 2 compares the performance of SPI with baseline approaches, showing that SPI surpasses the existing baselines in both 1-shot and 3-shot settings. In some scenarios like R→S and C→S, SPI shows a significant boost in the 1-shot setting, outperforming even the 3-shot accuracies of the state-of-the-art baseline approaches. SPI’s mean accuracy for the 1-shot setting (75.6%) is on par with that of the 3-shot setting for CDAC [21] (76.0%). This shows the superiority of our approach. Moreover, we observe that SPI 1-shot is on par with 5-shot setting of CLDA [35] (76.7%). In a 3-shot setting, SPI (76.94%) outperforms the 5-shot setting of CLDA and is on par with CDAC (76.9%).
Table 5: (a) Impact of different values of momentum parameter $\rho$ used to compute the exponential moving average in Eqn. 5. Results are from the Office-Home benchmark. (b) Different components of SPI. The last row uses EMA to add and remove samples from $T$.

| Momentum $\rho$ | Office-Home $C \to P$ $P \to R$ | Losses | Office-Home $C \to P$ $R \to C$ | DomainNet $R \to C$ $S \to P$ |
|----------------|---------------------------------|--------|-------------------------------|-------------------------------|
|                |                                 | $L_{con}$ |                               |                               |
| 1.0            | 82.2                            | 82.42   | 68.15                         | 67.75                         |
| 0.9            | 82.1                            | 83.44   | 70.43                         | 68.72                         |
| 0.7            | **83.8**                        | 83.06   | 69.60                         | 67.79                         |
| 0.5            | 82.3                            | 74.84   | 59.90                         | 60.37                         |
| 0.3            | 81.6                            | 82.23   | 71.88                         | 70.66                         |
| 0.1            | 79.7                            | **83.82** | **69.33**                     | **79.23**                     | **74.48**                     |

5 Ablation Study

Momentum Parameter $\rho$: The momentum parameter $\rho$ used in Eqn. 5 controls how the exponential moving average of the class probabilities of an unlabeled sample is updated in the mapping $P$ during training. Setting the momentum $\rho$ to 1.0 disables the averaging function, and thus $P(ID(x_i))$ contains the latest sharpened value of sharpened soft pseudo-label $\pi(\tilde{y}_i)$ (computed using Eqn. 3 and Eqn. 4). On the other hand, lower values of $\rho$ signify a more conservative approach, wherein weightage to the current sharpened soft pseudo-label is less.

Through our experiments, and as shown in Table 5a, we found that setting $\rho=0.7$ for both Office-Home and DomainNet benchmarks worked well across different domain adaptation scenarios.

Injection Threshold $\gamma$: In Table 4, we compare the effect in the performance of our model on different domain adaptation scenarios for different values of threshold $\gamma$. A higher value of threshold indicates that we will be more conservative in injecting samples into the labeled target dataset, and vice versa. In our experiments, we observe better setting $\gamma=0.8$ for Office-Home and $\gamma=0.9$ for DomainNet gives us the best performance.

Effect of different components of SPI: Table 5b Row 1 presents the top-1 accuracies on different tasks using only $L_{con}$ to train the model. We observe an increase in the top-1 accuracies when using $L_{ils}$ (Row 2) and $L_{ida}$ (Row 3) with the supervised contrastive loss. The performance gain when using $L_{ils}$ and $L_{ida}$ separately with $L_{con}$ is not significant. However, when used together (Row 6),
Table 6: Performance comparison of SPI to study the effect of (a) removing injected samples from labeled target dataset $\hat{T}$ and, (b) when samples are injected per epoch vs. per iteration

(a) Removal

|          | Office-Home | DomainNet |
|----------|-------------|-----------|
|          | C $\rightarrow$ P R $\rightarrow$ C | R $\rightarrow$ C S $\rightarrow$ P |
| No       | 82.99 68.26 | 70.28 68.82 |
| Yes      | 83.82 69.33 | 79.23 74.48 |

(b) Updation

|          | Office-Home | DomainNet |
|----------|-------------|-----------|
|          | C $\rightarrow$ P R $\rightarrow$ C | R $\rightarrow$ C S $\rightarrow$ P |
| Iter     | 83.44 69.04 | 75.23 72.07 |
| Epoch    | 83.82 69.33 | 79.23 74.48 |

We achieve the best performance with up to 9.6% and 6.7% gain in the top-1 accuracy for R $\rightarrow$ C and S $\rightarrow$ P, respectively, in the DomainNet benchmark.

Table 5b (Rows 5 and 6) shows the effect of using EMA for pseudo-label injection. It is evident that using EMA helps improve the overall performance of the model. Lastly, we report the results without using $L_{con}$ for domain alignment. The stark difference in performance hints at the importance of $L_{con}$ in inter-domain alignment. We also point out that even without the explicit domain alignment loss, SPI’s performance is on par with the 1-shot performance of DECOTA in both DomainNet scenarios. Therefore, it is evident that even without an explicit domain-alignment loss, SPI can leverage the similarity between the feature representations to achieve domain alignment to some extent.

Removal of Injected Samples: The key idea of our proposed method is the injection and removal of samples from the labeled target dataset $\hat{T}$. In this section, we study the effect of removing injected samples from $\hat{T}$. We posit that, over the course of training, as the model assigns the pseudo-label using Eqn. 3, injected samples in $\hat{T}$ could be incorrectly labeled and need to be removed. From the results presented in Table 6a, it is evident that removing injected samples from $\hat{T}$ provides a boost in performance, which is more profound in DomainNet scenarios.

Pseudo-label Injection Interval: In SPI, we choose to inject the samples into $\hat{T}$ at the end of every epoch. We empirically show in Table 6b that this setting performs better than injecting/removing samples after every iteration.

6 Conclusions

In this work, we presented an end-to-end framework, SPI which leverages feature level similarity between the unlabeled and labeled samples across domains to pseudo-label the unlabeled data. We introduced a novel loss function that includes 1) a supervised contrastive loss for inter-domain alignment, 2) an instance-level similarity loss to pull the unlabeled samples closer to the similar labeled samples, and, 3) an intra-domain consistency loss that clusters similar unlabeled target samples. We introduced a pseudo-labeling technique to inject (remove)
confident (unconfident) samples into (from) the labeled target dataset. We performed extensive experiments and ablations to verify the efficacy of our method. Our framework SPI achieved state-of-the-art accuracies on the popular domain adaptation benchmarks.
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\begin{algorithm}
\caption{Pseudocode for SPI}
\begin{algorithmic}[1]
\Procedure{SPI}{Labeled source dataset $S$, labeled target dataset $\hat{T}$ and unlabeled target dataset $T$, Mapping of image IDs to pseudo-labels $P$}
\Require{Momentum parameter $\rho$, Batch size $B_u$, number of classes $C$, number of support samples per class $\eta_{sup}$, number of local $\eta_l$ and global $\eta_g$ views, Number of epochs $\epsilon$, Number of iterations per epoch $N_{iters}$}
\For{$i = 1, \ldots, \epsilon$}
\For{$j = 1, \ldots, N_{iters}$}
\State Sample support set $x_{sup}$ from $S$ and $\hat{T}$
\State Sample unlabeled samples $x$ from $T$
\State Compute feature representations:
\State $z_{sup} = F(x_{sup})$
\State $z = F(x)$
\State Compute soft pseudo-label:
\State $\tilde{y} = \sigma(\hat{z} \cdot \hat{z}_{sup}) y_{sup}$ where, $\hat{z}_k (= z_k / \|z_k\|)$
\State Update $P$:
\For{$l = 1, \ldots, B_u$}
\State $\pi(\tilde{y}_l) = \frac{\gamma_l^{1/2}}{\sum_{m=1}^{B_u} \gamma_m^{1/2}}$
\State $P(ID(x_l)) \leftarrow \rho \pi(\tilde{y}_l) + (1 - \rho) P(ID(x_l))$
\EndFor
\State Compute $\mathcal{L}_{SPI} = \lambda_1 \mathcal{L}_{con} + \lambda_2 \mathcal{L}_{ils} + \lambda_3 \mathcal{L}_{ida} + \lambda_4 \mathcal{L}_{cls}$
\State Compute gradients $\nabla \mathcal{L}_{SPI}$ for weight update.
\State Update feature extractor and classifier weights, $\Theta_F$ and $\Theta_H$
\EndFor
\EndFor
\State /* Find samples to inject into $\hat{T}$ */
\State $I = \{(x, \arg\max P(ID(x)) \mid x \in T \land \max P(ID(x)) \geq \gamma\}$
\State /* Find samples to remove from $\hat{T}$ */
\State $R = \{(x, y) \mid x \in (\hat{T} \setminus \hat{T}_0) \land \max P(ID(x)) < \gamma\}$
\State /* Update $\hat{T}$ */
\State $\hat{T} = \begin{cases} 
(\hat{T} \setminus R) \cup I & \text{if } i \geq W \\
\hat{T} & \text{otherwise}
\end{cases}$
\EndProcedure
\end{algorithmic}
\end{algorithm}
1 Implementation Details

We present the pseudo-code of our approach in Algorithm 1. For training our model, we set the values of the temperature parameter $\tau$ in Eqn. 2 and 4 (from the the main paper) as 0.1 and 0.3 respectively. The temperature parameter used in Eqn. 3 set to 0.7 at the beginning of training and is annealed using a cosine scheduler to a minimum value of 0.25 throught the training process.

2 Feature Space Analysis

In Figure 3, we show the top-4 nearest neighbours in the source domain (Real), of the images from the target domain (Clipart). In Figure 1, we show the t-SNE plot of the feature distribution in the R $\rightarrow$ C scenario from the DomainNet benchmark. We choose 10 representative classes for visualization as done in [?].

![t-SNE visualization of features](image)

**Fig. 1.** t-SNE visualization of features. We show the features for 10 representative classes from the R $\rightarrow$ C scenario from the DomainNet benchmark.

3 Results with more shots

We conducted experiments to analyze the performance of SPI when provided with more labeled samples in the target domain. In Table 1 and 2, we compare
Table 1. Accuracy on DomainNet under the 5-shot setting using ResNet-34 backbone.

| Net    | Method | R→C | R→P | P→C | C→S | S→P | R→S | P→R | MEAN |
|--------|--------|-----|-----|-----|-----|-----|-----|-----|------|
| ResNet34 | S+T    | 64.5 | 63.1 | 64.2 | 59.2 | 60.4 | 56.2 | 75.7 | 63.3 |
|         | DANN   | 63.7 | 62.9 | 60.5 | 55  | 59.5 | 55.8 | 72.6 | 61.4 |
|         | ENT    | 77.1 | 71  | 75.7 | 61.9 | 66.2 | 64.6 | 81.1 | 71.1 |
|         | MME    | 75.5 | 70.4 | 74  | 65  | 68.2 | 65.5 | 79.9 | 71.2 |
|         | APE    | 77.7 | 73  | 76.9 | 67  | 71.4 | 68.8 | 80.5 | 73.6 |
|         | CDAC   | 80.8 | 75.3 | 79.9 | 72.1 | 74.7 | 72.9 | 83.2 | 76.9 |
|         | CLDA   | 80.3 | 76.0 | 77.8 | 71.6 | 74.5 | 72.9 | 84.0 | 76.7 |
|         | SPI    | 79.7 | **76.2** | **80.1** | **74.1** | **75.4** | **74.0** | **83.6** | **77.6** |

Table 2. Accuracy on DomainNet under the 10-shot setting using ResNet-34 backbone.

| Net    | Method | R→C | R→P | P→C | C→S | S→P | R→S | P→R | MEAN |
|--------|--------|-----|-----|-----|-----|-----|-----|-----|------|
| ResNet34 | S+T    | 68.5 | 66.4 | 69.2 | 64.8 | 64.2 | 60.7 | 77.3 | 67.3 |
|         | DANN   | 70  | 64.5 | 64  | 56.9 | 60.7 | 60.5 | 75.9 | 64.6 |
|         | ENT    | 79  | 72.9 | 78  | 68.9 | 68.4 | 68.1 | 82.6 | 74  |
|         | MME    | 77.1 | 71.9 | 76.3 | 67  | 69.7 | 67.8 | 81.2 | 73  |
|         | APE    | 79.8 | 75.1 | 78.9 | 70.5 | 73.6 | 70.8 | 82.9 | 75.9 |
|         | CDAC   | 83.1 | 77.2 | 81.7 | 74.3 | 76.3 | 74.6 | 84.7 | 78.9 |
|         | DECOTA | 81.8 | 75.1 | 81.3 | 73.7 | 73.4 | 73.7 | 80.7 | 77.1 |
|         | CLDA   | 81.2 | **77.7** | 80.3 | **74.1** | **77.1** | 74.1 | **85.1** | 78.5 |
|         | SPI    | 81.7 | 77.2 | **82.1** | **76.2** | 76.2 | **75.2** | 85.0 | **79.1** |

4 Different training splits for the labeled target data

We compare the performance of our method - SPI with different training splits for labeled target data. This is to show that our approach is fairly invariant to the labeled target samples. In Table 3, we observe that our method is invariant to randomly chosen three training splits (S0, S1, S2, S3) for the labeled target data. S0 denotes the split used in our main paper (The same split as used in MME [?]). S1-S3 were generated randomly.

Table 3. Performance of SPI with different training splits

| Splits | S0 | S1 | S2 | S3 |
|--------|----|----|----|----|
| Accuracy | 69.33 | 71.82 | 69.84 | 70.19 |

5 Analysis for Injected Samples

In Figure 2, we show the number of injected samples over the course of training. We also show the number of false positive samples that have been injected into the labeled target dataset \( \hat{T} \).
Fig. 2. Number of injected samples over the course of training in R → P scenario of DomainNet.
Fig. 3. Nearest neighbours from the source domain (Real), of the target domain (Clipart) sample. The 1st column is the target domain sample used for query.