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Abstract

We propose to combine the ideas of mass redistribution and component mode synthesis. More specifically, we employ the MacNeal method, which readily leads to a singular mass matrix, and an accordingly modified version of the Craig-Bampton method. Besides obtaining a massless boundary, we achieve a drastic reduction of the mathematical model order in this way compared to the parent finite element model. We assess the method’s computational performance by a series of benchmarks, including both frictionless and frictional contact. The results indicate that the proposed method achieves excellent energy conservation properties and superior convergence behavior. It reduces the spurious oscillations and decreases the computational effort by about 1-2 orders of magnitude compared to the current state of the art (mass-carrying component mode synthesis method). We believe that the computational performance and favorable energy conservation properties will be valuable for the prediction of vibro-impact processes and physical damping.
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1. Introduction

A vibro-impact process denotes any physical process where the mutual interaction between temporary (opening-closing) contacts and vibrations plays a central role [1]. Technical examples are machining processes (e.g. pneumatic hammers, ultrasonic drillers), impact vibration absorbers, systems with backlash/freeplay (e.g. hammering gears in drive trains, piping systems), rotor-stator interactions (e.g. between blades and casing of aero engines or within rotor bearings). Vibro-impact processes have multi-scale character both in time and in space: The contact time of a single impact is very short compared with the periods of the critical low-frequency vibration modes. The contact region, in which high stresses are generated, is very small compared to the wavelengths of the critical vibration modes. An elastic wave is initiated from the collision point, which then propagates within the solid body. The wave decays due to dissipative effects within the solid and the boundaries. Depending on the boundary conditions, the wave is reflected, travels back, and may thus affect the contact interactions [2]. In the presence of vibrations, recurrent impacts take place.

To accurately predict vibro-impact processes, an appropriate combination of models of the elastodynamics within the bodies and the contact mechanics is required [3, 4, 5]. This poses a number of computational challenges, as explained in the following.

Enormous model order

A fine space discretization is needed to describe the mechanics in the contact region accurately and to determine the stresses within the whole body. The short collisions transfer considerable energy into high-frequency vibration modes. The finite element model must properly resolve the shortest wavelength which is associated with the highest relevant modal frequency. This yields an enormous mathematical model order, not seldom in the range of $10^5$–$10^7$ nodal displacement degrees of freedom in the case of three-dimensional problems. As in the linear case, Component Mode Synthesis methods are popular in
the vibrations community for model order reduction in the presence of nonlinear contact conditions. Here, the idea is to approximate the displacement field in terms of a linear combination of component modes, and to project the momentum balance onto the subspace spanned by these modes (Galerkin procedure) [6]. As component modes, a subset of normal vibration modes can simply be used. This corresponds to the classical modal truncation, which has been applied to impact problems in combination with regular contact models like Hertzian springs [2]. It is common to combine static deflection shapes obtained for imposed displacements or imposed forces at the contact interface with fixed- or free-interface normal vibration modes as component modes, as in the case of the Craig-Bampton or the Rubin method. The normal modes accurately describe the elastodynamics within the body in the frequency band of interest, while the static deflection shapes accurately describe the local flexibility of the contact region.

Numerical issues with regularization

A popular approach in the vibrations community to deal with the complementarity inequalities describing the contact constraints is penalty regularization. This can be interpreted as replacing the rigid constraint by a unilateral spring with finite stiffness. Important advantages of the penalty regularization are its simple implementation and that the problem degenerates into an ordinary differential equation system. The delicate question now becomes how to properly set the penalty stiffness. The lower it is, the more violation of the contact constraint is allowed. For high values, on the other hand, it is well-known that the numerical treatment of the problem becomes difficult. More specifically, an extremely fine time discretization is needed to ensure stability of explicit integration methods [7], and the one-step equations of implicit methods become ill-conditioned causing numerical (nonphysical) oscillations [8, 9]. It is therefore numerically more robust to view the contact stresses/forces as Lagrange multipliers enforcing the contact constraints and apply designated methods for their computation [9].

Numerical oscillations associated with standard space discretization

In the spatially continuous case, the relative contact velocity jumps to zero when a contact closes with nonzero speed. Space discretization with standard finite elements associates a finite mass to all nodes, including those located at the contact boundary. If a node with finite mass was stopped immediately upon contact, kinetic energy would be lost. To prevent this nonphysical energy loss, the relative velocity must keep its magnitude, but change its sign to avoid penetration. In contrast to the spatially continuous case, this leads to a finite impulse and causes spurious, high-frequency oscillations, both at the contact and within the flexible body, see e.g. [10]. The high-frequency oscillations are an important problem for time integration: They limit the maximum stable time step for explicit schemes, and they cause high effort for the iterative solution of the contact problem in implicit schemes [7]. To counteract the spurious oscillations, it is common practice to add numerical damping specifically to the high-frequency modes. However, this may still lead to large computation effort and distort the wave propagation behavior [11]. Dedicated constraint stabilization schemes have been proposed (e.g. [10, 12, 13, 14]), which all come at the cost of considerable computational effort [10]. Two approaches that counteract the spurious oscillations are further discussed in the following paragraphs, namely splitting the flexible body into a contact and a remaining region, and the massless boundary approach. Other methods, such as Nitsche’s method [15] also lead to a well-posed semi-discrete problem, but do not reduce the spurious oscillations to the same extent. The splitting approach was proposed by Seifried et al. for impact simulations [2]. The idea is to replace the contact region by a force-displacement relation derived from quasi-static assumptions, and to approximate the dynamics of the remaining region in terms of the classical modal truncation. As force-displacement relation, the Hertzian contact law can be used for appropriate geometries. As alternative, the force-displacement relation can be determined by interpolating the results of static finite element analyses. The splitting approach has two major drawbacks: First, it is strictly limited to one-dimensional frictionless problems with small contact areas. Hence, the contact between conforming surfaces (as occurring in most joints), rolling-type motions or stick-slip interactions cannot be treated with this approach. Second, the need to define an artificial boundary between statically treated contact region and dynamically treated remaining region leads to an inevitable compromise between the resolution of the contact stresses and the resolution of the elastodynamics within the whole body.
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The massless boundary approach views the standard space discretization (which was not initially designed for impact problems) as the source of the problem. When no inertia is associated to the nodal displacement degrees of freedom at the contact interface, the differential index of the mathematical problem reduces from 3 to 1, which substantially reduces the numerical contact oscillations [16]. The momentum balance restricted to the contact boundary is then a purely static sub-problem, and computationally robust methods are available to solve this along with the contact constraints [9]. Another important benefit of this approach is that no impact law is needed for the boundary nodes, so one does not have the delicate task to set a coefficient of restitution. The difference between the available massless boundary methods is how they get rid of the mass at the boundary. Renard et al. [17], who introduced the massless boundary approach, proposed to determine the mass redistribution as the solution of an optimization problem (the objective being to shift around as little mass as possible) under the constraints of retaining the 0th, 1st and 2nd mass moment of inertia. Besides the high computational effort of this strategy, it is rather questionable to what extent these constraints are relevant for vibration or wave propagation problems. Wohlmuth et al. proposed to relocate the integration points away from the boundary in such a way that no mass is associated with the contact nodes [18, 19]. Both Renard et al. [20] and Wohlmuth et al. [21] later refined their methods by using shape functions different from the standard ones.

Enormous effort to compute long-term behavior (vibrations)

As explained above, it is already challenging to simulate a short time interval around a single collision. For vibration problems, the steady-state behavior is of primary concern. The critical excitation occurs usually in the lowest-frequency vibration modes. Damping is relatively light (otherwise one would not have any vibration problem). Thus, long transients, and hence many cycles of the lowest-frequency modes must be simulated to determine the limit state. To ensure vibration safety, many of such simulations are generally necessary for design optimization and uncertainty quantification, due to the nonlinear dependence on excitation conditions, and due to the dependence of the long-term behavior on the initial conditions (coexisting steady states).

Purpose and outline of the present work

We propose to unite the massless boundary concept (originating from computational mechanics) and the idea of component mode synthesis (common in structural dynamics). Time stepping schemes for massless boundary models are proposed in Section 2. Component mode synthesis methods yielding a massless boundary are addressed in Section 3. The computational performance is assessed for a series of benchmarks in Section 5. This article ends with the conclusions in Section 6.

2. Time step integration of a massless boundary model

In the following, we develop a simulation procedure for a massless boundary model. The procedure is directly applicable to a finite element model, provided that the mass has been accordingly redistributed. We later propose component mode synthesis methods to achieve (a) the massless boundary starting from a conventional finite element model, and (b) a reduction of the number of generalized coordinates describing the inner dynamics.

Consider the equations of motion of a massless boundary model subjected to contact constraints,

\begin{align}
K_{bb}q_b + K_{bi}q_i - W_b \lambda &= f_b(t), \\
M_{ii} \ddot{u}_i + D_{ii} \dot{u}_i + K_{ii}q_i + K_{ib}q_b &= f_i(t), \\
u_b &= \dot{q}_b, \quad u_i = \dot{q}_i.
\end{align}

Herein, \(q_b \in \mathbb{R}^{B \times 1}\), \(q_i \in \mathbb{R}^{I \times 1}\) are the vectors of displacements at the contact boundary, and remaining generalized coordinates, respectively, and \(B\) and \(I\) are the respective dimensions. Overdot denotes derivative with respect to time \(t\). \(K_{bb} \in \mathbb{R}^{B \times B}\), \(K_{bi} = K_{ib}^T \in \mathbb{R}^{B \times I}\), \(K_{ii} \in \mathbb{R}^{I \times I}\) are the respective partitions of the symmetric and positive semi-definite stiffness matrix. \(M_{ii} \in \mathbb{R}^{I \times I}\) is the symmetric and positive definite...
mass matrix associated with \( \mathbf{q} \). Viscous damping is considered within the bodies (matrix \( \mathbf{D}_{ii} \in \mathbb{R}^{l \times l} \)), but not at the boundary\(^1\) \( f_b \in \mathbb{R}^{B \times l} \), \( \mathbf{f}_i \in \mathbb{R}^{l \times l} \) denote the imposed forcing with known explicit time dependence. \( \mathbf{\lambda} \in \mathbb{R}^{C \times l} \) is the vector of \( C \) Lagrange multipliers which can be interpreted as contact forces, with the constant matrix of contact force directions \( \mathbf{W}_b \in \mathbb{R}^{B \times C} \). The algebraic equations \(^1\) describe the quasi-static force balance at the boundary. The ordinary differential equations \(^2\) describe the dynamic generalized force balance within the body. We limit the development to linear elasticity and linear kinematics; the extension of the method to, e.g., geometric and material nonlinearity, or nonlinear and time-variant contact kinematics (with \( \mathbf{W}_b(q, t) \) rather than constant \( \mathbf{W}_b \)) is left for future work. Concerning geometric nonlinearity described by multivariate polynomials, such an extension could rely on the Stiffness Evaluation Procedure or Implicit Condensation \(^2\), which can be combined with Component Mode Synthesis \(^23\). Concerning other nonlinearities, such an extension could rely on a form of hyper-reduction.

The contact gap \( g \) and gap velocity \( \gamma \) are kinematically related to \( q_b \), \( \mathbf{u}_b \) via Eq. \(^4\),

\[
\mathbf{g} = \mathbf{W}_b^T \mathbf{q}_b + \mathbf{g}_0(t) \quad \gamma = \mathbf{W}_b^T \mathbf{u}_b + \dot{\mathbf{g}}_0(t),
\]

\( \gamma \in \mathcal{N}_C(\mathbf{\lambda}) \) .

The contact laws in Eq. \(^5\) are here expressed as inclusion into the normal cone, \( \mathcal{N}_C \), to the admissible set, \( \mathcal{C} \), of the contact forces \( \mathbf{\lambda} \). They are formulated on velocity level here and apply to all active contacts (closed normal gap). Unilateral interaction (Signorini conditions) is considered in the normal contact direction. Coulomb’s law of dry friction is considered in the tangential contact plane. With \( \gamma \) set up as defined in Eq. \(^5\), the set \( \mathcal{C} \) is given by Eq. \(^7\),

\[
\gamma = \begin{bmatrix} \gamma_1 \\ \vdots \\ \gamma_{N_{con}} \end{bmatrix}, \quad \gamma_j = \begin{bmatrix} \gamma_{0,j} \\ \tilde{\gamma}_{0,j} \end{bmatrix}, \quad \mathcal{C} = \mathcal{C}_1 \times \ldots \times \mathcal{C}_{N_{con}}, \quad \mathcal{C}_j = \mathbb{R}^+_0 \times \mathcal{D} (\mu \lambda_{n,j} + \mu \lambda_{0,j}^0).
\]

Herein, \( \mathcal{D}(r) \) denotes the planar disk of radius \( r \). \( \mathbf{g} \) and \( \mathbf{\lambda} \) are set up analogous to Eq. \(^6\). In the case of a preloaded contact point, \( \lambda_{0,j}^0 > 0 \) is the normal preload; \( \lambda_{0,j}^0 = 0 \) for initially open contacts.

The proposed approach is able to deal with contact among multiple flexible bodies, self-contact, and contact with a rigid wall. Also, the above formulations are applicable regardless of the contact discretization (e.g. node-to-segment, segment-to-segment/Mortar). The \( N_{con} \) contact gaps generally correspond to certain integration points. The contact forces, \( \mathbf{\lambda} \), are generally obtained by numerical integration of the contact stress field. The contact force at a certain integration point is simply the contact stress times the associated area (weight of numerical integration), see e.g. \(^24\). The numerical examples are limited to contact with the (rigid) ground and, for simplicity, we use a node-based integration with equal weights (rather than a consistent integration). In the remainder of this paper, thus, the distinction between nodes and integration points, and the case of non-matching nodes do not receive any particular attention.

### 2.1. Time stepping schemes

A variety of integrators can be applied to the constrained differential-algebraic equation systems. A comparison of several integrators can be found in \(^25\)\(^26\). In the course of the present work, various integrators were tested as well. In particular, we tried higher-order schemes, but found that their performance suffered from numerical oscillations again. Based on our experience, we propose the relatively simple Verlet scheme in its leapfrog form. It should be remarked that the Moreau-like integrators, which are very popular in the mass-carrying case, rely on the same scheme, but are usually formulated in the kick-drift-kick form rather than in the leapfrog form. As the symmetric Moreau-like integrator developed in \(^27\), Verlet’s scheme enjoys time-reversibility. Moreover, it has favorable energy conservation properties thanks to its symplectic

---

\(^1\)Note that the damping associated with the contact boundary will in most cases be dominated by dry friction rather than viscous damping, so that this does not seem to be a strong limitation.
nature. Under fixed contact conditions, the approach enjoys second-order accuracy. Verlet’s scheme leads
to an explicit integration scheme for the inner coordinates, while the static contact problem restricted to
the boundary is solved implicitly. Consequently, the scheme is only conditionally stable. The details of the
proposed time stepping scheme are described in the following.
In the leapfrog form, the grids of velocities and coordinates are shifted. The time levels for \( u \) are in the
middle of the time levels for \( q \). We use the notation \( q^k = q(t^k) \), where \( t^k \) is the \( k \)-th time level, and
\( u^{k+\frac{1}{2}} = u(t^k + \frac{\Delta t}{2}) \) with the time step \( \Delta t \). Then Verlet’s scheme can be expressed as
\[
q^{k+1} = q^k + u^{k+\frac{1}{2}} \Delta t, \tag{8}
\]
\[
u^{k+\frac{1}{2}} = u^{k-\frac{1}{2}} + \dot{u}^{k} \Delta t. \tag{9}
\]
For a function \( h(q,u,t) \), one can use the approximation
\[
h^k = \frac{1}{2} \left( h(q^k,u^{k-\frac{1}{2}},t^k) + h(q^k,u^{k+\frac{1}{2}},t^k) \right), \tag{10}
\]
and in particular, \( u^{k} = \frac{1}{2} (u^{k-\frac{1}{2}} + u^{k+\frac{1}{2}}), q^{k-\frac{1}{2}} = \frac{1}{2} (q^{k-1} + q^{k}) \).
In the following, it is useful to treat frictionless and frictional contact separately. The implementation of
the leapfrog scheme for the given problem setting is illustrated in Fig. 1.

2.1.1. Frictionless contact
In the case of frictionless contact, the contact constraints can be formulated on the displacement level.
Hence, the contact constraints in Eq. (5) can be replaced by \( -g \in N_C(\lambda) \). The proposed algorithm is:

1. Set \( k = 1, t^1 = t_{\text{start}} \) and initial \( q^1, u^{\frac{1}{2}}, u_b^{\frac{1}{2}} \).
2. Solve Eq. (1), Eq. (4) and the contact constraints on displacement level evaluated at \( t^k \) with respect
to \( q^k, \lambda^k \).
3. Solve Eq. (2) evaluated at \( t^k \) with respect to \( u^{k+\frac{1}{2}} \).
4. Evaluate Eq. (8) to determine \( q^{k+1} \).
5. If \( t^k < t_{\text{end}} \), increase \( k \) by one and go back to step 2.

Note that the boundary velocities \( u_b \) are not needed in this algorithm, and thus no stepping is applied to
the boundary coordinates.

2.1.2. Frictional contact
In this case, the contact constraints cannot be formulated on the displacement level, and are instead
formulated on the velocity level. Hence, the boundary velocities \( u_b \) are needed and a stepping rule must
be employed to relate the time discrete forms of \( u_b \) and \( q_b \). As in conventional Moreau-like schemes, this
stepping rule for \( q_b \) is then substituted into Eq. (1) to obtain an expression for the contact gap velocities
as function of the contact forces. The proposed algorithm is:

1. Set \( k = 1, t^1 = t_{\text{start}} \) and initial \( q^1, u^{\frac{1}{2}}, q_b^0 \).
2. Solve Eq. (1), Eq. (4) and the contact constraints on velocity level evaluated at \( t^k \) with respect
to \( u_b^{k-\frac{1}{2}}, \lambda^k \), and update \( q_b^k \) using Eq. (8).
3. Solve Eq. (2) evaluated at \( t^k \) with respect to \( u^{k+\frac{1}{2}} \).
4. Evaluate Eq. (8) to determine \( q^{k+1} \).
5. If \( t^k < t_{\text{end}} \), increase \( k \) by one and go back to step 2.

Note that steps 3-5 are identical to the frictionless case. As opposed to the frictionless case, an initial value
for \( q_b^0 \) is needed in the frictional case.
2.2. Active set strategy

The contact constraints are treated using an active set strategy; i.e., the contact problem is restricted to the active set of constraints. To determine the active set of constraints, \( I_a \), two variants are proposed depending on whether a particular contact interface is initially open or preloaded.

In the \textit{initially open case}, the normal gaps are predicted with Eq. (1) assuming \( \lambda = 0 \):

\[
\begin{align*}
g_{k-1}^\text{pre} & = g^0 + W_b \mathbf{K}^{-1} \left( f^k (t^k) - \mathbf{K}^i q^k ^i \right), \\
I_a & = \{ j | g_{n,j}^{\text{pre}} \leq 0 \}. \tag{11}
\end{align*}
\]

The active constraints are those with non-positive normal gap.

In the \textit{preloaded case}, the contact forces are predicted with Eq. (1) assuming \( q^k_b = q^{k-1}_b \) (sticking contact).

\[
\begin{align*}
\lambda_{n,j}^{\text{pre}} & = W_b^{-1} \left( \mathbf{K}_{bb} q_{b}^{k-1} + \mathbf{K}_{bi} q_{i}^k - f_{b} (t^k) \right), \\
I_a & = \{ j | \lambda_{n,j}^{\text{pre}} + \lambda_{n,j}^0 \leq 0 \lor \| \lambda_{t,j}^{\text{pre}} \| \geq \mu \lambda_{n,j}^{\text{pre}} + \mu \lambda_{n,j}^0 \}. \tag{13}
\end{align*}
\]

The active constraints are those with non-positive normal contact forces, and/or tangential forces not inside the Coulomb cone in the frictional case. To solve Eq. (13), \( W_b \) must be invertible, which is the case under the assumptions outlined in Section 3.

The important advantage of the described procedure is the non-iterative solution of the contact problem if the initially open contact remains open and the preloaded contact remains closed (or sticking in the frictional case). If a system contains both initially open and preloaded interfaces, the described procedure can be easily applied separately for each interface, provided that the interfaces are \textit{elastically and kinematically decoupled} in the sense that the respective coupling partitions of \( \mathbf{K}_{bb} \) and \( W_b \) are zero. An alternative to the described procedure is to use a stepping rule, i.e., to predict \( q_b \) at the next time level using the current value of \( u_b \), and then to define the constraints with non-positive normal gap as active. Compared to the proposed procedure, we found that this leads to more iterations in the case of preloaded contact interfaces.

Figure 1: Schematic illustration of the time integration schemes
Figure 2: Overview of the simulation algorithms for the cases of (a) frictionless contact, (b) frictional contact
2.3. Initialization

It should be remarked that Moreau-like schemes commonly use the notation of starting, mid- and end point of a time interval (kick-drift-kick form). In the leapfrog form used above, actually $t^k$ corresponds to the midpoint, $t^{k-\frac{1}{2}}$ and $t^{k+\frac{1}{2}}$ are starting and end point, respectively. Note that stepping from midpoint to midpoint of the coordinates $q$ is possible since the corresponding velocity is assumed as constant in Moreau-like schemes. The proposed formulation involving a shifted grid of $q$ and $u$ is, of course, fully equivalent. However, a caveat is that the initialization is slightly more complicated if values of $q$ and $u$ are imposed at the same time instant $t_{\text{start}}$. This can be addressed properly by implementing an initialization step as proposed in [27]. As alternative, one may omit this initialization and simply use the approximation $u^{\frac{1}{2}}_i = u_i(t^1)$, and $q^0_b = q_b(t^1)$ in the frictional case. This should be valid if the initial velocity changes only slowly in the beginning of the simulation. To reduce the error introduced by this approximation, one could also use smaller time steps at the beginning of the simulation. It should be remarked that in many cases, the long-term behavior is of primary interest and the dependence on the exact initial conditions plays only a minor role. It is also useful to note that the required initial data is readily available if the simulation is resumed using the same algorithm.

2.4. Summary of the simulation algorithms

The simulation algorithms for the frictionless and frictional case are summarized in Fig. 2. Recall that an active set strategy is used; i.e., the terms $W_b$, $g$, $\lambda$ etc. are restricted to the active set. The global implicit algebraic inclusion problem in the contact forces is solved using an augmented Lagrangian approach, as described in [Appendix C].

3. Massless boundary Component Mode Synthesis

The algorithms proposed in Section 2 can be applied directly to a finite element model, provided that the mass has been accordingly redistributed. Appropriate methods for this have been mentioned in the introduction. We propose a convenient alternative, namely to achieve a massless boundary during the construction of the reduced-order model using appropriate component mode synthesis. This has the important benefit that standard finite elements can be used for the initial model. Also, component mode synthesis is capable of reducing the computational effort of vibro-impact processes substantially, without significantly sacrificing the accuracy, as discussed further in Section 3.3. We consider both a free-interface (MacNeal) and a fixed-interface (Craig-Bampton) component mode synthesis technique. It is expected that the former is better suited for initially open contacts, while the latter is better suited for preloaded contacts. The Craig-Bampton method is by far the most popular Component Mode Synthesis method [6]. The MacNeal and the Rubin method also addressed in this work are by far the most popular free-interface techniques [2]. Both methods rely on splitting the vector of coordinates $q$ into boundary coordinates $q_b$ and inner coordinates $q_i$.

$$q = \begin{bmatrix} q_b \\ q_i \end{bmatrix} \approx R \begin{bmatrix} q_b \\ \eta \end{bmatrix} = R\bar{q},$$

(15)

and approximating these in terms of component modes (columns of matrix $R$) and associated coordinates. For the case of contact treatment, the boundary coordinates $q_b$ are retained, while the inner coordinates are replaced by a reduced set of generalized coordinates $\eta$. All Component Mode Synthesis methods discussed in this paper (standard and massless Craig-Bampton, Rubin, MacNeal) have in common that they capture the static flexibility with respect to loads applied at the boundary in an exact way.

In the case of linear contact kinematics, it can be shown that a regular transform to relative coordinates, i.e., the contact gaps, is always possible. With appropriate sorting, the matrix $W_b$ in Eq. (1) and Eq. (4) 

---

2 The exact dual of the Craig-Bampton method (in a linear framework!) would rely on a substructure coupling via forces rather than displacements [28], which is not applicable to the proposed nonlinear contact algorithm.
is then the identity matrix. It is proposed to carry out such a coordinate transform prior to applying component mode synthesis, as this is known to improve the modal convergence. The global problem is then mathematically equivalent to that of a single body with contact to a rigid foundation. It is thus sufficient to discuss the method in terms of a model described by a single pair of stiffness and mass matrices, $K$ and $M$, partitioned in accordance with Eq. (15).

### 3.1. MacNeal method

MacNeal’s hybrid synthesis method is a free-interface technique [20]. It is well-known that the MacNeal method yields a singular mass matrix, where no inertia is associated with the boundary coordinates. To the authors’ knowledge, however, the potential benefits of this property for the simulation of vibro-impact processes are still unknown. For completeness, the MacNeal method is briefly described in the following.

In the MacNeal method, the component modes are a subset of free-interface normal modes and residual flexibility attachment modes. The free interface normal modes $\phi_k$ with associated natural frequency $\omega_k$ are determined from the eigenvalue problem

$$
(K - \omega_k^2 M) \phi_k = 0, \quad \phi_k^T M \phi_k = 1, \quad (16)
$$

and are assumed to be normalized with respect to the mass matrix $M$. The set of $N_{mod}$ lowest-frequency modes, $\Phi = [\phi_1, \ldots, \phi_{N_{mod}}]$ is retained. The retained normal modes should cover the relevant frequency range of the response. In the linear case, the frequency range of the response corresponds to that of the excitation, so that the modal truncation is usually a straightforward task. In the nonlinear case, the nonlinear forces generally generate higher frequencies so that the cutoff frequency might have to be much higher than the highest relevant excitation frequency.

The flexibility matrix is denoted as $F$ and defined as the inverse of the stiffness matrix, $F = K^{-1}$. The $j$-th column of $F$ represents the static deflection due to a unit load applied at the $j$-th element of $q$. The columns of $F$ corresponding to all boundary coordinates $q_b$ are determined. The associated upper and lower sub-matrices are denoted as $F_{bb}$ and $F_{ib}$, respectively. The corresponding residual flexibility sub-matrices can then be expressed as

$$
\begin{bmatrix}
F'_{bb} \\
F'_{ib}
\end{bmatrix} = \begin{bmatrix}
F_{bb} \\
F_{ib}
\end{bmatrix} - \Phi \text{diag} \left( \frac{1}{\omega_k^2} \right) \Phi^T. \quad (17)
$$

$\Phi_b$ is the upper part of matrix $\Phi$ associated with the boundary $q_b$, while $\Phi_i$ is the lower part associated with the inner coordinates $q_i$.

The matrix of component modes is

$$
R = \begin{bmatrix}
I & 0 \\
\Phi^\prime_{ib} (F'_{bb})^{-1} & \Phi^\prime_{ib} (F'_{bb})^{-1} \Phi_b
\end{bmatrix}. \quad (18)
$$

Herein, $I$ denotes the identity matrix (of proper dimension), $F'_{ib}$ and $F'_{ib}$ are the corresponding partitions of the residual flexibility matrix, and $\Phi_i$ and $\Phi_i$ are the corresponding partitions of the matrix containing the truncated set of free-boundary mode shapes as columns. The MacNeal method relies on the following reduced mass and stiffness matrices:

$$
\tilde{M} = \begin{bmatrix}
0 & 0 \\
\text{sym.} & I
\end{bmatrix}, \quad \tilde{K} = \begin{bmatrix}
(F'_{bb})^{-1} & - (F'_{bb})^{-1} \Phi_b \\
\text{sym.} \text{diag} (\omega_k^2) + \Phi_b^T (F'_{bb})^{-1} \Phi_b
\end{bmatrix}. \quad (19)
$$

Apparently, the MacNeal method readily yields a massless boundary model, with a very simple form of the mass matrix, which is amenable to the simulation procedures developed in Section 2.

It should be noted that $\tilde{K} = R^T K R$. Using $\tilde{M} = R^T M R$ instead of the relation in Eq. (19) yields the Rubin method. In the case of the Rubin method, $\tilde{M}$ is positive definite, which corresponds to a conventional, mass-carrying boundary model. The Rubin method serves as a reference in one of the numerical examples. Defining the reduced matrices as quadratic product with $R$ can be shown to be consistent with the Galerkin
requirement that the error made by the approximation \( q = Rq \) should be orthogonal with respect to the component modes. Hence, the Rubin method is a Galerkin method, in contrast to the MacNeal method, which is why the MacNeal method is sometimes called inconsistent. In the MacNeal method, the mass that should be carried by the residual flexibility attachment modes is neglected. Consequently, the MacNeal method describes the dynamic stiffness less accurately than the Rubin method, particularly if only a small number of modes, \( \mathcal{N}_{\text{mod}} \), is retained. On the other hand, the mass-deficiency with respect to the boundary makes the Mac Neal method attractive for dynamic contact problems.

If rigid body motion is possible, the stiffness matrix \( K \) is singular, and the MacNeal method cannot be applied directly. One means to overcome this is to prevent rigid body motion by adding some artificial stiffness e.g. to the boundary, apply the MacNeal method, and subtract the same stiffness term again after the reduction.

### 3.2. Massless Craig-Bampton method

As opposed to the MacNeal method, the standard Craig-Bampton method does not yield a massless boundary \([30]\). Indeed, if the parent model has a positive definite mass matrix, as in the case of a standard finite element model, the Craig-Bampton method preserves the positive definiteness. In the following, we briefly recap the standard Craig-Bampton method and suggest adjustments to enforce a massless boundary. A similar procedure has been proposed in \([31]\).

In the Craig-Bampton method, the matrix of component modes is

\[
R = \begin{bmatrix} I & 0 \\ \Psi & \Theta \end{bmatrix},
\]

where \( \Theta \) denotes the set of \( \mathcal{N}_{\text{mod}} \) lowest-frequency fixed-interface normal modes (restricted to the inner coordinates), and the first columns correspond to the static constraint modes with \( \Psi = -K^{-1}Kb \). Concerning the modal truncation, what was stated about the MacNeal method still applies. The \( j \)-th column of \( \Psi \) represents the static deflection of \( q_i \) due to unit displacement imposed at the \( j \)-th element of \( q_b \) (with the other boundary coordinates fixed). The reduced mass and stiffness matrices satisfy \( \tilde{M} = R^T MR \) and \( \tilde{K} = R^T KR \), and can be expressed as

\[
\tilde{M} = \begin{bmatrix} \tilde{M}_{bb} \* & \tilde{M}_{bi} \* \\ \* & I \end{bmatrix}_{\text{sym}}, \quad \tilde{K} = \begin{bmatrix} \tilde{K}_{bb} \* & 0 \\ \* & \text{sym. diag} (\omega_k^2) \end{bmatrix},
\]

where \( \omega_k \) are now the natural frequencies associated with the fixed-interface normal modes. In general, \( M_{bb} \neq 0 \) and \( \tilde{M}_{bi} \neq 0 \), so that inertia forces are associated with the boundary coordinates. Now, the massless boundary is achieved in two steps: First, boundary and inner coordinates are decoupled with respect to inertia forces by a suitable regular coordinate transform. Second, the mass associated with the boundary coordinates is removed. For the first step, a linear combination of the fixed-interface normal modes is added to the static constraint modes,

\[
R_\alpha = \begin{bmatrix} I & 0 \\ \Psi - \Theta \alpha & \Theta \end{bmatrix}.
\]

The coefficient matrix \( \alpha \) is determined by the requirement that \( \tilde{M}_{bi} \) vanishes when replacing \( R \) by \( R_\alpha \). This leads to

\[
\alpha = \Theta^T (M_{bi} + M_{ii} \Psi).
\]

This, in turn, leads to the reduced mass and stiffness matrices

\[
\tilde{M} = \begin{bmatrix} \tilde{M}_{bb} \* & 0 \\ \* & I \end{bmatrix}_{\text{sym.}} \approx \begin{bmatrix} 0 & 0 \\ \* & I \end{bmatrix}, \quad \tilde{K} = \begin{bmatrix} \tilde{K}_{bb} \* & \tilde{K}_{bi} \* \\ \* & \text{sym. diag} (\omega_k^2) \end{bmatrix}.
\]

Thanks to the linear independence of the component modes, the reduced model in Eq. \([24]\) is fully equivalent to that of the standard Craig-Bampton method. Apparently, boundary and inner coordinates are now
decoupled with respect to inertia forces, but an elastic coupling is now present. The exact opposite is the case in the standard Craig-Bampton method (Eq. (21)). The second step now consists in simply neglecting the inertia forces associated with the new set of boundary coordinates by setting $\mathbf{M}_{bb} = 0$. The resulting reduced mass matrix is identical to that obtained by the MacNeal method (Eq. (19)). As the inconsistency is introduced only in the inertia terms, the static flexibility with respect to the boundary is still exactly captured. Moreover, the fixed-interface normal modes are still exactly represented. However, the free-interface dynamics is less accurately modeled, and can be expected to converge more slowly with the number of retained fixed-interface modes, as compared with the standard Craig-Bampton method.

3.3. Discussion of model order reduction and computational speed-up

It is useful to discuss the model order reduction achieved for typical vibro-impact processes. State-of-the-art finite element models of single-body problems often comprise a number of $10^5$–$10^7$ nodal degrees of freedom. Such a fine spatial discretization is often needed to accurately resolve the oscillatory stresses at critical locations and to predict the effect of intricate geometrical features on the higher-frequency normal modes. Assuming that the body is bulky and the contact area has a simple geometry, or the body is slender and the contact area is small compared to the overall surface, the contact interface comprises typically $10^2$–$10^3$ number of nodal degrees of freedom. The mathematical model order obtained using component mode synthesis as described in Section 3 (MacNeal or (massless) Craig-Bampton method) equals the number of degrees of freedom at the contact boundary, plus a number of retained normal vibration modes. Modes up to a reasonably high frequency need to be retained to accurately resolve the wave propagation. The highest natural frequency increases approximately linearly with the modal truncation order. As shown in [2], less than $10^2$ normal modes are sufficient in most cases to accurately resolve the elastodynamics following an impact event. With this, the model order is reduced by 2 to 5 orders of magnitude. As explained, this goes along with a substantial reduction of the highest relevant frequency, so that larger time steps are appropriate in the numerical integration. In this way, the smaller model order leads to reduced computational burden both by allowing larger time steps and by decreasing the effort of the linear algebra operations. It must be emphasized, however, that sparsity is generally lost by the proposed model order reduction techniques. That is why the computational speed-up will not simply be the ratio of the model orders.

4. Similarities and differences to the quasi-static treatment of the high-frequency modes

It has been proposed by other researchers to improve the simulation of impact problems by treating the high-frequency modes quasi-statically [11, 32]. Hence, the inertia associated to the high-frequency modes is neglected. This is somewhat similar to the idea proposed in the present work. An important benefit of the proposed approach is that no empirical criterion is needed to divide the dynamics into high- and low-frequency part, but this division follows immediately from the definition of the contact boundary and the finite element discretization. Also, the proposed approach does not require to solve the eigenvalue problem of the reduced system (to sort the modes by frequency).

5. Numerical results

The computational performance of the approach developed in Section 2 is now assessed for a series of benchmarks: (1) a one-dimensional bar dropped on a rigid ground, (2) a harmonically driven three-dimensional plate under frictionless contact, and (3) a rotating blade undergoing frictional impacts with an oval casing. The proposed approach is compared against state-of-the-art methods. For each benchmark, we also compared MacNeal method with the massless Craig-Bampton method. In full agreement with other studies in linear [6] and nonlinear [33] structural dynamics, we found that both methods overall perform similarly well. The free-interface (MacNeal) method usually performs slightly better for initially open contacts, whereas the fixed-interface (massless Craig-Bampton) method performs slightly better for preloaded contacts. The results of the direct comparisons are not show for brevity.
5.1. One-dimensional bar dropped on rigid ground

The bouncing bar is a common benchmark to assess computational methods for elastodynamic contact problems [25, 26, 34, 35, 36]. An important benefit of this benchmark is that an exact solution of the time- and space-continuous problem is available [25]. The problem setting is illustrated in Fig. 3. The bar with density $\rho$, Young’s modulus $E$ and length $\ell$ is released, without initial deformation or velocity, from height $q_0$, under gravity (imposed acceleration $a_g > 0$). The displacement $q(x,t)$ of the bar is governed by the equations

$$
\rho (\ddot{q} + a_g) - E \frac{\partial^2 q}{\partial x^2} - \lambda = 0 \quad x \in [0, \ell], \ t \in \mathbb{R}^+, \quad (25)
$$

$$
q(0,t) \geq 0, \quad \lambda \geq 0, \quad \lambda q(0,t) = 0, \quad (26)
$$

$$
\frac{\partial q}{\partial x}(\ell,t) = 0, \quad (27)
$$

$$
q(x,0) = q_0, \quad \dot{q}(x,0) = 0. \quad (28)
$$

Herein, overdot denotes derivative with respect to time $t$. The spatial coordinate $x$ refers to the undeformed configuration. Eq. (25) is a one-dimensional wave equation. Eqs. (26) describe the unilateral contact between the bar’s lower end and the rigid ground, where the Lagrange multiplier $\lambda$ can be interpreted as normal contact pressure (force per unit cross section). Eq. (27) describes the free boundary condition at the bar’s upper end. Eqs. (28) specify the initial conditions at time $t = 0$.

The parameters are specified as $\rho = 1$, $E = 900$, $\ell = 10$. Upon release, the bar falls freely until it makes contact with the ground. The contact occurs with a finite duration, and initiates a shock wave which propagates with the speed $c = \sqrt{E/\rho} = 30$ through the bar. At a certain time, the contact is released and the bar lifts up again. The resulting displacement during the free-flight phase is a superposition of a rigid body motion with parabolic time-dependence and elastic vibrations. The initial height and gravity acceleration were selected such that this bouncing behavior is time-periodic [25]. For the numerical solution, we first discretize the problem domain with a uniform mesh of finite elements with linear shape functions (element length $\Delta x = 10^{-2}$). We then apply the massless and the standard Craig-Bampton method to obtain a reduced massless and mass-carrying boundary model, respectively, using a single static constraint mode associated with the boundary coordinate $q_b(t) = q(0,t)$ and retaining the 20 lowest-frequency fixed-interface normal modes. The simulation is carried out using the time step integration schemes described in Section 2 and Appendix B, respectively. In the mass-carrying case, a coefficient of restitution needs to be specified in accordance with Newton’s impact law. For the one-dimensional problem here, this coefficient determines the ratio between post- and pre-impact normal velocities of the boundary node. We show results for the extreme cases of $e = 0$ and $e = 1$. A time step of $\Delta t = 10^{-4}$ is used for both time stepping schemes, corresponding to a Courant number of $c\Delta t/\Delta x = 0.3$.

The time evolution of the boundary displacement $q_b$ is depicted in Fig. 4. Both numerical methods agree well with the exact reference during the first few bounces. The discrepancy grows with time. The proposed massless boundary approach predicts the long-term behavior of recurrent bounces with comparable height.
in a qualitatively correct way. Apparently, a small deviation in terms of the time period of the bouncing process is present, which we attribute to the removed mass. In contrast to the proposed approach, the mass-carrying boundary model does not predict the long-term bouncing behavior correctly; after some time, the boundary node does not lift up significantly anymore.

Fig. 5 depicts the time evolution of the total energy, $E_{\text{tot}}$, and the individual contributions of energy contained in rigid body modes, $E_{\text{rb}}$, and energy contained in elastic modes (vibration energy), $E_{\text{el}}$. Setting the restitution coefficient to $e = 0$ leads to artificial loss of energy. At each impact, the kinetic energy of the boundary node is erased. The energy decay goes on until there is no energy left for the dynamic process (Fig. 5c). The remaining potential energy in the rigid body modes has to be attributed to the zero level of the potential energy in the gravity field, which is arbitrarily set to $x = 0$. Even in the static limit case, this energy would be larger than zero since the center of gravity is located at about $x = \ell/2$ (actually slightly below this, as the bar is compressed by its gravity load). For $e = 1$, the total energy is conserved. However, the finite mass at the boundary gives rise to spurious high-frequency oscillations, while the continuum model of the bar is in permanent contact for a finite time. Consequently, the energy is rapidly transferred to elastic energy (vibrations).

The results were also computed for $\Delta t = 10^{-3}$ and $\Delta t = 10^{-2}$, corresponding to a Courant number of 3 and 30, respectively. The mass-carrying boundary approach became numerically unstable for the latter case. The proposed massless boundary approach remained numerically stable and still showed the same qualitative behavior (recurrent bouncing with similar height). However, the agreement with regard to the displacement time evolution was notably worse.
5.2. Forced response of three-dimensional plate under frictionless contact

Next, we consider a three-dimensional cantilevered plate under concentrated external loading, $f_{ex}(t)$, subjected to frictionless unilateral contact with a rigid wall as illustrated in Fig. 6. The dimensions of the plate are 8 mm x 40 mm x 150 mm. The material properties are $\rho = 8,220$ kg/m$^3$, $E = 184$ GPa and $\nu = 0.33$. The body is discretized with $8 \times 20 \times 101$ C3D8 finite elements (8-node hexahedral elements with linear shape functions). Contact is considered at three boundary nodes on one edge of the free end (Fig. 6). The asymmetry of the contact constraints ensures that torsion dynamics will be relevant besides bending dynamics. The initial gap for all contact nodes is $g_0 = 0.1$ mm. In this example, we use the MacNeal method to derive the reduced-order model, retaining the 20 lowest-frequency free-interface normal modes and the three residual flexibility attachment modes associated with the displacements in the contact normal direction (y-direction) of the three boundary nodes.

We analyze the frequency response to a harmonic excitation with an amplitude of 1 N and a frequency in the range near the lowest-frequency (flap-wise) bending mode. A modal damping ratio of 1% was specified for all free-interface modes. We simulate the response to forward and backward frequency sweeps, and the response to constant-frequency excitation at some representative frequencies. For the sweeps, the rate is such that the excitation frequency increases linearly with time by 1.5 % in 100 pseudo-periods, where a pseudo-period is defined as the period corresponding to the considered natural frequency in the linear case of open contact. In the time step integration, 500 time levels per pseudo-period were found to yield a good compromise between accuracy and efficiency. For this benchmark, we compare the proposed time integrator with a nonlinear frequency-domain approach. More specifically, we compute the periodic steady-state vibrations using the high-order harmonic balance method in conjunction with a Dynamic Lagrangian formulation to deal with the unilateral contact (without the need for regularization). The method is described in Appendix A. It was implemented in the open source Matlab tool NLvib [37]. For various values of the Dynamic Lagrangian parameter in the range $\varepsilon_{DL} \in [10^4, 10^7]$, the method converged to practically identical results. The nominal harmonic truncation order was set to $H = 20$, which was found to provide reasonable agreement with respect to the displacement and velocity of the response coordinate. An overview of the frequency response is given in Fig. 7 with respect to the negative y-coordinate of the response node, $q_R$, indicated in Fig. 6. Away from resonance, the contact is open, the system behaves linearly. For sufficiently large vibrations, contact interactions occur. The temporarily closed contact provides positive stiffness, in time-average, giving rise to a hardening nonlinearity. Moreover, the unilateral interactions limit the displacement in the direction of the wall. In contrast, the displacements in the opposite direction increase further, leading to asymmetric vibrations with a non-zero mean value. Due to the hardening nonlinearity and the light damping, the amplitude-frequency curve is bent towards the right, giving rise to two turning points connected by an overhanging branch. As is well-known, the response corresponding to the overhanging branch is unstable. The upper and lower branch of periodic responses are largely stable. Looking very closely, one can find indications of a small window of non-periodic responses during the forward sweep. As expected, jump phenomena are encountered during forward and backward sweeps near the respective turning point. An excellent agreement between harmonic balance and time integration can be ascertained for $H = 20$. This agreement holds also for the phase projections depicted in Fig. 8 in the $u_R$-$q_R$ plane, which were obtained for fixed excitation frequency.

As there is no rigorous theory available for the considered problem class of non-smooth, high-dimensional models, various method parameters had to be specified based on experience. In particular, numerous different settings of the nominal step length in the pseudo arc-length continuation, the preconditioning properties, the solver tolerances and the number of time levels per period considered in the alternating frequency-time scheme were tested before the entire depicted solution branch was successfully computed. A number of $N = 2^{12}$ time levels (samples) per period was found to be necessary. This is about 8 times larger than the number of time levels per period in the time step integration. Apparently, this is due to non-smooth contact interactions, where the Fourier-based harmonic balance method suffers from the Gibbs phenomenon. Consequently, a high number of significant harmonics is present in the nonlinear forces. Thus, a relatively high number of samples is needed to reduce the inevitable aliasing errors, which may otherwise lead to convergence problems of the Newton-like solver. In contrast to harmonic balance, the time integrator does not suffer from aliasing. The avoidance of the spurious oscillations (Gibbs phenomenon) permits relatively
large time steps. The computational difficulties of harmonic balance for this benchmark naturally lead to a high computational effort. Harmonic balance required about 90 minutes to compute the depicted frequency response branch. Compared to this, the time integration of a sweep (either forward or backward) took only about 4 minutes. Based on further investigations on the same benchmark, considering different excitation levels, different resonances, different method parameters, we are convinced that these orders of magnitude of the computational effort are representative. This result is particularly interesting, because harmonic balance is usually orders of magnitude faster than time integration [37]. For vibro-impact processes, apparently, this is not necessarily the case.

5.3. Rotating blade in frictional contact with oval casing

Finally, we consider a rotating turbomachinery blade subjected to frictional impacts. The technical motivation for this is that the clearance between blade tip and casing is designed to be as small as possible to improve the aerodynamic performance. An abradable coating is commonly introduced. However, if this is removed, the blade tip might come into contact with the underlying metallic casing (blade-casing rubbing). The accurate prediction of this behavior is computationally demanding because of the degree of detail needed both for modeling the bodies and the contact interactions [38, 39, 40]. We consider the benchmark problem illustrated in Fig. 9. The flexibility of the disk is regarded as negligible compared to that of the blades, and the coupling among blades is neglected, so that it is sufficient to model a single blade. The geometry of the compressor blade corresponds to the NASA Rotor 37 and the finite element model is publicly available [41]. The blade is described with C3D15 finite elements (pyramids with mid-nodes, quadratic shape functions), leading to about 62,500 nodal degrees of freedom. The material properties of the blade are $\rho = 9,000 \text{ kg/m}^3$, $E = 210 \text{ GPa}$, and $\nu = 0.3$. The metallic casing is considered as rigid, which is a common simplification. An oval geometry of the casing is considered, having a mean radius of about 317 mm, plus a sinusoidal perturbation with two waves around circumference. The resulting tip clearance is specified as

$$g_0(t)/\text{mm} = 0.356 + 0.37 \cos(2\Omega_{\text{rot}} t).$$

Consequently, two contact events per revolution are expected. The angular velocity $\Omega_{\text{rot}}$ is set to $\Omega_{\text{rot}} = \frac{\pi}{2\Omega_1}$, with the lowest natural frequency $\omega_1/(2\pi)$ being 312.12 Hz. Contact is considered at the 16 nodes indicated in Fig. 9 right. In the contact normal direction, unilateral interactions are modeled in terms of the Signorini law. In the tangential contact plane, dry friction is modeled in terms of the spatial Coulomb law with a friction coefficient of $\mu = 0.15$. The rotation of the blade relative to the casing is considered by an imposed velocity in the respective tangential direction. The Rubin method is commonly used in state-of-the-art simulations of blade-casing contact interactions [38, 39]. Hence, we use the Rubin method and the proposed MacNeal method to derive a mass-carrying and a massless boundary reduced order model, respectively. Here, the 50 lowest-frequency free-interface normal modes are retained, along with the $3 \cdot 16 = 48$ residual flexibility attachment modes associated with all three degrees of freedom of the 16 contact nodes. A modal damping ratio of $D = 0.5\%$ is specified for all retained free-interface modes. The simulation is carried out using the time step integration schemes described in Appendix B and Section 2 respectively. In the mass-carrying case, the restitution coefficient is set to $e = 0.99$. For $e = 1.0$, we did not find any method parameters that ensured numerical stability and provided reasonable accuracy. It should be remarked that $e = 0$ is also a common choice for blade-casing interactions when using Moreau-like integrators [39, 40]. We prefer a value closer to unity in order to avoid non-physical loss of energy.

The time evolution of the radial displacement at the response node, $q_R$, is depicted in Fig. 10 for the case of zero initial displacement and velocity. Here, a rather fine time discretization with $N = 50,000$ time levels per revolution was used, corresponding to $\Delta t = 2\pi/(N\Omega_{\text{rot}})$. Massless and mass-carrying boundary models are in excellent agreement.

Next, we analyze the convergence behavior of both numerical methods with the number of time levels. As
error measure, we use the relative root-mean-square deviation,

\[ \varepsilon_{\text{RMS}} = \sqrt{\frac{\sum_k |q_k^R - q_k^{R,\text{ref}}|^2}{\sum_k |q_k^{R,\text{ref}}|^2}}. \tag{30} \]

As reference, \( q_{R,\text{ref}} \), the result for \( N = 50,000 \) time levels per revolution is considered. Here, the respective reference is taken, i.e., the result of the massless boundary method is compared to the result of the massless boundary method with finest time discretization, and analogously for the mass-carrying boundary method. We limit the analysis to the time span of the first five revolutions as illustrated in Fig. 10. The results are depicted in Fig. 11. The respective first point in the graphs (marked by a red square) corresponds to the largest (numerically) stable time step. For the massless boundary method, \( N = 25 \) is sufficient, while for the mass-carrying boundary method, \( N = 475 \) time levels per revolution are needed. While the error initially decays more rapidly in the mass-carrying boundary case, the error does not further decrease below \( \varepsilon_{\text{RMS}} \approx 8 \cdot 10^{-3} \). We attribute this to a slight numerical instability on the short time scale, associated with the spurious high-frequency oscillations. In contrast, the overall error level is much lower in case of the massless boundary method and decays almost monotonously far below \( \varepsilon_{\text{RMS}} = 10^{-3} \).

The computational effort is depicted in Fig. 11b in terms of wall time needed for the time span of the first 50 revolutions as illustrated in Fig. 10. To ensure that the error is \( \varepsilon_{\text{RMS}} < 1\% \), the massless boundary method requires \( N = 200 \), while the mass-carrying boundary method requires \( N = 1,500 \) time levels per revolution. The corresponding points are marked by orange diamonds in Fig. 11. The time evolution of the response coordinate is depicted in Fig. 12 for three different time steps: the largest stable time step, the time step leading to \( \varepsilon_{\text{RMS}} < 1\% \) and the finest time step (reference). The results for \( \varepsilon_{\text{RMS}} < 1\% \) and the reference are indistinguishable for both methods. The wall times for \( \varepsilon_{\text{RMS}} < 1\% \) are 110 s in the case of the massless and 2400 s in the case of the mass-carrying boundary method, corresponding to a speedup by a factor of more than 20. As one may infer from Fig. 12a, the result obtained using the massless boundary method for the largest stable time step (\( N = 25 \)) already gives excellent accuracy. The speedup compared to the mass-carrying boundary method is then about 100.

6. Conclusions

Overall, the proposed approach was shown to offer superior convergence and numerical robustness. For the benchmarks considered in this work, the approach reduced the computational effort by about 1-2 orders of magnitude compared to the conventional mass-carrying boundary method. In this comparison, the mass-carrying boundary method also relies on component mode synthesis and thus leads to the same mathematical model order. We expect that the speedup over the initial finite element model is several orders of magnitude more, in spite of the loss of sparsity, but this still needs to be assessed. We conclude that the approach is particularly well-suited for long-term simulations of elastodynamic contact problems, for instance vibro-impact processes.

Appendix A. The Harmonic Balance method with a Dynamic Lagrangian approach to deal with unilateral contact

To make this article self-contained, we briefly recap here the Dynamic Lagrangian Harmonic Balance method [42], used as reference in the numerical results section. Harmonic Balance seeks periodic solutions in the form of a Fourier series, truncated to order \( H \),

\[ q \simeq \sum_{h=-H}^{H} \hat{q}(h) \ e^{jh\omega t}. \tag{A.1} \]
Herein, $\Omega$ is the fundamental angular oscillation frequency and $\hat{q}(h)$ denotes the $h$-th complex Fourier coefficient of the quantity $q$. Since $q$ is real-valued, the Fourier coefficients form complex-conjugate pairs, $\hat{q}(-h) = \overline{\hat{q}(h)}$ for all $h \neq 0$, where $\overline{\cdot}$ denotes the complex conjugate. This applies to all Fourier series considered in the following. Harmonic Balance requires that the Fourier series of the residual, obtained by substituting Eq. (A.1) into Eqs. (1)-(2), vanish up to order $H$. This can be expressed as

$$
\begin{bmatrix}
K_{bb} \\
K_{bi}
\end{bmatrix}_{\text{sym.}} K_{ii} - (h\Omega)^2 M_{ii} + i h \Omega D_{ii} \begin{bmatrix} \hat{q}_b(h) \\ \hat{q}_i(h) \end{bmatrix} - \begin{bmatrix} f_b(h) \\ f_i(h) \end{bmatrix} - \begin{bmatrix} I \\ 0 \end{bmatrix} \lambda(h) = 0 \quad h = -H, \ldots, H .
\tag{A.2}
$$

For simplicity, we replaced $W_b$ by the identity matrix $I$ here and in the following. As discussed in Section 3, this is always possible by an appropriate coordinate transform under the given limitation to linear contact kinematics. The Fourier coefficients $\{\lambda(h)\}$ are determined by sampling the current estimate for $q$ at $N$ equidistant points along the period, then determining the corresponding $\lambda$ in discrete time, and finally applying the discrete Fourier transform; i.e.,

$$
\begin{align*}
\hat{q}_b(h) & = \hat{q}_b(h) + g_0(h) \quad h = -H, \ldots, H \\
\hat{r}_b(h) & = K_{bb} \hat{q}_b(h) + K_{bi} \hat{q}_i(h) - \hat{f}_b(h) \quad h = -H, \ldots, H \\
\hat{r}_b(k) & = \sum_{h=-H}^H \hat{r}_b(h) e^{ih\frac{2\pi}{N}k} \quad k = 0, \ldots, N - 1 \\
\hat{\lambda}(k) & = \text{proj}_{\mathbb{R}^N} \left( \hat{r}_b(k) - \varepsilon_{DL} \hat{g}(k) \right) \quad k = 0, \ldots, N - 1 \\
\hat{\lambda}(h) & = \frac{1}{N} \sum_{k=0}^{N-1} \hat{\lambda}(k) e^{-ih\frac{2\pi}{N}k} \quad h = -H, \ldots, H ,
\end{align*}
\tag{A.3-7}
$$

where $\{\hat{g}(k)\}$ is related to $\{\hat{g}(h)\}$ via the inverse discrete Fourier transform as in Eq. (A.5).

**Appendix B. Symmetric Moreau-like time integrator for conventional (mass-carrying boundary) models**

To make this article self-contained, we briefly recap here the symmetric Moreau-like integrator [27], used as reference in the numerical results section.

In the conventional case of a mass-carrying boundary, no distinction is made between boundary and inner coordinates. The time-discrete form of the measure differential equation and the contact laws can be expressed as

$$
M \left( u^{k+1/2} - u^{k-1/2} \right) + D \frac{u^{k+1/2} + u^{k-1/2}}{2} \Delta t + K q^k - W \Delta P^k = f(t^k) ,
\tag{B.1}
$$

$$
- \left( \gamma^{k+1/2} + e \gamma^{k-1/2} \right) \in \mathcal{C} \left( \Delta P^k \right) ,
\tag{B.2}
$$

where $\Delta P$ are the contact percussions, defined as integral measures of both continuous contact forces and potential impulses within the considered discrete time interval. $e$ is a diagonal matrix containing the corresponding normal and tangential coefficients of restitution. Note that the admissible set $\mathcal{C}$ is the same as in the massless case as defined in Eq. (7). It should be emphasized that the velocity $u^k$ is approximated by the average value $\left( u^{k+1/2} + u^{k-1/2} \right)/2$ for the symmetric Moreau-like integrator. The common (non-symmetric) case is recovered by replacing this with $u^{k-1/2}$.

The algorithm is:

1. Set $k = 1$, $t^1 = t_{\text{start}}$ and initial $q^1$, $u^{1/2}$.
2. Solve Eq. (B.1), Eq. (B.2) and Eq. (4) with respect to $u^{k+1/2}$, $\Delta P^k$.
3. Evaluate $q^{k+1} = q^k + u^{k+1/2} \Delta t$. 
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4. If \( t^k < t_{end} \), increase \( k \) by one and go back to step 2.

To determine the active set of constraints, the contact kinematics in Eq. (4) is evaluated at \( t^k \). Contacts having non-positive normal gap are considered active when computing \( u^{k+\frac{1}{2}}, \Delta P^k \). Step 2 leads to the implicit algebraic inclusion

\[
- \left( G\Delta P^k + c \right) \in N_C (\Delta P^k) \tag{B.3}
\]

with

\[
G = W^T \left( M + \frac{\Delta t}{2} D \right)^{-1} W, \tag{B.4}
\]

\[
c = \dot{g}_0 (t^k) + e\gamma^{k-\frac{1}{2}} + W^T \left( M + \frac{\Delta t}{2} D \right)^{-1} \left[ f (t^k) - Kq^k - \left( M - \frac{\Delta t}{2} D \right) u^{k-\frac{1}{2}} \right]. \tag{B.5}
\]

Note that \( G \) inherits the symmetry and positive definiteness of \( D \) and \( M \). In the case of a massless boundary, \( G \) is singular. Thus, the above described procedure is not applicable to massless boundary models. Instead, the algorithms developed in Section 2 should be used.

**Appendix C. Augmented Lagrangian approach to solve implicit algebraic inclusions**

To make this article self-contained, we briefly describe here how we implemented the solution of the implicit algebraic inclusions in Fig. 2, Eq. (B.3), and the projection in Eq. (A.6). For the theoretical background and alternative techniques we refer to [9, 16, 8, 43].

The implicit algebraic inclusions in Fig. 2 and Eq. (B.3) take the form

\[
- (Gx + c) \in N_C (x), \tag{C.1}
\]

with \( x = [x_1; \ldots; x_{N_{con}}] \), \( x_j = [x_{n,j}; x_{t1,j}; x_{t2,j}] \), and \( C = C_1 \times \ldots \times C_{N_{con}}, C_j = \mathbb{R}^+_0 \times D (x_{n,j} + x_{0,n,j}) \).

Eq. (C.1) can be rewritten as (see e.g. [9, 43])

\[
x = \text{proj}_C [ x - \varepsilon_{AL} (Gx + c) ] . \tag{C.2}
\]

This can be interpreted as an Augmented Lagrangian approach [43]. The larger \( \varepsilon_{AL} \), the quicker the convergence typically. However, a too large \( \varepsilon_{AL} \) leads to divergence. For the mass-carrying boundary methods, \( \varepsilon_{AL} \) is set as proposed in [43]. This provided optimal performance; in fact, doubling this value led to divergence for the benchmark in Section 5.3. The massless boundary method was found to be much less sensitive to the particular choice of \( \varepsilon_{AL} \). For the benchmark in Section 5.3, a value of three times the one proposed in [43] was set.

We use the projected Jacobi relaxation method to solve Eq. (C.2), as this is known for its good convergence in the case of positive definite Delassus matrices \( G \) [43]. Compared to the common projected Gauss-Seidel method, we found that the Jacobi method is more easy to vectorize in order to make use of fast multi-threaded linear algebra operations. The projected relaxation algorithm involves projections on the subsets of \( C \), i.e., on \( \mathbb{R}^+_0 \) and \( D (r) \). These projections can be explicitly written as

\[
\text{proj}_{\mathbb{R}^+_0} (\xi) = \begin{cases} 
\xi & \xi \geq 0 \\
0 & \xi < 0
\end{cases}, \tag{C.3}
\]

\[
\text{proj}_{D (r)} (\xi) = \begin{cases} 
\frac{r - \xi}{\sqrt{\xi^T \xi}} & \sqrt{\xi^T \xi} > r \\
\xi & \xi^T \xi \leq r
\end{cases}. \tag{C.4}
\]

**References**

[1] V. I. Babitsky, *Theory of vibro-impact systems and applications*. Springer Science & Business Media, 2013.
contact problems,” *Applied Numerical Mathematics*, vol. 103, pp. 48–71, 2016.

[35] F. Schreyer and R. I. Leine, “A mixed shooting – harmonic balance method for unilaterally constrained mechanical systems,” vol. 63, pp. 298–313, 2016.

[36] F. Dabaghi, P. Krejčí, A. Petrov, J. Pousin, and Y. Renard, “A weighted finite element mass redistribution method for dynamic contact problems,” *Journal of Computational and Applied Mathematics*, vol. 345, pp. 338–356, 2019.

[37] M. Krack and J. Gross, *Harmonic Balance for Nonlinear Vibration Problems*. Springer, 2019.

[38] M. Legrand, A. Batailly, B. Magnain, P. Cartraud, and C. Pierre, “Full three-dimensional investigation of structural contact interactions in turbomachines,” *Journal of Sound and Vibration*, vol. 331, no. 11, pp. 2578–2601, 2012.

[39] N. Guérin, A. Thorin, F. Thouverez, M. Legrand, and P. Almeida, “Thermomechanical model reduction for efficient simulations of rotor-stator contact interaction,” *Journal of Engineering for Gas Turbines and Power*, vol. 141, no. 2, 2018.

[40] A. Thorin, N. Guérin, M. Legrand, F. Thouverez, and P. Almeida, “Nonsmooth thermoelastic simulations of blade–casing contact interactions,” *Journal of Engineering for Gas Turbines and Power*, vol. 141, no. 2, 2018.

[41] E. Piollet, F. Nyssen, and A. Batailly, “Blade/casing rubbing interactions in aircraft engines: Numerical benchmark and design guidelines based on nasa rotor 37,” *Journal of Sound and Vibration*, p. 114878, 2019.

[42] S. Nacivet, C. Pierre, F. Thouverez, and L. Jezequel, “A dynamic lagrangian frequency-time method for the vibration of dry-friction-damped systems,” *Journal of Sound and Vibration*, vol. 265, no. 1, pp. 201–219, 2003.

[43] C. Studer, *Numerics of unilateral contacts and friction: modeling and numerical time integration in non-smooth dynamics*. Springer Science & Business Media, 2009.
Figure 5: Evolution of total energy $E_{\text{tot}}$, energy in rigid body modes $E_{\text{rb}}$, and energy in elastic modes (vibration energy) $E_{\text{el}}$ over a longer time range; from top to bottom: exact solution, massless Craig-Bampton method, standard Craig-Bampton method with coefficient of restitution $e = 0$, standard Craig-Bampton method with coefficient of restitution $e = 1$. 
Figure 6: Three-dimensional plate under frictionless contact: (a) schematic illustration of geometry and contact configuration, (b) finite element model

Figure 7: Frequency response of the plate under frictionless contact
Figure 8: Phase projections of periodic steady-state vibration response for time-constant excitation frequency.

Figure 9: Rotating blade in frictional contact with oval casing: (a) schematic illustration of geometry and contact configuration, (b) finite element model with contact and response nodes.
Figure 10: Time evolution of the response coordinate, : (a) overview, (b) zoom into initial phase, (c) zoom into steady-state phase; simulation with $N = 50,000$ time levels per revolution.

Figure 11: Comparison of the massless and mass-carrying boundary methods in terms of convergence and computational effort: (a) error vs. time levels per revolution, (b) computational effort vs. time levels per revolution. The red square and the orange diamond correspond to the low and the medium $N$ depicted in Fig. 12, respectively.
Figure 12: Time evolution of the response coordinate for the initial phase: (a) massless boundary method, (b) mass-carrying boundary method. Results are shown for the largest stable time step (red, solid), largest time step leading to an error $\epsilon_{RMS} < 1\%$ (orange dash-dotted), and the reference (green, dashed).