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Abstract—Polar codes are a recently proposed class of block codes that provably achieve the capacity of various communication channels. They received a lot of attention as they can do so with low-complexity encoding and decoding algorithms, and they have an explicit construction. Their recent inclusion in a 5G communication standard will only spur more research. However, only a couple of ASICs featuring decoders for polar codes are under development by the 3GPP [2, p. 139]. However, to this day, only a couple of ASICs featuring decoders for polar codes have been selected for the 5G communication standard currently under development by the 3GPP [2, p. 139]. Hence, to this day, only a couple of ASICs featuring decoders for polar codes have been fabricated, and none of them implements a list-based decoding algorithm. In this paper, we present ASIC measurement results for a fabricated 28 nm CMOS chip that implements two different decoders: the first decoder is tailored toward error-correction performance and flexibility. It supports any code rate as well as three different decoding algorithms: successive cancellation (SC), SC flip and SC list (SCL). The flexible decoder can also decode both non-systematic and systematic polar codes. The second decoder targets speed and energy efficiency. We present measurement results for the first silicon-proven SCL decoder, where its coded throughput is shown to be of 306.8 Mbps with a latency of 3.34 ms and an energy per bit of 418.3 pJ/bit at a clock frequency of 721 MHz for a supply of 1.3 V. The energy per bit drops down to 178.1 pJ/bit with a more modest clock frequency of 308 MHz, lower throughput of 130.9 Mbps and a reduced supply voltage of 0.9 V. For the other two operating modes, the energy per bit is shown to be of approximately 95 pJ/bit. The less flexible high-throughput unrolled decoder can achieve a coded throughput of 9.2 Gbps and a latency of 628 ns for a measured energy per bit of 1.15 pJ/bit at 451 MHz.
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I. INTRODUCTION

POLAR codes [1] received a lot of attention in the recent years, and they will gather even more as they have just been selected for the 5G communication standard currently under development by the 3GPP [2, p. 139]. However, to this day, only a couple of ASICs featuring decoders for polar codes have been fabricated [3], [4], making it difficult to get a good picture of what can be achieved. The chip described in [3] is for a successive-cancellation (SC) decoder that lacks the very significant algorithmic and error-correction performance improvements that were later added to the basic SC algorithm, e.g., [5]–[7], and was fabricated on outdated technology node which does not suffer from the physical post-layout limitations of modern processes. The chip presented in [4] was built for a more recent technology but solely implements the belief-propagation decoding, an algorithm that, even compared to SC, suffers from mediocre error-correction performance at short to moderate blocklength.

Moreover, successive-cancellation list (SCL) is regarded as the most promising decoding algorithm, yet, up to now it has not been silicon proven. Successive-cancellation flip (SCF) decoding is another promising algorithm [8] for applications that can tolerate a variable decoding throughput for the benefit of superior energy efficiency. However, it has never been implemented in hardware before.

Contributions: In this paper, we present and compare two very different architectural choices for decoding of polar codes: flexible and optimized for error-correction performance versus high speed and good energy efficiency. We introduce a simple latency saving technique that is directly applicable to the SC, SCF, and SCL decoding algorithms. We describe a flexible decoder that supports any code rate for any set of frozen-bit locations as well as three different decoding algorithms with parameters that are configurable at the time of execution. Furthermore, this flexible decoder can decode both non-systematic and systematic polar codes. We present the first hardware implementation of the SCF algorithm along with its corresponding measurement results, and we show with measurement results that a dedicated fully-unrolled SC decoder offers the best energy efficiency that is almost two orders of magnitude better than a sequential list decoder. This points out the substantial cost for improving error-correction performance beyond SC decoding and for providing flexibility.

Outline: The remainder of this paper starts with Section II which provides the necessary background about polar codes along with a brief overview of the various decoding algorithms implemented on our fabricated chip. The impact on the error-correction performance of these different algorithms is also illustrated in that section. Section III describes the architecture of the POLARBEAR chip, including the hardware implementations of the two decoders with entirely orthogonal objectives featured on the chip, and the units that are necessary for the chip to function properly and to be testable. Section IV shows how the various modes of the flexible decoder compare and presents the advantages and disadvantages of each, and similarly for the two architectural directions. For that purpose,
detailed measurement results are presented and discussed for each decoder. A comparison against the state-of-the-art fabricated polar decoders is also carried out in that section. Finally, Section V concludes this paper.

II. POLAR CODES

A. Construction and Encoding

In his seminal work on polar codes [1], Arıkan showed that using a particular linear transformation on a vector of bits leads to a polarization phenomenon, where some of the bits become almost completely reliable when transmitted over certain types of channels while the remainder become almost completely unreliable. Polar codes exploit this phenomenon, thus provably achieving the symmetric capacity of memoryless channels as the blocklength grows to infinity.

An \((N, k)\) polar code has a blocklength of \(N\) and rate \(R = \frac{k}{N}\). It is constructed by setting the \(N-k\) least reliable bits—called frozen bits—of a row vector \(u\) of length \(N\) to a predetermined value, typically zero, while the remaining \(k\) locations in \(u\) are used to carry the information bits \(a_i, 0 \leq i < k\). The set of frozen-bit indices is denoted by \(\mathcal{F}\) and the set of information indices is denoted by \(\mathcal{A}\). The encoding process consists in multiplying this row vector \(u\) by a \(N \times N\) generator matrix \(F^{\otimes n}\), where \(F^{\otimes n}\) is recursively defined as:

\[
F^{\otimes n} = \begin{bmatrix} F^{\otimes (n-1)} & 0 \\ F^{\otimes (n-1)} & F^{\otimes (n-1)} \end{bmatrix},
\]

with \(\otimes n\) denoting the \(n\)-th Kronecker product of the Arıkan kernel matrix \(F^{\otimes 1} = F = \begin{bmatrix} 0 \\ 1 \end{bmatrix}\), and \(n = \log_2(N)\).

Fig. 1 illustrates the encoding process as a graph where \(\oplus\) represents a modulo-2 addition (XOR). In that representation, a polar codeword is generated by setting the frozen- and information-bit locations to 0 and \(a_i, 0 \leq i < k\), respectively, on the left and by propagating data through the graph from left to right. Polar codes can also be encoded systematically as described and efficiently implemented in [9] and [10], respectively. Systematic and non-systematic polar codes have the same frame-error rate (FER). In this paper, unless otherwise specified, non-systematic polar coding is used.

B. Successive-Cancellation (SC) Decoding

The SC decoding algorithm as initially proposed [1] proceeds by visiting the graph representation of Fig. 1 sequentially, from right to left, from top to bottom, successively estimating \(\hat{u}\) from the noisy channel values. To reduce latency and increase throughput, it was first proposed to calculate two bits at once [3]. Later, the SC algorithm was further refined to use the a priori knowledge of the frozen bit locations to trim the graph [5] or even to use dedicated, and faster, decoding algorithms on parts of the graph [6]. Regardless of the version of the SC algorithm used, at all times, only one candidate codeword is considered.

C. Successive-Cancellation Flip (SCF) Decoding

The SCF decoding algorithm [8] shares many similarities with the SC algorithm. Initially, it proceeds exactly like SC decoding but while decoding it also keeps a list of the least reliable bit-decisions. Moreover it is necessary to concatenate a cyclic redundancy check (CRC) with the polar code. Once the SCF decoder has generated a complete codeword candidate, it checks if the calculated CRC matches the expected one. If the CRC check fails, then SC decoding is restarted until the bit corresponding to the least reliable bit-decision is reached. Once reached, the SCF flips that decision and resumes SC decoding. After this second round, if the calculated CRC still does not match the expected CRC, then the algorithm is rerun once more and the second least reliable bit-decision is flipped. This procedure lasts until the CRC comparison succeeds or until the maximum number of trials is reached.

D. Successive-Cancellation List (SCL) Decoding

As the name indicates, the SCL algorithm [7] also shares many similarities with the SC algorithm. Contrary to SC decoding though, the SCL decoding algorithm builds a constrained list of up to \(L\) candidate codewords. It does so by examining both possibilities of \(\hat{u}_i\) for the locations \(i\) corresponding to information bits. A path reliability metric, calculated along the way, is used to keep only the \(L\)-best paths in the survivor list. At the very end of the decoding process, the candidate with the best path reliability metric among the \(L\) candidates is picked as the estimated codeword.

If a polar code is concatenated with a CRC, the CRC for each of the \(L\) candidates is calculated and compared against the expected one. The most reliable candidate out of all candidates that pass the CRC is selected as the decoded codeword. If all candidates fail the CRC, then the algorithm simply picks the candidate with the best path reliability metric. In this work, all SCL results use an 8-bit CRC.

E. Error-Correction Performance Comparison

Fig. 2 shows the error-correction performance of a \((1024, 869)\) polar code for three different decoding algorithms: SC, SCL, and SCF. This particular code is used for comparison as this is also the code that is supported by the high-throughput fixed code-rate implementation of the SC algorithm. These simulation results are for random codewords modulated with binary phase-shift keying (BPSK) and transmitted over an additive white Gaussian noise (AWGN) channel. For the SCL and SCF results, the polar code is concatenated with an 8-bit CRC, i.e., the number of information bits \(k\) of the polar
code is increased by 8 such that the code rate of the resulting system remains of $R = \frac{869}{1024}$. The SCF algorithm was set to do a maximum number of trials $T$ of either 2, 4, or 32. From that figure, it can be seen that the SC algorithm (black curve without markers) has the worst FER. The SC algorithm (blue curve with triangle markers and cyan curve with circle markers) offers a coding gain from approximately 0.35 dB to 0.4 dB at a FER of $10^{-4}$ compared to the SC algorithm. Both SCF curves are almost identical to the SCL results with $L = 2$ (dashed-magenta curve with diamond markers). By increasing the list size $L$ to 4 (dashed-red curve with cross markers), the SCL algorithm improves the coding gain by 0.33 dB compared to the SCF results. Further increasing the list size $L$ to 32 (dashed-green curve with square markers) leads to a 0.31 dB gain over $L = 4$ up to a FER of approximately $10^{-3}$ from which point the 8-bit CRC becomes too short to avoid collisions. This causes the gain to slowly degrade as the $E_b/n_0$ ratio grows.

The gaps between these decoding algorithms depend on the parameters, however the order generally remains the same, i.e., SC decoding will have the worst FER of the three, while SCL decoding has the best one, and that of SCF decoding lies somewhere in between.

Fig. 3 shows the error-correction performance of polar codes of blocklength $N = 1024$, for various code rates, under SCF and SCL decoding. These FER results are included for reference as these are the codes used for the measurement results presented in Section IV.

III. PolarBear Architecture

Fig. 4 shows an overview of the PolarBear chip architecture. PolarBear comprises four main units: the flexible decoder, in green, the unrolled decoder, in yellow, the clock-generation unit (CGU), in red, and the test-controller unit (TCU), made of multiple modules, all illustrated in blue with a dashed outline. Both decoders represent channel and internal soft values as quantized log-likelihood ratios (LLRs) in the 2’s complement format. We denote quantization as $Q_c$, where $Q_c$ is the total number of bits to store a channel LLR and $Q_t$ is the number of bits used to store an internal LLR. Both decoders have quantization parameters that can be modified at the time of synthesis.

There are multiple power domains on the chip, supplied through distinct pins. This allows to precisely measure the current drawn by each of the two decoders.

There are two clock domains on the chip. One is slower—typically around 20 MHz—and is used as a reference clock for the CGU as well as by some of the TCU modules. The faster clock is used by the decoders, the test finite-state machine (FSM), and to read from the channel-LLR banks and to write to estimated-codeword banks. A serial interface, which is part of the TCU, provides the means to communicate with the PolarBear chip from the outside world. Section III-D provides a more detailed description of the TCU.
A. Flexible Decoder

The flexible decoder supports all three decoding algorithms described in the previous section, i.e., SC decoding, SCF decoding, and SCL decoding. This decoder also supports decoding of polar codes of any rate for a given blocklength $N$, various list sizes ranging from $L = 2$ up to a maximum list size $L_{\text{max}}$ for SCL decoding, and a configurable maximum number of decoding trials $T_{\text{max}}$ for the SCF decoding algorithm. In this architecture, $L_{\text{max}}$ decoder cores are instantiated. Moreover, the CRC unit supports various CRC lengths in order to implement CRC-aided SCL decoding, and SCF decoding. The CRC length can be selected during runtime.

Architecture Overview: An overview of the flexible decoder architecture is presented in Fig. 5 along with a legend explaining which components are used for the different supported decoding modes.

More specifically, the decoder contains one memory bank for the channel LLRs and $L_{\text{max}}$ memory banks for the internal LLRs and the partial sums. Moreover, there are $L_{\text{max}}$ memory banks that form the path memory, which is used to store the paths taken along the decoding tree, which correspond to candidate codewords. We note that, for SC decoding of a non-systematic polar code, it is not strictly necessary to use the path memory as there is only a single candidate codeword which can be output serially as decoding proceeds. However, in our decoder architecture the single candidate codeword is stored even for SC decoding, as this enables the decoder to also decode systematic polar codes when used in conjunction with a re-encoding block to obtain the information bits. There are $L_{\text{max}}$ decoder cores which implement the basic update rules for SC decoding. A single decoder core is used during SC and SCF decoding, while up to $L_{\text{max}}$ decoder cores are used during SCL decoding, depending on the employed list size. The flexible decoder also contains two sorting units, namely the path-metric sorter (identified as “metric sorter” for short, in Fig. 5) and the LLR sorter, which are used during SCL and SCF decoding, respectively. The path-metric sorter is used to identify the $L$ most reliable decoding paths out of the $2L$ candidate decoding paths that are produced every time the SCL decoder encounters an information bit. We use a pruned radix-2$^L$ sorter in order to sort the path metric as it is the fastest sorter for $L_{\text{max}} = 4$ [11]. The LLR sorter, on the other hand, is used in order to identify the $T - 1$ information bits with the smallest decision-LLR absolute values, which correspond to the $T - 1$ least reliable decisions. The LLR sorter architecture is described in more detail in Section III-A3. Finally, the decoder contains a pointer memory, which implements the low-complexity state copying mechanism for SCL decoding as described in detail in [12], as well as a controller which is responsible for the generation of all control signals and for the calculation of the CRC for SCL and SCF decoding.

The set of frozen-bit locations $\mathcal{F}$ is derived from a $N$-bit wide binary vector provided at the input, where a one or a zero indicate that the location corresponds to a frozen bit or an information bit, respectively.

Latency Saving Technique: Since the values of frozen bits are known a priori at the receiver, no LLR computations are in fact necessary until the first non-frozen bit is reached during the SC decoding process. This observation is exploited in our decoder in order to directly start decoding from the first information bit and reduce the decoding latency. Note that this latency reduction technique can be seen as partial application of the SSC algorithm [5], with the important advantage that it is applicable verbatim to SCL decoding, as the first path fork only occurs at the first information-bit location.

In the following sections, we provide more details on each of the different decoding modes.

1) SCL Mode: The flexible decoder implements the SCL decoding algorithm as briefly reviewed in Section II-D and as more thoroughly described in [13]. The SCL decoder imple-
Fig. 6: Insertion sorter used in the SCF decoder to identify the $T - 1$ least reliable bit-decisions.

2) SC Mode: The flexible decoder also implements a slightly improved version of the original SC algorithm [1]. The improvement consists in the latency reduction technique described above, i.e., a priori knowledge of the first information-bit location allows the algorithm to skip the unnecessary calculations that would otherwise mandate the SC algorithm to visit frozen bit locations.

As illustrated in Fig. 5, the SC decoder mode only uses one of the $L_{\text{max}}$ decoder cores. Moreover, the SC mode uses only one of the internal-LLR-memory banks, one of the partial-sum-memory banks, and one of the path-memory banks. For SC operation both the path-metric sorting unit and the LLR sorting unit are bypassed completely.

3) SCF Mode: The flexible decoder also implements the SCF decoding algorithm as proposed in [8], and as briefly described in Section II-C. Similarly to the SC decoder, the SCF decoder mode only uses one of the $L_{\text{max}}$ decoder cores, a single internal-LLR-memory bank, a single partial-sum-memory bank, and a single path-memory bank. These components are illustrated in orange (labeled as “All Modes” in the legend) in Fig. 5. In addition to the hardware required for SC decoding, the SCF decoder uses the CRC unit, colored in purple with a dashed-dotted outline, and a dedicated LLR sorter, colored in blue with a dashed outline, that identifies the $T - 1$ least reliable bit-decisions during the first decoding attempt, i.e., the bit-decisions that had the $T - 1$ smallest absolute LLR values.

Since the decision LLRs that need to be sorted become available at a rate of at most one LLR per clock cycle, an insertion sorter was selected to implement the LLR sorter. The insertion sorter can be fully parallelized in order to sort each LLR in a single clock cycle. More specifically, each decision LLR is compared in parallel with all $T - 1$ existing (and already sorted) least reliable decision LLRs which are stored in registers. Using the result of these comparisons, it is straightforward to decide whether the new LLR should be stored and to identify the location in which it should be inserted. Insertion can then be performed efficiently in a single clock cycle by shifting the content of the registers that are after the insertion position by one position, discarding the LLR at position $T - 1$ in the process, and writing the new LLR value in its corresponding position, while keeping the remaining contents at their place. We note that the registers containing the $T - 1$ least reliable decision LLRs are initialized to the maximum possible absolute LLR value when decoding starts. A high level block diagram of the sorter is presented in Fig. 6.

B. Decoding Latency and Throughput of the Flexible Decoder

Since all three algorithms implemented by the flexible decoder are based on SC decoding, their decoding latency is largely dictated by the decoding latency of the underlying SC hardware decoder. More specifically, the time required by the SC decoding algorithm to generate an estimated codeword, measured in clock cycles (CCs), can be expressed as:

$$L_{\text{SC}} = 2N + \left\lceil \frac{N}{64}\log_2\left(\frac{N}{256}\right) - \log_2\left(\frac{b}{N}\right) \right\rceil \left\lceil \frac{N}{64}\right\rceil,$$

where $N$ is the polar-code blocklength, and $b$ is the location of the first information bit. The two left-hand-side terms correspond to the latency of a semi-parallel SC decoder implementation [14], where $P = 64$. The right-hand-side term is a correction term that stems from the polar-code-specific simplifications described earlier, a contribution of this work.

The SCL algorithm performs some additional steps compared to the SC algorithm. In particular, the metric sorting step involved in SCL decoding cannot be performed in parallel with the LLR computations and thus increases the latency of the SCL decoder with respect to that of the SC decoder. More specifically, the latency of SCL decoding depends on the code rate and on the distribution of frozen-bit clusters in the polar code. Let us partition $\mathcal{A}$ as $\mathcal{A} = \bigcup_{j=1}^c \mathcal{A}_j$ such that:

(i) $\mathcal{A}_j \cap \mathcal{A}_{j'} = \emptyset$ if $j \neq j'$,
(ii) for every $j$, $\mathcal{A}_j$ is a contiguous subset of $[0, \ldots, N - 1]$,
(iii) for every pair $j \neq j'$, $\mathcal{A}_j \cup \mathcal{A}_{j'}$ is not a contiguous subset of $[0, \ldots, N - 1]$.

Then, each $\mathcal{A}_j$ is a frozen-bit cluster and $\mathcal{F}_C$ is the total number of frozen-bit clusters in a polar code.

Using the above definition of a frozen-bit cluster, the latency of the SCL decoding algorithm is given by:

$$L_{\text{SCL}} = L_{\text{SC}} + L_{\text{sort}},$$

where $L_{\text{SC}}$ is the latency of the SC decoder as defined in (2) and $L_{\text{sort}}$ is the latency incurred by the sorting steps defined as [13]:

$$L_{\text{sort}} = k + \mathcal{F}_C,$$

where $k$ is the number of information bits and $\mathcal{F}_C$ is the number of frozen-bit clusters. Similarly to the right-hand-side term of (2), $\mathcal{F}_C$ is also polar-code specific.

Contrary to SC and SCL decoding, SCF decoding has a variable runtime that depends on the number of performed decoding attempts. The worst-case latency of the SCF decoding algorithm can be expressed as:

$$L_{\text{SCF}} = T L_{\text{SC}},$$
where $T$ is the maximum number of trials, and $L_{SC}$ is the latency of the SC decoder as defined in (2). It is noteworthy that, as will be shown in the sequel, for the FER values of interest the average latency of SCF decoding is very close to that of standard SC decoding.

Since only a single codeword is decoded at any given time by the flexible decoder, the decoding throughput can be directly calculated from the decoding latency. Thus, the coded throughput of the flexible decoder is given by:

$$T_x = \frac{N_{f_{clk}}}{L_x} \text{ bps},$$

where $x \in \{\text{SC, SCF, SCL}\}$.

### C. Fully-Unrolled Partially-Pipelined SC Decoder

The SC decoder implementation is optimized for speed and energy efficiency at the expense of flexibility and error-correction performance (compared to the SCL and SCF decoding algorithms), and is based on the fast-SSC algorithm [6] and on a fully-unrolled partially-pipelined architecture for a polar decoder as presented in [15].

Fig. 7 illustrates an example of a fully-unrolled partially-pipelined SC decoder for the (8, 4) polar code, where the initiation interval $I$ equals 2. Clock gates and signals omitted for clarity.

### D. Clock-Generation and Test-Controller Units

The CGU, highlighted in red in Fig. 4, produces a fast clock from a reference clock by using a flexible configurable frequency lock loop (FLL) [16]. The CGU has its own supply $V_{CGU}$ such that its energy consumption does not affect the decoder measurements.

The TCU is the interface to the decoders and the FLL. The majority of its area consists of memory, which is implemented using registers. More specifically, there are three memory banks that hold channel LLRs for three polar code frames, as well as three additional memory banks to store the corresponding estimated codewords. The TCU includes a test FSM responsible to select the desired decoder, and to configure both the FLL and the decoders. In Fig. 4, the modules composing the TCU have a dashed outline and are highlighted in blue.

The TCU uses a serial interface to communicate with the outside world. This interface implements a simple protocol that allows to read and write to a memory map. As a consequence, we can communicate with the chip from a computer, e.g. to load the channel LLRs into the banks, to read back the content of the estimated codeword banks, and to configure the FLL.

### IV. Test Chip and Measurement Results

The PolarBear architecture described in Section III was fabricated in a 28 nm FD-SOI CMOS technology, where the flexible decoder uses the regular $V_T$ flavor to minimize leakage and the unrolled decoder uses the low $V_T$ flavor to maximize speed. The other units present on the chip all use regular $V_T$. The core occupies 0.93 mm$^2$ of the complete 1.47 mm$^2$ die, and has an overall density of 62%.

Fig. 8 shows a micrograph of the chip, where the area highlighted in green corresponds to the flexible decoder, the area in yellow is the fully-unrolled SC decoder, the one in blue is the TCU along with its memory, and the one in red is the CGU. The CGU can provide a clock frequency between 960 kHz and 1.275 GHz using an external reference clock of 20 MHz and a supply voltage $V_{CGU} = 0.9$ V.
TABLE I: Decoding latency in clock cycles for the various supported decoders and modes corresponding to polar codes of 5 different code rates. The unrolled decoder is denoted U-SC.

| $R$  | SC  | SCL | U-SC |
|------|-----|-----|------|
| $1/4$ | 1577 | 1887 | -    |
| $1/2$ | 1833 | 2408 | -    |
| $2/3$ | 1896 | 2644 | -    |
| $3/4$ | 1960 | 2783 | -    |
| $5/6$ | 1991 | 2899 | 283  |

In the following sections, we start by describing our test setup and methodology. Then the various modes of the flexible decoder are compared against each other and against the unrolled SC decoder. Lastly our decoders are compared against the other fabricated polar decoders that can be found in the literature.

A. Test Setup and Methodology

Testing is conducted by inserting a PolarBear chip into a custom-made PCB which is, in turn, inserted as a daughterboard into an FPGA development board. The FPGA development board—a Xilinx XUPV5-LX110T—is connected to a PC via a serial interface. The steps to run a test can be summarized as follows:

1) Transfer the channel LLRs to the TCU memory.
2) Configure the FLL to generate the desired fast clock.
3) Select the desired decoder (flexible or unrolled).
   If the flexible decoder was selected:
      a) Select the desired mode.
      b) Set the polar-code type: non-systematic or systematic.
      c) Select the CRC length-and-polynomial pair.
      d) Transfer the binary vector from which the set of frozen-bit indices $\mathcal{F}$ is derived.
      e) Set the index of the first information-bit location.
      f) Set the list size $L$ (SCL mode) or the maximum number of trials $T$ (SCF mode).
4) Start the test.
5) Wait until the decoder notifies the TCU that decoding is complete.
6) Read the estimated codeword from the TCU memory.
7) Compare the estimated codeword against the expected one.

Measurement results are for test vectors generated using bit-true models of the decoders for an AWGN channel with an $E_b/N_0$ of 0 dB to obtain worst-case values, i.e., such that more switching activity is generated compared to operation in a typical $E_b/N_0$ region of interest. Independent programmable power supplies are used to provide power to the various cores, and a high-precision multimeter is put in the loop to measure the current drawn by the decoder of interest. Furthermore, measurements are taken in continuous decoding mode at room temperature.

For reference, the latency—in clock cycles—of the polar codes used in the measurements are provided in Table I. The latency values for the SCF mode are not included in this table as they are integer multiples of those of the SC decoder, where

TABLE II: CRC lengths and polynomials supported by the flexible decoder.

| Length (bits) | Polynomial          |
|--------------|---------------------|
| 4            | $x^4 + x + 1$       |
| 8            | $x^8 + x^7 + x^4 + x^3 + x + 1$ |
| 16           | $x^{16} + x^{12} + x^5 + 1$ |

the multiplication factor is the number of trials. As it can be observed by combining equations (2), (3), and (4), the latency and throughput of the SCL mode are independent of the list size $L$. This is a result of having all the necessary hardware resources to accommodate the largest supported list size $L_{\text{max}}$.

From Table I, it can be seen that the latency increases with the code rate. The reason for this lies in the nature of good polar codes where the first information bit location $b$ is pushed further and further to the right as the code rate $R$ decreases. As a result, the correction term of (2) increases as the code rate diminishes and the SC latency $L_{\text{sc}}$, common to all three modes, is reduced.

B. Flexible Decoder

The flexible decoder uses the regular $V_T$ process flavor, and occupies an area of 0.44 mm$^2$ of which 0.29 mm$^2$ are occupied by standard cells with a density of 65%. The memory, in the form of registers, accounts for 26% of the total flexible-decoder area.

1) Quantization: In terms of quantization, this decoder uses $Q_c$ and $Q_e$ equal to 6.6, and 8-bit path metrics for the SCL mode. Fig. 9 shows the impact of this quantization on the error-correction performance of 8-bit CRC-aided SCL decoding with $L = 4$ for polar codes of various rates. It can be seen that this quantization incurs a coding loss ranging from 0.13 dB to under 0.05 dB, at a FER of $10^{-3}$, compared to using a floating-point representation. We note that the coding loss is greater for the lower-rate codes and diminishes as the rate increases.

2) Decoding Modes: As mentioned earlier, the flexible decoder has three operating modes corresponding to the SC, SCF, and SCL algorithms. The operating mode can be selected at execution time.

The SCL mode supports a list size $L$ value up to $L_{\text{max}} = 4$. As can be seen from Fig. 2, for an $N = 1024$ polar code, moving from $L = 4$ to $L = 8$ (or even $L = 32$) results in a small gain in terms of the error-correction performance for this particular code rate and we observe similar behavior for other code rates. This fact, combined with the area constraints we had for our chip, led to the choice of $L_{\text{max}} = 4$. Since in our architecture the configured list size $L$ has to be a power of two, our chip supports the list sizes $L \in \{1, 2, 4\}$, where $L = 1$ is equivalent to SC mode selection. The CRC lengths supported by the decoder chip, which can be selected at the time of execution, are summarized in Table II along with the CRC polynomials that were used. These lengths were selected to cover a wide range of list sizes and rates, as different operating conditions require different CRC lengths in order to achieve the best possible performance [13]. We note that, for SCL decoding it is also possible to completely disable the CRC.
In the SCF mode, the maximum number of trials \( T \) has to be set and can have a value of up to \( T_{\text{max}} \). As can be seen from Fig. 2, for an \( N = 1024 \) polar code, moving from \( T = 8 \) to \( T = 16 \) provides very little benefit in terms of the error-correction performance. However, since increasing \( T_{\text{max}} \) incurs a negligible hardware overhead because the LLR sorter area is very small, we decided to choose \( T_{\text{max}} = 32 \) in order to ensure that we can cover a very wide range of code rate scenarios. While it is optional in the SCL mode, the SCF mode mandates activation of a CRC unit and the selection of a CRC length.

The SC mode can be selected by disabling the CRC and setting \( L = 1 \).

Regarding the critical path of the flexible decoder, it depends on the operating mode and parameters. In SCL mode with a list size \( L = 4 \), the critical path starts at the output of a register storing a path metric, goes through the metric sorter, then through a partial-sum network (PSN) (part of a decoder core), and ends at the input of the path-memory register. For the SC and SCF modes as well as the SCL mode with \( L = 2 \), the critical path starts from an internal-LLR memory register, goes through a processing element and into the PSN (both part of a decoder core) and ends at the input of a path-memory register.

As for any polar decoder, the flexible decoder can decode polar codes with blocklengths \( N \) smaller than 1024 by setting the \( 1024 - N \) most significant channel-LLR locations to the fixed-point equivalent of \( +\infty \). However, since the controller was not optimized toward this goal, minute changes to its architecture would be required to achieve the optimal latency with no noticeable impact on area or clock frequency.

3) Throughput Comparison: In this section, the measured throughput and energy per bit of the three modes are compared. The 8-bit CRC is selected for the SCF and SCL modes. Since the throughput, and thus the energy per bit, of the SCF mode are highly dependent on the average number of trials, results are provided for the average number of trials required at two FER values of interest.

Fig. 10 shows the throughput for the three modes supported by the flexible decoder. All measurements are for the same core supply voltage of 0.9 V and for the respective maximum achievable clock frequency. Fig. 10 shows that the SC mode has a throughput that is from 31% to 59% greater than that of the SCL mode. While the worst-case (W.-C.) throughput of the SCF mode is well below that of any other mode, the achievable throughput of the SCF mode approaches that of the SC mode as the FER improves. While operating at a FER of \( 10^{-2} \), the SCF mode is approximately 12% slower than the SC mode. This gap shrinks to under 1.5% at a FER of \( 10^{-3} \). Comparing the SCF mode at a FER of \( 10^{-2} \) with the SCL mode, the SCF mode is from 16% to 39% faster than the SCL mode for the lowest to the highest code rates, respectively.
Fixed-point: SC mode, but its error-correction performance is significantly better than that of SC. With an error-correction performance that approaches that of the SC algorithm with $L = 2$ and an average throughput that tends to that of the SC mode as the signal-to-noise ratio improves, the SCF mode appears as the most attractive mode if the decoder is operated in a good $E_b/N_0$ region and if the system can cope with the variable execution time. It is interesting to note that SCL decoding with $L = 4$ does not require twice as much energy per bit than with $L = 2$. The energy-per-bit gap between the SC mode and the SCL mode with $L = 2$ is greater. The initial energy hit comes from the greater latency of SCL decoding combine with the increase in hardware resources used. Increasing $L$ from 2 to 4, the latency remains unchanged, only the additional hardware resources used contribute to increase the energy required per bit.

C. Fully-Unrolled Partially-Pipelined SC Decoder

The unrolled decoder is implemented in the low-$V_T$ technology flavor, and occupies an area of 0.35 mm$^2$ with a density of 64%. It is built for a high-rate polar code as, in many applications, the peak throughput is achieved in the best channel conditions with a high-rate code. The underlying assumption is that the unrolled decoder—implementing an SC-based algorithm that does not offer as good of an error-correction performance than SCL or SCF decoding—would only be used when the channel conditions are good. Thus, the unrolled decoder is built for a systematic (1024, 869) polar code optimized for $E_b/N_0 = 4.0$ dB, and with a initiation interval $I = 50$. It has a fixed latency of 283 CCs and uses $Q_cQ_e = 5.4$ to represent LLRs. Fig. 12 shows that using this LLR quantization leads to a coding loss of under 0.13 dB at a FER of $10^{-4}$ or at a bit-error rate (BER) of $10^{-6}$. To keep the longest combinational paths balanced, the dedicated decoders for the Repetition and single-parity check (SPC) codes were constrained to a maximum length of 8 and 4, respectively. The critical path starts from the output of an LLR register, goes through a dedicated decoder for a SPC code of length...
TABLE III: Comparison of the flexible decoder against the other fabricated ASIC decoders for a (1024, 512) polar code. An 8-bit CRC is used for the SCF and SCL decoders.

| Implementation | This work | [3] | [4] |
|----------------|----------|-----|-----|
| Algorithm      | SC       | SCF (T = 8) | SCL (L = 4) | SC  | BP (15 iter.) |
| FER @ $E_b/N_0 = 4$ dB | $1 \times 10^{-4}$ | $1 \times 10^{-4}$ | $7 \times 10^{-5}$ | $1 \times 10^{-3}$ | $7 \times 10^{-5}$ |
| $E_b/N_0$ @ FER of $10^{-3}$ | $4$ dB | $3.4$ dB | $3$ dB | $4$ dB | $4.8$ dB |
| Technology     | 28 nm    | 28 nm | 28 nm | 180 nm | 65 nm |
| Area (mm²)     | 0.44a    | 0.44a | 0.44a | 1.71 | 1.48 |
| Supply (V)     | 0.9      | 0.9   | 1.3  | 0.9  | 0.5  |
| Frequency (MHz) | 336      | 336   | 721  | 308  | 20   |
| Latency (µs)   | 1.833    | 14.664 (1.833²) | 2.408 | 1.568 | 150 (65.7²) |
| Coded T/P (Mbps) | 187.6   | 187.6 | 306.8 | 130.9 | 8.5 |
| W.-C. Coded T/P (Mbps) | 187.6   | 23.5 | 306.8 | 130.9 | 8.5 |
| Area Eff. (Mbps/mm²) | 423 | 423² | 692  | 295  | 19  |
| Power (mW)     | 17.8     | 17.9  | 128.3 | 23.3 | 0.6  |
| Energy per bit (pJ/bit) | 95.0 | 95.5² | 418.3 | 178.1 | 64.7 |

Normalized for 28 nm and 0.9 V

| Area (mm²)     | 0.44²  | 0.44²  | 0.44² | 0.04 | 0.27 |
| Frequency (MHz) | 336    | 336    | 308   | 1335 | 696  |
| Latency (µs)   | 5.46   | 43.67  | 7.82  | 1.17 | 0.22 |
| Coded T/P (Mbps) | 187.6 | 187.6² | 130.9 | 871.9 | 10 847.9 |
| W.-C. Coded T/P (Mbps) | 187.6 | 23.5 | 130.9 | 871.9 | 451 MHz |
| Area Eff. (Mbps/mm²) | 423 | 423² | 295 | 21 073 | 39 500² |
| Power (mW)     | 17.8    | 17.5   | 23.3  | 5.0  | 106.6 |
| Energy per bit (pJ/bit) | 95.0 | 95.5² | 178.1 | 5.7  | 15.4² |

4, and ends at the input of a bit-estimate register. Instead of using enable signals for the registers, it makes heavy use of clock gating, thus significantly reducing the area and power requirements.

In the following, the measured throughput and energy per bit are presented, and briefly discussed.

1) Throughput and Energy-per-bit Comparisons: The throughput of the unrolled SC decoder is over an order of magnitude greater than any of the flexible decoder modes. At a supply voltage of 0.9 V, its coded throughput is of 9.234 Mbps at an achievable clock frequency $f_{cb}$ of 451 MHz. The energy per bit is shown to be of 2.55 pJ bit at 100 MHz.

D. Comparing with the State-of-the-Art Fabricated ASICs

Only two other fabricated ASICs can be found in the literature. The best results were presented by Park et al. in [3]. In [3], Park et al. presented a rate-flexible belief-propagation (BP) decoder fabricated in UMC’s 180 nm CMOS technology. In [4], Park et al. presented a rate-flexible belief-propagation (BP) decoder fabricated in TSMC’s 65 nm CMOS technology. The results reported in [4] focus on a (1024, 512) polar code decoded at a high $E_b/N_0$ value where the average number of iterations is of 6.57 out of the maximum of 15 iterations.

Table III shows a comparison of our flexible decoder against the other fabricated ASIC decoders. We present some results for the three supported modes: SC, SCF with a maximum latency, and SCL with a list size of $8$. An 8-bit CRC is used for the SC and SCL decoders. The table focusses on a (1024, 512) polar code decoded at a $E_b/N_0$ value where the average number of iterations is of 6.57 out of the maximum of 15 iterations.
Comparing our flexible decoder with the normalized results for the other works, it can be seen from Table III that the BP decoder of [4] has the lowest latency and greatest throughput while the SC decoder of [3] has the smallest area and best energy efficiency. It should be noted however that the error-correction performance of the BP decoding algorithm is significantly worse than that of any of the three algorithms supported by our flexible decoder, and that the decoder of [3] is specialized for SC decoding. Our flexible decoder is not optimized for efficient SC decoding, it implements the SC algorithm by using parts of the SCL decoder. Similarly, the area efficiency results for the SC and SCF modes are not suitable for a fair comparison against the other works as these two modes use only a fraction of the flexible decoder area, an area dictated by the largest list size supported by the SCL mode.

Table IV compares the measurement results for our dedicated unrolled decoder, specialized for one polar code, against those of the same two fabricated rate-flexible decoders [3], [4]. Note that by lack of data, and for fair comparison, we present worst-case throughput results for the BP decoder. Similarly to Table III, normalized results are presented. Comparing solely with the normalized results, it can be seen that the unrolled decoder outperforms the other works in terms of throughput and energy efficiency for an area efficiency in the same vicinity. Compared to the normalized results of the other SC decoder, the area of our decoder is approximately 10X greater, however the throughput is also 10X greater and the latency 1.8X lower. The area of our decoder is 1.3X that of the normalized area for the BP decoder, the throughput near double and the latency approximately three times greater. The energy per bit of our decoder was measured to be 4.75× and 29.25× smaller than the normalized energy-per-bit values of [3] and [4], respectively.

Further Discussion

We note that the field of polar codes has been very active since the RTL of PolarBear has been finalized. Many improvements were proposed to the SCL decoding algorithm and its implementation in particular. Notably, more efficient PSNs were proposed in [18], multi-bit and tree pruning methods presented [19], [20], or a combination of both, e.g. [21], [22]. These improvements are orthogonal to our work.

To help estimate the potential impact that could be brought by recent architectural improvements, Table V presents a comparison between our synthesis results for our flexible decoder (with emphasis on the SCL mode) against those from the state of the art works of [21], [22]. Normalized results, including to account for the different list size of [22], are presented.

Comparing the latency in CCs of our decoder with the other works, it can be seen that the reduced-latency algorithm of [21], that notably estimates multiple bits at once, can have a significant impact. The approximate metric sort of [22] also leads to a latency reduction. Looking at the normalized results, it can be seen that the area results are in the same vicinity. The improved PSN of [21], [22] and the approximate sorter of [22] lead to much greater clock frequencies. By comparing the achievable clock of our synthesized design with that of our on-chip flexible decoder at 0.9 V (Table III) hints that the gains that are expected from standard scaling laws appear to be difficult to fully realize, especially with regular-Vt libraries. This is partly due to the impact of parasitics and wiring.

A detailed survey that includes the recent work and a comparison of polar decoders with low-density parity-check (LDPC) and Turbo decoders can be found in [23]. The comparison discusses, among other things, the required list size and blocklength for SCL decoding in order to match the performance of various LDPC and Turbo decoders. Another important implementation-related aspect is the quantization loss, which we showed in Section IV to be negligible when using bit-widths that are very similar to the bit-widths commonly used in LDPC decoders.
V. Conclusion

In this paper, we presented measurement results for PolarBEAR, a fabricated chip in 28 nm FD-SOI CMOS technology that implements two decoders for polar codes. The first decoder is flexible, supporting three different modes corresponding to distinct decoding algorithms: SC, SCF and SCL. It implements a latency saving technique applicable to all three decoding algorithms. Furthermore, this flexible decoder can decode both non-systematic and systematic polar codes of any code rate. The list size and maximum number of trials for SCL and SCF decoding modes, respectively, are configured at execution time. The second decoder is a fully-unrolled partially-pipelined SC decoder built for speed. To our knowledge, this paper presents the first ASIC measurement results for both the SCF and SCL algorithms.

We presented a flexible decoder where the most suitable mode can be selected at execution based on the requirements and operating conditions. The SC mode was shown to have the best throughput and energy per bit. For the best error-correction performance, the SCL mode was shown to be the most favorable choice at the expense of a greater energy per bit compared to both the SC and SCF modes. Lastly, with an error-correction performance that approaches that of the SCL algorithm with L = 2 and an average throughput that tends to that of the SC mode as the signal-to-noise ratio improves, the SCF mode appeared as the most attractive mode if the decoder is operated in a good $E_b/N_0$ region and if the system can cope with a variable execution time.

In terms of more specific results, we showed that in the SCL mode, our flexible decoder could achieve a coded throughput of 306.8 Mbps with a latency of 3.34 $\mu$s and an energy per bit of 418.3 pJ/bit at a clock frequency of 721 MHz for a supply of 1.3 V. The energy efficiency was shown to improve twofold with the energy per bit dropping down to 178.1 pJ/bit with the more modest clock frequency of 308 MHz, throughput of 130.9 Mbps, and supply voltage of 0.9 V. In the other two operating modes, our measurement results showed that our flexible decoder had an energy per bit of approximately 95 pJ/bit with a core supply voltage of 0.9 V. It should be noted that research on SCL decoding has been moving quickly since this chip has been sent out for tapeout. This makes us confident that ASIC results can only improve from here if all the latest improvements from the recent literature are to be incorporated.

The unrolled decoder was shown to be capable of achieving an area efficiency of 26.74 Gbps/mm² at 451 MHz for a supply voltage of 0.9 V and an energy per bit of 1.15 pJ/bit. These results confirmed that a specialized unrolled polar decoder has significantly better energy per bit and speed than its flexible counterpart. When it comes to the energy-efficiency advantage, the key ingredients were the polar code-specific specialization, the unrolling, and the use of clock gating. Since the design of this chip, it was shown in [15] that such a decoder can be made to support multiple codes of various rates and blocklengths.
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