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Abstract. Emergency logistics is crucial to ameliorate the impact of large earthquakes on society. We present a modeling framework to assist decision makers in strategic and tactical planning for effective relief operations after an earthquake’s occurrence. The objective is to perform these operations quickly while keeping its total expenses under a budget. The modeling framework locates/allocates resources in potentially affected zones, and transportation capacity is dynamically deployed in those zones. Demand uncertainty is directly incorporated through an impulse stochastic process. The novelty of this approach is threefold. It incorporates temporo-spatial dependence and demands heterogeneity. It incorporates the availability of transportation capacity at different zones. It incorporates tight budget constraints that precludes the total satisfaction of demands. The resulting model is a large size stochastic mixed-integer programming model, which can be approximately solved through Sample Average Approximation. An example is provided and a thorough sensitivity analysis is performed. The numerical results suggest that the response times are highly sensitive to the availability of inventory at each period. In addition, all logistics parameters (except for inventory capacity) have approximately the same impact on the total response time. The elasticity for all these parameters indicate constant returns to scale.

1. Introduction. Logistics management is a complex task, even in the absence of anomalous conditions. It is so because it aims to satisfy demands in the best possible way considering different aspects such as time and budget constraints, unexpected demands, shortages, to mention a few elements. Emergency logistics finds an even more complicated environment to perform its duties. In fact, it must deal with deep uncertainty, poor communication between agents, deterioration in transportation networks, lack of knowledge about the magnitude of the encountered disasters, among many others that conform a set of extremely difficult constraints, conditioning the range of maneuvers available to decision makers. One particular case is
that of large earthquakes. These events are among the most unpredictable natural disasters in, at least, three dimensions: location, timing and magnitude. In spite of these technical difficulties to forecast them, it is necessary to carry out the best possible technical planning and execution of emergency plans, deploying trained personnel and basic survival supplies for rescue operations, as well as vehicles that allow the proper transportation of these elements at the right time to the right place. Earthquakes can devastate large areas in a matter of seconds, consequently, real-time decisions must be made to minimize the damage. Therefore, the success of any logistics effort after a large earthquake depends on the optimization of scarce resources to assist the affected population in the fastest possible way, within budgetary constraints. Hence the role of operations research tools to provide efficient solutions to the decision makers.

From the logistics perspective, the main difficulty after an earthquake occurrence lies in the uncertainty posed by the disaster. The earthquake triggers a sudden increase in the demand for specialized supplies and personnel (usually non-existent during normal times) reaching unexpected high levels, often forcing decision makers to improvise plans with lack of information and preparation [20], leading to great losses in terms of human lives and economic resources.

This article presents an emergency logistics modeling framework to attain two objectives: to deliver emergency supplies to the affected population in a timely manner, while at the same time, maintaining control of the expenditure in such a way that all the logistics costs are within a given budget.

The remainder of the article is organized as follows. Section 2 presents the literature review. Section 3 introduces the system to be analyzed, as well as the pertinent actors within the methodological framework. Section 4 presents the optimization model. Section 5 introduces a solution approach. A numerical analysis is presented in Section 6 along with a complete sensitivity analysis. Finally, Section 7 presents the conclusions.

2. Literature review. From the perspective of this research, there are two main areas of literature to review. On one side, any planning for emergency logistics involving earthquakes needs some degree of forecasting. In fact, either the location and/or magnitude of the earthquake are inputs to optimize the resources’ deployment. A significant number of articles deal with modeling the stochastic aspects of earthquake occurrence and magnitude. On the other hand, logistics design aspects of emergency/humanitarian operations play a key role in strategic and tactical plans to control the damage after an earthquake. This part of the literature is less developed than the first one. In the following two subsections we review the most relevant articles dealing with both issues.

2.1. The occurrence of an earthquake and its magnitude. Seismic hazard analysis (SHA) is the formal field for long-term predictions of the occurrences of seismic events. Although SHA can be approached from both the stochastic and deterministic perspectives, we will concentrate in the stochastic perspective, named probabilistic seismic hazard analysis (PSHA). Models based on PSHA are more comprehensive and they tend to forecast the events more accurately than its deterministic counterpart. In fact, they incorporate the inherent random nature of earthquakes’ magnitude, recurrence time, and other relevant features [19]. The first PSHA formulation was published in 1968 [11]. Later, [5] presented one of the most
complete illustrative compilations of the PSHA models. Most of the PSHA models perform the earthquakes’ forecasting as the probability of an event exceeding a given magnitude over a specified period of time. The assessment of these probabilities has relied on various stochastic formulations. For example, [19] lists various important parameters to characterize the concept of seismic hazard. Some of these parameters are the peak ground acceleration [11], response spectrum amplitudes [25, 6, 7], strong motion duration [30], soil liquefaction [40], and landslides [13], to mention the most widely studied. Due to its simplicity and relative ease of application, homogenous Poisson models have been the most popular choice in the literature [5]. However, they are limited in their representation of earthquakes’ driving mechanisms, mainly due to their strong assumptions of temporal and spatial independence and homogeneity. Those assumptions have proven to be a major limitation when characterizing large infrequent events. Most of the non-Poissonian models attempt to represent patterns of geophysical characteristics that would trigger the earthquakes’ occurrence mechanism. According to [5] those models emerge as the most promising tools. The time dimension, expressed by seismic gaps, seems to be highly relevant. These gaps are best represented through time dependent models. There is enough evidence showing that the spatio-temporal dependent models provide better hazard estimates than those of Poisson models. Nevertheless, these more sophisticated models are difficult to implement in practice and they require large datasets for parameter calibration. From the historical records it is possible to identify characteristics such as fault strike (direction of a line created by the intersection of a fault plane and a horizontal surface), fault rake (direction in which a hanging block moves during a rupture, with respect to the plane of the fault), slip (distance the hanging block moves relative to the foot block, in the direction given by the rake), fault dip (angle between the fault and a horizontal plane), friction conditions, etc. All of these conditions are spatially dependent. Examples of articles dealing with the various different conditions that an earthquake could exhibit can be found in [31, 32], [29]. There are other approaches that rely on the opinions of experts to draw conclusions about the seismic hazard. Those methods collect multiple expert opinions merged into econometric models to estimate the seismic hazard. Though the idea sounds intuitively right, [21] shows that those models are intrinsically defective and should not be used in engineering applications.

Summarizing, in order to capture the true aspects of an earthquake’s occurrence, any PSHA model should incorporate the heterogeneous spatial effects as well as a time dependent component. The model used in this article includes both aspects and it will be described in detail in Section 4.

2.2. Emergency logistics: The case of earthquakes. This area is less developed than that of seismic hazard analysis. Indeed, the interest in this field is relatively new and hence the amount of specialized literature is rather low and so is its level of sophistication when compared to the methodological advances in the geological aspects of earthquake occurrences. Nevertheless, there is a number of publications on emergency logistics related to natural disasters in general, i.e. not specifically oriented to earthquakes. According to [10] there are two types of disaster operations: before and after an event’s occurrence. Thus, short-notice evacuation, facility location, and inventory pre-positioning can be grouped as the main pre-disaster operations; on the other hand, relief distribution and casualties’ transportation can be grouped as post-disaster operations. The majority of the technical literature regarding earthquake emergencies is related to three topics: information
systems, search-and-rescue and evacuation. The topic of optimization of resources for humanitarian aid is even less developed than those two topics. In this topic [34] presents the first formal definition of of inventory pre-positioning (IPP) as: “The strategic positioning of inventory in the relief network in preparation for disasters, through the integration of facility location, inventory management and transportation decisions, while taking into account the key factors affecting it, to improve the response and efficiency of the relief network”. The following articles tackle (either directly or indirectly) the IPP problem from an OR perspective. [14] address the topic of search-and-rescue from the perspective of optimal allocation of resources to operational areas through a dynamic combinatorial optimization model solved through Simulated Annealing and Tabu Search. The model however, does not consider the supply of emergency products to be delivered to the rescued people (or rescue teams) therefore there is no inventory optimization or distribution strategies to that end. [23] proposed an agent based evacuation model in which pedestrians and car drivers are agents who decide where to go and how to reach their evacuation route. This model does not optimize the deployment of personnel/supplies to the affected areas. [39] developed an information system aimed to promote earthquakes’ mitigation practices for residents of potentially affected areas. Their information system was able to compute hazard values at individual level.

[38] put forward a methodology to address the problem of logistics coordination to support dynamic relief demands. The objective function combined both the degree of urgency and the (more traditional) transportation costs. Later, [37] refined the relief demands forecasting in large-scale natural disasters, through a dynamic relief-demand management model. [8] also studied the problem of demand uncertainty in humanitarian relief supply chains, as a dynamic traffic assignment problem. They studied the problem of generating evacuation plans in such a way that their performance is robust to uncertainty in outgoing demand. [33] studied logistics planning under incomplete and fuzzy information. They proposed a simulation model to deal with uncertainties in predicting post-seismic transportation network and delayed information. The main objective was to analyze the behavior of disrupted supply chains under post-disaster conditions. [45] studied the case of optimal location of distribution centers with the explicit incorporation of social cost components. Their article was mostly concerned with the algorithm to solve the model and the geometry of the solutions. Also [24] studied the case of disruption of network services, focusing on a prioritized restoration of the damaged infrastructure within budgetary constraints. These authors followed a multi-objective optimization approach in which the model needs to balance cost minimization and system flow maximization. [27] studied the transportation network disruption in disaster relief operations with capacity constraints, incorporating two novel features: counterflow traffic on the arcs and the obstruction caused by the relief trucks, through a dynamic arc routing model. [43] studied the evacuation through a surface network when the demand is uncertain. The authors proposed a robust optimization scheme leading to a linear programming model. The authors showed that their robust solution dominates a deterministic solution. [42] pointed out the location of distribution centers and vehicle routing as two of the most challenging problems in emergency logistics. They built a non-linear integer location-routing model for relief operations considering multiple objectives: travel time, the total cost, and reliability with split deliveries. The model was applied to the Great Sichuan Earthquake in China.
[15] performed a compared literature review in the field of disaster operations management. The first review was done in 2006 by [4], which sets the base for comparison with the newer developments presented in [15]. Surprisingly, those authors found no drastic changes or developments in the studied field. Among the optimization-based mathematical models for emergency/humanitarian logistics, there are only a few that deal with uncertainty. Those models tackle the uncertainty problem in two-stage processes [41]. Good examples of the latter are [3] and [1], who divide a difficult problem into two phases to find an approximate solution.

Some studies have focused on a specific aspect of the relief, instead of a comprehensive approach. For example, [12] present an extension of the newsvendor model to analyze the case of a single agency that stocks inventory in preparation for a disaster. They also extended their model to the case of two agencies, assuming Nash equilibrium conditions between cooperative agencies. Their model however, assumes that there is always enough transportation capacity to deliver the emergency supplies, and it concentrates in the inventory decisions under equilibrium conditions. Also [36] focused on a specific aspect of the emergency logistics, which is the spatial impact of a disaster on transportation network links and its adverse affects on the accessibility to demand points. Those authors later extended the model [44] to increase the resilience of a transportation network through optimal investment in the links strength. [35] performed a Delphi study to identify the most relevant factors taken into consideration by decision makers facing humanitarian emergencies. The following factors rank at the top five of their list: speed of emergency response, availability of infrastructure, availability of business support services, cost of operating facilities, and the availability of labor. Most of those factors are related to facility location problems. Within this category, [9] present a complete survey of the main problems in the emergency humanitarian logistics literature. They found four clusters: deterministic facility location problems, dynamic facility location problems, stochastic facility location problems, and robust facility location problems. Two aspects of their findings are relevant to this article. First, most of the analytic models take either a dynamic or a stochastic approach, rather than both simultaneously. Second, the stochastic cluster has only a handful of examples in the literature.

Aiming at the objectives defined above and the gaps found in the pertinent literature, the emergency logistics approach that we propose is unique in the following aspects:

i) Our PSHA incorporates temporal and spatial dependence and heterogeneity simultaneously. This fact avoids the major limitations of Poissonian approaches when characterizing large infrequent events. The occurrence of a large earthquake is simulated using Monte Carlo experiments with a given probability. In addition to that probability, our approach incorporates a conditional probability for the magnitude of the event.

ii) Our methodology incorporates not only the availability of emergency products but also the availability of transportation capacity at different zones, which can be dynamically assigned to each zone.

iii) Our methodology also considers tight budget constraints that, as in real cases, preclude the total satisfaction of all the demands. Instead, the model finds the optimal resource allocation scheme that guarantees a percentage of demand satisfaction (level of service) across the affected zones.
3. Emergency logistics systems. Natural disasters lead to extended damage and the onset of extremely high demands for certain supplies. These aspects must be addressed as quickly as possible. The latter needs the coordination among relief suppliers and transportation providers to assist victims in a timely manner. Thus, prepositioning models are useful tools to assist authorities in the optimal location/allocation of resources such as supplies, human resources or transportation capacity. The optimal location/allocation of resources includes the minimization of response time, thus mitigating the damaging effects of the disaster [2]. The main agents involved in emergency logistics are described below.

3.1. Suppliers. In this category, we include all agents that offer products that victims of an earthquake typically need. Suppliers own or lease warehouses where their products are stored, for further distribution. These facilities are strategically located to serve specific geographical areas. The prices of these products can vary among different periods and providers, but for the sake of simplicity, we assumed that the prices are constant throughout the modeling periods and that it is possible to locate at least one facility at each potentially affected area.

3.2. Transportation providers. Agents in this category own vehicles that could be used to distribute supplies to areas with needs. Each provider may have vehicles at different geographical sites, similar to the case of the suppliers. Service rates are often based on the weight and volume of shipments, as well as the travelled distance for delivery. As in the case of the suppliers, these rates also can vary in time and among carriers. It is worth noting that there are limitations in transportation modes; for example, certain products require temperature-controlled vehicles while others could be delivered in standard vehicles; hence, supplies cannot be transported by any vehicle but only by those technically apt.

3.3. Zones. These are sites where demand emerges, i.e., the geographical points affected by an earthquake, where the emergency supplies are needed. The demand in a geographical area equals the aggregation of demands from all the affected individuals within the boundaries of that area.

3.4. Problem statement. The situation described in the previous sections is rather difficult to address. No single undertaken action could solve the problem of distributing resources in space and time to guarantee a total demand satisfaction in a timely manner. Once an earthquake strikes a region, the authorities need a quick and coordinated palliative reaction. This reaction must involve all the above described agents to satisfy at least partially the emergent demands. Most of these demands emerge only as a result of the earthquake and consequently, the standard market response is incapable of satisfying these new demands. Then, the pertinent question is What actions could be taken, before and after an earthquake, to minimize its consequences? One such action is the proper anticipation of spatial demand for emergency supplies. This anticipation leads to the pre-positioning of inventory at certain sites to reduce the access time and logistical cost of satisfying the urgent needs [20]. Another action is the allocation of transportation capacity to potentially affected regions. Human resources could also be planned before the event. After the event, the actions should focus on the prompt delivery of emergency supplies and personnel, given the previously allocated resources. With these actions in mind, we developed a modeling framework that aims to optimize the location/allocation and
distribution of the various resources involved in emergency logistics. The modeling framework builds upon the previous works by [16] and [17] who applied chance constrained optimization for a stochastic minimum cost problem; in our case however, the minimization of response times seems to be a more adequate goal, while a budget constraint allows the control of the operational expenses. Such a modeling framework is presented next.

4. Modeling framework. The modeling structure developed in this article differs from previous studies in, at least, three aspects. First, the stochastic demand takes space and time into account, assuming non-zero correlations in both dimensions. Second, the cost matrix considers not only direct inventory and distribution costs but also the fleet relocation costs necessary to perform each shipment (it includes the possibility of moving empty vehicles from different locations). Third, given the sudden and unexpected characteristics of the demand, the model allows the fill-rate be lower than 100%, attaining the best possible level of service for the available budget.

This Section is divided into two parts. The first one describes the earthquakes simulation and its corresponding demand generation process. The second section presents the optimization model, taken the demand as a given parameter.

4.1. Earthquake occurrence and demand simulation. Some of the most comprehensive models described in the reviewed literature incorporate the fact that earthquakes are the result of multiple causes —technically called triggers. Each trigger can be associated with a probability. Thus, an earthquake is the outcome of the interaction of a compound process (representing the triggers) and a set of particular conditions that make the result more or less severe (e.g. infrastructure and housing conditions, type of structural design, etc.).

Once a significantly large earthquake occurs, there is an immediate generation of demand for certain emergency supplies (e.g. fresh water, vaccines, etc.). Then, the magnitude and composition of the demand will change randomly according to both the initial conditions and the severity and scope of the emergency. While some of the initial conditions can be accurately known (such as inventory at hand, and operational characteristics of potentially affected zones), other conditions cannot be predicted with acceptable degrees of accuracy (e.g. severity and frequency of the aftershocks). Therefore, it is convenient to use a stochastic approach to estimate the effect of demand uncertainty on the delivery of emergency supplies. There are two different stochastic processes acting simultaneously: the occurrence and the severity of the shock. It seems reasonable then to assume that the demand for emergency supplies is proportional to the severity of the shock. This assumption implies that the demand function is a chained two-dimensional process: on one side there is a probability that a shock occurs at any given time, and on the other hand, there is a conditional probability of having a certain magnitude of demand given that the shock has occurred. Accordingly, the demand process can be expressed as follows:

**Definitions.** $D_{tp}^i$: Stochastic variable representing the demand for (emergency supply) product $p$, at zone $i$, during period $t$

$d_{tp}^i$: A realization of $D_{tp}^i$.

$p_t^i$: Probability that a sufficiently large earthquake (disruptive) occurs at zone $i$ during the time interval $t$.

$\rho_{p_{ij}}^{t_0,t_e}$: Spatiotemporal correlation for earthquake occurrences between two
different zones $i$ and $j$, with a seismic gap of magnitude $(t_b - t_a)$, for any time periods $(t_b > t_a)$.

$\rho_{t_a, t_b}^{i,j}$: Spatiotemporal correlation for the emergency demands between two different zones $i$ and $j$, with a seismic gap of magnitude $(t_b - t_a)$, for any time periods $(t_b > t_a)$.

$$D_{i}^{t_p} = \begin{cases} \ d_{i}^{t_p} \text{ with probability } p_{i}^{t} \\ 0 \text{ with probability } 1 - p_{i}^{t} \end{cases}$$

We used a series of Monte Carlo experiments to generate the demands at each time step, location, and magnitude. The magnitude of the earthquakes were simulated following an iid lognormal distribution, while the occurrence of earthquakes in time and space were not independent, but correlated using random values for $\rho_{t_a, t_b}^{i,j}$ and $\rho_{t_b, t_a}^{i,j}$. The latter simulates the findings in the literature (i.e., certain zones are more likely to exhibit triggers than others, and events also depend on the time elapsed after the triggers occurrence). The number of time periods and spatial units vary according to the case to be studied (see Section 6).

### 4.2. Optimization model.

The modeling framework needs the following parameters and variables.

**Parameters**

- $u_c$: Capacity for class $c$ vehicles.
- $w_{pc}$: Compatibility matrix; its elements $(p, c)$ take the value 1 if product $p$ can be transported on a class $c$ vehicle; and it takes the value 0 otherwise.
- $\tau_{ij}$: Travel time between zones $i$ and $j$.
- $G$: A positive large number.
- $B$: Budget available for the planning horizon.
- $\Phi$: Set of all the potentially affected zones.
- $\Pi$: Set of all the potentially demanded products.
- $\Psi$: Set of periods.
- $\Omega$: Set of vehicle classes.
- $D_{i}^{t_p}$: Demand for product $p$, in location $i$, during period $t$.
- $V_{i}^{t_c}$: Number of class $c$ vehicles, available in zone $i$, at the beginning of period $t$.
- $L_{i}^{p}$: Inventory capacity at zone $j$, for product $p$.
- $Cv_{i}^{t_p}$: Direct cost of transporting one unit of product $p$, to the zone $k$, originated from a supplier in zone $j$, transported on a class $c$ vehicle available in zone $i$, during period $t$.
- $Cl_{i}^{t_c}$: Cost of relocating a class $c$ vehicle, sent from zone $i$ to zone $j$, during period $t$.
- $Ch_{i}^{t_p}$: Inventory (holding) cost for product $p$, stocked in a depot located in zone $j$, during period $t$.

**Decision Variables**

- $x_{i}^{t_p}$: Flow of product $p$, sent to location $k$, originated from a supplier in location $j$, transported on a class $c$ vehicle available at location $i$, during period $t$.
- $y_{i}^{t_c}$: Flow of class $c$ vehicles, relocated from zone $i$ to zone $j$, during period $t$.
- $I_{j}^{t_p}$: Inventory of product $p$, kept in depot located in $j$, at the beginning of period $t$.
- $WP_{i}^{t_p}$: Takes value 1 if product $p$ is delivered to zone $k$, from a supplier located in $j$, transported on a vehicle available at $i$, during period $t$; and 0 otherwise.
\(WC_{ij}^{tc}\): Takes value 1 if a class \(c\) vehicle is relocated from zone \(i\) to \(j\), during period \(t\); and 0 otherwise.

Given the definitions stated above, the following mixed integer stochastic programming model is aimed to guide the decision makers in the strategic and tactical aspects of emergency assistance to the affected zones:

\[
\min \left( \sum_{i \in \Phi} \sum_{p \in \Pi} \sum_{k \in \Phi} \sum_{j \in \Phi} \sum_{c \in \Phi} \tau_{jk} WP_{ijk}^{tp} + \sum_{i \in \Phi} \sum_{p \in \Pi} \sum_{j \in \Phi} \sum_{c \in \Phi} \tau_{ij} WC_{ij}^{tc} \right)
\]

\(P \left\{ \sum_{c \in \Omega} \sum_{i \in \Phi} \sum_{j \in \Phi} x_{ij}^{tpc} \geq D_{ik}^{tp} \; \forall k \in \Phi, \; t \in \Psi, \; p \in \Pi \right\} \geq \alpha \) \hspace{1cm} (3)

\[
\sum_{p \in \Pi} \sum_{j \in \Phi} \sum_{k \in \Phi} w_{pc} x_{ij}^{tpc} \leq \sum_{c \in \Phi} u_{c} y_{ij}^{tc} \; \forall c \in \Omega, \; i \in \Phi, \; t \in \Psi \]

\(\forall i \in \Phi, \; t \in \Psi, \; c \in \Omega \)

\[
\sum_{c \in \Omega} \sum_{i \in \Phi} \sum_{j \in \Phi} x_{ij}^{tpc} \leq I_{jp} \; \forall j \in \Phi, \; p \in \Pi, \; t \in \Psi \]

\(I_{jp} \leq L_{j}^{p} \; \forall j \in \Phi, \; p \in \Pi, \; t \in \Psi \) \hspace{1cm} (7)

\[
\sum_{i \in \Phi} \sum_{j \in \Phi} \left( \sum_{p \in \Pi} \sum_{k \in \Phi} \sum_{c \in \Phi} C_{ijk} x_{ij}^{tpc} + \sum_{c \in \Omega} \sum_{i \in \Phi} \sum_{c \in \Phi} Cl_{ij}^{tc} y_{ij}^{tc} + \sum_{p \in \Pi} Ch_{ij}^{tp} I_{jp}^{tp} \right) \leq B \) \hspace{1cm} (8)

\(x_{ij}^{tp} \leq WP_{ijk}^{tp} G \; \forall i \in \Phi, \; j \in \Phi, \; k \in \Phi, \; p \in \Pi, \; t \in \Psi \) \hspace{1cm} (9)

\(y_{ij}^{tc} \leq WC_{ij}^{tc} G \; \forall i \in \Phi, \; j \in \Phi, \; c \in \Omega, \; t \in \Psi \) \hspace{1cm} (10)

\(x_{ij}^{tp}, I_{jp}^{tp} \in \mathbb{R}^{+} \; \forall i \in \Phi, \; j \in \Phi, \; k \in \Phi, \; p \in \Pi, \; t \in \Psi \) \hspace{1cm} (11)

\(y_{ij}^{tc} \in \mathbb{Z}^{+} \; \forall i \in \Phi, \; j \in \Phi, \; c \in \Omega, \; t \in \Psi \) \hspace{1cm} (12)

\(WC_{ij}^{tc}, WP_{ijk}^{tp} \in \{0, 1\} \) \hspace{1cm} (13)

The objective function (2) has two terms: the travel time to deliver aid from the suppliers to the affected areas, and the repositioning time, i.e. the time needed to relocate vehicles (of a given type) at the suppliers locations. The constraints set (3) assures that demand for emergency supplies is satisfied with a probability \(\alpha\), i.e., not all the demands will necessarily be satisfied but at least \(\alpha \times 100\%\) of the requests will be fulfilled. The constraints set (4) restricts the fleet capacity; given a vehicle type \(c\), a location \(i\) and a period \(t\), the left-hand side shows all the flow of products in type-\(c\) vehicles, while the right-hand side shows the total capacity of those vehicles available at the origin of the trip. The constraints set (5) controls the stock of vehicles at each zone and time period. The constraints set (6) precludes that the amount of transported products exceeds the available inventory at a given zone. The constraints set (7) controls that the initial stock level does not exceed the inventory capacity. Constraint (8) ensures that the whole emergency operation does not exceed the available budget. The constraints sets (9) and (10) establish consistency between binary and flow variables. Finally, the constraints sets (11) and (12) impose non negativity and integrality, while the constraint set (13) correspond to the binary condition.

The model (2) to (13) is rather difficult to solve, not only for the integrality aspects and size of any real instance, but particularly because of the expression (3),
which is a joint probability function of size $|\Phi| \times |\Pi| \times |\Psi|$. What this probability constraints is the minimum overall demand to be satisfied (not each $(k, t, p)$ component individually). In fact, many combinations of individual demand satisfaction levels could add up to meet the overall $\alpha$ desired level. That particular condition makes this problem intractable with standard OR methods.

One of the methods that has proved to be successful is the Sample Average Approximation that will be presented in the next section.

5. Solution approach. In this section, a solution scheme called Sample Average Approximation (SAA) is briefly introduced and implemented (following [28]). Instances of stochastic programming models with large number of stochastic constraints are computationally intractable. This is the case with the stochastic set represented in expression (3). Indeed, the values of each probability in expression (3) are difficult to compute, because they require to evaluate multi-dimensional integrals (one for each product, time and affected zone); even checking feasibility of a solution is difficult to perform [22]. In addition, the convexity of the feasibility region is not guaranteed. These features preclude the direct search for an optimal solution of the original problem. Hence a heuristic approach should be applied to find an approximation to the optimal solution. The SAA approach attempts to replace the probabilities in expression (3) by deterministic values given by a frequency (estimators of the true probability) and then, solving a series of deterministic optimization models in which the frequency is a proxy for the probability of satisfying the demands with the given fill-rate. Thus, a series of (simpler) deterministic models must be solved instead. The set of approximated solutions found by SAA allow us to identify two relevant limits for the objective function: a lower and an upper bound. The lower bound will typically be an infeasible solution to a relaxed problem (not necessarily restricted to fulfill the given level of service) that serves as a threshold below which no solution can be found for the original problem. On the other hand, the upper bound is a feasible solution, whose value is, typically, not low enough to be the minimum for the objective function. Thus, the optimal value for the original problem, lies somewhere in between these two thresholds. The gap between these two bounds gives a measures of the closeness of the best feasible solution to the optimal solution. Nevertheless, any upper bound can be used to assist DM in the process of planning for earthquake damage control. Indeed, the upper bound is an approximate solution that sheds light on the recommended depot locations, supplies prepositioning at different locations, fleet size required to deliver the supplies and such. Note however, that the SAA heuristic cannot guarantee that the cost/time of that feasible solution is the minimum among all feasible solutions.

The vector of stochastic demands is generated through Monte Carlo experiment, in which the value of the simulated demands are drawn from a random sample with the spatio-temporal correlations described in section 4.1.

Thus, if the probability in expression (3) were replaced by its estimator, i.e. a frequency computed out of a sample, we could formulate a new problem as an approximation to the original one. The new model would have two differences with respect to the original model in expressions (2) to (13). First, instead of expression (3), which represents the stochastic demand constraints, we introduced a sampling method in which the original constraints are replaced by the frequency of demand fulfilment, estimated by solving many instances of the modified problem, each time with a different set of demands computed through a Monte Carlo experiment.
Second, the number of times that demands are not satisfied must be restricted to the desired level of service ($\alpha$ in expression (3)). Let $z^{ntp}_k$ be binary variables that count the number of times that a demand is not satisfied in the $n$-th draw, i.e. not enough supplies are delivered to fulfil $D^{ntp}_k$ in expression (3). With this new definition we can modify the original model in expressions (2) to (13), to find the solution to a similar problem but without stochastic components. If we solved this approximation for various samples (independently generated) the optimal solution of the approximated problem will be approximations to the original optimal solution. Therefore, the constraints set (3) is replaced by the following three sets of constraints:

$$\sum_{i \in \Phi} \sum_{j \in \Phi} X^{ntpc}_{ijk} + z^{ntp}_k \times D^{ntp}_k \geq D^{ntp}_k \quad \forall k \in \Phi, p \in \Pi, t \in \Psi, n = 1, \ldots, N$$ \hspace{1cm} (14)

$$\sum_{n=1}^{N} \sum_{t \in \Psi} \sum_{p \in \Pi} \sum_{k \in \Phi} z^{ntp}_k \leq N \times (1 - \gamma)$$ \hspace{1cm} (15)

$$z^{tnp}_{kp} \in \{0, 1\} \quad \forall k \in \Phi, p \in \Pi, t \in \Psi, n = 1, \ldots, N$$ \hspace{1cm} (16)

where, the upper index $n$ is the sample number; $N$ is the sample size, and $\gamma$ is the desired level of service to solve the approximated problem. Constraints set (15), controls the number of times that the demand satisfaction is not fulfilled (it cannot exceed $1 - \gamma$). Note that $z^{ntp}_k$ in expression (14) allows to disable the demand satisfaction to a desired degree. In fact, by selecting the proper $\{0, 1\}$ combination of $z^{ntp}_k$, many level of services can be achieved. For instance, for a 90% level of service, the model allows $z^{ntp}_k$ to take any combination of 1’s as long as the total number of 1’s does not exceed 10% of the sample. Note also that $\gamma$ is not necessarily equal to $\alpha$ because, as we will see in the next section, sometimes it is convenient to have a different value for $\gamma$ in the search for solution bounds.

Each one of these modified models increases the problem size even more; therefore, the recommended solution procedure is to find lower and upper bounds to establish the space within which the optimal solution lies.

6. Numerical example.

6.1. Description. In this section a numerical example is presented, applying the above described methodology to obtain both the lower and upper solution bounds. Before going into the details of the numerical example, it is convenient to summarize the solution approach presented in Section 5. Indeed, lets assume that we have a simplified version of our main problem, i.e. for a single period, a single supply must be distributed by a single supplier, on homogeneous vehicles, to four affected zones. In this case the expressions (14) to (16) would look as follows:

$$X^{n}_{11} + z^{n}_{1} \times D^{n}_{1} \geq D^{n}_{1}$$ \hspace{1cm} (17)

$$X^{n}_{12} + z^{n}_{2} \times D^{n}_{2} \geq D^{n}_{2}$$ \hspace{1cm} (18)

$$X^{n}_{13} + z^{n}_{3} \times D^{n}_{3} \geq D^{n}_{3}$$ \hspace{1cm} (19)

$$X^{n}_{14} + z^{n}_{4} \times D^{n}_{4} \geq D^{n}_{4}$$ \hspace{1cm} (20)

$$\sum_{k=1}^{4} z^{n}_{k} \leq 3$$ \hspace{1cm} (21)

$$z^{n}_{k} \in \{0, 1\} \quad \forall k = 1, \ldots, 4, n = 1, \ldots, N$$ \hspace{1cm} (22)
Of course, if all the solutions for a given sample satisfy (17) to (22) that is no guarantee that all possible demand values in expression (3) will be satisfied with the desired level of service. However, a sufficiently large value of \(N\) and also running the approximation model for a sufficiently large number of samples (say \(M\) samples) should give us a high likelihood that the found solutions lay within the \(\alpha\) level of service. In fact, choosing a tightened value for \(\alpha\) would prevent the approximated solution to violate the original level of service; hence the need for the parameter \(\gamma\) (see [26] for the demonstration that SAA converges to the actual solution).

The numerical example to be presented is formed by a base-case instance with six zones, four periods, two products and two types of vehicle. As explained in section 4.1, the demand is generated through a Monte Carlo experiment that takes the spatial and temporal correlations into consideration. These correlations (\(\rho_{p,t}^{i,j}\) and \(\rho_{d,t}^{i,j}\)) were randomly chosen from the real interval \([0,1]\). To avoid the possibility of negative values of \(d_{t,i}^{p}\), the magnitude of demands at each zone were drawn from a lognormal distribution with (arbitrary) mean = 100 and standard deviation = 20. In each period, the probability of an earthquake occurrence was taken as 0.1, and the values of space and time correlations were chosen randomly. For this base-case example, an approximation of the optimal solution was found by computing the lower and upper bounds as described in the previous section, using a Mac Mini equipped with Mac OS Mojave version 10.14.1, an Intel Core i5 processor with 2.8 GHz speed, and 8 GB of internal memory.

6.2. Lower bound. [28] (and also [18]) describe the details on how to obtain convenient values for \(M\) (number of samples) as well as \(N\) (each sample size) to attain the desired level of fill-rate in expression (3). Applying that method for this instance we found: \(M = 172\) samples, each with \(N = 20\) (sample size), for the values: \(\alpha = 0.9\) and \(\gamma = \alpha/2\), (this selection of \(\gamma\) has been reported to exhibit efficient algorithmic behavior [26]).

Using CPLEX 12, the modified optimization problem (presented in Section 5) was solved generating demands with a Monte Carlo simulation routine using the parameters given above. The optimization model was ran for all the instances (i.e. for the \(M\) samples and \(N\) realizations) on the above described computer, with CPU time ranging from 23 to 39 seconds per ran.

The obtained solutions (which are an approximation to the true model) gave a lower bound (objective function’s value) of 2,900.

6.3. Upper bound. To obtain the upper bound, we followed the method described in [18]. In this case, the solutions must be feasible. Therefore, after finding the solutions for the modified problem, those solutions must be tested to guarantee that they satisfy the corresponding actual constraints, in expression (3). The parameters for this base-case instance were the following: \(N = 30\), \(\gamma = \alpha/2\) and the testing sample size was 400. Hence, 400 randomly generated demands were tested for feasibility. The CPU time varied from 31 to 59 seconds per ran.

The found solution was feasible in 90% of the 400 generated demands (in accordance with the level of confidence set by \(\alpha = 0.9\)). Thus, the best objective function’s value found by this heuristic (upper bound) was 3,900.

The gap between both bounds is 34%. This gap may appear to be large in comparison to other published results [22]. However, the type of problem addressed in this case is rather different from those published in the literature. Indeed, earthquakes tend to be low probability-high consequence events, which means that the
stochastic parameters exhibit a high variability when compared to other problems. In this case the demand’s variability is significantly larger than that of the reported instances, due to the shape of the demand curve (essentially a spike in a given period and zero elsewhere). In fact, for the case of floods studied by [18] with a similar spike-shaped demand, the best gap found was 31%, which is quite close to our result.

The SAA results, allow us to conclude with high level of confidence, that the upper bound found by this approach is a feasible solution whose value is at most 34% far from the unknown optimal solution. This information may be of great value to the decision makers (DM), even though it is only an approximation, but it serves as a guide to set up emergency preparedness actions. Indeed, the DM would have information about prepositioning, vehicles availability, time to reach the affected population and the impact of an increase (or decrease) in the available budget on the emergency demands satisfaction rate.

6.4. Sensitivity analysis. The above sections assumed various parameters to estimate the best feasible solution in a practical scenario. Those parameters would be estimated and used by the decision makers (DM) before the earthquake occurs, and hence are subjected to change when the actual disaster occurs. Then, DM should have an estimation of how sensitive their logistics system is to changes in the relevant parameters. To test this sensitivity, this section reports on the objective function’s response to perturbations on the original parameter’s values, i.e. how sensitive the objective function is to variations around the values selected for the numerical example. Special attention should be put if the objective function would present large variations as a result of minor variations in the original parameters. Indeed, the effect of all the parameters is not homogeneous and then special efforts should be dedicated to the econometrics for estimating the most relevant parameters with high accuracy (whenever possible in practice).

The parameters tested in the sensitivity analysis are the following: Number of Periods, Number of Products, Number of Zones, Inventory Capacity and Level of Service. Many parameters were tested, but in this Section we present only those that had the most significant impact on the objective function values and are also meaningful to DM in practice. As a stochastic approach, the SAA methods yield different solutions for each realization. Consequently, the values reported in this Section are the average of the tested samples as well as its standard deviation as a proxy for the solution stability.

6.4.1. Results. The reported values correspond to the average and standard deviation for 100 samples each one with 20 realizations. Table 1 shows the different scenarios tested in the sensitivity analysis as well as the base case parameters.

| Parameters                      | Base | Scen. 1 | Scen. 2 | Scen. 3 | Scen. 4 |
|--------------------------------|------|---------|---------|---------|---------|
| Number of Periods               | 4    | 2       | 3       | 5       | 6       |
| Number of Products              | 2    | 1       | 3       | 4       | 5       |
| Number of Zones                 | 6    | 2       | 4       | 8       | 10      |
| Inventory capacity per period (units) | 100  | 90      | 95      | 105     | 110     |

Table 1. Sensitivity scenarios and parameters’ variations

The main results have been summarized in Table 2, which shows the percentage of variation of the objective function, i.e., the average response times, when different parameters are varied in each scenario (described in Table 1). Thus, each
value presented in Table 2 represents how sensitive the response time is to the corresponding changes in a specific scenario/parameter. For example, scenario 2 increases the Number of Products from 2 to 3, generating a 52% increase in the objective function’s average value.

Table 3 shows the Coefficient of Variation (i.e. ratio between standard deviation and sample average) for the objective function (travel and repositioning total time) for each scenario. It can be observed that the variation is rather low. The latter is an indication of the robustness of the solutions, i.e. the measure of impact of the different parameters on the objective function is stable throughout the various realizations.

Table 4 presents the elasticity values of a single change for each scenario. It can be seen that the Number of Zones (i.e. size of the network) the Number of Periods and the Number of Products have a similar elasticity, a little higher than unity (between 1.03 and 1.07), this means that an increase in the size (and complexity) of the problem represents an increase in the response time in a higher proportion. On the other hand, the Inventory Capacity per Period showed a strong negative impact on the response time; the elasticity of the Inventory Capacity parameter presented a strong asymmetric variation with the sign of the change. Indeed, a decrease of 10% in the parameter had an elasticity of -0.87, while an increase of 10% had an elasticity of -1.85. The latter is due to the substitution effect between Inventory Capacity and transportation.
Therefore, this numerical example was repeated for probabilities of 2% and 1% and the solutions found by the model were compared to the base case (10%). A value of a higher occurrence probability (20%) was also tested. These results are summarized in Table 5, which shows two interesting findings. First, there is a significant reduction in the response time, though not as high as the probability reduction. In fact, when the probability of occurrence was reduced 5 times (from the base case), both bounds had a decrease of approximately by 75%; when the probability of occurrence was reduced from 2% to 1% both bounds were decreased by approximately 29%; on the contrary, when the probability was increased up to 20% the gap was reduced by 14%. Secondly, the gap increases as the probability of occurrence decreases. The latter is due mainly to the fact that the magnitude of each bound decreases jointly with the probability of earthquake occurrence, but at a slower pace than their difference, and hence the ratio between these values increases. This is another example of the effect of a sharp demand curve represented in the expression (4).

| Total Access Time | Earthquake Pr. = 20% | Earthquake Pr. = 10% | Earthquake Pr. = 2% | Earthquake Pr. = 1% |
|-------------------|----------------------|----------------------|----------------------|----------------------|
| Lower Bound       | 500                  | 700                  | 2,900                | 4,000                |
| Upper Bound       | 1,000                | 1,200                | 3,900                | 4,800                |
| Relative Gap      | 100%                 | 71%                  | 34%                  | 20%                  |
| Absolute Gap      | 500                  | 700                  | 1000                 | 800                  |

Table 5. Variation of the solution under different probabilities of earthquake’s occurrence.

6.4.2. Cost sensitivity analysis. The sensibility analysis presented in the previous section kept the cost parameters unchanged. A change in transportation costs does not affect the problem solution as long as the total costs are within the available budget. Therefore, it is interesting to study what happens when the budget parameter \( B \) changes. Indeed, from a public policy perspective, a valuable input would be to assess the relationship between the level of service (parameters \( \gamma \) or \( \alpha \)) and the available budget (parameter \( B \)). To perform this analysis we prepared a set of \( M \) samples of size \( N \), with different values for \( \alpha \). For each of these values we found the minimum value of \( B \) which allows a feasible solution for at least 95% of the \( M \) samples. The results are summarized in Figure(1).

As Figure(1) shows, decreasing the level of service (\( \gamma \)) from 10% to 5% would increase the need for budget by 5,000 units, and when it decreases from 5% to 2.5%, the needed budget would increase again by 5,000 cost units. The latter shows that improving the level of service becomes increasingly more expensive when approaching the 100% coverage. The values depicted in Figure(1) provide the DM with an estimate of how “expensive” would be to reach a certain percentage of demand satisfaction from the affected population.

6.4.3. Relevant information and decision making. Regardless of the particular scope of any numerical example, certain aspects of the found results deserve careful attention, as they may be helpful in the emergency planning of an earthquake.

One of the first results that emerge from the numerical examples is that the response times are highly sensitive to the availability of inventory at each period. The latter occurs under different parameter’s values and scenarios. The explanation for this behaviour is that for a given level of service, the model will attempt to
reach the fill-rate first with inventory at hand (to avoid excessive transportation) but when the inventory capacity is too low, it is imperative to satisfy emergency demands from locations farther away, increasing travel times and costs. Therefore, a first heads-up for DM is that time and costs can be reduced as long as the stock availability allows to reach the service goal from local or nearby locations. But, when the stock is limited, then the transportation times and costs take over. The values shown in the sensitivity analysis, though particular in scope, give a sense of frame reference for the non-linear behaviour of travel times as a response to low inventory levels. Another piece of information that could be helpful for DM is the fact that all logistics parameters (except for Inventory Capacity) have approximately the same impact on the total response time. Indeed, the elasticities for all these parameters indicate constant returns to scale. The practical implication of the latter is that changes in response times will be homogeneous under any change in the size of the instances in practice. Also, the effect of (moderate) changes to the initial logistics conditions will be linear.

7. **Final remarks.** In this article, a stochastic mixed integer programming model was developed with the aim of reducing response time for assisting victims of an earthquake. The model represents the various decisions made before and after the earthquake’s occurrence. The modeling framework considers inventory capacity, vehicles’ availability as well as expected demands for different emergency supplies. A sample-average approximation scheme (SAA) was implemented to find a solution to the problem. This type of problems exhibit the characteristic of low-probability high-consequence, which translates into an impulse demand curve, very difficult to incorporate into standard optimization techniques.

The modeled example (base case) considered six zones, two types of products and the vehicles needed for their transport, four periods and an inventory capacity
of one hundred units per zone. A sensitivity analysis was performed on the different parameters that affect the objective function. The results pointed out some critical parameters in terms of their impact on the emergency response times. These critical parameters were the storage capacity and budget size. These outcomes arise from the fact that increasing the local inventories allows the victims to satisfy their demands from local supply instead of waiting for external supplies to arrive; simultaneously, the budget size restricts the feasibility to execute such a preventive measure. Decision makers must consider that the low predictability of earthquakes makes difficult to implement such types of preventive measures at national level, especially because multiple products are in need during an earthquake, all with different expiration dates or useful life times, which increases the budget requirements to execute those measures. Nonetheless, a lower-scale plan could be incorporated in at-risk areas, by keeping a stock of easily stored high-necessity relief supplies. A possible future study could use this methodology with a more realistic scenario for Chile, i.e., with actual data collected from the involved agencies.
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