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ABSTRACT
Present climate and socioeconomic issues would threaten the global food and environmental security. Smart farming (SF) based on advances in sensing, robotic, and information and communication technologies is a promising approach to support the efficient, sustainable, and profitable crop production. This paper discusses the background needs for SF and the role of remote sensing. Recent advances in remote sensing technology (platforms, sensors, algorithms) for diagnostic information of crops and soils are reviewed based on some leading case studies. The operation of a bundle of similar satellites (constellation) allows timely or frequent observations, and their spatial resolution (1 – 10 m) is applicable to agricultural regions of relatively small farmlands. The efficient use of high-resolution satellite sensors would strongly support the diagnostics and decision-making in SF on regional scales. Drone-based remote sensing would allow low-cost, high resolution, and flexible observations of crops and soils. Diagnostic information on crop growth, water stress, soil fertility, weed, disease, lodging, and 3D topography can be created from the optical, thermal and/or video images. The linkage between the remote sensing function and drone-based application of seeds, pesticides, fertilizers would greatly enhance the efficiency of labor and material applications and profitability.

1. Introduction

The world population is predicted to reach 9.7 billion in 2050 after reaching 7.7 billion in 2019 (United Nations 2019). However, the total arable-land area is not increasing; thus, the per capita food production has been decreasing in the past decades (FAOSTAT 2018). On the other hand, the negative impacts of climate change on crop productivity have been recognized in various crops and areas (Way and Long 2015; IPCC 2019). For example, the sterility of rice grain increases due to high air temperature during the heading stage. The grain quality of rice is lowered via immaturity or cracking due to high air temperature (e.g., Hasegawa et al. 2009). In the meantime, various evidences indicated that the conversion of land-use for agriculture and fertilizing are responsible for the emission of GHG (IPCC 2019). Therefore, the mitigation and adaptation strategies of agriculture to climate change are critical for food and environmental security. Technological innovation of agriculture is strongly required for the solution of these issues. So-called climate-smart agriculture is one of the concepts in this context (Way and Long 2015; IPCC 2019).

On the other hand, in the aspects of agricultural policy and economics, several issues strongly require technological innovations in agricultural management. The total number of farmers has been decreasing drastically while the average age of farmers has been increasing consistently. For example in Japan, the number of farmers has reduced by 50% in the past 20 years while the average age has increased from 59.1 to 66.3 (MAFF 2015). Consequently, a relatively small number of farmers have to manage a large number of small farmlands while the size of individual farmland remains unchanged (e.g., 0.3 ha). In addition, recent globalization of food market forces the agricultural sector to be more efficient and competitive. Under these circumstances, the smart farming that systematically utilizes the advanced technologies such as robotic, sensing, information, and communication technologies would play critical roles to support the efficient, labor-saving, sustainable, and profitable farming.

After the launch of Landsat satellite in 1972, great efforts have been spent worldwide for diverse applications of remote sensing to agriculture (Weiss, Jacob, and Duveiller 2020). As we reviewed the opportunities and limitations of image-based remote sensing in 1997 (Moran, Inoue, and Barnes 1997), the precision farming has been one of the most advanced applications of remote sensing to agriculture. Due to the limitations of spatial resolution and frequency of observations, such applications had been limited to the regions with large farm-fields such as in US and EU countries. For example in Japan, middle-resolution satellite such as Landsat was applied in Hokkaido region with moderate success (e.g., Asaka and Shiga 2003). However, it is a pity that most of these applications have been based on the empirical calibration of simple spectral indices such as normalized difference vegetation index (NDVI) despite the great technological achievements in sensor specifications, image processing methods, spectral algorithms, and biophysical modeling (Moran, Inoue, and Barnes 1997; Weiss, Jacob, and Duveiller 2020).

However, recent advances in high-resolution satellites with a larger number of wavebands and the advent of constellation...
satellites and drone systems would greatly facilitate the application of the technological achievements of remote sensing studies (Weiss, Jacob, and Duveiller 2020). In combination with the concurrent advances in artificial intelligence (AI), information and communication technology (ICT), big-data science, and robotics, remote sensing would greatly contribute to the innovative phase of new agriculture, i.e., smart farming. Smart farming is the intelligent management system seeking the higher productivity and quality with less labor and less input of energy and agrochemicals making the most of four technologies, i.e., sensing, ICT, big-data and AI, and robotics as well as their synergy. Remotely sensed information would be a unique source of ‘big data for agriculture.’ Systematic linkages of remote sensing with robotics and AI tools would enhance the efficiency and precision of crop and soil management.

On the basis of the above background, this paper provides an overview of the latest technological situation (e.g., new platforms and sensors, ICT infrastructure, algorithms) rather than an exhaustive collection of related studies or applied examples in the past. That is, the recent advances of remote sensing for smart farming are discussed based mainly on the latest case studies by the authors.

2. Technological challenges toward smart farming

2.1. Smart farming

Precision agriculture (PA) has been one of the advanced styles of agriculture in the past decades (Stafford 2000). The GPS and agricultural machinery equipped with sensors and variable-rate apparatus were key technologies for PA. Since the site-specific management in response to the spatial heterogeneity within each field is the central issue for PA, remote sensing could play an important role in PA (Moran, Inoue, and Barnes 1997; Zhang and Kovacs 2012). Now, thanks to the recent advances in sensor technologies and infrastructures for telecommunications, smart farming (SF) is a promising strategy beyond the PA. SF is an advanced farming style that seeks higher yield and quality as well as the efficient use of labor, agrochemicals, and energy inputs by making the most of advanced sensing and robotic technologies as well as the ICT (Figure 1; Inoue and Yokoyama 2017; Woffert et al. 2017). SF would enable a fewer number of people to manage a large number of fields much more efficiently than traditional farming. SF is strongly needed especially in such countries as Japan which suffers unprecedented issues as discussed in the previous section.

Therefore, the geoinformation by remote sensing would have an even more critical role in SF as a unique source of spatial data and diagnostic information for optimization of planning and management practices. The diagnostic information on crop growth and/or soil fertility will play important roles for the optimization of fertilizer application, irrigation management, harvest scheduling, and soil management, as well as yield prediction (Table 1). Remote sensing utilizes various types of sensors in optical, thermal, and microwave spectral domains that are mounted on a range of platforms such as satellite, aircraft, drone (UAV/UAS), or tractor. In general, spatial resolution and timeliness of observation have been most critical in practical applications for smart farming, but recent advances in high-resolution satellites and drones would greatly improve these constraints as discussed below.

2.2. Recent advances in remote sensing of crops and soils

2.2.1. Sensors and platforms

While various platforms have been used for remote sensing (e.g., satellite, aircraft, balloon, helicopter, unmanned aircraft, tower), micro-satellites and multirotor-drones would be the most promising platforms for smart farming (e.g., Inoue 2017; Inoue and Yokoyama 2017; Inoue et al. 2020).

1) Optical domain

A wide range of sensors can be used for remote sensing of crops and soils. In optical domain (visible, near-infrared, and shortwave-infrared wavelength regions; 400 ~ 2500 nm),

![Figure 1. Overview of ‘Smart Farming’ concept. Four technologies, i.e., ❶ Sensing, ❷ ICT, ❸ Big-data and AI, ❹ Robotics, and their synergy will enable innovation of Smart Farming toward higher productivity and quality with less labor and less input of energy and agrochemicals. Satellite- and drone-based remote sensing has a critical role in ❶ and ❶.](image-url)
multispectral and hyperspectral data can be acquired. In general, hyperspectral sensors obtain high-resolution (1 ~ 10 nm) and continuous spectra while multispectral sensors acquire reflectance signatures in a few number of broad spectral bands (10 ~ 100 nm).

At present, many high-resolution optical satellite sensors can already be used for smart farming (Table 2). Most satellite sensors have at least four spectra bands in visible to near-infrared regions although hyperspectral satellite sensors are not available yet for operational use. Operation of a bundle of similar satellites (constellation) allows frequent (nearly daily) observation of the global surface (Planet Labs Inc. 2019). Their spatial resolutions (1 ~ 10 m) are applicable to wide agricultural regions in the world. The most essential constraints for optical sensors, i.e., frequent or timely observation, are now less critical thanks to such constellation satellites. In addition, an increasing number of wavebands are equipped in recent satellite sensors such as WorldView-3 and Venus (Table 2), which would allow the application of advanced algorithms from hyperspectral analysis (e.g., Thenkabail, Lyon, and Huete 2019; Inoue et al. 2020).

Drone-based remote sensing would allow low-cost, high spatial resolution, and flexible observations of crops and soils (Zhang and Kovacs 2012). Rapid progress in drone technologies would facilitate the advanced use of drones in smart farming while the legal frameworks for industrial use of drones have been improved worldwide (Stöcker et al. 2017). Accordingly, diagnostic information on crops, weeds, irrigation systems, or soils can be acquired automatically from the low-altitude (~150 m). Several commercial hyperspectral and multispectral sensors are available for drone-based remote sensing. Although most of such sensors are rather simple in structure and easy to operate, they have to be operated carefully for the acquisition of high-quality images (Kelcey and Lucier 2012; Zhang and Kovacs 2012; Rasmussen et al. 2016; Inoue and Yokoyama 2019). Some of the low-cost commercial cameras such as small high-

### Table 1. Main diagnostic information for smart farming that can be estimated by remote sensing.

| Diagnostic Information | Variables & Indicators | Typical applications | Requirements for sensing and information |
|------------------------|------------------------|---------------------|------------------------------------------|
|                        |                        |                     | [1] Timeliness | [2] Delivery time | [3] Useful Sensors |
| Phenologic stage       | Heading, Maturity      | Timely harvesting   | 3 ~ 5 d       | 2 d              | Vis-Nir (MS/HS), SAR |
| Growth                 | Biomass, LAI, Yield    | Yield prediction    | 1 w           | 2 d              | Vis-Nir (MS/HS), SAR |
| Water stress           | Water content, Stress index | Irrigation scheduling | 1 ~ 3 d   | 0.5 ~ 1 d | TIR, Vis-Nir (MS/HS) |
| Photosynthetic Activity| Chlorophyll content    | Fertilizer management | 1 w         | 0.5 ~ 1 d | Vis-Nir (MS/HS), TIR |
|                      | fAPAR                  | Yield prediction    |               |                  |                        |
| Nutritive status       | Nitrogen, Phosphorus   | Fertilizer management | 1 w         | 2 d              | Vis-Nir (MS/HS) |
|                      | Protein & water content| Timely harvesting   | 1 w           | 2 d              | Vis-Nir (MS/HS) |
| Lodging               | Damage degree          | Soil/fertilizer management | 1 w         | 2 d              | Vis-Nir (MS/HS) |
| Disease & Insect infestation | Symptom, Damage degree | Pesticide application | 1 w         | 2 d              | Vis-Nir (MS/HS), TIR |
| Weed infestation       | Distribution, Growth   | Timely/site-specific weed control | 1 w | 2 d | Vis-Nir (MS/HS) |
| Soil fertility         | Soil humus content     | Soil/fertilizer management | 6 m         | ~ 1 w              | Vis-Nir (MS/HS) |
|                      | Soil water content     | Irrigation management | 3 d          | 0.5 ~ 1 d | Vis-Nir (MS/HS), SAR |
| Soil drought           | Soil water content     | Irrigation management | 3 d          | 0.5 ~ 1 d | Vis-Nir (MS/HS), SAR |
| Surface irregularity   | 3D surface model       | Leveling            | 6 m           | ~ 1 w              | Vis-Nir (MS), RGB-camera |

1) d, w, m indicate day, week, and month, respectively. 2) MS: multispectral sensor, HS: hyperspectral sensor, TIR: thermal infrared sensor, SAR: synthetic aperture radar. LAI: leaf area index, fAPAR: fraction of photosynthetically active radiation. 3D: three dimensional. 3) This table shows the typical applications and requirements for sensing and information.

### Table 2. High-resolution satellite sensors applicable to smart farming.

| Sensors          | Wavebands (μm) | Resolution | Revisit | Swath | Data availability |
|------------------|----------------|------------|---------|-------|-------------------|
| GeoEye-1         | 0.45–0.92 (4ch) | 1.6 m      | 2 d     | 13.1 km | 2008~              |
| WorldView-4      |                |            |         |       |                   |
| WorldView-2      | 0.40–1.04 (8ch)* | 1.9 m    | 1 d~    | 16.4 km | 2009~              |
| WorldView-3      | 0.40–2.37 (16ch)* | 1.2 m | 1 d~    | 13.1 km | 2014~              |
| DEIMOS-2         | 0.42–0.89 (4ch)  | 3 m        | 2 ~ 3 d | 12 km   | 2014~              |
| Skysat           | 0.45–0.90 (4ch)  | 2 m        | 1 d    | 8 km    | 2013~; 7 con       |
| Dove             | 0.46–0.86 (4ch)  | 3.7 m      | 1 d    | 24 km   | 2017~; >100 con    |
| RapidEye         | 0.44–0.85 (5ch)* | 6.5 m    | 1 d~   | 77 km   | 2008~; 5 con       |
| Venus            | 0.42–0.91 (12ch)* | 5 m       | 2 d    | 27 km   | 2018~              |
| Pleiades         | 0.45–0.92 (4ch)  | 2.8 m      | 26 d~  | 20 km   | 2011~; 2 con       |
| SPOT-6/7         | 0.46–0.83 (4ch)  | 8 m        | 26 d   | 60 km   | 1986~              |
| Sentinel-2       | 0.44–2.2 (13ch)* | 10 m~     | 10 d   | 290 km  | 2015~; open/free   |
| Landsat 8 LDCM   | 0.43–2.30 (7ch)  | 30 m       | 16 d   | 185 km  | 1972~; open/free   |
| Radarsat-2       | C (5.41 GHz)     | 10.6–12.5 (2ch) | 100 m |        |                   |
| Cosmo-SkyMed     | X (9.65 GHz)     | 4 pol      | 12 mode |        |                   |
| TerraSAR-X       | X (9.65 GHz)     | 4 pol      | 3 mode |        |                   |
| Sentinel-1       | C (5.41 GHz)     | 4 pol      | 4 mode |        |                   |

*: Red-edge bands are included; con: constellation; pol: polarization.
resolution video cameras or digital cameras can be used to take natural color images for simple observations or generation of 3D surface models (Verhoeven 2011; Inoue and Yokoyama 2019).

2) Thermal domain

Thermal sensors such as thermography and infrared thermometer can be used to measure the brightness temperature and emissivity of the target surfaces from a distance by detecting the thermal emission (3 ~ 15 µm). A few satellites such as Landsat-8 carry thermal sensors, but spatial resolution and revisit frequency are insufficient for application to smart farming (Table 2). Handheld infrared thermometer is a simple tool for measuring the surface temperature of leaves, canopy, or soils (Jackson et al. 1981). Portable thermography has been used for filed observation of plant canopy to detect water stress and diseases (e.g., Inoue 1990; Chiwaki, Nagamori, and Inoue 2005). Recently, compact and light thermal cameras are available for drone-based remote sensing (see a case study below; Inoue and Yokoyama 2019).

3) Microwave domain

Microwave satellite sensors (SAR: synthetic aperture radar) are quite attractive for agricultural applications especially in monsoon regions since they are scarcely affected by clouds (Table 2). Electromagnetic signatures, i.e., backscattering coefficient, emission, and polarimetric signatures in microwave domain (300 ~ 0.3 GHz, wavelength: 1 mm ~ 1 m) can be used to detect the differences in crop growth or soil conditions (Brisco and Brown 1998; Le Toan et al. 1997). For example, an experimental study by Inoue et al. (2002) revealed the detailed seasonal changes in polarimetric backscattering signatures of multi-frequency bands (Ka, Ku, X, C, and L) in response to rice growth. Biophysical canopy properties can be estimated from satellite backscattering signatures since such signatures are sensitive to the structural difference of canopies (Bouvet and Le Toan 2011; Santi et al. 2012). Soil water content may be estimated from active or passive microwave signatures since such signatures are sensitive to the dielectric constant of the soil (Brisco and Brown 1998; Martinez-Fernández et al. 2016). At present, the spatial resolution of satellite SAR sensors is high (1 ~ 10 m), but the operational application of SAR sensors to smart farming is still at a research stage (Lopez-Sanchez, Hajnsek, and Ballester-Berman 2012; Inoue, Sakaiya, and Wang 2014; Baup et al. 2019).

2.2.2. Methodologies – overview of approaches and algorithms

As shown in Table 1, remote sensing can provide a wide range of useful information for smart farming. Nevertheless, it is essential to extract or generate such information from various physical signatures acquired by remote sensors. Detection, discrimination, and/or quantification of various crop and soil variables are enabled by semi-empirical algorithms and physically based models using remotely sensed data (Inoue, Morinaga, and Shibayama 1993; Liang 2005; Garbulsky et al. 2010; Gitelson et al. 2019; Weiss, Jacob, and Duveiller 2020). In addition to simple or multivariable regression algorithms, machine-learning methods such as artificial neural net (ANN) can be used for such predictive applications.

On the other hand, remotely estimated primary variables such as leaf area index (LAI) or fraction of absorbed photosynthetically active radiation (fAPAR) can be used as inputs to growth models and/or for tuning the model parameters for prediction of canopy functioning and productivity (Inoue, Moran, and Horie 1998; Inoue 2003; Olioso et al. 2005). Major analytical and predictive approaches in optical and thermal domains are discussed in detail below.

2.2.3. Optical domain

Figure 2 shows the typical seasonal change of hyperspectral reflectance of a rice paddy (Inoue et al. 2008). These seasonal changes depict the overall response of reflectance to the mixed biophysical and ecophysiological differences such as in leaf area, biomass, canopy structure, and water and chlorophyll contents. Figure 3 depicts the typical spectral reflectance of bare soils with different soil carbon and water contents (Zhi and Inoue 2012). Obviously, carbon and water contents strongly affect the reflectance spectra although soil is a complex mixture of various chemical materials (Ben-Dor and Banin 1995).

For spectral assessment of crop and soil variables, the optimal algorithms utilize the reflectance data of selected narrow wavebands in the hyperspectral data (e.g., Figures 2 and 3). Usually, the best combination of wavebands is unique to each target variable because each variable differently affects the spectral absorption, transmission, and reflection processes. Therefore, here, four types of analytical approaches are explained using hyperspectral data. Note that the majority of present sensors, especially space-borne ones, are not hyperspectral but multispectral (i.e., equipped with only a few broad wavebands), so that most algorithms using such wavebands do not always have the best predictive capability. Nevertheless, the knowledge and algorithms based on hyperspectral data would greatly contribute to the selection of optimal sensors and/or wavebands.

1) Generalized spectral index approach

Historically, a number of spectral indices have been proposed with specific names such as NDVI, EVI, SAVI using a few broad wavebands. The normalization using the reflectance values in multiple wavebands is effective to reduce the influence of errors or uncertainty due to atmospheric and background differences, as well as to enhance and/or linearize the spectral response to target vegetation (Huete 1988; Gitelson et al. 2019). However, the wavelengths and bandwidths are often specific to sensors, and predictive models are also sensor specific (e.g., Liu et al. 2003; Gitelson and Merzlyak 1997; Gitelson et al. 2005; Mutanga and Skidmore 2004). Thus, the generalized spectral index approach using hyperspectral data has been proposed (Inoue et al. 2008) and evaluated (Inoue et al. 2012, 2016, 2019).

The most typical formulations and expressions of generalized spectral indices are Normalized Difference Spectral Index (NDSI) and Ratio Spectral Index (RSI). The definitions of these indices are given by the following equations.

\[
NDSI(x,y) = (y-x)/(x+y)
\]

\[
RSI(x,y) = y/x
\]

where \(x\) and \(y\) are reflectance (Ri and Rj) or first derivative (Di and Dj) values at i and j nm over the whole hyperspectral range. Note that R or D should be denoted with the number of
central wavelength in units of nanometers. The derivative processing is effective to enhance weak spectral features and extracting critical wavelengths by reducing the influence of trends or low-frequency noise (Demetriades-Shah, Steven, and Clark 1990). Similarly, another transformation, RSI, is defined as

\[ \text{RSI}(x, y) = \frac{x}{y} \quad (2) \]

where both \( R \) and \( D \) values were also used for \( x \) and \( y \).

The contour maps of predictive ability (\( r^2 \), RMSE, etc.) for all NDSI or RSI indices using the thorough combinations of two wavebands can provide overview information on the optimal wavebands and bandwidths. This approach would allow a more precise and flexible application of knowledge on the relationships between hyperspectral data and ecophysiological variables (Inoue, Darvishzadeh, and Skidmore 2019). The generalized expressions would be more suitable for standardization, comprehensive comparisons or operational applications for wider applications.

2) Multivariable regression approach

Hyperspectral data are suitable for multivariable statistical analysis owing to the large number of wavebands (Spiegelman et al. 1998). However, note that the multi-collinearity due to the high correlation between wavebands is the inherent problem for the approach (Grossman et al. 1996). Principal component regression (PCR) and partial least-squares regression (PLSR) are effective to reduce the impact of multi-collinearity. However, some theoretical and experimental considerations (Spiegelman et al. 1998; Inoue et al. 2008, 2012, 2016) suggested that PLSR method may not always provide the best solutions. Alternatively, the interval PLSR (iPLSR: PLS with iterative waveband selection) would be more feasible for predictive modeling using hyperspectral data (Norgaard et al. 2000; Leardi and Norgaard 2004; Inoue et al. 2016).

3) Machine-learning approach

Thanks to the increased computing power, machine-learning methods such as artificial neural network (ANN) and support vector machine (SVM) can be applied to hyperspectral modeling. These methods require no assumptions on the statistical data distribution and linearity of the relationship between variables (Hansen and Schjoerring 2003; Ali et al. 2015). These approaches have been applied not only to classification problems but also to quantitative modeling for prediction of crop and soil variables (Ali et al. 2015; Durbha, King, and Younan 2007; Notarnicola, Angiulli, and Posa 2008; Zhi and Inoue 2012).

However, both accuracy and applicability of such data-driven methods are highly dependent on the size and quality of the training datasets (Doktor et al. 2014; Ali et al. 2015). In addition, note that predictive models based on data-driven methods are basically site and sensor specific (Meroni, Colombo, and Panigada 2004).

Artificial intelligence (AI) would be a powerful tool to solve various problems provided that large training and validation datasets (so-called 'big data') are available (Ali et al. 2015). This approach might provide useful solutions for decision-making in smart farming because many biological, environmental, and management factors are involved and because their relationships are often inexplicit or non-linear (Wolfert et al. 2017). However, scientific knowledge and expertise would become even more important for appropriate use of AI, because this approach needs an appropriate selection of input variables, optimization of the quantity and quality of training data, evaluation of the soundness of results, and insights on the underlying causal relationships.

Figure 2. Typical seasonal change of hyperspectral reflectance in a rice paddy. Date (MM/DD) indicates month and date. (Inoue et al. 2008).
2.2.4. Thermal domain
Since the leaf temperature is sensitive to the ecophysiological conditions of the leaf, the leaf temperature can be used to detect or quantify the biotic and abiotic stresses by thermal remote sensing. Thermography can be used to detect diseases before the symptoms become visible (Nilsson 1991; Chiwaki, Nagamori, and Inoue 2005).

For quantitative assessment of stress conditions, both index and physically based approaches have been studied. Degree of water stress can be quantified by the crop water stress index (CWSI) based on infrared thermometry (Jackson et al. 1981; Gerhards et al. 2018). The CWSI represents the relative severity of water stress by normalizing the actual canopy temperature using the canopy temperature of healthy plant transpiring at potential rate. Moran, Inoue, and Barnes (1997) extended the capability of CWSI to composite plant-soil surfaces under wider micrometeorological conditions by the water deficit index (WDI).

Since the canopy temperature is determined by the energy balance of leaves, the transpiration and stomatal conductance can be quantified remotely by incorporating the canopy temperature into the energy balance model (Inoue et al. 1990, 1994; Inoue and Moran 1997). These methods and algorithms can be applied to early detection of disease and optimization of irrigation scheduling in smart farming. However, we have to be careful about the influence of environmental conditions (e.g., solar radiation, wind) to assure the consistency and applicability of derived information.

3. Advanced use of high-resolution satellite sensors – case studies –

The most attractive merit of satellite remote sensing is the capability to acquire the high-resolution image data over large areas at an instant. Accordingly, in the US and EU countries where the farm size is large (typically 5 ~ 20 ha), satellite remote sensing has been applied to farm management on a commercial basis (e.g., FARMSTAR). The operational service of FARMSTAR in France, for example, is used by 18,000 farmers (800,000 ha) in 2017. The service includes the acquisition and processing of satellite imagery, creation of diagnostic information, and consultation for optimizing practical management of wheat, rapeseed, and other crops. Reportedly, farmers’ income increased by 150 ~ 250 Euro ha$^{-1}$ yr$^{-1}$ through the increases in yield (10 ~ 15%) and grain protein content (0.8%), as well as the reduced use of fertilizer (10 ~ 17%). The annual cost was 10 Euro ha$^{-1}$ yr$^{-1}$. The renewal ratio of the contract for the service reaches 90% (Arvalis and Airbus Defense and Space 2020). Another example of practical application of satellite imagery in Hokkaido region (Japan) to crop monitoring suggests that the large field size and relatively uniform cropping systems favored the operational applications of middle-resolution satellite sensors (e.g., Asaka and Shiga 2003; Asaka, Hayashi, and Shiga 2006).

Contrarily, in most Asian countries including the main island of Japan, a large number of small fields (typically 0.1 ~ 0.5 ha) are owned or managed by different farmers. Accordingly, practical applications of satellite imagery to farming have been hampered mainly by the constraints in the spatial resolution
and cost-benefit. However, in such regions, strategic guidelines for stable production and/or local-branding of high-quality crops are strongly required. Hence, the latest satellite and information technologies would strongly support the smart farming on a regional scale with high-resolution diagnostic information. A larger number of wavebands equipped in recent satellites would facilitate the application of advanced spectral algorithms and methodologies. Therefore, the brief explanations of our recent case studies below would be useful to extend the advanced applications of high-resolution optical satellite remote sensing to smart farming in wider regions (Inoue 2017). Exhaustive reviews of related research studies are available in the literature (e.g., Moran, Inoue, and Barnes 1997; Inoue 2003; Baret and Buis 2008; Ali et al. 2015; Weiss, Jacob, and Duveiller 2020).

1) Canopy chlorophyll content in wheat

Canopy chlorophyll content (CCC) is the most important photosynthetic variable of crops and can be accurately estimated by using red-edge wavebands (Inoue et al. 2016). Here, such algorithm was applied to estimate the spatial distribution of wheat growth in farmer’s wheat fields. High-resolution satellites WorldView-2 and –3 were used to map the CCC at the critical diagnostic stage for top-dressing. These satellites were equipped with the red-edge bands, so the spectral algorithm using the red-edge band derived from hyperspectral analysis (see section 2.2.2) was applied to the satellite images after atmospheric correction to calculate CCC. The predicted CCC values were validated indirectly using in-situ green biomass because the CCC algorithm had been calibrated sufficiently with diverse datasets. The comparative results ($r^2 = 0.79$ in 2015 and 0.87 in 2016, respectively) proved that the CCC maps represented the between and within-field spatial variability with sufficient accuracy.

In wheat cultivation, top-dressing of nitrogen fertilizer at stem-elongation and anthesis stages is critical for higher yield and protein content. In this case study, the diagnostic CCC map was used for optimizing the amount of fertilizer. Additionally, the digital map was given to a scattering machine to realize the variable application of fertilizer in response to the spatial variability of CCC. The experimental case study demonstrated the significant role of diagnostic geoinformation obtained by remote sensing (Inoue 2017).

2) Canopy nitrogen content in rice

In rice cultivation in Japan, it is recommended to keep the grain protein content (GPC) below a certain level (e.g., <7.5%) for better taste. Therefore, in the guidelines of rice cultivation in most parts of Japan, the amount of nitrogen fertilizer is restricted to avoid overdose. However, an appropriate amount of nitrogen fertilizer should be applied to assure the desired level of yield. Accordingly, the fertilizer management of rice is not simple because of these contradictory demands. Diagnostic information on the nitrogen status rice canopy in individual paddy fields is quite useful for optimizing the amount of basal and/or top-dressing fertilizer. Traditionally, in-situ measurements of canopy height, stem number, and leaf greenness in a small number of selected paddies have been used for diagnosis. However, the method is laborious and time-consuming, and the data are not always representative of each paddy. Implementation of such diagnostic methods would become impossible due to the serious labor situation in Japan as discussed in Introduction.

In order to replace such traditional method with remote sensing, we applied satellite remote sensing to the mapping of canopy nitrogen content (CNC) (Inoue 2017). The CNC map in one of the largest rice-growing areas in Japan (Shonai Plain) was created from the WorldView-2 imagery at the important growth stage (panicle initiation stage). Since the satellite sensor was equipped with the red-edge band, nearly optimal algorithm determined from hyperspectral analysis (Inoue et al. 2012) was applied. In general, in-situ validation is not always needed in individual applications since the algorithm has been calibrated and validated sufficiently. In this case study, a simple validation with in-situ data proved that the satellite-based CNC map was reasonable ($r^2 = 0.8 \sim 0.9$). The basic hyperspectral analysis allows to provide second-best algorithm such as NDVI when the spectral specifications of usable satellite are not suitable for the best algorithm.

In this case, the diagnostic map of CNC over a few hundred thousands paddies at 1.6 m resolution was created. While the spatial variability within each field can be assessed in the map, the average CNC values for individual paddy fields were calculated by using GIS system. The data are translated to determine the actual amount of nitrogen to be applied taking the predicted response of final yield and grain protein content.

3) Grain protein content in rice

As discussed in the previous section, GPC is usually used in Japan as an indicator to infer the taste of rice. For the local branding of high-quality rice, the prediction of GPC on a regional scale is useful for segmented harvesting or recommendation of fertilizer application for the next season to assure the high quality of local products (Sakaiya and Inoue 2012). The pioneering application of satellite imagery to an assessment of GPC in rice was done in Hokkaido region using Landsat imagery (Asaka and Shiga 2003). Nevertheless, the application of this simple technique was not extended to the other regions because of the limited applicability of low-resolution satellites. In addition to the small size of farm-fields, more diverse cropping conditions in the other regions were also a critical constraint. The recent advances in spatial resolution, constellation, and waveband specifications would allow extension of such applications to wider regions and the adoption of better algorithms. In this application (Tsugaru Plain), the satellites SPOT-6/7 and RapidEye with somewhat lower spatial resolutions (Table 2) were used to cover the wide area (~3,000 km²) with reasonable costs. Due to the constraints in spectral specifications, the NDSI using green and near-infrared bands was applied to create the operational GPC maps with reasonable accuracy ($r^2 = 0.5 \sim 0.6$) were obtained (Inoue 2017).

4) Optimal harvesting date in rice

It is well known that high temperature during the ripening period would cause the degradation of grain quality in rice such as in sufficient filling or cracking. The risk of grain cracking increases rapidly after the physiological maturity, so that timely harvesting is strongly recommended to avoid the damage. Actually, the between-filed variability of physiological maturity, i.e., optimal harvesting date, is large even in the same districts. However, the traditional method based on accumulated temperature would be able to provide only the rough prediction of
harvesting date at coarse resolutions (district scales). Therefore, the information on the physiological maturity in individual paddy fields is quite useful to avoid the delay of harvesting (Sakaiya and Inoue 2013). This application may be a typical example that information-based smart farming is effective to avoid the negative impacts of high temperature on yield and quality of crops.

In this case study, SPOT 6 was acquired during the mid-maturity periods for prediction of the optimal harvesting date over the whole plain (~3,000 km²). NDSI index using the red and near-infrared bands was applied in combination with the records of average harvesting date in the past few years to calculate the date of physiological maturity in all paddy fields. The comparison of predicted date by remote sensing and ground-based observations proved the operational applicability of the method ($r^2 = 0.6 \sim 0.8$). This method has been used practically by the local agricultural agencies and farmers.

5) Maturity of wheat

Geospatial assessment of maturity in individual wheat fields can be used for harvest scheduling many fields distributed over the wide area and to reduce the drying cost by timely harvesting. For example in Hokkaido region (Japan), NDVI is used operationally to predict the degree of wheat maturity. It is based on the close relationship between NDVI and the loss of chlorophyll associated with maturity. However, recent multiband high-resolution sensors would allow the use of advanced algorithms for higher accuracy and/or robustness. In this case study, we employed the quasi-constellation of three high-resolution satellites (WorldView-2/3 and GeoEye-1) to acquire the timely data during the mid-maturity stage. Timely observation is more critical in wheat because the progress of physiological maturity in wheat is much faster compared to rice. Spectral algorithm using three bands (green, red, near-infrared) was applied to estimate the water content of heads to represent the physiological maturity (Inoue 2017). High correlation between satellite-based and ground-based data of water contents ($r^2 = 0.8$) suggested that the relative maturity stage can be estimated with sufficient accuracy over the area of interest (~100 km²).

6) Soil fertility

Soil fertility is one of the most important properties of farmland because the substantial part of nutrition for crops is provided from the soil. Accordingly, the information on the present level of fertility in individual farm parcels is useful for better soil and fertilizer management. The soil fertility is represented by the humus content which is proportional to the soil carbon content (SCC). Since the chemical analysis with soil sampling is laborious and costly, a number of studies attempted to estimate the SCC by spectral sensing methods (Ben-Dor and Banin 1995; Ladoni et al. 2010; Angelopoulou et al. 2019). Accordingly, satellite sensors have been applied to relative soil fertility within a scene. For example, a case study showed that the soil organic matter would be estimated using Landsat TM imagery in a district of Hokkaido region, Japan where such an attempt was favored by relatively large field size and uniform bare surface conditions (Shiga, Fukuhara, and Ogawa 1989). However, since the predictive models are highly dependent on soil types, measuring conditions, and waveband availability (Stevens et al. 2008; Angelopoulou et al. 2019), the accuracy and robustness (i.e., applicability to a wider range of soil types and soil surface conditions) have to be further investigated. The results of the hyperspectral analysis suggest that the use of high-resolution satellites with a larger number of narrow wavebands would allow higher accuracy and wider applicability (Inoue et al. 2020; Zhi and Inoue 2012). Recent satellite environment (Table 2), especially such satellites with high frequency, high-resolution, and/or many narrow wavebands would provide further opportunities to improve the regional assessment of soil fertility.

Several wavebands in shortwave-infrared wavebands are closely correlated with the SCC due to the weak overtones and combinations of these vibrations caused by stretching and bending of the N-H, O-H, and C-H bonds in the spectral regions (Ben-Dor and Banin 1995; Zhi and Inoue 2012; Angelopoulou et al. 2019). However, some wavebands in visible spectral region (400–700 nm) are also correlated with the SCC because of the absorption by chromophores included in the soil organic matter. Therefore, here, we applied a high-resolution satellite WorldView-2 to the estimation of the SCC in farmers’ fields (Table 2). The SCC was estimated by a normalized spectral index using a few wavebands in visible and near-infrared wavebands (Inoue 2017). A spectral algorithm suitable for multispectral satellite sensor was chosen from several useful indices derived by laboratory hyperspectral analysis (Zhi and Inoue 2012). The SCC values estimated from satellite imagery were closely related to the SCC determined by the chemical analysis of soil samples ($r^2 = 0.63$). Results suggest that this approach would be useful for an overall assessment of soil fertility of individual fields over a wide area of interest. Since the surface vegetation such as crops and weeds affects the accuracy of prediction, the soil surface has to be bare at the time of satellite observations. However, a complete SCC map for an area can be created by using multi-temporal images because the SCC is relatively stable soil property under the normal farm management.

4. Advanced use of drone-based remote sensing

4.1. Advanced drone-based remote sensing system – a case study -

Drone-based remote sensing is useful for timely acquisition of high-resolution diagnostic information for farm management especially in farms with a large number of small size farmlands as in Japan and most Asian countries. However, during the recent boom of application of drones to agriculture, the integrated knowledge or achievement of remote sensing studies have not always been used effectively (Snow 2016; Zhang and Kovacs 2012; Aasen et al. 2018). At present, spectral remote sensing is recognized as one of the most challenging industrial applications of drones. Therefore, a study by the authors on the development and applications of drone sensing system would provide useful insights for practical applications in smart farming (Inoue and Yokoyama 2017, 2019). The function and performance of the system were verified through applications to farmers’ fields.

1) Platform and sensing system
The overall structure of the sensing system, as well as the basic workflow for data-processing and generation of diagnostic information, is depicted in Figure 4. The platform was a customized model of the high-performance multicopter drone ACSL-PF1 developed by ACSL (Chiba, Japan). The overall diameter was 110 cm. The total payload was up to 6 kg, and the flight time was up to 50 min. The flight routes for observation can be pre-designed on PC, and all flights from take-off to landing can be automatically controlled based on GPS and altimeter. The operation of the system can be fully controlled remotely from a tablet-PC. We developed this original sensing system using fully domestic drones in order to ensure the superiority in data security and flexibility of customization and to encourage the domestic drone industry.

Three imaging modules, i.e., multispectral, thermal, and video imaging modules, were mounted on the drone platform. The original multispectral imaging module developed by the authors was equipped with five bands in a 400–900 nm wavelength region. The central wavelength and width for each waveband were selected based on the analysis of diverse hyperspectral datasets. The size of the multispectral image was 2016 × 2016 pixels (8 bit) with the FOV of 43° x 43°. A portable ground-based data logging system was devised to record the incidence irradiance in the same spectral bands, air temperature, and humidity (rotoronic, HC2-S3 H), and GPS data at 10 Hz.

The thermal imaging module consisted of thermal infrared imager (Optris, PI-LW), the micrometeorological sensor (rotoronic, HC2-S3 H) and mini-PC for controlling, recording, and calculation. The color video module (SONY, FDR-X3000) was used to record high-resolution movies (1920 x 1080) with GPS data.

Basically, the standard flight condition was at an altitude of 100 m and a speed of 4 m sec−1. A large volume of image data were obtained by using the drone-based remote sensing system under various farming conditions in local farms in Japan. Radiometric and geometric calibrations, as well as the ortho-mosaic processing of such image-data, were conducted semi-automatically using GPS and calibration-source data by our integrated data-processing system which included the core part of PhotoScan (Agisoft).

2) Algorithms and functions

Physically consistent images data (i.e., spectral reflectance images) were created from raw images by automated image processing, and converted to the diagnostic maps. Optimum algorithms (spectral indices) and predictive models for most important diagnostic variables in SF were derived from a comprehensive analysis of hyperspectral datasets (Inoue et al. 2012, 2016; Inoue, Darvishzadeh, and Skidmore 2019; Inoue and Yokoyama 2019). For example, canopy and leaf chlorophyll content (CC-index, LC-index), canopy nitrogen content (CN-index), photosynthetic capacity (PC-index), head water content (HW-index), and soil carbon content (SC-index) could be assessed from the multispectral module.
Plant stress indicator (PS-index) was also derived based on biophysical analysis of infrared thermal data and micrometeorological data. The PS-index (0–1) represents the relative degree of stress between the most severe stress condition (PS-index = 1) and non-stress condition (PS-index = 0). This algorithm is a simplified version of the crop water stress index (Jackson et al. 1981) and water deficit index (Moran, Inoue, and Barnes 1997).

The 3D models of farmland surfaces were created semi-automatically from the overlapped frame images extracted from the video imagery and GPS data based on SfM algorithm (Verhoeven 2011).

3) Applications and verifications

The applicability of these algorithms were also directly validated with the datasets obtained by the drone-system in farmers’ fields. The statistical significance was somewhat lower compared to those using hyperspectral datasets ($r^2 = 0.65 \sim 0.98$), but useful for diagnostic applications in small farming. For example, the normalized RMSE for the canopy nitrogen content was around 10%, while the practical levels of fertilizer application, at present, are as rough as three or four classes. The results would be applicable to high-precision variable fertilizers. The plant stress-indicator (PS-index) proved to be correlated well to the stomatal conductance data in wheat ($r^2 = 0.76$). Nevertheless, more sophisticated normalization of environmental influences would be needed for wider applicability.

High-resolution maps of those diagnostic indices were created semi-automatically by the integrated processing system and used in operational case studies in wheat and rice fields of farmers. For example, the CC-index was effective for diagnostics of fertilizer management in wheat. This information is effective for optimizing the application dose of nitrogen fertilizer needed for higher grain yield and quality. The PS-index was calculated at a real-time basis during a flight, and the diagnostic information could be sent via wireless communication to the ground to remotely control the actuators. The 3D surface models were useful for the assessment of plant height or surface irregularity of farmland. The automated bird’s eye observation from the low altitudes is the most simple application but provides useful information on weeds, irrigation facilities, plant lodging, diseases, and so on.

In summary, our case study proved that an advanced drone-based remote sensing would be useful for the timely and efficient monitoring of crops, soils, weeds, diseases, etc., mainly in farms on the scale of ~100 ha (Inoue and Yokoyama 2019).

4.2. Recommendations – Good practices for drone-based remote sensing of crops and soils

Drone-based remote sensing systems can be used by local agencies or farm managers thanks to the low-cost and easy handling. Acquisition of color pictures or multispectral images is relatively easy, so simple maps of spectral indices such as NDVI are often produced. However, it is not well recognized that the creation of reliable and consistent diagnostic maps requires careful measuring and processing steps. For example, the quality of spectral images is affected by various sensor and environmental conditions such as sensitivity and solar illumination. In practical applications, speedy operation of drone systems is critical for efficient data acquisition over large farm areas. Obtained images of digital number (DN) have to be converted to physically consistent reflectance images. Such reflectance or thermal images have to be processed using appropriate algorithms to create agronomically meaningful images (Zhang and Kovacs 2012; Inoue and Yokoyama 2017, 2019).

Accordingly, the good practices are required for the whole workflow from flight planning, acquisition and processing of image data to the creation of diagnostic maps. Here, some essential steps of the workflow are discussed.

1) Flight planning for efficient acquisition of high-quality imagery

The altitude, route, speed of flight strongly affect the quality of data (e.g., spatial resolution, overlapping rate) and efficiency of data acquisition (e.g., area per hour). In most drone systems, automated flight along the planned routes is possible by using GPS data. Therefore, flight routes and specifications should be designed carefully beforehand taking the size/topography of farmland, spatial resolution and overlapping rate of images, and ground conditions into consideration. Note that the time of day for the image acquisition is also important because the elevation and direction of the sun affects the data quality.

2) Acquisition of high-quality spectral imagery

The quality of spectral imagery is affected by the flight performance of drone, sensor specifications, and environmental conditions. In addition to vibration and attitude of drone, the electromagnetic wave can influence the performance of sensors, controllers, and recorders. The use of dumper and global shutter would reduce the impact of vibration. Windy conditions should be avoided because fluctuation in the direction of the optical axis would cause radiometric error. Exposure time, dynamic range, sensitivity, and vignetting of the image sensor should be considered carefully. The fluctuation of sun illumination due to clouds and sun elevation is the most critical factor among the environmental conditions (Jackson, Clarke, and Moran 1992). Basically, radiometric correction is necessary to obtain physically consistent reflectance images. Nevertheless, operations under stable sky conditions would ease the subsequent image processing.

3) Image processing for sufficient radiometric accuracy

In order to create reliable diagnostic maps, digital number (DN) images recorded by multispectral sensors have to be converted to physically consistent spectral reflectance images. A series of grayscales with known reflectance values can be used for calibration of DN images. In this approach, the grayscales must be included within at least some of the multispectral images, then DN images are converted to reflectance images assuming that the illumination conditions were similar for all acquired images during a flight. However, note that fluctuation of solar illumination during a flight could result in significant uncertainty. Another calibration method is to measure the intensity of reference light at the acquisition time of DN images. Such reference data can be recorded continuously by onboard or ground-based spectral sensors. The reflectance images can be calculated by using the reference data and calibrated coefficients. Spatial nonuniformity within an image is caused by vignetting and difference in sensitivity of the detector. Since the basic information of physical details of such optical devices
is not disclosed, overall calibration of the optical system is recommended to quantify the effect of these complex errors on the DN-reflectance relationship at individual pixels.

4) Image processing for sufficient geometrical accuracy
The size of individual images is usually inadequate to cover the area of interest. Accordingly, a large number of overlapped images are taken to create wider orthomosaic images. The orthomosaic and/or 3D surface images can be created semi-automatically by using SfM method (see section 4.1). The overlapping ratios have to be optimized (usually 60% to 90%) to allow the creation of a sufficient point cloud. Note that accurate GPS data for individual images are helpful for accurate and speedy SfM orthomosaic processing. Accurate georectification is critical because diagnostic maps are used by GPS-based agricultural machinery and because the georeferenced images will be integrated as big data.

5) Generation and systematic use of diagnostic information
A wide range of algorithms can be applied to generate diagnostic maps. As explained in section 2.2.2, hyperspectral data of crops and soils would be useful for robust and flexible algorithms. However, data-processing steps, conversion algorithms, and the format of diagnostic maps should be customized based on the conditions and preferences of end-users. Already, diagnostic maps can be transferred to the end-users quickly via network infrastructure, so more user-friendly web-GIS applications are desirable. Standardization of the usage of digital maps by robotic machines would enhance the linkage between remote sensing and agricultural machinery toward smart farming.

5. Perspectives
Potential capability of remote sensing for agricultural applications has been investigated extensively in the past five decades. Some of the research achievements have been applied operationally to crop management or regional surveillance of crop area and yield (Moran, Inoue, and Barnes 1997; Weiss, Jacob, and Duveiller 2020). While most practical local applications to date have been the simple application of NDVI, the recent improvements in sensor specifications and the number of high-resolution satellites (Table 2) allow various applications and algorithms to be realized in commercial farming (e.g., Inoue and Yokoyama 2017; Inoue 2017; Defourny et al. 2019; Weiss, Jacob, and Duveiller 2020). High-resolution images provided by the increasing number of commercial satellites and the free satellite images provided by official agencies (e.g., Sentinel series) would enhance further opportunities for various applications to smart farming (Table 1). New satellite sensors with hyperspectral or directional specifications will improve the predictive accuracy and/or expand the range of useful information (e.g., Loizzo et al. 2019; Habermeyer et al. 2019). Global dissemination of the information and communication technologies (ICT) is accelerating the direct, speedy, and systematic transfer of digital images or diagnostic maps to analysts and end users. From our experiences, it is strongly suggested that the satellite-based diagnostic systems for local agricultural applications should be designed, developed, and operated through the intimate collaborations between business sectors, local agricultural agencies, and remote sensing specialists in public sectors.

Drone is a new type of promising platform for agricultural remote sensing, and the drone technology is still progressing rapidly. Therefore, while the good practices are needed for robust applications for smart farming, drones would further facilitate the timely, high-resolution, easy, and low-cost acquisition of imagery. In addition, drones can be used for crop and soil management practices. For example, a large number of unmanned helicopters and multi-rotor drones are used for the application of pesticides in Japan (Inoue and Yokoyama 2017). Some of the hard and laborious management tasks such as application of fertilizer, pesticides or herbicides, seeding, weeding, pollination, irrigation management, and so forth would be replaced by automated drones. Not only remote sensing information but also the combination of the remote sensing function and such management tasks would greatly enhance the efficiency of labor and material applications and profitability in smart farming. For example, the site-specific weed control enabled by the combination of diagnostic imagery and drone-based precision spraying would support farmers to reduce the consumption of pesticide, health risk of applicators, and the impacts on natural environment.
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