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Abstract
Transformer based language models have led to impressive results across all domains in Natural Language Processing. Pretraining these models on language modeling tasks and finetuning them on downstream tasks such as Text Classification, Question Answering and Neural Machine Translation has consistently shown exemplary results. In this work, we propose a Multitask Finetuning methodology which combines the Bilingual Machine Translation task with an auxiliary Causal Language Modeling task to improve performance on the former task on Indian Languages. We conduct an empirical study on three language pairs, Marathi-Hindi, Marathi-English and Hindi-English, where we compare the multitask finetuning approach to the standard finetuning approach, for which we use the mBART50 model. Our study indicates that the multitask finetuning method could be a better technique than standard finetuning, and could improve Bilingual Machine Translation across language pairs.

1 Introduction
After being introduced in (Sutskever et al., 2014; Cho et al., 2014a; Bahdanau et al., 2016), Neural Machine Translation (NMT) rapidly replaced and outperformed the traditional Statistical models for translation tasks. It has since achieved state-of-the-art performances for a multitude of languages. This can be attributed to the fact that NMT uses continuous representations for languages, is capable of handling long-distance dependencies, and requires significantly less feature-engineering (Tan et al., 2020). Nearly all such models consist of an encoder-decoder architecture. Earlier applications of this framework incorporate Recurrent Neural Networks (Cho et al., 2014b) and Convolutional Neural Networks (Kalchbrenner et al., 2017; Gehring et al., 2017) as their encoder and decoder components. While there have been many variants of recurrent networks which have performed well in language modeling, they bear a few shortcomings. Most importantly, they inhibit parallelization, and have no explicit model hierarchy. Moreover, training deep neural networks with recurrence is challenging and can result in vanishing or exploding gradients (Pascanu et al., 2013).

The concept of attention was introduced in (Bahdanau et al., 2016) to avoid having a fixed-length source sentence representation, which solved the fixed-length bottleneck problem. The attention mechanism has also eased optimization difficulty, and is considered to be a milestone in Machine Translation research.

Vaswani et al. 2017 introduced the Transformer architecture, which forgo RNNs and CNNs, and are entirely based on the attention mechanism. Transformers proved to be efficacious on sequence-to-sequence tasks, and, as a result, transformer based language models emerged. Pretraining deep transformers on language modeling tasks has significantly improved performances on NLP tasks as compared to training from scratch (Devlin et al., 2019; Radford et al., 2019; Lewis et al., 2019; Liu et al., 2019). The idea behind pretraining is that the models are initialized with general linguistic knowledge, which can then be applied to downstream tasks by further finetuning the model.

Multitask Learning (MTL) (Caruana, 2004) has been successful in boosting results across many domains. The increase in performance can be credited to learning shared representations which improves generalization performance in two or more related tasks which have been jointly trained. MTL has also proven advantageous in neural machine translation. Luong et al. 2016 showed that combining Machine Translation with Parsing and Image Captioning led to better translation results. Niehues and Cho 2017 integrated POS tagging, NER and
Machine Translation.

In this study, we propose a multitask finetuning methodology which utilises monolingual data to increase the performance of NMT on Indian language pairs. Inspired by the works of (Wang et al., 2020) and (Domhan and Hieber, 2017), we propose finetuning of a pretrained model on bilingual parallel data and one auxiliary task- Causal Language Modeling (CLM) on the monolingual corpora of the source side language as well as the target side language. We use a pretrained mBART (Liu et al., 2020) for multi-task finetuning, and compare the performance with the standard finetuning method on the same model and corpus.

The rest of the paper is organised as follows: Section 2 provides an overview of the dataset used for this study, Section 3 describes the proposed methodology in depth. In Section 4, we describe our experimental setup and the results are discussed in Section 5. Section 6 provides a conclusion to the study and discusses possible future works.

2 Dataset

For translation, we selected three language pairs: Marathi-English, Hindi-English and Marathi-Hindi. We chose these languages as Hindi, English and Marathi are three of the four most spoken languages across India. The parallel corpus that we used was Samanantar (Ramesh et al., 2021) which is the largest publicly available parallel corpora collection for Indic languages. The Samanantar corpus has 1.99 million sentence pairs for Marathi-Hindi, 3.32 million sentence pairs for Marathi-English, and 8.56 million sentence pairs for Hindi-English. We randomly selected a subset of these examples for translation. The distribution of this subset is given in Table 1.

The data used for the language modeling task was sampled from IndicCorp (Kakwani et al., 2020), which is a monolingual corpora spanning 11 Indic languages. Out of these we select just our source and target side languages i.e Hindi, Marathi and English. We sample a subset of IndicCorp for each of these languages. The distribution for monolingual data selected for the Causal Language Modeling is given in Table 2.

| Mr→xx | Hi→xx | En→xx |
|-------|-------|-------|
| Training | 100k  | 100k  | 100k  |
| Validation | 20k   | 20k   | 20k   |
| Testing   | 5k    | 5k    | 5k    |

Table: Data distribution of bilingual parallel corpora

| Total Available | Selected |
|-----------------|----------|
| Mr              | 34.0M    | 70k     |
| Hi              | 63.1M    | 70k     |
| En              | 54.3M    | 70k     |

Table: Data distribution of monolingual corpora

3 Methodology

We use the pretrained mBART50 model in a multitask setting, with translation as the main task and self-supervised language modeling as an auxiliary task. We then compare the performance of this model to that of the conventionally finetuned mBART50 which has been trained solely on the translation task. The principal components of the multitask model are briefly explained in this section.

Multitask Learning

Translation is the primary downstream task in our multitask model, for which we train a bitext corpus $D_B$ which consist of sentence pairs $(s,t)$, and is optimized on the crossentropy loss function:

$$\mathcal{L}_T = \mathbb{E}_{(s,t) \sim D_B}[-\log P(t|s)]$$

(1)

Where $(s, t)$ represents the source and target text respectively. As a large amount of monolingual corpora for these languages is available, we leverage it to improve NMT performance by training language modeling auxiliary tasks with our primary translation task. We train the source as well as target side languages with their respective monolingual corpora on the Causal Language Modeling objective.

Causal Language Modeling

In Causal Language Modeling(CLIM), the model has to predict the next token given a sequence of previous tokens. Given a monolingual corpus $D_M$, the objective is to:

$$\mathcal{L}_{CLM} = \mathbb{E}_{t \sim D_M}[-\log P(s|t)]$$

(2)

The training objectives are weighted by a hyperparameter $\alpha$, which is used to control the balance between the two tasks.

4xx in Table 1 signifies two target languages in every case. For example, in Mr→xx, xx is English and Hindi.
CLM minimizes the crossentropy loss:

\[ \mathcal{L}_{CLM} = \mathbb{E}_{(x) \sim D_M} \left[ \log \mathbb{P}(x_t | x_{t-1}, x_{t-2}, \ldots, x_1) \right] \] (2)

Where \( x_t \) is the token predicted given \((x_{t-1}, \ldots, x_1)\) tokens. CLM has proven to be highly effective in enhancing sequence generation and natural language understanding (Radford et al., 2019). We thus explore it’s efficacy and leverage it as an auxiliary task in our multitask framework.

Training

Both the Translation and Causal Language Modeling objective are trained jointly and the cross entropy losses for both tasks are added together:

\[ \mathcal{L}_{MTL} = \mathcal{L}_T + \mathcal{L}_{CLM} \] (3)

4 Experimental Setup

We use a standalone mBART50 model as the baseline to compare results on Machine Translation with the multitask methodology proposed in section 3. We chose an mBART50 model which uses a standard sequence-to-sequence Transformer architecture with 12 encoder and decoder layers each. This model has been shown to perform relatively well on machine translation tasks in multiple Indian languages.

Baseline Models(mBART50)

We make use of the pretrained Huggingface Transformers library implementation for mBART50-large. This model was finetuned on the parallel corpus described in Section 2. The batch size chosen for our baseline models is 16. We finetune a separate pretrained mBART50 for each language pair in our parallel dataset (for example, En→Mr and Mr→En constitute different models).

Multitask Models(MTL-mBART50)

We use the same mBART50 implementation as that of the baseline for our multitask models. The Transformers library does not support multitask learning; Hence, we employ an approach inspired by a publicly available implementation for the same\(^2\). For the sake of a direct comparison between the Neural Machine Translation performance between Baseline models and the multitask models, we use the same parallel corpus as that of the baselines. Additionally, the multitask models are trained for the auxiliary task of Causal Language modeling on the monolingual data described in Section 2. Due to computational constraints, the batch size selected for the multitask models was 2. Similar to the baseline models, a separate multitask model was trained for each language pair considered.

Figure 1: A multitask setup using the mBART model from the Huggingface Transformers library. The two models above share an encoder, and have different decoders and therefore, make one multitask model. Here, \( X \) = input tokens and \( Y \) = generated output tokens.

In both the baseline and multitask models, we freeze the first 6 of mBART50’s 12 encoder layers. All models were trained for one epoch each on one P100 GPU provided by Google Colab\(^4\). The models were trained using the Adam optimizer (Kingma and Ba, 2017) with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). The learning rate was kept constant at \( 1 \times 10^{-5} \) across the training run.

During inference, we decoded the generated sentences with a beam of size 2 and used a length penalty of 1.2. We then measure and report the

\(^2\)https://huggingface.co/transformers/
\(^3\)https://github.com/zphang/zphang.github.io/blob/master/files/notebooks/Multi_task_Training_with_Transformers_NLP.ipynb
\(^4\)https://colab.research.google.com
BLEU (Papineni et al., 2002) scores calculated after applying the Smoothing Function method in the nltk (Bird and Loper, 2004) library.

5 Results

Table 3 shows the cumulative 4-gram BLEU scores of the baseline as well as the multitask finetuned models on different language pairs. The multitask methodology, when trained on the same parallel corpus as the baseline models, experiences a 10 – 20% improvement in BLEU scores, and this increase in the metric is consistently seen across evaluations for all the language pairs considered.

We ascribe this improvement in BLEU scores to our multitask models’ ability to better generate sentences and their increased Natural Language Understanding which is a result of training the Machine Translation task in conjunction with CLM for both, source and target side languages. It would be reasonable to postulate that joint training for the two aforementioned tasks facilitated the generation of more coherent translations, which, in comparison to the baseline model translations, were more similar to the ground truths in the parallel corpus, resulting in better BLEU scores.

Considering the amount of bitext data on which both the model variants were trained, the resulting BLEU scores are expectedly low. But since the purpose of this study is to estimate the viability of our proposed method, the increment seen in scores from the multitask models adequately confirm our hypothesis.

6 Conclusion

In this work we propose a Multi-Task finetuning methodology for Bilingual Neural Machine translation, which, along with training a model on a bilingual parallel corpus, also trains it on a Causal Language Modeling objective for both the source and target side monolingual data in a self supervised manner. We show that this approach outperforms the standard Fine-tuning methodology for Neural Machine Translation for the considered language pairs.

This study is of preliminary nature and for future work we aim to train other transformer based language models using the same methodology. Due to the modest computational resources available to us, we were compelled to train on relatively low amounts of data. Therefore, we also hope to use this method to train on larger bitext and monolingual corpora, for more Indian Language pairs. Although the proposed methodology has proven to be effective in our experiments, training models on larger datasets using this multitask framework would add to its credibility.

References

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. 2016. Neural machine translation by jointly learning to align and translate.

Steven Bird and Edward Loper. 2004. NLP: The natural language toolkit. In Proceedings of the ACL Interactive Poster and Demonstration Sessions, pages 214–217, Barcelona, Spain. Association for Computational Linguistics.

Rich Caruana. 2004. Multitask learning. Machine Learning, 28:41–75.

Kyunghyun Cho, Bart van Merrienboer, Dzmitry Bahdanau, and Yoshua Bengio. 2014a. Learning phrase representations using RNN encoder–decoder for statistical machine translation. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 1724–1734, Doha, Qatar. Association for Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. Bert: Pre-training of deep bidirectional transformers for language understanding.

Tobias Domhan and Felix Hieber. 2017. Using target-side monolingual data for neural machine translation through multi-task learning. In Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing, pages 1500–1505, Copenhagen, Denmark. Association for Computational Linguistics.

Jonas Gehring, Michael Auli, David Grangier, Denis Yarats, and Yann N. Dauphin. 2017. Convolutional sequence to sequence learning.

Divyanshu Kakwani, Anoop Kunchukuttan, Satish Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M. Khapra, and Pratyush Kumar. 2020. IndicNLPSuite: Monolingual corpora, evaluation benchmarks and pre-trained multilingual language models for Indian languages. In Findings of the Association for Computational Linguistics: EMNLP 2020, pages 4948–4961, Online. Association for Computational Linguistics.
| Model        | Mr→Hi | Hi→Mr | Mr→En | En→Mr | En→Hi | Hi→En |
|--------------|-------|-------|-------|-------|-------|-------|
| Baseline-mBART50 | 9.48  | 5.61  | 10.17 | 5.33  | 6.49  | 8.12  |
| MTL-mBART50   | 10.33 | 6.85  | 11.84 | 6.47  | 8.71  | 9.17  |

Table 3: Resulting BLEU scores on different language pairs for the baseline models and our models.

Nal Kalchbrenner, Lasse Espeholt, Karen Simonyan, Aaron van den Oord, Alex Graves, and Koray Kavukcuoglu. 2017. Neural machine translation in linear time.

Diederik P. Kingma and Jimmy Ba. 2017. Adam: A method for stochastic optimization.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed, Omer Levy, Ves Stoyanov, and Luke Zettlemoyer. 2019. Bart: Denoising sequence-to-sequence pre-training for natural language generation, translation, and comprehension.

Yinhan Liu, Jiatao Gu, Naman Goyal, Xian Li, Sergey Edunov, Marjan Ghazvininejad, Mike Lewis, and Luke Zettlemoyer. 2020. Multilingual denoising pre-training for neural machine translation. Transactions of the Association for Computational Linguistics, 8:726–742.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy, Mike Lewis, Luke Zettlemoyer, and Veselin Stoyanov. 2019. Roberta: A robustly optimized bert pretraining approach.

Minh-Thang Luong, Quoc V. Le, Ilya Sutskever, Oriol Vinyals, and Lukasz Kaiser. 2016. Multi-task sequence to sequence learning.

Jan Niehues and Eunah Cho. 2017. Exploiting linguistic resources for neural machine translation using multi-task learning.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. 2002. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 40th Annual Meeting of the Association for Computational Linguistics, pages 311–318, Philadelphia, Pennsylvania, USA. Association for Computational Linguistics.

Razvan Pascanu, Tomas Mikolov, and Yoshua Bengio. 2013. On the difficulty of training recurrent neural networks.

Alec Radford, Jeff Wu, Rewon Child, David Luan, Dario Amodei, and Ilya Sutskever. 2019. Language models are unsupervised multitask learners.

Gowtham Ramesh, Sumanth Doddapaneni, Aravindh Bheemaraj, Mayank Johanputra, Raghavan AK, Ajitesh Sharma, Sujit Sahoo, Harshita Diddee, Mahalakshmi J, Divyanshu Kakwani, Navneet Kumar, Aswin Pradeep, Kumar Deepak, Vivek Raghavan, Anoop Kunchukuttan, Pratyush Kumar, and Mitesh Shantadevi Khapra. 2021. Samanantar: The largest publicly available parallel corpora collection for 11 indic languages.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014. Sequence to sequence learning with neural networks.

Zhixing Tan, Shuo Wang, Zonghan Yang, Gang Chen, Xuancheng Huang, Maosong Sun, and Yang Liu. 2020. Neural machine translation: A review of methods, resources, and tools. AI Open, 1:5–21.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. 2017. Attention is all you need.

Yiren Wang, ChengXiang Zhai, and Hany Hassan Awadalla. 2020. Multi-task learning for multilingual neural machine translation.