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Abstract—Recently, unsupervised learning has made impressive progress on various tasks. Despite the dominance of discriminative models, increasing attention is drawn to representations learned by generative models and in particular, Generative Adversarial Networks (GANs). Previous works on the interpretation of GANs reveal that GANs encode semantics in feature maps in a linearly separable form. In this work, we further find that GAN’s features can be well clustered with the linear separability assumption. We propose a novel clustering algorithm, named KLISH, which leverages the linear separability to cluster GAN’s features. KLISH succeeds in extracting fine-grained semantics of GANs trained on datasets of various objects, e.g., car, portrait, animals, and so on. With KLISH, we can sample images from GANs along with their segmentation masks and synthesize paired image-segmentation datasets. Using the synthesized datasets, we enable two downstream applications. First, we train semantic segmentation networks on these datasets and test them on real images, realizing unsupervised semantic segmentation. Second, we train image-to-image translation networks on the synthesized datasets, enabling semantic-conditional image synthesis without human annotations.

Index Terms—Conditional image synthesis, GAN, semantic segmentation, unsupervised learning.

I. INTRODUCTION

Representation is at the core of modern deep learning practice. Bengio et al. [1] propose that a good representation should have (1) explanatory factors organized in hierarchy, and (2) natural clustering of categories. Chan et al. [2] claim that the objective of a deep network is to learn a linearly discriminative representation of the data. Researchers have found that the representation learned by GANs [3] not only explains the variation of images [4], [5], [6] but also is linearly discriminative [7], indicating that GANs learn a good representation.

Given a dataset of images, a GAN learns to model the distribution of data and synthesizes images unseen in the dataset. The image synthesis process of GAN is typically a mapping from noise vectors to a series of intermediate feature maps and then to RGB images. From the perspective of causality, GAN’s representations contain all the information in the image. In other words, the variation factors (e.g., the attributes of objects) present in the image must also exist in GAN’s representation. Previous works have identified two types of variations captured by GANs. First, the image-level attributes (e.g., the gender of face images) are separable by linear hyperplanes in GAN’s latent space [4], [5], [8], [9], [10]. Second, the object-level semantics (e.g., the presence and location of a window in bedroom images) are encoded in GAN’s feature maps [6] in a linearly separable form [7]. We term the rich semantic information in GAN’s features as the semantic knowledge learned by the GANs.

Existing works [13], [14], [15] often train few-shot learning classifiers to reveal GAN’s semantic knowledge. The classifiers predict each spatial location of GAN’s feature maps. Training the classifiers needs only a few labeled examples. The trained classifier is subsequently used for image editing [13], [14] and semantic segmentation [15]. However, the labeling cost for the few-shot learning method is still high. As reported in [13], [14], the number of annotations ranges from 16 to 40 and labeling each image takes around 10 minutes even for a skillful user. Therefore, if one can design an unsupervised segmentation algorithm based on GAN’s feature maps for image editing, it would enable users to upload their own images, train their own GANs, and edit those images without much labor cost. This is the aim of this study. Specifically, we study how to reveal GAN’s semantic knowledge with unsupervised learning methods.

Existing unsupervised learning methods mostly apply conventional clustering algorithms on GAN’s features, e.g., K-means [16], [17] and Agglomerative Hierarchical Clustering (AHC) [18]. They use clustering results as an intermediate step for editing the attribute [17] or swapping the style [16] in a localized region. However, the obtained clusters are not satisfactory. Please refer to their results [16], [17], [18] and also our reproduction in Fig. 5. For example, for face images, we observed the oversegmentation of the hair class, and the missing
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Fig. 1. Semantic segmentation obtained by using the average feature of each class compared to using a trained linear classifier. The prediction from a pretrained DeepLabV3 [11] is regarded as the groundtruth. The linear classifier is supervised by a DeepLabV3 network pretrained on CelebAMask-HQ dataset [12] according to Xu et al. [7].

| GAN Dataset | StyleGAN2 | StyleGAN-CelebAHQ | PGGAN-CelebAHQ |
|-------------|-----------|------------------|----------------|
| Linear Classifier [7] | 82.7 | 73.8 | 69.3 |
| Centroids of Features | 49.6 | 46.6 | 41.8 |

TABLE I
THE SEMANTICS SEGMENTATION PERFORMANCE (MEASURED IN MIoU) OF LINEAR CLASSIFIER OR CENTROIDS OF FEATURES. PLEASE SEE SECTION IV-B FOR DETAILS

The reason might be that K-means and AHC require data to be centered around their class centroids, which is not well satisfied in GAN’s features. To illustrate this, we first took a pretrained GAN and segmented the generated images with a pretrained DeepLabV3 [11] model. The features from the GAN were averaged into a centroid for each semantic class. Then, we segmented another set of generated images by assigning the closest centroid to GAN’s features on each spatial location. It was observed that the segmentation results were rather coarse (Fig. 1).

Interestingly, a previous work [7] found that GAN’s features of a semantic class were linearly separable from other classes. This observation is referred to as the GAN’s linear separability in semantics. We also found that the linear classifier produced better segmentation than using the centroid method (Fig. 1).

K-means with Linear Separability Heuristic (KLiSH) to find semantically meaningful clusters in GAN’s features. In brief, KLiSH starts with a large number of initial K-means clusters and iteratively merges the clusters according to their degree of linear separability. KLiSH successfully clustered the three sets of points on the toy dataset described above (Fig. 2, bottom-right).

We compared KLiSH to several clustering algorithms, AHC, K-means, and K-means based Approximate Spectral clustering (KASP) [19] on several GANs and datasets. Results showed that KLiSH outperformed all baselines in most cases.

One can use KLiSH to obtain fine-grained semantic segmentation for the generated images. The process is straightforward. First, sample images from GANs and apply the classifier returned by KLiSH on GAN’s feature maps. Then, train downstream models on the resulting image-segmentation dataset. We demonstrate two applications in this paper: Unsupervised Fine-Grained Segmentation (UFGS) and Unsupervised Semantic-Conditional Synthesis (USCS). UFGS aims to offer semantic-controllable image synthesis and editing on datasets without semantic annotation. Both UFGS and USCS can be realized easily with the semantic knowledge extracted from pretrained GANs.

The pipeline of UFGS and USCS is illustrated in Fig. 3. Given a dataset of images, we first train a GAN on it and use KLiSH to parse the semantic clusters learned by GANs. Then, we generate a paired image-segmentation dataset by sampling images from GANs along with the segmentation masks. Finally, we train corresponding downstream models on the generated dataset.
In summary, our contributions are as follows. First, we propose KLiSH and improve the quality of clustering on GAN’s features. Second, we provide evidence for GAN’s linear separability in semantics. Third, we propose two novel applications, UFGS and USCS, marking a successful attempt at fine-grained semantic segmentation and semantic-conditional synthesis in an unsupervised learning setting.

II. RELATED WORK

Generative Adversarial Networks: Originally put forward by Goodfellow et al. [3], GANs go through many improvements in training [20], [21], architecture [22], [23], [24], [25] and objective [26], [27], [28], [29]. Nowadays, GANs can map latent vectors to diverse and photo-realistic images on various datasets. Typical data domains are face [30], [31], [32], car [20], [33], [34], animal [35], [36], ImageNet [37], [38], etc.. Among various GANs, StyleGAN2 [34] is one of the state-of-the-art models. Another genre of GANs translates images to images [39], [40], [41]. When the input image is a semantic mask, the task is termed Semantic-Conditional Synthesis (SCS). Typical models capable of SCS include pix2pix [42], pix2pixHD [43], GauGAN [44] and so on [12], [45], [46], [47]. Most of them heavily rely on large-scale semantically-annotated datasets. Sun et al. [48] propose to synthesize objects in an image from bounding boxes, which lowers the label requirement, but still needs a large-scale dataset. In contrast, the USCS proposed in this work is fully unsupervised – it is realized by making use of the representations learned by pretrained GANs.

GAN Interpretation: Increasing attention is placed on studying GAN’s representation. Most existing works focus on studying GAN’s latent vectors and feature maps. For the first aspect, prior works [4], [5] find that there are linear boundaries in latent space that separate the positive and negative attributes of the sampled images. Some other works focus on the unsupervised discovery of those boundaries [8], [9], [10]. For the second aspect, GAN Dissection [6] identifies convolution units that have causal relationships with semantics in the generated images. Xu and Zheng [7] propose and validate that GANs encode high-resolution semantics linearly in feature maps. Other works study the parameters of GANs [49], [50]. This work proposes an unsupervised approach to extract learned semantic classes from GANs, providing strong evidence that the GAN learns a naturally clustered and linearly separable semantic representation.

Repurposing GAN for Semantic Segmentation: Recently, increasing attention is directed towards semantic segmentation using GAN’s representation. Existing works either fall into few-shot learning or unsupervised learning. The few-shot learning methods typically apply classifiers on a pretrained GAN’s feature maps to get semantic segmentation for the generated image [7], [14], [15], [51]. These methods can segment the images well with a limited number of image annotations (ranging from 1 to 40 depending on the complexity of the target data).

For unsupervised learning, the majority of methods [52], [53], [54], [55], [56], [57] focus on decoupling the foreground and background in GANs without external labeling. Though the segmentation is accurate, the practical usage is limited as only two clusters are segmented. Methods on obtaining more clusters mostly involve applying K-means++ [16] or AHC [17], [18] directly on GAN’s features. He et al. [58] modify K-means by re-weighting channels. Different from existing methods, we propose a new clustering algorithm, KLiSH, by leveraging a strong characteristic of GAN’s features – linear separability. We
conducted quantitative evaluations and showed the superiority of KLiSH to previous clustering algorithms on GAN’s features. Aside from GAN, other works [59], [60], [61] also study unsupervised semantic segmentation on large-scale datasets, but mainly focus on object-level semantics instead of part-level semantics and their results are not directly comparable to GAN-based methods.

III. CLUSTERING GENERATOR’S FEATURES

A. Linear Separability of GAN’s Features

Classical Linear Separability: KLiSH is based on GAN’s linear semantics [7], thus we first introduce this characteristic to make our paper self-contained.

When the generator synthesizes an image, it also produces a set of feature maps. An $1 \times 1$ convolutional layer is applied to the upsampled and concatenated feature maps, resulting in a score map of semantic classes for the generated image. As the extraction process is fully linear, the method is named Linear Semantic Extractor (LSE). The LSE is compared to two nonlinear semantic extractors (NSEs) with more complicated architectures. The LSE and NSEs are trained under similar settings and evaluated by the accuracy of the semantic masks they extracted compared to the pretrained segmentation network. Results show that the relative performance gaps between LSE and NSEs are within 3.5% across various datasets and models. Therefore, it is shown that linear classifiers suffice to separate GAN’s representations of different semantics. For more detailed settings and results, we refer readers to the original paper [7].

The phenomenon that a linear classifier can classify a given dataset is usually described as linearly separable. Given a dataset $A = \{(x_i, y_i)\}_{i=1}^N$ where $x_i \in \mathbb{R}^D$ and $y_i \in \{1, \ldots, M\}$, the linear separability states that there exists a set of hyperplanes $W \in \mathbb{R}^{M \times D}$ and $b \in \mathbb{R}^D$ such that

$$\forall (x, y) \in A, k \neq y, W_k x + b_y > W_k x + b_k,$$

where $W_k \in \mathbb{R}^{1 \times D}$ is a row vector, and $W_y$ denotes the classifier weight for the ground-truth class of a data point $x$.

Binary Linear Separability: Instead of using classical linear separability, we find that binary linear separability is more useful for building our clustering algorithm, which is defined below.

**Definition 1.** Given a dataset $A = \{(x_i, y_i)\}_{i=1}^N$, we say $A$ satisfies the binary linear separability if there exists $W \in \mathbb{R}^{M \times D}$ and $b \in \mathbb{R}^D$ such that $\forall (x_i, y_i) \in A, k \in \{1, \ldots, M\}$

$$I(y_i = k) \cdot (W_k x_i + b_k) > 1,$$

where $I(y_i = k)$ returns 1 if $y_i = k$ and -1 otherwise.

In other words, if for each class in the dataset, there is a two-class SVM separating itself from others, then the dataset satisfies the binary linear separability. Unless otherwise specified, linear separability refers to Definition 1 throughout the rest of the paper.

The reason we use binary linear separability is that its prediction confidence can be easily visualized. The score for cluster $k$ of $x_i$ is $s_k = W_k x_i + b_k$. In classical linear separability, the value of $s_k$ itself has no information about the prediction confidence – we need to compare $s_k$ to the scores of other clusters. Instead, using the binary linear separability, $s_k > 0$ indicates that $x_i$ tends to reside near cluster $k$ and $s_k < 0$ indicates that $x_i$ is far away from $k$. This means that $s$ can be easily visualized as a heatmap, which inspires our design (Section III-B).

Clearly, (2) is harder to satisfy than (1). Clusters separable with a classical linear classifier might not be separable with binary SVMs. Do features in GAN satisfy the binary linear separability? We empirically found that the answer is yes. The experiment is presented in Section IV-B.

B. Clustering With Linear Separability Heuristic

Now, we describe the algorithm for clustering GAN’s features by linear separability.

**Initialize From K-Means:** We choose K-means for three reasons. First, K-means is easily scalable to large datasets with time complexity of $O(N)$. Second, the decision boundaries between clusters are linear and thus are suitable to implement linear separability. Third, K-means with a large number of clusters provides a good initialization for our algorithm. More specifically, most clusters found by K-means do not span across multiple semantic classes, see the K-means@100 column in Fig. 5. This simplifies our problem as we only need to merge these clusters to recover the ground-truth classes.

**Merge Clusters:** Ideally, the merged clusters should belong to the same semantic class. However, we have no access to semantic information as the algorithm is fully unsupervised. We make a reasonable assumption: the more linearly separable a cluster is, the more likely it is a true semantic class. Under this assumption, our goal is to maximize the linear separability of clusters.

How to quantify the degree of linear separability? According to Definition 1, it is implied that how accurately the SVM classifies a cluster indicates how well its linear separability is. In experiment, we also observed that the sub-clusters of a class tended to have more low-confidence predictions (see Fig. 6). Therefore, we use the performance of the SVM trained on the target dataset to indicate its linear separability.

First, a pseudo-labeled dataset $A$ with cluster assignments is constructed. Second, binary SVMs are trained on $A$ using the L2-regularized L2-loss Support Vector Classification objective [62]

$$L = \lambda \frac{1}{M|A|} \sum_{(x, y) \in A} \left[(1 - W_y x - b_y)_{+}^2 + \sum_{k \neq y} (1 + W_k x + b_k)_{+}^2 + \frac{1}{2M} ||W||_F^2 \right],$$

where $(\cdot)_{+}$ denotes $\max(0, \cdot)$ and $|| \cdot ||_F$ denotes the Frobenius norm. We use L-BFGS [63] to minimize $L$ due to the convexity of the objective. The SVM is considered as converged if its $L_\infty$ norm of weight changing is below $10^{-4}$. Third, as in semantic segmentation, we measure the performance of SVM by IoU (Intersection-over-Union) defined as

$$IoU_k(W, A) = \frac{|S_k \cap \bar{Y}_k|}{|S_k \cup \bar{Y}_k|}.$$
where $S_k = \{ x_i | W_k x_i + b_k > 0 \}$ is the prediction given by the SVM, $Y_k = \{ x_i | y_i = k \}$ is the set of positive samples for class $k$, and $(x_i, y_i) \in \mathcal{A}$. Therefore, we can use IoU to find the cluster with the lowest linear separability.

Suppose that the identified cluster is $p$. The next step is to find another cluster $q$ to merge with $p$. As implied by (4), the cluster $p$ is not classified accurately by the SVM, i.e., the SVM might confuse $p$ with other clusters. Then a reasonable strategy is to merge $p$ with another cluster that confuses it the most. We also observed in visualization (Fig. 6) that adjacent sub-clusters of a class tended to have overlapping low-confidence region. To quantify the degree of confusion, we propose the Effective Cosine Similarity (ECoS) metric as defined below.

Definition 2. Consider a dataset $\mathcal{A} = \{(x_i, y_i)\}_{i=1}^N$. Suppose a set of binary SVMs with weight $W \in \mathbb{R}^{M \times D}$ and bias $b \in \mathbb{R}^D$ are trained on $\mathcal{A}$ until convergence. The ECoS between cluster $i$ and cluster $j$ is defined as

$$ECoS_{i,j}(W, \mathcal{A}) = \cos(s_i^j, s_j^i)$$

$$s_k^i = CLAMP_{[0,1]} \left( \frac{s_k + 1}{2} \right)$$

$$s_k = [x_k^T W_k + b_k, \ldots, x_k^T W_k + b_k]$$

$$s_k^i = [x_k^T W_k + b_k, \ldots, x_k^T W_k + b_k]$$

where $CLAMP_{[a,b]}$ denotes clamping the input within $[a, b]$.

Here, $s_k$ is the cluster scores predicted by the SVM, $s_j^i$ scales and truncates $s_k$ within $[0, 1]$, representing the confidence of SVM predicting positive data points. As each feature vector corresponds to a pixel, $s_k^i$ can be resized into a cluster confidence map. In other words, ECoS measures the cosine similarity between two cluster confidence maps.

Filter Initial Clusters: We observed in experiments that a small portion of initial clusters did span across multiple semantic classes. For example, see K-means@100 of StyleGAN2-FFHQ in Fig. 5, the boundary around ear (visualized as a yellow region) contains part of “ear,” “hair,” and “face”. This type of initial clusters would harm the accuracy of merged clusters. Fortunately, we empirically found that these clusters were not linearly separable, i.e., could be filtered by setting a threshold of IoU. The threshold could also be determined adaptively as described below.

First, train SVMs on the initial clusters and calculate their IoU, resulting in a vector $m$. Second, $m$ is converted from $[0, 1]$ to $(-\infty, \infty)$ by using the inverse sigmoid function $h^{-1}(\cdot)$. Third, any clusters below $\mu_m - \sigma_m$ are filtered, where $\mu$, $\sigma$ are the mean and standard deviation of $h^{-1}(m)$, respectively. Finally, K-means is run again with the filtered centroids as initialization.

KLISH Algorithm: The full KLISH algorithm is presented in Algorithm 1, where $D$ is the dataset of GAN’s features, $K_0$ is the initial cluster number, and the output $\Theta = \{(W^t, b^t, \phi^t)\}_{t=1}^{K_0-1}$ records the SVM and IoU at each merging step.

The initialization stage has two steps. First, K-means is applied to the datasets. Second, filtering is performed as described above, resulting in the initial cluster assignments $A^0$. Then, clusters are iteratively merged for $K_0 - 1$ steps. In step $t$, an SVM is first trained on dataset $A^{t-1}$, which is obtained from step $t - 1$. Next, the IoU and ECoS are calculated as defined in (4) and (5). The class with the lowest IoU, denoted by $p^t$, will be merged with the class with the highest ECoS with it, denoted by $q^t$. The process is repeated until only one class is left. Without additional information, KLISH cannot identify a proper number of classes, just like K-means. We can either slide through cluster numbers and select manually or set up a threshold $\phi^t$ and stop when the IoU reaches the threshold.

IV. Binary Linear Separability Test

As described in Section III-A, KLISH relies on the binary linear separability of GAN’s features (Definition 1). To test if this assumption is satisfied, we compared the performance of semantic segmentation on GAN’s features using either the LSE or the SVM. The LSE shared the same architecture with the SVM but was trained with cross-entropy loss, reflecting the classicallinear separability.

A. Experiment Setup

We evaluated on face images since there was a fine-grained segmentation annotation dataset on face images, CelebAMask-HQ [12]. To obtain the groundtruth segmentation masks for generated face images, we first trained a DeepLabV3 model on the CelebAMask-HQ dataset. Following [7], we merged duplicate classes like “left eye” and “right eye,” resulting in 15 classes. The model was trained on the training split of CelebAMask-HQ for 20 epochs. We used Adam with learning rate $10^{-3}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$ and batch size 32. The learning rate was lowered to $10^{-4}$ after 10 epochs. We found that 20 epochs were sufficient for the convergence of the DeepLabV3 model.

We used PGGAN [20], StyleGAN [33], and StyleGAN2 [34] trained on either the CelebAHQ or the FFHQ [33] dataset. For each GAN, we sampled 50 k images, collected all of their feature maps, and obtained their segmentation masks using the trained DeepLabV3 model. Then, we trained LSE and SVM on those features and masks for 1 epoch using the Adam optimizer with $10^{-3}$ learning rate. The SVM used (3) with $\lambda_1 = 5000$, which
was identical to the value used in KLiSH. For evaluation, we sampled another different 10 k images and measured the mIoU between the segmentation of LSE or SVM and the segmentation of the DeepLabV3 model.

B. Results

The performances of LSE and SVM are presented in Table II. SVM achieved close performance with LSE in most cases. The relative differences between SVM and LSE were within 5% on 6 models. Therefore, in general, the classical linear separability of GAN’s features can be relaxed to the binary linear separability.

V. EVALUATION OF KLiSH

A. Experiment Setup

Pretrained GANs: We experimented on four widely used GANs, PGGAN [20], StyleGAN [33], StyleGAN2 [34], and StyleGAN2-ADA [35]. These GANs were pretrained on various datasets, including FFHQ [34], CelebAHQ [64], AFHQ [35], MetFace [35], and LSUN [65] Car, Bedroom and Church split. The pretrained models were obtained from the official release 1.

GAN Feature Selection: We only collected features from a subset of GAN’s layers mainly due to GPU memory constraints. To select the layers, we scanned through a generator’s layers from high resolution to low and stopped adding new layers if the accumulated number of channels exceeded 1,000. If multiple layers were having the same resolution, only the last layer of that resolution was selected. The selected layers for all GANs are shown in Table IV. We also conducted ablation study on layer choice in Section V-C. The feature maps from the selected layers are then bilinearly interpolated into the same resolution and concatenated along the channel axis. For clustering, we use $256 \times 256$ resolution. For generating the segmentation (in UFGS and USCS), we use the full image resolution.

Baseline Clustering Algorithms: We compared KLiSH with K-means, AHC, and KASP [19]. K-means and AHC have been used to cluster GAN’s features [16], [17], [18], [58], but they implicitly require the centroid assumption (described in Section I). Spectral clustering does not have such a constraint, however, it is not practical for our task as it has an $O(N^3)$ time complexity [19]. Therefore, we consider using KASP, a fast approximate algorithm for spectral clustering. Interestingly, KASP also performs K-means first and then merges the initial clusters. Different from KLiSH, KASP uses spectral clustering on the initial centroids to merge them and does not use linear separability.

We implemented a multi-GPU version of K-means++. KASP was implemented following the original paper [19]. For AHC, we made two modifications based on the scikit-learn implementation 2. First, we trained a linear classifier on the cluster assignments obtained by AHC for prediction; otherwise, AHC would rebuild the whole merging tree to predict new data, which was impractical. Second, we gave AHC less number of features due to its expensive memory cost. More optimization of AHC might be possible, but would be beyond the scope of this work.

Evaluation of Clustering: For each GAN, we sampled a total of 256 images, resulting in a block of features with shape $(256, 256, 256, D)$. The only exception is AHC, where we used 16 images and $64 \times 64$ resolution, due to the expensive memory cost mentioned above. Then, we applied KLiSH, K-means, AHC, and KASP to the sampled features and evaluated them on the same set of 10 k sampled images (different from those used for clustering).

For evaluation, we consider two widely used metrics, Adjusted Mutual Information (AMI) and Adjusted Rand Index (ARI). Both AMI and ARI are designed for general-purpose clustering tasks and may not reflect the performance of segmentation tasks faithfully. In the context of (supervised) semantic segmentation, mIoU is the dominant metric. Therefore, we also propose the Maximum matching mIoU (MmIoU) metric defined below

\[
\text{MmIoU}(\{Y_m\}_m, \{C_k\}_k) = \max_{\mathbf{m} \in \{0, \ldots, M\}^K} \frac{1}{M} \sum_{m=1}^M \text{IoU}\left(\bigcup_{\mathbf{k} : \mathbf{k} = m} C_k, \bigcup_{\mathbf{k} : \mathbf{k} \neq m} C_k\right),
\]

where $M$ is the number of groundtruth classes, $K$ is the number of clusters, $Y_m$ is the groundtruth class $m$, and $C_r$ is the predicted cluster $r$. $\mathbf{a}$ is a $K$-dimensional vector that encodes the matched class for each cluster. If the $r$-th element of $\mathbf{a}$ equals 0, then the cluster $r$ does not match any groundtruth class. Otherwise, $\mathbf{a}_r > 0$ indicates cluster $r$ is matched to groundtruth class $\mathbf{a}_r$. In short, MmIoU measures the segmentation performance of the predicted clusters after they have been matched correctly to the groundtruth classes. MmIoU should only be compared when two clustering algorithms produce the same number of clusters, i.e., when the cost of label permutation is identical. This constraint is also required by other clustering metrics such as AMI and ARI.

---

1https://github.com/NVlabs/stylegan3

2https://scikit-learn.org/stable/modules/generated/sklearn.cluster.AgglomerativeClustering.html

---

TABLE II

| GAN   | Dataset       | StyleGAN2     | StyleGAN       | PGGAN         |
|-------|---------------|---------------|---------------|---------------|
| SVM   | FFHQ          | Bedroom       | Church        | Bedroom       | Church        |
| LSE   | 81.7          | 43.5          | 33.7          | 72.2          | 30.9          | 31.4          | 65.4          | 27.7          | 45.4          |
| Δ%    | -1.3          | -3.8          | -4.3          | -2.2          | -9.8          | -17.2         | -4.2          | -10.9         | -5.0          |
The MIoU is calculated by a greedy algorithm as described in Algorithm 2, in which \((a_k)_{k=1}^K\) denotes that the \(k\)th element of \(a\) is set to \(m\). To demonstrate the effectiveness of MIoU, we tested Algorithm 2 on a few images. As shown in Fig. 4, the label permutations found by Algorithm 2 well matched the predicted clusters to the groundtruth classes.

Algorithm 2: Maximum Matching mIoU.

**Input:** \(\{Y_m\}_{m=1}^M, \{C_k\}_{k=1}^K\)

**Output:** MIoU, \(a^t \in \{0, 1, \ldots, M\}^K\)

\[a^0 = 0\]

for \(t = 1, \ldots, K\)

\[I^t = \{k: a^t_k = 0\} \times \{1, \ldots, M\}\]

\[G^t = \{a': a' = (a^{t-1} + e_{m-k}), (k, m) \in I^t\}\]

\[a^t = \max_{a' \in G^t} J(a'; \{Y_m\}, \{C_k\})\]

MIoU = \(J(a^t; \{Y_m\}, \{C_k\})\)

All experiments were conducted using PyTorch [66]. KLiSH was ran on 8 GeForce RTX 2080 Ti GPUs and took less than 30 minutes per GAN model.

**B. KLiSH Clustering Results**

**Quantitative Evaluations:** We evaluated the performance of clustering algorithms on GANs trained on face images. We report the metrics at cluster numbers \(K=20, K=30\), and the finally selected number in Table III.

It was clear that KLiSH outperformed existing clustering algorithms. For AMI and MIoU, KLiSH was superior to all baselines in all cases. Notably, at the finally selected number of clusters, KLiSH achieved significantly higher MIoU scores. It indicated that KLiSH achieved the best segmentation performance at the cluster number that would be used by downstream tasks.

For ARI, KLiSH also achieved the highest score in almost every case, except for \(K=26\) in StyleGAN2-FFHQ, where AHC (arccos) achieved a better score. Even though, qualitative results showed that AHC was not better than KLiSH in this case (see row “final” of column “StyleGAN2-FFHQ” of Fig. 5). AHC failed to cluster “eye,” “nose,” “upper lip,” and “lower lip” but KLiSH successfully identified all those clusters. KLiSH’s lower ARI might result from leaving two clusters for “face” and “neck.” However, in this case, it would be rather easy to merge them manually. In contrast, dividing the undersegmented clusters obtained by AHC would be more difficult.

In summary, KLiSH was better than K-means, AHC, and KASP on GAN’s features.

**Qualitative Results:** We visualize the clusters obtained by all the cluster algorithms on various GANs and datasets in Fig. 5. The results were from the same trial (best out of 5 trials) as in Table III. We had two main observations.

First, KLiSH was significantly more accurate than K-means, AHC, and KASP. In StyleGAN2-FFHQ, K-means@30 failed to cluster “upper lip,” “lower lip,” “teeth,” “brow” classes and still undersegmented “background” and “hair.” AHC@30 already failed to cluster “nose” and the classes in mouth region. In contrast, KLiSH@30 had no undersegmentation of groundtruth classes. Similarly, for car images, KLiSH@final successfully segmented the “headlight,” “wheel,” and even two “side glasses.” In contrast, the most competitive baseline, AHC@final not only undersegmented “background” and “wheel” classes, but also completely missed the “headlight”.

Second, the advantage of KLiSH over existing clustering algorithms was consistent across GANs and datasets. For StyleGAN-CelebAHQ, AHC@final missed “nose,” “lip,” and “teeth” classes and undersegmented “hair,” while KLiSH@final successfully segmented the “headlight,” “wheel,” and “background” classes. However, in this case, it would be rather easy to merge them manually. In contrast, dividing the undersegmented clusters obtained by AHC would be more difficult.

In summary, KLiSH was better than K-means, AHC, and KASP on GAN’s features.

**TABLE III**

| K | metric | K-means euclidean | KASP euclidean | AHC arccos | KLish (ours) euclidean |
|---|---|---|---|---|---|
| 20 | AMI | 64.8 | 61.9 | 62.9 | 65.2 | 70.6 |
| | ARI | 57.1 | 54.4 | 60.7 | 65.1 | 70.5 |
| | MIoU | 50.2 | 40.3 | 46.4 | 37.7 | 52.7 |
| 26 | AMI | 56.3 | 59.1 | 58.0 | 68.0 | 68.3 |
| | ARI | 25.1 | 37.2 | 37.7 | 69.2 | 65.4 |
| | MIoU | 52.6 | 48.9 | 46.9 | 43.8 | 56.3 |
| 30 | AMI | 56.3 | 59.3 | 57.7 | 65.9 | 67.6 |
| | ARI | 25.1 | 38.5 | 35.7 | 64.2 | 64.6 |
| | MIoU | 52.6 | 53.2 | 49.9 | 45.5 | 58.0 |

For StyleGAN-CelebAHQ:

| K | metric | K-means euclidean | KASP euclidean | AHC arccos | KLish (ours) euclidean |
|---|---|---|---|---|---|
| 20 | AMI | 53.0 | 53.5 | 53.1 | 62.5 | 69.0 |
| | ARI | 38.3 | 38.1 | 49.1 | 67.0 | 73.1 |
| | MIoU | 30.9 | 36.8 | 30.5 | 25.4 | 41.5 |
| 30 | AMI | 51.9 | 49.7 | 43.4 | 57.9 | 63.6 |
| | ARI | 28.2 | 30.5 | 21.4 | 54.8 | 61.8 |
| | MIoU | 38.5 | 33.8 | 31.7 | 27.7 | 45.7 |

For PGGAN-CelebAHQ:

| K | metric | K-means euclidean | KASP euclidean | AHC arccos | KLish (ours) euclidean |
|---|---|---|---|---|---|
| 20 | AMI | 37.9 | 39.3 | 39.4 | 37.1 | 51.0 |
| | ARI | 18.5 | 19.4 | 20.5 | 30.1 | 53.5 |
| | MIoU | 15.2 | 16.9 | 16.4 | 19.1 | 23.1 |
| 26 | AMI | 35.1 | 37.9 | 37.6 | 36.0 | 51.0 |
| | ARI | 11.5 | 15.3 | 15.6 | 28.7 | 53.5 |
| | MIoU | 17.4 | 19.0 | 16.4 | 19.2 | 29.0 |
| 30 | AMI | 35.1 | 36.2 | 38.0 | 38.1 | 50.2 |
| | ARI | 11.5 | 12.4 | 15.4 | 30.7 | 52.4 |
| | MIoU | 17.4 | 18.6 | 18.4 | 19.6 | 29.8 |
Fig. 5. Results of K-means, AHC, KASP, and KLISH on face images and car images. The first row shows the generated images and the other rows show the clustering results obtained with different cluster numbers, denoted by the number after “@”. “final” refers to the selected number of clusters for downstream tasks, which is 26, 11, 30, and 26 from left to right, respectively.
Fig. 6. Demonstration of a merging step. The first two columns show the images and clusters. The confidence maps \( \{ s_{\text{†}}^k \}_M^k \) of the image are visualized (partially) in other columns. \( \{ s_{\text{†}}^k \}_M^k \) take value within \([0, 1]\) and are visualized using the color bar on the right. The cluster in yellow box (say cluster \( p \)) has the smallest IoU \((4)\) with \( K = 35 \). The cluster in green box (say cluster \( q \)) has the largest ECoS \((5)\) with cluster \( p \). Cluster \( p \) and \( q \) are then merged in this step.

### TABLE IV

| GANs                  | layer indices | channels |
|-----------------------|---------------|----------|
| StyleGAN2-Bedroom     | 9, 11, 13     | 896      |
| StyleGAN2-Church      |               |          |
| PGGAN-[Bedroom, Church] | 7, 9, 11, 13  | 960      |
| StyleGAN2-Car         | 9, 11, 13, 15 | 960      |
| ADA (Cat, Dog, Wildlife) | 9, 11, 13, 15 | 960      |
| PGGAN-CelebAHQ        | 9, 11, 13, 15, 17 | 496 |
| StyleGAN-CelebAHQ     |               |          |
| StyleGAN2-FHQ         | 9, 11, 13, 15, 17 | 992      |

C. Ablation on Layer Choices

We conducted ablation experiments to study the influence of selected layers on clustering results. As described in Table IV, we used the last layer of each resolution due to memory constraints. Since we ran segmentation on \(256 \times 256\) resolution, we thought feature maps of resolution \(\leq 32 \times 32\) would not affect the results much. All GAN models used in this work had two layers in the same resolution. Therefore, we considered three configurations in total: using the first layer, the second layer (the original configuration), and all layers in each resolution \(\geq 64 \times 64\), denoted by suffixes “-F,” “-S,” and “-A,” respectively. More specifically, “-F=8,10,12,14,16,” “-S=9,11,13,15,17” and “-A=8,9,10,11,12,13,14,15,16,17”.

**Experiment Setup:** We conducted ablation experiments on StyleGAN2-FHQ, StyleGAN-CelebAHQ, and PGGAN-CelebAHQ, since we rely on the DeepLab model trained on face images (Section IV-A) for evaluation. We used the same settings as described in Section V-A. The only difference was that we used 128 samples for “-A,” because its feature dimension was doubled compared to “-F” and “-A.” Only K-means, AHC, and KLiSH were tested as KASP was incomparative compared to these three methods as shown in Table III.

**Results:** The results are presented in Table V. We have three main observations.

First, among all layer choices and GAN models, KLiSH was still the best on the AMI and MIoU metric. In the ARI metric, KLiSH scored slightly lower than AHC on the StyleGAN2-FHQ model, which was similar to the results in Table III. Please refer to Section V-B for explanations.

Second, the “-S” layer choice was the best in StyleGAN2-FHQ for all clustering algorithms, measured in MIoU. It indicated that the setting used in the paper was already the best one for the UFGS application, on face images.

Third, the best layer choice for KLiSH was inconsistent for different GAN models. For StyleGAN-CelebAHQ, although KLiSH favored “-S” in MIoU, “-A” scored higher in ARI and AMI. For PGGAN-CelebAHQ, all layer choices obtained close scores in AMI and ARI, but “-F” scored much higher in MIoU. Despite the inconsistency, KLiSH-S was better than all AHC and K-means in all layer choices.

In summary, although different layer choices did have an influence on the clustering performance, the original configuration KLiSH-S consistently outperformed existing clustering algorithms. Therefore, we suggest using KLiSH-S directly if
VI. APPLICATIONS

A. Unsupervised Fine-Grained Segmentation

Semantic segmentation labeling is very expensive. As described by Lee et al. in CelebAMask-HQ [12], annotating fine-grained semantic segmentation is not only time-consuming but also involves multiple iterations of refinement. To reduce the labeling cost, we propose an approach for Unsupervised Fine-grained Segmentation (UFGS).

Existing methods on unsupervised segmentation [52], [54], [55], [56] only segment foreground from background, thus are not applicable to UFGS. A more closely related task to UFGS is few-shot learning-based segmentation [7], [14], [15]. Although they reduce the number of annotations, the cost of fine-grained semantic annotations is still significant. Zhang et al. [14] reports that annotating a single face image cost on average 10 minutes per image. In contrast, the only labeling cost involved in UFGS is naming and merging a few labels, which could take less than one minute for a whole dataset.

Method: The proposed method for UFGS is as follows: First, train a GAN on the target dataset, run KLiSH on the GAN, and select a proper number of semantic clusters. Next, generate an image-segmentation dataset by sampling images from the GAN and using the SVM returned by KLiSH to obtain the segmentation masks of the image. We apply the SVM directly on the feature maps upsampled to the resolution of images. Then, train a segmentation network, e.g., DeepLabV3 [11], on the

Fig. 7. Comparison of clustering algorithms on various datasets and GANs. “final” refers to 18, 9, 16, 15, and 28 from left to right.

users do not want to elaborate on searching for the best layer choice.
We evaluated the performance of our UFGS images from CelebAMask-HQ (rows 1 and 2) and PASCAL VOC (rows 3 and 4). The cluster assignments were matched to the ground-truth classes by maximizing MIoU (Algorithm 2) using 100 images from the validation split. Note that the images and labels are not used to train the model. In practice, users can match clusters to labels with just several clicks. The performance of our method was compared to few-shot learning methods [7], [14], [15].

To the best of our knowledge, except for face images, there are no large-scale semantic annotations on the datasets described in Section V-A. PASCAL VOC [67] contains car images, but they have a significant domain gap with the car images from the GAN’s dataset, LSUN-Car. In two relevant works, DatasetGAN [14] and RepurposeGAN [15], the authors make their own test sets by filtering PASCAL VOC and have not released them as of now. Therefore, we only present qualitative results on PASCAL VOC and report quantitative results on CelebAMask-HQ.

**Experiment Setup:** We used StyleGAN2-FFHQ and StyleGAN2-Car for UFGS on CelebAMask-HQ and PASCAL VOC cars, respectively. The baseline for comparison was UFGS with AHC, as it was the most competitive method with KLiSH on StyleGAN2-FFHQ according to Table III. The settings were identical to UFGS with KLiSH except that the datasets were generated with clusters found by AHC. We also compared UFGS with KLiSH to a few-shot semantic extractor, LSE. We reproduced LSE on StyleGAN2-FFHQ and StyleGAN2-Car following the settings in [7]. In brief, we randomly sampled 1 or 10 images (for one-shot or 10-shot experiments) and obtained their segmentation using the pretrained DeepLabV3 model. Then, we trained the LSE on the features and labels of those images for 6,400 iterations. To address the variation of few-shot experiments, we trained LSE five times, each time with a different set of image annotations.

After training the LSE and obtaining the KLiSH clusters, we then compared their performances on benefiting the downstream segmentation task. We first sampled a synthesized image segmentation dataset for each of the LSE models and KLiSH results, which consisted of 50 k images and segmentation masks. Then, we trained a DeepLabV3 model on each dataset following the training settings described in Section IV-A. Finally, we tested the DeepLabV3 models on the real images from the test split of the CelebAMask-HQ dataset.

**Results:** We present the qualitative results of our UFGS method in Fig. 8. As shown in Row 1 and 2, UFGS model segmented facial classes like “eye,” “brow,” “lips,” “teeth” and “nose” well. For car images in Row 3 and 4, our UFGS method also successfully segmented “headlight,” “body,” “glasses,” and “wheel”. However, we found there was a domain gap between synthesized images and real images. See Row 1, Col 3 and 4 in Fig. 8. The hand in front of the face is a rare case in the dataset. Therefore, the segmentation model cannot deal with this case well. The quantitative results are reported in Table VI and Table VII. As shown in Table VI, KLiSH surpassed UFGS with AHC by a large margin. In comparison with few-shot learning methods, UFGS achieved close performance with the one-shot method, LSE, but lagged behind the 10-shot methods.

In summary, though the performance of our UFGS method was limited by the domain gap as a result of using GANs, we for the first time showed accurate fine-grained semantic segmentation in an unsupervised learning setting.

**B. Unsupervised Semantic-Conditional Synthesis**

Enhancing controllability over the generated images is important for commercial applications of GANs. Most GANs do not allow the user to control the spatial structure of generated images precisely. Semantic-Controllable Synthesis (SCS) aims to provide controllability over precise spatial structures of generated images. Though achieving greater controllability for image synthesis, existing methods for SCS, e.g., pix2pix [42], SEAN [45] and GauGAN [44], rely heavily on large-scale human annotated semantic masks.

Recently, the labeling requirements of SCS have been lowered to a few annotations [7], [13]. Yet, the user still has to label a few multi-class fine-grained segmentation masks, which limits the application in practice. For example, users may want to enable SCS on images of tigers. If there are no semantic segmentation masks on these images, the user needs to annotate 16 to 40 images. The annotation process would take around 2 to 5 hours, according to Zhang et al. [14].
To lower the label dependency of SCS methods, we propose the task of Unsupervised SCS, which aims to achieve semantic-controllable image synthesis on arbitrary datasets without human annotations.

**Method:** Our USCS application works as follows. First, the user shall provide a target image dataset. Then, we train an unconditional GAN and generate an image-segmentation dataset using the same method as described in Section VI-A. Finally, we train a GauGAN [44] on the generated dataset. The above process can be done offline. Then users can draw and edit on the semantic mask and the GauGAN will generate desired images.

| #samples | skin | nose | eye-g | eye | brow | ear | teeth | u-lip | l-lip | hair | hat | ear-r | neck | cloth | mouth* |
|----------|------|------|-------|-----|------|-----|-------|-------|-------|------|-----|-------|------|-------|--------|
| UFGS (KLgSH) | 83.8 | 81.7 | 72.9 | 71.0 | 45.6 | 58.8 | 64.8 | 68.2 | 69.0 | 0.6 | 14.7 | 68.8 | 16.1 | - |
| UFGS (AIC) | 89.3 | 85.5 | 72.2 | 61.4 | 58.9 | 50.5 | 70.1 | 74.2 | 85.2 | 6.3 | 11.5 | 74.7 | 43.6 | - |
| RepurposeGAN N=1 | - | - | - | - | - | - | - | - | - | 71 | - | - | - | - |
| RepurposeGAN N=10 | 90 | 85 | 75 | 68 | 37 | 37 | 84 | - | - | - | 73 | 16 | 87 | - |
We developed a web-based interface to help users generate images with desired structures. Before the user starts painting, a few images and their semantic masks are shown as examples. Next, the user can click on a palette and paint with selected semantic classes. Then, the user can draw freely and submit the painting to the server, which will return an image synthesized given the semantic mask.

**Experiment Setup:** We conducted the USCS experiment on StyleGAN2 models trained on FFHQ and Car datasets and StyleGAN2-ADA models trained on MetFaces, AFHQ [40] Cat, Dog, and Wildlife split. Similar to the setting of UFGS, we also synthesized a dataset with 50 k paired images and segmentation masks from each GAN and trained a GauGAN on each dataset. The GauGAN was trained using the official release 3 for 10 epochs on 8 GPUs. The training took around 100 hours for a GauGAN model.

**Results:** The editing results on different datasets and GAN models are presented in Fig. 9. We observed that USCS supported precise, diverse, and even out-of-distribution image editing operations. First, USCS respected the semantic mask well, accurately translating the user’s semantic input into corresponding images while maintaining good photo-realistic. See the “big round eye” example in ADA-Cat. The enlarged eyes had a matched shape as specified by the user. Second, our USCS method well demonstrated the diversity and degree of freedom of editing operations. As shown in the left part of StyleGAN2-FFHQ, the shape of the sunglasses could even be changed to triangle. Third, the out-of-distribution editing operations could also lead to photorealistic synthesis results. See the “elf ear” examples in StyleGAN2-FFHQ and ADA-Wild, the synthesized sharp ear is not present in the training set of the model. Besides, the “blink eye” in ADA-MetFace and ADA-Wild, and “more wheels” in StyleGAN2-Car are all out-of-distribution semantic masks.

To the best of our knowledge, SCS cannot be applied to datasets of wildlife and artistic portraits, etc., because so far no semantic annotations on such datasets are available. EditGAN [13] relies on 16 to 40 fine-grained segmentation masks to enable semantic editing on Cat, Dog, etc., but the cost of labeling is still high (around 10 minutes per image). In contrast, the USCS model is free from the constraint of annotations. Please find a demonstration of our USCS web application in **Supplementary Video 1** and have a try on our online demonstration 4.

**VII. LIMITATIONS**

Our method is generally constrained by the performance of GANs. First, the clustering performance of KLiSH is dependent on the degree of linear separability of GAN’s features. If the GAN does not encode semantics into one versus rest linearly separable clusters, then the KLiSH might fail to find meaningful clusters. Second, the performance of UFGS and USCS is limited by the synthesis quality of the original GAN. When the GAN fails to generate realistic images, the UFGS model will have a domain gap when applied to real images and USCS will also generate unrealistic images.

**VIII. CONCLUSION**

In this article, we propose KLiSH to find semantic clusters in GAN’s features. By making use of GAN’s linear separability in semantics, KLiSH achieves better clustering results than conventional clustering algorithms including K-means, AHC, and KASP. The clusters found by KLiSH accurately correspond to the semantic parts of generated images. Therefore, for each pre-trained GAN, we can generate an image-segmentation dataset for downstream tasks. One can easily enable semantics-based applications including UFGS and USCS with the dataset generated by GANs. The surprising performance of UFGS and USCS make us believe that GANs can play a more important role in representation learning.
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