Automatic generation of reviews of scientific papers
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Abstract—With an ever-increasing number of scientific papers published each year, it becomes more difficult for researchers to explore a field that they are not closely familiar with already. This greatly inhibits the potential for cross-disciplinary research. A traditional introduction into an area may come in the form of a review paper. However, not all areas and sub-areas have a current review. In this paper, we present a method for the automatic generation of a review paper corresponding to a user-defined query. This method consists of two main parts. The first part identifies key papers in the area by their bibliometric parameters, such as a graph of co-citations. The second stage uses a BERT based architecture that we train on existing reviews for extractive summarization of these key papers. We describe the general pipeline of our method and some implementation details and present both automatic and expert evaluations on the PubMed dataset.
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1. Introduction

When approaching a subject that they are not familiar with, a researcher often starts with a search of relevant papers. For example, Google Scholar and Scopus are commonly used tools to search for scientific papers [1]. Besides the search by title, author names, or keywords, these search engines also provide the user with different statistics, like citations of the paper. The second stage uses a BERT based architecture that we train on existing reviews for extractive summarization of these key papers. We describe the general pipeline of our method and some implementation details and present both automatic and expert evaluations on the PubMed dataset.
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1. Introduction

When approaching a subject that they are not familiar with, a researcher often starts with a search of relevant papers. For example, Google Scholar and Scopus are commonly used tools to search for scientific papers [1]. Besides the search by title, author names, or keywords, these search engines also provide the user with different statistics, like citations of the paper. However, more often than not, it is hard to organize the information from these papers, especially with the current rise in publication numbers. For instance, regarding the latest COVID-19 epidemic, almost 50000 papers were produced in the last six months.

Some automatic tools approach the task from the bibliometric point of view. One example is bibliometric maps that can be built [2]. These maps visualize the way scientific papers are related in the chosen scientific area using extra information about the paper, like its authors, place of publication, and papers it is cited in. Bibliometric methods allow for highlighting the most important or interesting papers in the selected area. Bibliometric methods often use citations as a measure of scientific impact or paper importance in the area. However, it was shown that the author and the place of publication of the paper affect the number of citations [3]. Also, the meaning of citation is actively studied. For example, it has been shown that there are 15 different meanings of the citation [4].

Another aspect of the paper analysis is the summarization of the scientific papers [5]. Studies in this area show that the citation context, i.e., the text surrounding the link to the paper, can be used for its summarization [6]. Moreover, it was demonstrated that citation context reflects the meaning of the paper better than the paper’s abstract, and that citation themselves can be used for paper summarization [7]. However, to our knowledge, no studies exist that present an approach that would summarize a group of papers on a specific topic.

When the area of research is established, a researcher might instead refer to a textbook or a review paper. These sources have information already processed and neatly organized. The enormous amount of papers in popular research areas makes it hard to explore the scientific achievements and to discover possible future research directions. Therefore, automatic tools for scientific papers analysis are demanded by researchers and hence are being developed in various areas.

In this paper, we present a novel method for automatic review generation that combines bibliometric analysis of a specific research area to identify key papers together with a BERT-based deep neural network trained to extract the most relevant sentence from these key papers. The result is a tool able to automatically generate a review based on a query from the user.

We also asked experts in various biological areas to evaluate our tool applied to the PubMed database [8], and the results demonstrate that generated reviews are indeed relevant to posted queries.

The rest of the paper is organized as follows. First, we describe relevant work in the areas of bibliometry and automatic summarization. Then we detail our method, along with the preprocessing process we applied to the PubMed database. Lastly, we present the results of automatic and expert evaluation and conclude the paper.
2. Related Work

2.1. Bibliometric analysis of scientific papers

Historically, bibliometrics has arisen from the statistical studies of bibliographies [9]. Nowadays, it can be applied to all sorts of publications, from scientific papers and books [10] to newspapers and patents [11]. Statistics, such as the identification of authors with the highest number of publications and countries with the highest contribution to the research field, can be obtained from such analysis.

Most of the bibliometric methods are based on paper similarity, which can be determined by co-citation analysis, bibliographic coupling, direct citation, and a bibliographic coupling-based citation-text hybrid approach. Moreover, a citation graph can be used to investigate the total citations number of a paper and its dynamics. Algorithms like PageRank [12] are capable of detecting the most exciting or revolutionary articles, that can change the direction of studies in any particular field. Co-citation graphs are used for cluster analysis and identifying dense communities of similar papers. Bibliographic coupling uses a number of common citations as similarity metrics between papers. Hybrid methods imply all of these and have been shown in recent studies to be the most prominent ones since they allow us to detect similar papers and represent the research front in an unbiased manner [13].

Different tools are available for bibliometric analysis: standalone desktop applications like VosViewer [14], or packages for various programming languages such as Bibliometrics package [15] for the R programming language. Another group is websites like Google Scholar offering search services on a particular subject and the ability to perform citation analysis. Dedicated citations indexes databases, like Scopus or Web of Science, can be used to export bibliographic data for a batch of papers. Altogether, existing bibliometric tools either require manual data processing or provide limited analysis capabilities.

The majority of tools outputs paper’s abstract to a user. Reading several dozens of abstracts that often describe the results of the paper in broad terms and contain additional, often redundant information may be cumbersome for a user. We believe that sentences from reviews that cite the paper might be a better alternative. However, since not all papers have associated reviews, we need a way for the automatic generation of review-like sentences.

2.2. Extractive summarization

Text summarization approaches can be abstractive or extractive. Abstractive summarization attempts to produce summaries close to the ones a human expert would make. Those summaries might contain new phrases and sentences, which do not occur in the original text. Extractive summarization produces the text composed from sentences of the original text. In this study, we use extractive summarization, as it guarantees that the generation process would not corrupt the information. In this way, we can find the exact sentence in the paper if we need to see its context.

Most extractive summarization methods can be presented as a three-step process [5]. First, they create an intermediate representation of the sentences, then they score sentences based on that representation, and finally generate the summary based on those scores.

Lately, deep learning methods are used more and more, including in the task of extractive summarization [16], [17]. These methods use recurrent neural networks or convolutional neural networks to evaluate sentences. In the process of training, these networks create vector representations of sentences. It is also important to note that vector representations can be acquired by training the network to solve an auxiliary task, such as creating a language model [18]. This helps in the case of limited data availability.

In 2018, a new deep neural network-based language model named BERT was introduced [19]. Using this model for natural language processing tasks has led to significant improvements in the results. In particular, in 2019, it was shown that BERT modification for extractive summarization (BERTSUM) is superior in quality to standard machine learning methods and previously available deep learning methods [20]. We have chosen this method as our base model and describe it and our modifications in section 3.3.

Figure 3 shows the architecture of this method.

![Figure 1. BERTSUM deep summarization network (from [20]).](image)

Early experiments in the summarization of scientific papers mainly concentrate on abstract generation [21] by using the structure of the article and the general rules for dividing papers into sections.

However, it was later shown that citation contexts of the paper better reflect the paper content, especially if the information from them is selected properly [22]. Citation contexts are sentences from other papers that describe the contents of the target paper. These sentences can be easily identified by the presence of the link to the target paper.

Most works in summarization evaluate the generated summary by comparing it to the reference summary, written by the expert (i.e., the paper abstract). Two commonly used metrics to compare the generated summary and the reference summary are ROUGE and BLEU. They are both based on n-grams count. However, it was shown that in summarization...
tasks, ROUGE better correlates with human evaluation than BLEU [23]. ROUGE metric is defined as follows:

\[
\text{ROUGE-n} = \frac{\sum_{S \in \{\text{reference texts}\}} \sum_{\text{gram}_i \in S} \text{Count}_{\text{match}}(\text{gram}_i)}{\sum_{S \in \{\text{reference texts}\}} \sum_{\text{gram}_i \in S} \text{Count}(\text{gram}_i)},
\]

where \(\text{Count}_{\text{match}}(\text{gram}_i)\) is the number of times n-gram \(\text{gram}_i\) occurs both in the reference text \(S\) and in the generated text, while \(\text{Count}(\text{gram}_i)\) is the number of times n-gram \(\text{gram}_i\) occurs in reference text \(S\). In our study we use \(\text{ROUGE} = \frac{1}{2} (\text{ROUGE-1} + \text{ROUGE-2})\) to compare generated summaries and reference ones.

Automatic evaluation techniques rarely show human satisfaction with the generated summaries. To this end, human evaluation is often employed for a better quality control [5], [24]. In our work, we use both automatic and human expert evaluation of the generated summary.

3. Methods

Figures [2] shows the general pipeline of our automatic review generation method. In this section, we will describe every stage of that process in detail, but we start from the description of the data used.

3.1. Data preprocessing

Our method can be used together with any sufficiently large corpora of scientific papers collected for research in bibliometry and related areas [5], [25].

For this work, we chose PubMedCentral Author Manuscript Collection [8] that contains over 600 000 papers, mostly in areas of biology and medicine. Articles are stored in Journal Article Tag Suite XML format [26]. The data entry includes the paper’s unique identifier (PMID) title, abstract, main text, table and figures captions, authors, PMID of cited papers, and publication. All this additional information can help in this study, which makes this corpus the most convenient.

Each paper in the corpus has a type. It can be either a general research paper or a review paper, which summarizes some specific scientific areas. There are 8000 review papers out of 600 000 total papers.

We preprocess the raw data into the following data tables. Each has a PMID (a unique identifier of the paper) as key:

- Lists of sentences of each paper that we can use to quickly find all sentences of a paper or sentences under certain numbers. It contains sentence’s number in the paper, and the text of the sentence itself.
- Abstracts.
- Image caption texts.
- Table caption texts.
- List of review paper PMIDs. Lists PMIDs of all review papers that cite this paper.

- Citations. PMIDs of cited papers.

An additional table with “reverse citations”, that allows for a quick search of citation context by cited paper. With these tables, we can easily access a paper and all associated papers by merging related tables by a specific PMID.

3.2. Citation graph analysis

We developed a tool that combines the capabilities of paper search engines with bibliometrics analysis. The service crawls the PubMed and Semantic Scholar databases as bibliographic data providers and keeps up-to-date information in the Neo4j graph database with daily updates.

The automatic review pipeline starts with a search query by keywords or phrases, where users can choose the most recent, the most cited, or the most relevant papers and limit the size of search results. A citation graph is built on-the-fly and shows overall publication dynamics in time and is used to detect the most popular articles, authors, and journals. We use a hybrid approach for papers similarity determination - a combination of citation, co-citation graph features, bibliographic coupling, and text-based similarity based on the TF-IDF metric [27]. This approach yields excellent results in the case of well-established research areas where citations and co-citations graphs contain a lot of information, as well as in arising topics such as Covid-19, where citations graph is almost empty due to the recency of the papers.

We employ one of the most popular algorithms for community detection - Louvain [28] algorithm to extract closely related groups of papers (topics) from the similarity graph. For each topic, the service shows a word cloud of topic-specific keywords and detailed information about included papers.

Analysis results are combined and presented as an automatically generated review compiled from most review-like sentences from target papers. This review provides a bird’s-eye view of the research area. It is presented as a table with sentences, quality scores, and additional information about original articles, including topic, publication year, citation number, and a digital online identifier.

3.3. Review-based extractive summarization

As previously mentioned, we base our extractive summarization method on BERTSUM introduced by Liu Yang [20]. The model introduced takes in several sentences separated by specific tags “[CLS]” and “[SEP]” that mark the beginning and end of the fragments of interest, i.e., the sentences. For each input sentence \(i\) the BERTSUM model produces a vector \(T_i\), which will be further perceived as a vector representation of the original sentence. Then these vectors are transferred to the linear layer, which will give an estimate of the quality of the sentence for the summary \(Y_i\).

The original model is then trained with binary cross-entropy, as the whole problem was perceived as a binary classification problem, and the goal was to get binary values
In our work, we state the problem differently, as we do not have an ideal set of sentences. We perceive a problem as a regression problem by trying to predict the review-like quality of the sentence, and therefore we have changed the way of training the model.

This way, we consider review papers as “ideal” summaries. However, review papers do not contain the sentences of the cited papers. We can then compare the sentences from the paper with its citation context in review papers to decide if it should be in the summary. We calculate the ROUGE score $R_i$ between the sentence $i$ of the paper and its citation context in review papers. We then use this score as a target value for training the model.

The new loss function during model training is then defined as follows:

$$\text{MSE}(Y, R) = \frac{1}{n} \sum_{i=1}^{n} (Y_i - R_i)^2$$  \hspace{1cm} (1)

A scientific paper’s text is generally much longer than BERT can process during one iteration. BERT model can accept 10-15 sentences per iteration. Due to this fact, we have changed the way of training the model. The text is split into intersecting blocks with the length of the intersection set to 5 sentences.

4. Results

In this section, we present the automatic evaluation of our modified BERTSUM summarization method by examining ROUGE scores of extracted sentences compared to sentences in review papers. We also show the example of a pipeline’s output and perform human evaluation by asking experts in specific research areas to grade the output of our method.

4.1. Automatic evaluation

We base the automatic evaluation on the way we state the summarization problem. Since we postulated review papers as “perfect” summaries, we created a test datasets from 300 review papers for benchmarking the summarization.

The final summary is selected by choosing $n$ sentences, given the model’s highest scores. Those result summaries are compared to the original review paper via the ROUGE score. The higher the number of sentences, the easier it is to summarize the paper. Hence the ROUGE score generally increases with the increase of $n$.

We have compared the original BERTSUM and our modified version and present the results in figure 3. Our modified method shows improvement over base BERTSUM in terms of ROUGE score, especially in cases of low $n$. Since our goal is to create a concise review down to one sentence, if possible, results demonstrate that our modifications help improve the pipeline’s overall performance.

4.2. Example output of the pipeline

Table 1 shows an example of output sentences associated with the query “Alzheimer’s disease”. For every paper, we present the best sentence in terms of the model score is. This score represents how close the sentence to the possible citation context of the paper, i.e., the sentence from a hypothetical review.

As can be seen from the table, our method outputs a diverse collection of papers, covering different aspects of the area of interest. Summary sentences also reflect essential
points presented in their corresponding papers, thus helping a potential user to evaluate the state of the research at a glance.

4.3. Expert evaluation

To assess the quality of the result summaries in terms of relevance to the topic of the query and usefulness to the researcher, we have conducted a human expert evaluation on five queries given by experts in specific fields. For each query, the most important 20 papers were selected based on their citations. Then, from each article, one sentence was selected using our modified BERTSUM extractive summarization model.

We asked the experts to classify the generated summary sentences into the three following groups:

- **Not relevant** – the sentence is not relevant to the query.
- **Relevant** – the sentence is relevant to the query, but does not provide useful information about the area.
- **Useful** – the suggestion is useful for understanding the scientific area.

We present the result of this evaluation in table 2. As you can see, the fraction of irrelevant sentences generated is manageably small an 7%, while the average rate of relevant and useful sentences are 33% and 60% respectively. This demonstrates that our method of automatic review generation with extractive summarization produces a diverse review with sentences that can give insight into the queried area of research.

5. Conclusion

In this work, we present a method of automatic review generation by combining bibliometric analysis for key papers identification and deep learning natural language processing by a BERT-based network that evaluates how review-worthy are sentences in identified key papers. The resulting tool generates a list of sentences, each one best describing the result of key papers in response to a query from the user. We evaluate our tool automatically on the PubMed dataset by ROUGE score and manually by asking experts in the field to evaluate specific queries. Both evaluations show that our method can produce relevant one-sentence descriptions of papers.

This tool could be employed to significantly increase researchers’ ability to process information in a novel area. It may also assist in writing a traditional review paper or a textbook chapter on a subject.

The code for our method is available at [https://github.com/JetBrains-Research/pubtrends-review](https://github.com/JetBrains-Research/pubtrends-review)
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