Off-diagonal series expansion for quantum partition functions
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Abstract. We derive an integral-free thermodynamic perturbation series expansion for quantum partition functions which enables an analytical term-by-term calculation of the series. The expansion is carried out around the partition function of the classical component of the Hamiltonian with the expansion parameter being the strength of the off-diagonal, or quantum, portion. To demonstrate the usefulness of the technique we analytically compute to third order the partition functions of the 1D Ising model with longitudinal and transverse fields, and the quantum 1D Heisenberg model.
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1. Introduction

In statistical mechanics, all the thermodynamic functions can be expressed in terms of the system’s partition function \([1–3]\). However only a handful of many-body models admit analytical closed-form expressions for such a fundamental quantity. Examples for exactly solvable classical many-body systems are the Ising model in one and two dimensions (the latter in the absence of external fields) \([4]\). Quantum systems of interacting particles that admit closed-form expressions for their partition functions are even rarer \([5, 6]\).

In the absence of closed-form expressions, exact-numerical methods such as quantum Monte Carlo are often used to statistically sample the partition function. Many models of physical interest are however difficult to evaluate even approximately in this way, especially in the thermodynamic limit \([7, 8]\). In this case, one normally resorts to perturbative methods and other approximation schemes, which have their specific ranges of applicability as well \([9]\). Among these are low-temperature series expansions \([10]\), high-temperature expansions \([11–13]\) and other types of series \([14, 15]\).

Here, we propose an integral-free thermodynamic perturbation scheme for the exact term-by-term calculation of the partition function of quantum many-body systems that is based on a series expansion in the ‘off-diagonal’ coupling strength of the system in question. As we show, this technique allows for a relatively simple analytical evaluation of the quantum partition function in growing orders of quantum strength.

The present approach is founded on a high-temperature Taylor series expansion of the partition function followed by the regrouping, or contraction, of terms of the same off-diagonal order, utilizing the concept of ‘divided differences’ \([16–18]\)—which in turn leads to a formulation of the quantum partition function as a series in the strength of its off-diagonal component and at the same time obviates the need for performing (sometimes cumbersome) multidimensional integrals in imaginary time as in standard
thermodynamic perturbation theory [9]. We further argue that the suggested expansion naturally admits a simple diagrammatic depiction. We illustrate the applicability of the technique by calculating coefficients up to the third order of the quantum 1D Ising model and the quantum 1D Heisenberg model in the zero-magnetization sector. We also discuss additional potential uses of the technique as well as its relation to Dyson-series perturbation theory [9, 19, 20-22]. We begin by deriving the partition function expansion.

2. Off-diagonal expansion of the quantum partition function

The canonical partition function of a system whose Hamiltonian is \( H \) is given by

\[
Z = \text{tr} \left[ e^{-\beta H} \right].
\]

Our decomposition begins by first writing the Hamiltonian in the form

\[
H = H_c - \sum_j \Gamma_j V_j.
\]

Here, \( H_c \) is the ‘classical’ part of the Hamiltonian, i.e. a diagonal operator in some known basis, which we refer to as the computational basis, and whose basis states are denoted by \(| \sigma \rangle \). The operators \( V_j \) are off-diagonal permutation operators obeying \( V_j | \sigma \rangle = | \sigma' \rangle \) for every basis state \(| \sigma \rangle \), where \(| \sigma' \rangle \) is also a basis state. The \( \Gamma_j \) will in general be diagonal operators that couple to the off-diagonal operators \( V_j \). To avoid cluttering the derivation we shall assume that \( \Gamma_j = \Gamma \times 1 \), where \( \Gamma \) is a real-valued parameter and \( 1 \) is the identity matrix, although as will become clear shortly, the general case is no different to derive.

We begin by replacing the trace operation with the explicit sum \( \sum_{\{ \sigma \}} \langle \sigma | \cdot | \sigma \rangle \) and expanding the exponent in a Taylor series in the inverse temperature \( \beta \), in which case the partition function can be written as

\[
Z = \sum_{\{ \sigma \}} \sum_{n=0}^{\infty} \frac{\beta^n}{n!} \langle \sigma | (-H)^n | \sigma \rangle = \sum_{\{ \sigma \}} \sum_{n=0}^{\infty} \frac{\beta^n}{n!} \langle \sigma | (-H_c + \Gamma \sum_j V_j)^n | \sigma \rangle = \sum_{\{ \sigma \}} \sum_{n=0}^{\infty} \sum_{\{ S_n \}} \frac{\beta^n}{n!} \langle \sigma | S_n | \sigma \rangle,
\]

where in the last step we have also expanded \( (-H)^n \), and \( \{ S_n \} \) denotes the set of all possible combinations of operator products \( S_n \) of length \( n \) consisting of products of basic operators \( H_c \) and \( V_j \).

As a next step, we rid the terms \( \langle \sigma | S_n | \sigma \rangle \) of the diagonal Hamiltonian operators inside \( S_n \) by evaluating their action on the relevant basis states, leaving only the off-diagonal permutation operators \( V_j \) unevaluated inside the sequence. Lumping together all terms with the same ‘off-diagonal backbone’, we arrive at

\[
Z = \sum_{\{ \sigma \}} \sum_{q=0}^{\infty} \Gamma^q \langle \sigma | S_q | \sigma \rangle \times \left( \sum_{n=q}^{\infty} \frac{\beta^n}{n!} \frac{(-1)^{n-q}}{n!} \sum_{k_i=n-q} E_{k_0}^q(\sigma_0) \cdots E_{k_q}^q(\sigma_q) \right),
\]

where \( E_{k_i}(\sigma_i) = \langle \sigma_i | H_c | \sigma_i \rangle \) and \( \{ S_q \} \) denotes the set of all possible combinations of operator products \( S_q = V_{i_1} \cdots V_{i_q} \) of length \( q \) of off-diagonal operators \( V_j \). The expression in
Figure 1. A schematic representation of a $\langle \sigma | S_q | \sigma \rangle$ term. The sequence of operators $S_q = V_{i_1} \cdot V_{i_2} \cdots V_{i_q}$ is sandwiched between classical bra $\langle \sigma |$ and ket $| \sigma \rangle$ states, inducing a sequence of classical states ($| \sigma_0 \rangle, \ldots, | \sigma_q \rangle$). The classical energies of the states $| \sigma_i \rangle$, namely, $E_i = E_i(\sigma_i) = \langle \sigma_i | H_c | \sigma_i \rangle$ are the building blocks of the divided-difference weight $(-\Gamma)^i e^{-\beta [E_0, \ldots, E_q]}$.

Parenthesis sums over the diagonal contributions of all $\langle \sigma | S_n | \sigma \rangle$ terms that correspond to a single $\langle \sigma | S_q | \sigma \rangle$ term. The various $\{ \sigma_j \}$ states are the states obtained from the action of the ordered $V_j$ operators in the sequence $S_q$ on $| \sigma_0 \rangle$, then on $| \sigma_1 \rangle$, and so forth. For $S_q = V_{i_1} \cdots V_{i_q}$, we obtain $| \sigma_0 \rangle = | \sigma \rangle, V_{i_1}| \sigma_0 \rangle = | \sigma_1 \rangle, V_{i_2}| \sigma_1 \rangle = | \sigma_2 \rangle$ and so forth. Figure 1 provides a schematic representation of $\langle \sigma | S_q | \sigma \rangle$.

After a change of variables, $n \to n + q$, we arrive at:

$$Z = \sum_{\{\sigma\}} \sum_{q=0}^{\infty} \sum_{\{S_q\}} \langle \sigma | S_q | \sigma \rangle \times \left( (\beta \Gamma)^q \sum_{n=0}^{\infty} \frac{(-\beta)^n}{(n + q)!} \sum_{k_i=n} E^{k_0}(\sigma_0) \cdots E^{k_q}(\sigma_q) \right). \quad (5)$$

Abbreviating $E_i \equiv E_i(\sigma_i)$ (note that the various $\{E_i\}$ are functions of the $| \sigma_i \rangle$ states generated by the operator products $S_q$), the partition function becomes

$$Z = \sum_{q=0}^{\infty} (-\Gamma)^q \sum_{\{S_q\}} \langle \sigma | S_q | \sigma \rangle \times \left( \sum_{\{k_i\}=(0,\ldots,0)}^{(\infty,\ldots,\infty)} \frac{(-\beta)^q}{(q + \sum k_i)!} \prod_{j=0}^{q} (-\beta E_j)^{k_j} \right). \quad (6)$$

Interestingly, the infinite sum inside the parentheses can be simplified to give the exponent of divided differences of the $E_i$’s (we give a short description of divided differences and an accompanying proof of the above assertion in the appendix), namely, it can be succinctly rewritten as:

$$\sum_{\{k_i\}} \frac{(-\beta)^q}{(q + \sum k_i)!} \prod_{j=0}^{q} (-\beta E_j)^{k_j} = e^{-\beta [E_0, \ldots, E_q]}, \quad (7)$$

where $[E_0, \ldots, E_q]$ is a multiset of energies and where a function $F[\cdot]$ of a multiset of input values is defined by

$$F[E_0, \ldots, E_q] \equiv \sum_{j=0}^{q} \frac{F(E_j)}{\prod_{k \neq j} (E_j - E_k)} \quad (8)$$

and is called the divided differences [16, 17] of the function $F[\cdot]$ with respect to the input $[E_0, \ldots, E_q]$.
The evaluation of \( F[E_0, \ldots, E_q] \) can conveniently be carried out using \( q(q - 1)/2 \) operations via the recursion relations (see the appendix for more details)

\[
F[E_i, \ldots, E_{i+j}] = \frac{F[E_{i+1}, \ldots, E_{i+j}] - F[E_i, \ldots, E_{i+j+1}]}{E_{i+j} - E_i},
\]

with \( i \in \{0, \ldots, q - j\} \) and \( j \in \{1, \ldots, q\} \), augmented with the initial conditions

\[
F[E_i] = F(E_i), \quad i \in \{0, \ldots, q\}.
\]

We note that the above expression is also well-defined in cases where the inputs have repeated values, in which case one is required to take the appropriate limit in order to evaluate the function. Specifically, in the case where \( E_0 = E_1 = \ldots = E_q = E \), the definition of divided differences reduces to:

\[
F[E_0, \ldots, E_q] = \frac{F^{(q)}(E)}{q!},
\]

where \( F^{(q)}(\cdot) \) stands for the \( q \)th derivative of \( F(\cdot) \). The above infinite sum over energies reduces \( Z \) to

\[
Z = \sum_{\{\sigma\}} \sum_{q=0}^{\infty} \sum_{\{S_q\}} \langle \sigma|S_q|\sigma\rangle (-\Gamma)^q e^{-\beta[E_0,\ldots,E_q]}.
\]

Furthermore, since by construction the term \( \langle \sigma|S_q|\sigma\rangle \) evaluates to either 0 or 1 (the operation \( S_q|\sigma\rangle \) returns a basis state \( |\sigma'\rangle \) and therefore \( \langle \sigma|S_q|\sigma\rangle = \langle \sigma|\sigma'\rangle = \delta_{\sigma,\sigma'} \)), the partition function can be cast in its final form as a sum over all pairs \( \{\sigma, S_q\} \) corresponding to \( \langle \sigma|S_q|\sigma\rangle = 1 \):

\[
Z = \sum_q Z_q \text{ with } Z_q = \sum_{\{\sigma|S_q|\sigma\rangle = 1} (-\Gamma)^q e^{-\beta[E_0,\ldots,E_q]}.
\]

The expansion, equation (12), is a series in the ‘quantum strength’ parameter \( \Gamma \) of the model. Specifically, it contains as a partial sum the classical partition function decomposition of its diagonal part \( H_c \), namely,

\[
Z_0 = \sum_{\{\sigma\}} e^{-\beta E_c(\sigma)}.
\]

Moreover, the various summands in the partial sums \( Z_q \), equation (12), admit diagrammatic representations. Terms in the partial classical sum \( Z_0 \) generated by classical configurations \( \sigma \) and \( S_0 = 1 \) are depicted as points (shown in figure 2(a)), with weights corresponding to standard Boltzmann weights. Quantum terms with \( q > 0 \) correspond to loop diagrams, or cycles, originating in a classical state \( \sigma \), hopping to other classical states via the \( V_j \) operators in \( S_q \), each of which contributing a factor of \( -\Gamma \), eventually circling back to the originating classical state, as shown in figures 2(b)–(f). The number of edges in a diagram is the order of the term, \( q \). Figure 2(b) depicts a diagram whose order is \( q = 1 \) for which \( S_q \) contains a single \( V_j \) operator. Figures 2(c) and (d) on the other hand correspond to second-order terms containing two edges, and figures 2(e) and (f) are examples of third- and fourth-order terms, respectively. The weight of each coefficient is calculated from the classical energies of the visited nodes via the
divided-difference procedure. Interestingly, the order in which the nodes are visited is immaterial to the calculation of a weight.

We next illustrate the usefulness of the derived series expansion by obtaining analytical expressions for the leading terms of the partition functions of two quantum spin models. The models we consider are the quantum 1D Ising model with longitudinal and transverse fields and the quantum 1D Heisenberg model.

3. The quantum 1D-Ising model

The Hamiltonian of the quantum 1D Ising model (with assumed periodic boundary conditions) is given by

\[ H = -J \sum_j \sigma_j^z \sigma_{j+1}^z - h \sum_j \sigma_j^z - \Gamma \sum_j \sigma_j^x. \] (14)

Here, the classical part of the Hamiltonian is \( H_c = -J \sum_j \sigma_j^z \sigma_{j+1}^z - h \sum_j \sigma_j^z \) and the off-diagonal operators are \( V_j = \sigma_j^x \). The computational basis states are \( |\sigma_i\rangle = \otimes_i |\sigma_i\rangle \) where \( i = 1 \ldots N \), \( \sigma_i = \pm 1 \) denote the orientation of spin \( i \) and \( |\sigma_i\rangle \) denote the corresponding eigenvectors of \( \sigma_i^z \).

The zeroth-order of the partition function expansion is given by equation (13) with the classical energy \( E_c(\sigma) = \langle \sigma | H_c | \sigma \rangle \): it is simply the partition function of the classical model \( H_c \). The summands in \( Z_0 \) correspond to ‘point’ contributions as depicted in figure 2(a).

The classical partition function \( Z_0 \) can be calculated exactly by casting it in terms of the \( 2 \times 2 \) transfer matrix \( T \) whose elements are

\[ T_{(\sigma_1,\sigma_2)} = e^{-\beta[-J\sigma_1\sigma_2-\frac{1}{2}(\sigma_1+\sigma_2)]}. \] (15)

The transfer matrix can be spectrally decomposed to \( T = \lambda_- |\phi_-\rangle \langle \phi_-| + \lambda_+ |\phi_+\rangle \langle \phi_+| \)

where

\[ \lambda_\pm = e^{2\beta J} \cosh \beta h \pm \sqrt{e^{-2\beta J} + e^{2\beta J} \sinh \beta h} \] (16)

are its eigenvalues and

\[ |\phi^\pm\rangle = \left( e^{2\beta J} \sinh \beta h \pm \sqrt{1 + e^{4\beta J} \sinh^2 \beta h}, 1 \right), \] (17)

are the corresponding (un-normalized) eigenvectors.

In terms of the transfer matrix \( T \), the classical partition function \( Z_0 \) evaluates to

\[ Z_0 = \sum_{\sigma_1=\pm 1,\sigma_2=\pm 1,\ldots} \prod_j \langle \sigma_j | T | \sigma_{j+1} \rangle = \text{tr} \left( T^N \right) = \lambda_+^N + \lambda_-^N \approx \lambda_+^N, \] (18)

where in the last step we have taken the large \( N \) limit.

The first-order term \( Z_1 \), which corresponds to sums of terms presented in figure 2(b), vanishes as it contains terms of the form \( \langle \sigma | \sigma_i^x | \sigma \rangle \) which evaluate to zero. Similarly, all odd-ordered coefficients vanish, explicitly, \( Z_{2k+1} = 0 \) for all integers \( k \geq 0 \).
The leading quantum correction is the second-order term $Z_2$, and it contains contributions from terms depicted in figures 2(c) and (d). It reads

$$Z_2 = \Gamma^2 \sum_{\langle \sigma | \sigma^i_1 \sigma^i_2 | \sigma \rangle = 1} e^{-\beta [E_c(\sigma), E_c(\sigma_i), E_c(\sigma)]}$$  \hspace{1cm} (19)$$

where $\sigma_i$ denotes the configuration $\sigma$ with its $i$th spin flipped. Evaluation of the triple-energy divided-difference yields

$$e^{-\beta [E_c(\sigma), E_c(\sigma_i), E_c(\sigma)]} = e^{-\beta E_c(\sigma)} g(\Delta E_i),$$  \hspace{1cm} (20)$$

where

$$\Delta E_i = E_c(\sigma) - E_c(\sigma_i) = 2\sigma_i (J\sigma_{i-1} + J\sigma_{i+1} + h),$$  \hspace{1cm} (21)$$

and

$$g(\Delta E) = \frac{\beta}{\Delta E} - \frac{1}{(\Delta E)^2} + \frac{e^{-\beta \Delta E}}{(\Delta E)^2}.$$  \hspace{1cm} (22)$$

Importantly, $g(\Delta E)$ is also well-defined in the limit of small $\Delta E$, namely, $\lim_{\Delta E \to 0} g(\Delta E) = \beta^2/2$ (see equation (10)).
Taking advantage of the translational symmetry of the model, we evaluate \( Z_2 \) by calculating the contribution from a single \( \sigma_i^+\sigma_i^\pm \) pair for an arbitrary spin index \( i \) and multiply the end result by the number of spins \( N \). To that aim, we split the sum to eight different partial sums, corresponding to the number of combined orientations of the triplet of spins \( \sigma_{i-1}, \sigma_i \) and \( \sigma_{i+1} \). We thus write the second-order term \( Z_2 \) as

\[
Z_2 = N \sum_{\sigma_{i-1}=\pm1 \atop \sigma_i=\pm1 \atop \sigma_{i+1}=\pm1} Z_2^{\sigma(i-1,i,i+1)}
\]

where for any configuration \( \sigma \) with fixed \( \sigma_{i-1}, \sigma_i, \sigma_{i+1} \), we have

\[
Z_2^{\sigma(i-1,i,i+1)} = \Gamma^2 g(\Delta E_i) \sum_{\sigma_{(i-1,i,i+1)}} e^{-\beta E_i(\sigma)}
\]

where the sum over \( \sigma |\sigma_{(i-1,i,i+1)} \) denotes summation over all configurations with the spins \( \sigma_{i-1}, \sigma_i \) and \( \sigma_{i+1} \) fixed. Similar to \( Z_0 \), the above sum may be cast in terms of transfer matrix elements:

\[
Z_2^{\sigma(i-1,i,i+1)} = \Gamma^2 g(\Delta E_i) T(\sigma_{i-1,\sigma_i}) T(\sigma_{i,\sigma_{i+1}}) (T^{N-2})_{(\sigma_{i+1,\sigma_{i-1}})}.
\]

Summing over all eight possible orientations of the three spins, the second-order coefficient becomes in the large \( N \) limit

\[
Z_2 = Z_0 \times \left[ N \Gamma^2 \lambda^2 \sum_{\sigma_{i-1}=\pm1 \atop \sigma_i=\pm1 \atop \sigma_{i+1}=\pm1} g(\Delta E_i) e^{-\beta [-J\sigma_i(\sigma_{i-1}+\sigma_{i+1})-\frac{h}{2}(\sigma_{i-1}+\sigma_{i+1})]} \phi^\sigma_{(i+1)} \phi^\sigma_{(i-1)} \right],
\]

where \( \phi^\sigma_{(i\pm1)} \) is the \((\sigma_{i\pm1})\)th element of \( |\phi^\sigma \rangle \).

Having calculated \( Z_2 \), we obtained an analytical expression for the quantum partition function of the 1D Ising model with longitudinal and transverse fields to third order in \( \Gamma \). From this expression, one may easily calculate, to that order, thermal averages for various physical quantities at arbitrary values of inverse-temperature \( \beta \).

The quantum 1D Ising model can alternatively be expanded in \( J \) and \( h \) rather than in \( \Gamma \) if the \( z \) and \( x \) bases are swapped, i.e. if \( H \) is written as:

\[
H = -J \sum_j \sigma_j^x \sigma_{j+1}^x - h \sum_j \sigma_j^z - \Gamma \sum_j \sigma_j^x.
\]

Here the classical energy is \( H_c = -\Gamma \sum_j \sigma_j^z \) and there are two types of off-diagonal operators \( V_j^{(h)} = \sigma_j^x \) and \( V_j^{(J)} = \sigma_j^x \sigma_{j+1}^x \).

In this case, the classical partition function \( Z_0 \) decouples to a product of \( N \) single-spin functions

\[
Z_0 = (e^{-\beta \Gamma} + e^{\beta \Gamma})^N = 2^N \cosh N \beta \Gamma,
\]

and the first-order terms \( \langle \sigma | V_j^{(h)} | \sigma \rangle \) and \( \langle \sigma | V_j^{(J)} | \sigma \rangle \) vanish as before to give \( Z_1 = 0 \).
To calculate $Z_2$, one must consider two types of contributions, with diagrammatic representations as depicted in figures 2(c) and (d) for the two types of off-diagonal terms. The first is

$$Z_2^{(h)} = \hbar^2 \sum_i \langle \sigma^i | \sigma^{x_i} \sigma^x | \sigma \rangle e^{-\beta E_c(\sigma), E_c(\sigma)}$$

where as before $\sigma_i$ denotes the configuration $\sigma$ with its $i$th spin flipped. For any given spin index $i$, the triple-energy divided-difference weight evaluates to:

$$e^{-\beta [E_c(\sigma), E_c(\sigma), E_c(\sigma) + Nh]} = e^{-\beta E_c(\sigma)} g(\Delta E_i)$$

where $\Delta E_i = 2\Gamma \sigma_i$. Simplifying the expression, we obtain

$$Z_2^{(h)} = \sum_i \sum_{\sigma_i=\pm 1} g(\Delta E_i) \sum_{\sigma_{i\neq i}=\pm 1} e^{-\beta E_c(\sigma)}$$

Employing the transfer matrix trick again, we arrive at the explicit expression

$$Z_2^{(h)} = \frac{h^2 \beta}{\Gamma} N 2^{N-1} \cosh^{N-1} \beta \Gamma \sinh \beta \Gamma = Z_0 \times \frac{Nh^2 \beta}{2\Gamma} \tanh \beta \Gamma.$$ 

The second contribution to $Z_2$ comes from pairs of $V^{(J)}_j$ operators. Denoting by $E_c(\sigma_j)$ the classical energy of the configuration $\sigma$ with both its $j$th and $(j+1)$th spins flipped, i.e. $E_c(\sigma_j) = E_c(\sigma) + 2\Gamma(\sigma_j + \sigma_{j+1})$, the $Z_2^{(J)}$ term evaluates to

$$Z_2^{(J)} = J^2 \sum_j \langle \sigma | \sigma^x_j \sigma^x_{j+1} \sigma^x_j \sigma^x_{j+1} | \sigma \rangle e^{-\beta [E_c(\sigma), E_c(\sigma), E_c(\sigma) + Nh]}$$

$$= \frac{J^2 \beta}{\Gamma} N 2^{N-3} \cosh^{N-2} \beta \Gamma (2\beta \Gamma + \sinh 2\beta \Gamma)$$

$$= Z_0 \times \frac{NJ^2 \beta}{8\Gamma} \frac{2\beta \Gamma + \sinh 2\beta \Gamma}{\cosh^2 \beta \Gamma}.$$ 

The third-order term $Z_3$ consists of diagrams of the form sketched in figure 2(e). Here, the only non-vanishing terms consist of a single $V^{(J)}_j$ operator and two $V^{(h)}_j$ operators and sum up to

$$Z_3 = -6h^2 J \sum_j \langle \sigma | \sigma^x_j \sigma^x_{j+1} \sigma^x_j \sigma^x_{j+1} | \sigma \rangle e^{-\beta [E_c(\sigma), E_c(\sigma), E_c(\sigma) + Nh]}$$

$$= \frac{6h^2 J}{\Gamma^3} N 2^{N-5} \cosh^{N-2} \beta \Gamma [2\beta \Gamma (\cosh 2\beta \Gamma - 2) + \sinh 2\beta \Gamma]$$

$$= Z_0 \times \frac{3Nh^2 J}{16\Gamma^3} \frac{2\beta \Gamma (\cosh 2\beta \Gamma - 2) + \sinh 2\beta \Gamma}{\cosh^2 \beta \Gamma},$$

where an extra factor of 6 comes from the $3!$ ways in which the three operators can be arranged to form a non-vanishing $\sigma^x_j \sigma^x_{j+1} \sigma^x_j \sigma^x_{j+1}$ sequence.
4. The quantum 1D-Heisenberg model

The next model we consider is the quantum 1D Heisenberg model whose Hamiltonian is given by

\[ H = -\frac{\Gamma}{2} \sum_i \left( \sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + \sigma_i^z \sigma_{i+1}^z \right) + h \sum_i \sigma_i^z, \]  

(35)

where, as before, periodic boundary conditions are assumed. Denoting for convenience the identity matrix acting on spin \( i \) by \( 1_i \), we first rewrite the Hamiltonian as

\[ H = -\frac{\Gamma}{2} \sum_i \left( \sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + \sigma_i^z \sigma_{i+1}^z + 1_i 1_{i+1} \right) \]

\[ + h \sum_i \sigma_i^z + \frac{\Gamma N}{2}. \]  

(36)

We identify the first line as a sum of permutation operators

\[ V_i = \frac{1}{2} \sum_i \left( \sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + \sigma_i^z \sigma_{i+1}^z + 1_i 1_{i+1} \right), \]

(37)

and note that \( V_i \) swaps the orientations of the \( i \)th and \((i + 1)\)th spins.

The quantum 1D-Heisenberg model conserves magnetization in the \( z \)-direction, where the operator associated with the symmetry is \( M_z = \sum_i \sigma_i^z \). We will focus on the zero-magnetization sector \( M_z = 0 \) in which case the classical energy of every configuration (the second line in equation (36)) is constant, explicitly, \( E_c(\sigma) = N \Gamma / 2 \).

From equation (10) we find that constant-energy divided-differences may be recast as

\[ (-\Gamma)^q e^{-\beta [E_0,E_0,\ldots,E_0]} = \frac{(\beta \Gamma)^q}{q!} e^{-\beta E_0}. \]

(38)

It follows then that the partition function can be written as

\[ Z = \sum_q Z_q = \sum_q \frac{(\beta \Gamma)^q}{q!} e^{-\beta N \Gamma / 2} \times N_q, \]

(39)

where

\[ N_q = \sum_{\{\sigma : M_z = 0\}} \sum_{\{S_q\}} \langle \sigma | S_q | \sigma \rangle \]

(40)

counts the number of all non-vanishing \( \langle \sigma | S_q | \sigma \rangle \) terms.

Starting with the zeroth-order contributions figure 2(a), we obtain trivially:

\[ N_0 = \sum_{\{\sigma : M_z = 0\}} \langle \sigma | \sigma \rangle = \binom{N}{N/2}, \]

(41)

the number of configurations with equal number of spins pointing up and down.
The sums in the first-order term \( Z_1 \), corresponding to terms as in figure 2(b), evaluate to

\[
N_1 = \sum_{\{\sigma: M_i = 0\}} \sum_i \langle \sigma | V_i | \sigma \rangle = 2 \left( \frac{N - 2}{N/2 - 2} \right) \times N, \tag{42}
\]

evaluating all the configurations for which a swap operator leaves the configuration unchanged, i.e. \( 2 \left( \frac{N - 2}{N/2 - 2} \right) \) times the number of swap operators \( N \).

For \( q = 2 \), the terms in \( Z_2 \) correspond to diagrams as depicted in figures 2(c) and (d) and for which

\[
N_2 = \sum_{\{\sigma: M_i = 0\}} \sum_i \sum_j \langle \sigma | V_i V_j | \sigma \rangle. \tag{43}
\]

Here, we distinguish between three cases. In the first \( j = i \), in which case,

\[
\sum_{\{\sigma: M_i = 0\}} \sum_i \langle \sigma | V_i V_i | \sigma \rangle = \left( \frac{N}{N/2} \right) \times N, \tag{44}
\]

since \( V_i^2 = 1 \) and the factor \( N \) is the number of swap operators. The second case is one where \( j = i \pm 1 \). Here,

\[
\sum_{\{\sigma: M_i = 0\}} \sum_{i, j = i \pm 1} \langle \sigma | V_i V_j | \sigma \rangle = 2 \left( \frac{N - 3}{N/2 - 3} \right) \times 2N. \tag{45}
\]

The terms \( \langle \sigma | V_i V_{j=i+1} | \sigma \rangle \) and \( \langle \sigma | V_i V_{j=i-1} | \sigma \rangle \) do not vanish if and only if the three swapped spins, \( \{i, i + 1, i + 2\} \) and \( \{i - 1, i, i + 1\} \) respectively, are aligned. The number of configurations that satisfy the above condition is \( 2 \left( \frac{N - 3}{N/2 - 3} \right) \).

The third case is one in which \( i \) and \( j \) are non-identical and non-consecutive in which case the two operators \( V_i \) and \( V_j \) commute. Here, the \( i \)th and \( (i + 1) \)th spins must be aligned and similarly the \( j \)th and \( (j + 1) \)th spins, yielding

\[
\sum_{\{\sigma: M_i = 0\}} \sum_{j \neq i \pm 1} \sum_i \langle \sigma | V_i V_j | \sigma \rangle = 2 \left[ \left( \frac{N - 4}{N/2 - 2} \right) + \left( \frac{N - 4}{N/2 - 4} \right) \right] \times N(N - 3). \tag{46}
\]

The \( Z_3 \) term is proportional to

\[
N_3 = \sum_{\{\sigma: M_i = 0\}} \sum_i \sum_j \sum_k \langle \sigma | V_i V_j V_k | \sigma \rangle. \tag{47}
\]

Here, there are four different cases to consider: (i) Two (or all three) of the indices are identical; (ii) All three indices \( i, j \) and \( k \) are consecutive; (iii) Only two of the indices are consecutive; and (iv) all three indices are at least one spin apart, in which case \( V_i, V_j \) and \( V_k \) all commute.

Table 1 summarizes the enumeration all of non-vanishing \( \langle \sigma | S_q | \sigma \rangle \) terms, to third order, listing the number of configurations \( \sigma \) leading to \( \langle \sigma | S_q | \sigma \rangle = 1 \) terms for the various relative orderings of the swap operators. Grouping together all of the expressions computed above, we obtain an analytical expression, to third order in \( \Gamma \), for the partition function of the quantum 1D Heisenberg model:
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Table 1. Enumeration of non-vanishing terms $\langle \sigma | S_q | \sigma \rangle$ for the $N$-spin quantum 1D Heisenberg model in the zero-magnetization sector. Depending on the relative ordering of the indices, a different number of configurations $\sigma$ will lead to non-vanishing contributions $\langle \sigma | S_q | \sigma \rangle = 1$.

| Expansion order | Relative ordering of the indices | Number of operator sequences | Number of non-vanishing terms per ordering |
|-----------------|---------------------------------|------------------------------|------------------------------------------|
| $N_0$           | —                               | 1                            | $(\frac{N}{N/2})$                        |
| $N_1$           | —                               | $N$                          | $2(\frac{N-2}{N/2-2})$                   |
| $N_2$           | The two indices are identical    | $N$                          | $(\frac{N}{N/2})$                        |
|                 | The two indices are consecutive  | $2N$                         | $2(\frac{N-3}{N/2-3})$                   |
|                 | Indices are neither identical nor consecutive | $N(N-3)$ | $2 \left[ \left(\frac{N-4}{N/2-2}\right) + \left(\frac{N-4}{N/2-4}\right) \right]$ |
| $N_3$           | Two or all three of the indices are identical | $N(3N-2)$ | $2(\frac{N-2}{N/2-2})$ |
|                 | The three indices are consecutive | $6N$                         | $2(\frac{N-4}{N/2-4})$                   |
|                 | Only two of the indices are consecutive | $6N(N-4)$ | $2 \left[ \left(\frac{N-5}{N/2-3}\right) + \left(\frac{N-5}{N/2-5}\right) \right]$ |
|                 | The three indices are nonidentical and nonconsecutive | $N(N-4)(N-5)$ | $2 \left[ 3(\frac{N-6}{N/2-4}) + (\frac{N-6}{N/2-6}) \right]$ |

Higher-order terms can just as easily be computed.

5. Relation to thermodynamic perturbation theory

For completeness, in what follows we show how the series expansion proposed here is also derivable from a Dyson-series expansion of the partition function [23]. We expand the partition function of $H = H_c - \Gamma \sum_j V_j$ in the expansion parameter $\Gamma$. We begin by observing that [9]

$$e^{-\beta (H_c - \Gamma \sum_j V_j)} = e^{-\beta H_c} \sum_{q=0}^{\infty} \Gamma^q \int_0^\beta d\tau_1 \int_0^{\tau_1} d\tau_2 \cdots \int_0^{\tau_{q-1}} d\tau_q \prod_{j=1}^q \tilde{V}(\tau_j),$$

(49)

where we have defined

$$\tilde{V}(\tau_j) = e^{\gamma_j H_c} \left( \sum_j V_j \right) e^{-\gamma_j H_c}.$$

(50)
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Taking the trace $\sum \langle \sigma | \cdot | \sigma \rangle$, the $q$th-order term reads:

$$Z_q = \Gamma^{\sigma} \sum_{\{\sigma, S_q\}} \int_0^\beta d\tau_1 \int_0^{\tau_1} d\tau_2 \cdots \int_0^{\tau_{q-1}} d\tau_q \times \langle \sigma | e^{-(\beta-\tau_1)H_c} V_{i_1} e^{-(\tau_1-\tau_2)H_c} \cdots V_{i_q} e^{-(\tau_q)H_c} | \sigma \rangle. \quad (51)$$

Acting with the exponentials on the classical $| \sigma \rangle$ states generated by the off-diagonal permutation operators, we obtain

$$Z_q = \Gamma^{\sigma} \sum_{\{\sigma, S_q\}} \langle \sigma | V_{i_1} \cdots V_{i_q} | \sigma \rangle \int_0^\beta d\tau_1 \cdots \int_0^{\tau_{q-1}} d\tau_q \times e^{-(\beta-\tau_1)E_0-(\tau_1-\tau_2)E_1-\cdots-(\tau_q-\tau_{q-1})E_q},$$

where $\{S_q\}$ denotes as before the set of all possible combinations of operator products $S_q = V_{i_1} \cdots V_{i_q}$ of length $q$ of off-diagonal operators. A simple change of variables $\tau_i \to t_i/\beta$ yields

$$Z_q = (\beta \Gamma)^q \sum_{\{\sigma, S_q\}} \langle \sigma | V_{i_1} \cdots V_{i_q} | \sigma \rangle \times \int_0^\beta dt_1 \cdots \int_0^{\tau_{q-1}} dt_q e^{-\beta[E_0(1-\sum_i t_i)+E_1 t_1+\cdots+E_q t_q]}, \quad (53)$$

To carry out the integration, we invoke the Hermite-Genocchi formula for functions of divided differences [17] which reads for an arbitrary function $F(\cdot)$:

$$F[E_0, \ldots, E_n] = \int_{\Omega_n} F^{(n)}(E_0 t_0 + \cdots E_q t_q) dt_1 \cdots dt_q \quad (54)$$

where $F^{(n)}(\cdot)$ denotes the $n$th derivative of $F(\cdot)$ and $t_0 = 1 - \sum_i t_i$, and the volume of integration is

$$\Omega_n = \left\{ (t_1, \ldots, t_n) : t_i > 0 \text{ and } 1 - \sum_i t_i > 0 \right\}. \quad (55)$$

Taking $F[\cdot]$ to be $e^{-\beta[\cdot]}$, the right-hand side of equation (54) simplifies neatly to the integral of equation (53) yielding

$$Z_q = (-\Gamma)^q \sum_{\{\sigma, S_q|\sigma\}} e^{-\beta[E_0, \ldots, E_q]} \quad (56)$$

as desired.

### 6. Summary and discussion

We introduced an integral-free thermodynamic perturbation series expansion for quantum partition functions. The expansion is carried out around the partition function of the classical component of the Hamiltonian with the expansion parameter being the strength of the off-diagonal, or quantum, portion of the Hamiltonian. The proposed scheme allows for an analytical term-by-term calculation of the coefficients of the expansion, which admit simple diagrammatic representations.
The expansion presented here has several attractive features. The calculated coefficients are complete functions of $\beta$, hence the series can be successfully used at arbitrary temperatures, yielding information about all temperature-separated phases of the system being studied. This is in contrast to phase transitions in the expansion parameter which may, on the other hand, have limited radius of convergence. The closer the system is to being classical, the more accurate the approximation is.

As was demonstrated, differently from standard thermodynamic perturbation theory [2,9], the method derived here is neither defined with nor requires (the sometimes cumbersome) multidimensional integration of operators in imaginary time. We therefore hope that the scheme presented here may prove to be a useful tool in the study of quantum many-body systems. In this regard, it would be interesting to explore other quantum models that do not admit closed-form solutions, but on the other hand do allow for a useful analytical term-by-term calculation as a series, similarly to the examples worked out above.

Another use for the expansion, which has not been explored here, is towards the numerical estimation of the different partition-function coefficients $Z_q$ using importance sampling—i.e. Monte Carlo techniques. An efficient numerical evaluation of the various terms may be useful, especially at large orders of the expansion for which the analytical treatment becomes tedious. In that context, it is interesting to observe that irrespective of the physical model being studied, the sums comprising the $Z_q$ coefficients do not suffer from the infamous sign problem [7,8] as they are sums of the divided-difference weights $(-\Gamma)\eta e^{-\beta[E_0,...,E_q]}$, which are either strictly positive or strictly negative depending on the sign of $\Gamma$ and the parity of $q$.
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Appendix. Divided differences

We provide below a brief summary of the concept of divided differences which is a recursive division process. This method is typically encountered when calculating the coefficients in the interpolation polynomial in the Newton form.

The divided differences [16,17] of a function $F(\cdot)$ is defined as

$$F[x_0, \ldots, x_q] \equiv \sum_{j=0}^{q} \frac{F(x_j)}{\prod_{k \neq j} (x_j - x_k)}$$

(A.1)
with respect to its input values \([x_0, \ldots, x_q]\). The above expression is well-defined even if the inputs have repeated values, in which case one must resort to a limiting process. Specifically, in the case where \(x_0 = x_1 = \ldots = x_q = x\), the definition of divided differences reduces to:

\[
F[x_0, \ldots, x_q] = \frac{F^{(q)}(x)}{q!},
\]

where \(F^{(q)}(\cdot)\) stands for the \(q\)th derivative of \(F(\cdot)\).

A divided difference can alternatively be defined via the following recursion relations which also provide a simple way to evaluate it.

\[
F[x_i, \ldots, x_{i+j}] = \frac{F[x_{i+1}, \ldots, x_{i+j}] - F[x_i, \ldots, x_{i+j-1}]}{x_{i+j} - x_i},
\]

with \(i \in \{0, \ldots, q-j\}\), \(j \in \{1, \ldots, q\}\) with the initial conditions

\[
F[x_i] = F(x_i), \quad i \in \{0, \ldots, q\} \quad \forall i.
\]

A function of divided differences can be defined in terms of its Taylor expansion. In the case where \(F(x) = e^{-\beta x}\), we have

\[
e^{-\beta[x_0, \ldots, x_q]} = \sum_{n=0}^{\infty} \frac{(-\beta)^n[x_0, \ldots, x_q]^n}{n!}.
\]

Moreover, it is easy to verify that

\[
[x_0, \ldots, x_q]^{q+m} = \begin{cases}
  m < 0 & 0 \\
  m = 0 & 1 \\
  m > 0 & \sum \prod_{j=0}^{q} x_j^{k_j}
\end{cases}
\]

One may therefore write:

\[
e^{-\beta[x_0, \ldots, x_q]} = \sum_{n=0}^{\infty} \frac{(-\beta)^n[x_0, \ldots, x_q]^n}{n!}
= \sum_{n=q}^{\infty} \frac{(-\beta)^n[x_0, \ldots, x_q]^n}{n!}
= \sum_{m=0}^{\infty} \frac{(-\beta)^{q+m}[x_0, \ldots, x_q]^{q+m}}{(q + m)!}
= \sum_{m=0}^{\infty} \frac{(-\beta)^q}{(q + m)!} \sum \prod_{j=0}^{q} (-\beta x_j)^{k_j},
\]

as was asserted in the main text.
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