Simulation of primordial black holes with large negative non-Gaussianity
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Abstract. In this work, we have performed numerical simulations of primordial black hole (PBH) formation in the Friedman-Lemaître-Robertson-Walker universe filled by radiation fluid, introducing the local-type non-Gaussianity to the primordial curvature fluctuation. We have compared the numerical results from simulations with previous analytical estimations on the threshold value for PBH formation done in the previous paper [1], particularly for negative values of the non-linearity parameter $f_{NL}$. Our numerical results show the existence of PBH formation of (the so-called) type I also in the case $f_{NL} \lesssim -0.336$, which was not found in the previous analytical expectations using the critical averaged compaction function. In particular, although the universal value for the averaged critical compaction function $\tilde{C}_c = 2/5$ found previously in the literature is not satisfied for all the profiles considered in this work, an alternative direct analytical estimate has been found to be roughly accurate to estimate the thresholds, which gives the value of the critical averaged density with a few % deviation from the numerical one for $f_{NL} \gtrsim -1$.
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1 Introduction

Primordial black holes (PBHs) may have been formed in the very early universe due to high and rare peaks on the distribution of density perturbations [2–4]. If those high peaks were sufficiently large, they could have undergone gravitational collapse and formed black holes. The research field of PBHs has become very active nowadays thanks to the development of gravitational wave (GW) astronomy, in particular, due to the first direct gravitational wave detection of binary black hole merger [5], as massive PBH binaries may be the source of such GW events possibly [6–8]. PBHs can be also the candidate of dark matter in our universe if their mass is as light as asteroids (see, e.g., refs. [6, 7, 9–24]).

Note that there have been suggested many other mechanisms for PBH formation [9], but we focus on PBHs formed by the collapse of curvature fluctuations in the radiation-dominated universe in this paper (cf., see refs. [25, 26] for PBHs from isocurvature and ref. [27] for PBH formation in the matter-dominated universe). In this case, the abundance of those black holes depends exponentially on the threshold of their formation [28]. The threshold value for PBH formation is the minimum amplitude of the cosmological perturbation in such a way that the perturbation collapses and forms a black hole. The threshold is not a universal quantity for a fixed equation of state but it depends on the specific details of the shape of the curvature fluctuation [29–36].

In principle, numerical simulations are needed for an accurate determination of the threshold [29–33, 35–38]. Nevertheless, some useful analytical estimations have been pointed out in the literature [28, 39–41]. In particular, the ones in refs. [40, 41] take into account the shape of the curvature profile. These analytical profile-dependent estimations were based on the use of the averaged critical compaction function, which is a quantity that seems approximately universal over several profiles, only depending on the equation of state of the fluid filling the universe [41]. Specifically, for the case of PBH formation in the Friedman-Lemaître-Robertson-Walker (FLRW) universe filled with radiation, the critical value is given by $2/5$ [41]. In addition, there a certain fitting formula for a general profile has been proposed with a single dimensionless fitting parameter $q$. Combining this analytic fitting with the average compaction function approach, an analytic estimation for the PBH threshold has been
established, which would be quite useful for the statistical prediction of the PBH abundance as the threshold can be parametrised for a wide class of the perturbation profile. An example is shown in ref. [42].

On the other hand than the threshold issue itself, the precise statistical estimation method of the PBH abundance has been developed in several ways [42–62]. Particularly in the so-called peak theory, the typical profile of high peaks of the curvature fluctuation (and thus whether a PBH is formed or not) can be statistically discussed with the power spectrum if the curvature field follows the Gaussian statistics. However if the curvature fluctuation shows non-Gaussianity, the PBH abundance is expected to change substantially [1, 50, 54, 55, 63–76].

Recently, ref. [1] studied the case of the local-type non-Gaussianity (parametrised, e.g., by the non-linearity parameter $f_{\text{NL}}$), making the direct use of the critical averaged compaction function (i.e., without the fitting formula by the $q$ parameter). As an interesting remark, according to the criterion that the critical value of the averaged compaction function is 2/5, there no type I PBH\(^2\) has been found for some range of negative values in $f_{\text{NL}}$ (precisely, $f_{\text{NL}} \lesssim -0.336$), somehow against the intuition.

The main aim of this work is to test the formation of PBHs (type I, specifically) particularly in the case of negatively large $f_{\text{NL}}$, with use of full numerical simulations. Such a numerical study has been already done in ref. [79] for positive $f_{\text{NL}}$, but not for negative $f_{\text{NL}}$ due to the difficulty of such simulations. In our work, we have used a substantially improved numerical code (in comparison with the one used in ref. [79]) to be able to handle such profiles. We indeed found type I PBH formation even for $f_{\text{NL}} \lesssim -0.336$, in contrast to the average compaction function approach. Despite this failure of the average compaction, the fitting approach with the $q$ parameter somehow works well up to $f_{\text{NL}} \sim -1$, beyond which the $f_{\text{NL}}$ expansion itself may be doubtful. We further show examples of the predicted PBH mass spectra, the current PBH abundance in terms of their mass.

The rest of the paper is organised as follows. We first review the basics of the peak theory, including the local-type non-Gaussianity in section 2, and then the fitting formula with the $q$ parameter in section 3. The initial conditions and setup are described in section 4, and the main results of simulations are shown in section 5 with a comparison to the $q$ parameter approach. The PBH mass function is discussed in section 6. Section 7 is devoted to summary and conclusions. We use in this work geometrised units with $c = G = 1$.

### 2 Peak profile with the local-type non-Gaussianity

In this section, we summarise the peak profile of the primordial curvature perturbation including the local-type non-Gaussian correction. Let us first review the statistics of the Gaussian field $\zeta_g$, following, e.g., ref. [80]. The Gaussian field is characterised only by its power spectrum,

$$\langle \zeta_g(k)\zeta_g(k') \rangle = \frac{2\pi^2}{k^3} P_g(k)(2\pi)^3 \delta^{(3)}(k + k'),$$

(2.1)

where $\zeta_g(k)$ is the Fourier mode of $\zeta_g$. Particularly, it is known that a local high peak of such a Gaussian field typically takes a spherically symmetric configuration. Its profile is hence

\(^1\)Some papers (e.g., ref. [77]) claim that the non-Gaussian effects may be weaker, though.

\(^2\)Following ref. [78], we divide super-horizon fluctuations into type II and I according to whether they have the region in which the area radius is a decreasing function of a radial coordinate or not, respectively (see eq. (2.16) and surrounding descriptions). PBH formations can be also classified into type II and I depending on the type of the initial fluctuation.
characterised by the spherically-symmetric real-space two-point function,

\[ \psi(r) = \frac{1}{\sigma_0^2} \int \mathcal{P}_g(k) \text{sinc}(kr) \frac{dk}{k}, \]  

(2.2)

where \( \text{sinc}(z) = \sin(z)/z \) is the sinc function and \( \sigma_0^2 \) is the variance of \( \zeta_g \) as

\[ \sigma_0^2 = \int \frac{dk}{k} \mathcal{P}_g(k). \]  

(2.3)

Throughout this paper, we focus on the monochromatic spectrum given by

\[ \mathcal{P}_g(k) = \sigma_0^2 k^2 \delta(k - k_*) \]  

(2.4)

In this case, the typical profile of \( \zeta_g \) is much simplified as

\[ \zeta_g(r) = \mu \psi(r) = \mu \text{sinc}(k_*r), \]  

(2.5)

where \( \mu \) is a random parameter following the Gaussian probability density,

\[ P(\mu) = \frac{1}{\sqrt{2\pi \sigma_0^2}} e^{-\frac{\mu^2}{2\sigma_0^2}}. \]  

(2.6)

In general, the primordial curvature perturbation may not be simply given by a Gaussian field. Let us then investigate a small non-Gaussian correction, supposing the local-type template parametrised by the non-linearity parameter \( f_{\text{NL}} \):

\[ \zeta(x) = \zeta_g(x) + \frac{3}{5} f_{\text{NL}} \zeta_g^2(x). \]  

(2.7)

In a moderate non-Gaussian case \( |f_{\text{NL}}| \sim O(1) \), the Gaussian field \( \zeta_g \) should take \( O(1) \) values as well as the full field \( \zeta \) in order to realise a PBH. Therefore, \( \zeta_g \) is also understood as a “high peak” and its profile can be assumed to well given by the typical one (2.5). The full field hence reads

\[ \zeta(r) = \mu \text{sinc}(k_*r) + \frac{3}{5} f_{\text{NL}} \mu^2 \text{sinc}^2(k_*r). \]  

(2.8)

Below we will study the PBH formation, giving this curvature perturbation on a superhorizon scale as an initial condition. There, the spacetime metric can be written as a perturbed FLRW one as [33],

\[ ds^2 = -dt^2 + a^2(t)e^{2\zeta(r)}(dr^2 + r^2 d\Omega^2), \]  

(2.9)

where \( a(t) \) is the scale factor, which evolves as \( a(t) = a_0(t/t_0)^{1/2} \) in the radiation-dominated universe, and \( d\Omega^2 = d\theta^2 + \sin^2(\theta) d\phi^2 \) is the angular line element. Associated with this perturbed metric, the so-called compaction function [31, 33] defined as the mass excess inside a given areal radius \( R(r) = ae^{\zeta(r)}r \) is useful and has been investigated extensively in the literature as a criterion of the PBH formation. In spherical symmetry, it is defined by

\[ C(r) = 2 \frac{M_{\text{MS}} - M_F}{R(r)}, \]  

(2.10)
where $M_{MS} = 4\pi \int_0^R \rho \tilde{R}^2 d\tilde{R}$ is the Misner-Sharp mass (which takes into account the kinetic and potential energy) and $M_F$ is the mass expected in the FLRW background, defined as $M_F = 4\pi \rho_F R^3/3$. $\rho$ is the energy density of the full fluid, while $\rho_F$ is that of the FLRW background, which evolves as $\rho_F = \rho_{F,0}(t/t_0)^{-2}$ in the radiation-dominated universe. From this definition, one notes that the compaction function can be also understood as the average of the density contrast over a given volume at the moment of horizon reentry $R = 1/H$ ($H$ is the Hubble factor), i.e.,

$$C = (RH)^2 \left(4\pi \int_0^R \frac{\delta \rho}{\rho_F} \tilde{R}^2(r) d\tilde{R}(r) / \left(\frac{4\pi}{3} R^3(r)\right)\right) = (RH)^2 \bar{\delta}, \quad (2.11)$$

where $\bar{\delta}$ is the averaged density contrast. The crucial point was shown in ref. [31]: recalling the relation between the comoving density contrast and the curvature perturbation,

$$\frac{\delta \rho}{\rho_F} = -\frac{4(1+w)}{5+3w} \frac{1}{a^2 H^2} e^{-5\zeta/2} \Delta e^{\zeta/2}, \quad (2.12)$$

the compaction function (2.10) can be written in terms of $\zeta$ as

$$C(r) = \frac{3(1+w)}{5+3w} \left[1 - (1 + r\zeta'(r))^2\right] + O(\epsilon^3), \quad (2.13)$$

where $\epsilon$ is the parameter for the gradient expansion given by the Hubble scale divided by the perturbation length scale (see eq. (4.5)). $w = p/\rho$ is the equation-of-state parameter with the pressure $p$, which is $w = 1/3$ in the radiation-dominated universe. $\Delta$ is the Laplacian and the prime stands for radial derivative $d/dr$. This expression is firstly derived in ref. [31], and is time-independent to $O(\epsilon^2)$.

The maximum of the compaction function is often seen as a useful criterion for the PBH formation. There, the threshold is defined by $\delta_c = C_c(r_m)$ where $r_m$ maximises the compaction function $C_c$ for a critical overdensity. The maximum radius $r_m$ is found by the extremal condition $C'_c(r_m) = 0$, i.e.,

$$\zeta'(r_m) + r_m \zeta''(r_m) = 0, \quad (2.14)$$

and this radius is understood as the length scale of the overdensity [31, 33]. The threshold $\delta_c$ was found numerically to be in the range $\delta_c \in [2/5, 2/3]$ in the case $w = 1/3$ [35, 41].

Instead of the compaction function itself, ref. [41] suggests the averaged compaction function,

$$\bar{C} = \left(4\pi \int_0^{R(r_m)} C(r) \tilde{R}^2(r) d\tilde{R}(r) / \left(\frac{4\pi}{3} R^3(r_m)\right)\right), \quad (2.15)$$

as a convenient quantity which gives a more accurate criterion with the threshold $\bar{C}_c = 2/5$ in the case $w = 1/3$ (see ref. [40] for a generalisation within the perfect fluid). While this averaged compaction approach works well for positive non-Gaussianity ($f_{NL} > 0$) [79], it fails to find the PBH formation condition (for a type I perturbation, strictly speaking, which is defined below) for negatively large non-Gaussianity, $f_{NL} \lesssim -0.336$ [1]. In this paper, we directly investigate the PBH formation condition in such a negatively non-Gaussian case, making use of a numerical simulation.
Before closing this section, we mention the two types of perturbations. For a smaller \( \mu \), the areal radius \( R(r) = a e^{\zeta(r)} r \) is monotonically increasing in \( r \) along with the corresponding perturbation, which is called type I and considered in the literature as standard. On the other hand, the type II perturbation [78] with a larger \( \mu \) have the particularity that \( R(r) \) is not a monotonic function, which means that

\[
\exists r > 0 \quad \text{s.t.} \quad \frac{dR}{dr} = a e^{\zeta} (1 + r \zeta') < 0. \quad (2.16)
\]

Ref. [78] implies that the type II perturbation always leads to a PBH irrespective of the value of the compaction function. In our work, we only consider numerical simulations of type I perturbations.

3 The dimensionless \( q \) parameter

In ref. [41], an intriguing “\( q \)” parameter is introduced to fit general peak profiles inside the maximal radius \( r_m \). Instead of the comoving coordinate (2.9), ref. [41] employs the (comoving) areal radius

\[
\tilde{r} = r e^{\zeta(r)}, \quad (3.1)
\]

with which the metric is summarised as

\[
ds^2 = -dt^2 + a^2(t) \left[ \frac{d\tilde{r}^2}{1 - K(\tilde{r})\tilde{r}^2} + \tilde{r}^2 d\Omega^2 \right]. \quad (3.2)
\]

The curvatures \( \zeta \) and \( K \) are related as

\[
\zeta(r) = \int_\infty^{\tilde{r}} \left( 1 - \frac{1}{\sqrt{1 - K(\tilde{r})\tilde{r}^2}} \right) \frac{d\tilde{r}}{\tilde{r}}, \quad (3.3)
\]

and accordingly the compaction function can be simply expressed as

\[
\tilde{C}(\tilde{r}) = C(r(\tilde{r})) = \frac{3(1 + w)}{5 + 3w} K(\tilde{r})\tilde{r}^2, \quad (3.4)
\]

where the radial coordinate \( r \) is expressed as a function of \( \tilde{r} \) as \( r(\tilde{r}) \). Ref. [41] then introduces the fiducial profile

\[
K_q(\tilde{r}) = \frac{5 + 3w}{3(1 + w)} \tilde{C}(\tilde{r}_m) \frac{1}{\tilde{r}_m^2} \left[ 1 - \left( \frac{r}{r_m} \right)^{2q} \right], \quad (3.5)
\]

with one parameter \( q \). One finds that the parameter \( q \) satisfies

\[
q = -\frac{1}{4} \frac{r^2}{r_m^2} \frac{\tilde{C}''(\tilde{r}_m)}{\tilde{C}(\tilde{r}_m)}, \quad (3.6)
\]

if the curvature \( K \) (and then the compaction \( \tilde{C} \) through eq. (3.4)) is given by the fiducial profile (3.5). Inversely, ref. [41] suggests that, given a general peak profile, the corresponding \( q \) parameter is defined by eq. (3.6) and the profile can be well approximated by the fiducial one (3.5) with use of such a \( q \) parameter. In fact, there it is shown that several example
profiles with the same $q$ have the same threshold value within 2% errors compared with numerical results.

Once the peak profile is approximated by the fiducial one (3.5), the averaged compaction (2.15) can be analytically obtained as

$$\tilde{C}_c = \frac{3}{2} e^{5/2q} q^{-1+\frac{5}{2q}} \left[ \Gamma\left(\frac{5}{2q}\right) - \Gamma\left(\frac{5}{2q} - 1\right) \right] \tilde{C}(\tilde{r}_m). \quad (3.7)$$

Recalling the universal criterion $\tilde{C}_c = 2/5$, the threshold value for the maximal compaction $\delta_c = C_c(r_m)$ would be expressed by

$$\delta_c(q) = \frac{4}{15} e^{-\frac{1}{2}} q^{1-5/2q} \frac{\Gamma(5/2q) - \Gamma(5/2q, 1/q)}{\Gamma(5/2q)}, \quad (3.8)$$
as a function of $q$. A broad profile in the compaction function ($q \to 0$) leads to the minimum threshold $\delta_c \to 2/5$, while a sharp profile ($q \to \infty$) leads to the maximum threshold $\delta_c \to 2/3$ as numerical works suggested [35, 41]. In our case, given the amplitude $\mu$ and the non-Gaussianity $f_{NL}$, the corresponding $r_m$, $\tilde{C}(\tilde{r}_m)$, and $q$ are obtained in order. Since both sides of the equation (3.8) have $\mu$-dependences as $\delta_c \equiv C_c(r_m; f_{NL}, \mu)$ and $q \equiv q(f_{NL}, \mu)$, one can numerically obtain the $\mu_c$ by finding the value of $\mu$ such that the previous equation holds for a given $f_{NL}$. Note that the definition of the $q$ parameter (3.6) can be rewritten in the coordinate $r$ (2.9) as

$$q = -\frac{1}{4} r_m^2 \frac{C''(r_m)}{C(r_m)(1 - \frac{3}{2} C(r_m))}. \quad (3.9)$$

In figure 1, we compare the compaction function (2.13) with the non-Gaussian curvature perturbations (2.8) and the corresponding fiducial fitting (3.5) for several values of $f_{NL}$. The perturbation amplitude $\mu$ is set to the threshold value corresponding to $\delta_c(q)$ (3.8). One finds that the fitting works well inside the maximal radius $r_m$ (where $\tilde{C}_c$ is maximised) for positive $f_{NL}$. For negative $f_{NL}$, the fitting starts to fail but we will see the analytic threshold $\delta_c(q)$ (3.8) actually well approximate the numerical result for $f_{NL} \gtrsim -1$. It does not work for $f_{NL} \lesssim -1$, but there one has to notice the appearance of a negative mass excess near $r = 0$. The condition of the negative mass excess appearance can be understood by checking the behaviour of $\nabla^2 \zeta$ around $r = 0$ because the density contrast $\delta$ is given as $\sim -\nabla^2 \zeta$ at leading order in the gradient expansion (see eq. (2.12)). The non-Gaussian profile (2.8) leads to $\nabla^2 \zeta(r = 0) = -k_s^2 \mu (5 + 6 f_{NL} \mu)/(5 r_m^2)$ and thus a negative mass excess appears if $(3/5) f_{NL} \mu < -1/2$. It can be also proved by the direct expansion of $C'(r)$ around $r = 0$ as

$$C'(r) \bigg|_{r \to 0} \approx \frac{8 k_s^2 (5 \mu + 6 f_{NL} \mu^2)}{45 r_m^2} r + O(r^3). \quad (3.10)$$

However, the positive $\nabla^2 \zeta(r = 0)$ exactly means that the profile (2.8) has no central peak ($r = 0$), and for such a weird and non-well behaved profile, the $f_{NL}$ series expansion itself may be doubtful.

We also show, in figure 2, the density contrasts at the initial time of the simulation on superhorizon scales for different values of $f_{NL}$ in the coordinate $\tilde{r}$. As peculiar properties, it shows a local minimum at the centre for a negative value of $f_{NL}$, and furthermore, the density contrast becomes even negative for a sufficiently negative value of $f_{NL}$. Therefore, negative values of $f_{NL}$ are generally counterintuitive and difficult situations, especially to produce successful numerical simulations. This behaviour is not observed for the basis profile of eq. (3.5).
Figure 1. The critical compaction function with the non-Gaussian profile (2.8) (blue) and the corresponding fiducial fitting (3.5) (orange-dotted, see the text for details) in terms of the comoving areal radius $\tilde{r} = r e^{\zeta(r)}$ normalised by the maximal radius $\tilde{r}_m$ for several values of $f_{NL}$. The critical amplitude $\mu_c$ corresponds to the analytic threshold (3.8) (see green lines in figure 5). The fitting works well inside the maximal radius $\tilde{r}_m$ for positive $f_{NL}$, while it starts to fail for negative $f_{NL}$. Also, the non-Gaussian profile (2.8) shows a negative mass excess (corresponding to the condition $(3/5)f_{NL}\mu < -1/2$), which would indicate the invalidity of the profile assumption (2.8) itself.

4 Initial conditions and set up for PBH formation

In this work, we have used the publicly available numerical code offered by ref. [36] to simulate numerically the formation of PBHs from the collapse of the curvature fluctuations on the FLRW universe filled by radiation fluid ($w = 1/3$). The code uses Pseudospectral methods, and we refer the reader to ref. [36] for more details. Specifically, we numerically solve Misner-Sharp equations [81], which describes the gravitational collapse of a perfect fluid
with spherical symmetry. There the line element is generally given by,
\[
ds^2 = -A^2(r,t)\,dt^2 + B^2(r,t)\,dr^2 + R^2(r,t)\,d\Omega^2,
\]
where \(A\) is the lapse function, \(R\) is the areal radius, and the radial metric \(B\) is given by \(B = (\partial R(r,t)/\partial r)/\Gamma\) with the \(\Gamma\) parameter defined later in eq. (4.3).

The Einstein equations for the energy momentum tensor of the perfect fluid \(p = w\rho\) and the metric (4.1) read the following system of hyperbolic partial differential equations:
\[
\begin{align*}
\dot{U} &= -A \left[ \frac{w}{1 + w} \frac{\Gamma^2}{\rho R} + \frac{M}{R^2} + 4\pi w\rho \right], \\
\dot{R} &= AU, \\
\dot{\rho} &= -A\rho(1 + w) \left( \frac{U}{R} + \frac{U'}{R'} \right), \\
\dot{M} &= -4\pi Aw\rho UR^2,
\end{align*}
\]
where the lapse \(A\) has been solved analytically as \(A(r,t) = [\rho_{\infty}(t)/\rho(r,t)]^{1/4}\), which is smoothly connected to the FLRW background in \(r \to \infty\). The dot represents time derivative \(\partial f/\partial t\). \(U\) is the Eulerian velocity defined as \(U = \dot{R}/A\) and \(\Gamma\) is given by
\[
\Gamma = \sqrt{1 + U^2 - 2M/R}.
\]
\(M\) is the so-called Misner-Sharp mass,
\[
M(r,t) = \int_0^r 4\pi R^2\rho \left( \frac{\partial R}{\partial r} \right) \,dr.
\]

The initial condition on the set of eqs. (4.2) is imposed on a superHubble scale so that it is connected to the perturbed metric (2.9), as developed in ref. [82]. There, the gradient expansion method is applied to this end. That is, the radial dependence of the Misner-Sharp equations is expanded in the gradient parameter \(\epsilon(t)\) defined by
\[
\epsilon(t) \equiv \frac{1}{H(t)L(t)},
\]
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5 Numerical results and comparison with analytical estimations

We particularly focus our numerical simulations on the regime of non-Gaussianity where
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In figure 3 we can see an example of the numerical evolution for a specific case with

which corresponds to a supercritical evolution \((\mu > \mu_c)\) leading to BH formation. The compaction function \(C\) is plotted in the top-left panel. At the initial
time (on a superhorizon scale), the compaction function has several peaks outside the first

\[
\begin{align*}
A(r, t) &= 1 + \epsilon^2(t) \hat{A}(r), \\
R(r, t) &= a \epsilon^{\mu} \left( 1 + \epsilon^2(t) \hat{R}(r) \right), \\
U(r, t) &= H(t) R(r, t) \left( 1 + \epsilon^2(t) \hat{U}(r) \right), \\
\rho(r, t) &= \rho_0(t) \left( 1 + \epsilon^2(t) \hat{\rho}(r) \right), \\
M(r, t) &= \frac{4\pi}{3} \rho_0(t) R(r, t)^3 \left( 1 + \epsilon^2(t) \hat{M}(r) \right),
\end{align*}
\]
Figure 3. Top-Left: the compaction function $C$. Top-Right: the Misner-sharp mass over the areal radius $\frac{2M_{\text{MS}}}{R}$. Bottom-left: the areal radius $R$. Bottom-right: the derivative of the area radius $R' = \frac{\partial R}{\partial r}$. The different lines correspond to different times $t$, where $t_H$ is the time of horizon crossing. The initial fluctuation corresponds to $f_{\text{NL}} = -1$ and $\mu = 0.9$ with $\mu_c = 0.817$.

one. However, the first peak’s amplitude is slightly higher than the others, and therefore this is what leads to the formation of the apparent horizon. Once the perturbation crosses the horizon (it corresponds to $t > t_H$), the perturbation evolves in a fully nonlinear way. The negative/positive mass excess of the different peaks of $C$ (outside the first one) is smoothed out within the FLRW background whereas the mass excess of the first peak grows. For $t \approx 14t_H$ the apparent horizon (marginally outer trapped surface) is formed when $\frac{2M_{\text{MS}}}{R} = 1$, as can be seen in the top-right panel. In the bottom panels instead, we have plotted the areal radius $R$ (left) and its derivative $R' = \frac{\partial R}{\partial r}$ (right). The initial conditions fulfil that $R$ is a monotonic function ($R' > 0$) for type I fluctuations, and this condition holds during the whole evolution of the collapse.

Using a bisection method, we have obtained the threshold values $\delta_c$ for different values of $f_{\text{NL}}$. The result can be seen in figure 4, where the nonlinear relation between $\delta_c$ and $\mu_c$ is clear. It should be emphasised that we have found the existence of (type I) black hole formation for $-1.2 \lesssim f_{\text{NL}} \lesssim -0.336$ (red and green regions in figure 4), although ref. [1] clarified that the average compaction never reaches the universal threshold $\bar{C}_c = 2/5$ for $f_{\text{NL}} \lesssim -0.336$. That is, it indicates the average compaction approach breaks down for negatively large non-Gaussianity $f_{\text{NL}} \lesssim -0.336$.

The prediction in the average compaction approach is summarised in figure 5 of ref. [1] as a PBH diagram. In this work, we redraw this diagram comparing it with the numerical
results, which can be found in the left panel of figure 5. The magenta dots correspond to the average compaction approach [1], that is, the average compaction reaches the universal threshold \( \bar{C} = 2/5 \). One can observe that the numerical results (red points with error bars) indicate the type I PBH formation even for smaller \( f_{NL} \) than \( f_{NL} \approx -0.336 \) (grey vertical line), which is the minimum allowed \( f_{NL} \) in the average compaction approach to indicate type I PBHs [1]. For \( f_{NL} \approx -1.2 \), the formation of PBHs type II could happen directly without transition to a region of PBHs type I. However, our profile assumption (2.8) itself may be doubtful because it is in the region of \((3/5)\mu f_{NL} < -1/2\) as discussed at the end of section 3.

The right panel of figure 5 shows the corresponding behaviour to the left panel but with \( C(r_m) \) instead of \( \mu \). One observes that the boundary that separates the two types I and II of PBH formation is given by \( \delta_m = 2/3 \) for any \( f_{NL} \). This can be proved by taking into account that the type II perturbation is defined by the condition (2.16), i.e., it has a point such that \( R' < 0 \). The boundary between type I and II should then satisfy that there is one zero point \( R' = 0 \) and otherwise \( R' > 0 \). One finds this zero point is nothing but the maximal radius \( r_m \) by noticing that the compaction function (2.13) can be rewritten as

\[
C(r) = \frac{3(1 + w)}{5 + 3w} \left[ 1 - \left( \frac{R'}{ae^3} \right)^2 \right] \leq \frac{3(1 + w)}{5 + 3w}.
\]

The double-valued behaviour comes from the non-linear relation between the compaction function \( C \) and the curvature perturbation. In particular, in the region \( R' < 1 \) and \( r < r_m \) for a type II perturbation, the compaction function is a decreasing function of \( r \) as is easily seen by the expression \( C' \):

\[
C'(r) = -\frac{4}{3}(1 + rζ')ζ'' + rζ'ζ''.
\]
Figure 5. PBH diagrams in terms of $\mu_c(f_{NL})$ (left) and of $\delta_c(f_{NL})$ (right). The solid black lines correspond to the boundary between types I and II. Red points with error bars correspond to the numerical results of $\mu_c$ by the simulations. Dashed blue lines delimit the region where our profile assumption (2.8) itself may be doubtful. The green lines show the analytical estimation of $\mu_c$ corresponding to eq. (3.8) in the $q$-parameter approach. The magenta dotted points correspond to the threshold $\bar{C}_c = 2/5$ in the average compaction approach. The grey vertical lines indicate the lower limit $f_{NL} \approx -0.336$ for the type I PBH inferred in this approach. Our numerical results reveal that the type I PBH is possible even for smaller $f_{NL}$.

where the equality holds if and only if $R' = 0$. Accordingly, the maximal compaction (i.e., $\delta_m$) is always given by $3(1 + w)/(5 + 3w) = 2/3$ on the boundary. Notice that those PBHs formed for $f_{NL} \lesssim -0.336$ have a bigger threshold values of $C$ as $\delta_c \gtrsim 0.6$.

Let us now compare the numerical results with the analytical estimations in more detail. As we have already mentioned, ref. [1] adopts the averaged critical compaction function with the universal threshold $\bar{C}_c = 2/5$ to make analytic computations. From our numerical results in figure 5, it is however clear that the universal criteria of $\bar{C}_c = 2/5$ seems not successfully accurate for negatively large $f_{NL}$. Alternatively, in this work we have tried a different procedure to estimate the critical $\mu_c$, that is, the $q$ parameter approach using eq. (3.8) (the green lines in figure 5) as shown in section 3. We call the $\mu_c$ value obtained through this approach $\mu_c^A$. We have quantified the accuracy of the analytical estimation in comparison with the numerical results (namely $\mu_c^N$). The top panel of figure 6 shows the deviation between $\mu_c^N$ and $\mu_c^A$ values with

$$\Delta\%(\mu) = 100 \times \frac{\mu_c^A - \mu_c^N}{\mu_c^N}.$$  \hspace{1cm} (5.2)

The same is applied to $\delta_c^N$ and $\delta_c^A$ in the bottom panel. The accuracy obtained with $\delta_c^A$ is within the range of validity found in ref. [41], i.e., $\lesssim \mathcal{O}(2\%)$, even for the negative $f_{NL}$. Nevertheless, due to the nonlinear relation between $\delta_c$ and $\mu_c$, the deviation in $\mu_c$ is larger. The approximation in $\mu$ is roughly accurate until $f_{NL} \lesssim -1$ with a deviation of $\mathcal{O}(4.5\%)$ for small negative $f_{NL}$ and of $\mathcal{O}(2.5\%)$ for $f_{NL} > 0$. It clearly fails for $f_{NL} < -1$, where our profile assumption (2.8) itself may be doubtful, though.

We have also checked the deviation of the critical averaged compaction function $\bar{C}_c$ in the simulations from the universal criteria 2/5 expected in ref. [41]. The error is defined by

$$\Delta\%(\bar{C}_c) = 100 \times \frac{(2/5) - \bar{C}_c}{(2/5)}.$$  \hspace{1cm} (5.3)
Figure 6. The percentage error in $\mu_c$ (top) and in $\delta_c$ (bottom) in terms of $f_{\text{NL}}$. The vertical dashed red line corresponds to $f_{\text{NL}} = -0.336$ (the minimum value for which was found the formation of PBHs following the average compaction approach), while the solid vertical red line to $f_{\text{NL}} \approx -1.01$ (the critical point where the threshold $\mu_c$ intersects the border $(3/5)\mu f_{\text{NL}} = -1/2$). The dotted blue line specify the boundary for type II with $f_{\text{NL}} \approx -1.29$.

The result can be found in figure 7. The top panel shows the numerical result of $\bar{C}_c$ corresponding to $\mu_N^c$, and the relative deviation is shown in the bottom panel. The average compaction starts to deviate beyond 2% for $f_{\text{NL}} \lesssim -0.336$ and the error increases substantially for smaller $f_{\text{NL}}$. In view of these results, it is clear that the procedure of a universal critical average compaction function seems to fail for some specific and non-well behaved curvature profiles. Instead, the procedure with the analytical estimation $\delta_c(q)$ still seems to work correctly for our purposes. The determination of $\mu_A^c$ using eq. (3.8) is more robust than the averaged compaction (2.15). We note that $\delta_c(q)$ is originally derived from the assumption $\bar{C}_c = 2/5$ [36]. However, $\delta_c(q)$ is found to work beyond the average compaction assumption and thus we can consider it as a “fitting formula” independent of the particular value of $\bar{C}_c$ chosen.

6 PBH mass function

Having clarified the success of the analytical criterion of the PBH formation with numerical simulations even for negative $f_{\text{NL}}$, let us show some example PBH mass functions in this section. We employ the analytic threshold $\mu_c$ via the $q$ parameter (the green lines in figure 5) and follow the peak theory summarised in ref. [1].

Let us first review the so-called critical behaviour for the PBH mass. That is, given the perturbation amplitude $\mu$ for an overdense region, the resultant PBH mass $M$ is assumed to follow the scaling relation [30, 32, 84–88],

$$M = K(\mu - \mu_c)^\gamma M_H,$$

(6.1)

with an order-unity parameter $K$, the universal power $\gamma \simeq 0.36$, and the horizon mass $M_H$ at the reentry of the perturbation $\epsilon(t) = 1/H(t)L(t) = 1$. The coefficient $K$ slightly depends on the peak profile but it has not been precisely clarified yet (see, e.g., refs. [36, 89] for relevant works). We hence simply adopt $K \simeq 1$ in this paper. In the case of the monochromatic
Figure 7. Numerical values of $\bar{C}_c$ (top) and their percentage errors to $2/5$ (bottom) in terms of $f_{\text{NL}}$. The vertical dashed red line corresponds to $f_{\text{NL}} = -0.336$ (the minimum value for which was found the formation of PBHs following the average compaction approach), while the solid vertical red line to $f_{\text{NL}} \approx -1.01$ (the critical point where the threshold $\mu_c$ intersects the border $(3/5)\mu f_{\text{NL}} = -1/2$). The dotted blue line specify the boundary for type II with $f_{\text{NL}} \approx -1.29$.

power (2.4), it is helpful to define the mass $M_{k_\star}$ by the horizon mass at the horizon reentry of the scale $k_\star$ in the background universe. It can be obtained as (see, e.g., ref. [19])

$$M_{k_\star} \simeq 10^{20} \left( \frac{g_*}{106.75} \right)^{-1/6} \left( \frac{k_\star}{1.56 \times 10^{13} \text{Mpc}^{-1}} \right)^{-2} g,$$  

(6.2)

where $g_*$ is the effective degrees of freedom for the energy density of the cosmic fluid at the horizon reentry and we assume that it is almost equivalent to those for entropy density. As the perturbation scale is given by $L(t) = a(t)r_m e^{\zeta(r_m)}$, the PBH mass can be rewritten as

$$M = K(\mu - \mu_c)^\gamma(k_\star r_m)^2 e^{2\zeta(r_m)}M_{k_\star}.$$  

(6.3)

In figure 8, we show the PBH mass as a function of the perturbation amplitude $\mu$ for $f_{\text{NL}} = -1$, 0, and 1.

The peak number density with the amplitude $\mu$ can be statistically obtained in the peak theory. As $\mu$ is related to the PBH mass through the critical behaviour (6.3), such a peak number density can be recast into the current PBH energy density within the mass range $[M, M e^{d \ln M}]$. Normalised by the current dark matter energy density, it can be calculated as (see ref. [1] for the detailed derivation)

$$f_{\text{PBH}}(M) d \ln M = \frac{\rho_{\text{PBH}}(M)}{\rho_{\text{DM}}} d \ln M$$

$$= \left( \frac{\Omega_{\text{DM}} h^2}{0.12} \right)^{-1} \left( \frac{M}{10^{20} \text{g}} \right) \left( \frac{k_\star}{1.56 \times 10^{13} \text{Mpc}^{-1}} \right)^3 \left( \frac{\left| \frac{d \ln M}{d \mu} \right|^{-1} f \left( \frac{\mu(M)}{\sigma_0} \right) P_G(\mu(M), \sigma_0)}{5.3 \times 10^{-16}} \right).$$  

(6.4)
Figure 8. The PBH mass $M$ in the unit of $M_k$, given by the scaling relation (6.3) as a function of the perturbation amplitude $\mu$ for $f_{NL} = -1$ (blue), 0 (black dashed), and 1 (orange).

Figure 9. Left: the PBH mass spectra (6.4) for $f_{NL} = -1$ (blue), 0 (black dashed), and 1 (orange) with $k_* = 1.56 \times 10^{13}$ Mpc$^{-1}$. The variance $\sigma^2_0$ is tuned so that dark matters are fully comprised of PBHs for each $f_{NL}$. Right: the total PBH abundance $f_{PBH}^{\text{tot}}$ as a function of $\sigma^2_0$ with the same colour code to the left panel.

with

$$f(\xi) = \frac{1}{2} \xi (\xi^2 - 3) \left( \text{erf} \left[ \frac{1}{2} \sqrt{\frac{5}{2}} \xi \right] + \text{erf} \left[ \sqrt{\frac{5}{2}} \xi \right] \right) + \sqrt{\frac{2}{5\pi}} \left\{ \left( \frac{8}{5} + \frac{31}{4} \xi^2 \right) \exp \left[-\frac{5}{8} \xi^2 \right] + \left(-\frac{8}{5} + \frac{1}{2} \xi^2 \right) \exp \left[-\frac{5}{2} \xi^2 \right] \right\}, \quad (6.5)$$

and the Gaussian distribution $P_G(x, \sigma) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-x^2/(2\sigma^2)}$. We adopt the current observational value of the dark matter density $\Omega_{DM}h^2 \simeq 0.12$ [90]. In figure 9, we show the PBH mass spectra with tuned $\sigma_0$ such that the total PBH abundance $f_{PBH}^{\text{tot}} = \int f_{PBH}(M) \, d \ln M$ becomes unity (left), and also this total abundance $f_{PBH}^{\text{tot}}$ as a function of $\sigma^2_0$ for $f_{NL} = -1, 0, \text{ and } 1$ (right).
7 Summary and conclusions

In this work, we performed numerical simulations of PBH formation, introducing the local-type non-Gaussianity parametrised by $f_{\text{NL}}$ to the curvature fluctuation for a monochromatic power spectrum on the FLRW universe filled by radiation fluid. We have contrasted the results of our numerical simulations with the averaged compaction function approach [41]. In particular, we have found the existence of PBH formation (type I) even for $-1.2 \lesssim f_{\text{NL}} \lesssim -0.336$, in contrast to the average one which found no type I PBH in this regime [1] with the universal threshold $\bar{C}_c = 2/5$ [41].

Our numerical results hence show that for the model we have considered with $f_{\text{NL}} \lesssim -0.336$, the averaged critical compaction function is not equal to $\bar{C}_c = 2/5$. It seems to suggest that, though the universality (independent on the profile) of the averaged critical compaction function $\bar{C}_c = 2/5$ is basically useful to estimate the PBH formation for a variety of profiles, it could fail for some specific and non-well behaved profiles such as some of the ones we have considered. On the other hand, the analytic estimation of the threshold values through the $q$-parameter formula (3.8) has shown to be more robust in this aspect, at least in our model. Finally, we have also updated the estimation of the PBH abundance based on the peak theory procedure used in ref. [1], considering the newly available region for PBH production $-1.2 \lesssim f_{\text{NL}} \lesssim -0.336$ for the model considered.
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