Increasing Shape Bias to Improve the Precision of Center Pivot Irrigation System Detection
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Abstract: Irrigation is indispensable in agriculture. Center pivot irrigation systems are popular means of irrigation since they are water-efficient and labor-saving. Monitoring center pivot irrigation systems provides important information for the understanding of agricultural production, water resources consumption and environmental change. Deep learning has become an effective approach for object detection and semantic segmentation. Recent studies have shown that convolutional neural networks (CNNs) are prone to be texture-biased rather than shape-biased, and increasing shape bias can improve the robustness and performance of CNNs. In this study, a simple yet effective method was proposed to increase shape bias in object detection networks to improve the precision of center pivot irrigation system detection. We extracted edge images of training samples and integrated them into the training data to increase shape bias in the networks. With the proposed shape increasing training scheme, we evaluated and compared PVANET and YOLOv4. Experiments with the images in Mato Grosso have shown that both PVANET and YOLOv4 achieved improved performance, which demonstrated the validity of the proposed method.
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1. Introduction

Irrigation is an important part of agriculture. Irrigation systems are icons of the modernization of agricultural production and intensification management [1]. On the other hand, irrigation also consumes a lot of water resources and has an impact on the environment. Mapping irrigation systems has important implications for understanding agricultural production, water resources consumption and environmental impact. Center pivot irrigation systems have relatively high efficiency and are able to irrigate in a wide range. They are popular in countries like the USA, Brazil and Israel. Yet, center pivot irrigation systems are big consumers of water and energy, 496 L of diesel oil and 3,806,511 L of water are needed per hectare per year by this method [2]. It is easy to recognize center pivot irrigation systems in satellite images by visual interpretation because the crop fields approximate to circular shape. Center pivot irrigation systems can be mapped with satellite images to get their location and distribution, which is important information about ongoing trends in agriculture and environmental change.

Mapping center pivot irrigation systems with satellite images is low-cost. With a circular shape, center pivot irrigation systems can be mapped by detecting circles. Hough transform [3] is a basic method to detect circles automatically. Hough transform converts every edge point from image space to parameter space and then detect circles by voting. Though effective for directly detecting circular objects in satellite images, Hough transform has low precision, long computational time and complex parameter setting.
In recent years, deep learning has emerged as an effective method for image recognition tasks like image classification [4,5], object detection [6,7] and image segmentation [8,9]. Especially, convolutional neural network (CNN) has become a powerful model for these tasks. Several deep-learning-based approaches have been proposed to map center pivot irrigation systems. Zhang et al. [10] presented a CNN approach to identify center pivot irrigation systems in North Colorado (USA) using Landsat images, achieving a precision of 95.85% and a recall of 93.33%. However, the proposed method relied on the Crop Data Layer (CDL) to filter non-cropland areas in the preprocessing. In addition, the processing was slow since it used a sliding window to the test images. Saraiva et al. [11] implemented a modified U-Net [12] to detect center pivot irrigation systems in a study area in Brazil. They achieved a precision of 99% and a relatively low recall of 88%. Likewise, Albuquerque et al. [13] used U-Net to map center pivot irrigation systems in three study sites of central Brazil with a precision of 98.26% and a higher recall of 94.57%. Nevertheless, the training samples of center pivot irrigation systems needed accurate delineation, which was work-intensive and time-consuming. In addition, the method had a slow processing speed, especially when the overlapping windows were large, which was essential for high performance. Tang et al. [14] proposed a joint method of PVANET-Hough to detect and delineate center pivot irrigation systems. In the proposed method, a lightweight real-time object detection network PVANET was used to detect center pivot irrigation systems, and then Hough transform was applied to delineate their shape and eliminate the false detections in the candidates of PVANET. The proposed method achieved a precision of 88.1% and a recall of 91.0%. The processing was fast and the training samples were easier to build, which only needed bounding box annotation of center pivot irrigation systems. However, Hough transform still had a high false detection rate and the parameter setting was complex.

Recent studies have shown that CNNs are prone to rely excessively on object textures rather than object shapes to make predictions [15,16], which is in sharp contrast to human vision. Texture-biased CNNs have poorer generalization and robustness when faced with images that have a different distribution to training images, because object textures are easily distorted and less distinguishable. This is one of the reasons why the object detection network PVANET has a high false detection rate when detecting center pivot irrigation systems [14]. In contrast, shape representations are more robust and distinguishable since object shapes are more stable, which also explains the robustness of human vision against distortion and why humans can recognize line drawing as it relies more on shape. When a dataset can be solved with high accuracy using only texture features, CNNs trained on the dataset tend to be texture-biased. CNNs that learn a texture-biased representation are able to learn a shape-biased representation when trained on a suitable dataset, such as Stylized-ImageNet which replaces the object-related local texture with the uninformative style of randomly selected artistic paintings. Incorporating stylized images in the training data improves the robustness and accuracy of CNNs.

Inspired by these findings, a simple yet effective method was proposed in this study to improve the performance of the detection of center pivot irrigation systems. The proposed method can be essentially regarded as a method of data augmentation. In this method, edge images of training images were incorporated as samples to training data. Edge images only had shape information and no texture information. With edge images mixed as samples in training data, object detection networks were forced to learn to detect objects based on object shapes, thus relieving the texture bias in the network and increasing shape bias to improve performance. PVANET [17] and YOLOv4 [18] were evaluated and compared in this study. Benefiting from the increase of shape bias learned from the augmented training data, the proposed method has a lower false detection rate. Moreover, in the proposed training scheme, edge images were extracted directly from training images, thus no extra data collection and annotation were required. With the data augmentation of edge images, center pivot irrigation systems detection performance of object detection models can be improved without any architectural change, preprocessing and post-processing.
2. Materials and Methods

2.1. Study Area

The study area is located in Mato Grosso, a Brazilian state in the center-west region and the south of the Amazon basin (Figure 1). Mato Grosso is the third largest state in Brazil, which spans 903,357 square kilometers. With agriculture as its main economic activity, Mato Grosso is one of the largest producers of soybean and corn in Brazil [19]. The number of center pivot irrigation systems increased significantly during 2010–2017 in Mato Grosso [20], the monitoring of which has important implications for analyzing the agricultural intensification and expansion in the region.

![Figure 1. The location of Mato Grosso in Brazil.](image)

2.2. Data

We used True Color Image (TCI) images of Sentinel-2 to detect the center pivot irrigation systems. The spatial resolution of TCI images is 10 m. The images used in the study cover three major Amazon watersheds in Mato Grosso: Juruena, Teles Pires and Xingu river. The coverage area is 750,000 square kilometers and 2/3 of Mato Grosso. There were 77 image tiles in total, acquired between June and August 2017, the images with low cloud cover were selected. The image size is $10,980 \times 10,980$ pixels.

2.3. Training Data

Images ($500 \times 500$ pixels) with center pivot irrigation systems were annotated and then used as samples to train the models. To obtain these samples, images with the size of $500 \times 500$ were randomly cropped from one Sentinel-2 image tile of the 77 image tiles in Mato Grosso acquired in July 2017, whose acquisition time was different from the test image tiles. A total of 613 images with center pivot irrigation systems were selected, and then annotated to be the samples. Examples of the samples are shown in Figure 2a,b.
Figure 2. Examples of the samples. (a,b) Ordinary samples. (c,d) Edge image samples extracted using Canny edge detector. (e,f) Edge image samples extracted using Sobel edge detector. (g,h) Edge image samples extracted using Laplacian edge detector. (i,j) Edge image samples extracted using HED. (k,l) Edge image samples extracted using DexiNed.
2.4. Methods

In this study, edge images were extracted from the training images and incorporated as samples to the training data. PVANET and YOLOv4 were used and compared as the object detection network. With the augmented shape-bias-increasing training data, PVANET and YOLOv4 were trained and then evaluated in the test image tiles. We trained and compared the models with and without edge image samples in the training data. Then we increased the number of edge image samples in the training data to see if it leads to better accuracy. We also trained the models separately with edge image samples extracted using different edge extraction methods in the training data to see if different edge image samples lead to different accuracy. Finally, we experimented to train the models with only edge image samples in the training data.

2.4.1. Edge Image Sample Data Augmentation to Increase Shape Bias

In order to increase shape bias in the network to achieve better performance, edge images of the sample images were integrated into the training data as samples. For every sample image, edge images were extracted from it and then used as samples with the corresponding annotation migrated. Examples of edge image samples are shown in Figure 2c–l. We used 5 different methods to extract edge images: Canny edge detector, Sobel edge detector, Laplacian edge detector, HED (Holistically-Nested Edge Detection) [21] and DexiNed (Dense Extreme Inception Network for Edge Detection) [22]. HED and DexiNed are two edge extraction methods based on deep learning. HED is an end-to-end edge detection method that leverages multi-scale and multi-level feature learning. DexiNed is a deep-learning-based edge detector that generates high-quality thin edge maps. In edge images, textures are removed and only shapes remain. With edge image samples in the training data, we expect that the networks will be forced to learn to detect objects based on their shapes, so that the shape bias in the networks will increase.

2.4.2. PVANET

PVANET is a lightweight real-time object detection network based on Faster R-CNN [6] with modification on the feature extraction part. The pipeline of PVANET follows Faster R-CNN, which is first extracting features with CNN, then getting region proposals with region proposal network (RPN) and finally classifying and regressing the coordinates of region proposals based on their RoI features. PVANET adopted several building blocks including concatenated rectified linear unit (C.ReLU) [23], Inception [24] and HyperNet [25] to the feature extraction network, making it deep and thin. C.ReLU is motivated from an observation of CNNs that in the early stage, filters tend to be paired such that for every filter there is another filter that is almost the opposite phase. Inspired by this observation, C.ReLU reduces the number of convolution channels by half, then simply multiplies the outputs by $-1$ and concatenates it to the outputs, thus leading to 2 times speed-up in the early stage without losing accuracy. Inception is an effective module that clusters different sizes of kernels to the convolution layers, so that the receptive fields of the features in CNNs can capture both the small and large objects in an input image. The combination of shadow fine-grained details and deep highly-abstracted information provides abundant features, which have been proven to be beneficial for many deep learning tasks [8,25,26]. PVANET integrates the last layer and two intermediate layers whose scales are 2x and 4x of the last layer, respectively. The middle-size layer was chosen to be the reference layer. The 4x-scaled layer was down-scaled by pooling and the last layer was up-scaled by linear interpolation, then concatenated to the middle-size layer. The combination of the last layer and two intermediate layers benefits the following RPN and classification network.

2.4.3. YOLOv4

YOLOv4 is a state-of-art object detection network with real-time speed and high accuracy. Based on YOLOv3 [7], YOLOv4 integrates some state-of-art methods to improve both the speed and accuracy. As a one-stage method, YOLOv4 first extracts features using CNN
and then predicts bounding boxes using anchor boxes. YOLOv4 uses CSPDarknet53 [27] as the backbone network, which additionally adds SPP block [28] to increase the receptive field and adopts PANet as the parameter aggregation method. Furthermore, cross-stage partial connections (CSP) [27] and multi-input weighted residual connections (MiWRC) [29] are employed to integrate different feature pyramid. Spatial Attention Module (SAM) [30] is used to improve the power of the backbone network. Mish activation is adopted as the activation function. As for the loss function, CIoU-loss (Complete Intersection over Union loss) [31] is used to achieve better convergence speed and accuracy on the BBox regression problem. DIoU (Distance Intersection over Union) [31] is employed as the NMS method, which considers the distance between central points of two bounding boxes when suppressing redundant boxes, making it more robust for the cases with occlusions. For the data augmentation methods, CutMix [32] and Mosaic data augmentation, Self-Adversarial Training [33] and Class label smoothing [34] are adopted to improve the robustness and generalization of the model. DropBlock [35] is used as the regularization method. For the training, multiple anchors are used for a single ground truth. Moreover, Cross mini-Batch Normalization (CmBN), Cosine annealing scheduler [36] and random training shapes are adopted to improve the training. With all these improvements, YOLOv4 is faster and more accurate.

2.4.4. Training of PVANET and YOLOv4

With the integrated training data, PVANET and YOLOv4 were both fine-tuned from the corresponding pre-trained model from ImageNet [37]. Both the learning rates were set to be 0.001. PVANET was implemented using Caffe [38] and YOLOv4 was implemented using Darknet [39]. Both the training and evaluation were done in a machine with a 32 cores Intel Core Xeon E5-2620 CPU, 126 GB RAM and 4 NVIDIA TITAN Xp graphics cards. All the settings were kept the same for all the experiments except training data. The training of PVANET took 8 h, while the training of YOLOv4 took 12 h.

2.4.5. Evaluation

We used the 77 Sentinel-2 image tiles (10,980 × 10,980 pixels each) in Mato Grosso to evaluate PVANET and YOLOv4 which were trained using the shape-bias-increasing scheme. Every image tile was cropped into 500 × 500 grids with an overlap of 200 pixels between the neighboring grids, all the grids were fed into the network to detect center pivot irrigation systems. After all the grids were detected, the duplicate detections in the overlap were removed to get the final result of the whole image tile.

We adopted two quantitative indexes to evaluate the performance: precision and recall, or false detection rate and missed detection rate, as false detection rate = 1 − precision and missed detection rate = 1 − recall. Precision is defined as the number of correct detections over the number of correct detections plus the number of false detections (Equation (1)), which tells us how many of the detections are correct. Recall is defined as the number of correct detections over the number of ground truth (Equation (2)), which tells us how many of the ground truth are detected.

\[
\text{precision} = \frac{TP}{TP + FP}, \quad (1)
\]

\[
\text{recall} = \frac{TP}{TP + FN} \quad (2)
\]

where \(TP\) is true positive, \(FP\) is false positive and \(FN\) is false negative. All the center pivot irrigation systems were manually mapped in the test image tiles as ground truth. In total, there were 641 center pivot irrigation systems in the 77 image tiles of Mato Grosso.
3. Results

3.1. Edge Image Samples Extracted Using Canny Edge Detector in the Training Data

For simplicity, we trained PVANET and YOLOv4 using the ordinary samples and the edge image samples extracted using canny edge detector, which were referred to as Shape-Biased-PVANET and Shape-Biased-YOLOv4, respectively. For comparison, we trained PVANET and YOLOv4 with only the ordinary samples in the training data, referred to as PVANET and YOLOv4, respectively. We also compared the combination method of object detection model and Hough transform [14], referred to as PVANET-Hough and YOLOv4-Hough, respectively. The combination method first used a detection network to detect center pivot irrigation system candidates and then applied Hough transform to reduce the false detection. We trained PVANET and YOLOv4 using only the ordinary samples in PVANET-Hough and YOLOv4-Hough. The results are shown in Table 1.

Table 1. The results of PVANET and YOLOv4 with edge image samples extracted using Canny edge detector in the training data.

|                     | Detected Candidate Pivots | Correctly Detected Pivots | Precision | Recall |
|---------------------|---------------------------|---------------------------|-----------|--------|
| PVANET              | 846                       | 619                       | 73.2%     | 96.6%  |
| PVANET-Hough        | 737                       | 614                       | 83.3%     | 95.8%  |
| Shape-Biased-PVANET | 706                       | 627                       | 88.8%     | 97.8%  |
| YOLOv4              | 707                       | 623                       | 88.1%     | 97.2%  |
| YOLOv4-Hough        | 682                       | 614                       | 90.0%     | 95.8%  |
| Shape-Biased-YOLOv4 | 680                       | 624                       | 91.8%     | 97.3%  |

As can be seen from the results, in the result of Shape-Biased-PVANET, there were 706 detected candidates of center pivot irrigation systems, 627 of the detected candidates were correct, 79 of the detected candidates were false and 14 center pivot irrigation were missed. The precision was 88.8%, the recall was 97.8%, the false detection rate was 11.2% and the missed detection rate was 2.2%.

In the result of PVANET, there were 846 detected candidates of center pivot irrigation systems, 619 of the detected candidates were correct, 227 of the detected candidates were false and 22 center pivot irrigation were missed. The precision was 73.2%, the recall was 96.6%, the false detection rate was 26.8% and the missed detection rate was 3.4%. PVANET had a high false detection rate, many forest patches and river banks that were similar to center pivot irrigation systems were falsely detected as them by PVANET. Examples of the false detections are shown in Figure 3.

One of the reasons why PVANET had a high false detection rate was that the fine-tuned model from the pre-trained model of ImageNet was texture-biased [16]. It relied more on texture features to make predictions, which was not able to distinguish objects like forest patches and river banks from center pivot irrigation systems as they had similar textures. With the proposed shape-bias-increasing training scheme, the edge image samples in the training data forced the network to learn to make predictions based on object shapes. Therefore, the false detection rate was decreased from 26.8% to 11.2%. The recall also had a small increase.

Hough transform in PVANET-Hough decreased the false detection rate of PVANET from 26.8% to 16.7%. However, the recall had a small decrease since 5 center pivot irrigation systems were missed by Hough transform. In addition, Hough transform added an extra post-processing step to the method. Moreover, parameters needed to be tuned for Hough transform to have optimal performance, it was less adaptive to different images. Shape-Biased-PVANET achieved better precision and recall than PVANET-Hough without adding any preprocessing or post-processing step to the model. There was no parameter tuning needed. The edge images were extracted from the sample images, and the annotations were also migrated. Therefore, no extra data collecting and annotation were needed.
In the result of Shape-Biased-YOLOv4 (Table 1), there were 680 detected candidates of center pivot irrigation systems, 624 of the detected candidates were correct, 56 of the detected candidates were false and 17 center pivot irrigation were missed. The precision was 91.8%, the recall was 97.3%, the false detection rate was 8.2% and the missed detection rate was 2.7%.

In the result of YOLOv4 (Table 1), there were 707 detected candidates of center pivot irrigation systems, 623 of the detected candidates were correct, 84 of the detected candidates were false and 18 center pivot irrigations were missed. The precision was 88.1%, the recall was 97.2%, the false detection rate was 11.9% and the missed detection rate was 2.8%.

With a more powerful backbone network and state-of-art data augmentation methods, as well as other state-of-art methods, YOLOv4 had better precision and recall than PVANET. Using the proposed shape-bias-increasing training scheme, Shape-Biased-YOLOv4 decreased the false detection rate from 11.9% of YOLOv4 to 8.2%. The recall was had a minor increase. Shape-Biased-YOLOv4 achieved better precision and recall than YOLOv4-Hough without any extra step or architectural change.

In conclusion, Shape-Biased-PVANET and Shape-Biased-YOLOv4 both achieved improved precision and recall using the simple yet effective shape-bias-increasing training scheme, without adding any extra step or changing the architect. Shape representations helped the models to have better robustness and lower false detect rates. The processing was also fast. For the detection of an image tile with the size of $10,980 \times 10,980$ pixels, Shape-Biased-PVANET took 83 s, while Shape-Biased-YOLOv4 took 40 s.

3.2. More Edge Image Samples in the Training Data

In the previous experiments, the number of edge image samples and the number of ordinary samples were the same. We added more edge image samples to the training data to see if it leads to better accuracy. Apart from the edge images extracted using canny edge detector, 4 more edge images were extracted from each ordinary sample using Sobel edge detector, Laplacian edge detector, HED and DexiNed. We successively added the 4 sets of edge image samples to the training data to make the ratio between edge image samples
and ordinary samples to be 2:1, 3:1, 4:1 and 5:1, then trained PVANET and YOLOv4 using the obtained training data, referred to as Shape-Biased-PVANET-2 to Biased-PVANET-5 and Shape-Biased-YOLOv4-2 to Shape-Biased-YOLOv4-5, respectively. All the settings were kept the same with the previous experiments except training data. The results are shown in Table 2.

Table 2. The results of PVANET and YOLOv4 with more edge image samples in the training data.

|                         | Detected Candidate Pivots | Correctly Detected Pivots | Precision | Recall  |
|-------------------------|---------------------------|---------------------------|-----------|---------|
| PVANET                  | 846                       | 619                       | 73.2%     | 96.6%   |
| Shape-Biased-PVANET     | 706                       | 627                       | 88.8%     | 97.8%   |
| Shape-Biased-PVANET-2   | 709                       | 629                       | 88.7%     | 98.1%   |
| Shape-Biased-PVANET-3   | 660                       | 632                       | 95.8%     | 98.6%   |
| Shape-Biased-PVANET-4   | 699                       | 632                       | 90.4%     | 98.6%   |
| Shape-Biased-PVANET-5   | 712                       | 626                       | 87.9%     | 97.7%   |
| YOLOv4                  | 707                       | 623                       | 88.1%     | 97.2%   |
| Shape-Biased-YOLOv4     | 680                       | 624                       | 91.8%     | 97.3%   |
| Shape-Biased-YOLOv4-2   | 677                       | 629                       | 92.9%     | 98.1%   |
| Shape-Biased-YOLOv4-3   | 675                       | 630                       | 93.3%     | 98.3%   |
| Shape-Biased-YOLOv4-4   | 673                       | 632                       | 93.9%     | 98.6%   |
| Shape-Biased-YOLOv4-5   | 678                       | 625                       | 92.2%     | 97.5%   |

As shown in Table 2, for PVANET, when the number of edge image samples was three times the number of ordinary samples, Shape-Biased-PVANET-3 achieved the best precision of 95.8% and the best recall of 98.6%. Further increasing the number of edge image samples in the training data did not lead to better accuracy. For YOLOv4, when the number of edge image samples was four times the number of ordinary samples, Shape-Biased-YOLOv4-4 achieved the best precision of 93.9% and the best recall of 98.6%. Further increasing the number of edge image samples in the training data did not lead to better accuracy either.

3.3. Edge Image Samples Extracted Using Different Methods in the Training Data

Different edge detection methods generate different edge images (Figure 2). Traditional edge detectors Canny, Sobel and Laplacian are simple and generate high-quality edge images. Edge images extracted using Sobel edge detector and Laplacian edge detector have more noises. Deep-learning-based methods HED and DexiNed generate higher-quality edge images, but they are more complex and need more computation resources. We trained the models with different edge image samples extracted using different methods in the training data to see if they lead to different performance. We separately trained PVANET and YOLOv4 with the edge image samples extracted using Canny edge detector, Sobel edge detector, Laplacian edge detector, HED and DexiNed, referred to as Shape-Biased-PVANET-Canny, Shape-Biased-PVANET-Sobel, Shape-Biased-PVANET-Laplacian, Shape-Biased-PVANET-HED and Shape-Biased-PVANET-DexiNed, respectively. YOLOv4 models were referred to like PVANET models. The results are shown in Table 3.

For PVANET, when trained with the edge image sample extracted using DexiNed in the training data, Shape-Biased-PVANET-DexiNed achieved the comparatively best accuracy, with a precision of 92.4% and a recall of 98.0%. For YOLOv4, when trained with the edge image sample extracted using HED in the training data, Shape-Biased-YOLOv4-HED achieved the comparatively best accuracy, with a precision of 94.4% and a recall of 97.8%. When trained with the edge image sample extracted using Sobel edge detector in the training data, Shape-Biased-YOLOv4-Sobel achieved a high precision of 93.5%, but the recall was comparatively lower, which was 97.0%.
Table 3. The results of PVANET and YOLOv4 with edge image samples extracted using different methods in the training data.

| Model                           | Detected Candidate Pivots | Correctly Detected Pivots | Precision | Recall  |
|---------------------------------|---------------------------|---------------------------|-----------|---------|
| PVANET                          | 846                       | 619                       | 73.2%     | 96.6%   |
| Shape-Biased-PVANET-Canny       | 706                       | 627                       | 88.8%     | 97.8%   |
| Shape-Biased-PVANET-Sobel       | 690                       | 630                       | 91.3%     | 98.3%   |
| Shape-Biased-PVANET-Laplacian   | 692                       | 627                       | 90.6%     | 97.8%   |
| Shape-Biased-PVANET-HED         | 692                       | 629                       | 90.9%     | 98.1%   |
| Shape-Biased-PVANET-DexiNed     | 680                       | 628                       | 92.4%     | 98.0%   |
| YOLOv4                          | 707                       | 623                       | 88.1%     | 97.2%   |
| Shape-Biased-YOLOv4-Canny       | 680                       | 624                       | 91.8%     | 97.3%   |
| Shape-Biased-YOLOv4-Sobel       | 665                       | 622                       | 93.5%     | 97.0%   |
| Shape-Biased-YOLOv4-Laplacian   | 683                       | 629                       | 92.1%     | 98.1%   |
| Shape-Biased-YOLOv4-HED         | 664                       | 627                       | 94.4%     | 97.8%   |
| Shape-Biased-YOLOv4-DexiNed     | 679                       | 626                       | 92.2%     | 97.7%   |

3.4. Only Edge Image Samples in the Training Data

We conducted extra experiments to further verify the generalizability of shape representations in the networks. We trained PVANET and YOLOv4 using only the edge image samples extracted using Canny edge detector, referred to as PVANET-edge and YOLOv4-edge, respectively. Then we successively added the edge image samples extracted using Sobel edge detector and Laplacian edge detector to the training data, referred to as PVANET-edge-2 and PVANET-edge-3, respectively. YOLOv4 models were referred to like PVANET models. All the settings were kept the same with the previous experiments except training data. The results are shown in Table 4.

Table 4. The results of PVANET and YOLOv4 with only edge image samples in the training data.

| Model                           | Detected Candidate Pivots | Correctly Detected Pivots | Precision | Recall  |
|---------------------------------|---------------------------|---------------------------|-----------|---------|
| PVANET                          | 846                       | 619                       | 73.2%     | 96.6%   |
| Shape-Biased-PVANET             | 706                       | 627                       | 88.8%     | 97.8%   |
| PVANET-edge                     | 661                       | 568                       | 85.9%     | 88.6%   |
| PVANET-edge-2                   | 630                       | 581                       | 92.2%     | 90.6%   |
| PVANET-edge-3                   | 658                       | 580                       | 88.1%     | 90.5%   |
| YOLOv4                          | 707                       | 623                       | 88.1%     | 97.2%   |
| Shape-Biased-YOLOv4             | 680                       | 624                       | 91.8%     | 97.3%   |
| YOLOv4-edge                     | 728                       | 572                       | 78.6%     | 89.2%   |
| YOLOv4-edge-2                   | 635                       | 585                       | 89.3%     | 91.3%   |
| YOLOv4-edge-3                   | 664                       | 582                       | 87.7%     | 90.8%   |

As we can see from the results (Table 4), even trained with only the edge image samples extracted using Canny edge detector, PVANET-edge achieved a precision of 85.9% and a recall of 88.6%, the precision of which was higher than PVANET which was trained using the ordinary samples. With the edge image samples extracted using Sobel edge detector added to the training data, the precision increased to 92.2% and the recall increased to 90.6%. Further increasing the number of edge image samples did not bring accuracy improvement. When trained with only the edge image samples extracted using Canny edge detector, YOLOv4-edge achieved a precision of 78.6% and a recall of 89.2%. With the edge image samples extracted using Sobel edge detector added to the training data, the precision increased to 89.3% and the recall increased to 91.3%. Further increasing the number of edge image samples did not bring accuracy improvement either. These results further demonstrated the robustness and generalizability of shape representations and shape-biased networks.
4. Conclusions

In this study, we proposed a simple yet effective method to accurately detect center pivot irrigation systems. Edge images of the image samples in the training data were extracted, and then integrated into the training data to increase shape bias in the object detection networks to improve robustness and accuracy. PVANET and YOLOv4 were trained and evaluated in the study. With the proposed shape-bias-increasing training scheme, both PVANET and YOLOv4 achieved better performance, especially, lower false detection rate. Compared to PVANET trained using only the ordinary samples, Shape-Biased-PVANET which was trained with the edge image samples extracted using Canny edge detector in the training data, increased the precision from 73.2% to 88.8% and increased the recall from 96.6% to 97.8%. Compared to YOLOv4 trained using only the ordinary samples, Shape-Biased-YOLOv4 which was trained with the edge image samples extracted using Canny edge detector in the training data, increased the precision from 88.1% to 91.8%. With more edge image samples added to the training data, PVANET and YOLOv4 gained more performance improvements. For PVANET, when the number of edge image samples was three times the number of ordinary samples, Shape-Biased-PVANET-3 achieved the best precision of 95.8% and the best recall of 98.6%. For YOLOv4, when the number of edge image samples was four times the number of ordinary samples, Shape-Biased-YOLOv4-4 achieved the best precision of 93.9% and the best recall of 98.6%. However, further increasing the number of edge image samples in the training data did not bring further improvements. Different edge image samples extracted using different edge detection methods in the training data led to a difference in accuracy of the models. When trained with the edge image samples extracted using DexiNed in the training data, Shape-Biased-PVANET-DexiNed achieved the comparatively best accuracy, with a precision of 92.4% and a recall of 98.0%. For YOLOv4, when trained with the edge image samples extracted using HED in the training data, Shape-Biased-YOLOv4-HED achieved the comparatively best accuracy, with a precision of 94.4% and a recall of 97.8%. Even trained using only the edge image samples extracted using Canny edge detector and Sobel edge detector in the training data, PVANET-edge-2 achieved a precision of 92.2% and a recall of 90.6%, the precision of which was higher than PVANET which was trained using the ordinary samples. When trained using only the edge image samples extracted using Canny edge detector and Sobel edge detector in the training data, YOLOv4-edge-2 achieved a precision of 89.3% and a recall of 91.3%. The performance improvements demonstrated the robustness of shape representations. The proposed shape-bias-increasing training scheme improved the performance of the object detection model without introducing any preprocessing or post-processing step. In future work, we will research introducing shape prior to object detection networks.
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