Some Matroids Related to Sum-Rank Metric Codes
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Abstract

We introduce the notion of sum-matroids and show its association with sum-rank metric codes. As a consequence, some results for sum-rank metric codes by Martínez-Peñas are generalized for sum-matroids. The sum-matroids generalize the notions of matroids and q-matroids. We define the generalized weights for sum-matroids and prove a Weit-type duality theorem which generalizes the analogous cases for matroids and q-matroids.

1 Introduction

The sum-rank metric, a common generalization of the Hamming and the rank metric, was first introduced implicitly for space-time coding [12, 28] and then it was used in measuring error-correcting capability of codes in multishot network coding [35]. Considering its practical importance, several sum-rank metric codes have been constructed in [31, 33, 35, 38, 32]. On the other hand, the theoretical study of support spaces corresponding to sum-rank metric was initiated in [30] and thereafter, the fundamental properties of codes embedded with the sum-rank metric are studied in [5].
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For a positive integer $l$, let $(n_1, \ldots, n_l)$ and $(m_1, \ldots, m_l)$ be $l$-tuples of positive integers and $n = \sum_{i=1}^{l} n_i$. For $i = 1, \ldots, l$, let $K_i$ be finite fields with a common extension $\mathbb{F}$ such that $\mathbb{F}/K_i$ is a finite extension of degree $m_i$. Then a $k$-dimensional $\mathbb{F}$-linear subspace $C$ of the $n$-dimensional vector space $\mathbb{F}^n$ is called an $[n, k; n_1, \ldots, n_l]$-sum-rank metric code over $(\mathbb{F}: K_1, \ldots, K_l)$, where the sum-rank distance between two codewords is defined as follows. Fix a $K_i$-basis $\Gamma_i$ of $\mathbb{F}$ so as to associate to any vector $c^{(i)} \in \mathbb{F}^{n_i}$ an $m_i \times n_i$ matrix $\Gamma_i(c^{(i)})$ with entries in $K_i$, for $0 \leq i \leq l$. Now the sum-rank distance between any $x = (x^{(1)}, \ldots, x^{(l)})$, $y = (y^{(1)}, \ldots, y^{(l)}) \in \mathbb{F}^n$, with $x^{(i)}, y^{(i)} \in \mathbb{F}^{n_i}$, is defined as the sum of the rank of the matrices $\Gamma_i(x^{(i)} - y^{(i)})$. For the particular case of $n_i = 1$ for $0 \leq i \leq l$, the sum-rank distance equals the Hamming distance $[18, 29]$ while the case $l = 1$ recovers the notion of rank distance $[9, 11, 39]$.

The theory of linear Hamming metric codes has been studied in a more general context of matroids $[37]$. In 1976, Greene first mentioned several connections between matroid and coding theory $[17]$ and thereafter, many authors demonstrated the importance of this connection by proving coding-theoretical results using matroid theory, e.g., see $[1, 2, 20, 21]$. Fundamental results like descriptions of support of a codeword and higher supports of subcodes in various terms of the corresponding matroid can be found, for example, in $[1, 17, 44]$. Also, Britz, Johnsen, Mayhew and Shiromoto in $[3]$ generalized the celebrated Wei duality theorem $[42]$ for matroids. Inspired by Wei’s work in $[42]$ about how generalized weights characterize security in wire-tap channel of type II, Kurihara et al. established the relevance of generalized rank weights for secure network coding $[26]$. As in the case of linear Hamming metric codes, generalized (rank) weights for rank metric codes also have been studied in more general contexts. The $q$-analogues of matroids, called $q$-matroids and $q$-polymatroids, have been considered by Jurrius and Pellikaan in $[24]$ and by Gorla, Jurrius, Lopez, and Ravagnani in $[14]$, respectively. Shiromoto has introduced the notion of $(q, m)$-polymatroid $[41]$ and recently, Ghorpade and Johnsen $[16]$ and Britz, Mammoliti, and Shiromoto $[4]$ have independently proved a Wei-type duality theorem for rank metric codes for more general combinatorial structures, called $(q, m)$-demi-polymatroids.

So it is natural to ask for a combinatorial structure such that coding-theoretic results for sum-rank metric codes can be studied in a more general context. It is also expected that the matroid analogue related to sum-rank metric code will generalize matroids and $q$-matroids. This is the question we address in this paper. We introduce the notion of sum-matroids so as to have a common generalization of the notions of matroids and $q$-matroids. By associating sum-matroids with sum-rank metric codes, we recover several results of Martínez-Peñas on the theory of sum-rank metric codes. In par-
ticular, we generalize the notion of generalized weights for sum-rank metric codes to sum-matroids. Moreover, we prove a Wei-type duality theorem for the generalized weights of sum-matroids that combines the existing Wei-type duality theorems of linear codes and matroid like structures.

Another motivation of introducing sum-matroids is from the set of works \([15, 21, 22]\) where the authors associate to a linear code with Hamming metric (resp. rank metric), or more generally, to a matroid (resp. \(q\)-matroid), a fine set of invariants, called Betti numbers (resp. Virtual Betti numbers and singular homology). For Hamming metric codes, these are obtained by considering a minimal free resolution of the Stanley-Reisner ring corresponding to a matroid associated to the linear code \([21]\). On the other hand, for rank metric codes the virtual Betti numbers \([22]\) are defined as certain Möbius numbers associated to the lattice of flats of the corresponding \(q\)-matroid and in \([15]\), the singular homology of the poset (equipped with the order topology) of independent spaces of the corresponding \(q\)-matroid has been computed. One can expect to generalize these results for sum-matroids by considering the associated generalized lattice structures and posets. Nonetheless, we do not consider these questions in this paper.

The paper is organized as follows. In Section 2, we collect some preliminaries concerning linear codes and matroid-like structures and outline some relevant basic notions and results. Here we include a new characterization of maximum sum-rank distance (MSRD) codes. The notion of sum-matroids is introduced in Section 3. We associate sum-matroids to sum-rank metric codes in Section 4. The generalized weights of sum-matroids are defined and a Wei-type duality theorem for them is established in Section 5. As a corollary, one recovers the Wei-type duality theorems for sum-rank metric codes, \(q\)-matroids and matroids. Finally, in Section 6 we conclude by mentioning some further directions for studying sum-matroids.

2 Preliminaries

For once and for all, we fix a positive integer \(l\) and two \(l\)-tuples of positive integers \((n_1, \ldots, n_l)\) and \((m_1, \ldots, m_l)\). Let \(n = \sum_{i=1}^{l} n_i\) and for \(0 \leq i \leq l\), \(K_i\)’s are finite fields with a common extension \(F\) such that \([F : K_i] = m_i\). Let \(\Gamma_i\) be a \(K_i\)-basis of \(F\) for \(0 \leq i \leq l\). We use \(n\) and \(K\) to denote the \(l\)-tuples \((n_1, \ldots, n_l)\) and \((K_1, \ldots, K_l)\), respectively and \(K^n\) to denote the \(l\)-tuple of vector spaces \((K_1^{n_1}, \ldots, K_l^{n_l})\). Throughout this paper, whenever we speak of an \([n, k; n_1, \ldots, n_l]\)-sum-rank metric code, we mean the code to be over \((F : K_1, \ldots, K_l)\) as defined in the Introduction. We use \(F_q\) to denote the finite field with \(q\) elements, where \(q\) is a prime power.

This section is divided into two parts. In Subsection 2.1 we review the theory of supports and generalized weights of linear codes. We explicitly
mention the notions and results for sum-rank metric codes, whereas the analogous notions and results for Hamming and rank metric codes are remarked as particular cases. In Subsection 2.2, we collect the corresponding notions and results about matroids and \(q\)-matroids.

### 2.1 Linear codes

**Definition 1.** A linear code \(C\) of length \(n\) and dimension \(k\) over \(F\) is a \(k\)-dimensional \(F\)-linear subspace of \(F^n\). We call \(C\) an \([n, k]\)-code.

From now on, whenever we write “code” over \(F\), we mean “linear code” over \(F\). A subcode \(D\) of \(C\) is simply an \(F\)-linear subspace of \(C\).

Here we shall see how the sum-rank metric defined in Introduction generalizes the Hamming and the rank metric.

First we recall from [30, Definition 1] the formal definition of the sum-rank weight of a vector \(c \in F^n\) as follows. For \(c = (c^{(1)}, \ldots, c^{(l)}) \in F^n\), its sum-rank weight is

\[
srank(c) = \sum_{i=1}^{l} \text{rank}_{K_i}(\Gamma_i(c^{(i)})),
\]

where \(\Gamma_i(c^{(i)})\) is the coordinate matrix of \(c^{(i)} \in F^{n_i}\) w.r.t. the fixed basis \(\Gamma_i\) for all \(0 \leq i \leq l\).

Assume that \(x = (x_1, \ldots, x_n)\) and \(y = (y_1, \ldots, y_n)\) are elements of \(F^n\). Then the sum-rank distance between \(x\) and \(y\), given by

\[
d_{SR}(x, y) := srank(x - y)
\]

defines a metric on \(F^n\), which is called the sum-rank metric [35].

Now it is easy to see that, for \(n = (1, \ldots, 1)\), the sum-rank distance is the same as the Hamming distance defined as follows

\[
d_{H}(x, y) := |\{i: x_i \neq y_i, 1 \leq i \leq n\}|.
\]

The \([n, k]\)-codes over \(F\) endowed with this metric are called Hamming metric codes over \(F\) [18, 29]. The case \(l = 1\) (say, \(K = K_1\)) recovers the rank distance defined as follows.

\[
d_{R}(x, y) := \dim_{K_1}(x_i - y_i, 1 \leq i \leq n) = \text{rank}_{K_1}(\Gamma_1(x) - \Gamma_1(y)),
\]

where \(\langle x_i - y_i, 1 \leq i \leq n\rangle\) is the \(K_1\)-linear subspace of \(F\) generated by the \((x_i - y_i)\)’s. Linear codes over \(F\), where \(F^n\) is endowed with above rank metric are called (vector) rank metric codes [11, 39]. For detailed discussion on rank-metric one can refer to the book chapter [13].

Now we recall from [30] the following definitions related to support spaces corresponding to sum-rank metric.
Definition 2. [30, Definition 2] The cartesian product lattice is defined as

$$\mathcal{P}(K^n) = \mathcal{P}(K_1^{n_1}) \times \cdots \times \mathcal{P}(K_\ell^{n_\ell}),$$

where $\mathcal{P}(K_i^{n_i})$ is the lattice of $K_i$-linear subspaces of $K_i^{n_i}$ for all $i = 1, \ldots, \ell$.

This set $\mathcal{P}(K^n)$ forms a lattice with componentwise inclusion as the partial order. For any two elements $\mathcal{L}, \mathcal{L}' \in \mathcal{P}(K^n)$, their meet $\mathcal{L} \cap \mathcal{L}'$, join $\mathcal{L} + \mathcal{L}'$, and complement $\mathcal{L}^\perp$ are defined by componentwise intersection, sum and orthogonal complements, respectively. As the elements in $\mathcal{P}(K^n)$ are tuples of vector spaces, we can define direct sum of two elements $\mathcal{L}, \mathcal{L}'$ by taking the direct sum componentwise.

Definition 3. [30, Definition 3] For $\mathcal{L} = (\mathcal{L}_1, \ldots, \mathcal{L}_\ell)$ in $\mathcal{P}(K^n)$,

$$\text{Rk}(\mathcal{L}) := \sum_{i=1}^\ell \dim_{K_i}(\mathcal{L}_i).$$

The following definitions generalize the notion of support spaces as defined for codes with Hamming and rank metrics.

Definition 4. [30, Definition 4] Let $\mathbf{c} = (\mathbf{c}^{(1)}, \ldots, \mathbf{c}^{(\ell)}) \in F^n$, where $\mathbf{c}^{(i)} \in F^{n_i}$, for $i = 1, \ldots, \ell$. The sum-rank support of $\mathbf{c} \in F^n$ is defined as the $\ell$-tuple

$$\text{supp}(\mathbf{c}) = (\mathcal{L}_1, \ldots, \mathcal{L}_\ell) \in \mathcal{P}(K^n),$$

where $\mathcal{L}_i$ is the $K_i$-linear row space of $\Gamma_i(\mathbf{c}^{(i)})$ for $i = 1, \ldots, \ell$.

Remark 5. Note that

$$\text{srank}(\mathbf{c}) = \sum_{i=1}^\ell \text{rank}_{K_i}(\Gamma_i(\mathbf{c}^{(i)})) = \sum_{i=1}^\ell \dim_{K_i}(\mathcal{L}_i) = \text{Rk}(\text{supp}(\mathbf{c})).$$

Definition 6. [30, Definition 6] Given an $F$-linear subspace $\mathcal{D} \subset F^n$, its sum-rank support is defined as

$$\text{supp}(\mathcal{D}) = \mathcal{V}_\mathcal{L} := \{ \mathbf{c} \in F^n : \text{supp}(\mathbf{c}) \subseteq \mathcal{L} \},$$

where $\subseteq$ denotes the componentwise inclusion.
Note that $V_{\mathcal{L}}$ is an $F$-linear subspace of $F^n$. Moreover, as proved in [30, Corollary 1],
\[ \dim_F V_{\mathcal{L}} = \text{Rk}(\mathcal{L}). \]  
(5)

**Definition 8.** [30] Let $\mathcal{C}$ be an $[n, k; n_1, \ldots, n_l]$-sum-rank metric code. The \textit{i-th generalized sum-rank weight} of $\mathcal{C}$ is defined as follows.
\[ d_{SR,i}(\mathcal{C}) = \min\{\text{Rk}(\mathcal{L}) : \mathcal{L} \in \mathcal{P}(K^n) \text{ and } \dim(\mathcal{C} \cap V_{\mathcal{L}}) \geq i\}, \]
for $i = 1, \ldots, k$.

The following result can be seen as a consequence of [30, Proposition 4]. We include a proof as it makes it clear that the notion of generalized weights of sum-rank metric codes generalizes those of Hamming and rank-metric codes.

**Lemma 9.** Let $\mathcal{C} \subseteq F^n$ be an $[n, k; n_1, \ldots, n_l]$-sum-rank metric code with $\dim_F(\mathcal{C}) = k \geq 1$. Then
\[ d_{SR,i}(\mathcal{C}) = \min\{\text{wt}_{SR}(D) : D \subseteq \mathcal{C} \text{ and } \dim_F D = i\}. \]

Proof. Let $\min\{\text{wt}_{SR}(D) : D \subseteq \mathcal{C} \text{ and } \dim_F D = i\} = \text{wt}_{SR}(D) = \text{Rk}(\text{supp}(D))$ for some $D \subseteq \mathcal{C}$ with $\dim D = i$, and $d_{SR,i}(\mathcal{C}) = \text{Rk}(\mathcal{L})$ for some $\mathcal{L} \in \mathcal{P}(K^n)$. Let $\mathcal{L}_0 = \text{supp}(D)$, so that $\text{wt}_{SR}(D) = \text{Rk}(\mathcal{L}_0)$. By definition,
\[ \mathcal{C} \cap V_{\mathcal{L}_0} = \{x \in \mathcal{C} : \text{supp}(x) \subseteq \mathcal{L}_0\}. \]
So we have $D \subseteq \mathcal{C} \cap V_{\mathcal{L}_0}$ and thus $\dim_F(\mathcal{C} \cap V_{\mathcal{L}_0}) \geq i$. Therefore by definition, $d_{SR,i}(\mathcal{C}) \leq \text{Rk}(\mathcal{L}_0) = \text{wt}_{SR}(D)$, i.e.,
\[ d_{SR,i}(\mathcal{C}) \leq \min\{\text{wt}_{SR}(D) : D \subseteq \mathcal{C} \text{ and } \dim_F D = i\}. \]  
(6)

Conversely, since $d_{SR,i}(\mathcal{C}) = \text{Rk}(\mathcal{L})$, we have $\dim_F(\mathcal{C} \cap V_{\mathcal{L}}) \geq i$. Let $D \subseteq \mathcal{C} \cap V_{\mathcal{L}}$. Then $\text{supp}(D) \subseteq \mathcal{L}$, implying that $\text{wt}_{SR}(D) \leq \text{Rk}(\mathcal{L})$. Hence by definition,
\[ \min\{\text{wt}_{SR}(D) : D \subseteq \mathcal{C} \text{ and } \dim_F D = i\} \leq \text{wt}_{SR}(D) \leq \text{Rk}(\mathcal{L}) = d_{SR,i}(\mathcal{C}). \]  
(7)

Combining Equations (6) and (7) we get $d_{SR,i}(\mathcal{C}) = \min\{\text{wt}_{SR}(D) : D \subseteq \mathcal{C} \text{ and } \dim_F D = i\}$.

Since $d_{SR,1}(\mathcal{C})$ is the minimum distance of the sum-rank metric code $\mathcal{C}$, we simply use $d_{SR}(\mathcal{C})$ or $d$ instead of $d_{SR,1}(\mathcal{C})$, when there is no ambiguity and we describe the code as $[n, k; n_1, \ldots, n_l]$-sum-rank metric code.

We have seen in the beginning of this subsection that for the cases $n = (1, \ldots, 1)$ and $l = 1$, the sum-rank metric $d_{SR}$ recovers the Hamming metric.
and the rank metric, respectively. It is equivalent to saying that the notion of sum-rank weight $wt_{SR}$ is a generalization of the notions of Hamming weight $wt_H$ and the rank weight $wt_R$ of a codeword, where

$$wt_H(x) = d_H(x, 0) \quad \text{and} \quad wt_R(x) = d_R(x, 0). \quad (8)$$

Thus from Lemma 9, it is clear that for the particular cases $n = (1, \ldots, 1)$ and $l = 1$, we get back the generalized Hamming weights [42] and the generalized rank weights [23, 26, 27, 36], respectively.

The following results generalize the monotonicity and Wei duality theorems for Hamming and rank metric codes.

**Proposition 10** (Monotonicity). For an $[n, k, d; n_1, \ldots, n_{\ell}]$-sum-rank metric code $C$ with $k > 0$, the generalized weights of $C$ satisfy

$$1 \leq d_1 < d_2 < \cdots < d_k \leq n.$$ 

**Proof.** For a proof, see [30, Lemma 4].

**Remark 11.** For Hamming metric codes, a proof can be found in [42, Theorem 1]. For rank metric codes, one can see ([26, Lemma 9]).

For Hamming metric codes, Wei proved in [42] that the set of generalized weights of a linear code determines the set of generalized weights of its dual. Later Wei-type duality theorems have been proved for codes with rank metric and sum-rank metric. Here we state the theorem for sum-rank metric codes which covers the particular cases of the Hamming and the rank-metric codes.

**Theorem 12** (Wei duality). Let $C$ be an $[n, k, d; n_1, \ldots, n_{\ell}]$-sum-rank metric code. Let $(d_1, d_2, \ldots, d_k)$ and $(d^\perp_1, d^\perp_2, \ldots, d^\perp_{n-k})$ denote the weight hierarchies of $C$ and $C^\perp$, respectively. Then

$$\{d_t : 1 \leq t \leq k\} = \{1, 2, \ldots, n\} \setminus \{n + 1 - d^\perp_r : 1 \leq r \leq n - k\}.$$ 

**Proof.** For a proof, see [30, Theorem 2].

**Remark 13.** For a proof in the case of Hamming metric, one can see [42, Theorem 3] and for rank metric codes, see, e.g., [4, Thm. I.3],[10].

**Theorem 14** (Generalized Singleton bound, [30]). For an $[n, k, d; n_1, \ldots, n_{\ell}]$-sum-rank metric code $C$, the generalized sum-rank weights satisfy

$$d_{SR,i}(C) \leq n - k + i.$$ 

**Definition 15.** Given a $k$-dimensional linear code $C \subseteq F^n$, its maximum sum-rank distance (MSRD) rank is defined as the minimum integer $i \in \{1, \ldots, k\}$ such that $d_{SR,i}(C) = n - k + i$, if such an $i$ exists. In such a case, we say that $C$ is an $i$-MSRD code. 1-MSRD codes are simply called MSRD codes.
Examples of MSRD codes can be found, e.g., in [30, 38]. The bound on $d_1$ in the previous theorem is called the Singleton bound [9, 11, 40]. Hamming (resp. rank) metric codes attaining the Singleton bound are called maximum distance separable (MDS) (resp. maximum rank distance (MRD)) codes. For more about the properties of these classes of codes, one can look at [9, 11, 19, 29, 34]. If $i$ is the smallest integer such that $d_i = n - k + i$, then the code is called $i$-MDS (resp. $i$-MRD) in case of Hamming (resp. rank) metric codes.

The following result gives a characterization of MDS codes.

**Theorem 16** ([29, Chap. 11, Corollary 3]). Let $G$ be a generator matrix of an $[n, k]$-linear code $C$ over $F_q$. Then $C$ is MDS if and only if every set of $k$ distinct columns of $G$ are linearly independent.

For rank metric codes, the characterization is stated as follows.

**Theorem 17** ([11]). Let $G$ be a generator matrix of an $[n, k]$-rank metric code $C$ over the extension $F_{q^m}/F_q$. Then $C$ is MRD if and only if the product of matrices $GM$ is invertible for every $n \times k$ matrix $M$ of rank $k$ over $F_q$.

As a consequence of these statements it can be easily seen that $C$ is MDS (resp. MRD) if and only if $C^\perp$ is MDS (resp. MRD).

Here we give a new characterization of MSRD codes which combines Theorems 16 and 17.

**Theorem 18.** Let $C$ be an $[n, k, d; n_1, \ldots, n_\ell]$-sum-rank metric code over $(F; K_1, \ldots, K_\ell)$ with generator matrix $G$. Then $C$ is MSRD if and only if $GA$ is invertible for every $n \times k$ matrix $A$ of rank $k$ such that $A = \text{diag}(A_1, \ldots, A_\ell)$ where each $A_i$ is an $n_i \times k_i$ matrix over $K_i$, $k_i \leq n_i$, and $\sum_{i=1}^\ell k_i = k$.

**Proof.** Assume that $C$ is MSRD. Let $c$ be a codeword of $C$. If $c \in C$ has sum rank smaller than $n - k + 1$ then assume that $c = (c^{(1)}, \ldots, c^{(\ell)})$ such that $\text{rank}_{K_i}(\Gamma_i(c^{(i)})) = r_i$ and $\sum_{i=1}^\ell r_i \leq n - k$.

It is enough to show that this map is injective. Assume that $xGA = 0$. Notice that $xG$ is a codeword of $C$ and write it as $xG = (c^{(1)}, \ldots, c^{(\ell)})$. Hence $c^{(i)}A_i = 0$ for $i = 1, \ldots, \ell$. This implies that $\text{rank}_{K_i}(\Gamma_i(c^{(i)})) \leq n_i - k_i$. Taking the sum we get $\text{rank}(xG) \leq n - k$. Since $xG$ is a codeword of $C$ and $C$ has minimum distance $n - k + 1$, we see that $xG$ must be the zero codeword and thus $x$ itself is the zero vector. Therefore our map is injective which implies that $GA$ is invertible.

Conversely, suppose that $GA$ is invertible for every $n \times k$ matrix $A$ with the properties stated in the theorem. Consider the $F$-linear map

$$F^k \to F^k \text{ defined by } x \mapsto xGA.$$
For each $i$, we can find an $n_i \times (n_i - r_i)$ matrix $A_i$ of rank $n_i - r_i$ over $K_i$ such that $c^{(i)} A_i = 0 \in F^{n_i-r_i}$. Let $A = \text{diag}(A_1, \ldots, A_\ell)$. Thus $cA = 0$ where $A$ has $u = \sum_{i=1}^\ell (n_i - r_i)$ columns and $\text{rank}(A) = u$. Since $u \geq k$, we can choose a submatrix $A'$ of $A$ of rank $k$ such that $cA' = 0$. As a codeword of $C$, $c$ can be written as $c = xG$ and therefore $xGA' = 0$ and therefore we have a contradiction since $GA'$ is invertible.

2.2 $(q)$-Matroids

We now recall the notion of matroids and its $q$-analogue, called $q$-matroids. These are combinatorial objects which can be seen as generalizations of linear codes embedded with Hamming metric or rank metric. We shall see in the next section how these are generalized into a common notion of sum-matroids.

**Definition 19 (Matroids).** A matroid $M = (E, \rho)$ is a pair such that $E$ is a finite set and $\rho$ is a function $2^E \rightarrow \mathbb{N}_0$, called the rank function, satisfying the following properties for all $A, B \subseteq E$:

1. $\rho(\emptyset) = 0$,
2. if $A \subseteq B$, then $\rho(A) \leq \rho(B)$,
3. $\rho(A \cap B) + \rho(A \cup B) \leq \rho(A) + \rho(B)$.

The rank of the matroid $M$, denoted as $\rho(M)$, is defined to be $\rho(E)$.

For the other cryptomorphic definitions and more detailed treatment of matroids one can look at [37, 43].

**Example 20.** Let $E = [n] := \{1, \ldots, n\}$. For $k \leq n$, let $H$ be a $k \times n$ matrix over a finite field $F_q$. For a subset $A \subseteq E$, let $H_A$ be the submatrix of $H$ with the columns indexed by $A$. Let $\rho$ be the function defined by

$$\rho : 2^E \rightarrow \mathbb{N}_0$$

$$A \mapsto \text{rank}(H_A).$$

Then $(E, \rho)$ defines a matroid denoted by $M_H$.

A matroid which can be defined as in the previous example is called a representable matroid. There are examples of matroids which are not representable for any finite field $F_q$ ([37, Chap. 3]). Representable matroids can be thought as a generalization of linear codes as we see in the following definition.

**Definition 21.** Let $C$ be an $[n, k]$-linear code over $F_q$. Let $H$ be a parity check matrix of $C$, the matroid associated to $C$ is the representable matroid defined on $E = [n]$ by the matrix $H$. 
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Following this definition, it is natural to generalize some invariants from linear codes to matroids. The next definition is a generalization of the generalized weights of linear codes to matroids [21].

**Definition 22** (Generalized weights of matroids). Let $M = (E, \rho)$ be a matroid. For $1 \leq i \leq n - \rho(E)$, the $i$-th generalized weight of $M$ is defined as

$$d_i = \min_{\sigma \in \mathcal{P}(E)} \{|\sigma| : |\sigma| - \rho(\sigma) = i\}.$$

**Definition 23** (Dual matroids [37]). Let $M = (E, \rho)$ be a matroid. The dual matroid of $M$ is the matroid $M^* = (E, \rho^*)$, where for $U \subseteq E$,

$$\rho^*(U) = |U| + \rho(E \setminus U) - \rho(M).$$

Next we describe the notion of $q$-matroids which are the $q$-analogue of the matroids as introduced in [24]. These are $q$-analogues in the sense that the finite sets for matroids are replaced with finite dimensional vector spaces over a finite field $\mathbb{F}_q$ and cardinality of a set is replaced by dimension of a space. Let $V = \mathbb{F}_q^n$ be an $n$-dimensional vector space over $\mathbb{F}_q$ and with abuse of notation, let $\mathcal{P}(V)$ be the set of all subspaces of $V$.

**Definition 24** ($q$-Matroids). A $q$-matroid $M = (V, \rho)$ is a pair such that $V$ is a vector space of finite dimension of $\mathbb{F}_q$ and $\rho$ is a function $\mathcal{P}(V) \to \mathbb{N}_0$ called the rank function satisfying the following properties for all $A, B \subseteq E$ and $a \in E$:

1. $\rho(\{0\}) = 0$,
2. if $A \subseteq B$, then $\rho(A) \leq \rho(B),$
3. $\rho(A \cap B) + \rho(A + B) \leq \rho(A) + \rho(B)$.

The rank of the $q$-matroid $M$, denoted as $\rho(M)$, is defined to be $\rho(V)$.

Similar to matroids, various cryptomorphic definitions of $q$-matroids can be found in [6, 24]. The following classes of $q$-matroids are given by Jurrius and Pellikaan in [24].

**Example 25.** Let $H$ be a $k \times n$ matrix over a finite field $\mathbb{F}_{q^m}$ and let $\mathcal{D}$ be its rowspace. Let $U \subseteq \mathbb{F}_q^m$ be an $\mathbb{F}_q$-subspace of dimension $t$ and assume that $Y$ is a generator matrix of $U$. We define a map $\pi_U : \mathbb{F}_{q^m}^n \to \mathbb{F}_q^t$ such that $\pi_U(x) = xY^T$. Taking $\mathcal{D}_U = \pi_U(\mathcal{D})$ we define rank function $\rho$ by $\rho(U) = \dim_{\mathbb{F}_q}(\mathcal{D}_U)$. In fact we have $\rho(U) = \text{rank}(HY^T)$ and it has been shown in [24, Theorem 4.8] that $\rho$ indeed defines a rank function of a $q$-matroid $M_D = (\mathbb{F}_q^n, \rho)$ of rank $k$ associated to the matrix $H$. 
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A \( q \)-matroid which can be defined as in the previous example is also called a \textit{representable \( q \)-matroid} over \( \mathbb{F}_q \). There are examples of non-representable \( q \)-matroids for any finite field \( \mathbb{F}_q \) \([6, 7]\). The representable \( q \)-matroids lead to the notion of \( q \)-matroids associated to a rank metric code.

**Definition 26.** Let \( C \) be an \([n, k]\)-linear code over \( \mathbb{F}_q^m/\mathbb{F}_q \). Let \( H \) be a parity check matrix of \( C \), the \( q \)-matroid associated to \( C \) is the representable \( q \)-matroid defined on \( \mathbb{F}_q^n \) by the matrix \( H \).

**Remark 27.** Our definition is slightly different from the original definition in \([24]\). In that paper, the matroid associated to a rank metric code is defined as the representable matroid associated to its generator matrix. In order to show the generalization to sum-matroids and also the analogy to classical matroids, it is desirable to work with the parity check matrix.

As the notion of \( q \)-matroids is a generalization of the notion of rank metric codes, we can also extend the notion of generalized weights to \( q \)-matroids. Here we state the definition from \([16]\). In \([16]\), the generalized weights of \((q, m)\)-polymatroids, which corresponds to (matrix) rank metric codes, are defined. But any vector rank metric code can be seen also as a (matrix) rank metric code. Hence the generalized weights of \( q \)-matroids are just particular cases those for \((q, m)\)-polymatroids. In what follows, whenever we mention the results from \([16]\), it will be understood that these are for the special class of Delsarte rank metric codes which arise from vector rank metric codes or \((q, m)\)-polymatroids with \( m = 1 \). The case \( m = 1 \) is further studied in \([14]\).

**Definition 28 (Generalized weights of \( q \)-matroids).** Let \( V \) be an \( n \)-dimensional vector space over \( \mathbb{F}_q \) and let \( M = (V, \rho) \) be a \( q \)-matroid. The \( i \)-th generalized weights of \( M \) is defined as

\[
d_i^R(M) = \min\{\dim_{\mathbb{F}_q} U : U \in \mathcal{P}(V) \text{ and } \dim_{\mathbb{F}_q} U - \rho(U) = i\},
\]

for \( i = 1, \ldots, n - \rho(V) \).

**Definition 29 (Dual \( q \)-matroids \([24]\)).** Let \( M = (V, \rho) \) be a \( q \)-matroid. The dual \( q \)-matroid \( M^* \) of \( M \) is the \( q \)-matroid \( M^* = (V, \rho^*) \), where for \( U \in \mathcal{P}(V) \),

\[
\rho^*(U) = \dim_{\mathbb{F}_q} U + \rho(U^\perp) - \rho(M).
\]

We finish this section with a generalization of two properties of the generalized weights of linear codes. The first property is about the monotonicity which generalizes the Proposition \(10\). The second property generalizes the Wei duality for linear codes in Theorem \(12\) to \((q-)\)matroids. For simplicity, we combine the statements for both matroids and \( q \)-matroids.

**Proposition 30 (Monotonicity \([3]\)).** Let \( M = ([n], \rho) \) (resp. \( M = (\mathbb{F}_q^n, \rho) \)) be a matroid (resp. \( q \)-matroid) of rank \( k \). For \( 1 \leq i \leq n - k \), if \( d_i \)'s are the generalized weights of \( M \), then \( d_1 < d_2 < \cdots < d_{n-k} \).
The Wei-type duality theorems for the Hamming and the rank-metric codes have been generalized for matroids and $q$-matroids, respectively.

**Theorem 31** (Wei-type duality [16]). Let $M = ([n], \rho)$ (resp. $M = (F^n_q, \rho)$) be a matroid (resp. $q$-matroid) of rank $k$ and $M^* = ([n], \rho^*)$ (resp. $M^* = (F^n_q, \rho^*)$) be its dual. For $i = 1, \ldots, n - k$ and for $j = 1, \ldots, k$, if we let $d_i$ to be the $i$-th generalized weight of $M$ and $d_j^\perp$ the $j$-th generalized weight for $M^*$, then we have

$$\{1, 2, \ldots, n\} = \{d_1^\perp, \ldots, d_k^\perp\} \cup \{n + 1 - d_1, \ldots, n + 1 - d_{n-k}\},$$

where the union is disjoint. In particular, the generalized weights of a matroid (resp. $q$-matroid) $M$ uniquely determine those of $M^*$.

### 3 The notion of sum-matroid

In this section, we introduce the notion of sum-matroid using rank function and define its dual. We shall see how this notion generalizes both the notions of matroid and $q$-matroid.

We follow the notations declared in Section 2. Recall that we use $n$ and $K$ to denote the $\ell$-tuples $(n_1, \ldots, n_\ell)$ and $(K_1, \ldots, K_\ell)$, respectively and $K^n$ to denote the $\ell$-tuple of vector spaces $(K^n_1, \ldots, K^n_\ell)$. Also, $\mathcal{P}(K^n)$ is the cartesian product of lattices of subspaces as given in Definition 2. The sum-matroids on $K^n$ are defined as follows.

**Definition 32.** A sum-matroid $M$ is a pair $(K^n, \rho)$, where $\rho$ is a non-negative integer-valued function defined on $\mathcal{P}(K^n)$, such that for any $L, L' \in \mathcal{P}(K^n)$,

(R1) $0 \leq \rho(L) \leq Rk(L)$,

(R2) if $L \subseteq L'$, then $\rho(L) \leq \rho(L')$,

(R3) $\rho(L + L') + \rho(L \cap L') \leq \rho(L) + \rho(L')$.

**Definition 33.** Let $M = (K^n, \rho)$ be a sum-matroid. An element $L$ of $\mathcal{P}(K^n)$ is called independent if $\rho(L) = Rk(L)$, otherwise $L$ is called dependent. Moreover, if $L$ is independent and $\rho(L) = \rho(K^n)$, we call $L$ a basis of $M$. The rank of $M$, denoted by $\rho(M)$, is defined to be $\rho(K^n)$.

The function $\rho$ in Definition 32 is called rank function. Note that the rank function is defined by three properties, i.e., bound on the rank function (R1), monotonicity (R2) and semimodularity (R3). Indeed, this resembles the definitions of rank function for matroids and $q$-matroids in Section 2.2. For the rank function of matroids is defined on $2^E$, where $E$ is a finite set, say, $[n] := \{1, \ldots, n\}$ and it satisfies the same properties (R1), (R2) and
(R3) with the only exception that in (R1), the rank $\rho(A)$ of an element $A \subseteq E$ is bounded by $|A|$. On the other hand, the rank function for $q$-matroids is defined on $\mathcal{P}(\mathbb{F}^n_q)$, the lattice of subspaces of $\mathbb{F}^n_q$. In this case, the only difference is that in (R1), the rank $\rho(A)$ of an element $A \subseteq \mathbb{F}^n_q$ is bounded by $\dim(A)$. This explains the "$q$" of $q$-matroid as we replace the finite sets and cardinality of a set by their $q$-analogues, i.e., finite dimensional vector spaces and the dimension of a space, respectively.

Note that, for $\ell = 1$, $\mathcal{P}(\mathbb{K}^n)$ becomes $\mathcal{P}(\mathbb{K}^n_{i=1})$ which gives the domain of rank functions of $q$-matroids. On the other hand, taking $n = (1, 1, \ldots, 1)$, i.e., $n_i = 1$ for $1 \leq i \leq \ell$, $\mathcal{P}(\mathbb{K}^n)$ becomes $2^{[\ell]}$ which recovers the domain of rank functions of matroids.

**Definition 34.** Let $M = (\mathbb{K}^n, \rho)$ be a sum-matroid. The dual sum-matroid $M^*$ of $M$ is the sum-matroid $(\mathbb{K}^n, \rho^*)$, where for any $L \in \mathcal{P}(\mathbb{K}^n)$,

$$\rho^*(L) := \rho(L^\perp) + \text{Rk}(L) - \rho(\mathbb{K}^n).$$

We show next that $\rho^*$ is indeed a rank function on $\mathcal{P}(\mathbb{K}^n)$.

**Theorem 35.** If $\rho$ is a rank function defined on $\mathcal{P}(\mathbb{K}^n)$, then $\rho^*$ is also a rank function on $\mathcal{P}(\mathbb{K}^n)$.

**Proof.** First we show that $\rho^*$ satisfies (R2). We let $L \subseteq L'$. This implies $L'^\perp \subseteq L^\perp$, i.e., there exists $L_0 \in \mathcal{P}(\mathbb{K}^n)$ such that $L'^\perp \oplus L_0 = L^\perp$ and $\text{Rk}(L_0) = \text{Rk}(L') - \text{Rk}(L^\perp)$. Then

$$\rho(L^\perp) = \rho(L'^\perp + L_0) \leq \rho(L'^\perp) + \text{Rk}(L_0) = \rho(L'^\perp) + \text{Rk}(L^\perp) - \text{Rk}(L'^\perp),$$

where the inequality comes from property (R3) of $\rho$. Therefore,

$$\rho(L^\perp) - \text{Rk}(L^\perp) \leq \rho(L'^\perp) - \text{Rk}(L'^\perp) \quad (9)$$

Since $\text{Rk}(L) + \text{Rk}(L^\perp) = n$, then Equation (9) becomes

$$\rho(L^\perp) + \text{Rk}(L) \leq \rho(L'^\perp) + \text{Rk}(L'),$$

and from definition of $\rho^*$, it follows that $\rho^*(L) \leq \rho^*(L')$, which proves (R2).

Now we show that $\rho^*$ satisfies (R1). Note that by definition, $\rho^*(0) = 0$ and $0 \subseteq L$ for any $L \in \mathcal{P}(\mathbb{K}^n)$. Then (R2) of $\rho^*$ implies

$$0 = \rho^*(0) \leq \rho^*(L).$$

Also, by property (R2) of $\rho$, given $L \in \mathcal{P}(\mathbb{K}^n)$, we have $\rho(L^\perp) \leq \rho(\mathbb{K}^n)$. Hence we have

$$\text{Rk}(L) + \rho(L^\perp) - \rho(\mathbb{K}^n) \leq \text{Rk}(L),$$

i.e., $\rho^*(L) \leq \text{Rk}(L)$ and that proves (R1) for $\rho^*$. 
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Finally to prove (R3), let \( \mathcal{L}, \mathcal{L}' \in \mathcal{P}(\mathbb{K}^n) \). Then

\[
\rho^*(\mathcal{L} + \mathcal{L}') + \rho^*(\mathcal{L} \cap \mathcal{L}') = \rho((\mathcal{L} + \mathcal{L}')^\perp) + \text{Rk} (\mathcal{L} + \mathcal{L}') - 2\rho(\mathbb{K}^n) \\
+ \rho((\mathcal{L} \cap \mathcal{L}')^\perp) + \text{Rk} (\mathcal{L} \cap \mathcal{L}')
\]

\[
= \rho((\mathcal{L} + \mathcal{L}')^\perp) + \text{Rk} (\mathcal{L}) + \text{Rk} (\mathcal{L}') - 2\rho(\mathbb{K}^n) \\
+ \rho((\mathcal{L} \cap \mathcal{L}')^\perp).
\]

But \((\mathcal{L} + \mathcal{L}')^\perp = \mathcal{L}^\perp \cap \mathcal{L}'^\perp \) and \((\mathcal{L} \cap \mathcal{L}')^\perp = \mathcal{L}^\perp + \mathcal{L}'^\perp \). Hence

\[
\rho^*(\mathcal{L} + \mathcal{L}') + \rho^*(\mathcal{L} \cap \mathcal{L}')
\]

\[
= \rho(\mathcal{L}^\perp \cap \mathcal{L}'^\perp) + \text{Rk} (\mathcal{L}) + \text{Rk} (\mathcal{L}') - 2\rho(\mathbb{K}^n) \\
+ \rho(\mathcal{L}^\perp + \mathcal{L}'^\perp) \\
\leq \rho(\mathcal{L}^\perp) + \rho(\mathcal{L}'^\perp) + \text{Rk} (\mathcal{L}) + \text{Rk} (\mathcal{L}') - 2\rho(\mathbb{K}^n) \\
= \rho^*(\mathcal{L}) + \rho^*(\mathcal{L}').
\]

And this concludes the proof. \(\square\)

Note that the definition of dual sum-matroid in Definition 34 naturally generalizes the respective definitions for matroids and \(q\)-matroids as mentioned in Section 3.

4 Sum-matroids from sum-rank metric codes

We shall now associate a sum-matroid to a sum-rank metric code \( \mathcal{C} \subseteq \mathbb{F}^n \) and show how duality is preserved in this association. To do that, we first define some subspaces of the dual sum-rank metric code \( \mathcal{C}^\perp \).

**Definition 36.** Let \( \mathcal{C} \subseteq \mathbb{F}^n \) be an \( \mathbb{F}\)-linear subspace and \( \mathcal{L} \in \mathcal{P}(\mathbb{K}^n) \). We define:

\[
\mathcal{C}(\mathcal{L}) := \{c \in \mathcal{C}^\perp : \text{supp}(c) \subseteq \mathcal{L}^\perp\}.
\]

Note that from Definitions 7 and 36 it follows that

\[
\mathcal{C}(\mathcal{L}) = \mathcal{V}_{\mathcal{L}^\perp} \cap \mathcal{C}^\perp. \tag{10}
\]

Next we give a characterization of \( \mathcal{C}(\mathcal{L}) \) that will be useful in the sequel.

**Lemma 37.** Let \( \mathcal{C} \) be an \( \mathbb{F}\)-linear code of length \( n \) and \( \mathcal{L} \in \mathcal{P}(\mathbb{K}^n) \). Then \( c \in \mathcal{C}(\mathcal{L}) \) if and only if \( c \cdot y = 0 \) for all \( y \in \mathcal{L} \), where \( c \cdot y \) is the usual dot product in \( \mathbb{F}^n \). Furthermore, \( \mathcal{C}(\mathcal{L}) \) is an \( \mathbb{F}\)-linear subspace of \( \mathcal{C}^\perp \).
Proof. Let \( \mathbf{c} = (c^{(1)}, \ldots, c^{(\ell)}) \in \mathcal{C}^\perp \) and \( \text{supp}(\mathbf{c}) = (E_1, \ldots, E_\ell) \). Then

\[
\begin{align*}
\mathbf{c} \in \mathcal{C}(\mathcal{L}) & \iff \text{supp}(\mathbf{c}) \in \mathcal{L}^\perp \\
& \iff E_i \subseteq \mathcal{L}_i^\perp \text{ for all } i = 1, \ldots, \ell \\
& \iff \text{supp}(c^{(i)}) \subseteq \mathcal{L}_i^\perp \text{ for all } i = 1, \ldots, \ell \\
& \iff c^{(i)} \cdot \mathbf{y}^{(i)} = 0 \text{ for all } \mathbf{y}^{(i)} \in \mathcal{L}_i \\
& \iff \mathbf{c} \cdot \mathbf{y} = 0 \text{ for all } \mathbf{y} \in \mathcal{L}.
\end{align*}
\]

The converse in the very last equivalence, i.e., \( \mathbf{c} \cdot \mathbf{y} = 0 \) for all \( \mathbf{y} \in \mathcal{L} \iff c^{(i)} \cdot \mathbf{y}^{(i)} = 0 \) for all \( \mathbf{y}^{(i)} \in \mathcal{L}_i \) follows from the particular choices of \( \mathbf{y} = (0, \ldots, 0, y^{(i)}, 0, \ldots, 0) \in \mathcal{L} \).

Finally, that \( \mathcal{C}(\mathcal{L}) \) is an \( \mathbb{F} \)-linear subspace of \( \mathbb{F}^n \) follows from the observation that \( \mathcal{C}(\mathcal{L}) = \mathcal{V}_{\mathcal{L}^\perp} \cap \mathcal{C}^\perp \), which is intersection of two \( \mathbb{F} \)-linear subspaces.

From the above lemma we can alternatively write

\[ \mathcal{C}(\mathcal{L}) = \{ \mathbf{c} \in \mathcal{C}^\perp : \mathbf{c} \cdot \mathbf{y} = 0 \text{ for all } \mathbf{y} \in \mathcal{L} \}. \tag{11} \]

Definition 38. Let \( \mathcal{L} = (\mathcal{L}_1, \ldots, \mathcal{L}_\ell) \) be an element of \( \mathcal{P}(\mathcal{K}^n) \) of rank \( N \) with \( \dim_{\mathcal{K}_i}(\mathcal{L}_i) = N_i \) for \( 1 \leq i \leq \ell \), where \( N = N_1 + \cdots + N_\ell \). Let \( \mathbf{A}_i \in M_{N_i \times n_i}(\mathcal{K}_i) \) be a generator matrix of \( \mathcal{L}_i \), for \( 1 \leq i \leq \ell \) and \( \mathbf{A} = \text{diag}(\mathbf{A}_1, \ldots, \mathbf{A}_\ell) \), a block diagonal matrix. Define the \( \mathbb{F} \)-linear map

\[ \Pi_{\mathcal{L}} : \mathbb{F}^n \longrightarrow \mathbb{F}^N \\
\mathbf{x} \longmapsto \mathbf{x} \mathbf{A}^T. \tag{12} \]

Next we define another subspace of \( \mathbb{F}^n \) related to \( \mathcal{C} \) which will be used to define the rank function of a sum-matroid.

Definition 39. Let \( \mathcal{C} \subseteq \mathbb{F}^n \) be an \( \mathbb{F} \)-linear code and \( \mathcal{C}^\perp \) be its dual. Then for any \( \mathcal{L} \in \mathcal{P}(\mathcal{K}^n) \), we define

\[ \mathcal{C}_{\mathcal{L}} = \Pi_{\mathcal{L}}(\mathcal{C}^\perp). \tag{13} \]

Note that, \( \ker(\Pi_{\mathcal{L}}) \cap \mathcal{C}^\perp = \{ \mathbf{c} \in \mathcal{C}^\perp : \mathbf{c} \cdot \mathbf{y} = 0 \text{ for all } \mathbf{y} \in \mathcal{L} \} \), which is equal to \( \mathcal{C}(\mathcal{L}) \) from equation (11). So from the definition of \( \mathcal{C}_{\mathcal{L}} \) in Definition 39, we obtain a short exact sequence of vector spaces over the field \( \mathbb{F} \),

\[ 0 \longrightarrow \mathcal{C}(\mathcal{L}) \longrightarrow \mathcal{C}^\perp \longrightarrow \mathcal{C}_{\mathcal{L}} \longrightarrow 0. \tag{14} \]

Definition 40. Let \( \mathcal{C} \) be an \([n, k, d; n_1, \ldots, n_\ell]\)-sum-rank metric code over \((\mathbb{F}; K_1, \ldots, K_\ell)\) and \( \mathcal{L} \in \mathcal{P}(\mathcal{K}^n) \). For any \( \mathcal{L} \in \mathcal{P}(\mathcal{K}^n) \) we define

\[ \mu_{\mathcal{C}}(\mathcal{L}) := \dim_{\mathbb{F}}(\mathcal{C}(\mathcal{L})) \text{ and } \rho_{\mathcal{C}}(\mathcal{L}) := \dim_{\mathbb{F}}(\mathcal{C}_{\mathcal{L}}). \]
From the short exact sequence in (14), we obtain the following lemma.

**Lemma 41.** Let \( C \) be an \([n, k, d; n_1, \ldots, n_t]\)-sum-rank metric code over \((\mathbb{F}; K_1, \ldots, K_t)\) and \( L \in \mathcal{P}(\mathbb{K}^n) \). Then \( \mu_C(L) + \rho_C(L) = \dim C^\perp = n - k \).

Now we come to our main result of this section. We show that a *sum-matroid* can be associated to a *sum-rank metric code* \( C \) by proving that \( \rho_C \) gives a rank function on \( \mathcal{P}(\mathbb{K}^n) \).

**Theorem 42.** Let \( C \) be an \([n, k, d; n_1, \ldots, n_t]\)-sum-rank metric code over \((\mathbb{F}; K_1, \ldots, K_t)\) and \( \rho_C \) be the function as given in Definition 40. Then \((\mathbb{K}^n, \rho_C)\) defines a sum-matroid.

**Proof.** First of all it is clear that \( \rho_C \) is a non-negative integer valued function defined on \( \mathcal{P}(\mathbb{K}^n) \). We need to show that \( \rho_C \) satisfies the properties (R1), (R2), (R3) of Definition 32. Let \( L, L' \in \mathcal{P}(\mathbb{K}^n) \). Lemma 41 implies that \( \rho_C(L) = n - k - \mu_C(L) \).

(R1) \( 0 \leq \rho_C(L) \leq \text{Rk}(L) \):

By definition 40, \( \rho_C(L) = \dim_{\mathbb{F}}(C^\perp) \) and from Definitions 38 and 39, we know that \( C^\perp \) is a subspace of \( \mathbb{F}^N \) if \( \text{Rk}(L) = N \). This proves (R1).

(R2) If \( L \subseteq L' \), then \( \rho_C(L) \leq \rho_C(L') \):

Let \( L \subseteq L' \) and \( c \in C(L') \). Then \( L \subseteq L' \subseteq \text{supp}(c)^\perp \). So \( c \in C(L) \).

Hence \( C(L') \subseteq C(L) \) and \( \mu_C(L') \leq \mu_C(L) \). Therefore, by Lemma 41, \( \rho_C(L) \leq \rho_C(L') \).

(R3) \( \rho_C(L + L') + \rho_C(L \cap L') \leq \rho_C(L) + \rho_C(L') \):

First note that \( C(L) \cap C(L') = C(L + L') \), since

\[
\begin{align*}
c \in C(L) \cap C(L') & \iff c \in C(L) \text{ and } c \in C(L') \notag \iff L \subseteq \text{supp}(c)^\perp \text{ and } L' \subseteq \text{supp}(c)^\perp \notag \iff L + L' \subseteq \text{supp}(c)^\perp \notag \iff c \in C(L + L') .
\end{align*}
\]

Now \( L \cap L' \subseteq L \) implies that \( C(L) \subseteq C(L \cap L') \) and similarly, \( C(L') \subseteq C(L \cap L') \). Since \( C(L \cap L') \) is a subspace of \( C^\perp \), it follows that \( C(L) + C(L') \subseteq C(L \cap L') \). Following these observations, finally we note that

\[
\begin{align*}
\mu_C(L) + \mu_C(L') &= \dim C(L) + \dim C(L') \\
&= \dim(C(L) + C(L')) + \dim(C(L) \cap C(L')) \\
&\leq \dim(C(L \cap L')) + \dim(C(L + L')) \\
&= \mu_C(L \cap L') + \mu_C(L + L').
\end{align*}
\]

Therefore, Lemma 41 implies that \( \rho_C(L + L') + \rho_C(L \cap L') \leq \rho_C(L) + \rho_C(L') \).
Thus it completes the proof that \( \rho_C \) is a rank function on \( \mathcal{P}(K^n) \) and hence we conclude that \((K^n, \rho_C)\) is indeed a sum-matroid.

We call the sum-matroid \((K^n, \rho_C)\) of Theorem 42 to be the sum-matroid associated to the sum-rank metric code \(C\) and we denote this sum-matroid by \(M_C\).

Note: For the rest of the paper, whenever we write \(M_C\), we mean the sum-matroid associated to the sum-rank metric code \(C\).

Corollary 43. The rank of the sum-matroid \(M_C\) is \(\dim C^\perp\).

Proof. Clearly, \(C(K^n) = \{0\}\). Hence in view of (14), \(C_{K^n} \simeq C^\perp\) and so \(\text{rank}(M_C) = \rho_C(K^n) = \dim C_{K^n} = \dim C^\perp\).

The above construction of sum-matroids from sum-rank metric codes can be written alternatively as follows. Let \(C\) be a \([n, k; n_1, \ldots, n_\ell]\)-sum-rank metric code over \((F; K_1, \ldots, K_\ell)\). Suppose that \(H = [H_1 | \cdots | H_\ell]\) is a parity check matrix of \(C\) such that \(H_i\) has \(n_i\) columns.

For \(L = (L_1, \ldots, L_\ell) \in \mathcal{P}(K^n)\), we define

\[
\tilde{\rho}_C(L) = \dim_F \bigoplus_{i=1}^\ell \langle H_i x^T : x \in L_i \rangle_F,
\]

where \(\langle H_i x^T : x \in L_i \rangle_F\) is the \(F\)-linear space generated by the vectors \(H_i x^T\) where \(x\) runs through the elements of \(L_i\). Now note that for all \(L \in \mathcal{P}(K^n)\), \(\tilde{\rho}_C(L) = \rho_C(L)\) since both are equal to \(\text{rank}(H A^T)\), where \(A_i \in M_{N_i \times n_i}(K_i)\) is a generator matrix of \(L_i\) for \(1 \leq i \leq \ell\) and \(A = \text{diag}(A_1, \ldots, A_\ell)\).

This construction of sum-matroids from sum-rank metric codes generalizes the constructions of matroids (when \(n = (1, \ldots, 1)\)) and \(q\)-matroids (when \(\ell = 1\)) in Section 2.2.

The advantage of the construction of \(\tilde{\rho}_C\) is that it captures the idea that the rank function \(\rho\) of sum-matroids are abstraction of the notion of dependence in vector spaces. Indeed, the rank function \(\tilde{\rho}_C\) in Equation (15) measures the linear dependency over \(F\) of vectors which are coming from blocks of \(K_i\)-subspaces.

The following result gives a natural connection between the duality of sum-rank metric codes and the duality of sum-matroids.

Theorem 44. Let \(\rho_C\) be the rank function of the sum-matroid associated to a sum-rank metric code \(C\). Then the rank function of the dual of the sum-matroid is the same as the rank function of the sum-matroid associated to the dual of \(C\), i.e., \(\rho_C^\perp = \rho_{C^\perp}\).

Proof. Let \(L \in \mathcal{P}(K^n)\). From Definition 34, \(\rho_C^\perp(L) = \rho_C(L^\perp) + \text{Rk}(L) - \rho_C(K^n)\). Considering the restriction of the \(F\)-linear map \(\Pi_C\) on \(C\), we get

\[
\dim(C^\perp_L) = \dim(\Pi_C(C^\perp)) = \dim(C) - \dim(C \cap V_L^\perp).
\]
Suppose \( G \) and \( G_1 \) are the generator matrices of \( \mathcal{C} \) and \( \mathcal{V}_L \) of rank \( k \) and \( k_1 \), respectively. Consider the following linear maps

\[
\begin{align*}
\Phi : \mathcal{V}_L &\longrightarrow \mathbb{F}^k, \\
x &\mapsto xG^T, \\
\Psi : \mathcal{C} &\longrightarrow \mathbb{F}^{k_1}, \\
x &\mapsto xG_1^T.
\end{align*}
\]

Observe that \( \dim(\mathcal{C}) - \dim(\mathcal{C} \cap \mathcal{V}_L^\perp) = \dim(\Psi(\mathcal{C})) = \text{rank}(GG_1^T) = \text{rank}(G_1G^T) = \dim(\Phi(\mathcal{V}_L)) = \dim(\mathcal{V}_L) - \dim(\mathcal{V}_L \cap \mathcal{C}^\perp). \) Now combining it with Equations (16) and (5), we obtain

\[
\dim(\mathcal{C}_L^\perp) = \text{Rk}(\mathcal{L}) - \dim(\mathcal{C}_L^\perp \cap \mathcal{V}_L). \tag{17}
\]

Now since \( \rho_C(\mathbb{K}_n) = \dim \mathcal{C}^\perp \) and \( \dim(\mathcal{C}_L^\perp \cap \mathcal{V}_L) = \dim \mathcal{C}(\mathcal{L}^\perp) \) (from Equation (10)), we see that

\[
\rho^*_C(\mathcal{L}) = \rho_C(\mathcal{L}^\perp) + \text{Rk}(\mathcal{L}) - \rho_C(\mathbb{K}_n)
= \rho_C(\mathcal{L}^\perp) + \dim(\mathcal{C}_L^\perp) + \dim(\mathcal{C}_L^\perp \cap \mathcal{V}_L) - \dim \mathcal{C}_L
= \dim(\mathcal{C}_L^\perp) + \dim(\mathcal{C}(\mathcal{L}^\perp)) - (\dim(\mathcal{C}^\perp - \rho_C(\mathcal{L}^\perp)))
= \dim(\mathcal{C}_L^\perp)
= \rho_{C^\perp}(\mathcal{L}).
\]

Thus it proves that \( \rho^*_C = \rho_{C^\perp}. \)

The version of the previous theorem for the particular cases of matroids and \( q \)-matroids can be found in [3] and [24], respectively.

## 5 Generalized weights of sum-matroids

This section deals with the extension of the notion of generalized weights for sum-matroids so that the sum-rank weights of sum-rank metric codes appear as a special case. We prove the monotonicity and Wei-type duality theorem for the generalized weights of a sum-matroid and these can be seen as generalization of the analogous results for matroids and \( q \)-matroids. In this section also we use \( n \) and \( K \) to denote the \( \ell \)-tuples \( (n_1, \ldots, n_\ell) \) and \( (K_1, \ldots, K_\ell) \), respectively and \( \mathbb{K}_n \) to denote the \( \ell \)-tuple of vector spaces \( (K_1^{n_1}, \ldots, K_\ell^{n_\ell}). \)

We have seen in Section 2, the notions of generalized weights of linear codes embedded with the Hamming and the rank metric are generalized to those of matroids (Definition 22) and \( q \)-matroids (Definition 28), respectively. Here we define the generalized weights of sum-matroids using the nullity function in an analogous manner.

Given a sum-matroid with rank function \( \rho \), the **nullity function** \( \eta \) is defined by

\[
\eta(\mathcal{L}) = \text{Rk}(\mathcal{L}) - \rho(\mathcal{L}),
\]

for \( \mathcal{L} \in \mathcal{P}(\mathbb{K}_n). \)
Definition 45 (Generalized weights of a sum-matroid). Let $M = (K^n, \rho)$ be a sum-matroid with nullity function $\eta$. The $i$-th generalized weight of $M$ is defined by
\[
d^i_S(M) = \min\{\text{Rk}(\mathcal{L}) : \mathcal{L} \in \mathcal{P}(K^n) \text{ and } \eta(\mathcal{L}) = i\},
\]
for $i = 1, \ldots, \eta(K^n)$.

It is clear that the particular cases of $n = (1, \ldots, 1)$ and $\ell = 1$ recover the Definition 22 of generalized weights of matroids and the Definition 28 of generalized weights of q-matroids, respectively.

Analogous to the classical matroid case, here is an alternative expression for $d^i_S(M)$.

Lemma 46. Let $M = (K^n, \rho)$ be a sum-matroid with nullity function $\eta$. Then for $i = 1, \ldots, \eta(K^n)$,
\[
\min\{\text{Rk}(\mathcal{L}) : \mathcal{L} \in \mathcal{P}(K^n) \text{ and } \eta(\mathcal{L}) = i\} = \min\{\text{Rk}(\mathcal{L}) : \mathcal{L} \in \mathcal{P}(K^n) \text{ and } \eta(\mathcal{L}) \geq i\}.
\]

Proof. For any $i \in \{1, \ldots, \eta(K^n)\}$, we show that if $\min\{\text{Rk}(\mathcal{L}) : \mathcal{L} \in \mathcal{P}(K^n) \text{ and } \eta(\mathcal{L}) \geq i\} = \text{Rk}(\mathcal{L}_1)$ for some $\mathcal{L}_1 \in \mathcal{P}(K^n)$ with $\eta(\mathcal{L}_1) \geq i$, then $\eta(\mathcal{L}_1) = i$. Now since $\text{Rk}(\mathcal{L}_1) \geq \eta(\mathcal{L}_1) \geq i \geq 1$, we choose $\mathcal{L}_2 \subseteq \mathcal{L}_1$, i.e., $\text{Rk}(\mathcal{L}_2) = \text{Rk}(\mathcal{L}_1) - 1$. Then by minimality of $\text{Rk}(\mathcal{L}_1)$ it follows that $\eta(\mathcal{L}_2) < i$ or $\eta(\mathcal{L}_2) \leq i - 1$. Now using the definition of nullity function and the property (R2) of $\rho$, we get $\eta(\mathcal{L}_1) = \text{Rk}(\mathcal{L}_1) - \rho(\mathcal{L}_1) \leq \text{Rk}(\mathcal{L}_1) - \rho(\mathcal{L}_2) = \text{Rk}(\mathcal{L}_2) + 1 - \rho(\mathcal{L}_2) = \eta(\mathcal{L}_2) + 1$. Thus $\eta(\mathcal{L}_1) \leq \eta(\mathcal{L}_2) + 1$ implies that $i \leq \eta(\mathcal{L}_1) \leq i$ and therefore $\eta(\mathcal{L}_1) = i$. This completes the proof.

The following result shows that the notion of generalized weights of sum-matroids extends the generalized sum-rank weights of sum-rank metric codes.

Theorem 47. Let $C$ be an $[n, k; n_1, \ldots, n_2]$-sum-rank metric code and let $M_C$ be the sum-matroid associated to $C$. Then for $i = 1, \ldots, k$,
\[
d^i_S(M_C) = d_{SR,i}(C).
\]

Proof. Let $\eta_C$ denote the nullity function of $M_C$. From Definition 8 and Lemma 46, it is clear that to prove the above theorem, it is enough to show that $\dim(C \cap V_C) = \eta_C(\mathcal{L})$. By definition, $\eta_C(\mathcal{L}) = \text{Rk}(\mathcal{L}) - \rho_C(\mathcal{L})$. Applying Theorem 44 to $C^\perp$ we see that, $\rho_C(\mathcal{L}) = \rho_{C^\perp}(\mathcal{L}^\perp) + \text{Rk}(\mathcal{L}) - \rho_{C^\perp}(K^n)$. Therefore, in view of (14) and Corollary 43, $\eta_C(\mathcal{L}) = \rho_{C^\perp}(K^n) - \rho_{C^\perp}(\mathcal{L}^\perp) = \dim(C) - \dim(C_{\perp}^\perp) = \dim(C) - \dim(C^\perp(C^\perp) = \dim(C \cap V_C)$. Hence we have the desired result. 
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Next we prove the monotonicity property of the generalized weights of sum-matroids which generalizes the analogous results for matroids and q-matroids as stated in Proposition 30 of Section 2.2.

**Proposition 48** (Monotonicity). Let \( M = (K^n, \rho) \) be a sum-matroid and \( d_i = d_i^\perp(M) \) is the \( i \)-th generalized weights of \( M \) for \( 1 \leq i \leq \eta(K^n) \). Then \( d_1 < d_2 < \cdots < d_{\eta(K^n)} \).

**Proof.** Fix \( i \in \{1, \ldots, \eta(K^n) - 1\} \). From Definition 45 and Lemma 46, it is obvious that \( d_{i+1} \geq d_i \). Let \( L \in P(K^n) \) such that \( \text{Rk}(L) = d_{i+1} \) and \( \eta(L) = i + 1 \). We want to show that there is an \( L' \in P(K^n) \) with \( L' \subset L \) such that \( \eta(L') \geq i \) and \( \text{Rk}(L') = \text{Rk}(L) - 1 \). As \( \text{Rk}(L) \geq \eta(L) \geq 2 \), we can always choose \( L' \subset L \) with \( \text{Rk}(L') = \text{Rk}(L) - 1 \).

Now note that \( i + 1 = \eta(L) = \text{Rk}(L) - \rho(L) \leq \text{Rk}(L') + 1 - \rho(L') = \eta(L') + 1 \). So \( \eta(L') \geq i \), i.e., \( d_i \leq \text{Rk}(L') = d_{i+1} - 1 \). Therefore we obtain \( d_i < d_{i+1} \) for any \( 1 \leq i \leq \eta(K^n) - 1 \). \( \square \)

Now we give a Wei-type duality theorem for sum-matroids which generalizes all the analogous results for codes as in Theorem 12 and for matroid structures in Theorem 31.

**Theorem 49** (Wei-type duality). Let \( M = (K^n, \rho) \) be a sum-matroid with rank \( k \) and \( M^* = (K^n, \rho^*) \) be its dual. Also let \( n = n_1 + \cdots + n_\ell \). If we let \( d_i = d_i^\perp(M) \) for \( i = 1, \ldots, n - k \) and \( d_j^\perp = d_j^\perp(M^*) \) for \( j = 1, \ldots, k \), then it holds that

\[
\{1, 2, \ldots, n\} = \{d_1^\perp, \ldots, d_k^\perp\} \cup \{n+1-d_1, \ldots, n+1-d_{n-k}\},
\]

where the union is disjoint. In particular, the generalized weights of a sum-matroid \( M \) uniquely determine those of \( M^* \).

**Proof.** It is sufficient to show that for a fixed \( r \) with \( 1 \leq r \leq n-k \),

(1) \( d^\perp_t \leq n - d_r \) for \( t = k + r - d_r \),

(2) For every \( s > 0 \), \( d^\perp_{t+s} \neq n - d_r + 1 \) where \( t = k + r - d_r \).

If we assume these to be true, then we have \( d^\perp_t < n - d_r + 1 \) and \( d^\perp_{t+s} \neq n - d_r + 1 \forall s > 0 \) and for \( t = k + r - d_r \). So \( n - d_r + 1 \notin \{d^\perp_1, \ldots, d^\perp_k\} \), for all \( 1 \leq r \leq n-k \). As all these \( d_i^\perp \) and \( d^\perp_j \) are positive integers less or equal to \( n \), the monotonicity property implies the desired result.

Now to prove (1), first we fix \( r \) such that \( 1 \leq r \leq n-k \). Let \( \eta^* \) (resp. \( \eta^* \)) denote the nullity function of \( M \) (resp. \( M^* \)). Let \( L \in P(K^n) \) be such that \( d_r = \text{Rk}(L) \) and \( \eta(L) \geq r \). Then

\[
\eta^*(L^\perp) = \text{Rk}(L^\perp) - \rho^*(L^\perp) = \text{Rk}(L^\perp) - \rho(L) - \text{Rk}(L^\perp) + \rho(K^n).
\]
Hence
\[ d_r - k + \eta^*(L^+) = \text{Rk}(L) - \rho(K^n) + \text{Rk}(L^+) - \rho(L) - \text{Rk}(L^+) + \rho(K^n) = \eta(L). \]

But \( \eta(L) \geq r \), this implies that \( \eta^*(L^+) \geq r + k - d_r = t \). Since \( \text{Rk}(L^+) = n - d_r \), it follows that \( d_r^+ \leq n - d_r \).

Now we prove (2). For some \( s > 0 \), assume that \( d_{t+s}^+ = n - d_r + 1 \). Let \( L \in \mathcal{P}(K^n) \) be such that \( d_{t+s}^+ = \text{Rk}(L) \). By definition, \( \eta^*(L) \geq t + s \) and in particular, \( \eta^*(L) > t \). Now
\[
\text{Rk}(L) - \rho^*(L) > t \Rightarrow n - d_r + 1 - \rho(L^+) - \text{Rk}(L) + \rho(K^n) > t \\
\Rightarrow n - d_r + 1 - \rho(L^+) + n - \text{Rk}(L^+) + \rho(K^n) > t \\
\Rightarrow \eta(L^+) - d_r + 1 + k > t + d_r - 1 - k \\
\Rightarrow \eta(L^+) > r - 1 \\
\Rightarrow \eta(L^+) \geq r.
\]

So \( d_r \leq \text{Rk}(L^+) = n - d_{t+s}^+ = d_r - 1 \), which is not possible. Hence our assumption that \( d_{t+s}^+ = n - d_r + 1 \) is not true. Thus (2) is proved and it completes the proof of the theorem.

\[ \square \]

The following is the definition of uniform sum-matroids, which is a generalization of uniform matroids [37] and uniform q-matroids [24].

**Definition 50.** Let \( k \) be an integer \( \leq n \). The uniform sum-matroid \( U_{k,n} \) is defined as \((K^n, \rho)\), where \( \rho(L) = \text{Rk}(L) \) for all \( L \in \mathcal{P}(K^n) \) with \( \text{Rk}(L) \leq k \), while \( \rho(L) = k \) if \( \text{Rk}(L) > k \).

Using the following characterization of \( r \)-MSRD codes given in [30], we show that uniform sum-matroids correspond to the MSRD codes given in Definition 15.

**Theorem 51 (\cite{30}).** Given any integers \( r, k \) with \( 1 \leq r \leq k \), a \([n, k; n_1, \ldots, n_\ell]\)-linear code \( C \subseteq \mathbb{F}^n \) is \( r \)-MSRD if and only if \( CA \subseteq \mathbb{F}^n \) is \( r \)-MDS, for all \( A = \text{diag}(A_1, \ldots, A_\ell) \in M_{n\times n}(\mathbb{F}) \) such that \( A_i \in GL_{n_i}(K_i) \) for \( i = 1, \ldots, \ell \).

**Example 52.** Let \( C \) be a \([n, k; n_1, \ldots, n_\ell]\)-MSRD code. From the above result \( CA \) is MDS, for all \( A = \text{diag}(A_1, \ldots, A_\ell) \in \mathbb{F}^{n\times n} \) such that \( A_i \in K_i^{n_i\times n_i} \) is invertible, for \( i = 1, \ldots, \ell \). We show that the sum-matroid corresponding to \( C \) is a uniform sum-matroid \( U_{n-k,n} \) and the corresponding dual sum-matroid is also a uniform sum-matroid \( U_{k,n} \). Let \( M_C \) be the corresponding sum-matroid. Let \( H \in M_{n-k\times n}(\mathbb{F}) \) be a parity check matrix of \( C \). Suppose
\( \mathcal{L} = (L_1, \ldots, L_l) \in P(K^n) \) has rank \( N \), where \( \dim_{K_i}(L_i) = N_i \) for \( i = 1, \ldots, l \) and \( N = N_1 + \cdots + N_l \). Consider \( G_i \in M_{N_i \times n_i}(K_i) \) to be a generator matrix of \( L_i \) for \( i = 1, \ldots, l \). Then we can extend \( G_i \) to invertible matrices \( \tilde{G}_i \in M_{n_i \times n_i}(K_i) \) for \( i = 1, \ldots, l \). Consider \( A = \text{diag}(\tilde{G}_1^T, \ldots, \tilde{G}_l^T) \). It is clear that \( HA \subseteq F^n \) generates an \([n, n-k]\) MDS code over \( F \) from the previous theorem. From a characterization of MDS code (see Theorem 18 for example) we know that any set of \( n-k \) columns of \( HA \) is linearly independent over \( F \). Now if \( \text{Rk}(\mathcal{L}) = N \geq n-k \), then \( \rho_C(\mathcal{L}) = \dim_F(C_L) = n-k \) and for \( N < n-k \), \( \rho_C(\mathcal{L}) = \dim_F(C_L) = N \). Hence \( M_C \) is a uniform sum-matroid of rank \( n-k \). The dual sum-matroid of rank \( k \) is also a uniform sum-matroid of rank \( k \) as it is coming from the dual of an MSRD code which is again MSRD (See [30, Thm. 5]).

**Remark 53.** The correspondence between MSRD codes and uniform sum-matroids is the extension of the correspondence between MDS (resp. MRD) codes and uniform matroids (resp. \( q \)-matroids).

### 6 Conclusion and further comments

We have defined sum-matroids in terms of rank functions. The rank function of sum-matroids generalizes the rank function of matroids and \( q \)-matroids. So it is natural to ask which results in matroid theory will have sum-matroid analogue. We have answered this question partially. Duality, generalized weights, which are important invariants from coding theoretic point of view, have been defined more generally for sum-matroids. There are many cryptomorphic definitions of \( q \)-matroids [24, 6] which are \( q \)-analogues of those for matroids [43]. One can expect to find analogous cryptomorphic definitions for sum-matroids also.

Further, the rank generating functions for sum-matroids can be studied. More importantly, as noted in [24], matroids and \( q \)-matroids are particular cases of a more general structure of modular lattices which are complemented and some work about them were done by Crapo in [8]. Sum-matroids also appear to be complemented lattices and hence we can get hints from [8] and further develop the theory of sum-matroids. Matroids induced from matrices are called representable matroids. As we mentioned before, there are matroids which are non-representable (See, e.g., the Vámos matroid \( V_8 \) [37]). Constructions of non-representable \( q \)-matroids also exist (See [6, 7]). So one might ask if there is any non-representable sum-matroid which is neither a matroid nor a \( q \)-matroid.

As we mentioned in the introduction, one can associate a Stanley-Reisner ring to a matroid and the Betti numbers of the ring are related to the generalized weights of a linear code if the matroid is constructed from that code. In fact, for constant weights codes and more generally, for linear codes with a pure resolution, the generalized weights and Betti numbers
define each other [21, 22]. We want to find a similar result for sum-matroids but anyhow, a study about the constant sum-rank weight linear codes is a good step toward this.
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