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Abstract

Robustness to transformation is desirable in many computer vision tasks, given that input data often exhibits pose variance. While translation invariance and equivariance is a documented phenomenon of CNNs, sensitivity to other transformations is typically encouraged through data augmentation. We investigate the modulation of complex valued convolutional weights with learned Gabor filters to enable orientation robustness. The resulting network can generate orientation dependent features free of interpolation with a single set of learnable rotation-governing parameters. By choosing to either retain or pool orientation channels, the choice of equivariance versus invariance can be directly controlled. Moreover, we introduce rotational weight-tying through a proposed cyclic Gabor convolution, further enabling generalisation over rotations. We combine these innovations into Learnable Gabor Convolutional Networks (LGCNs), that are parameter-efficient and offer increased model complexity. We demonstrate their rotation invariance and equivariance on MNIST, BSD and a dataset of simulated and real astronomical images of Galactic cirri.
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1. Introduction

We enable learning of approximate orientation invariance and equivariance in convolutional neural networks (CNN). Datasets in various domains often exhibit a range of pose variation (e.g. scale, translation, orientation, reflection). CNNs are inherently equipped to handle translation invariance, but remedies for other symmetries often involve large models and datasets with plenty of augmentation. This inability to properly adapt to transformations such as local/global rotations is a major limitation in CNNs.

An important distinction is that of equivariance versus invariance. For a network to be equivariant, it should be robust to variation in pose and be able to carry over transformations of the input to transformed features and output. For tasks where output is dependent on these transformations, network invariance alone is suboptimal as transformation information is discarded, by definition. For example, in ultra deep astronomical imaging, the scattered light from foreground Galactic cirrus contaminates and occludes interesting Low-Surface Brightness (LSB) extragalactic objects. These cirrus clouds exhibit orientation dependent features: segmenting cloud regions is a problem requiring invariance, as orientation of cloud streaks does not necessarily affect the geometry of the cloud’s envelope. On the other hand, removing occluding clouds, which is crucial to studying background LSB galaxies, is a denoising problem that requires robust and descriptive equivariant features.

Numerous works have been published alongside CNN research attempting to integrate forms of rotation invariant and equivariant feature learning in an a-priori fashion. Approaches typically generate rotation dependent responses by one of the following strategies: 1) learning orientations by constructing filters from a steerable basis [1,2,3], 2) rotating convolution filters/input by preset angles [4,5,6], or 3) introducing orientation information through analytical filters [7,8]. A significant drawback of the former type is that it introduces significant computational overhead [9]. In the second category, the rotation process imposes the use of interpolation which results in artefacts for any rotation outside of the discrete sampling grid. This is overcome in the latter category by using analytical filters with an inherent rotation parameter. Orientations are static in [7,8], similarly to the second category, however there is no inherent limitation of
analytical filters preventing them from having learnable orientation parameters. There is thus a need for a dynamic orientation sensitive architecture that can accurately adapt to the input’s transformation. We address this need in this work using Gabor filters, analytical filters that are parameterised by orientation, scale and frequency among other variables. Furthermore, Gabor filters are differentiable with respect to their parameters, meaning that these parameters can be learned through steepest descent style algorithms.

Contributions - In this paper we propose Learnable Gabor Convolutional Networks (LGCN), a complex-valued CNN architecture highly sensitive to rotation transformations. We utilise adjustable Gabor modulation of convolutional weights to generate dynamic orientation activations. By learning Gabor parameters alongside convolutional filters we achieve features that are dependent on exact angles with no interpolation artefacts. Moreover, there is no explicit constraint on convolutional filters, allowing a diverse feature space that adapts to the degree of rotation equivariance required. We extend the modulation approach used in [7] to complex space, enabling use of the full complex Gabor filter and exploiting the inherent descriptive power of complex neurons. Further, we build on this and propose a convolutional operator where Gabor filter modulation is cyclically shifted, inspired by group theory CNNs [10][11][12][3], allowing propagation of orientation information throughout a forward pass in an equivariant manner.

2. Previous works

Methods have been developed in an attempt to integrate transformation invariance in an a-priori fashion. Prior to CNN popularity, the use of hand-crafted features such as SIFT [13] and Gabor filters [14][15] was explored to generate rotation/scale invariant representations. A widely adopted technique in deep learning is to augment transformations into a dataset [16][17][18]. This brute force approach introduces new samples to prompt the model to learn this new range of transformations. Models with learned invariance through augmentation require a very large parameter space to capitalise on data augmentation, and still may generalise poorly to unseen transformations.

There has been much work recently on encoding symmetries into CNN architectures.
Early efforts utilised pooling over transformed responses, e.g. siamese networks [19], training-time augmentation [20], parallel convolutional layers [22], kernel-based affine pooling [23] and image warping [24]. Specifically in the last few years there has been a surge of interest in rotation equivariant architectures. Authors have been able to formulate CNNs entirely from principles of group theory and thus construct modified operators and/or constrain filters [10, 1, 28]. Bekkers et al. [12] employ bi-linear interpolation to enable any regular sampling of the continuous group of 2D rotation. Similarly [5] and [4] utilise copied and rotated filters, but pool over the produced activation maps. While interpolation allows rotation by exact angles (as in [12, 5, 4]) it introduces artefacts for angles outside of the discrete sampling grid. In [29] residual blocks are combined with principles of steerable bases to learn approximate equivariance. Worrall et al. [2] allow exact orientation representations while overcoming dependence on interpolation by constraining filters to the family of complex circular harmonics: there is a clear demonstration of complex neurons encoding rotational information which justifies our usage of complex CNNs for rotation equivariance. Finzi et al. [30] are able to construct group equivariance without steerable filters by constructing filters as parameterisations of Lie algebra. Similarly, Weiler et al. [31] present a CNN architecture with learnable steerable filters, and derive a generalised weight initialisation method for steerable basis coefficients. Using a formulation of steerable filter architectures, [31] proposes a general framework for equivariant networks under any combination of rotation, reflection or translation. We draw inspiration from the cyclic shifting group convolutions commonly used in group theory based CNNs [10, 1, 11, 12, 3], and propose a similar operation for rotation generalisation without requiring derivation from group theory and reducing computational overhead.

Analytical filters have made a resurgence in many deep learning contexts. Specific to transformation invariance, analytical filters parameterised by rotation are fast and can extract orientational features dependent on exact angles, overcoming interpolation artefacts. Several approaches replace convolutional weights with wavelet filters [32, 33, 34]. Wavelets are also applied to inputs of standard convolutional layers in a preprocessing fashion [35]. In [36] authors present a framework for convolutional weight modulation, achieving enhanced filters with binarised weights. Zhou et al. [8]
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Figure 1: Overview of LGCN, with illustration of the filter modulation and cyclic convolution concepts. Input channel indices are omitted to highlight the rotational aspect of the proposed method. Colour denotes individual feature orientations. To achieve orientation invariance, an additional pooling operation (not represented here) may be added at the end of each hidden layer to pool over orientations. In this equivariant problem example, orientation information is retained across layers. (For interpretation of the references to colour in this figure caption, the reader is referred to the web version of this article.)

exploit rotation parameterisation of discrete Fourier transforms to extract orientation information, modulating standard convolutional filters with a filter bank of rotated analytical filters. Luan et al. [7] implement a similar approach but opt to use Gabor filters, demonstrating that they are more robust to rotation and scale transformations. In [37] wavelet filter hyperparameters are learned in an end to end fashion for spectral decomposition through wavelet deconvolutions. We combine lessons learned from [37] with [7] to construct Gabor filter modulation with learnable parameters.

3. Methodology

Our LGCN achieves sensitivity to rotation transformations through adjustable Gabor modulation of convolutional weights. In the architecture defined below, modulation parameters are learned alongside convolutional filters. Having separate modulation and convolution parameters keeps backpropagation simple. Given that convolution filters are not explicitly constrained as in other methods attempting to overcome transformations,
the result is a larger space of possible features. Fig. 1 illustrates the general structure of LGCNs, providing an overview of the concepts proposed throughout this section. An important development of this approach is that parameters belong to complex space, allowing both real and imaginary parts of analytical filters to be utilised. Given that frequency response filters are often designed over complex space, this enables a variety of modulation choices.

LGCNs can consider several orientations simultaneously, which are finely tuned to the task being solved. LGCNs are able to achieve activations dependent on arbitrary continuous rotations with no interpolation artifacts and without using steerable filter bases. With modulation, LGCNs increase model complexity at little cost to the parameter size. In our case Gabor filters are calculated with orientation $\theta$ and wavelength $\lambda$, meaning they can generate a new feature channel with only two parameters. Finally, LGCNs utilise a novel convolutional operator where Gabor filters are cyclically shifted during modulation, enabling propagation of orientation information across layers and thus facilitating learned invariance and equivariance.

3.1. Filter Modulation of Complex-Valued Networks

In order to enable compatibility with a wide range of analytic frequency response filters, we construct complex-valued CNN layers. As described in [38] we construct complex numbers by encoding real and imaginary parts as separate real valued elements. A complex convolutional weight tensor can be written as $\Omega = A + iB$, where $A$ and $B$ are stored internally as real tensors. Complex arithmetic is then simulated with appropriate real operations acting on these elements. For a complex valued input $H = X + iY$, convolution is computed as:

$$Z = \Omega \ast H = (A \ast X - B \ast Y) + i(B \ast X + A \ast Y)$$  \hspace{1cm} (1)$$

where $\ast$ denotes the convolution operator. For nonlinearities, we use the complex ReLU proposed in [39]. C-ReLU($Z$) = ReLU(|$Z$| + $b$)z/|z| with $b$ a real-valued bias term. We also implement complex analogues of batch normalisation, given in [38], and average spatial pooling, trivially given by considering the average of real and imaginary parts separately.
For an analytical filter $Φ^p = Φ^p_{\text{Re}} + iΦ^p_{\text{Im}}$ with $D$ parameters $p_d \in P = \{p_0, ..., p_{D-1}\}$ we extend the convolutional modulation presented in [36] to complex space. The modulation of convolutional kernel $Ω^c = A^c + iB^c$ of channel $c$ with discretised filter $Φ^p$ is given by $M^c.P = Φ^p \odot Ω^c$, where $\odot$ represents complex element-wise multiplication. Output from convolution with the modulated filter is then given by $Z^c.P = M^c.P * H$, or for each pixel at coordinates $(s, t)$:

$$z^c.P_{s,t} = \sum_{k=1}^{K} \sum_{l=1}^{K} m^c.P_{k,l} h_{k+s,l+t}$$ (2)

This construction of modulated filters can be viewed as a collection of filter banks, where both the underlying kernels (via convolutional filter $Ω$) and frequency sub-bands (via $Φ$) are learnt. The complete filter bank has dimensions $2 \times C_{\text{out}} \times C_{\text{in}} \times U \times K \times K$, with $C_{\text{out}}$ and $C_{\text{in}}$ the number of output and input convolutional channels respectively, $U$ the number of modulating filters, and $K$ the convolution kernel size. Any given filter is obtained by modulating a convolutional filter $W^c$ of channel $c$ with analytical filter $Φ^p_u$.

A significant advantage of this formulation is that a filter bank of $U$ filters is created from a single canonical filter, meaning that encoding of transformation representations requires little computational overhead. Adjusting parameters through backpropagation requires calculating the gradient of a differentiable loss function $L$ with respect to $p_d$:

$$\frac{\partial L}{\partial p_d} = \frac{\partial L}{\partial M^c.P} \frac{\partial M^c.P}{\partial p_d} = \sum_{k=1}^{K} \sum_{l=1}^{K} \frac{\partial L}{\partial m^c.P_{k,l}} \frac{\partial m^c.P_{k,l}}{\partial p_d} = \sum_{k=1}^{K} \sum_{l=1}^{K} \frac{\partial L}{\partial p_d} \sum_{s=1}^{N} \sum_{t=1}^{N} \frac{\partial L}{\partial z^c.P_{s,t}} h_{s+k,l+t}.$$ (3)

Thus the only constraint on choice of analytical filter $Φ$ is that it is differentiable with respect to parameter $p_d$. In the following subsection we compute the above derivative in the scenario where only a subset of parameters are learned.

### 3.2. Learnable Gabor filters

In this paper we modulate with Gabor filters similarly to [7], which are feature detectors characterised by rotation sensitivity and frequency localisation: $G(λ, θ, ψ, σ, γ)_{k,l} = e^{-\frac{k'^2 + l'^2}{2σ^2}} e^{i\frac{2πk'}{12} + ψ}$ with $k' = k \cos \theta + l \sin \theta$ and $l' = l \cos \theta - k \sin \theta$. Two major differences with [7] is that we work with complex-valued networks, and we learn the
parameters of the filters while they were fixed to static orientations in \[7\]. A significant advantage of Gabor filters in comparison to Fourier related methods such as DCT is that they are not constructed from a sinusoidal basis, meaning that discontinuous patterns, such as edges, can more easily be represented. We fix (hyper)parameters other than orientation \( \theta \) and wavelength \( \lambda \): \( G(\lambda, \theta, 0, \frac{1}{\sqrt{2}}, 1) \) as in \[7\] which demonstrated that this provides sufficient expressivity while simplifying computation. Though we choose to modulate with the well-documented Gabor filters due to orientation and frequency parameterisation, it is possible to modulate with a variety of complex analytical filters with this approach.

Thus the modulated filter \( M^{c,P} \) can be written as \( M^{c,P} = G^p \odot \Omega^c \). We evaluate \( \frac{\partial m^{c,P}_k}{\partial p_d} \) at pixel \( k,l \) in the context of Gabor filter modulation for both parameters. Given that \( \theta, \lambda \in \mathbb{R} \) we treat \( M^{c,P} \) as a function of the real and imaginary parts separately (\( k,l \) indices omitted for readability):

\[
\frac{\partial m^{c,P}}{\partial \theta} = a^{r^c} \frac{\partial G_{\text{Re}}}{\partial \theta} + b^{r^c} \frac{\partial G_{\text{Im}}}{\partial \theta} = \frac{2\pi \lambda}{\lambda} e^{-(k^2+l^2)/\lambda^2} \left[ -a^{r^c} \sin \left( \frac{2\pi \lambda}{\lambda} k \right) + b^{r^c} \cos \left( \frac{2\pi \lambda}{\lambda} k \right) \right]
\]

(4)

\[
\frac{\partial m^{c,P}}{\partial \lambda} = a^{r^c} \frac{\partial G_{\text{Re}}}{\partial \lambda} + b^{r^c} \frac{\partial G_{\text{Im}}}{\partial \lambda} = \frac{2\pi \lambda}{\lambda^2} e^{-(k^2+l^2)/\lambda^2} k \left[ a^{r^c} \sin \left( \frac{2\pi \lambda}{\lambda} k \right) - b^{r^c} \cos \left( \frac{2\pi \lambda}{\lambda} k \right) \right],
\]

(5)

where \( a^{r^c} = a^r + b^r, \ b^{r^c} = a^r - b^r \). Backpropagation \( \frac{\partial L}{\partial p_d} = \frac{\partial L}{\partial M^{c,P}} \frac{\partial M^{c,P}}{\partial p_d} \) can now be calculated, enabling learning of Gabor filters’ parameters alongside convolutional weights. Accordingly, parameters are updated by \( \theta' = \theta - \eta \frac{\partial L}{\partial \theta} \) and \( \lambda' = \lambda - \eta \frac{\partial L}{\partial \lambda} \), with \( \eta \) denoting learning rate.

3.3. Cyclic Gabor Convolutions

In intermediate layers we implement cyclic convolutions to further increase rotation information without increasing parameter size and utilise the additional feature channels generated by Gabor modulation. We exploit the cyclic property of finite subgroups of 2D rotation transformations to create convolutional filters based on all permutations of orientation and canonical filters. By sharing all weights across every orientation, the underlying canonical filters further generalise over rotations. This is analogous to how filters are exposed to all translations in standard CNNs to encourage generalisation over translations. This propagation of rotation dependence directly facilitates equivariance,
in contrast to non-cyclic Gabor convolutions which must pool over the orientation axis per layer.

Note that this cyclic framework does not require analytical filters that are steerable, only that filters can be parameterised by rotation. That is to say, it is not a requirement that filters meet the criteria of linear steerability according to Freeman et al. [40]. In particular, we demonstrate that rotational weight sharing through cyclic shifting can be achieved with Gabor filters, which are not steerable. Networks constructed from steerable filters where basis coefficients are learned in place of convolutional kernels inherently and explicitly limit the filter space – whether this is a downside or an optimal regularisation to achieve rotation equivariance is yet to be shown. In comparison, learnable modulation with Gabor filters implicitly regularises filter space.

The cyclic convolution design we propose takes inspiration from group convolutions presented in [10]. Specifically, cyclic Gabor convolutions utilise the shifting operation used in group convolutions defined over 2D roto-translations [10][3]. As the modulation transformation cannot be used to form a symmetry group, we do not derive computation using the group framework. However, using the orientation sensitivity of the Gabor filter we implement a similar resulting feature composition, enabling rotational weight sharing without requiring a proof for strict equivariance.

With \( h^C(\theta) \) denoting channel \( c \) and orientation \( \theta \) of the previous layer’s activation map, for a single orientation and output channel, cyclic convolution \( \odot \) is computed as:

\[
\hat{z^c}(\theta) = \sum_{c=1}^{C_u} [h^c(\theta) \odot M^\phi]^c(\theta) = \sum_{c=1}^{C_u} \sum_{\phi \in P} [h^c(\phi) * (G(\theta - \phi) \odot \Omega^c)].
\]  

(6)

\( P \) is the set of \( U \) orientations that are used to generate Gabor filters. Note this formulation allows any size of \( P \). In order to keep implementation efficient and avoid recalculating Gabor filters for all permutations of learned orientations we keep \( \phi \in P \) as the original angles. This choice allows filters to be reused with a cyclic shift of the orientation components per different output orientation \( \theta \).

3.4. Learnable Gabor Convolutional Networks

The framework presented above allows learnable modulation to be added into any convolutional layer, making the method very versatile. There are some considerations
to take into account however, which we discuss in this section.

**Complex weight initialisation** - LGCNs operate over complex space, requiring weight initialisation to be rethought. Principles of He weight initialisation [41] no longer hold given that $\text{Var}(\Omega) \neq \text{Var}(A) + i\text{Var}(B)$, i.e. real and imaginary parts cannot be initialised independently. We use Trabelsi’s generalisation of He’s strategy over complex space [38], setting $\text{Var}[|\Omega|] = \frac{4-\pi}{2n_{in}}$ with $n_{in}$ denoting the number of input units. The phase is then uniformly distributed around the circle. It is worth noting that He’s derivation is specific to the traditional ReLU, using the result that for a given input $X_l$ to a layer $l$, and previous output $Y_{l-1}$: $E[X_l^2] = \frac{1}{2}\text{Var}[Y_{l-1}]$. This holds for traditional ReLU, $X_l = \max(0, Y_{l-1})$, as $Y_{l-1}$ has zero mean and a symmetric distribution which is essentially split along its axis of symmetry. However with C-ReLU, for $b < 0$, $Y_{l-1}$ is no longer divided along the axis of symmetry. For this reason we simply initialise the biases of C-ReLU layers to zero.

The choice of initialisation for modulation parameters is largely dependent on the choice of analytical filter, and should be influenced by the function’s domain and the roles of individual variables. For initialisation of Gabor parameters, as discussed in Section 3.2, we fix phase shift $\psi$, aspect ratio $\gamma$ and scale $\sigma$ in order to simplify computation. Given that wavelength is a non-negative quantity we initialise $\lambda$ with mean $3\sqrt{U}$ and variance $\frac{\sqrt{U}}{4}$ as per [41], and verified that training is stable. This choice of initialisation also avoids spatial aliasing of the Gabor filter for all kernel sizes (i.e. $3 \times 3$ or larger) at network initialisation. As the filter is sampled more than twice per phase, the signal is adequately captured, as per the Nyquist-Shannon sampling theorem. For orientation $\theta$, in the real case there is no benefit of using the full interval of rotations due to evenness, however in the complex case the oddness of the imaginary part causes orthogonal filters for $\theta$ with differing sign. For this reason we initialise $\theta$ uniformly around the full circle.

**Gabor axis considerations** - Though the ability to create enhanced filters from a single canonical filter has advantages of parameter efficiency and weight-tying, it leaves the network prone to dimensionality explosion. This can be controlled using one or more of three approaches depending on the problem at hand: adjusting the number of convolutional channels $C$ depending on the dataset’s feature complexity; adjusting the
number of modulating filters $U$ based on the dataset’s pose variation; and max pooling along the orientation axis i.e. over the modulating filters for each pixel of the bank of modulated feature maps. The latter operation has the additional advantage of focusing the attention of the network on (local) dominant orientations, which is a particularly useful feature for orientation invariance.

**Invariance vs equivariance** - There is a clear relation between pooling technique and invariance versus equivariance. Preserving only the strongest orientation response discards low response representations and disentangles features, this is however at the cost of encouraging invariance to local rotations rather than equivariance. In practice, invariance is achieved through pooling after each hidden layer over the feature orientation dimension or the Gabor shift dimension, for convolutions and cyclic convolutions, respectively – see Fig. 1.

**Projection between $\mathbb{C}$ and $\mathbb{R}$** - Finally, since data used in this paper is real, we set the imaginary part of inputs to zero. Some works [38, 42] opt to include a preprocessing step to estimate the imaginary part though we found this had a detrimental effect on performance. For real classification, final complex feature maps must be projected back onto real space. We experimented with several projection methods such as complex linear layers and using magnitudes, but found that simply concatenating real and imaginary values into fully connected linear layers performed best.

4. Experiments

In this section we validate our learnable modulation formulation, showing that learning analytical filter parameters leads to improved accuracy on both artificial and real data. Initially, LGCNs are evaluated on variants of MNIST [43] containing rotated samples, where we evaluate the network’s learned invariance. In the next section we compare invariance and equivariance in both a standard CNN and a learnable Gabor modulated CNN, where networks process synthesised samples of galactic cirri. All experiments throughout this section were run using a single NVIDIA GTX 1080 Ti.
4.1. Orientation invariance on MNIST

MNIST [43] (CC BY-SA 3.0 license) is a standard benchmark for transformation invariance because of its simplicity, interpretability and vast array of variants. We apply a random rotation between \([0, 2\pi]\) to yield a rotated MNIST, and train with 5-fold validation. Our baseline classification architecture is similar to that used in [3, 10, 2], with three blocks of increasing channels, representing a hierarchy of feature complexity. Each block contains two learnable Gabor modulated convolutional layers with a kernel size of \(3 \times 3\) followed by max pooling along the orientation axis and average spatial pooling. We use no cyclic Gabor convolutional layers, but these may be included in future experiments. In the final block, features are pooled globally so that a given activation contains one complex value per feature channel. We then concatenate real and imaginary parts into a single vector and use three (real valued) fully connected layers for classification. The Adam optimiser [44] is used for network training, starting at a learning rate of 0.001 and then decaying with an exponential schedule by 0.9 every epoch. L2 weight regularisation is also enforced with a penalty of \(10^{-7}\).

Exploration of rotation invariance in the feature maps – The number of modulation filters \(U\) has a direct effect on the network’s ability to capture rotation dependent features. We vary this parameter and investigate its effect on network’s performance and the learned features of the first layer, which are the most directly affected by low-level geometrical transformations of the input image. For this first experiment, we train networks with \(U \in \{1, 2, 4, 8, 16\}\). We measure and compare response magnitudes (measured as the ratio between the average magnitudes of input and output activations) between original and rotated samples, for all rotations in the (discrete) range \([0, 360^\circ]\), for each network (Fig. 2 right). Though response magnitude varies slightly, this may be largely due to interpolation artefacts caused by rotation of the input samples. Nonetheless, the pattern remains predictable throughout the rotation interval with decreasing amplitude for increasing \(U\), indicating that the number of modulating filters has a direct impact on rotation invariance. We also measure classification accuracy as a function of rotation for 1000 samples from the MNIST test set for each network (Fig. 2 left). The small difference in accuracy between \(U = 1\) and others indicates that even a little orientation information is helpful in generating intra-class rotation-invariant features that
Figure 2: Effect of input rotation on MNIST classification accuracy (left) and magnitude of activations in the first modulated layer of the network (right), for different numbers of modulating filters and orientations, and on a subset of 1000 testing samples of MNIST.

remain inter-class separable. At $U = 16$ there is a detrimental saturation of orientations possibly due to the model becoming too complex for the dataset size and task. Optimal performances are reached for $U$ between 2 and 8, with LGCN being not very sensitive to the exact value of this hyperparameter.

**Evaluation of the individual modifications to [7]** – We evaluate the performance improvements from our two modifications to [7] individually, namely the use of complex-valued filters and of learnable Gabor orientation parameters. In these experiments we apply these modifications both in turn and jointly to the model of [7]. The channel sizes for each LGCN variant were adjusted so that the total parameter size is at most equal to all of the compared models: for complex models this required halving the number of feature channels. The final results, shown in Tab. 1, show that both modifications improve classification accuracy, demonstrating the additional feature expressivity afforded in comparison to standard CNNs. All variants also outperform GCNs which use real and static Gabor modulation, with an absolute error difference of 0.6 for LGCNs, showing the benefit of our method’s changes over the previous work. The combination of modifications leads to a large performance increase that may indicate a synergy between the two approaches. One possible explanation for this is that the complex Gabor filter provides smoother gradients with respect to $\theta$ and $\lambda$, as opposed to only the real part. We will test this hypothesis in future work.

**Effect of adjusting learning strategies of Gabor parameters** – We investigate the effect of learning Gabor parameters other than $\theta$, and study how changing initialisation
methods impacts the model’s performance. The default training configuration for LGCNs uses fixed $\sigma$ set at $\pi$, and learnable $\lambda$ initialised using a normal distribution with mean $3\sqrt{U}$ and variance $\frac{\sqrt{U}}{4}$. We experiment with fixing or learning wavelength $\lambda$ and scale $\sigma$ and study how different configurations affect LGCNs. In addition we compare additional weight initialisation strategies for these variables. For wavelength initialisation we apply: fixed $\lambda = 3$; normal distribution with unit mean and unit variance (not adjusting for $U$); and uniform distribution between $[-1.5, 1.5]$. For scale, in addition to fixed $\sigma = \pi$, we initialise with a normal distribution with mean equal to $\pi$ and quarter variance, and enable backpropagation. Finally, we repeat these experiments with only one $\lambda, \sigma$ for all modulating Gabor filters per layer.

We train parameter restricted models with varying Gabor parameter learning strategies on rotated MNIST for 30 epochs with 5-fold validation, and record the average performance over all splits. Results are shown in Table 2. While initialising with a normal distribution $\lambda = \mathcal{N}(3\sqrt{U}, \frac{\sqrt{U}}{4})$ and fixing $\sigma = \pi$ achieves the highest average performance, there is no clear strategy for either variable that remains best with the other variable strategy changed. Notably, there is a performance decrease when aliasing of the modulating Gabor filters is forcibly introduced by initialising wavelength $\lambda$ from a uniform distribution with bounds $[-1.5, 1.5]$. In further tests it was noticed that in this scenario $\lambda$ values do not recover from this range of aliasing even after training for $>100$ epochs. For this experiment we conclude that given parameters are not in an aliasing range, LGCNs are not particularly sensitive to learning strategy of wavelength $\lambda$ and scale $\sigma$.

4.2. Invariance and equivariance to the dominant orientation of galactic cirri

We validate the benefit of modulation by applying LGCNs to a domain demanding robust orientation-sensitive features. We demonstrate that modulation not only enables

| LGCN (proposed) | Complex static | Real learnable | GCN4 [7] | ORN8 [8] | CNN |
|-----------------|----------------|---------------|----------|----------|-----|
| 0.9950          | 0.9915         | 0.9911        | 0.9890   | 0.9888   | 0.9718 |
Table 2: Classification accuracy on rotated MNIST averaged over 5 splits for different learning strategies of Gabor parameters wavelength $\lambda$ and scale $\sigma$. Rows are divided in the centre to denote whether a single $\lambda$ and $\sigma$ is used for all $U$ modulating Gabor filters, or $\lambda$ and $\sigma$ are separate for each modulating Gabor filter.

| $\lambda$ | $\sigma$ | $\mu = \mathcal{U}(-1.5, 1.5)$ | Fixed $\lambda = 3$ | $N(3, \frac{4}{\sqrt{U}})$ |
|-----------|-----------|-------------------------------|--------------------|-------------------------|
| Separate $\lambda, \sigma$ | Fixed $\sigma = \pi$ | 0.9672 | 0.9702 | 0.9686 | 0.9692 |
| | $\sigma = N(\pi, \frac{4}{\sqrt{U}})$ | 0.9690 | 0.9704 | 0.9693 | 0.9678 |
| Single $\lambda, \sigma$ | Fixed $\sigma = \pi$ | 0.9684 | 0.9707 | 0.9698 | **0.9713** |
| | $\sigma = N(\pi, \frac{4}{\sqrt{U}})$ | 0.9673 | 0.9699 | 0.9707 | 0.9685 |

the network to learn invariance and equivariance, but aids the network’s ability to generate features unaffected by local disturbances. For these experiments we analyse samples of galactic cirrus clouds – astronomical objects with striped quasi-textures exhibiting clear dominant orientations, as shown in Fig. 3 – as they allow the design of experiments that assess both orientation invariance and equivariance separately and the comparative robustness between different models. These images are very challenging, exhibiting overlapping semi-transparent objects, including foreground cirrus with oriented patterns, background objects (e.g. galaxies) with vastly different textures and intensities, and telescope artefacts. In the initial experiment we evaluate performance on various datasets composed from synthesised images of cirrus structures. Following this, we extend to a real world problem using low surface brightness telescope images containing cirrus contamination.

**Generation of synthesised cirrus images** – In order to create images exhibiting discriminative features similar to real images of galactic cirrus, multiple noise patterns are combined. All synthesised images are formed from at least three parts, background $B$, cirrus $C$, and bright regions $R$. Pixels to form the background $B$ are drawn from a Gaussian distribution and inverted. The cirrus image $C$ contains textured cloud shapes with smooth boundaries. The cloud shapes are produced by a 2D Gaussian mixture model (GMM) with 4 to 6 randomly located components with random standard deviations. The cirrus texture is created by combining a cloud texture and a streak texture, both generated from Perlin gradient noise of varying frequencies. A binary mask extracted from the GMM that forms the cirrus segmentation target. Bright regions
are smooth isotropic bright regions resembling regions of diffuse light, and are created from a GMM with a similar process to the cirrus case. Finally, all parts are combined according to $\gamma B + \gamma C + R$ with the denoising target set to $\gamma B + R$, before normalisation between 0 and 1, where $\gamma = 0.4$ balances bright regions vs. background and cirrus regions.

We design the dataset to have three variations of increasing realness. The first variation possesses only cirrus clouds with constant orientation and bright regions; the second randomises cirrus orientation; finally the third introduces star-like objects with telescope halo artefacts (i.e. bright transparent halos around each bright spots simulating stars). These star-like objects are created from a sharp Gaussian profile approximating a point source, where the standard deviation of each star’s Gaussian profile is randomly slightly varied to ensure variation. A synthetic halo resembling a telescope artefact is then added around each star, and is created from a circle of fixed radius and width and with a uniform brightness proportional to the star’s associated Gaussian standard deviation.

Our synthesised dataset contains 300 samples: 160 for training, 40 for validation (for 5-fold validation) and 100 for testing.

Comparing LGCN against a traditional CNN on synthesised cirrus images

We create a U-Net [45] style architecture in both standard form and with Gabor modulated convolutional layers, where skip connections are combined via summation (as in [46]) rather than concatenation. To enable comparison, we create four variants of this network: one with plain convolutions; one with complex-valued convolutions, denoted C-CNN; one with static real Gabor filter modulation as in [7]; and one with learnable complex Gabor modulation with cyclic convolutions. These networks are tasked with first segmenting the cirrus clouds, and secondly removing clouds and artefacts (if applicable). The complex filters of C-CNN and LGCN naturally require twice the convolutional filter parameters. We ensure a fair comparison by adjusting channel sizes accordingly, thus keeping total parameter size of the two networks roughly equal. For the denoising task we do not utilise orientation pooling so that orientation information is preserved and equivariance is encouraged, as per discussion in 3.4 and experimental verification. Results are presented in Tab. 3 with IoU metric for
segmentation and peak signal to noise ratio (PSNR) for denoising.

Figure 3: Denoising and segmentation results on real and synthesised samples of galactic cirri generated with fixed rotation; randomised rotation; and randomised rotation with stars and telescope artefacts. These are difficult tasks as the striped textures of cirrus regions are easily confused/obstructed with bright diffuse regions and other objects.

In the segmentation case, given that rotation of cirrus texture does not affect the cloud’s envelope, this is a problem where invariance is beneficial. The denoising problem requires equivariance, as isolating the cloud from the detailed background is dependent on the orientation of its streaks. In the first dataset, CNN, C-CNN and GCN performances are close to LGCN’s, generating fine segmentations of the cirrus clouds with few missed regions, and similarly good denoising. For the second, with orientation variation, GCN performs marginally best in the segmentation case but its performance drops for denoising. On the other hand, LGCN maintains a quite stable performance for denoising (and also for segmentation) on this dataset. This difference in behaviour may be explained by the use of cyclic convolutions in LGCN that better preserve orientation information due to rotational weight-tying across layers. CNN and C-CNN
Table 3: Segmentation IoU (left), denoising PSNR (middle) on synthesised cirri with fixed and randomised orientation, and with stars and telescope artefacts. Segmentation IoU (right) on real cirrus samples in LSB images. *Gabor convolutions of [7] applied to our base model

|               | Fixed | Rand. | Rand & artefacts | Fixed | Rand. | Rand & artefacts | Real cirrus |
|---------------|-------|-------|------------------|-------|-------|------------------|-------------|
| Base model    | 0.914 | 0.882 | 0.806            | 26.3  | 25.3  | 23.5             | 0.684       |
| C base model  | 0.918 | 0.905 | 0.839            | 26.7  | 25.6  | 24.5             | 0.691       |
| GC model*     | 0.923 | **0.920** | 0.875            | 26.7  | 26.2  | 24.8             | 0.685       |
| LGCN          | **0.925** | 0.918 | **0.898**        | **27.4** | **27.1** | **25.4**        | **0.731**   |

performances start to fall behind, with relative differences of 4.1% and 1.4% IoU, respectively, for segmentation and 7.1% and 5.9% PSNR for denoising. This separation becomes much larger in the final experiment on the most complex data exhibiting overlapping textured regions and localised objects, with LGCNs outperforming GCNs in both tasks by 2.6% and 2.4%, C-CNN by 7.0% and 3.7%, and plain CNNs by 11.4% and 8.1%. The effect of randomising rotations and even introducing telescope artefacts makes little difference to LGCN’s performance for segmentation, demonstrating its strength in generating rotation invariant features that are robust to local disturbances. We see that denoising performance is stable with randomised rotation, indicating equivariant encoding produced by the modulated layers. While performance drops for the third dataset, due to artefacts introducing strong variations locally, LGCN still outperforms other models by a larger margin than without artefacts, showing that feature robustness is exhibited in the equivariant case. The results demonstrate that both the use of complex numbers and the modulation of filters are beneficial. We note that the margin between CNN and C-CNN is significantly the largest on this dataset variation requiring robustness, compared to other dataset variations. LGCN combines both augmentations and cyclic convolutions for further improved results. Visual analysis of the network outputs (see Fig. 3) indicates a possible overfitting for the first two datasets with no telescope artefacts for both the segmentation and denoising tasks, which results in a more difficult generalisation and poorer (visual) quality on test data. This issue may be
due to these two simpler scenarios requiring simpler models and/or fewer training steps, and it will be investigated in future work.

**Prediction of cirrus structures in LSB images** – We task LGCNs with segmenting cirrus clouds in optical telescope images, demonstrating the effectiveness of our method on a real world problem. This dataset [47] contains 48 expert annotated images of approximate size 5000x5000, with two channels representing different optical wavelength bands. Of the 48 images, we use 32 for training, 8 for validation (for 5-fold validation) and 8 for testing. Across the entire dataset 55% of pixels are labelled as cirrus contaminated. In their original form, objects other than bright stars are indistinguishable from darkness, as the number of photons emitted by the brightest stars is several orders of magnitude larger than other objects such as cirrus clouds. To compensate for this we add an initial layer to the networks prior to projection onto complex space, implementing arcsinh scaling, popular in astronomical image processing, with learned parameters: $Y_0 = \text{arcsinh}(aX_0 + b)$, where $a, b$ are real scalars. Following this a sigmoid function is applied and bad pixels are set to zero. Finally scaled images are concatenated onto original input to account for oversaturation of very strong cirrus regions. Initial scaling parameters were determined from a simple gradient descent algorithm, with the target set as auto-scaled versions of images using astronomical image software [48, 49] (GPL v3 license).

Networks are trained over 300 epochs on random crops of size 512x512, which are then downscaled by a factor of two. To mitigate against the limited sample size, we augment data with random flips and 90° rotations, and pretrain networks on an extended version ($N=1200$) of the synthesised dataset. We also train a standard CNN, a C-CNN, and a GCN [7] for comparison as in the synthesised data experiment, fixing parameter size to be roughly equal. In comparison to the synthesised images, real cirrus regions often exhibit much fainter textures and orientation is more subtle and can vary slightly globally. In addition, training labels may not be fully reliable, due to the difficulty in annotating precisely the borders of cirri – there is an inherent uncertainty associated with each annotation, especially due to the ambiguous nature of the cirrus cloud boundary, so several experts may disagree on the exact location of borders –, and due to the limited number of available expert annotators – in our dataset, 2 to 3 annotators annotated each
image, but for simplicity in this proof-of-concept, we worked only with the annotations of the single most experienced expert, making the simplified assumption that their annotation corresponds to the ground-truth. These factors, in combination with more severe artefacts, background noise, and small training size, make the dataset incredibly challenging. Results are shown in the last column of Table 3. LGCNs achieve an IoU of 73.1%, with an absolute increase of 4.7% over standard CNN, 4.0% over complex CNN and 4.6% over real-valued static Gabor modulation without cyclic convolutions. Notably, GCN barely surpasses the base model and is outperformed by C-CNN, suggesting that only static rotation sensitivity is not sufficient on more challenging datasets, a finding which is supported by results from the previous experiment of synthesised images. LGCNs significantly outperforms compared methods, demonstrating the ability of proposed augmentations to generate robust orientation sensitive features, even on data with extreme contamination. Given that the class balance is 55%, the problem is very difficult, and although this absolute increase represents a significant performance improvement, more progress may be achieved by considering e.g. new architectures to be augmented by our methods, or a multi-scale approach, and a more complete dataset with consensus annotation from several experts.

4.3. Application to boundary detection in natural images

We demonstrate the general applicability of learnable Gabor modulated convolutions on the Berkeley Segmentation Dataset (BSD500) [50, 51]. This task requires the ability to learn equivariant features in the scenario where there is no dominant global orientation, and the network must handle high variations in local feature orientation dependence. The dataset contains natural images of size 321 × 481 in both portrait and landscape, with 200 training samples, 100 validation samples and 200 testing samples. Each image has associated with it several ground truth labellings produced by different annotators.

We replicate the pipeline of one of the highest performing methods, RCF [52], and replace convolutional operators with learnable Gabor modulated convolutions. This methodology uses a pretrained VGG16 [53] based architecture, taking 'side' outputs from each convolutional block that represent coarser scale edges as network depth increases. These side outputs are then fused together with a 1×1 convolutional layer. The
Table 4: Boundary detection results on the BSD500 [50] dataset. *Our parameter restricted implementation. †ImageNet pretrained.

|                | Kivinen et al. [54] | DexiNed [55] | RCF* [52] | H-Net [2] | LGCN-RCF | RCF† [52] |
|----------------|---------------------|--------------|-----------|-----------|----------|----------|
| ODS            | 0.702               | 0.728        | 0.707     | 0.726     | 0.727    | 0.806    |
| OIS            | 0.715               | 0.745        | 0.720     | 0.742     | 0.747    | 0.823    |
| # params       | -                   | 4.41M        | 1.80M     | 0.12M     | 1.88M    | 14.84M   |

The final prediction is then computed as the average between all side outputs and the fused output. We denote our modified implementation as LGCN-RCF: an additional Gabor convolutional layer is used to create an orientation channel; all convolutional layers apart from the fusion layer are replaced with cyclic Gabor convolutions; orientation features are pooled prior to side output. We train for 250 epochs with 3-fold validation. Results are shown in Table 4, using the optimal dataset scale (ODS) and optimal image scale (OIS) metrics defined in [50]. LGCN-RCF achieves 0.727 ODS and 0.747 OIS, which is a strong result considering in each epoch we train on one random augmentation per image, as opposed to other methods which use the entire range of augmentations per image (due to lack of compute and time, thus care is to be taken when comparing results). Our method also significantly outperforms our implementation of RCF [52] with parameters restricted to match LGCN-RCF, demonstrating the benefit of modulating with complex Gabor filters on tasks with natural images.

5. Conclusion

We presented a framework for incorporating adaptive modulation into complex-valued CNNs. This framework was used to design an orientation robust network with convolutional layers using Gabor modulated weights, where complex convolutional filters and Gabor parameters are learned simultaneously. A cyclic convolutional layer was proposed to retain rotational information throughout layers and encourage equivariance. Our architecture is able to generate unconstrained representations dependent on exact orientations, without interpolation artefacts. We validated this empirically for three use cases, with experiments designed to test properties of both invariance and equivariance.
to orientation. We first verified that LGCNs are able to effectively produce rotation invariant features on the rotated MNIST dataset. An ablation study was performed to assess in turn and in combination the effect of two proposed augmentations to GCNs [7], namely using complex-valued weights and learning parameters of modulating Gabor filters. Secondly, we carried out experiments on a purpose designed dataset of varying difficulty. The architecture’s modulated layers were able to create fine segmentations in synthetic and real images despite local disturbances. The presented LGCN architecture achieved strong denoising scores in comparison to standard CNNs, even on contaminating cirrus cloud structures with randomised orientation. Clear performance improvements were observed for both use cases, demonstrating the effectiveness of the augmentations. Thirdly, we applied an LGCN architecture to boundary detection in natural images and achieved strong metrics in comparison to other non-pretrained methods. The successful augmentation of three different architectures also demonstrates the general applicability of our method, and it may be applied to more complex DNNs and application scenarios in the future.

Funding

This research did not receive any specific grant from funding agencies in the public, commercial, or not-for-profit sectors.

References

[1] T. S. Cohen, M. Welling, Steerable cnns, in: Proceedings of the 5th International Conference on Learning Representations, 2017.

[2] D. E. Worrall, S. J. Garbin, D. Turmukhambetov, G. J. Brostow, Harmonic Networks: Deep Translation and Rotation Equivariance, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 5028–5037.

[3] M. Weiler, F. A. Hamprecht, M. Storath, Learning Steerable Filters for Rotation Equivariant CNNs, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 849–858.
[4] D. Marcos, M. Volpi, N. Komodakis, D. Tuia, Rotation equivariant vector field networks, in: Proceedings of the IEEE International Conference on Computer Vision, 2017, pp. 5048–5057.

[5] D. Marcos, M. Volpi, D. Tuia, Learning rotation invariant convolutional filters for texture classification, in: 2016 23rd International Conference on Pattern Recognition (ICPR), 2016, pp. 2012–2017.

[6] D. Laptev, N. Savinov, J. M. Buhmann, M. Pollefeys, TI-POOLING: transformation-invariant pooling for feature learning in convolutional neural networks, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 289–297.

[7] S. Luan, C. Chen, B. Zhang, J. Han, J. Liu, Gabor convolutional networks, IEEE Transactions on Image Processing 27 (2018) 4357–4366.

[8] Y. Zhou, Q. Ye, Q. Qiu, J. Jiao, Oriented response networks, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 519–528.

[9] X. Cheng, Q. Qiu, R. Calderbank, G. Sapiro, RotDCF: decomposition of convolutional filters for rotation-equivariant deep networks, in: Proceedings of the 7th International Conference on Learning Representations, 2018.

[10] T. S. Cohen, M. Welling, Group Equivariant Convolutional Networks, in: International conference on Machine Learning, 2016, pp. 2990–2999. doi:10.1017/S1464793101005656

[11] S. Dieleman, J. De Fauw, K. Kavukcuoglu, Exploiting Cyclic Symmetry in Convolutional Neural Networks, International Conference on Machine Learning 48 (2016) 1889–1898. doi:10.1525/aa.1976.78.4.02a00030

[12] E. J. Bekkers, M. W. Lafarge, M. Veta, K. A. J. Eppenhof, J. P. W. Pluim, R. Duits, Roto-translation covariant convolutional networks for medical image analysis, in: International Conference on Medical Image Computing and Computer-Assisted Intervention, 2018, pp. 440–448.
[13] D. G. Lowe, Object recognition from local scale-invariant features, in: Proceedings of the seventh IEEE international conference on computer vision, volume 2, 1999, pp. 1150–1157.

[14] G. M. Haley, B. S. Manjunath, Rotation-invariant texture classification using a complete space-frequency model, IEEE transactions on Image Processing 8 (1999) 255–269.

[15] S. Arivazhagan, L. Ganesan, S. P. Priyal, Texture classification using Gabor wavelets based rotation invariant features, Pattern Recognition Letters 27 (2006) 1976–1982. doi:10.1016/j.patrec.2006.05.008.

[16] P. Y. Simard, D. Steinkraus, J. C. Platt, others, Best practices for convolutional neural networks applied to visual document analysis., in: Icdar, volume 3, 2003.

[17] A. Krizhevsky, I. Sutskever, G. E. Hinton, ImageNet Classification with Deep Convolutional Neural Networks, Advances in neural information processing systems (2012) 1097–1105.

[18] D. Ciregan, U. Meier, J. Schmidhuber, Multi-column deep neural networks for image classification, in: 2012 IEEE conference on computer vision and pattern recognition, 2012, pp. 3642–3649.

[19] J. Wu, Y. Yu, C. Huang, K. Yu, Deep multiple instance learning for image classification and auto-annotation, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2015, pp. 3460–3469.

[20] A. Kanazawa, A. Sharma, D. W. Jacobs, Locally Scale-Invariant Convolutional Neural Networks, Deep Learning and Representation Learning Workshop: Neural Information Processing System (2014).

[21] K. Sohn, H. Lee, Learning Invariant Representations with Local Transformations, in: Proceedings of the 29th International Conference on International Conference on Machine Learning, ICML’12, Omnipress, Madison, WI, USA, 2012, pp. 1339–1346.
[22] S. Dieleman, K. W. Willett, J. Dambre, Rotation-invariant convolutional neural networks for galaxy morphology prediction, Monthly Notices of the Royal Astronomical Society 450 (2014) 1441–1459. doi:10.1186/1748-5908-4-32.

[23] R. Gens, P. M. Domingos, Deep symmetry networks, in: Advances in neural information processing systems, 2014, pp. 2537–2545.

[24] J. F. Henriques, A. Vedaldi, Warped convolutions: Efficient invariance to spatial transformations, in: Proceedings of the 34th International Conference on Machine Learning-Volume 70, 2017, pp. 1461–1469.

[25] M. Jaderberg, K. Simonyan, A. Zisserman, others, Spatial transformer networks, in: Advances in neural information processing systems, 2015, pp. 2017–2025.

[26] C.-H. Lin, S. Lucey, Inverse compositional spatial transformer networks, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 2568–2576.

[27] X. Jia, B. De Brabandere, T. Tuytelaars, L. V. Gool, Dynamic filter networks, in: Advances in neural information processing systems, 2016, pp. 667–675.

[28] T. S. Cohen, M. Geiger, J. Köhler, M. Welling, Spherical cnns, in: Proceedings of the 6th International Conference on Learning Representations, 2018.

[29] J.-H. Jacobsen, B. De Brabandere, A. W. M. Smeulders, Dynamic steerable blocks in deep residual networks, in: Proceedings of the British Machine Vision Conference, 2017.

[30] M. Finzi, S. Stanton, P. Izmailov, A. G. Wilson, Generalizing convolutional neural networks for equivariance to lie groups on arbitrary continuous data, in: International Conference on Machine Learning, 2020, pp. 3165–3176.

[31] M. Weiler, G. Cesa, General E (2)-Equivariant Steerable CNNs, in: Advances in Neural Information Processing Systems, 2019, pp. 14334–14345.
[32] L. Sifre, S. Mallat, Rotation, scaling and deformation invariant scattering for texture discrimination, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2013, pp. 1233–1240.

[33] J. Bruna, S. Mallat, Invariant scattering convolution networks, IEEE transactions on pattern analysis and machine intelligence 35 (2013) 1872–1886.

[34] R. Ejbali, M. Zaied, A dyadic multi-resolution deep convolutional neural wavelet network for image classification, Multimedia Tools and Applications 77 (2018) 6149–6163.

[35] S. Fujieda, K. Takayama, T. Hachisuka, Wavelet convolutional neural networks, arXiv preprint arXiv:1805.08620 (2018).

[36] X. Wang, B. Zhang, C. Li, R. Ji, J. Han, X. Cao, J. Liu, Modulated convolutional networks, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 840–848.

[37] H. Khan, B. Yener, Learning filter widths of spectral decompositions with wavelets, in: Advances in Neural Information Processing Systems, 2018, pp. 4601–4612.

[38] C. Trabelsi, O. Bilaniuk, Y. Zhang, D. Serdyuk, S. Subramanian, J. F. Santos, S. Mehri, N. Rostamzadeh, Y. Bengio, C. J. Pal, Deep Complex Networks, in: Proceedings of the 6th International Conference on Learning Representations, 2018.

[39] M. Arjovsky, A. Shah, Y. Bengio, Unitary evolution recurrent neural networks, in: International Conference on Machine Learning, 2016, pp. 1120–1128.

[40] W. T. Freeman, E. H. Adelson, others, The design and use of steerable filters, IEEE Transactions on Pattern analysis and machine intelligence 13 (1991) 891–906.

[41] K. He, X. Zhang, S. Ren, J. Sun, Delving deep into rectifiers: Surpassing human-level performance on imagenet classification, in: Proceedings of the IEEE international conference on computer vision, 2015, pp. 1026–1034.
[42] S. Scardapane, S. Van Vaerenbergh, A. Hussain, A. Uncini, Complex-valued neural networks with nonparametric activation functions, IEEE Transactions on Emerging Topics in Computational Intelligence (2018).

[43] Y. LeCun, L. Bottou, Y. Bengio, P. Haffner, Gradient-based learning applied to document recognition, Proceedings of the IEEE 86 (1998) 2278–2324.

[44] D. P. Kingma, J. Ba, Adam: A method for stochastic optimization, in: Proceedings of the 3rd International Conference on Learning Representations, 2014.

[45] O. Ronneberger, P. Fischer, T. Brox, U-net: Convolutional networks for biomedical image segmentation, in: International Conference on Medical image computing and computer-assisted intervention, 2015, pp. 234–241.

[46] T. M. Quan, D. G. C. Hildebrand, W.-K. Jeong, FusionNet: A Deep Fully Residual Convolutional Neural Network for Image Segmentation in Connectomics, Frontiers in Computer Science 3 (2021) 34. URL: https://www.frontiersin.org/article/10.3389/fcomp.2021.613981 doi:10.3389/fcomp.2021.613981

[47] E. Sola, P.-A. Duc, F. Richards, A. Paiement, M. Urbano, J. Klehammer, M. Bílek, J.-C. Cuillandre, S. Gwyn, Characterization of low surface brightness structures in annotated deep images, A&A (in prep).

[48] T. Boch, P. Fernique, Aladin Lite: Embed your Sky in the browser, Astronomical data analysis software and systems XXIII 485 (2014) 277.

[49] F. Bonnarel, P. Fernique, O. Bienaymé, D. Egret, F. Genova, M. Louys, F. Ochsenbein, M. Wenger, J. G. Bartlett, The ALADIN interactive sky atlas-A reference tool for identification of astronomical sources, Astronomy and Astrophysics Supplement Series 143 (2000) 33–40.

[50] P. Arbelaez, M. Maire, C. Fowlkes, J. Malik, Contour Detection and Hierarchical Image Segmentation, IEEE Trans. Pattern Anal. Mach. Intell. 33 (2011) 898–916. URL: http://dx.doi.org/10.1109/TPAMI.2010.161 doi:10.1109/TPAMI.2010.161
[51] D. Martin, C. Fowlkes, D. Tal, J. Malik, A database of human segmented natural images and its application to evaluating segmentation algorithms and measuring ecological statistics, in: Proceedings Eighth IEEE International Conference on Computer Vision. ICCV 2001, volume 2, 2001, pp. 416–423. doi:10.1109/ICCV.2001.937655.

[52] Y. Liu, M.-M. Cheng, X. Hu, K. Wang, X. Bai, Richer convolutional features for edge detection, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 3000–3009.

[53] K. Simonyan, A. Zisserman, Very Deep Convolutional Networks for Large-Scale Image Recognition, in: International Conference on Learning Representations, 2015.

[54] J. Kivinen, C. Williams, N. Heess, Visual Boundary Prediction: A Deep Neural Prediction Network and Quality Dissection, in: S. Kaski, J. Corander (Eds.), Proceedings of the Seventeenth International Conference on Artificial Intelligence and Statistics, volume 33 of Proceedings of Machine Learning Research, PMLR, Reykjavik, Iceland, 2014, pp. 512–521. URL: http://proceedings.mlr.press/v33/kivinen14.html.

[55] X. S. Poma, E. Riba, A. Sappa, Dense extreme inception network: Towards a robust cnn model for edge detection, in: Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision, 2020, pp. 1923–1932.