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Abstract: The paper proposes the methods and a software package for solving systems of Boolean equations, the propositions of which are formulas over an arbitrary basis, Zhegalkin polynomials consisting of nonlinear components and disjunctive normal forms.

The formation of Zhegalkin polynomials from formulas over an arbitrary basis, the finding of the maximum joint subsystems of logical equations and the search for intersections of the sets of solutions of several subsystems of the system of equations are considered.
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1. Introduction

At present, a significant number of algorithms have been created for the synthesis of logical methods and experience has been accumulated to solve applied problems that arose in various fields of science and technology using these methods.
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One of the applications for the synthesis of methods is the problem of recognizing objects and phenomena, which can be reduced to solving systems of logical equations.

The paper proposes a SYSTEM complex program, developed based on the models of algorithms [1] and [2]. The SYSTEM program is intended for solving systems of nonlinear Boolean equations, the propositions of which are formulas over an arbitrary basis, Zhegalkin polynomials and disjunctive normal forms (d.n.f.). The program also solves the following tasks:

- transformation of Zhegalkin polynomials into disjunctive normal forms;
- formation of Zhegalkin polynomials from formulas over an arbitrary basis;
- finding the maximum joint subsystems of logical equations;
- search for intersections of solution sets of several subsystems of the system of equations;
- partition of the system of nonlinear equations.

Such problems arise in biology, medicine, military affairs, automation, control, experiment planning, etc. [1]

2. Mathematical statement

Let a system of logical equations be given

\[
m = \begin{cases} 
  f_1(x_1, x_2, \ldots, x_n) = \alpha_1, \\
  f_2(x_1, x_2, \ldots, x_n) = \alpha_2, \\
  \ldots \ldots \ldots \ldots, \\
  f_m(x_1, x_2, \ldots, x_n) = \alpha_m, 
\end{cases}
\]

(1)

where each function (proposition) \( f_i, i = 1, 2, \ldots, m \), can be implemented by formulas over \( M_1, M_2, M_3 \) and \( M_4 \) bases:

- \( m_1 = \left\{ x, x_1 \land x_2, x_1 \lor x_2, x_1 \rightarrow x_2, x_1 \sim x_2 \right\} \),
- \( m_2 = \{ x_1 + x_2, x_1 \land x_2, 1 \} \),
- \( m_3 = \{ x_1 \land x_2, x_1 \lor x_2, \lfloor x \rfloor \} \),
- \( m_4 = \{ x_1 + x_2, 1 \} \).

The task is to find the class \( \tilde{\beta} \) of binary sets \( \tilde{\beta} = (\beta_1, \beta_2, \ldots, \beta_n) \) for which \( f_i(\tilde{\beta}) = \alpha_i, i = 1, 2, \ldots, m \). To solve this problem, the SYSTEM uses the following blocks.
Block - 1.

Formation of Zhegalkin polynomials from formulas over an arbitrary basis. Consider proposition \( n(x_1, x_2, \ldots, x_n) \) over the basis

\[
m_1 = \begin{cases} 
    (x_1 + x_2) \mod 2, & x_1 \sim x_2, \ x_1 \rightarrow x_2, \ x_1 \land x_2 \\
    x_1 \lor x_2, & x_1/x_2, -x, 1
\end{cases}
\]

Let

\[ n_1 = A_1 + A_2 + \ldots + A_l \ (l \geq 1), \]

where \( A_i, i = 1, 2, \ldots, l \) are formulas over

\[ m_1 = \{ x_1 \lor x_2, x_1 \land x_2, \ |x, x_1 \rightarrow x_2, x_1/x_2, x_1 \sim x_2 \} \]

basis.

First step.

We bring the proposition \( A_i \) to Zhegalkin polynomial \( A_i^n \) by applying the transformations:

\[
\begin{align*}
\overline{A} &= A + 1, \\
A \lor B &= A \land B + A + B, \\
A \rightarrow B &= A \land B + A + 1, \\
A \sim B &= A + B + 1, \\
A/B &= A \land B + 1,
\end{align*}
\]

where \( A \) and \( B \) are the elementary conjunctions (e.c.) and simplifications of the form:

\[
\begin{align*}
A + A &= 0, & A + O &= A, \\
A \lor A &= A, & A \land O &= O, \\
A \land 1 &= A, & 1 + 1 &= O.
\end{align*}
\]

Let \( i - 1 \) steps of induction be fulfilled and Zhegalkin polynomial be constructed.

\( i \) - step.

We reduce the proposition \( A_i \) to Zhegalkin polynomial \( A_i^n \) by applying transformations (2) and simplifications (3).

Form the expression \( n_i \):

\[ n'_i = A_i^n + n'_{i-1}. \]

The result is Zhegalkin polynomial \( n' \), equivalent to the formula \( n \).
Transformation of Zhegalkin polynomials in the reduced d.n.f. A proposition $n(x_1, x_2, \ldots, x_n)$ over $m_2$ basis is given:

$$ n = A_1 + A_2 + \ldots + A_t, \quad (4) $$

where $A_i$ are the elementary conjunctions.

The task is to transform a proposition $n$ over $m_2$ basis into d.n.f. Let $t$ be the number of elementary terms in Zhegalkin polynomial $n$.

**Lemma 1.** The number of elementary conjunctions in d.n.f. obtained from Zhegalkin polynomial (4) is $2^{t-1}$ and has an expansion; if $t = 2k + 1$, then

$$ \sum_{i=1}^{t} A_i = \bigwedge_{i=1}^{t} A_i \bigvee_{j=1}^{t-1} \bigvee_{i=j}^{t} (B_{ji} \overline{A}_j A_i) \bigvee \ldots \bigvee (B_{ji} \ldots \overline{A}_j \ldots \overline{A}_i), \quad (5) $$

at $t = 2k$,

$$ \sum_{i=1}^{t} A_i = \bigvee_{i=1}^{t} (B_i \overline{A}_i) \bigvee_{i=1}^{t} \bigvee_{i=1}^{t-1} (B_{ij} \overline{A}_i \overline{A}_j A_i) \bigvee \ldots \bigvee (B_{ij} \ldots \overline{A}_i \ldots \overline{A}_i), \quad (6) $$

where $k_1$ is the number of elementary conjunctions with negation.

$B_{ji \ldots l}$ is the product of elementary conjunctions $A_k$, $k = 1, 2, \ldots, n$ without $A_j, A_i, \ldots, A_l$. Using the assertion of the lemma, we proceed to formula (5) or (6) over $m_3 = \{x_1 \lor x_2, x_1 \land x_2, x\}$ basis. Then applying the identities:

$$ \overline{A_1 \lor A_2 \lor \ldots \lor A_l} = \overline{A_1} \lor \overline{A_2} \lor \ldots \lor \overline{A_l}, $$

$$ \overline{A_1 \lor A_2 \lor \ldots \lor A_l} = \overline{A_1} \land \overline{A_2} \land \ldots \land \overline{A_l}, $$

$$ \overline{A_1 \lor A_2 \lor \ldots \lor A_l} = A \lor A_1 \lor A_2 \lor \ldots \lor A \lor A_l, $$

and

$$ \overline{A} \lor A = 0, \ A \land 1 = A, \ O \lor A = A, $$

$$ A \land O = O, \ A \land A = A, \ A \lor A = A, $$

pass to d.n.f.
Block - 3.

Solution of a joint system given in the form of a d.n.f. The algorithm was given in [1].

Block - 4.

Intersection of sets of solutions to subsystems of equations. Let \( L_1, L_2, \ldots, L_t \) be the solution sets of subsystems \( m'_1, m'_2, \ldots, m'_t \) of systems \( m \), respectively [2, 3]. The task is to find the set \( L \): 
\[
L = \bigcap_{i=1}^{t} L_i
\]

Construct the algorithm in stages:

- the sets \( L_1, L_2, \ldots, L_t \) are arranged in ascending order of cardinality. Let \( |L_{i1}| \leq \ldots \leq |L_{it}| \), where \( |M| \) is the cardinality of set \( M \);

- compute the sets \( M_L = \bigcap_{j=1}^{t} L_{ij} \) by induction in \( t \), \( t = 2, \ldots, T \).

**The first step of induction.**

Find the intersection \( M_2 = L_{i1} \cap L_{i2} \). Let \( M_{t-1} \) be constructed.

\( i \)-th step of induction.

Construct \( M_t = M_{t-1} \cap L_{it} \).

Thus, we obtain the intersection of the solution sets for subsystem \( m'_1, m'_2, \ldots, m'_t \) of system \( m \).

Block - 5.

Solution of systems of nonlinear logical equations. The algorithm was given in [4].

Block - 6.

Partitioning the system. Consider system (1) in \( m_2 \) basis. The task is to split the system \( m \) into two groups [5]:

- subsystem of linear equations;
• subsystem of nonlinear equations.

The algorithm consists of one stage. We form subsystem (2) by separating equations containing at least one e.c., the rank of which is two. The set of such equations gives subsystem (2). The set of remaining equations forms subsystem (1).

Block - 7.

Finding the maximum joint subsystems of systems of logical equations [6]. Let

\[
\begin{align*}
    f_1 &= u'_1 \lor u'_2 \lor \cdots \lor u'_{k_1} = 1, \\
    f_2 &= u''_1 \lor u''_2 \lor \cdots \lor u''_{k_2} = 1, \\
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\end{align*}
\]

be the system of Boolean equations, where \( u'_i^j \) is the elementary conjunction \( i = 1, 2, \ldots, k_i, j = 1, 2, \ldots, m \). Consider the matrix \( \|a_{ij}\|_{m \times m} \)

\[
a_{ij} = \begin{cases} 
1, & \text{if } f_i \cdot f_j \neq 0, \\
0, & \text{if } f_i \cdot f_j = 0.
\end{cases}
\]

It is clear that the matrix \( \|a_{ij}\| \) is symmetric with respect to the diagonal and \( a_{ii}, i = 1, 2, \ldots, m \). To calculate the element \( a_{ij} \) in \( \|a_{ij}\| \), multiply d.n.f. \( f_i \) and \( f_j \). If e.c. \( u \in f_i \) and \( u_1 \in f_j \) exist and \( u \cdot u_1 \neq 0 \), then \( a_{ij} = 1 \), if not \( a_{ij} = 0 \). It is known that if the subsystem

\[
\begin{align*}
    f_{i_1} &= 1, \\
    f_{i_2} &= 1, \\
    \cdots, \\
    f_{i_k} &= 1,
\end{align*}
\]

is joint then the matrix \( \|a_{ij}\|_{k \times k} \) of the matrix \( \|a_{ij}\|_{m \times m} \) is the unity matrix; in the case when the sub matrix \( \|a_{ij}\|_{k \times k} \) contains at least one zero element, the subsystem (7) is inconsistent. An algorithm for identifying the maximum unit sub matrix is constructed inductively [7].

The first step.

Find one of the rows in \( \|a_{ij}\|_{m \times m} \), containing the largest number of zeros. We do not consider the rows and columns whose numbers correspond to zero elements of this row. Let the following matrix be constructed, before the execution of the \( i \)-th step of the induction, \( \|b_{ij}^{i-1}\|_{(m-i+1) \times (m-i+1)} \).
\textit{i-th step.}

In the matrix, delete one of the rows that contains the maximum number of zeros and the columns that correspond to zero elements of this row. The algorithm terminates at the next -th step if $\|b_{ij}^{-1}\|_{(m-p)\times(m-p)}$ is the unity matrix. Let

\begin{equation}
\begin{cases}
f_{i1} = 1, \\
\quad \ldots , \\
f_{it} = 1.
\end{cases}
\end{equation}

(8)

The subsystem of equations corresponds to the maximum unit submatrix of the matrix $\|a_{ij}\|_{m\times m}$. Then, to find the maximum joint subsystem, all equations of system (8) are multiplied sequentially. The inconsistent equation is excluded from the system. Note that in the process of solving 1, various logical operations (gluing, absorption, generalized gluing, multiplication) are performed between elementary conjunction (e.c.) of the form:

\[ k = \sigma_1 x_{i_1}^{\sigma_1} \land \ldots \land x_{i_k}^{\sigma_k}, \quad 1 \leq k \leq n \]
\[ \sigma_i \in \{0, 1\}, \quad i = 1, 2, \ldots, n. \]

Consider the method for representing e.c. by decimal codes (triples) and establishing the rules of Boolean algebra over these codes. The e.c. is assumed in correspondence to the sets $\tilde{\alpha} = (\alpha_1, \alpha_2, \ldots, \alpha_n)$, $\tilde{\beta} = (\beta_1, \beta_2, \ldots, \beta_n)$ and $\tilde{\gamma} = (\gamma_1, \gamma_2, \ldots, \gamma_n)$:

\[ \alpha_j = \begin{cases} 1, & \text{if } j \in \{i_1, i_2, \ldots, i_k\} \text{ and } \sigma_j = 1, \\ 0, & \text{if not,} \end{cases} \]
\[ \beta_j = \begin{cases} 1, & \text{if } j \in \{i_1, i_2, \ldots, i_k\} \text{ and } \sigma_j = 0, \\ 0, & \text{if not,} \end{cases} \]
\[ \gamma_j = \begin{cases} 1, & \text{if } j \notin \{i_1, i_2, \ldots, i_k\} \\ 0, & \text{if not,} \end{cases} \]
\[ j = 1, 2, \ldots, n. \]

Let

\[ a = \sum_{i=1}^{n} \gamma_i 2^{n-i}, \quad b = \sum_{i=1}^{n} \alpha_i 2^{n-i}, \quad c = \sum_{i=1}^{n} \beta_i 2^{n-i}. \]

Let us call the triple $(a, b, c)$ the e.c. $k$. Introduce an integer positive function $\mathfrak{N}(x, y)$ of decimal positive arguments $x, y$ that performs bit wise multiplication of binary representations of the arguments. Let us assume that $(a_i, b_i, c_i)$ are the e.c. codes, respectively. The study in [8] showed that:
• E.c. $k_i$, $k_j$ are glued together if $a_i = a_j$, $|b_i - b_j| = 2^P$ and $|N_{b_i} - N_{b_j}| = 1$, where $P$ is a positive integer ($0 \leq P \leq N - 1$) and $N_{b_i}$ is the norm of the set $(b_1, b_2, \ldots, b_n)$, $b = \sum_{i=1}^{n} \beta_i 2^{n-i}$.

• E.c. $k_i$ absorbs e.c. $k_j$, if $\mathfrak{N}(b_i, b_j) = b_i$ and $\mathfrak{N}(c_i, c_j) = c_i$.

• For E.c. $k_i$ and $k_j$ the operation of generalized gluing is applicable if $\mathfrak{N}(b_i, c_j) = 2^P$, $\mathfrak{N}(b_j, c_i) = 0$, $\mathfrak{N}(b_i, c_j) = 0$, $\mathfrak{N}(b_j, c_i) = 2^P$, where $P$ is a positive integer ($0 \leq P \leq n - 1$).

• E.c. $k_i$ and are not orthogonal, that is, $k_i \cdot k_j \neq 0$ if and only if $\mathfrak{N}(b_i, c_j) = \mathfrak{N}(b_j, c_i) = 0$.

The algorithms for solving systems (1) use the representations of e.c. by decimal codes and the rules of Boolean algebra are performed on these codes in accordance with assertions [9].

3. General structure of the program

The SYSTEM program consists of blocks $ABDV1, \ldots, ABDV7$ and a control program:

• $ABDV1$ - serves to transform a formula over an arbitrary basis into Zhegalkin polynomial;

• $ABDV2$ - performs the operation of Zhegalkin polynomial transformation into a d.n.f.;

• $ABDV3$ - solves joint systems of Boolean equations given in the form of d.n.f.;

• $ABDV4$ - finds general solutions for several subsystems;

• $ABDV5$ - solves a system of linear Boolean equations;

• $ABDV6$ - serves to partition a system of nonlinear Boolean equations into subsystems;

• $ABDV7$ - designed to find the maximum joint subsystems, the systems of logical equations.
The control program carries out data input and its primary processing, after which there is access to one of the blocks. The user determines the choice and sequence of the blocks by specifying the name–integer parameters $PR$ and $SOB$. If a parameter identifying block is specified incorrectly, then a diagnostic error message is printed and the program terminates.

$PR$ is a feature within a program that indicates the type of logical systems. The identifier formally takes values 1 and 4. At $PR = 1$, the program solves the system of linear logical equations and only the block $ABDV_5$ participates in it. At $PR = 2$, the system is solved, the statements of which are given in the form of Zhegalkin polynomials; and the blocks $ABDV_1, \ldots, ABDV_7$ participate in it. At $PR = 3$, the system of Boolean equations (propositions of d.n.f.) is solved using the blocks $ABDV_3, ABDV_7$. And finally, at $PR = 4$, the system of Boolean equations is solved (the propositions of which are given in the form of formulas over an arbitrary basis) using blocks $ABDV_1, \ldots, ABDV_7$. Otherwise, the program terminates its run and displays the message “initial data is incorrect”.

Let us denote the input feature by $SOB$, the identifier of which takes formal values 1 and 2 and indicates the compatibility of the system of logical equations.

If at $SOB = 2$, the $ABDV_7$ blocks is not executed within the program, it is assumed that the system is compatible. At $SOB = 1$, the program is executed through the $ABDV_7$ modulus. A simplified block diagram of the program is shown in the figure 1. The identifier $L_{11}$ takes a value in the $ABDV_6$ blocks and is used as a conditional parameter.

The input data are:

- an attribute of the object type (logical equations) $PR$;
- an attribute of $SOB$ systems incompatibility;
- a number of variables $N$;
- a number of equations $M$;
- the systems of Boolean equations (an object) $FK$ in analytical form.

After the end of the program, the following information is displayed:

- the numbers of incompatible equations of the system;
- the solutions of maximal joint subsystems in the form of: binary sets, reduced d.n.f. of the array of decimal representations e.c. of d.n.f.
Figure 1: Program block diagram
Conclusion

The SYSTEM program was developed in this paper, designed to solve the systems of nonlinear Boolean equations, the propositions of which are formulas over an arbitrary basis, Zhegalkin polynomials and disjunctive normal forms. The program solves the following tasks:

- transformation of Zhegalkin polynomials into d.n.f.;
- formation of Zhegalkin polynomials from formulas over an arbitrary basis;
- finding the maximum joint subsystems of logical equations;
- search for intersections of solution sets of several subsystems of the system of equations;
- partition of the system of nonlinear equations.
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