Renormalized solutions to parabolic equations in time and space dependent anisotropic Musielak-Orlicz spaces in absence of Lavrentiev’s phenomenon
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Abstract

We provide existence and uniqueness of renormalized solutions to a general nonlinear parabolic equation with merely integrable data on a Lipschitz bounded domain in $\mathbb{R}^N$. Namely we study
\[
\begin{cases}
\partial_t u - \text{div} A(t, x, \nabla u) = f(t, x) & \text{in } L^1(\Omega_T), \\
u(0, x) = u_0(x) & \text{in } L^1(\Omega).
\end{cases}
\]

The growth of the monotone vector field $A$ is assumed to be controlled by a generalized nonhomogeneous and anisotropic $N$-function $M : [0, T) \times \Omega \times \mathbb{R}^N \to \mathbb{R}^+ \cup \{0\}$.

Existence and uniqueness of renormalized solutions are proven in absence of Lavrentiev’s phenomenon. The condition we impose to ensure approximation properties of the space is a certain type of balance of interplay between the behaviour of $M$ for large $|\xi|$ and small changes of time and space variables. Its instances are log-Hölder continuity of variable exponent (inhomogeneous in time and space) or optimal closeness condition for powers in double phase spaces (changing in time).

The noticeable challenge of this paper is considering the problem in non-reflexive and inhomogeneous fully anisotropic space that changes along time. New delicate approximation-in-time result is proven and applied in the construction of renormalized solutions.
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1. Introduction

The main result of the paper is existence and uniqueness of a renormalized solution to a general parabolic equation with merely integrable data in the spaces changing along time. Namely, we study the problem
\[
\begin{cases}
\partial_t u - \text{div} A(t, x, \nabla u) = f(t, x) & \text{in } \Omega_T = (0, T) \times \Omega, \\
u(t, x) = 0 & \text{on } \partial \Omega, \\
u(0, x) = u_0(x) & \text{in } \Omega,
\end{cases}
\]

where $[0, T]$ is a finite interval, $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^N$, $N > 1$, $f \in L^1(\Omega_T)$, $u_0 \in L^1(\Omega)$.

The modular function $M$ controlling the growth of the operator is assumed to be inhomogeneous, i.e. changing with the position in the time-space domain $\Omega_T \subset \mathbb{R}^{N+1}$, and fully anisotropic, i.e. $M = M(t, x, |\nabla u|)$ instead of $M = M(t, x, |\nabla u|)$.
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To our best knowledge, existence to parabolic problems with data below duality in spaces changing with time is not addressed yet anywhere in the literature, even in the case of $L^{p(\cdot)}$ – the variable exponent space with the exponent depending on time and space. We solve it for every log-Hölder continuous exponent $p: [0, T] \times \Omega \to (1, \infty)$ separated from 1 and $\infty$. Many other interesting examples are given in Examples 1.1, 1.2, 1.3, and 1.4.

Typically studies in the setting involves growth conditions on $M$ or its conjugate $M^*$ e.g. [37, 38, 42, 50]. We stress out that we do not impose any of such conditions, nor any particular restriction on the growth of $M$, apart from it being an $N$-function (i.e. convex, with superlinear growth), cf. Definition 2.1. Also, by considering anisotropic $M$, we allow different growth behaviour of $M$ in different directions.

In order to relax typical growth conditions we require the balance of the asymptotic behaviour of the modular function, i.e. we describe the interplay between the behaviour of $M$ for large $|\xi|$ and small changes of $t$ and $x$ – the appropriate conditions (cf. conditions $(\mathcal{M})$ or $(\mathcal{M}_p)$). These conditions take very intuitive forms in the isotropic setting – see conditions $(\mathcal{M}_{iso})$ or $(\mathcal{M}_{p,iso})$ in the Theorem 1.1 below. Their instances are log-Hölder continuity of variable exponent or optimal closeness condition for powers in double phase spaces. The balance condition is needed only to ensure good approximation properties of the underlying function space and it can be skipped in the pure Orlicz (possibly fully anisotropic) case, i.e. when $M = M(\xi)$.

The problems similar to (1) with $A$ depending on $\nabla u$ only and with polynomial growth are very well understood. There are countless deep results concerning the corresponding problems involving the $p$-Laplace operator, $A(t, x, \xi) = |\xi|^{p-2}\xi$, stated in the Lebesgue space setting (the modular function is then $M(t, x, \xi) = |\xi|^p$). There is a wide range of directions in which the polynomial growth case has been developed, including the variable exponent, Orlicz, and double-phase spaces unified. Survey [15] describes how they can be unified in the framework of Musielak-Orlicz spaces and used as a setting for differential equations.

The study of nonlinear boundary value problems in non-reflexive Orlicz-Sobolev-type setting originated in the work of Donaldson [22] and Gossez [24, 25, 28]. We refer to the paper of Mustonen and Tienari [55] for a summary of the results. The case of vector Orlicz spaces with an anisotropic modular function, but independent of spacial or time variables, was investigated in [37].

The Musielak-Orlicz setting in full generality has been studied systematically starting from [54, 59, 60] and developed inter alia around the theory arising from fluid mechanics [33, 34, 36, 62]. For other recent developments of the framework of the spaces let us refer e.g. to [1, 41, 42, 43, 44, 50]. Typically the research concentrates, however, mostly on the $\Delta_2/\nabla_2$-case, or – even if without structural conditions of $\Delta_2$-type (and thus done in nonreflexive spaces) – when the modular function was trapped between some powers-type functions usually briefly described as $p, q$-growth. This direction comes from the fundamental papers [51, 52] by Marcellini and despite it is well understood area it is still an active field especially from the point of view of modern calculus of variations and potential theory, see e.g. [26, 41, 24, 25, 4, 44].

However, there is a vast range of $N$-functions that do not satisfy the $\Delta_2$ condition, e.g.

- $M(t, x, \xi) = a(t, x) (\exp(|\xi|) - 1 + |\xi|)$;
- $M(t, x, \xi) = a(t, x)|\xi_1|^{p_1(t, x)} (1 + |\log |\xi||) + \exp(|\xi_2|^{p_2(t, x)}) - 1$, when $(\xi_1, \xi_2) \in \mathbb{R}^2$ and $p_i : \Omega_T \to [1, \infty]$. This is a model example to imagine what we mean by an anisotropic modular function.

Resigning from growth restrictions requires some density properties of the space, cf. [1, 42, 18], which we discuss in further parts of the paper. Particularly challenging is admitting not only space inhomogeneity, but also time dependence of the modular function. To our best knowledge this issue is raised only in [17, 61], where existence is provided for bounded-data problems.

Partial differential equations with data not in the dual space but only integrable received special attention. The cornerstone of the theory was the work of DiPerna and Lions [21], where they introduced the notion of the renormalized solution in the context of the Boltzmann equation. Let us also refer to fundamental developments by Boccardo, Giachetti, Diaz, and Murat [13] and Murat [53]. Other seminal idea for problems with $L^1$-data are SOLA (solutions is obtained as a limit of approximation) coming from Boccardo and Gallouët [11, 11]. Finally, entropy solutions are considered starting from papers by Benilan, Boccardo, Gallouët, Gariepy, Pierre, and Vazquéz [3], Boccardo, Gallouët, and Orsina [12], and Dall’Aglio [20]. Let us stress that
there are cases when the mentioned notions coincide. Indeed, in \cite{22} the equivalence between entropy and renormalized solutions for problems with polynomial growth is provided. Meanwhile, the corresponding result in the variable exponent and the Orlicz settings are provided together with the proofs of the existence of renormalized solutions in \cite{63, 64}, respectively.

In the parabolic setting, renormalized solutions were studied e.g. in \cite{7, 8, 6, 23, 57}, in the variable exponent setting \cite{47, 63}. For very recent results on entropy and renormalised solutions, we refer also to \cite{14, 27, 48, 64}. Parabolic problems in non-reflexive Orlicz-Sobolev spaces are studied in this context in \cite{18, 48, 58, 64}, while in the nonhomogeneous and non-reflexive Musielak-Orlicz spaces in \cite{18, 39}. See \cite{13} for deeper considerations on the problems with data below duality in various instances of Musielak-Orlicz spaces.

In all the results mentioned, except \cite{18}, the \(\Delta_2\) condition on \(M^*\) was imposed (this entails separability of \(L_{M^*}\), see \cite{62}). Thereby, this our paper can be treated as a follow-up of \cite{18} relaxing the balance condition therein and admitting time-dependence of the modular function. Let us repeat that to our best knowledge there are no results on existence of solutions to parabolic problems with data below duality stated in the space changing with time, even in weighted Sobolev spaces nor in variable exponent spaces (with weight or exponent depending also on the time variable). For a wide range of examples we see Example \ref{ex:1.1}

Let us present the main objectives.

**The operator**

We consider \(A\) belonging to an Orlicz class with respect to the last variable. Namely, we assume that function \(A : [0, T] \times \Omega \times \mathbb{R}^N \to \mathbb{R}^N\) satisfies the following conditions.

(A1) \(A\) is a Carathéodory’s function, i.e. it is measurable w.r. to \((t, x) \in \Omega_T\) and continuous w.r. to \(\xi\);

(A2) **Growth and coercivity.** There exists an \(N\)-function \(M : [0, T] \times \Omega \times \mathbb{R}^N \to \mathbb{R}\) and a constant \(c_A > 0\) such that for all \(\xi \in \mathbb{R}^N\) we have

\[
M(t, x, \xi) \leq A(t, x, \xi)\xi \quad \text{and} \quad c_A M^*(t, x, A(t, x, \xi)) \leq M(t, x, \xi),
\]

where \(M^*\) is conjugate to \(M\) (see Appendix A for the definitions).

(A3) **Weak monotonicity.** For all \(\xi, \eta \in \mathbb{R}^N\) and \(x \in \Omega\) we have

\[
(A(t, x, \xi) - A(t, x, \eta)) \cdot (\xi - \eta) \geq 0.
\]

In the fully anisotropic Musielak-Orlicz setting the choice of proper functional setting is not obvious. When gradient is considered in the anisotropic space, the function itself can be assumed to belong to various different isotropic spaces. We choose the most intuitive classical Lebesgue’s space. Thus, the framework we investigate involves the functional spaces

\[
V_T^M(\Omega) = \{u \in L^1(0, T; W_0^{1,1}(\Omega)) : \nabla u \in L_M(\Omega_T; \mathbb{R}^N)\},
\]

\[
V_T^{M,\infty}(\Omega) = V_T^M(\Omega) \cap L^\infty(0, T; L^1(\Omega)).
\]

For the definition of Musielak-Orlicz space \(L_M\) generated by an \(N\)-function \(M : [0, T] \times \Omega \times \mathbb{R}^N \to \mathbb{R}\) we refer the reader to Section \ref{sec:2.2}. Let us the concisely summarize features and difficulties of the framework of the Musielak-Orlicz spaces we consider. They are reflexive, provided \(M, M^* \in \Delta_2\) close to infinity. Indeed, the variable exponent Lebesgue spaces, as well as weighted or the double phase space are reflexive even if the weight \(a\) or the exponents are only assumed to be separated from 1, bounded, and measurable. Let us recall that various analytical difficulties are expected, when the modular function has growth far from polynomial.

**Absence of Lavrentiev’s phenomenon**

If the growth of the modular function is arbitrary, in general the space is not reflexive, weak and weak-*-topology do not coincide, and in fact yet another topology becomes to be relevant. In the case of the isotropic Orlicz spaces, according to Gossez \cite{30}, weak derivatives in the Orlicz-Sobolev spaces are strong derivatives with respect to the modular topology. Here we deal with not only with anisotropy, but also an additional difficulty
resulting from inhomogeneity, namely the so-called Lavrentiev phenomenon. It occurs, when the infimum of a variational functional taken over space of smooth functions is strictly larger than the infimum over the (larger) space of functions, on which the functional is defined, see [10]. The notion of the Lavrentiev phenomenon became naturally generalised to the situation, where functions from a certain space cannot be approximated by regular ones. This can occur in variable exponent spaces [65], in the double-phase space [19], as well as in the case linking them [3]. Let us stress that kind of the Meyers-Serrin theorem, saying that weak derivatives are strong ones with respect to the modular topology, in the Musielak-Orlicz spaces holds only in absence of Lavrentiev’s phenomenon and this is the scope we work in.

To solve this problem the approximation of the gradients in the modular topology was proven in [17, Section 3] under the conditions below.

In the fully anisotropic case we shall consider the modular functions satisfying a balance condition.

\((M)\) Suppose that there exists a function \(\Theta : [0,1]^2 \to [0,\infty)\) nondecreasing with respect to each of the variables, such that

\[
\limsup_{\delta \to 0^+} \Theta(\delta, \delta^{-N}) < \infty,
\]

which express the relation between \(M(t,x,\xi)\) and

\[
M_{I,Q}(\xi) := \inf_{\substack{t \in I \cap [0,T], \ x \in Q \cap \Omega}} M(t,x,\xi).
\]

We assume that there exist \(\xi_0 \in \mathbb{R}^N\) and \(\delta_0 > 0\), such that for every interval \(I \subset \mathbb{R}\), such that \(|I| < \delta < \delta_0\), and every cube \(Q \subset \mathbb{R}^N\) with \(\text{diam } Q < 4\delta \sqrt{N}\)

\[
\frac{M(t,x,\xi)}{(M_{I,Q})^{**}(\xi)} \leq \Theta(\delta, |\xi|) \quad \text{for a.e. } t \in I, \ a.e. \ x \in Q \cap \Omega, \ \text{and all } \xi \in \mathbb{R}^N : |\xi| > |\xi_0|,
\]

where by \((M_{I,Q})^{**}(\xi) = ((M_{I,Q})^*(\xi))^*\), we denote the greatest convex minorant of the infimum from \(\mathcal{M}\) (coinciding with the second conjugate function, cf. Definition 2.2).

When the modular function has at least power-type growth, we relax \((M)\) as follows.

\((M_p)\) Suppose for \(\xi \in \mathbb{R}^N\), such that \(|\xi| > |\xi_p|\)

\[
M(t,x,\xi) \geq c_{gr}|\xi|^p \quad \text{with } 1 < p < N \ \text{and } c_{gr} > 0
\]

and that there exists a function \(\Theta_p : [0,1]^2 \to [0,\infty)\) nondecreasing with respect to each of the variables, such that \(\Theta_p\) holds with \(\Theta\) substituted by \(\Theta_p\) satisfying

\[
\limsup_{\delta \to 0^+} \Theta_p(\delta, \delta^{-\frac{N}{p}}) < \infty.
\]

We point out that these results are optimal within some special cases (variable exponent, double phase together with its borderline case). Wider range of examples is presented below (Examples 1.1, 1.2, 1.3 and 1.4).

The condition \((M)\) (resp. \((M_p)\)) not only takes into account time-dependence, but it is more general (admits less space-variable-control) and is much easier to understand than its corresponding condition [18] \((M)\). Moreover, it is applied only in the proofs of approximation results. For the rest of the reasoning, it suffices that \(M\) is an \(N\)-function. The condition \((M)\) (resp. \((M_p)\)) is also sufficient for the new delicate approximation-in-time result provided in Section 8 and necessary in our construction of renormalized solutions.
Renormalized solutions

We recall the definition of a renormalized solution. For this we need to introduce the symmetric truncation defined as follows
\[ T_k(f)(x) = \begin{cases} \frac{f}{k}, & |f| \leq k, \\ \frac{|f| - k}{|f|}, & |f| > k. \end{cases} \]

We say that a function \( u \) is a renormalized solution to the problem
\[
\begin{aligned}
\partial_t u - \text{div} A(t, x, \nabla u) &= f(t, x) \quad \text{in } \Omega_T = (0, T) \times \Omega, \\
u(t, x) &= 0 \quad \text{on } \partial\Omega, \\
u(0, x) &= u_0(x) \quad \text{in } \Omega,
\end{aligned}
\]

where \([0, T]\) is a finite interval, \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^N \), \( N > 1 \), \( f \in L^1(\Omega_T) \), \( u_0 \in L^1(\Omega) \), if it satisfies the following conditions:

(R1) \( u \in L^1(\Omega_T) \) and for each \( k > 0 \)
\[ T_k(u) \in V^M_T(\Omega), \quad A(\cdot, \cdot, \nabla T_k(u)) \in L^M(\Omega_T; \mathbb{R}^N). \]

(R2) For every \( h \in C_0^1(\mathbb{R}) \) and all \( \varphi \in V^M_T(\Omega) \), such that \( \partial_t \varphi \in L^\infty(\Omega_T) \) and \( \varphi(\cdot, x) \) has a compact support in \([0, T]\) for a.e. \( x \in \Omega \), we have
\[
-\int_{\Omega_T} \left( \int_{u_0(x)}^u h(\sigma)d\sigma \right) \partial_t \varphi \, dx \, dt + \int_{\Omega_T} A(t, x, \nabla u) \cdot \nabla (\varphi(u)) \, dx \, dt = \int_{\Omega_T} fh(\varphi) \, dx \, dt.
\]

(R3) \( \int_{|t-l|<|l+1|} A(t, x, \nabla u) \cdot \nabla u \, dx \, dt \to 0 \) as \( l \to \infty \).

Our main result yields the existence of a unique renormalized solution to (7) in the fully anisotropic case. However, we would like to present first the more intuitive isotropic case, when \( M \) is a radial function with respect to the gradient variable \( \xi \), i.e. \( M = M(t, x, |\xi|) \).

**Theorem 1.1** (Isotropic case). Suppose \([0, T]\) is a finite interval, \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^N \), \( f \in L^1(\Omega_T) \), \( u_0 \in L^1(\Omega) \), function \( A \) satisfies assumptions (7)–(10) with a locally integrable \( N \)-function \( M : [0, T] \times \Omega \times \mathbb{R} \to \mathbb{R} \). Assume further that at least one of the following assumptions holds:

\((M^{iso})\) (arbitrary growth) there exists a function \( \Theta^{iso} : [0, \infty)^2 \to [0, \infty) \) nondecreasing with respect to each of the variables, such that
\[
\limsup_{\delta \to 0^+} \Theta^{iso}(\delta, \delta^{-N}) < \infty,
\]
and
\[
\frac{M(t, x, s)}{M(s, y, s)} \leq \Theta^{iso}(|t - s| + c_{sp}|x - y|, s) \tag{9}
\]

\((M^{iso})\) (at least power-type growth) there exists a function \( \Theta^{iso}_p : [0, \infty)^2 \to [0, \infty) \), nondecreasing with respect to each of the variables, satisfying
\[
\limsup_{\delta \to 0^+} \Theta^{iso}_p(\delta, \delta^{-N/p}) < \infty,
\]

such that for all \( s > s_p \)
\[
\begin{cases}
M(t, x, s) &\geq c_{sp} s^p \quad \text{with } p > 1 \quad \text{and } c_{sp} > 0, \\
\frac{M(t, x, s)}{M(s, y, s)} &\leq \Theta^{iso}_p(|t - s| + c_{sp}|x - y|, s).
\end{cases}
\]

Then there exists a unique renormalized solution to the problem (7), i.e. there exists \( u \) satisfying (R1)–(R3).
Our most general result reads as follows.

**Theorem 1.2** (Fully anisotropic case). Suppose $[0, T]$ is a finite interval, $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^N$, $N > 1$, $f \in L^1(\Omega T)$, $w_0 \in L^1(\Omega)$, function $A$ satisfy assumptions (A1)–(A3) with a locally integrable $N$-function $N-f$-function $M : [0, T] \times \Omega \times \mathbb{R}^N \to [0, \infty)$. Assume further that $M$ satisfies the condition (M) or (M_p). Then there exists a unique renormalized solution to the problem (1), i.e. there exists $u$, satisfying (R1)–(R3).

Before a load of examples, we would like to compare this result with earlier results of the authors [18]. The equation considered in [18] is an analogue of (7), but is posed in Musielak-Orlicz spaces equipped with time-independent modular function. Moreover, the balance conditions here have more general form and the retrieved approximation results hold not only under the log-H"older condition in the variable exponent spaces, but also within the sharp range of parameters in the closeness condition in the double phase space.

Nonetheless, the construction of approximation needed in the proof is very delicate and we cannot cover here the reflexive case included in [18] (in the space not changing with time). Therefore, we pose a question.

**Open question.** Is it possible to prove Theorem 1.2 under assumption $M, M^* \in \Delta_2^\infty$ instead of (M) / (M_p)?

Let us pass to wide range of examples within our setting.

**Corollary 1.1** (Skipping (M) / (M_p) – Orlicz case). In the pure Orlicz case, i.e. when

$M(t, x, \xi) = M(\xi),$

the balance conditions (M) or (M_p) do not carry any information and can be skipped. Therefore, as a direct consequence of the above theorem we get existence of renormalized solutions to parabolic problem (16) in the anisotropic Orlicz space without growth restrictions.

Theorem 1.2 provides existence results in the following cases when $M$ satisfies (M) or (M_p).

**Example 1.1** (Classical problems under condition (M)). We cover in particular the following problems.

- When $M = |\xi|^p$ with $1 < p < \infty$, in classical Sobolev spaces $(\nabla u \in L^1(0, T; W_0^{1, p}(\Omega)))$ for $p$-Laplace problem $\partial_t u - \Delta_p u = f$, we study

$\partial_t u - \text{div}(b(t, x)|\nabla u|^{p-2}\nabla u) = f(t, x)$

with bounded $b : \Omega T \to [0, \infty)$ such that $0 << b << \infty$.

- When $M = |\xi| \log^\alpha(1 + |\xi|)$ in $L \log^\alpha L$ spaces with $\alpha > 0$ we study

$\partial_t u - \text{div}(b(t, x)\frac{\log^\alpha(e + |\nabla u|)}{|\nabla u|}|\nabla u|) = f(t, x)$

with bounded $b : \Omega T \to [0, \infty)$ such that $0 << b << \infty$.

- When $M = |\xi|^{p(t, x)}$ in variable exponent spaces with log-H"older $p : \Omega T \to (1, \infty)$ such that $1 << p << \infty$ we study

$\partial_t u - \text{div}(b(t, x)|\nabla u|^{p(t, x)-2}|\nabla u|) = f(t, x)$

with bounded $b : \Omega T \to [0, \infty)$ such that $0 << b << \infty$.

- When $M = |\xi|^p + a(t, x)|\xi|^p \log(e + |\xi|)$ in double phase spaces with mild transition, with $1 < p < \infty$ and with a log-H"older weight $a : \Omega T \to (1, \infty)$ and possibly touching zero; we study

$\partial_t u - \text{div}(b(t, x)(1 + a(t, x) \log(e + |\nabla u|))|\nabla u|^{p-2}|\nabla u|) = f(t, x)$

where $b : \Omega T \to [0, \infty)$ is bounded and such that $0 << b << \infty$.

See [3] for the explanation in what sense this space is the borderline case between the variable exponent spaces and double-phase spaces (covered sharply under (M_p)).
Example 1.2 (Problems under condition \((\mathcal{M}_p)\)). We cover in particular the following problems.

- When \(M = |\xi|^p + a(t,x)|\xi|^q\) in double phase spaces, with \(1 < p, q < \infty\) and a function \(a : \Omega_T \rightarrow [0, \infty)\) being such that \(a \in C^{0,\alpha}(\Omega_T)\) and possibly touching zero; we study

\[
\partial_t u - \text{div} \left( b(t,x)(|\nabla u|^{p-2}\nabla u + a(t,x)(|\nabla u|^{q-2}\nabla u)) \right) = f(t,x) \quad \text{if} \quad \frac{q}{p} \leq 1 + \frac{\alpha}{N}
\]

where \(b : \Omega_T \rightarrow [0, \infty)\) is bounded and such that \(0 << b << \infty\).

Note that the range of parameters is sharp for absence of Lavrentiev's phenomenon due to \([19]\).

- When \(M(t,x,\xi) = |\xi|^{p(t,x)} + a(t,x)|\xi|^{q(t,x)}\) in variable exponent double-phase spaces with log-Hölder \(p, q : \Omega_T \rightarrow (1, \infty)\) such that \(1 < p_- < p(t,x) < q(t,x) << \infty\) and a function \(a : \Omega_T \rightarrow [0, \infty)\) being such that \(a \in C^{0,\alpha}(\Omega_T)\) and possibly touching zero; we study

\[
\partial_t u - \text{div} \left( b(t,x)(|\nabla u|^{p(t,x)-2}\nabla u + a(t,x)(|\nabla u|^{q(t,x)-2}\nabla u)) \right) = f(t,x) \quad \text{if} \quad \sup_{(t,x) \in \Omega_T} \left( q(t,x) - p(t,x) \right) \leq \frac{\alpha p_-}{N}
\]

where \(b : \Omega_T \rightarrow [0, \infty)\) is bounded and such that \(0 << b << \infty\).

When the growth of \(M\) is far from polynomial, the meaning of the balance condition can be illustrated by the following examples.

Example 1.3 (Orlicz double phase space without growth restrictions). When \(M(t,x,\xi) = M_1(\xi) + a(t,x)M_2(\xi)\), where \(M_1, M_2\) are (possibly anisotropic) homogeneous \(N\)-functions without prescribed growth such that \(M_1(\xi) \leq M_2(\xi)\) for \(\xi : |\xi| > |\xi_0|\), and moreover the function \(a : \Omega_T \rightarrow [0, \infty)\) is bounded and has a modulus of continuity denoted by \(\omega_a\), we infer existence and uniqueness for solution to the problem

\[
\partial_t u - \text{div} \left( b(t,x) \left( \frac{M_1(\nabla u)}{\nabla u} \cdot \nabla u + a(t,x) \frac{M_2(\nabla u)}{\nabla u} \cdot \nabla u \right) \right) = f(t,x) \in L^1(\Omega_T) \quad \text{with} \quad 0 << b << \infty,
\]

provided

\[
\limsup_{\delta \to 0} \omega_a(\delta) \frac{M_2(\delta^{-N})}{M_1(\delta^{-N})} < \infty,
\]

where \(M_1(s) := \inf_{|\xi| = s} M_1(\xi)\) and \(M_2(s) := \sup_{|\xi| = s} M_2(\xi)\), or - when \(M_1\) has at least power growth - provided

\[
\limsup_{\delta \to 0} \omega_a(\delta) \frac{M_2(\delta^{-N/p})}{M_1(\delta^{-N/p})} < \infty.
\]

Example 1.4 (Weighted Orlicz spaces without growth restrictions). If \(M\) has a form

\[
M(t,x,\xi) = \sum_{i=1}^{j} k_i(t,x)M_i(\xi) + M_0(t,x,|\xi|), \quad j \in \mathbb{N},
\]

instead of \((M)\) we assume only that \(M_0\) satisfies \((M^{iso})\), all \(M_i\) for \(i = 1, \ldots, j\) are \(N\)-functions and all \(k_i\) are positive and satisfy \(\frac{k_i(t,x)}{k_i(s,x)} \leq C_i \Theta_i(|t-s| + c_{sp}|x-y|)\) with \(C_i > 0\) and \(\Theta_i : [0, \infty) \rightarrow [0, \infty)\) and \(\Theta_i \in L^\infty\) for \(i = 1, \ldots, j\). Then, according to computations in Appendix, we get that \(M\) satisfies \((M)\) when we take

\[
\Theta(r,s) = \sum_{j=1}^{k} \Theta_j(r) + \Theta_0(r,s) \quad \text{with} \quad \limsup_{\delta \to 0^+} \Theta(\delta, \delta^{-N/p}) < \infty
\]

In the case of \((\mathcal{M}_p)\) we expect \(\limsup_{\delta \to 0^+} \Theta(\delta, \delta^{-N/p}) < \infty\).
The methods

We use the framework developed in [32, 33, 37, 38, 39], where elliptic and parabolic problems in the Musielak–Orlicz spaces were studied, and apply the results of [17]. Since in general $M^* \not\in \Delta_2$, the understanding of the dual pairing is not intuitive. Indeed, $A(\cdot, \cdot, \nabla(T_k(u)))$ and $\nabla(T_k(u))$ do not belong to the dual spaces. Relaxing growth condition on the modular function restricts the admissible classical tools, such as the Sobolev embeddings, the Rellich-Kondrachov compact embeddings, or Aubin-Lions Lemma (applied in [39] to prove almost everywhere convergence). The proof of the existence of a renormalized solution involves the classical truncation ideas, the Young measures methods and monotonicity arguments. Uniqueness results from the comparison principle.

The scheme follows the ideas of [18]. First, we establish certain types of convergence of truncations of solutions $T_k(u_n)$ (Proposition 4.1). Then, the radiation control condition (R3) for $u_n$ is provided (Proposition 4.2). Next, we apply the comparison principle to obtain almost everywhere convergence of $u_n$. We identify $A(t, x, \nabla T_k(u))$ as the weak-* limit in $L_{M^*}$ of $A(t, x, \nabla T_k(u_n))$ (Proposition 4.3). Finally we conclude the proof of existence of renormalized solutions. Weak $L^1$-convergence of $A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u_n)$ is obtained using the Young measures.

Since the modular function is time-dependent, the identification of limits of approximate sequences is highly non-trivial. The space we deal with is, in general, neither separable, nor reflexive. The lack of precise control on the growth of $A$ together with the merely integrable right-hand side cause noticeable difficulties in studies on convergence of approximation. The construction of our renormalized solutions holds in the absence of Lavrentiev’s phenomenon, i.e. when the functions from the relevant space can be approximated by smooth ones. The critical place, where this paper differs from [18], is that time-dependence of the modular function essentially complicates the construction of time-approximation, since the Landes regularization previously used in the corresponding study stops to converge modularly. Thus, as a tool we need to provide new results on approximation having by far more delicate properties, see Theorem 5.1. Careful merging the ideas of Landes on the splitted time-interval combined with analysis of concentration of density of the mollifier reaches the point.

Organization of the paper

The paper is organized as follows. Section 2 introduces notation, basic information on the spaces, as well as it recalls some results of [17] necessary in our considerations including integration-by-parts formula, comparison principle, monotonicity trick, and existence of weak solutions to bounded-data problem. Section 3 is devoted to the main tool we derive in the paper, namely time-approximation. In Section 4 we present the proof of the main results. Some classical definitions and theorems are listed in Appendix.

2. Analytical framework

In this section we provide necessary notation and basic information on Musielak-Orlicz spaces, afterwards we give also formulations of results coming from [17] such as integration-by-parts formula, comparison principle, monotonicity trick, existence result to the problem with bounded data, and lemma on simplification of anisotropic conditions in the isotropic situation.

2.1. Notation

We assume $\Omega \subset \mathbb{R}^N$ is a bounded Lipschitz domain, $\Omega_T = (0, T) \times \Omega$, $\Omega_\tau = (0, \tau) \times \Omega$. If $V \subset \mathbb{R}^K$, $K \in \mathbb{N}$, is a bounded set, then $C^\infty_c(V)$ denotes the class of smooth functions with support compact in $V$. We denote positive part of function signum by \( \text{sgn}_+(s) = \max\{0, s/|s|\} \).

We note that according to [3], Lemma 2.1, for every $u \in W^{1,1}(\Omega)$, there exists a unique measurable function $Z_u : \Omega \to \mathbb{R}^N$ such that

$$\nabla(T_t(u)) = \chi_{\{|u|<t\}} Z_u \quad \text{a.e. in } \Omega, \text{ for every } t > 0.$$  

Thus, in the theory $Z_u$ is called the generalized gradient of $u$. Abusing slightly the notation, for $u$ with locally integrable $Z_u$, it is written simply $\nabla u$ instead.
2.2. Musielak-Orlicz spaces

Definition 2.1 (N-function). Suppose $\Omega \subset \mathbb{R}^N$ is an open bounded set. A function $M : [0, T] \times \Omega \times \mathbb{R}^N \to \mathbb{R}$ is called an $N$-function if it satisfies the following conditions:

1. $M$ is a Carathéodory function (i.e. measurable with respect to $(t, x) \in \Omega_T$ and continuous with respect to the last variable), such that $M(t, x, 0) = 0$, $\operatorname{ess inf}_{(t,x)\in\Omega_T} M(t, x, \xi) > 0$ for $\xi \neq 0$, and $M(t, x, \xi) = M(t, x, -\xi)$ a.e. in $\Omega$.
2. $M(t, x, \xi)$ is a convex function with respect to $\xi$,
3. $\lim_{|\xi| \to 0} \operatorname{ess sup}_{(t,x)\in\Omega_T} \frac{M(t, x, \xi)}{|\xi|} = 0$,
4. $\lim_{|\xi| \to \infty} \operatorname{ess inf}_{(t,x)\in\Omega_T} \frac{M(t, x, \xi)}{|\xi|} = \infty$.

Moreover, we call $M$ a locally integrable $N$-function if additionally for every measurable set $G \subset \Omega_T$ and every $z \in \mathbb{R}^N$ it holds that

$$\int_G M(t, x, z) \, dx \, dt < \infty. \quad (12)$$

Definition 2.2 (Complementary function). The complementary function $M^*$ to a function $M : [0, T] \times \Omega \times \mathbb{R}^N \to \mathbb{R}$ is defined by

$$M^*(t, x, \eta) = \sup_{\xi \in \mathbb{R}^N} (\xi \cdot \eta - M(t, x, \xi)), \quad \eta \in \mathbb{R}^N, \: x \in \Omega.$$

If $M$ is an $N$-function and $M^*$ its complementary, we have the Fenchel-Young inequality

$$|\xi \cdot \eta| \leq M(t, x, \xi) + M^*(t, x, \eta) \quad \text{for all } \xi, \eta \in \mathbb{R}^N \text{ and a.e. } (t, x) \in \Omega_T. \quad (13)$$

Remark 2.1. For any function $f : \mathbb{R}^M \to \mathbb{R}$ the second conjugate function $f^{**}$ is convex and $f^{**}(x) \leq f(x)$. In fact, $f^{**}$ is a convex envelope of $f$, namely it is the biggest convex function smaller or equal to $f$.

Definition 2.3. Let $M$ be a locally integrable $N$-function. We deal with the three Orlicz-Musielak classes of functions.

i) $\mathcal{L}_M(\Omega_T; \mathbb{R}^N)$ - the generalised Orlicz-Musielak class is the set of all measurable functions $\xi : \Omega_T \to \mathbb{R}^N$ such that

$$\int_{\Omega_T} M(t, x, \xi(t, x)) \, dx \, dt < \infty.$$

ii) $L_M(\Omega_T; \mathbb{R}^N)$ - the generalised Orlicz-Musielak space is the smallest linear space containing $\mathcal{L}_M(\Omega; \mathbb{R}^N)$, equipped with the Luxemburg norm

$$\|\xi\|_{L_M} = \inf \left\{ \lambda > 0 : \int_{\Omega_T} M \left( t, x, \frac{\xi(t, x)}{\lambda} \right) \, dx \leq 1 \right\}.$$

iii) $E_M(\Omega_T; \mathbb{R}^N)$ - the closure in $L_M$-norm of the set of bounded functions.

Then

$$E_M(\Omega_T; \mathbb{R}^N) \subset \mathcal{L}_M(\Omega_T; \mathbb{R}^N) \subset L_M(\Omega_T; \mathbb{R}^N),$$

where the inclusions can be strict.

The space $E_M(\Omega_T; \mathbb{R}^N)$ is separable and due to [62, Theorem 2.6] the following duality holds

$$(E_M(\Omega_T; \mathbb{R}^N))^* = L_{M^*}(\Omega_T; \mathbb{R}^N).$$
We say that an \( N \)-function \( M : [0, T] \times \Omega \times \mathbb{R}^N \to \mathbb{R} \) satisfies \( \Delta_2 \) condition close to infinity (denoted \( M \in \Delta^\infty_2 \)) if there exists a constant \( c > 0 \) and nonnegative integrable function \( h : \Omega_T \to \mathbb{R} \) such that for a.e. \((t, x) \in \Omega_T\) it holds
\[
M(t, x, 2\xi) \leq cM(t, x, \xi) + h(t, x) \quad \text{for all} \quad \xi \in \mathbb{R}^N : |\xi| > |\xi_0|.
\]
If \( M \in \Delta_2^\infty \), then
\[
E_M(\Omega_T; \mathbb{R}^N) = \mathcal{L}_M(\Omega_T; \mathbb{R}^N) = L_M(\Omega_T; \mathbb{R}^N)
\]
and \( L_M(\Omega_T; \mathbb{R}^N) \) is separable. When both \( M, M^* \in \Delta_2^\infty \) then \( L_M(\Omega_T; \mathbb{R}^N) \) is reflexive, see \([31,32]\).

We face the problem without this structure.

We apply the following modular Poincaré-type inequality.

**Theorem 2.1** (Modular Poincaré inequality, \([16]\)). Let \( B : [0, \infty) \to [0, \infty) \) be an arbitrary Young function, \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, and \( W^{1,B}(\Omega) = \{ u \in L^1(\Omega) : \nabla u \in L^B(\Omega) \} \). Then there exist \( c_1^B, c_2^B > 0 \) dependent on \( \Omega \) and \( N \), such that for every \( g \in W^{1,1}(\Omega_T) \), such that \( \int_{\Omega_T} B(|\nabla g|) \, dx \, dt < \infty \) and \( g \) belongs to weak-* closure of \( C_0^\infty(\Omega) \) in \( W^{1,B}(\Omega) \) we have
\[
\int_{\Omega_T} B(c_1^B|g|) \, dx \, dt \leq c_2^B \int_{\Omega_T} B(|\nabla g|) \, dx \, dt.
\]

### 2.3. Auxiliary results

We provide here formulations of the results of \([17]\) by the authors, which are necessary in our considerations.

**Integration-by-parts formula**

Arbitrary growth of the modular function implies that the following result is not direct, while inhomogeneity requires absence of Lavrentiev’s phenomenon.

**Theorem 2.2** (Proposition 4.1, \([17]\)). Suppose a locally integrable \( N \)-function \( M \) satisfies assumptions (\( \mathcal{M} \)) (resp. (\( \mathcal{M}_p \))). Suppose \( u : \Omega_T \to \mathbb{R} \) is a measurable function such that for every \( k \geq 0 \), \( T_k(u) \in V^M_{x_0}(\Omega) \), \( u(t, x) \in L^\infty([0, T]; L^1(\Omega)) \). Let us assume that there exists \( u_0 \in L^1(\Omega) \) such that \( u_0(x) := u(0, x) \). Furthermore, assume that there exist \( A \in L^*_M(\Omega_T; \mathbb{R}^N) \) and \( F \in L^1(\Omega_T) \) satisfying
\[
-\int_{\Omega_T} (u - u_0) \partial_t \varphi \, dx \, dt + \int_{\Omega_T} A \cdot \nabla \varphi \, dx \, dt = \int_{\Omega_T} F \varphi \, dx \, dt, \quad \forall \varphi \in C^\infty_c([0; T) \times \Omega).
\]

Then
\[
-\int_{\Omega_T} \left( \int_{t_0}^t h(s) \, ds \right) \partial_t \xi \, dx \, dt + \int_{\Omega_T} A \cdot \nabla h(u) \xi \, dx \, dt = \int_{\Omega_T} Fh(u) \xi \, dx \, dt
\]
holds for all \( h \in W^{1,\infty}(\mathbb{R}) \), such that \( \text{supp}(h) \) is compact and all \( \xi \in V^M_{-\infty}(\Omega) \), such that \( \partial_t \xi \in L^\infty(\Omega_T) \) and \( \text{supp}\xi(\cdot, x) \subset [0, T] \) for a.e. \( x \in \Omega \), in particular for \( \xi \in C^\infty_c([0; T) \times \overline{\Omega}) \).

**Comparison principle**

When we notice that, according to the definition, renormalized solutions verify assumptions of \([17] \) Theorem 4.1], we get the following comparison principle for them.

**Theorem 2.3.** Suppose a locally integrable \( N \)-function \( M \) satisfies assumptions (\( \mathcal{M} \)) (resp. (\( \mathcal{M}_p \))), function \( A \) satisfies assumptions (\( \mathcal{A} \)–\( \mathcal{A}_2 \)). Let \( v^1, v^2 \) be renormalized solutions to
\[
\begin{aligned}
v^1 - \text{div} A(t, x, \nabla v^1) &= f^1 \in L^1(\Omega_T), \\
v^1(0, x) &= v^1_0(x) \in L^1(\Omega),
\end{aligned}
\]
\[
\begin{aligned}
v^2 - \text{div} A(t, x, \nabla v^2) &= f^2 \in L^1(\Omega_T), \\
v^2(0, x) &= v^2_0(x) \in L^1(\Omega),
\end{aligned}
\]
where \( f^1 \leq f^2 \) a.e. in \( \Omega_T \) and \( v^1_0 \leq v^2_0 \) in \( \Omega \). Then \( v^1 \leq v^2 \) a.e. in \( \Omega_T \).
Monotonicity trick

As a consequence of weak monotonicity, we will be able to identify some limits using the following monotonicity trick applied e.g. in [32, 18, 77, 62].

Lemma 2.1 (Lemma 6.5, [17]). Suppose $A$ satisfies conditions (A1)–(A3) with an $N$-function $M$. Assume further that there exist

$$A \in L_M(\Omega_T; \mathbb{R}^N) \quad \text{and} \quad \xi \in L_M(\Omega_T; \mathbb{R}^N),$$

such that

$$\int_{\Omega_T} (A - A(t,x,\eta)) \cdot (\xi(t,x) - \eta) \, dx \, dt \geq 0 \quad \forall \eta \in L_{\infty}(\Omega, \mathbb{R}^N).$$

Then

$$A(t,x,\xi) = A \quad \text{a.e. in} \ \Omega_T.$$  

Existence of a weak solution for the problem with cut-off data

The following theorem is a direct consequence of [17, Theorem 1.2] when we just choose there particular form of bounded data.

Theorem 2.4. Suppose $[0,T]$ is a finite interval, $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^N$, $N > 1$, $f \in L^1(\Omega_T)$, $u_0 \in L^1(\Omega)$, function $A$ satisfy assumptions (A1)–(A3) with an $N$-function $M$ satisfying (M) or (Mp). Then for every $n \in \mathbb{N}$ there exists a weak solution to the problem

$$\begin{cases}
\partial_t u_n - \text{div} A(t,x,\nabla u_n) = T_n(f) & \text{in} \ \Omega_T, \\
u_n(t,x) = 0 & \text{on} \ (0,T) \times \partial \Omega, \\
u_n(0,\cdot) = u_{0,n}(\cdot) = T_n(u_0) & \text{in} \ \Omega.
\end{cases}$$

Namely, there exists $u_n \in V^M_T(\Omega)$, such that for any $\varphi \in C^\infty_c([0,T] \times \Omega)$

$$-\int_{\Omega_T} u_n \partial_t \varphi \, dx \, dt - \int_{\Omega} u_n(0)\varphi(0) \, dx + \int_{\Omega_T} A(t,x,\nabla u_n) \cdot \nabla \varphi \, dx \, dt = \int_{\Omega_T} T_n(f) \varphi \, dx \, dt. \quad (17)$$

3. Approximation in Musielak-Orlicz spaces

In the case of classical Orlicz spaces, the crucial density result was provided by Gossez [30]. In the case of $x$-dependent and anisotropic log-Hölder continuous modular functions the absence of Lavrentiev’s phenomenon was proven in [32, 18], further refined in isotropic case in [1] to cover both – log-Hölder condition in the variable exponent and closeness of parameters in double-phase space sharp due to [19]. Finally, in [17] space-approximation and easy time-approximation results we need here are provided under our anisotropic conditions.

The above mentioned approximation results are applied in order to obtain existence of solutions to problem with bounded data (cf. Theorem 2.4), and – consequently – in our considerations, although we do not use them here explicitly. However, here they are not sufficient in identification of the limit in Proposition 4.4. We shall need there much more delicate time-approximation that converges modularly, commutes with the space gradient, and has properly convergent time derivatives. When the modular function is time-dependent we cannot use the Landes regularization coming from [15], as it was done in [32, 18], because due to time-dependence of $M$ the Landes regularization is not mapping $L_M$ into itself anymore. Moreover, we shall need a few more delicate properties here. Nonetheless, careful merging the ideas of Landes on the small but not uniformly controlled time-intervals enables to prove the following result.

Theorem 3.1 (Approximation in time). Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^N$, a locally integrable $N$-function $M$ satisfy condition (M) (resp. (Mp)), $\varphi \in V^M_T(\Omega)$, and $\varphi_0 \in L^\infty(\Omega)$. Then there exist sequences $\{\varphi_\mu\}_\mu, \{\varphi_\mu^*\}_\mu \subset V^M_T(\Omega)$ with $\mu >> 1$, such that
i) for every \( \mu \) and a.e. \( x \in \Omega \) function \( \varphi_\mu(\cdot, x) \in C^\infty([0, T]) \) and satisfies

\[
\begin{align*}
\partial_t \varphi_\mu &= \mu ( \varphi - \varphi_\mu ) \text{ a.e. in } \Omega_T, \\
\varphi_\mu(0, x) &= \varphi_0(x) \text{ a.e. in } \Omega,
\end{align*}
\]

ii) for every \( \mu \) we have \( \varphi_\mu^*(0, x) = \varphi_0(x) (1 - e^{-\log^2 \mu}) \),

iii) \( (\nabla \varphi_\mu)^* = \nabla (\varphi_\mu^*) \),

iv) \( \lim_{\mu \to \infty} \varphi_\mu^* = \varphi \) strongly in \( L^1(\Omega_T) \) and \( \lim_{\mu \to \infty} (\nabla \varphi_\mu)^* \to \nabla \varphi \) modularly in \( L_M(\Omega_T; \mathbb{R}^N) \).

v) If additionally \( \varphi \in L^\infty(\Omega_T) \), then \( \| \varphi_\mu^* \|_{L^\infty(\Omega_T)} \leq \| \varphi \|_{L^\infty(\Omega_T)} \), for every \( \mu \) and a.e. \( x \in \Omega \) function \( \varphi_\mu^*(\cdot, x) \) belongs to \( W^{1, \infty}([0, T]) \) and furthermore

\[
\lim_{\mu \to \infty} \| \varphi_\mu - \varphi_\mu^* \|_{L^\infty(\Omega_T)} = 0 \quad \text{and} \quad \lim_{\mu \to \infty} \| \partial_t (\varphi_\mu - \varphi_\mu^*) \|_{L^\infty(\Omega_T)} = 0.
\]

Let us consider \( \xi : \mathbb{R} \times \Omega \to \mathbb{R}^N \). When \( \theta_\mu(s) = \mu e^{-\mu s} 1_{[0, \infty)}(s), \mu > 2 \), the regularized function \( \xi_\mu(t, x) := (\theta_\mu * \xi)(t, x) \), where \( * \) stands for the convolution is in the time variable. Then

\[
\xi_\mu(t, x) = \mu \int_{-\infty}^t e^{\mu (s-t)} \xi(s, x) \, ds.
\]

Define further

\[
\xi_\mu^*(t, x) = \mu \int_{t-\varepsilon(\mu)}^t e^{\mu (s-t)} \xi(s, x) \, ds \quad \text{with} \quad \varepsilon(\mu) = \frac{\log^2 \mu}{\mu}.
\]

We provide a uniform estimate in the following lemma and then conclude the proof of Theorem 3.1.

**Lemma 3.1.** Let an N-function \( M \) satisfy assumptions (M), resp. \((M_p)\). We extend arbitrary \( \xi \in V^{M, \infty}_T(\Omega) \) by \( \xi(0, x) \) on \( (-\infty, 0) \) and by \( 0 \) on \( (T, \infty) \) and consider \( \xi_\mu^* \) be given by (20). Then, there exist constants \( C_1, C_2 > 0 \) independent of \( \mu \), such that for all \( \mu > 1 \) and every \( \xi \in V^{M, \infty}_T(\Omega) \) we have

\[
\int_{\Omega_T} M(t, x, \xi_\mu^*(t, x)) \, dx \, dt \leq C_1 \int_{\Omega_T} M(t, x, C_2 \xi(t, x)) \, dx \, dt.
\]

**Proof.** We fix an arbitrary \( \mu > 1 \) and consider a family of time intervals \( I^\mu_i = [t^\mu_i, t^\mu_{i+1}] \) covering \([0, T]\) and such that \( |I^\mu_i| = |I^\mu_k| = \frac{1}{\mu} \) for every \( i, k > 1 \). We denote

\[
J^\mu_i := [t^\mu_i, t^\mu_{i+1} + \varepsilon(\mu)] \quad \text{and} \quad |J^\mu_i| < \frac{1}{\mu} + \varepsilon(\mu) =: \nu(\mu)
\]

and observe that \( \lim_{\mu \to \infty} \nu(\mu) = 0 \). We consider

\[
M_{i, \xi^*}(x, \eta) = \inf \{ M(t, x, \eta) : t \in J^\mu_i \cap [0, T] \},
\]

and its conjugate \((M_{i, \xi^*})^{**}\), see Remark 2.4. Since \( M(t, x, \xi) = 0 \) whenever \( \xi = 0 \), we have

\[
\int_{\Omega_T} M(t, x, \xi_\mu^*(t, x)) \, dx \, dt = \sum_{i=1}^{N_{1/\mu}^T} \int_{\Omega_T} \int_{J^\mu_i} M(t, x, \xi_\mu^*(t, x)) \, dt \, dx =
\]

\[
= \sum_{i=1}^{N_{1/\mu}^T} \int_{\Omega_T} \int_{J^\mu_i} \frac{M(t, x, \xi_\mu^*(t, x))}{(M_{i, \xi^*})^{**}(x, \xi_\mu^*(t, x))} (M_{i, \xi^*})^{**}(x, \xi_\mu^*(t, x)) \, dt \, dx.
\]
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We start with estimating from above the fraction on the right-hand side in the previous display by a constant essentially using the balance condition \((M)\), resp. \((M_p)\). For this we note that then for every \(i \in \{1, \ldots, N^t_{(\nu)}\}\) there exists \(k \in \{1, \ldots, N^t_{(\nu)}\}\), such that we have

\[
\frac{\tilde{J}^t_i}{M^t_i} \subset \tilde{\Pi}^{(\nu)}
\]

with \(\tilde{\Pi}^{(\nu)}\) having the properties as \(I^t_i\) described above, but with length \(\delta = \nu(\mu)\) and coming from some other division of [0, \(T\)] chosen for each \(i\).

Moreover, we introduce notation for a family of \(N\)-dimensional cubes covering the set \(\Omega\). Namely, a family \(\{Q^\delta_j\}_{j=1}^{N_j}\) consists of closed cubes of edge 2\(\delta\), such that \(\text{int}Q^\delta_j \cap \text{int}Q^\delta_i = \emptyset\) for \(i \neq j\) and \(\Omega \subset \bigcup_{j = 1}^{N_j} Q^\delta_j\). Moreover, for each cube \(Q^\delta_j\) we define the cube \(\tilde{Q}^\delta_j\) centered at the same point and with parallel corresponding edges of length 4\(\delta\). Denote

\[
\tilde{M}^{(\nu)}(\xi) := \inf \{M(t, x, \eta) : t \in \tilde{I}^{(\nu)}_k \cap [0, T], x \in \tilde{Q}^{(\nu)}_j\}.
\]

Then for a.e. \(x \in \tilde{Q}^{(\nu)}_j, j = 1, \ldots, N^t_{(\nu)}\), and \(i = 1, \ldots, N^t_{(\nu)}\), also \(\tilde{M}^{(\nu)}(\xi) \leq M^t_i(x, \xi)\). Therefore,

\[
\frac{M(t, x, \eta)}{(M^t_i)_{**}(x, \eta)} \leq \frac{M(t, x, \eta)}{(M^t_i)_{**}(\eta)} \leq \Theta(\nu(\mu), \|\eta\|).
\]

Note that for every \(x \in \Omega\) we can choose the cube including it and having the properties needed for the above estimate and the final estimate is uniform with respect to \(x\).

On the other hand, since without loss of generality it can be assumed that \(\|\xi\|_{L^\infty(0,T;L^1(\Omega))} \leq 1\), we have

\[
|\xi^\mu(t, x)| \leq c^\mu \int_{t-\varepsilon}^t c^{\mu(s-t)} |\xi(s, x)| \, ds \leq c(\Omega)\mu\|\xi\|_{L^\infty(0,T;L^1(\Omega))} \leq c(\Omega)\mu.
\]

Then for every \(x \in \Omega\) we can choose a cube \(\tilde{Q}^{(\nu)}_j\) including \(x\). Then, using (24) and \((M)\), we realize that for arbitrary \(t \in I^t_i\) we get

\[
\frac{M(t, x, \xi^\mu(t, x))}{(M^t_i)_{**}(x, \xi^\mu(t, x))} \leq \Theta(\nu(\mu), \|\xi^\mu(t, x)\|) \leq \Theta(\nu(\mu), c(\Omega)\mu),
\]

where the last inequality is justified by (26). Note that we get a bound uniform with respect to \(x\).

Let us note that \(\Theta\) is nondecreasing with respect to the first variable and thus

\[
\limsup_{\mu \to \infty} \Theta(\nu(\mu), c(\Omega)\mu) = \limsup_{\delta \to 0} \Theta((1 + \log^2(c(\Omega)\delta^N))c(\Omega)\delta^N, \delta^{-N}).
\]

For all \(\delta < \delta_0(N)\) we have

\[
\Theta((1 + \log^2(c(\Omega)\delta^N))c(\Omega)\delta^N, \delta^{-N}) \leq \Theta(\delta, \delta^{-N}) < c < \infty,
\]

where the last estimate holds due to \((M)\). Analogously, in the case of \((M_p)\) by the same arguments we get also \(\limsup_{\mu \to \infty} \Theta_p(\nu(\mu), c(\Omega)\mu) < c < \infty\). In any case, we can estimate the right-hand side of (26) by \(c\) over a cube \(\tilde{Q}^{(\nu)}_j\). Therefore, in (23) we have

\[
\int_{\Omega_T} M(t, x, \xi^\mu(t, x)) \, dx \, dt \leq c \sum_{i=1}^{N^t_{(\nu)}} \int_{\Omega} \int_{I^t_i} (M^t_i)_{**}(x, \xi^\mu(t, x)) \, dt \, dx.
\]
Using the above estimate in \[34\], the Jensen inequality (with intrinsic constant \(c_J(\mu) = 1/(1 - e^{-\mu L(\Omega)}) \leq 1/(1 - e^{-1}) = c_J(1) =: C_2\), the fact that the second conjugate is (the greatest convex) minorant, and the Young inequality for convolution, we obtain

\[
\int_{\Omega_T} M(t, x, \xi_\mu^*(t, x)) \, dx \, dt \leq c \sum_{i=1}^{N^*} \int_{\Omega} \int_{I^*_{i,\mu}} (M_{i,\mu}^{*,\mu})^{**} (x, \mu \int_{t - s - \varepsilon(\mu)}^{t-s} e^{\mu(s-t)} \xi(s, x) \, ds) \, dt \, dx \\
\leq c \sum_{i=1}^{N^*} \int_{\Omega} \int_{I^*_{i,\mu}} \mu^{t-s} (M_{i,\mu}^{*,\mu})^{**} (x, c_J(\mu) \xi(s, x)) \, ds \, dt \, dx \\
= c \sum_{i=1}^{N^*} \int_{\Omega} \int_{I^*_{i,\mu}} \mu^{t-s} M(t, x, c_J(1) \xi(t, x)) \, dt \, dx \\
\leq c \sum_{i=1}^{N^*} \sum_{j=1}^{N^*} \|\mu \|_{L^1(-\varepsilon(\mu), 0)} \cdot \|M(\cdot, x, C_2 \xi(\cdot, x))\|_{L^1(I^*_{i,\mu} \cap [0, T])} \\
\leq C_1 \|M(\cdot, x, C_2 \xi)\|_{L^1(\Omega_T)},
\]

what was to be proven.

\(\square\)

**Proof of Theorem 3.1.** We extend \(\varphi \in V_T^{M, \infty}(\Omega)\) by \(\varphi(0, x) = \varphi_0(x)\) on \((-\infty, 0)\) and by \(0\) on \((T, \infty)\). We shall prove that the sequences we look for are \(\{\varphi_\mu\}_\mu\) coming from \[19\] and \(\{\varphi_\mu^*, \mu\}_\mu\) coming from \[20\]. Easy computation shows (i), (ii), (iii).

We concentrate now on showing (iv), i.e. the modular convergence

\[
\nabla(\varphi_\mu^*) \xrightarrow{M, \mu \to \infty} \nabla \varphi \quad \text{in} \quad L^1(\Omega_T; \mathbb{R}^N),
\]

which suffices for \(\lim_{\mu \to \infty} \varphi_\mu^* = \varphi\) strongly in \(L^1(\Omega_T)\) due to Poincaré’s inequality in \(W_0^{1,1}(\Omega)\).

Let us consider a family of measurable sets \(\{E_n\}_n\) such that \(\bigcup_n E_n = \Omega_T\) and a vector valued simple function \(E^n(t, x) = \sum_{i=0}^n 1 E_i(t, x) \delta_i(t, x)\), converging modularly to \(\nabla \varphi\) with \(\lambda_4\) (cf. Definition \[5.2\]) which exists due to Lemma \[3.4\]. Note that

\[
\nabla(\varphi_\mu^*) - \nabla \varphi = (\nabla(\varphi_\mu^*) - (E^n)_\mu^*) + ((E^n)_\mu^*) - E^n) + (E^n - \nabla \varphi).
\]

Convexity of \(M(t, x, \cdot)\) implies

\[
\int_{\Omega_T} M \left( t, x, \frac{\nabla(\varphi_\mu^*) - \nabla \varphi}{\lambda} \right) \, dx \, dt \leq \frac{\lambda_1}{\lambda} \int_{\Omega_T} M \left( t, x, \frac{\nabla(\varphi_\mu^*) - (E^n)_\mu^*}{\lambda_1} \right) \, dx \, dt \\
+ \frac{\lambda_2}{\lambda} \int_{\Omega_T} M \left( t, x, \frac{(E^n)_\mu^* - E^n}{\lambda_2} \right) \, dx \, dt + \frac{\lambda_3}{\lambda} \int_{\Omega_T} M \left( t, x, \frac{E^n - \nabla \varphi}{\lambda_3} \right) \, dx \, dt \\
= L_1^{n,\mu} + L_2^{n,\mu} + L_3^{n,\mu},
\]

where \(\lambda = \sum_{i=1}^3 \lambda_i, \lambda_i > 0\). We have \(\lambda_3\) fixed already. Let us take \(\lambda_1 = \lambda_3/C_2\).

In order to pass to the limit with \(\mu \to \infty\), we apply Lemma \[3.4\] estimating

\[
0 \leq \lim_{\mu \to \infty} L_1^{n,\mu} \leq C_1 L_3^n.
\]

Furthermore, Lemma \[5.3\] implies that \(\lim_{n \to \infty} L_3^n = 0\), which entails \(\lim_{\mu \to \infty} \limsup_{\mu \to \infty} L_1^{n,\mu} = 0\) as well.
Let us concentrate on $L^2_\mu$. The Jensen inequality and then the Fubini theorem lead to

\[
\frac{\lambda}{\lambda_2} L^2_\mu
\]

\[
= C \sum_{i=1}^{N_T} \int \int_{I^R_1} M \left( t, x, \frac{1}{\lambda_2} \int \mu e^{\mu(s)} I_{(-\infty,0]}(s) \sum_{j=0}^n \left[ I_{E_i}(t, x) \bar{a}_j(t, x) - I_{E_i}(s-t, x) \bar{a}_j(s-t, x) \right] ds \right) dt dx
\]

\[
\leq C \sum_{i=1}^{N_T} \int \int_{I^R_1} M \left( t, x, \frac{1}{\lambda_2} \sum_{j=0}^n \left[ I_{E_i}(t, x) \bar{a}_j(t, x) - I_{E_i}(s-t, x) \bar{a}_j(s-t, x) \right] ds dt dx \right)
\]

\[
\leq C \int \int_{I^R_1} M \left( t, x, \frac{1}{\lambda_2} \sum_{j=0}^n \left[ I_{E_i}(t, x) \bar{a}_j(t, x) - I_{E_i}(s-t, x) \bar{a}_j(s-t, x) \right] \right) dt dx.
\]

(28)

We let $\mu \to \infty$. Notice that using the continuity of the shift operator in $L^1$ we observe that pointwisely

\[
\sum_{j=0}^n \left[ I_{E_i}(t, x) \bar{a}_j(t, x) - I_{E_i}(s-t, x) \bar{a}_j(s-t, x) \right] \to 0, \quad \mu \to \infty,
\]

because $s-t < 1/\mu$. Moreover, when we fix arbitrary $\lambda_2 > 0$ we have

\[
M \left( t, x, \frac{1}{\lambda_2} \sum_{j=0}^n \left[ I_{E_i}(t, x) \bar{a}_j(t, x) - I_{E_i}(s-t, x) \bar{a}_j(s-t, x) \right] \right) \leq \sup_{\eta \in R^n, |\eta|=1} M \left( t, x, \frac{1}{\lambda_2} \sum_{j=0}^n |\bar{a}_j| |\eta| \right) < \infty
\]

and the Lebesgue Dominated Convergence Theorem provides the right-hand side of (28) converges to zero.

Passing to the limit completes the proof of modular convergence of the approximating sequence.

Now we are going to show $e$). The $L^\infty$ norm is preserved directly from the formula. Let us note that

\[
\varphi_\mu(t, x) = \varphi_\mu^*(t, x) = \mu \int_{-\infty}^{t-\epsilon(\mu)} e^{\mu(s-t)} \varphi(s, x) ds
\]

and consequently, since here assume $\varphi \in L^\infty(\Omega_T)$, we have

\[
\|\varphi_\mu - \varphi_\mu^*\|_{L^\infty(\Omega_T)} \leq \|\varphi\|_{L^\infty(\Omega_T)} e^{-\mu(T-t)} = \|\varphi\|_{L^\infty(\Omega_T)} e^{-\log^2 \mu} \mu \to 0.
\]

To justify that for every $\mu$ and a.e. $x \in \Omega$ function $\varphi_\mu^*(\cdot, x) \in W^{1,\infty}([0, T])$ we use Young’s inequality for convolution of measures. Indeed, for every $\mu$ function $\partial_t \varphi_\mu^*(\cdot, x)$ has bounded total variation, because its accumulation points have finite mass.

Moreover, direct computation shows that

\[
\|\partial_t (\varphi_\mu^*(\cdot, x) - \varphi_\mu^*(\cdot, x))\|_{L^\infty(0, T)} \leq 2\|\varphi\|_{L^\infty(\Omega_T)} e^{-\mu(T-t)} = 2\|\varphi\|_{L^\infty(\Omega_T)} e^{\log \mu(1 - \log \mu)} \mu \to 0
\]

uniformly for $x \in \Omega$, which completes the proof.

4. The proof of main results – existence of renormalized solutions

In this section we provide proofs of the main goals – existence of renormalized solutions Theorem 1.2 and its special (isotropic) case 1.3. It is obtained by steps. Recall that existence to bounded data problem is already given in Theorem 2.3. We start with a priori estimates for truncations of the sequence to the sequence of solutions to bounded-data problems. The use of truncation method at this stage is already classical and dates back to pioneering papers of [11, 13, 14].
4.1. Convergence of truncations $T_k(u_n)$

**Proposition 4.1.** Suppose $[0, T]$ is a finite interval, $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^N$, $N > 1$, $f \in L^1(\Omega)$, and $u_0 \in L^1(\Omega)$, function $A$ satisfy assumptions (A1)–(A3) with an $N$-function $M$ satisfying (M) or (MP). Let $u_n \in V^M_0(\Omega)$ denote a weak solution to the problem (10). Let $k > 0$ be arbitrary. Then there exists a measurable function $u$, such that $T_k(u) \in V^M_0(\Omega)$ and

$$
\begin{align*}
T_k(u_n) & \rightharpoonup T_k(u) \quad \text{in } L^1(0, T; W^{1,1}_0(\Omega)), \\
T_k(u_n) & \rightharpoonup \ast T_k(u) \quad \text{weakly-* in } L^\infty(\Omega_T), \\
\nabla T_k(u_n) & \rightharpoonup \nabla T_k(u) \quad \text{weakly-* in } L^M(\Omega_T; \mathbb{R}^N), \\
A(t, x, \nabla T_k(u_n)) & \rightharpoonup A_k \quad \text{weakly-* in } L^M_{\ast}(\Omega_T; \mathbb{R}^N),
\end{align*}
$$

(29)-(32)

for some $A_k \in L^M_{\ast}(\Omega_T; \mathbb{R}^N)$.

**Proof.** Our aim is to apply integration-by-parts formula from Theorem 2.2 to $u_n$ being a weak solution to (10) with a special choice of the functions involved therein. We already know that $T_k(u_n) \in V^M_0$ and $u_n(t, x) \in L^\infty([0, T]; L^1(\Omega))$. Let two-parameter family of functions $\vartheta^{r,r} : \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
\vartheta^{r,r}(t) := (\omega_r \circ \mathbb{1}_{[0, r]})(t),
$$

(33)

where $\omega_r$ is a standard regularizing kernel, that is $\omega_r \in C_0^\infty(\mathbb{R})$, supp $\omega_r \subset (0, r)$. Note that supp $\vartheta^{r,r} = (0, r)$, and for every $\tau$ there exists $r_\tau$, such that for all $r < r_\tau$ we have $\vartheta^{r,r} \in C_0^\infty(0, T)$.

We use Theorem 2.2 with $A = A(t, x, \nabla u_n)$, $F = T_n(f)$, $h(\cdot) = T_k(\cdot)$, and $\xi(t, x) = \vartheta^{r,r}(t)$, we obtain

$$
- \int_{\Omega_T} \left( \int_{\omega_n(x)} T_k(\sigma) d\sigma \right) \partial_t(\vartheta^{r,r}) \, dt \, dx + \int_{\Omega_T} A(t, x, \nabla u_n) \cdot \nabla(T_k(u_n) \vartheta^{r,r}) \, dx \, dt = \int_{\Omega_T} T_n(f) T_k(u_n) \vartheta^{r,r} \, dx \, dt.
$$

When we pass to the limit with $r \rightarrow 0$, for a.e. $\tau \in [0, T]$ we get

$$
\int_{\Omega} \left( \int_{0}^{\omega_n(t, x)} T_k(\sigma) d\sigma - \int_{0}^{\omega_n(x)} T_k(\sigma) d\sigma \right) \, dx + \int_{\Omega_T} A(t, x, \nabla u_n) \cdot \nabla T_k(u_n) \, dx \, dt = \int_{\Omega_T} T_n(f) T_k(u_n) \vartheta^{r,r} \, dx \, dt.
$$

and consequently

$$
\frac{1}{2} \|T_k(u_n(\tau))\|^2_{L^2(\Omega)} - \frac{1}{2} \|T_k(u_0, n)\|^2_{L^2(\Omega)} + \int_{\Omega_T} A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u_n) \, dx \, dt = \int_{\Omega_T} T_n(f) T_k(u_n) \vartheta^{r,r} \, dx \, dt.
$$

Recall that (A2) results in

$$
c_A M(\tau, x, \nabla T_k(u_n)) \leq M(t, x, \nabla T_k(u_n)) \leq A(t, x, \nabla T_k(u_n)) \nabla T_k(u_n).
$$

Therefore we get

$$
\frac{1}{2} \|T_k(u_n(\tau))\|^2_{L^2(\Omega)} - \frac{1}{2} \|T_k(u_0, n)\|^2_{L^2(\Omega)} + \int_{\Omega_T} M(t, x, \nabla T_k(u_n)) \, dx \, dt \leq k \|f\|_{L^1(\Omega_T)}.
$$

When we notice that $\|T_k(u_0, n)\|^2_{L^2(\Omega)} \leq k \|u_0, n\|_{L^1(\Omega)} = k \|T_n(u_0)\|_{L^1(\Omega)}$, since $\tau \in (0, T)$ is arbitrary, fixing

$$
w_2(k) := k \left( \|f\|_{L^1(\Omega_T)} + \frac{1}{2} \|u_0\|_{L^1(\Omega)} \right),
$$

we infer

$$
\int_{\Omega_T} M(t, x, \nabla T_k(u_n)) \, dx \, dt \leq w_2(k),
$$

(34)

The weak lower semi-continuity of a convex functional together with the above a priori estimates imply existence of $u \in V^M_0(\Omega)$ such that (29)-(31) hold, and existence of $A_k$ such that (32) holds.

\[\square\]
4.2. Decay condition

**Proposition 4.2.** Suppose \([0, T]\) is a finite interval, \(\Omega\) is a bounded Lipschitz domain in \(\mathbb{R}^N\), \(N > 1\), \(f \in L^1(\Omega_T)\), \(u_0 \in L^1(\Omega)\), function \(A\) satisfy assumptions \((\mathcal{A}_1)\)–\((\mathcal{A}_4)\) with an \(N\)-function \(M\) satisfying \((\mathcal{A})\) or \((\mathcal{M}_p)\). Assume further that \(u_n\) is a weak solution to \((10)\), \(n > 0\). Then

\[
\lim_{t \to \infty} \{||u_n| > l\} = 0.
\]

and

\[
\lim_{t \to \infty} \limsup_{n \to \infty} \int_{\{l < |u_n| < l+1\}} A(t, x, \nabla u_n) \nabla u_n \, dx \, dt = 0.
\]

**Proof.** To prove (35) we consider \(m(s) := \inf_{(t, x) \in \Omega_T, \xi = \xi_0} M(t, x, \xi)\) and \(c_1, c_2 > 0\) being constants from Poincaré inequality (Theorem 2.1), for which we have

\[
|\{ |u_n| \geq l \}| = |\{ |T_l(u_n)| = l \}| = |\{ |T_l(u_n)| \geq l \}| = |\{ m(c_1 l) |T_l(u_n)| \geq m(c_2 l) \}|.
\]

Moreover, for \(l > 1\) we have

\[
|\{ |u_n| \geq l \}| \\leq \int_{\Omega_T} \frac{m(c_2 l) |T_l(u_n)|}{m(c_1 l)} \, dx \, dt \\leq \frac{c(N, \Omega, T)}{m(c_1 l)} \int_{\Omega_T} M(t, x, \nabla T_l(u_n)) \, dx \, dt \\leq C(M, N, \Omega, T) \cdot \left( \left\| f \right\|_{L^1(\Omega_T)} + \frac{1}{2} \left\| u_0 \right\|_{L^2(\Omega)}^2 \right) \\leq C(f, u_0, M, N, \Omega, T) \frac{l}{m(c_1 l)} \xrightarrow{l \to \infty} 0.
\]

In the above estimates we applied the Chebyshev inequality, the Poincaré inequality (Theorem 2.1), a priori estimate \((\mathcal{A}_1)\), and the facts that \(f \in L^1(\Omega_T)\), \(u_0 \in L^2(\Omega)\) and that \(m\) is an \(N\)-function.

To prove (36), we consider a family of nonincreasing functions \(\phi_r \in C_c^\infty([0, T])\), such that

\[
\phi_r(t) := \begin{cases} 
0 & \text{for } t \in [T - r, T], \\
1 & \text{for } t \in [0, T - 2r],
\end{cases}
\]

and \(G_l(s) := T_{l+1}(s) - T_l(s)\).

Since \(u_n \in V_T^{M, \infty}(\Omega)\) is a weak solution to \((10)\), we can use \(\varphi(t, x) = G_l(u_n(t, x))\phi_r(t)\) as a test function to get

\[
\int_0^T (\partial_t u_n) G_l(u_n) \phi_r \, dt + \int_{\{l < |u_n| < l+1\}} A(t, x, \nabla u_n) \nabla u_n \phi_r \, dx \, dt = \int_{\Omega_T} f G_l(u_n) \phi_r \, dx \, dt.
\]

Notice that on the left-hand side above we have

\[
\int_0^T (\partial_t u_n) G_l(u_n) \phi_r \, dt = \int_0^T \partial_t \left( \int_0^{u_n} G_l(s) \, ds \right) \phi_r \, dt = -\phi_r(0) \int_0^{u_n} G_l(s) \, ds - \int_0^T \int_0^{u_n} G_l(s) \, ds \, \partial_t \phi_r \, dt.
\]

Moreover, \(\int_0^{u_n} G_l(s) \, ds \geq 0\) and \(\partial_t \phi_r \leq 0\), hence

\[
- \int_0^T \int_0^{u_n} G_l(s) \, ds \, \partial_t \phi_r \, dt \geq 0
\]

and consequently

\[
\int_{\{l < |u_n| < l+1\}} A(t, x, \nabla u_n) \nabla u_n \phi_r \, dx \, dt \leq \int_{\Omega_T} f G_l(u_n) \phi_r \, dx \, dt + \int_0^T \phi_r(0) \int_0^{u_n} G_l(s) \, ds \, dx.
\]
Furthermore, to infer that the right-hand side above tends to zero when $l \to \infty$, it suffices to observe that
\[
\int_{\Omega} \int_{0}^{l_{u_n}} |G_t(s)| \, ds \, dx \leq \int_{\Omega} \int_{0}^{l_{u_n}} 1_{[s > l]} \, ds \, dx = \int_{\{||u_{0,n}|| - l > 0\}} (|u_{0,n}| - l) \, dx \xrightarrow{\, l \to \infty, \, n \to \infty \,} 0
\]
and
\[
\int_{\Omega_T} f G_t(u_n) \phi_T \, dx \, dt \leq \int_{\{||u_n|| > l\}} |f| \, dx \, dt \xrightarrow{\, l \to \infty \,} 0.
\]
Therefore, (36) follows.

4.3. Almost everywhere limit

**Proposition 4.3.** Suppose $[0, T]$ is a finite interval, $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^N$, $N > 1$, $f \in L^1(\Omega_T)$, $u_0 \in L^1(\Omega)$, function $A$ satisfy assumptions (A7)–(A9) with an $N$-function $M$ satisfying (M) or (M_p). Assume further that $u_n$ is a weak solution to (10). For the function $u \in V_{T}^M(\Omega)$ coming from Proposition 4.1 we have
\[
u_n \to u \quad \text{a.e. in } \Omega_T,
\]
and
\[
\lim_{l \to \infty} |\{|u| > l\}| = 0.
\]

**Proof.** To prove (38) we apply the comparison principle (Proposition 2.3). We can do it since by Theorem 2.2 weak solutions $u_n$ are renormalized ones. We define asymmetric truncations as follows
\[
T^{k,l}(f)(x) = \begin{cases} -k & f \leq -k, \\ f & |f| \leq k, \\ l & f \geq l. \end{cases}
\]
Let $u^{a,b}$ denote a weak solution to
\[
u_t - \text{div} A(t, x, \nabla u) = T^{a,b}(f), \quad u(0, x) = T^{a,b}(u_0),
\]
which exists according to Theorem 2.3. For $0 < l < l'$ and $0 < k < k'$ comparison principle (Proposition 2.3) implies that
\[
u^{k,l} \leq \nu^{k,l'} \leq \nu^{k',l'}
\]
for a.e. $(t, x) \in \Omega_T$. Due to the monotonicity of $(u^{k,l})_l$ we deduce that $\lim_{l \to \infty} u^{k,l}$ exists a.e. in $\Omega_T$. Let us denote it by $\nu^{k,\infty}$. On the other hand, taking into account (36) we infer that $\nu^{k',\infty} \leq \nu^{k,\infty}$ a.e. in $\Omega_T$. Thus, there exists the limit $\nu^{\infty,\infty} = \lim_{k \to \infty} u^{k,\infty}$ a.e. in $\Omega_T$. Consequently, due to the uniqueness of the limit (cf. [29]), we get the convergence (37). When we have (37), condition (38) is a direct consequence of (35).

4.4. Identification of the limit of $A(t, x, \nabla T_k(u_n))$

In this step we employ monotonicity trick to identify the limit (35). Let us stress that this is the part that is essentially more complex here, than in the case of the space not changing with time, e.g. [18, 38]. Indeed, the classical tool of Landes regularization cannot be applied anymore and we need to use a much more subtle one coming from Theorem 6.1

**Proposition 4.4.** Suppose $[0, T]$ is a finite interval, $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^N$, $N > 1$, $f \in L^1(\Omega_T)$, $u_0 \in L^1(\Omega)$, function $A$ satisfy assumptions (A7)–(A9) with an $N$-function $M$ satisfying (M) or (M_p). Suppose $u_n$ is a weak solution to (10) and $k > 0$ is arbitrary. We have
\[
A(t, x, \nabla T_k(u_n)) \rightharpoonup A(t, x, \nabla T_k(u)) \quad \text{weakly-* in } L^M(\Omega_T; \mathbb{R}^N).
\]
Proof. We shall show, still for fixed \( k \), that in (32)

\[ A_k = A(t, x, \nabla T_k(u)). \]  

(41)

Fix arbitrary nonnegative \( w \in C_c^\infty([0, T)) \). We show now that

\[
\limsup_{n \to \infty} \int_{\Omega_T} w A(t, x, \nabla T_k(u_n)) \cdot \nabla(T_k(u_n)) \, dx \, dt \leq \int_{\Omega_T} w A_k \cdot \nabla(T_k(u)) \, dx \, dt
\]

(42)

and then conclude (31) via the monotonicity argument.

We consider the approximate sequence \( \{(T_k(u_n))\}_{\mu} \) from Theorem 3.1 such that \( (\nabla T_k(u))_{\mu} \xrightarrow{M} \nabla T_k(u) \) converges modularly in \( L_M(\Omega_T; \mathbb{R}^N) \) when \( \mu \to \infty \). In order to use Theorem 2.2 to (16), we let \( \psi : \mathbb{R} \to \mathbb{R} \) be given by

\[
\psi(s) := \min\{(l + 1 - |s|)^+, 1\}
\]

(43)

and choose \( A = A(t, x, \nabla u_n) \in L_M(\Omega_T; \mathbb{R}^N) \), \( F = T_n f \in L^1(\Omega_T) \). We apply it twice: first time with \( h(\cdot) = \psi(\cdot)T_k(\cdot) \) and \( \xi = w \) and second time with \( h(\cdot) = \psi(\cdot) \) and \( \xi = w(T_k(u))_\mu \). Subtracting the second from the first we get

\[
I_{1 \mu,l}^n + I_{2 \mu,l}^n + I_{3 \mu,l}^n = I_{4 \mu,l}^n,
\]

(44)

where

\[
I_{1 \mu,l}^n = -\int_{\Omega_T} \partial_t w \int_{u_{n-o}}^{u_n} \psi(s) T_k(s) \, ds \, dx \, dt + \int_{\Omega_T} \partial_t (w(T_k(u))_\mu) \int_{u_{n-o}}^{u_n} \psi(s) \, ds \, dx \, dt,
\]

\[
I_{2 \mu,l}^n = \int_{\Omega_T} w \psi(u_n) A(t, x, \nabla u_n) \cdot \nabla(T_k(u_n) - (T_k(u))_\mu) \, dx \, dt,
\]

\[
I_{3 \mu,l}^n = \int_{\Omega_T} w \psi(u_n) (T_k(u_n) - (T_k(u))_\mu) A(t, x, \nabla u_n) \cdot \nabla u_n \, dx \, dt,
\]

\[
I_{4 \mu,l}^n = \int_{\Omega_T} w T_n f \psi(u_n) (T_k(u_n) - (T_k(u))_\mu) \, dx \, dt.
\]

We are going to pass to the limit with \( n \to \infty \), then \( \mu \to \infty \), and finally with \( l \to \infty \). Roughly speaking we show that the limit of \( I_{1 \mu,l}^n \) is nonnegative, then let \( I_{3 \mu,l}^n \) and \( I_{4 \mu,l}^n \) to zero. Then the limit of \( I_{2 \mu,l}^n \) is nonpositive.

**Limit of** \( I_{1 \mu,l}^n \). We are going to prove that

\[
\limsup_{l \to \infty} \limsup_{\mu \to \infty} \limsup_{n \to \infty} I_{1 \mu,l}^n \geq 0.
\]

(45)

Let us consider a decomposition

\[
I_{1 \mu,l}^n = I_{1,1 \mu,l}^n + I_{1,2 \mu,l}^n + I_{1,3 \mu,l}^n,
\]

where, due to (13), we have

\[
I_{1,1 \mu,l}^n = -\int_{\Omega_T} \partial_t w \int_{u_{n-o}}^{u_n} \psi(s) T_k(s) \, ds \, dx \, dt,
\]

\[
I_{1,2 \mu,l}^n = \int_{\Omega_T} (\partial_t w) (T_k(u))_\mu \left( \int_{u_{n-o}}^{u_n} \psi(s) \, ds \right) \, dx \, dt,
\]

\[
I_{1,3 \mu,l}^n = \int_{\Omega_T} w \partial_t ((T_k(u))_\mu) \left( \int_{u_{n-o}}^{u_n} \psi(s) \, ds \right) \, dx \, dt.
\]

Since \( s \mapsto \psi(s) T_k(s) \) has a compact support, the convergence \( u_n \to u \) a.e. in \( \Omega_T \) and continuity of the integral justify passing to the limit with \( n \to \infty \) in \( I_{1,1 \mu,l}^n \) to get

\[
\lim_{n \to \infty} I_{1,1 \mu,l}^n = -\int_{\Omega_T} \partial_t w \int_{u_0}^{u_n} \psi(s) T_k(s) \, ds \, dx \, dt = I_{1,1}^l.
\]
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Since
\[ \int_0^w \psi_l(s) T_k(s) ds = \int_0^w \int_0^{T_k(s)} \psi_l(s) d\sigma \, ds = T_k(v) \int_0^w \psi_l(s) ds - \int_0^{T_k(w)} \int_0^\sigma \psi_l(s) ds \, d\sigma, \]
we can write
\[ I_{1,1}^1 = -\int_{\Omega_T} \partial_t w \left( T_k(u) \int_0^u \psi_l(s) ds - \int_0^{T_k(u)} \int_0^\sigma \psi_l(s) ds \, d\sigma \right) \, dx \, dt \]
\[ + \int_{\Omega_T} w(0) \left( \int_0^{T_k(u_0)} \int_0^\sigma \psi_l(s) ds \, d\sigma - T_k(u_0) \int_0^{u_0} \psi_l(s) ds \right) \, dx. \]

In the case of \( I_{1,2}^{n,\mu,l} \), according to the pointwise convergence of the integrand when \( n \to \infty \) and boundedness of all of the involved terms Lemma 5.1 justifies passing to the limit. Due to Theorem 3.1 (v) and (v) we pass with \( \mu \to \infty \) to get
\[ \lim_{\mu \to \infty} \lim_{n \to \infty} I_{1,2}^{n,\mu,l} = \int_{\Omega_T} (\partial_t w) T_k(u) \left( \int_0^u \psi_l(s) ds - \int_0^{u_0} \psi_l(s) ds \right) \, dx \, dt = I_{1,2}^1. \]
As for \( I_{1,3}^{n,\mu,l} \) we let \( n \to \infty \) similarly to the case of \( I_{1,2}^{n,\mu,l} \) and obtain
\[ \lim_{n \to \infty} I_{1,3}^{n,\mu,l} = \int_{\Omega_T} w \partial_t ((T_k(u))_{\mu}) \left( \int_0^u \psi_l(s) ds \right) \, dx \, dt - \int_{\Omega_T} w \left( \partial_t ((T_k(u))_{\mu}) - (T_k(u))_{\mu}^* \right) \left( \int_0^u \psi_l(s) ds \right) \, dx \, dt \]
\[ = I_{1,3,1}^{\mu,l} + I_{1,3,2}^{\mu,l} + I_{1,3,3}^{\mu,l} + I_{1,3,4}^{\mu,l} + I_{1,3,5}^{\mu,l}. \]
with
\[ I_{1,3,1}^{\mu,l} = \int_{\Omega_T} w \partial_t ((T_k(u))_{\mu}) \int_0^{T_k(u)} \psi_l(s) ds \, dx \, dt, \]
\[ I_{1,3,2}^{\mu,l} = \int_{\Omega_T} w \partial_t ((T_k(u))_{\mu}) \int_0^{T_k(u)} \psi_l(s) ds \, dx \, dt, \]
\[ I_{1,3,3}^{\mu,l} = \int_{\Omega_T} w \partial_t ((T_k(u))_{\mu}) \int_0^{T_k(u)} \psi_l(s) ds \, dx \, dt, \]
\[ I_{1,3,4}^{\mu,l} = -\int_{\Omega_T} w \partial_t ((T_k(u))_{\mu}) \int_0^{u_0} \psi_l(s) ds \, dx \, dt, \]
\[ I_{1,3,5}^{\mu,l} = -\int_{\Omega_T} w \left( \partial_t ((T_k(u))_{\mu}) - (T_k(u))_{\mu}^* \right) \left( \int_0^u \psi_l(s) ds \right) \, dx \, dt, \]
where due to Theorem 3.1 (v) we immediately realize that \( \lim_{\mu \to \infty} I_{1,3,5}^{\mu,l} = 0. \)
We observe that after passing with \( \mu \to \infty \), the formula from (46) implies
\[ I_{1,1}^1 + I_{1,2}^1 + I_{1,3,3}^1 + I_{1,3,4}^1 = 0. \]
Indeed, convergence of \( I_{1,3,3}^1 \) can be justified by integration by parts and continuity of the integral as follows
\[ \lim_{\mu \to \infty} I_{1,3,3}^{\mu,l} = -\int_{\Omega_T} (\partial_t w) \int_0^{T_k(u)} \int_0^\sigma \psi_l(s) ds \, d\sigma \, dx \, dt - \int_{\Omega_T} w(0) \int_0^{T_k(u_0)} \int_0^\sigma \psi_l(s) ds \, d\sigma \, dx \, dt = I_{1,3,3}^1. \]
In the case of \( I_{1,3,4}^{\mu,l} \) we integrate by parts and apply Lemma 5.1 to get
\[ \lim_{\mu \to \infty} I_{1,3,4}^{\mu,l} = \lim_{\mu \to \infty} \int_{\Omega_T} (\partial_t w) (T_k(u))_{\mu} \int_0^{u_0} \psi_l(s) ds \, dx \, dt + \int_{\Omega_T} w(0) T_k(u_0) \int_0^{u_0} \psi_l(s) ds \, dx \, dt \]
\[ = \int_{\Omega_T} (\partial_t w) T_k(u) \int_0^{u_0} \psi_l(s) ds \, dx \, dt + \int_{\Omega_T} w(0) T_k(u_0) \int_0^{u_0} \psi_l(s) ds \, dx \, dt = I_{1,3,4}^1. \]
Then summing all the terms we get (47).

Therefore, to get (45) it suffices to show
\[
\limsup_{l \to \infty} \limsup_{\mu \to \infty} \left( I_{1,3,1}^{\mu,l} + I_{1,3,2}^{\mu,l} \right) \geq 0. \tag{48}
\]

We will do it using (44). Let us notice first that
\[
I_{1,3,1}^{\mu,l} = \int_{\Omega_T} w \mu(T_k(u) - (T_k(u))_{\mu}) \int_{T_k(u)}^u \psi(t) ds \, dx \, dt
\]
\[
= \int_{\{u \leq -k\}} w \mu(-k - (T_k(u))_{\mu}) \int_{-k}^u \psi(t) ds \, dx \, dt + \int_{\{u \geq k\}} w \mu(k - (T_k(u))_{\mu}) \int_k^u \psi(t) ds \, dx \, dt \geq 0,
\]
where we on \{||u|| \geq k\} the most internal integral collapses and each of the remaining terms is nonnegative. Moreover, again due to (18), we have
\[
I_{1,3,2}^{\mu,l} = \int_{\Omega_T} w \mu(T_k(u) - (T_k(u))_{\mu}) \int_{(T_k(u))_{\mu}}^{T_k(u)} \psi(t) ds \, dx \, dt \geq 0,
\]
which is justified by monotonicity of truncation.

Thus, we have (44) and consequently (45).

**Limit of** \(I_3^{n,\mu,l}\). Since (A2) forces nonnegativeness of \(A(t, x, \nabla u_n) \cdot \nabla u_n\), the radiation control (55) is equivalent to
\[
\lim_{l \to \infty} \limsup_{n \to \infty} \int_{\{l \leq |u_n| < l+1\}} |A(t, x, \nabla u_n)\nabla u_n| \, dx \, dt = 0.
\]
Then
\[
|I_3^{n,\mu,l}| = \int_{\Omega_T} w \psi(t)(T_k(u_n) - (T_k(u))_{\mu}) A(t, x, \nabla u_n) \cdot \nabla u_n \, dx \, dt \leq 2k||w||_{L^\infty} \int_{\{l \leq |u_n| < l+1\}} |A(t, x, \nabla u_n) \cdot \nabla u_n| \, dx \, dt,
\]
which is independent of \(\mu\), so it implies
\[
\lim_{l \to \infty} \limsup_{\mu \to \infty} \limsup_{n \to \infty} I_3^{n,\mu,l} = 0.
\]

**Limit of** \(I_4^{n,\mu,l}\). To deal with the limit with \(n \to \infty\) we apply the Lebesgue Dominated Convergence Theorem due to the continuity of the integrand and (37), i.e. \(u_n \to u\) a.e. in \(\Omega_T\). Moreover, we know that \((T_k(u))_{\mu} \to T_k(u)\) a.e. in \(\Omega_T\) when \(\mu \to \infty\). Boundedness in \(L^1\) of the rest terms enables to apply the Lebesgue Dominated Convergence Theorem and pass to the limit with \(\mu \to \infty\) to get
\[
\lim_{l \to \infty} \limsup_{\mu \to \infty} \limsup_{n \to \infty} I_4^{n,\mu,l} = 0.
\]

**Conclusion via the monotonicity trick.** Recall (44). Passing there to the limit, since \(I_3^{n,\mu,l}\) and \(I_4^{n,\mu,l}\) tend to zero, we get
\[
0 = \lim_{\delta \to 0} \limsup_{\mu \to \infty} \limsup_{n \to \infty} \int_{\Omega_T} w \psi(t)(u_n) A(t, x, \nabla T_k(u_n)) \cdot \nabla (T_k(u_n) - (T_k(u))_{\mu}) dx \, dt + 0.
\]
When we take into account (45), then the above line becomes
\[ \limsup_{l \to \infty} \limsup_{\delta \to 0} \limsup_{\mu \to \infty} \limsup_{n \to \infty} \int_{\Omega_T} w\phi_l(u_n)A(t, x, \nabla T_k(u_n)) \cdot \nabla (T_k(u_n) - (T_k(u))_\mu^*) \, dx \, dt \leq 0. \]
Note that due to (A2) we have \( A(t, x, \nabla T_k(u_n)) \cdot \nabla (T_k(u_n)) \geq 0 \) and \( A(t, x, 0) = 0 \). Therefore, for sufficiently large \( l, \mu, n \), since \( w, \psi_l \geq 0 \), and (13), we have
\[ \int_{\Omega_T} wA(t, x, \nabla T_k(u_n)) \cdot \nabla (T_k(u_n)) \, dx \, dt \leq \int_{\Omega_T} wA(t, x, \nabla T_k(u_n)) \cdot \nabla ((T_k(u))_\mu^*) \, dx \, dt. \]
On the right-hand side above we use that \( \nabla ((T_k(u))_\mu^*) \in L_M(\Omega_T; \mathbb{R}^N) \) and (32), and then for sufficiently large \( \mu \)
\[ \limsup_{n \to \infty} \int_{\Omega_T} wA(t, x, \nabla T_k(u_n)) \cdot \nabla (T_k(u_n)) \, dx \, dt \leq \int_{\Omega_T} wA_k \cdot \nabla ((T_k(u))_\mu^*) \, dx \, dt. \]
Recall that \( \nabla ((T_k(u))_\mu^*) \xrightarrow{M} \nabla T_k(u) \) (with \( \mu \to \infty \)). Therefore, the sequence \( \{M(t, x, \nabla ((T_k(u))_\mu^*)/\lambda)\}_\mu \) is uniformly bounded in \( L^1(\Omega_T; \mathbb{R}^N) \) for some \( \lambda \) and consequently, by Lemma 5.2 \( \{\nabla ((T_k(u))_\mu^*)\}_\mu \) is uniformly integrable. Hence the Vitali Convergence Theorem (Theorem 5.1) gives
\[ \lim_{\mu \to 0} \int_{\Omega_T} wA_k \cdot \nabla ((T_k(u))_\mu^*) \, dx = \int_{\Omega_T} wA_k \cdot \nabla T_k(u) \, dx. \]
Consequently, we obtain (42). Following the monotonicity argument, as in the proof of Theorem 2.4 we prove (11). Monotonicity assumption (A3) of \( A \) implies
\[ (A(t, x, \nabla T_k(u_n)) - A(t, x, \eta)) \cdot \nabla (T_k(u_n) - \eta) \geq 0 \quad \text{a.e. in } \Omega_T \quad \text{for any } \eta \in L^\infty(\Omega_T; \mathbb{R}^N) \subset E_M(\Omega_T; \mathbb{R}^N). \]
Since \( A(\cdot, \cdot, \eta) \in L_M(\Omega_T; \mathbb{R}^N) = (E_M(\Omega_T; \mathbb{R}^N))^* \), we pass to the limit with \( n \to \infty \) and take into account (32) to conclude that
\[ \int_{\Omega_T} w(A_k - A(t, x, \eta)) \cdot \nabla (T_k(u) - \eta) \, dx \, dt \geq 0. \] (49)
Then Lemma 2.1 with \( A = A_k \) and \( \xi = \nabla (T_k(u)) \) gives (11), which completes the proof of Proposition 4.4. \( \square \)

4.5. Main proof

This part follows the ideas of 18, 39. We need to apply here the integration-by-parts formula, so indeed approximation from 17 is used and, consequently, we require condition (\( M \)), resp. (\( M_p \)). It is necessary to present this part, although there are no new challenges here.

Proof of Theorem 4.2. We shall use all the propositions of this section to get the final claim that the limit function \( u \) from the claim of Proposition 4.1 is the unique renormalized solution we look for.

Condition (R1).

Obviously, when \( u_n \) solves (10) its limit \( u \) satisfies condition (R1), due to Propositions 4.1 and 4.4.

The remaining (R2)-(R3) require more arguments.

Condition (R3).
The aim now is to prove the key convergence for condition (R3), namely
\[ A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u_n) \rightharpoonup A(t, x, \nabla T_k(u)) \cdot \nabla T_k(u) \quad \text{weakly in } L^1(\Omega_T). \] (50)

The reasoning involves the Chacon Biting Lemma and the Young measure approach. First we observe that the sequence \( \{(A(t, x, \nabla T_k(u_n)) - A(t, x, \nabla T_k(u)) \cdot \nabla T_k(u_n) - \nabla T_k(u_n))\}_n \) is uniformly bounded in \( L^1(\Omega_T) \) due to (31) and the Fenchel-Young inequality.
Let us point out that (Theorem 5.3 together with (42) and (32) results in (50).)

and similarly we conclude

\[0 \leq \liminf_{n \to \infty} A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u_n) \quad \text{as } A(t, x, \nabla T_k(u_n)) \to \nabla T_k(u) \text{ a.e. in } \Omega.
\]

where \(\nu_{t,x}\) denotes the Young measure generated by the sequence \(\{\nabla T_k(u_n)\}\). Since \(\nabla T_k(u_n) \rightharpoonup \nabla T_k(u)\) in \(L^1(\Omega_T)\), we have \(A(t, x, \nabla T_k(u_n)) \rightharpoonup A(t, x, \nabla T_k(u))\) in measure. Therefore, due to \((52)\) and \((51)\), we have

\[
\limsup_{n \to \infty} A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u_n) \geq \int_{\Omega_N^+} A(t, x, \lambda) \cdot d\nu_{t,x}(\lambda).
\]

Taking into account that in \((40)\) we can put \(A_k = A(t, x, \nabla T_k(u)) = \int_{\Omega_N^+} A(t, x, \lambda) \cdot d\nu_{t,x}(\lambda)\), the above expression implies

\[
\nabla T_k(u) \int_{\Omega_N^+} A(t, x, \lambda) \cdot d\nu_{t,x}(\lambda) \geq \int_{\Omega_N^+} A(t, x, \lambda) \cdot d\nu_{t,x}(\lambda).
\]

When we apply it, together with \((52)\), the limit in \((51)\) is non-positive. Hence,

\[
\limsup_{n \to \infty} \left[ A(t, x, \nabla T_k(u_n)) - A(t, x, \nabla T_k(u)) \right] \cdot \left[ \nabla T_k(u_n) - \nabla T_k(u) \right] \overset{b}{\to} 0.
\]

Observe further that \(A(t, x, \nabla T_k(u)) \in L^1(\Omega_T; \mathbb{R}^N)\) and we can choose ascending family of sets \(E_j\), such that \(|E_j| \to 0\) for \(j \to \infty\) and \(A(t, x, \nabla T_k(u)) \in L^1(\Omega_T \setminus E_j)\). Then, since \(\nabla T_k(u_n) \rightharpoonup \nabla T_k(u)\), we get

\[
A(t, x, \nabla T_k(u)) \cdot \left[ \nabla T_k(u_n) - \nabla T_k(u) \right] \overset{b}{\to} 0
\]

and similarly we conclude \(A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u) \overset{b}{\to} A(t, x, \nabla T_k(u)) \cdot \nabla T_k(u)\). Summing it up we get

\[
A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u_n) \overset{b}{\to} A(t, x, \nabla T_k(u)) \cdot \nabla T_k(u).
\]

Let us point out that \((A2)\) ensures that both — the right and the left-hand sides are nonnegative. Recall that Theorem 5.3 together with \((42)\) and \((52)\) results in \((51)\).

Note that \(\nabla u_n = 0\) a.e. in \(\{t_n \mid t_n \in \{l, l + 1\}\}\). Then \((51)\) implies

\[
\limsup_{l \to \infty} \int_{\{l-1 < |u_n| < l+2\}} A(t, x, \nabla u_n) \cdot \nabla u_n \, dx = 0.
\]
For \( g^l : \mathbb{R} \rightarrow \mathbb{R} \) defined by
\[
g^l(s) = \begin{cases} 
1 & \text{if } l \leq |s| \leq l + 1, \\
0 & \text{if } |s| < l - 1 \text{ or } |s| > l + 2, \\
is affine & \text{otherwise},
\end{cases}
\]
we have
\[
\int_{\{l-1 <|u|<l+1\}} A(t, x, \nabla u) \cdot \nabla u \ dx \ dt \leq \int_{\Omega_T} g^l(u) A(t, x, \nabla T_{l+2}(u)) \cdot \nabla T_{l+2}(u) \ dx \ dt. \tag{53}
\]

Let us remind. \( u_n \rightarrow u \) a.e. in \( \Omega_T \), while \( \|u\|_{L^\infty} \) provides \( \lim_{t \to \infty} \|\{x : |u_n| > l\}\| = 0 \). Moreover, we have weak convergence \( l, n \), \( A(t, x, \nabla T_{l+2}(u_n)) \cdot \nabla T_{l+2}(u_n) \geq 0 \) and function \( g^l \) is continuous and bounded. Thus, we estimate the limit of the right-hand side of \( \tag{53} \) in the following way
\[
\left\{ \begin{array}{ll}
0 & \leq \lim_{l \to \infty} \int_{\{l-1 <|u|<l+2\}} A(t, x, \nabla u) \cdot \nabla u \ dx \ dt \\
\leq \lim_{l \to \infty} \lim_{n \to \infty} \int_{\Omega} A(t, x, \nabla T_{l+2}(u_n)) \cdot \nabla T_{l+2}(u) \ dx \ dt
\end{array} \right.
\]
where the last equality comes from \( \tag{53} \). Hence, our solution \( u \) satisfies condition \( (R3) \).

**Condition \( (R2) \).**
We apply Theorem 2.2 for \( \tag{16} \), arbitrary \( h \in C^1_c(\mathbb{R}) \) and \( \xi \in C^\infty_c([0, T) \times \Omega) \) obtaining
\[
- \int_{\Omega_T} \left( \int_{u_0}^{u_n} h(\sigma) d\sigma \right) \partial_t \xi \ dx \ dt + \int_{\Omega_T} A(t, x, \nabla u_n) \cdot \nabla (h(u_n)\xi) \ dx \ dt = \int_{\Omega_T} T_{n}(f) h(u_n) \xi \ dx \ dt. \tag{54}
\]
To pass to the limit with \( n \to \infty \) side above we fix \( R > 0 \) such that \( \text{supp } h \subset [-R, R] \). The right-hand converges to the desired limit due to the Lebesgue Dominated Convergence Theorem since \( T_{n}f \to f \) in \( L^1(\Omega_T) \) and \( \{h(u_n)\} \) is uniformly bounded.

To pass to the limit on the left-hand side we notice that we have there
\[
\lim_{n \to \infty} - \int_{\Omega_T} \left( \int_{u_0}^{u_n} h(\sigma) d\sigma \right) \partial_t \xi \ dx \ dt = - \int_{\Omega_T} \left( \int_{u_0}^{u} h(\sigma) d\sigma \right) \partial_t \xi \ dx \ dt,
\]
where the equality is justified by the continuity of the integral. As for the second expression, we can write
\[
\int_{\Omega_T} A(t, x, \nabla u_n) \cdot \nabla (h(u_n)\xi) \ dx \ dt = \int_{\Omega_T} h'(T_R(u_n)) A(t, x, \nabla T_R(u_n)) \nabla T_R(u_n) \xi \ dx \ dt
\]
\[
+ \int_{\Omega_T} h(T_R(u_n)) A(t, x, \nabla T_R(u_n)) \cdot \nabla \xi \ dx \ dt = III_1^n + III_2^n.
\]
Recall weak convergence of \( A(t, x, \nabla T_k(u_n)) \cdot \nabla T_k(u_n) \) in \( L^1(\Omega_T) \). \( \tag{30} \). Since \( h'(u_n)\xi \to h'(u)\xi \) a.e. in \( \Omega_T \) and
\[
\|h'(u_n)\xi\|_{L^\infty(\Omega_T)} \leq \|h'(u)\|_{L^\infty(\Omega_T)} \|\xi\|_{L^\infty(\Omega_T)},
\]
we pass to the limit with \( n \to \infty \) in \( III_1^n \). To complete the case of \( III_2^n \) we observe that Proposition 4.4 implies weak convergence of \( A(t, x, \nabla T_R(u_n)) \) in \( L^1(\Omega_T) \) as \( n \to \infty \). Moreover, \( \{h(T_R(u_n))\} \) converges a.e. in \( \Omega_T \) to \( h(T_R(u)) \) and is uniformly bounded in \( L^\infty(\Omega_T) \), so we can pass to the limit. Altogether we have
\[
\lim_{n \to \infty} (III_1^n + III_2^n) = \int_{\Omega_T} h'(T_R(u)) A(t, x, \nabla T_R(u)) \xi \ dx \ dt + \int_{\Omega_T} h(T_R(u)) A(t, x, \nabla T_R(u)) \cdot \nabla \xi \ dx \ dt.
\]
Therefore, all the expressions of \( \tag{54} \) converge to the limits as expected in \( (R2) \).

We already proved that \( u \) satisfies \( (R1) \), \( (R2) \), and \( (R3) \), hence it is a renormalized solution. Uniqueness is a direct consequence of the comparison principle (Proposition 2.3).
Proof of Theorem 1.1. In isotropic spaces, we repeat the observation of [17, Lemma 6.4] that the condition $(M^{\infty})$ (resp. $(M_p^{\infty})$) results from $(M)$ (resp. $(M_p)$) and therefore, Theorem 1.1 is a direct consequence of Theorem 1.2.

5. Appendix

Lemma 5.1. Suppose $w_n \xrightarrow{n \to \infty} w$ in $L^1(\Omega_T)$, $v_n, v \in L^\infty(\Omega_T)$, and $v_n \xrightarrow{\text{a.e. } n \to \infty} v$. Then

$$\int_{\Omega_T} w_n v_n \, dx \, dt \xrightarrow{n \to \infty} \int_{\Omega_T} wv \, dx \, dt.$$ 

Definition 5.1 (Uniform integrability). We call a sequence $\{f_n\}_{n=1}^\infty$ of measurable functions $f_n : \Omega_T \to \mathbb{R}^N$ uniformly integrable if

$$\lim_{R \to \infty} \left( \sup_{n \in \mathbb{N}} \int_{\{x : |f_n(x)| \geq R\}} |f_n(x)| \, dx \, dt \right) = 0.$$ 

Definition 5.2 (Modular convergence). We say that a sequence $\{\xi_i\}_{i=1}^\infty$ converges modularly to $\xi$ in $L_M(\Omega_T; \mathbb{R}^N)$ (and denote it by $\xi_i \xrightarrow{M,i \to \infty} \xi$), if

i) there exists $\lambda > 0$ such that

$$\int_{\Omega_T} M\left(t,x,\frac{\xi_i - \xi}{\lambda}\right) \, dx \, dt \to 0,$$

equivalently

ii) there exists $\lambda > 0$ such that

$$\left\{M\left(t,x,\frac{\xi_i}{\lambda}\right)\right\}_i$$

is uniformly integrable in $L^1(\Omega_T)$ and $\xi_i \xrightarrow{i \to \infty} \xi$ in measure.

Lemma 5.2 (Modular-uniform integrability, [36]). Let $M$ be an $N$-function and $\{f_n\}_{n=1}^\infty$ be a sequence of measurable functions such that $f_n : \Omega_T \to \mathbb{R}^N$ and $\sup_{n \in \mathbb{N}} \int_{\Omega_T} M(t,x,f_n(x)) \, dx \, dt < \infty$. Then the sequence $\{f_n\}_{n=1}^\infty$ is uniformly integrable.

The following result can be obtained by the method of the proof of [54, Theorem 7.6].

Lemma 5.3 (Density of simple functions, [54]). Suppose [12]. Then the set of simple functions integrable on $\Omega_T$ is dense in $L_M(\Omega_T)$ with respect to the modular topology.

Definition 5.3 (Biting convergence). Let $f_n, f \in L^1(\Omega_T)$ for every $n \in \mathbb{N}$. We say that a sequence $\{f_n\}_{n=1}^\infty$ converges in the sense of biting to $f$ in $L^1(\Omega_T)$ (and denote it by $f_n \xrightarrow{b} f$), if there exists a sequence of measurable $E_k$ - subsets of $\Omega_T$, such that $\lim_{k \to \infty} |E_k| = 0$, such that for every $k$ we have $f_n \to f$ in $L^1(\Omega_T \setminus E_k)$.

To present basic information on the Young measures, let us denote the space of signed Radon measures with finite mass by $\mathcal{M}(\mathbb{R}^N)$.

Theorem 5.1 (Fundamental theorem on the Young measures). Let $U \subset \mathbb{R}^N$ and $z_j : U \to \mathbb{R}^N$ be a sequence of measurable functions. Then there exists a subsequence $\{z_{j,k}\}$ and a family of weakly-* measurable maps $\nu_x : u \to \mathcal{M}(\mathbb{R}^N)$, such that:

- $\nu_x \geq 0$, $\|\nu_x\|_{\mathcal{M}(\mathbb{R}^N)} = \int_{\mathbb{R}^N} d\nu_x \leq 1$ for a.e. $x \in U$.

- For every $f \in C_0(\mathbb{R}^N)$, we have $f(z_{j,k}) \xrightarrow{*} \bar{f}$ in $L^\infty(U)$. Moreover, $\bar{f}(x) = \int_{\mathbb{R}^N} f(\lambda) \, d\nu_x(\lambda)$.
• Let $K \subset \mathbb{R}^N$ be compact. Then $\text{supp} \nu_x \subset K$, if $\text{dist}(z_{j,k}, K) \to 0$ in measure.

• $\|\nu_x\|_{\mathcal{M}(\mathbb{R}^N)} = 1$ for a.e. $x \in U$ if and only if the tightness condition is satisfied, that is $\lim_{R \to \infty} \sup_k |\{ |z_{j,k}| \geq R \}| = 0$.

• If the tightness condition is satisfied, $A \subset U$ is measurable, $f \in C(\mathbb{R}^N)$, and $\{ f(z_{j,k}) \}$ is relatively weakly compact in $L^1(A)$, then $f(z_{j,k}) \rightharpoonup f$ in $L^1(A)$ and $f(x) = \int_{\mathbb{R}^N} f(\lambda) \, d\nu_x(\lambda)$.

The family of maps $\nu_x : U \to \mathcal{M}(\mathbb{R}^N)$ is called the Young measure generated by the sequence $\{ z_{j,k} \}$.

**Theorem 5.2** (The Chacon Biting Lemma, cf. Theorem 6.6 in [56]). Let the sequence $\{ f_n \}_n$ be uniformly bounded in $L^1(\Omega_T)$. Then there exists $f \in L^1(\Omega_T)$, such that $f_n \overset{b}{\rightharpoonup} f$.

The consequence of the above result is the following, cf. [56, Lemma 6.9].

**Theorem 5.3.** Let $f_n \in L^1(\Omega_T)$ for every $n \in \mathbb{N}$, $f_n \geq 0$ for every $n \in \mathbb{N}$ and a.e. in $\Omega_T$. Moreover, suppose $f_n \overset{b}{\rightharpoonup} f$ and $\limsup_{n \to \infty} \int_{\Omega_T} f_n \, dx \, dt \leq \int_{\Omega_T} f \, dx \, dt$. Then $f_n \rightharpoonup f$ in $L^1(\Omega_T)$ for $n \to \infty$.

**Theorem 5.4** (The Vitali Convergence Theorem). Let $(X, \mu)$ be a positive measure space, $\mu(X) < \infty$, and $1 \leq p < \infty$. If $\{ f_n \}$ is uniformly integrable in $L^p_\mu$, $f_n(x) \to f(x)$ in measure and $|f(x)| < \infty$ a.e. in $X$, then $f \in L^p_\mu(X)$ and $f_n(x) \to f(x)$ in $L^p_\mu(X)$.
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