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Abstract
In this paper, we present a novel class of high-order energy-preserving schemes for solving the Zakharov-Rubenchik equations. The main idea of the scheme is first to introduce an quadratic auxiliary variable to transform the Hamiltonian energy into a modified quadratic energy and the original system is then reformulated into an equivalent system which satisfies the mass, modified energy as well as two linear invariants. The symplectic Runge-Kutta method in time, together with the Fourier pseudo-spectral method in space is employed to compute the solution of the reformulated system. The main benefit of the proposed schemes is that it can achieve arbitrarily high-order accurate in time and conserve the three invariants: mass, Hamiltonian energy and two linear invariants. In addition, an efficient fixed-point iteration is proposed to solve the resulting nonlinear equations of the proposed schemes. Several experiments are addressed to validate the theoretical results.
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1 Introduction

The Zakharov-Rubenchik (ZR) equations are applied extensively to describe the interaction and the dynamics of spectrally narrow high-frequency waves with low-frequency (acoustic)
waves [41]. In this paper, we consider the following ZR equations

\[
\begin{align*}
\begin{cases}
i \partial_t B(x, t) + \omega \partial_{xx} B(x, t) - \kappa \left( u(x, t) - \frac{1}{2} v \rho(x, t) + q |B(x, t)|^2 \right) B(x, t) = 0, \\
\partial_t \rho(x, t) + \partial_x (u(x, t) - v \rho(x, t)) = -\kappa \partial_x \left( |B(x, t)|^2 \right), \\
\partial_t u(x, t) + \partial_x \left( \beta \rho(x, t) - vu(x, t) \right) = \frac{1}{2} \kappa v \partial_x \left( |B(x, t)|^2 \right), \quad x \in \mathbb{R}, \quad t > 0,
\end{cases}
\end{align*}
\]

with the initial conditions

\[
B(x, 0) = B_0(x), \quad \rho(x, 0) = \rho_0(x), \quad u(x, 0) = u_0(x), \quad x \in \mathbb{R},
\]

where the complex-valued function \( B := B(x, t) \) denotes the magnetic field generated by the plasma, \( \rho := \rho(x, t) \) and \( u := u(x, t) \) are the real-valued functions, which represent the density of mass and the fluid speed, respectively. Moreover, \( \omega, \kappa, v, \beta \) and \( q \) are given real constants where \( \omega \) and \( \kappa \) denote the frequency and the wave number, respectively, \( v \) and \( \beta \) are dimensionless parameters, and \( q \) satisfies

\[
q = \kappa + \frac{\nu(\kappa \nu - 1)}{4(\beta - \nu^2)}.
\]

The ZR Eq. (1.1) conserve the following three invariants:

- **Mass**
  \[
  \mathcal{M}(t) = \int_{\mathbb{R}} |B|^2 \, dx \equiv \mathcal{M}(0), \quad t \geq 0.
  \]  

- **Hamiltonian energy**
  \[
  \mathcal{H}(t) = \int_{\mathbb{R}} \left( -\omega |B_x|^2 - \kappa \left( u - \frac{v}{2} \rho + \frac{q}{2} |B|^2 \right)|B|^2 - \frac{\beta}{2} \rho^2 - \frac{1}{2} u^2 + vu \rho \right) \, dx, \quad t \geq 0.
  \]  

- **Two linear invariants**
  \[
  \mathcal{I}_1(t) = \int_{\mathbb{R}} \rho \, dx \equiv \mathcal{I}_1(0), \quad \mathcal{I}_2(t) = \int_{\mathbb{R}} u \, dx \equiv \mathcal{I}_2(0), \quad t \geq 0.
  \]

Extensive theoretical studies have been carried out for the Eq. (1.1) in the literature. For the well-posedness and existence of the ZR Eq. (1.1), we refer to [23, 26, 28, 30] and references therein. In particular, Oliveira [26] not only proved the global well-posedness of the ZR Eq. (1.1) in the space \( H^2(\mathbb{R}) \times H^1(\mathbb{R}) \times H^1(\mathbb{R}) \), but also proved the existence and the orbital stability of the solitary wave solutions. For the asymptotic behavior of solutions and the adiabatic limit of the ZR Eq. (1.1), we refer to [9] and [27], respectively for more details.

A numerical scheme that preserves one or more invariants of the original system is known as an energy-preserving scheme. It is shown in [33, 42] that the non-energy-preserving scheme will produce nonlinear blow-up in the numerical simulation of soliton collisions. Thus, over the last decade, there are some literatures concerning the energy-preserving schemes for the ZR Eq. (1.1). Zhao et al. [44] proposed a time-splitting Fourier pseudo-spectral (TS-FP) scheme and a Crank-Nicolson finite difference (CN-FD) scheme, respectively. It is proven that the TS-FP scheme can conserve the mass (1.3), and the CN-FD scheme can conserve three invariants (1.3)–(1.5). Later on, the Crank-Nicolson Fourier pseudo-spectral (CN-FP)
The scheme is investigated and analysed in [45]. Meanwhile, Ji et al. [16] proposed a Crank-Nicolson compact finite difference scheme, which is proven rigorously in mathematics that the scheme is second-order accurate in time and fourth-order accurate in space, respectively. Nevertheless, all of existing energy-preserving schemes are second-order accurate in time. In [13, 17], numerical experiments show that the high-order energy-preserving schemes not only provide much smaller numerical error but also more robust than the second-order accurate schemes. Therefore, it is interesting to design high-order energy-preserving schemes for solving the ZR Eq. (1.1), which motives this paper.

In 1987, Cooper [8] showed that all RK methods conserve linear invariants and an irreducible RK method can preserve all quadratic invariants if and only if their coefficients satisfies the specific algebraic condition. Then, Calvo et al. [4] proved that no RK method can preserve arbitrary polynomial invariants of degree 3 or higher of arbitrary vector fields. Consequently, over the past few decades, there has been an increasing interest in higher-order energy-preserving methods for general conservative systems. The noticeable ones include high-order averaged vector field methods [20, 24, 31], Hamiltonian Boundary Value Methods (HBVMs) [2, 3], energy-preserving continuous stage Runge-Kutta methods [25, 37, 39], functionally fitted energy-preserving methods [22, 25] and energy-preserving variant of collocation methods [7, 14] etc. However, it is worth noting that these mentioned methods can conserve both the Hamiltonian energy and the linear invariant of the original system at most (see [1, 21]). Thus, how to design high-order numerical schemes which can conserve the three invariants (1.3)–(1.5) of the ZR Eq. (1.1) is challenging.

Recently, inspire by the energy quadratization (EQ) approach [35, 36, 40], Gong et al [6, 12] first present the idea of the quadratic auxiliary variable (QAV) approach for developing high-order energy-preserving scheme for polynomial Hamiltonian partial differential equations, which was revisited and generalized more recently by Tapley [38]. The basic idea of the QAV approach and EQ approach is first to transform the original Hamiltonian energy into a modified quadratic energy by introducing appropriate auxiliary variables, and based on the energy variational principle, a reformulated system, which satisfies the quadratic energy, is then obtained. Finally, various energy-preserving schemes are obtained using the quadratic invariant conserving method to the reformulated system. The diffidence between them lies in that, on the one hand, the auxiliary variable introduced by the QAV approach shall be quadratic, and it usually may introduce multiple quadratic auxiliary variables for the polynomial Hamiltonian energy of high degree [18, 38]. On the other hand, the developed high-order scheme based on the QAV approach can conserve the original energy of the general polynomial Hamiltonian system in stead of a modified one [10, 19]. In this paper, based on the idea of the QAV approach, we propose a novel class of high-order energy-preserving scheme, which can conserve the three invariants (1.3)–(1.5) of the ZR Eq. (1.1) exactly. This is known to be the first temporal high-order multiple invariants conserving scheme for the ZR Eq. (1.1) in the literature and more interesting is that the classical CN-FP scheme [45] is a special case of our proposed methods.

The rest of this paper is organized as follows. In Sect. 2, based on the idea of the QAV approach, we first reformulate the original ZR Eq. (1.1) into an equivalent system. In Sect. 3, we present a class of high-order numerical schemes which can conserve the three invariants (1.3)–(1.5) of the ZR Eq. (1.1). An efficient implementation for solving the nonlinear equations of the proposed scheme is presented in Sect. 4. In Sect. 5, extensive numerical tests and comparisons are carried out to illustrate the performance of the proposed schemes. Section 6 includes the conclusions of this paper.
2 Model Reformulation

Based on the idea of the QAV approach, the ZR Eq. (1.1) are first reformulated into an equivalent form, which provides an elegant platform for efficiently developing arbitrarily high-order energy-preserving schemes. Due to the rapid decay of the solution at the far field [23, 26], the ZR Eq. (1.1) are truncated on a bounded interval $Ω = [a, b]$ with a periodic boundary condition. In addition, for any $f, g \in L^2(Ω)$, we define the continuous inner product as $(f, g) = \int_Ω f \bar{g} dx$, in which $\bar{g}$ represents the conjugate of $g$, and the $L^2$-norm is denoted as $\|f\|^2 = (f, f)$.

To be the start, the ZR Eq. (1.1) can be written as

$$\frac{\partial z}{\partial t} = \mathcal{D} \frac{\delta H}{\delta z}$$

(2.1)

where $z = (B, ρ, u)^T$ and $\frac{\delta H}{\delta z}$ is the variational derivative of the Hamiltonian functional (1.4). Then motivated by [6, 19], we introduce an quadratic auxiliary variable as

$$φ := φ(x, t) = |B|^2.$$

(2.2)

Then, the Hamiltonian energy functional (1.4) is reformulated into the following quadratic form

$$\mathcal{E}(t) = \int_Ω \left( -ω|B_x|^2 - κ( u - \frac{v}{2}ρ + \frac{q}{2}φ)φ - \frac{β}{2}ρ^2 - \frac{1}{2}u^2 + vuρ \right) dx.$$  

(2.3)

According to the energy variational principle, the system (2.1) can be transformed into an equivalent formulation, as follows:

$$\begin{align*}
B_t &= i(ωB_{xx} - κ( u - \frac{1}{2}vρ + qφ)B), \\
ρ_t &= \partial_x(-u + vρ - κφ), \\
u_t &= \partial_x(-βρ + vu + \frac{1}{2}κνuφ), \\
φ_t &= 2\text{Re}(\bar{B} \cdot B_t), \quad x \in Ω, \quad t ≥ 0,
\end{align*}$$

(2.4)

where Re$(\bullet)$ denotes the real part of $\bullet$, and the consistent initial conditions are given by

$$B(x, 0) = B_0(x), \quad ρ(x, 0) = ρ_0(x), \quad u(x, 0) = u_0(x), \quad φ(x, 0) = |B_0(x)|^2, \quad x \in Ω.$$  

(2.5)

**Theorem 2.1** With the periodic boundary condition, the system (2.4)–(2.5) conserves the invariants

$$H_1(x, t) = H_1(x, 0) = 0, \quad H_1(x, t) = φ(x, t) - |B(x, t)|^2, \quad x \in Ω, \quad t ≥ 0$$

(2.6)

and the modified quadratic energy (2.3).

**Proof** It follows from the last equality of (2.4) that

$$\partial_t H_1(x, t) = \partial_t(φ(x, t) - |B(x, t)|^2) = \partial_t(φ(x, t) - 2\text{Re}(\bar{B}(x, t) \cdot ∂_xB(x, t))) = 0.$$

Thus, with the initial condition (2.5), the Eq. (2.6) holds for any $x \in Ω$ and $t ≥ 0$.

Subsequently, with the periodic boundary condition, we can deduce that
Using (2.4) and the periodic boundary condition, we can obtain from the above equation

\[
\frac{d}{dt} \mathcal{E}(t) = 2 \Re(\omega B_{xx}, B_t) - \kappa \left( -u + \frac{1}{2} \nu \rho + q \phi, \phi_t \right) + \left( -\beta \rho + \nu u + \frac{1}{2} \kappa \nu \phi, \rho_t \right) + \left( -u + \nu \rho - \kappa \phi, u_t \right).
\]

This completes the proof. \(\square\)

**Theorem 2.2** Under the periodic boundary condition, the system (2.4)–(2.5) also conserves the mass (1.3) and the two linear invariants (1.5).

**Proof** We make the inner product of the first equation of (2.4) with 2\(B\) and take the real part of the resulting equation to obtain

\[
\frac{d}{dt} \int_{\Omega} |B|^2 dx = 0,
\]

which implies \(\frac{d}{dt} \mathcal{M}(t) = 0, \quad t \geq 0.\)

With noting the periodic boundary condition and the second and third equations of (2.4), we have, respectively,

\[
\frac{d}{dt} \int_{\Omega} \rho dx = \int_{\Omega} \partial_t \left( -u + \nu \rho - \kappa \phi \right) dx = 0,
\]

and

\[
\frac{d}{dt} \int_{\Omega} u dx = \int_{\Omega} \partial_t \left( -\beta \rho + \nu u + \frac{1}{2} \kappa \nu \phi \right) dx = 0,
\]

which implies that the system (2.4) conserves the two linear invariants (1.5). This completes the proof. \(\square\)

### 3 High-Order Energy-Preserving Scheme

In this section, we will propose a novel class of high-order energy-preserving schemes, which are based on the Fourier pseudo-spectral method in space and the symplectic RK method in time for the reformulated system (2.4), respectively. We first apply the Fourier pseudo-spectral method to the system (2.4) in space and a conserving semi-discrete system is given in Sect. 3.1 and the fully discrete scheme is then proposed in Sect. 3.2.
3.1 Spatial Semi-discretization

Let $\Omega_h = \{x_j | x_j = a + jh, \ 0 \leq j \leq N\}$ be a partition of $\Omega$ with spatial mesh size $h = (b - a)/N$, where $N$ is a positive even number. Let $U_j$ be the numerical approximation of $U(x_j, t)$ for $j = 0, 1, \cdots, N$; denote $\mathcal{V}_h = \{U | U = (U_0, U_1, \cdots, U_{N-1})^T\}$ be the space of mesh functions on $\Omega_h$ that satisfies the periodic boundary condition. Define the discrete inner product and $L^2$- and $L^\infty$-norms, respectively, as

$$\langle U, V \rangle_h = h \sum_{j=0}^{N-1} U_j \bar{V}_j, \quad \| U \|_h = \langle U, U \rangle_h^{1/2}, \quad \| U \|_{h, \infty} = \max_{0 \leq j \leq N-1} | U_j |, \ \forall U, V \in \mathcal{V}_h.$$  

We also denote `$\cdot$' as the componentwise product of vectors $U, V \in \mathcal{V}_h$, i.e.,

$$U \cdot V = (U_0 V_0, U_1 V_1, \cdots, U_{N-1} V_{N-1})^T.$$  

For brevity, we denote $U \cdot U$ and $U \cdot \bar{U}$ as $U^2$ and $|U|^2$, respectively.

Let $g_j(x)$ be the interpolation basis function given by

$$g_j(x) = \frac{1}{N} \sum_{l=\cdots}^{N/2} \frac{1}{c_l} e^{il\mu(x-x_j)}, \ c_l = \begin{cases} 1, & |l| < \frac{N}{2}, \\ 2, & |l| = \frac{N}{2}, \end{cases}$$  

where $\mu = \frac{2\pi}{b-a}$. Then, we denote

$$S_N = \text{span}\{g_j(x), \ 0 \leq j \leq N-1\}$$

as the interpolation space, and the interpolation operator $I_N : C(\Omega) \rightarrow S_N$ is then defined as [5]

$$I_N U(x, t) = \sum_{j=0}^{N-1} U_j(t) g_j(x),$$

where $U_j(t) = U(x_j, t)$. Taking the partial derivative with respect to $x$, and we then evaluate the resulting expression at the collocation point $x_j$ to obtain

$$\frac{\partial^m I_N U(x_j)}{\partial x^m} = \sum_{k=0}^{N-1} U_k \frac{d^m g_k(x_j)}{dx^m} = (\mathcal{D}_m U)_j, \ U \in \mathcal{V}_h,$$

where $j = 0, \cdots, N-1$ and $\mathcal{D}_m$ is an $N \times N$ matrix with elements given by

$$(\mathcal{D}_m)_{j,k} = \frac{d^m g_k(x_j)}{dx^m}, \ j, k = 0, 1, \cdots, N-1.$$  

Especially, it holds for $\mathcal{D}_1$ and $\mathcal{D}_2$ that

$$\mathcal{D}_1 = \mathcal{F}_N^H \Lambda^1 \mathcal{F}_N, \ \Lambda^1 = i\mu \cdot \text{diag}(0, 1, \cdots, \frac{N}{2} - 1, 0, -\frac{N}{2} + 1, \cdots, -1),$$  

$$\mathcal{D}_2 = \mathcal{F}_N^H \Lambda^2 \mathcal{F}_N, \ \Lambda^2 = [i\mu \cdot \text{diag}(0, 1, \cdots, \frac{N}{2} - 1, \frac{N}{2}, -\frac{N}{2} + 1, \cdots, -1)]^2,$$

where $\mathcal{F}_N$ is the discrete Fourier transform matrix with elements $(\mathcal{F}_N)_{j,k} = \frac{1}{\sqrt{N}} e^{-ijk \frac{2\pi}{N}}$, $\mathcal{F}_N^H$ is the conjugate transpose matrix of $\mathcal{F}_N$. For more details, please refer to [11, 34].
Applying the Fourier pseudo-spectral method to approximate the system (2.4) in space yields

\[
\begin{aligned}
\frac{d}{dt} B &= i(\omega D^2 B - \kappa (u - \frac{1}{2} \nu \rho + q \phi) \cdot B), \\
\frac{d}{dt} \rho &= D_1 (-u + \nu \rho - \kappa \phi), \\
\frac{d}{dt} u &= D_1 (-\beta \rho + \nu u + \frac{1}{2} \kappa \nu \phi), \\
\frac{d}{dt} \phi &= 2 \text{Re}(B_t \cdot \bar{B}), \\
\end{aligned}
\] (3.3)

where \( B, u, \rho, \phi \in \mathbb{V}_h \). Then, we prove that the semi-discrete system (3.3) conserves the semi-discrete invariants of Theorems 2.1 and 2.2.

**Theorem 3.1** The semi-discrete system (3.3) conserves the following semi-discrete invariants

- **Mass**
  \[ M_h(t) = M_h(0), \quad M_h(t) = \langle |B|^2, 1 \rangle_h, \quad B \in \mathbb{V}_h, \quad t \geq 0, \] (3.4)
  where \( 1 = [1, 1, \cdots, 1]^T \in \mathbb{R}^N \).
- **Two quadratic invariants**
  \[ H_{1,h}(t) = H_{1,h}(0), \quad \mathcal{E}_h(t) = \mathcal{E}_h(0), \quad H_{1,h}(t) \in \mathbb{V}_h, \quad t \geq 0, \] (3.5)
  where
  \[
  H_{1,h}(t) = \phi(t) - |B(t)|^2, \\
  \mathcal{E}_h(t) = \omega \langle D^2 B, B \rangle_h - \kappa \langle u - \frac{\nu}{2} \rho + \frac{q}{2} \phi, \phi \rangle_h - \beta \langle \rho, \rho \rangle_h - \frac{1}{2} \langle u, u \rangle_h + \nu \langle u, \rho \rangle_h.
  \]
- **Two linear invariants**
  \[ I_{1h}(t) = I_{1h}(0), \quad I_{2h}(t) = I_{2h}(0), \quad t \geq 0, \] (3.6)
  where
  \[
  I_{1h}(t) = \langle \rho, 1 \rangle_h, \quad I_{2h}(t) = \langle u, 1 \rangle_h, \quad \rho, u \in \mathbb{V}_h.
  \]

**Proof** The proof is similar to that of Theorems 2.1 and 2.2, thus we omit it here for brevity.

\[\square\]

### 3.2 Full Discretization

Let \( t_n = n \tau \) and \( t_{ni} = n \tau + c_i \tau, \quad n = 0, 1, 2, \cdots, i = 1, 2, \cdots, s \), where \( \tau \) is the time step. Let \( W^n_j \) and \( (W^i_{ni})_j \) be the numerical approximation to the function \( W(x, t) \) at points \( (x_j, t_n) \) and \( (x_j, t_{ni}) \) where \( j = 0, 1, 2, \cdots, N - 1 \) and \( n = 0, 1, 2, \cdots \), respectively. Using an \( s \)-stage RK method to discrete the semi-discrete system (3.3) in time, we then obtain the following fully discrete scheme.
Scheme 3.1 Let \( b_i, a_{ij} (i, j = 1, \ldots, s) \) be real numbers and let \( c_i = \sum_{j=1}^{s} a_{ij} \). For given \( B^n, \rho^n, u^n, \phi^n \in \mathbb{V}_h \), an \( s \)-stage RK method is given by

\[
\begin{align*}
B^n_{ni} &= B^n + \tau \sum_{j=1}^{s} a_{ij} k^1_j, \quad k^1_i = i(\omega D_2 B^n_{ni} - \kappa (u_{ni} - \frac{1}{2} v \rho_{ni} + q \phi_{ni}) \cdot B_{ni}), \\
\rho^n_{ni} &= \rho^n + \tau \sum_{j=1}^{s} a_{ij} k^2_j, \quad k^2_i = D_1(-u_{ni} + v \rho_{ni} - \kappa \phi_{ni}), \\
u^n_{ni} &= u^n + \tau \sum_{j=1}^{s} a_{ij} k^3_j, \quad k^3_i = D_1(-\beta \rho_{ni} + \nu u_{ni} + \frac{1}{2} \kappa v \phi_{ni}), \\
\phi^n_{ni} &= \phi^n + \tau \sum_{j=1}^{s} a_{ij} k^4_j, \quad k^4_i = 2 \text{Re}(\bar{B}_{ni} \cdot k^1_i), \quad i = 1, 2, \ldots, s,
\end{align*}
\]

and \( B^{n+1}, \rho^{n+1}, u^{n+1} \) and \( \phi^{n+1} \) are then updated by

\[
\begin{align*}
B^{n+1} &= B^n + \tau \sum_{i=1}^{s} b_i k^1_i, \\
\rho^{n+1} &= \rho^n + \tau \sum_{i=1}^{s} b_i k^2_i, \\
u^{n+1} &= u^n + \tau \sum_{i=1}^{s} b_i k^3_i, \\
\phi^{n+1} &= \phi^n + \tau \sum_{i=1}^{s} b_i k^4_i.
\end{align*}
\]

Theorem 3.2 If the coefficients of the RK method (3.7)–(3.11) satisfy the following condition

\[
b_i a_{ij} + b_j a_{ji} = b_i b_j, \quad \forall i, j = 1, \ldots, s,
\]

then the Scheme 3.1 conserves the following discrete invariants:

- The discrete mass

\[
\mathcal{M}^{n+1}_h = \mathcal{M}^n_h, \quad \mathcal{M}_h^n = (|B^n|^2, 1)_h, \quad n = 0, 1, 2, \ldots.
\]

- Two discrete quadratic invariants

\[
H^{n+1}_{1,h} = H^n_{1,h} = 0, \quad \mathcal{E}^{n+1}_h = \mathcal{E}^n_h, \quad H^n_{1,h} \in \mathbb{V}_h, \quad n = 0, 1, 2, \ldots.
\]

where

\[
H^n_{1,h} = \phi^n - |B^n|^2,
\]

\[
\mathcal{E}^n_h = \omega \langle D_2 B^n, B^n \rangle_h - \kappa \langle u^n - \frac{v}{2} \rho^n + \frac{q}{2} \phi^n, \phi^n \rangle_h - \beta \langle \rho^n, \rho^n \rangle_h
- \frac{1}{2} \langle u^n, u^n \rangle_h + v \langle u^n, \rho^n \rangle_h.
\]

Proof It follows from Eq. (3.8) that

\[
\mathcal{M}^{n+1}_h - \mathcal{M}^n_h = \tau \sum_{i=1}^{s} b_i \langle B^n, k^1_i \rangle_h + \tau \sum_{i=1}^{s} b_i \langle k^1_i, B^n \rangle_h + \tau^2 \sum_{i,j=1}^{s} b_i b_j \langle k^1_i, k^1_j \rangle_h.
\]
Substituting $B^n = B_{ni} - \tau \sum_{j=1}^{s} a_{ij} k_j^1$ into (3.15) and notice (3.12), we have

\[
\mathcal{M}_{h+1}^n - \mathcal{M}_h^n = \tau \sum_{i=1}^{s} b_i \langle B_{ni}, k_i^1 \rangle_h + \tau \sum_{i=1}^{s} b_i \langle k_i^1, B_{ni} \rangle_h \\
+ \tau^2 \sum_{i,j=1}^{s} (b_i b_j - b_i a_{ij} - b_j a_{ji}) \langle k_i^1, k_j^1 \rangle_h \\
= \tau \sum_{i=1}^{s} b_i \langle B_{ni}, k_i^1 \rangle_h + \tau \sum_{i=1}^{s} b_i \langle k_i^1, B_{ni} \rangle_h. \\
(3.16)
\]

In addition, we note that

\[
\tau \sum_{i=1}^{s} b_i \langle B_{ni}, k_i^1 \rangle_h + \tau \sum_{i=1}^{s} b_i \langle k_i^1, B_{ni} \rangle_h \\
= 2\tau \sum_{i=1}^{s} b_i \text{Re} \langle k_i^1, B_{ni} \rangle_h \\
= 2\tau \sum_{i=1}^{s} b_i \text{Re} \left( i\omega \langle D_2 B_{ni}, B_{ni} \rangle_h - i\kappa \langle u_{ni} - \frac{1}{2} v\rho_{ni} + q\phi_{ni}, |B_{ni}|^2 \rangle_h \right) \\
= 0. \\
(3.18)
\]

Combining the above result with (3.16), we obtain the discrete mass (3.13).

With (3.8) and (3.12), we have

\[
|B^{n+1}|^2 - |B^n|^2 = B^{n+1} \cdot \bar{B}^{n+1} - B^n \cdot \bar{B}^n \\
= \tau \sum_{i=1}^{s} b_i (k_i^1 \cdot \bar{B}^n) + \tau \sum_{i=1}^{s} b_i (\bar{k}_i^1 \cdot B^n) + \tau^2 \sum_{i,j=1}^{s} b_i b_j (k_i^1 \cdot \bar{k}_j^1). \\
(3.17)
\]

Substituting $B^n = B_{ni} - \tau \sum_{j=1}^{s} a_{ij} k_j^1$ into (3.17) and using (3.12), we obtain

\[
|B^{n+1}|^2 - |B^n|^2 = \tau \sum_{i=1}^{s} b_i (k_i^1 \cdot \bar{B}_{ni}) + \tau \sum_{i=1}^{s} b_i (\bar{k}_i^1 \cdot B_{ni}) \\
+ \tau^2 \sum_{i,j=1}^{s} (b_i b_j - b_i a_{ij} - b_j a_{ji}) (k_i^1 \cdot \bar{k}_j^1) \\
= \tau \sum_{i=1}^{s} b_i (k_i^1 \cdot \bar{B}_{ni}) + \tau \sum_{i=1}^{s} b_i (\bar{k}_i^1 \cdot B_{ni}). \\
(3.18)
\]

Moreover, it is clear to see

\[
\phi^{n+1} - \phi^n = \tau \sum_{i=1}^{s} b_i |k_i^1|^2 = 2\tau \sum_{i=1}^{s} b_i \text{Re} \langle k_i^1, \bar{B}_{ni} \rangle \\
= \tau \sum_{i=1}^{s} b_i (k_i^1 \cdot \bar{B}_{ni}) + \tau \sum_{i=1}^{s} b_i (\bar{k}_i^1 \cdot B_{ni}). \\
(3.19)
\]
It follows from (3.18) and (3.19), together with the initial condition \( \phi^0 - |B|^2 \) that
\[
\phi^{n+1} - |B^{n+1}|^2 = \phi^n - |B^n|^2, \quad n = 0, 1, 2, \ldots ,
\]
which implies the first equation of (3.14) holds.

Using (3.8), (3.12) and \( B^n = B_{ni} - \tau \sum_{j=1}^s a_{ij}k^1_j \), we can deduce
\[
\langle D_2B^{n+1}, B^{n+1} \rangle_h - \langle D_2B^n, B^n \rangle_h = 2\tau \sum_{i=1}^s b_i \text{Re} \langle D_2B_{ni}, k^1_i \rangle_h.
\]
Similarly, we have
\[
\langle u^{n+1}, \phi^{n+1} \rangle_h - \langle u^n, \phi^n \rangle_h = \tau \sum_{i=1}^s b_i \left( \langle k^3_i, \phi_{ni} \rangle_h + \langle u_{ni}, k^4_i \rangle_h \right),
\]
\[
\langle \rho^{n+1}, \phi^{n+1} \rangle_h - \langle \rho^n, \phi^n \rangle_h = \tau \sum_{i=1}^s b_i \left( \langle k^2_i, \phi_{ni} \rangle_h + \langle \rho_{ni}, k^4_i \rangle_h \right),
\]
\[
\langle \phi^{n+1}, \phi^{n+1} \rangle_h - \langle \phi^n, \phi^n \rangle_h = 2\tau \sum_{i=1}^s b_i \langle \phi_{ni}, k^4_i \rangle_h,
\]
\[
\langle \rho^{n+1}, \rho^{n+1} \rangle_h - \langle \rho^n, \rho^n \rangle_h = 2\tau \sum_{i=1}^s b_i \langle \rho_{ni}, k^2_i \rangle_h,
\]
\[
\langle u^{n+1}, u^{n+1} \rangle_h - \langle u^n, u^n \rangle_h = 2\tau \sum_{i=1}^s b_i \langle u_{ni}, k^3_i \rangle_h,
\]
and
\[
\langle u^{n+1}, \rho^{n+1} \rangle_h - \langle u^n, \rho^n \rangle_h = \tau \sum_{i=1}^s b_i \left( \langle k^3_i, \rho_{ni} \rangle_h + \langle u_{ni}, k^2_i \rangle_h \right).
\]
Then, combining the above equations with (3.7), together with \( k^4_i = 2\text{Re}(\vec{B}_{ni} \cdot k^1_i) \), we can get
\[
\varepsilon^{n+1}_h - \varepsilon^n_h = \tau \sum_{i=1}^s b_i \left[ 2\text{Re} \langle D_2B_{ni}, k^1_i \rangle_h - \kappa \left( \langle k^3_i, \phi_{ni} \rangle_h + \langle u_{ni}, k^4_i \rangle_h \right) + \frac{k\nu}{2} \left( \langle k^2_i, \phi_{ni} \rangle_h + \langle \rho_{ni}, k^4_i \rangle_h \right)
\]
\[
- \kappa q \langle \phi_{ni}, k^4_i \rangle_h - \beta \langle \rho_{ni}, k^2_i \rangle_h - \langle u_{ni}, k^3_i \rangle_h + v \langle k^3_i, \rho_{ni} \rangle_h + \langle u_{ni}, k^2_i \rangle_h \right]
\]
\[
= \tau \sum_{i=1}^s b_i \left[ 2\text{Re} \langle \omega D_2B_{ni} - \kappa (u_{ni} - \frac{v}{2} \rho_{ni} + q \phi_{ni}) \cdot B_{ni}, k^1_i \rangle_h + \langle -u_{ni} + v \rho_{ni} - \kappa \phi_{ni}, k^3_i \rangle_h
\]
\[
+ \langle -\beta \rho_{ni} + v u_{ni} + \frac{1}{2} k\nu \phi_{ni}, k^2_i \rangle_h \right]
\]
\[
= \tau \sum_{i=1}^s b_i \left[ -2\text{Re} \langle k^1_i, k^1_i \rangle_h + \langle -u_{ni} + v \rho_{ni} - \kappa \phi_{ni}, D_1 \left( -\beta \rho_{ni} + v u_{ni} + \frac{1}{2} k\nu \phi_{ni} \right) \rangle_h
\]
\[
+ \langle -\beta \rho_{ni} + v u_{ni} + \frac{1}{2} k\nu \phi_{ni}, D_1 \left( -u_{ni} + v \rho_{ni} - \kappa \phi_{ni} \right) \rangle_h \right]
\]
\[
= 0.
\]
This immediately gives the second equation of (3.14). This proof is completed.

**Theorem 3.3** If the coefficients of the RK method (3.7)–(3.11) satisfy the condition (3.12), the Scheme 3.1 can conserve the discrete Hamiltonian energy, as follows:

\[
\mathcal{H}_h^{n+1} = \mathcal{H}_h^n, \; n = 0, 1, 2, \ldots ,
\]  

(3.21)

where

\[
\mathcal{H}_h^n = \omega \langle D_2 B^n, B^n \rangle_h - \kappa \langle u^n - \frac{v}{2} \rho^n + \frac{q}{2} |B^n|^2, |B^n|^2 \rangle_h - \frac{\beta}{2} \langle \rho^n, \rho^n \rangle_h
\]

\[
- \frac{1}{2} \langle u^n, u^n \rangle_h + \nu \langle u^n, \rho^n \rangle_h.
\]

**Proof** According to Theorem 3.2, the Scheme 3.1 can conserve two discrete quadratic invariants (3.14). Then substituting \( \phi^{n+1} = |B^{n+1}|^2 \) into the second equation of (3.14), one can deduce that

\[
\mathcal{H}_h^{n+1} = \mathcal{H}_h^n, \; n = 0, 1, 2, \ldots ,
\]

which implies that the Scheme 3.1 can conserve the discrete Hamiltonian energy. This completes the proof.

**Theorem 3.4** For any RK method, the Scheme 3.1 conserves the two discrete linear invariants, as follows:

\[
I_{1h}^{n+1} = I_{1h}^n, \quad I_{2h}^{n+1} = I_{2h}^n, \quad n = 0, 1, \ldots ,
\]  

(3.22)

where

\[
I_{1h}^n = \langle \rho^n, 1 \rangle_h, \quad I_{2h}^n = \langle u^n, 1 \rangle_h.
\]

**Proof** According to (3.9), we can obtain

\[
I_{1h}^{n+1} - I_{1h}^n = \tau \sum_{i=1}^s b_i \langle k_i^2, 1 \rangle_h = \tau \sum_{i=1}^s b_i \langle D_1(-u_{ni} + \nu \rho_{ni} - \kappa \phi_{ni}), 1 \rangle_h = 0.
\]

The same procedure may be easily adapted to obtain

\[
I_{2h}^{n+1} - I_{2h}^n = \tau \sum_{i=1}^s b_i \langle k_i^3, 1 \rangle_h = \tau \sum_{i=1}^s b_i \langle D_1(-\rho_{ni} + \nu u_{ni} + \frac{1}{2} \kappa \nu \phi_{ni}), 1 \rangle_h = 0.
\]

This completes the proof.

**Remark 3.1** If the coefficients of the RK method (3.7)–(3.11) satisfy the condition (3.12), the Scheme 3.1 can rewrite into

\[
\begin{align*}
B_{ni} &= B^n + \tau \sum_{j=1}^s a_{ij} k_j^1, \quad k_j^1 = i(\omega D_2 B_{ni} - \kappa (u_{ni} - \frac{1}{2} \nu \rho_{ni} + q \phi_{ni}) \cdot B_{ni}), \\
\rho_{ni} &= \rho^n + \tau \sum_{j=1}^s a_{ij} k_j^2, \quad k_j^2 = D_1(-u_{ni} + \nu \rho_{ni} - \kappa \phi_{ni}), \\
u_{ni} &= u^n + \tau \sum_{j=1}^s a_{ij} k_j^3, \quad k_j^3 = D_1(-\beta \rho_{ni} + \nu u_{ni} + \frac{1}{2} \kappa \nu \phi_{ni}), \\
\phi_{ni} &= |B^n|^2 + 2\tau \sum_{j=1}^s a_{ij} \text{Re}(\bar{B}_{nj} \cdot k_j^1), \quad i = 1, 2, \ldots , s,
\end{align*}
\]
Table 1 The Gauss methods of order 2 (s=1), 4 (s=2) and 6 (s=3)

| c | $A_{b^s}$ |
|---|---|
| $\frac{1}{2}$ | $\frac{1}{1}$ |
| $\frac{1}{2} - \frac{\sqrt{3}}{6}$ | $\frac{1}{2} + \frac{\sqrt{3}}{6}$ |
| $\frac{1}{2}$ | $\frac{1}{3}$ |
| $\frac{1}{2} - \frac{\sqrt{3}}{6}$ |
| $\frac{5}{36}$ | $\frac{2}{9} - \frac{\sqrt{15}}{36}$ |
| $\frac{2}{9} + \frac{\sqrt{15}}{36}$ |
| $\frac{2}{9}$ | $\frac{5}{36} - \frac{\sqrt{15}}{24}$ |
| $\frac{5}{36}$ |
| $\frac{5}{36} + \frac{\sqrt{15}}{36}$ |

and $B^{n+1}$, $\rho^{n+1}$ and $u^{n+1}$ are then updated by

$$B^{n+1} = B^n + \tau \sum_{i=1}^{s} b_i k^1_i,$$

$$\rho^{n+1} = \rho^n + \tau \sum_{i=1}^{s} b_i k^2_i,$$

$$u^{n+1} = u^n + \tau \sum_{i=1}^{s} b_i k^3_i,$$

which implies that the QAV approach need introduce an auxiliary variable, but the auxiliary variable can be eliminated in practical computations. Thus, it cannot increase additional computational costs.

**Remark 3.2** It is proven that the Gauss methods have the same order as the underlying quadrature formula and satisfy the condition (3.12) [15, 32]. The RK coefficients of the 1-stage, 2-stage and 3-stage Gauss methods are given in Table 1. In addition, when the RK coefficients of $s = 2$ and 3 are applied to the Scheme 3.1, we denote the obtained schemes as FPRK-2 scheme and FPRK-3 scheme, respectively.

**Remark 3.3** As the Gauss method of order 2 (see Table 1) is chosen, the Scheme 3.1 reduced to the CN-FP scheme [45], as follows:

$$
\begin{aligned}
& i\delta_t B^n + \omega D_2 B^{n+\frac{1}{2}} - \kappa (u^{n+\frac{1}{2}} - \frac{1}{2} v \rho^{n+\frac{1}{2}} + \frac{d}{2} (|B^{n+1}|^2 + |B^n|^2)) \cdot B^{n+\frac{1}{2}} = 0, \\
& \delta_t \rho^n + D_1 (u^{n+\frac{1}{2}} - v \rho^{n+\frac{1}{2}} + \frac{\kappa}{2} (|B^{n+1}|^2 + |B^n|^2)) = 0, \\
& \delta_t u^n + D_1 (\beta \rho^{n+\frac{1}{2}} - v u^{n+\frac{1}{2}} - \frac{\kappa u}{4} (|B^{n+1}|^2 + |B^n|^2)) = 0, \\
& n = 0, 1, 2, \ldots 
\end{aligned}
$$

(3.23)

where

$$\delta_t U^n = \frac{U^{n+1} - U^n}{\tau}, \quad U^{n+\frac{1}{2}} = \frac{U^{n+1} + U^n}{2}, \quad U^n \in \mathbb{V}_h.$$

**4 An Efficient Implementation for the Proposed Scheme**

In this section, we propose an efficient fixed-point iteration solver for solving the nonlinear equations of the Scheme 3.1, which is inspired by [10, 43]. For convenience, we only take the FPRK-2 scheme as an example.
For given $B^n$, $\rho^n$ and $u^n$, the FPRK-2 scheme (see Remark 3.1) can be rewritten as

$$k_1^1 = i(\omega D_2 B_{n1} - \kappa (u_{n1} - \frac{1}{2} v \rho_{n1} + q \phi_{n1}) \cdot B_{n1}),$$

$$k_2^1 = i(\omega D_2 B_{n2} - \kappa (u_{n2} - \frac{1}{2} v \rho_{n2} + q \phi_{n2}) \cdot B_{n2}),$$

$$k_1^2 = D_1(-u_{n1} + v \rho_{n1} - \kappa \phi_{n1}), \quad k_2^2 = D_1(-u_{n2} + v \rho_{n2} - \kappa \phi_{n2}),$$

$$k_1^3 = D_1(-\beta \rho_{n1} + vu_{n1} + \frac{\nu}{2} \phi_{n1}), \quad k_2^3 = D_1(-\beta \rho_{n2} + vu_{n2} + \frac{\nu}{2} \phi_{n2}),$$

where

$$B_{n1} = B^n + \tau (a_{11} k_1^1 + a_{12} k_2^1), \quad B_{n2} = B^n + \tau (a_{21} k_1^1 + a_{22} k_2^1),$$

$$\rho_{n1} = \rho^n + \tau (a_{11} k_1^1 + a_{12} k_2^1), \quad \rho_{n2} = \rho^n + \tau (a_{21} k_1^1 + a_{22} k_2^1),$$

$$u_{n1} = u^n + \tau (a_{11} k_1^1 + a_{12} k_2^3), \quad u_{n2} = u^n + \tau (a_{21} k_1^1 + a_{22} k_2^3),$$

$$\phi_{n1} = |B^n|^2 + 2 \tau (a_{11} \text{Re}(\overline{B_{n1}} \cdot k_1^1) + a_{12} \text{Re}(\overline{B_{n2}} \cdot k_2^2)),$$

$$\phi_{n2} = |B^n|^2 + 2 \tau (a_{21} \text{Re}(\overline{B_{n1}} \cdot k_1^1) + a_{22} \text{Re}(\overline{B_{n2}} \cdot k_2^2)).$$

Then, $B^{n+1}$, $\rho^{n+1}$ and $u^{n+1}$ are updated by

$$B^{n+1} = B^n + \tau \sum_{i=1}^{2} b_i k_i^1, \quad \rho^{n+1} = \rho^n + \tau \sum_{i=1}^{2} b_i k_i^2, \quad u^{n+1} = u^n + \tau \sum_{i=1}^{2} b_i k_i^3.$$  \hspace{1cm} (4.10)

In light of (4.1)–(4.2) and (4.5), we have

$$\begin{bmatrix} 1 - i \tau \omega a_{11} D_2 & -i \tau \omega a_{12} D_2 \\ -i \tau \omega a_{21} D_2 & 1 - i \tau \omega a_{22} D_2 \end{bmatrix} \begin{bmatrix} k_1^1 \\ k_2^1 \end{bmatrix} = \begin{bmatrix} F_1^n \\ F_2^n \end{bmatrix},$$

where

$$F_j^n = i\omega D_2 B^n - i\kappa (u_{nj} - \frac{1}{2} v \rho_{nj} + q \phi_{nj}) \cdot B_{nj}, \quad j = 1, 2.$$  \hspace{1cm} (4.11)

Similarly, using (4.6) and (4.7), the Eq. (4.3) and (4.4) are equivalent to

$$\begin{bmatrix} 1 - \nu \tau a_{11} D_1 & -\nu \tau a_{12} D_1 & \nu \tau a_{11} D_1 & \tau a_{11} D_1 \\ -\nu \tau a_{21} D_1 & 1 - \nu \tau a_{22} D_1 & \nu \tau a_{21} D_1 & \tau a_{21} D_1 \\ \beta \tau a_{11} D_1 & \beta \tau a_{12} D_1 & 1 - \nu \tau a_{11} D_1 & -\nu \tau a_{12} D_1 \\ \beta \tau a_{21} D_1 & \beta \tau a_{22} D_1 & -\nu \tau a_{21} D_1 & 1 - \nu \tau a_{22} D_1 \end{bmatrix} \begin{bmatrix} k_1^2 \\ k_2^2 \\ k_1^3 \\ k_2^3 \end{bmatrix} = \begin{bmatrix} D_1 \chi_1^n \\ D_1 \chi_2^n \\ D_1 \chi_3^n \\ D_1 \chi_4^n \end{bmatrix},$$

with

$$\chi_1^n = -u^n + \nu \rho^n - \kappa \phi_{n1}, \quad \chi_2^n = -u^n + \nu \rho^n - \kappa \phi_{n2},$$

$$\chi_3^n = -\beta \rho^n + \nu u^n + \frac{\nu}{2} \phi_{n1}, \quad \chi_4^n = -\beta \rho^n + \nu u^n + \frac{\nu}{2} \phi_{n2}.$$  \hspace{1cm} (4.12)

For the nonlinear Eqs. (4.11) and (4.12), we apply the fixed-point iteration strategy, as follows:

$$\begin{bmatrix} 1 - i \tau \omega a_{11} D_2 & -i \tau \omega a_{12} D_2 \\ -i \tau \omega a_{21} D_2 & 1 - i \tau \omega a_{22} D_2 \end{bmatrix} \begin{bmatrix} (k_1^1)^{l+1} \\ (k_2^1)^{l+1} \end{bmatrix} = \begin{bmatrix} F_1^n \cr F_2^n \end{bmatrix},$$

$$\begin{bmatrix} 1 - \nu \tau a_{11} D_1 & -\nu \tau a_{12} D_1 & \nu \tau a_{11} D_1 & \tau a_{11} D_1 \\ -\nu \tau a_{21} D_1 & 1 - \nu \tau a_{22} D_1 & \nu \tau a_{21} D_1 & \tau a_{21} D_1 \\ \beta \tau a_{11} D_1 & \beta \tau a_{12} D_1 & 1 - \nu \tau a_{11} D_1 & -\nu \tau a_{12} D_1 \\ \beta \tau a_{21} D_1 & \beta \tau a_{22} D_1 & -\nu \tau a_{21} D_1 & 1 - \nu \tau a_{22} D_1 \end{bmatrix} \begin{bmatrix} (k_1^2)^{l+1} \\ (k_2^2)^{l+1} \\ (k_1^3)^{l+1} \\ (k_2^3)^{l+1} \end{bmatrix} = \begin{bmatrix} D_1 \chi_1^{n,l} \\ D_1 \chi_2^{n,l} \\ D_1 \chi_3^{n,l} \\ D_1 \chi_4^{n,l} \end{bmatrix}. $$

$$\begin{bmatrix} x_1^{n,l} \\ x_2^{n,l} \\ x_3^{n,l} \\ x_4^{n,l} \end{bmatrix},$$
and
\[
\begin{bmatrix}
1 - \nu \tau a_{11} D_1 & -\nu \tau a_{12} D_1 & \tau a_{11} D_1 & \tau a_{12} D_1 \\
-\nu \tau a_{21} D_1 & 1 - \nu \tau a_{22} D_1 & \tau a_{21} D_1 & \tau a_{22} D_1 \\
\beta \tau a_{11} D_1 & \beta \tau a_{12} D_1 & 1 - \nu \tau a_{11} D_1 & -\nu \tau a_{12} D_1 \\
\beta \tau a_{21} D_1 & \beta \tau a_{22} D_1 & -\nu \tau a_{21} D_1 & 1 - \nu \tau a_{22} D_1
\end{bmatrix}
\begin{bmatrix}
(k_1^3)^{l+1} \\
(k_2^2)^{l+1} \\
(k_1^3)^{l+1} \\
(k_2^2)^{l+1}
\end{bmatrix}
= \begin{bmatrix}
D_1 x_{1}^{n,l} \\
D_1 x_{2}^{n,l} \\
D_1 x_{3}^{n,l} \\
D_1 x_{4}^{n,l}
\end{bmatrix},
\]
(4.14)

where \( l = 0, 1, 2, \ldots M - 1 \) and \( M \) is the number of the maximum iteration step.

Using the Eqs. (3.1) and (3.2) and let \( \phi = \mathring{F}_N \bullet \), we rewrite (4.13) and (4.14), respectively, into
\[
\begin{bmatrix}
1 - \nu \tau a_{11} \Delta_j^2 & -\nu \tau a_{12} \Delta_j^2 \\
-\nu \tau a_{21} \Delta_j^2 & 1 - \nu \tau a_{22} \Delta_j^2
\end{bmatrix}
\begin{bmatrix}
((k_1^3)^{l+1})_j \\
((k_2^2)^{l+1})_j
\end{bmatrix}
= \begin{bmatrix}
\mathring{F}_1 \\
\mathring{F}_2
\end{bmatrix}_j,
\]

and
\[
\begin{bmatrix}
1 - \nu \tau a_{11} \Delta_j^3 & -\nu \tau a_{12} \Delta_j^3 \\
-\nu \tau a_{21} \Delta_j^3 & 1 - \nu \tau a_{22} \Delta_j^3 \\
\beta \tau a_{11} \Delta_j^3 & \beta \tau a_{12} \Delta_j^3 \\
\beta \tau a_{21} \Delta_j^3 & \beta \tau a_{22} \Delta_j^3
\end{bmatrix}
\begin{bmatrix}
((k_1^3)^{l+1})_j \\
((k_2^2)^{l+1})_j \\
((k_1^3)^{l+1})_j \\
((k_2^2)^{l+1})_j
\end{bmatrix}
= \begin{bmatrix}
\Lambda_1 \mathring{x}_1^{n,l} \\
\Lambda_1 \mathring{x}_2^{n,l} \\
\Lambda_1 \mathring{x}_3^{n,l} \\
\Lambda_1 \mathring{x}_4^{n,l}
\end{bmatrix},
\]

where \( j = 0, 1, 2, \ldots N - 1 \).

After we obtain \((k_1^1)^M, (k_2^2)^M, (k_1^3)^M, (k_2^2)^M, (k_3^3)^M\) and \((k_3^3)^M\) are then updated by \( F^H_N (k_1^1)^M, F^H_N (k_2^2)^M, F^H_N (k_3^3)^M, i = 1, 2, \) respectively. Finally, \( B^{n+1}, \rho^{n+1} \) and \( u^{n+1} \) are obtained by (4.10).

In practical computation, we choose the iterative initial value \((k_1^1)^0 = B^n, (k_2^2)^0 = \rho^n, (k_3^3)^0 = u^n, i = 1, 2\) and the iteration terminates when the number of maximum iterative step \( M = 30 \) is reached or the infinity norm of the error between two adjacent iterative steps is less than \( 10^{-14} \), i.e.,
\[
\max_{l \leq l \leq 2} \left\{ \|(k_1^1)^{l+1} - (k_1^1)^l\|_{h, \infty}, \|(k_2^2)^{l+1} - (k_2^2)^l\|_{h, \infty}, \|(k_3^3)^{l+1} - (k_3^3)^l\|_{h, \infty} \right\} < 10^{-14}.
\]

5 Numerical Results

In this section, we will present some numerical examples to investigate the accuracy, computational efficiency and invariants-preservation of the proposed schemes of the ZR Eq. (1.1). For brevity, in the rest of this paper, the FPRK-2 scheme and FPRK-3 scheme are only used for demonstration purposes. In order to quantify the numerical solution, we define \( L^2 \)- and \( L^\infty \)-norms of the error between the numerical solution and the exact solution, respectively, as
Further, we also present the relative residuals on the mass, Hamiltonian energy and two linear invariants, defined respectively, as

\[ RM^n = \left| \frac{M^n_h - M^0_h}{M^0_h} \right|, \quad RH^n = \left| \frac{H^n_h - H^0_h}{H^0_h} \right|, \quad RI^i_n = \left| \frac{T^n_{ih} - T^0_{ih}}{T^0_{ih}} \right|, \quad i = 1, 2. \]

Furthermore, we compare the selected schemes with the CN-FP scheme (3.23) and the TS-FP scheme, respectively. All simulations are performed on a Win10 machine with Intel Core i7 and 32 GB using MATLAB R2015b.

### 5.1 Accuracy test

The ZR Eq. (1.1) admit a solitary-wave solution given by [28, 44]

\[
B(x, t) = \exp \left\{ i(\lambda t + \frac{c}{2\omega} (x - ct) + d_0) \right\} R(x - ct + x_0),
\]

\[
\rho(x, t) = -\frac{2ck + \kappa v}{2\beta - 2(c + v)^2} \left| R(x - ct + x_0) \right|^2,
\]

\[
u(x, t) = \frac{c\nu + \kappa \nu^2 - 2\kappa \beta}{2\beta - 2(c + v)^2} \left| R(x - ct + x_0) \right|^2,
\]

where

\[
\lambda = \frac{4\omega^2 \eta + c^2}{4\omega}, \quad \xi = q + \frac{4\kappa v + 3\kappa \nu^2 - 4\kappa \beta}{4\beta - 4(c + v)^2}, \quad R(x) = \sqrt{\frac{2\omega \eta}{\kappa \xi}} \operatorname{sech}(\sqrt{\eta} x),
\]

and \(x_0\) as well as \(d_0\) represents the shifts of solitons in space and phase at \(t = 0\), respectively. Here, we set computational domain \(\Omega = [-64, 64]\), and choose the parameters \(\omega = \kappa = v = c = \eta = 1, \beta = 7, x_0 = 2\) and \(d_0 = 0\), respectively. The initial conditions are taken as the exact solution at \(t = 0\).

First, we test the spatial and temporal discretization error separately. In Table 2, we display the spatial \(L^2\) and \(L^\infty\)-errors of the FPRK-2 scheme with different Fourier nodes at \(T = 4\), respectively, where a fixed time step size \(\tau = 10^{-3}\) is chosen. It is clear to observe that the spatial errors converge exponentially. We note that the spatial \(L^2\) and \(L^\infty\)-errors provided by the FPRK-3 scheme with different Fourier nodes at \(T = 4\) are analogue to the Table 2, which is omitted for the sake of brevity.

To test the temporal discretization errors of the numerical schemes, we fix the Fourier node 2048 so that spatial errors play no role here. The temporal \(L^2\)- and \(L^\infty\)-errors of the FPRK-2 scheme and FPRK-3 scheme with different time step sizes are summarized in Tables 3 and 4, respectively, which shows the FPRK-2 scheme and FPRK-3 scheme are fourth-order and sixth-order accurate in time, respectively.

Then, we investigated the numerical \(L^\infty\)-errors of \(B\) at \(T = 4\) versus the CPU times using the FPRK-2 scheme, the FPRK-3 scheme, the TS-FP scheme and the CN-FP scheme with the Fourier node 2048. The results are summarized in Table 5. As illustrated, for a given global error, the proposed high-order energy-preserving schemes spend much less CPU time than the TS-FP scheme and the CN-FP scheme, and the TS-FP scheme is much cheaper than the CN-FP scheme.
Table 2  Spatial $L^2$- and $L^\infty$-errors of the FPRK-2 scheme at $T = 4$ for the ZR Eq. (1.1) with different Fourier nodes

| Scheme       | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ |
|--------------|-----------|-----------|-----------|------------|
| FPRK-2 scheme | $e_{B,2}(t_n = 4)$ | 2.228e−01 | 4.294e−04 | 3.194e−09 | 1.520e−13 |
|              | $e_{\rho,2}(t_n = 4)$ | 9.319e−02 | 1.422e−03 | 8.907e−08 | 1.604e−13 |
|              | $e_{u,2}(t_n = 4)$ | 1.898e−01 | 2.865e−03 | 1.854e−07 | 5.304e−13 |
| FPRK-2 scheme | $e_{B,\infty}(t_n = 4)$ | 6.263e−02 | 1.045e−04 | 1.421e−09 | 9.783e−14 |
|              | $e_{\rho,\infty}(t_n = 4)$ | 5.363e−02 | 7.768e−04 | 5.328e−08 | 1.261e−13 |
|              | $e_{u,\infty}(t_n = 4)$ | 1.251e−01 | 1.982e−03 | 1.239e−07 | 4.539e−13 |

Table 3  Temporal $L^2$- and $L^\infty$-errors of the FPRK-2 scheme at $T = 4$ for the ZR Eq. (1.1) with different time step sizes

| $\tau$ | $e_{B,2}(t_n = 4)$ | $e_{\rho,2}(t_n = 4)$ | $e_{u,2}(t_n = 4)$ | $e_{B,\infty}(t_n = 4)$ | $e_{\rho,\infty}(t_n = 4)$ | $e_{u,\infty}(t_n = 4)$ |
|---------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| $1/10$  | 1.571e−05         | 1.571e−05         | 5.210e−05         | 1.049e−05         | 1.234e−05         | 4.556e−05         |
| Rate    |                    |                    |                   |                   |                   |                   |
| $1/20$  | 9.844e−07         | 9.919e−07         | 3.273e−06         | 6.493e−07         | 7.872e−07         | 2.864e−06         |
| Rate    | 3.996             | 3.986             | 3.992             | 3.992             | 3.992             | 3.992             |
| $1/40$  | 6.157e−08         | 6.215e−08         | 2.049e−07         | 4.043e−08         | 4.949e−08         | 1.793e−07         |
| Rate    | 3.999             | 3.999             | 3.998             | 3.998             | 3.998             | 3.998             |
| $1/80$  | 3.849e−09         | 3.887e−09         | 1.281e−08         | 2.533e−09         | 3.093e−09         | 1.121e−08         |
| Rate    | 4.000             | 3.999             | 4.000             | 4.000             | 4.000             | 4.000             |

Table 4  Temporal $L^2$- and $L^\infty$-errors of the FPRK-3 scheme at $T = 4$ for the ZR Eq. (1.1) with different time step sizes

| $\tau$ | $e_{B,2}(t_n = 4)$ | $e_{\rho,2}(t_n = 4)$ | $e_{u,2}(t_n = 4)$ | $e_{B,\infty}(t_n = 4)$ | $e_{\rho,\infty}(t_n = 4)$ | $e_{u,\infty}(t_n = 4)$ |
|---------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| $1/20$  | 4.346e−10         | 5.571e−10         | 1.066e−09         | 3.522e−10         | 6.493e−10         | 9.499e−10         |
| Rate    |                    |                    |                   |                   |                   |                   |
| $1/40$  | 6.010e−12         | 8.602e−12         | 1.677e−11         | 5.346e−12         | 9.865e−12         | 1.489e−11         |
| Rate    | 6.028             | 1.345e−13         | 2.634e−13         | 7.997e−14         | 1.545e−13         | 2.334e−13         |
| $1/80$  | 9.207e−14         | 1.345e−13         | 2.634e−13         | 7.997e−14         | 1.545e−13         | 2.334e−13         |
| Rate    | 6.063             | 5.999             | 5.999             | 5.999             | 5.999             | 5.999             |
Table 5 The $L^\infty$-errors of $B$ (i.e., $e_{B,\infty}(t_N=4)$) versus total CPU time using the different numerical schemes solving the ZR Eq. (1.1)

| Scheme      | $\tau$       | $L^\infty$-error | CPU time (s) |
|-------------|--------------|------------------|--------------|
| FPRK-2 scheme | $1.25 \times 10^{-2}$ | 2.533e$-09$ | 2.55         |
| FPRK-3 scheme | $6.25 \times 10^{-2}$ | 1.360e$-09$ | 2.20         |
| TS-FP scheme  | $2 \times 10^{-5}$ | 2.351e$-09$ | 111.01       |
| CN-FP scheme  | $4 \times 10^{-5}$ | 2.104e$-09$ | 161.75       |

Fig. 1 The profile of $B$, $\rho$ and $u$ at $T=1000$ provided by the TS-FP scheme for the ZR Eq. (1.1) with the time step $\tau=0.25$ and the Fourier node 1024.

Fig. 2 The profile of $B$, $\rho$ and $u$ at $T=1000$ provided by the CN-FP scheme for the ZR Eq. (1.1) with the time step $\tau=0.25$ and the Fourier node 1024.

Subsequently, we first treat the numerical solution of the FPRK-3 scheme on a finer grid: the time step $\tau=0.01$ and Fourier node 1024 at $T=1000$ as the “reference solution”. We then investigate the robustness of the proposed schemes in simulating evolution of the soliton at $T=1000$ as a large time step $\tau=0.25$, and the results are summarized in Figs. 1, 2, 3, 4, which can observed that the computational results provided by the TS-FP scheme and the CN-FP scheme are wrong (see Figs. 1 and 2) and our new schemes simulate the soliton well (see Figs. 3 and 4). Moreover, we also investigate the robustness of the CN-FP scheme and the TS-FP scheme on a finer time step in long time computations and the results are summarized in Figs. 5 and 6. It is clear to see that for a finer time step, the CN-FP scheme can simulate the evolution of the soliton well, while the numerical solution provided by the TS-FP scheme is wrong because of the explicit discretization for the nonlinear terms of the last two equations of (1.1). We note the “reference solution” is also obtained by the FPRK-3 scheme with the time step $\tau=0.01$ and the Fourier node 1024 at $T=2000$. 
The profile of $B$, $\rho$ and $u$ at $T = 1000$ provided by the FPRK-2 scheme for the ZR Eq. (1.1) with the time step $\tau = 0.25$ and the Fourier node 1024.

The profile of $B$, $\rho$ and $u$ at $T = 1000$ provided by the FPRK-3 scheme for the ZR Eq. (1.1) with the time step $\tau = 0.25$ and the Fourier node 1024.

The profile of $B$, $\rho$ and $u$ at $T = 2000$ provided by the TS-FP scheme for the ZR Eq. (1.1) with the time step $\tau = 0.008$ and the Fourier node 1024.

Finally, we investigate the residuals on the three invariants: mass, Hamiltonian energy and two linear invariants from $t = 0$ and $t = 1000$ using the FPRK-2 scheme and FPRK-3 scheme, respectively and the results summarized in Fig. 7. It is clear to see that the proposed schemes can conserve the three invariants exactly, which agrees with the theoretical analysis.
Fig. 6 The profile of $B$, $\rho$ and $u$ at $T = 2000$ provided by the CN-FP scheme for the ZR Eq. (1.1) with the time step $\tau = 0.05$ and the Fourier node 1024.

Fig. 7 The relative residuals on the mass, Hamiltonian energy and two linear invariants over the time interval $t \in [0, 1000]$ with the time step $\tau = 0.01$ and the Fourier node 1024.

5.2 Interactions of Solitons

The initial data are then chosen as (cf. [44])

$$
B_0(x) = \exp \left\{ i \left( \frac{c_+}{2\omega} x + d_0 \right) \right\} R_+(x + x_{0+}) + \exp \left\{ i \left( \frac{c_-}{2\omega} x + d_0 \right) \right\} R_-(x + x_{0-}),
$$

$$
\rho_0(x) = -\frac{2c_+ \kappa + \kappa \nu}{2\beta - 2(c_+ + v)} \left| R_+(x + x_{0+}) \right|^2 - \frac{2c_- \kappa + \kappa \nu}{2\beta - 2(c_- + v)} \left| R_-(x + x_{0-}) \right|^2,
$$

$$
u_0(x) = \frac{c_+ \nu \kappa + \kappa \nu^2 - 2\kappa \beta}{2\beta - 2(c_+ + v)^2} \left| R_+(x + x_{0+}) \right|^2 + \frac{c_- \nu \kappa + \kappa \nu^2 - 2\kappa \beta}{2\beta - 2(c_- + v)^2} \left| R_-(x + x_{0-}) \right|^2, \quad x \in \Omega,
$$
Fig. 8 Inelastic collision between two solitons provided by the FPRK-2 scheme for the ZR Eq. (1.1) under Case I, where the computational is chosen as $\Omega = [-20, 20]$.
Fig. 9 Inelastic collision between two solitons provided by the FPRK-2 scheme for the ZR Eq. (1.1) under Case II, where the computational is chosen as $\Omega = [-24, 24]$.
Fig. 10 Inelastic collision between two solitons provided by the FPRK-2 scheme for the ZR Eq. (1.1) under Case III, where the computational is chosen as $\Omega = [-70, 70]$
Fig. 11 The relative residuals on the mass, Hamiltonian energy and two linear invariants over the time interval $t \in [0, 2]$ under Case I.

Fig. 12 The relative residuals on the mass, Hamiltonian energy and two linear invariants over the time interval $t \in [0, 12]$ under Case II.
Fig. 13  The relative residuals on the mass, Hamiltonian energy and two linear invariants over the time interval $t \in [0, 60]$ under Case III

where $c_\pm$ and $x_{0\pm}$ are different velocities and different initial locations of the two solitary waves, respectively, $\eta_\pm > 0$, and

$$
\lambda_\pm = \frac{4\omega^2 \eta_\pm + c_\pm^2}{4\omega}, \quad \zeta_\pm = q + \frac{4c_\pm v\kappa + 3\kappa v^2 - 4\kappa\beta}{4\beta - 4(c_\pm + v)^2}, \quad R_\pm(x) = \sqrt{\frac{2\omega\eta_\pm}{\kappa\zeta_\pm}} \text{sech}\left(\sqrt{\eta_\pm x}\right).
$$

We take the parameters, respectively, as:

- Case I: High velocity case:
  $$
  \omega = \eta_\pm = 1, \quad \kappa = 2, \quad v = 0.2, \quad c_\pm = \pm 8, \quad x_{0\pm} = \pm 8, \quad \beta = 75, \quad d_0 = 0.
  $$

- Case II: Intermediate velocity case:
  $$
  \omega = \eta_\pm = 1, \quad \kappa = 3, \quad v = 0.2, \quad c_\pm = \pm 1.5, \quad x_{0\pm} = \pm 9, \quad \beta = 12, \quad d_0 = 0.
  $$

- Case III: Small velocity case:
  $$
  \omega = \eta_\pm = 1, \quad \kappa = 1, \quad v = 0.5, \quad c_+ = 0, \quad c_- = -0.5, \quad x_{0+} = -8, \quad x_{0-} = -26, \quad \beta = 3, \quad d_0 = 0.
  $$

Furthermore, all numerical calculations are performed using the numerical schemes with the time step $\tau = 1/200$ and the spatial mesh size $h = 1/8$. The profiles and contour plots of collisions for $B$, $\rho$ as well as $u$ for the Cases I-III provided by the FPRK-2 scheme are shown in Figs. 8, 9, 10, respectively. We can observe that all the collisions between two solitons are not elastic. Moreover, From Figs. 9, 10, we can observe that some little dispersive waves are produced throughout the collision or following the collision, which implies that the ZR Eq. (1.1) is a non-integrable system [29, 44, 45]. The results are completely in good agreement with those presented in literatures [29, 44, 45]. Here, we point out that the profile and contour
plots of collisions for $B, \rho$ as well as $u$ calculated using the FPRK-3 scheme for the Cases I–III are similar to the Figs. 8, 9, 10, thus for brevity, we omit them. In Figs. 11, 12, 13, we investigate the residuals on the three invariants: mass, Hamiltonian energy and two linear invariants using the FPRK-2 scheme and FPRK-3 scheme, respectively. It is obvious that the residuals on the three invariants are preserved to machine round-off error.

6 Conclusion

In this paper, we propose a novel high-order energy-preserving scheme extending the classical Crank-Nicolson proposed method in [44, 45] to high order. Based on the idea of the QAV approach, we first transform the Hamiltonian energy into a quadratic from by introducing a quadratic auxiliary variable, and the original system is then reformulated into a new equivalent system using the energy variational principle. Finally, a fully-discrete scheme is presented by using the symplectic RK method in time and the Fourier pseudo-spectral method in space for the reformulated system. We show that the proposed scheme can preserve the three invariants (1.3)–(1.5) of the ZR Eq. (1.1) exactly. In addition, an efficient iterative solver is presented to solve the discrete nonlinear equations of our scheme. Numerical results show that the proposed scheme has more advantages than the TS-FP scheme [44] and CN-FP scheme [45] as the large time step is chosen. However, we should note that the proposed scheme is fully-implicit. Thus, an interesting topic for future studies is whether it is possible to construct high-order linearly implicit schemes which can preserve the three invariants (1.3)–(1.5) of the ZR Eq. (1.1) exactly.
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