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Abstract. We present an error analysis for the discontinuous Galerkin method applied to the discrete-ordinate discretization of the steady-state radiative transfer equation. Under some mild assumptions, we show that the DG method converges uniformly with respect to a scaling parameter $\varepsilon$ which characterizes the strength of scattering in the system. However, the rate is not optimal and can be polluted by the presence of boundary layers. In one-dimensional slab geometries, we demonstrate optimal convergence when boundary layers are not present and analyze a simple strategy for balance interior and boundary layer errors. Some numerical tests are also provided in this reduced setting.

1. Introduction

The radiative transfer equation (RTE) is a kinetic equation that describes the scattering and absorption of radiation through a material medium. It plays an important role in a wide range of applications such as astrophysics [29], atmosphere and ocean modeling [8, 31, 32], heat transfer [28], and neutron transport and nuclear physics [6, 11].

Given a positive scalar parameter $\varepsilon \ll 1$, a highly diffusive medium is characterized by a large ($O(\varepsilon^{-1})$) scattering cross-section, a small ($O(\varepsilon)$) absorption cross-section, and a small ($O(\varepsilon)$) volumetric source. For such media, the RTE can be approximated in the interior of the spatial domain, i.e., away from boundaries and discontinuous material interfaces, by a much simpler diffusion equation. In particular, the RTE solution converges in the limit as $\varepsilon \to 0$ to the solution of a diffusion equation that is independent of $\varepsilon$, with boundary conditions that are determined by the solution of a half-space problem [15, 19, 4].

In many applications, material cross-sections can vary significantly in space and even in time so that both diffusive and non-diffusive regions coexist. In such
situations, kinetic models like the RTE are necessary for accurate simulations, but traditional discretization approaches for the RTE may not be efficient in diffusive regions. Indeed, local truncation errors may scale like $h^p/\varepsilon$, where $h > 0$ is the spatial mesh size and $p > 0$ is an integer related to the formal order of the method [17, 25]. Thus for fixed $h$, the accuracy of the method degrades dramatically as $\varepsilon \to 0$.

Discontinuous Galerkin (DG) methods were first introduced for the purpose of simulating radiation transport equations [30] and are now commonly used in combination with discrete-ordinate angular discretizations of the RTE [24]. DG methods for the RTE without scattering were first analyzed in a rigorous fashion in [18]. Later a complete space-angle convergence analysis for problems with scattering was conducted in [16]. While the analysis is [30, 16] valid for fixed $\varepsilon = O(1)$, it does not address the behavior of the method in multi-scale settings, when $\varepsilon$ varies. Indeed, a major benefit of DG methods is that they are accurate in the diffusion limit (when $\varepsilon \to 0$), assuming a sufficiently rich approximation space. Such behavior was first investigated in [20], where it was shown that linear DG elements are sufficient to capture the diffusion limit for discrete-ordinate systems in one-dimensional slab geometries. These results in [20] were later extended to multi-dimensional settings in [1], where it was shown that the DG approximation space must support global linear functions in order to capture the diffusion limit correctly. This requirement translates to local $P_1$ approximations for triangular elements and local $Q_1$ approximations for rectangular elements. The results in [1] were later re-examined and formalized in a functional analysis framework in [14], where the behavior of limiting discretization was explored in detail, including the presence of boundary layers. Together, conventional error bounds and asymptotic results can be combined to construct uniform errors estimates [17]. However, such estimates for the RTE will suffer from a factor of two reduction in order.

In this paper, we investigate the convergence of DG discretizations of the discrete-ordinate RTE with variable $\varepsilon$, and we derive error estimates that imply uniform convergence for the upwind DG scheme in the case of isotropic (constant-in-angle) boundary conditions. A consequence of this result is that the method is necessarily accurate in the diffusion limit. In general, the uniform errors obtained come at a price: whereas the error obtained in [16] for an order $k$ method with fixed $\varepsilon$ is $O(h^{k+1/2})$, here we obtain a uniform $O(h^k)$ bound across all $\varepsilon \in (0, 1]$. This bound improves upon the strategy in [17] (which in general leads to $O(h^{k/2+1/4})$ bounds) whenever $k \geq 1$. However, a uniform $O(h^{k+1})$ estimate can be obtained in one-dimensional slab geometries. When the incoming boundary condition is not isotropic, a boundary layer effect occurs. In an approach similar to the one taken in [27], we balance the interior discretization error with the error introduced by the unresolved boundary layer. By introducing an auxiliary problem, we can still obtain a uniform (although reduced) error estimate, at least in the slab geometry setting.

The rest of this article is organized as follows. In Section 2, the radiative transfer equation and its discrete-ordinate discretization are introduced, and the notations used in the remainder of the paper are set. A priori estimates regarding the solutions of the discrete-ordinate equation are also presented. In Section 3, uniform convergence and error estimates of the discontinuous Galerkin method for the discrete-ordinate equation are established. In Section 4, a simple strategy for handling anisotropic incoming boundary conditions in one-dimensional slab
geometries is proposed and analyzed. Numerical experiments are presented in Section 5, and concluding remarks are given in Section 6.

2. Problem setting

Throughout the paper, the symbol \( a \lesssim C b \) abbreviates \( a \leq C b \) for any two real quantities \( a \) and \( b \) with \( C \) a positive nonessential constant independent of the finite element mesh size, which may take different values at different appearances. We also adopt the conventional notation \( H^r(D) \) to indicate the Sobolev spaces on (possibly lower-dimensional) subdomain \( D \subset X \) with the norm \( \| \cdot \|_{r,D} \). Clearly, we have \( H^0(D) = L^2(D) \) whose norm are denoted by \( \| \cdot \|_D \). Define \( H^1_0(D) = \{ v \in H^1(X) : v|_{\partial X} = 0 \} \).

2.1. The radiative transfer equation. Let \( X \) be a bounded domain in \( \mathbb{R}^d \) with piecewise smooth boundary \( \partial X \). For real physical problems, \( d = 3 \). However in certain geometries, reduced equations in one or two-dimensional can be derived [23].

At each point \( x \in \partial X \) where the boundary is smooth, let \( n(x) \) be the unit normal to \( \partial X \) that points outward from \( X \). Let \( S \) be the the unit sphere in \( \mathbb{R}^d \), and define the inflow and outflow boundary, respectively, by
\[
\Gamma_- = \{ (x, \omega) \in \partial X \times S : \omega \cdot n(x) < 0 \}, \quad \Gamma_+ = \{ (x, \omega) \in \partial X \times S : \omega \cdot n(x) > 0 \}.
\]

We consider the following scaled version of the steady-state RTE for the unknown \( u = u(x, \omega) \):
\[
\begin{align*}
\omega \cdot \nabla u + \frac{\sigma_t}{\varepsilon} u = & \left( \frac{\sigma_t}{\varepsilon} - \varepsilon \sigma_a \right) \int_S u \, d\hat{\omega} + \varepsilon f, \quad (x, \omega) \in X \times S, \\
u = & \alpha, \quad (x, \omega) \in \Gamma_-,
\end{align*}
\]
where \( \sigma_a = \sigma_a(x) \) is the absorption cross section; \( \sigma_t = \sigma_t(x) \) is the total cross section; \( f(x) = f(x) \) is a source that is assumed isotropic (i.e., independent of \( \omega \)). Here \( \alpha = \alpha(x, \omega) \), and \( d\hat{\omega} \) is the normalized measure on \( S \), i.e., \( \int_S d\hat{\omega} = 1 \).

We assume that
\[
\begin{align*}
\sigma_t, \sigma_a & \in L^\infty(X), \quad \sigma_t(x) - \varepsilon^2 \sigma_a(x) > 0 \text{ a.e. } x \in X, \\
\sigma_a & \geq \sigma_a^{\text{min}} \text{ in } X \text{ for a constant } \sigma_a^{\text{min}} > 0, \\
f(x) & \in L^2(X) \text{ and } \alpha(x, \omega) \in L^2(\Gamma_-).
\end{align*}
\]
The quantity \( \sigma_t(x) - \varepsilon^2 \sigma_a(x) \) is the (non-dimensional) scattering cross-section. The condition (2.4), while not strictly necessary, is often used in a priori estimates.

It is shown in [2] that under assumptions eqs. (2.3) to (2.5), the problem (2.2) has a unique solution \( u \) in the space
\[
H^1_0(X \times S) = \{ v \in L^2(X \times S) : \omega \cdot \nabla v \in L^2(X \times S) \}.
\]
The solution \( u \) of (2.2) depends on the parameter \( \varepsilon > 0 \), which characterizes the relative strength of scattering in the system. However, we suppress this dependence in our notation.
2.2. **Discrete-ordinate method.** The integral on the right-hand side of (2.2a) can be approximated by a numerical quadrature: Given \( v \in C(S) \),

\[
\int_S v(\omega) \, d\omega \approx \sum_{l=1}^{L} w_l v(\omega_l).
\]

We assume that the ordinates \( \{\omega_i\} \) and weights \( \{w_i\} \) are chosen such that

\[
\sum_{l=1}^{L} w_l = 1, \quad \sum_{l=1}^{L} w_l \omega_l = 0, \quad \text{and} \quad -\omega_j \in \{\omega_i\} \quad \text{whenever} \quad \omega_j \in \{\omega_i\}.
\]

Discretization of (2.2) in \( \omega \) using the quadrature formula (2.7) yields the discrete-ordinate equations:

\[
\begin{align*}
\omega_l \cdot \nabla u^l + \frac{\sigma_a}{\varepsilon} u^l &= \left( \frac{\sigma_t}{\varepsilon} - \varepsilon \sigma_a \right) \sum_{l=1}^{L} w_l u^l + \varepsilon f^l, \\
u^l &= \alpha^l, \quad \text{on} \ \partial X^l_-, \quad 1 \leq l \leq L,
\end{align*}
\]

where \( \alpha^l = \alpha(x, \omega_l) \), \( f^l = f(x) \), and \( u^l = u^l(x) \) is an approximation of \( u(x, \omega_l) \). Since \( f \) is assumed isotropic, we often drop the superscript from \( f^l \). Here and below, we use the notation

\[
\partial X^l_- := \{ x \in \partial X : \omega_l \cdot \mathbf{n}(x) < 0 \}, \quad \text{and} \quad \partial X^l_+ := \{ x \in \partial X : \omega_l \cdot \mathbf{n}(x) > 0 \},
\]

and

\[
\begin{align*}
\partial X_- &= \partial X^1_- \times \partial X^2_- \times \cdots \times \partial X^L_-, \\
\partial X_+ &= \partial X^1_+ \times \partial X^2_+ \times \cdots \times \partial X^L_+.
\end{align*}
\]

We now introduce some additional notation that will be used in the paper. Let

\[
\mathbf{u} = \begin{bmatrix} u^1 & u^2 & \cdots & u^L \end{bmatrix}^T, \quad \mathbf{\alpha} = \begin{bmatrix} \alpha^1 & \alpha^2 & \cdots & \alpha^L \end{bmatrix}^T, \\
\mathbf{\Omega} = \begin{bmatrix} \omega_1 & \omega_2 & \cdots & \omega_L \end{bmatrix}^T, \quad \mathbf{f} = \begin{bmatrix} f & f & \cdots & f \end{bmatrix}^T_{1 \times L},
\]

and formally define

\[
\mathbf{\Omega} \cdot \nabla \mathbf{u} = \begin{bmatrix} \omega_1 \cdot \nabla u^1 & \omega_2 \cdot \nabla u^2 & \cdots & \omega_L \cdot \nabla u^L \end{bmatrix}^T.
\]

Then, for any vector \( \mathbf{v} \in \mathbb{R}^L \), set

\[
\mathbf{\tau} = \sum_{l=1}^{L} w_l v^l \quad \text{and} \quad \mathbf{\tau} = \begin{bmatrix} \tau^1 & \tau^2 & \cdots & \tau^L \end{bmatrix}^T_{1 \times L}.
\]

Finally, define the projection matrix \( P \in \mathbb{R}^{L \times L} \) and the weight matrix \( W \in \mathbb{R}^{L \times L} \) by

\[
P = \begin{bmatrix} w_1 & w_2 & \cdots & w_{L-1} & w_L \\
w_1 & w_2 & \cdots & w_{L-1} & w_L \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
w_1 & w_2 & \cdots & w_{L-1} & w_L \end{bmatrix}_{L \times L}, \quad W = \begin{bmatrix} w_1 & 0 & \cdots & 0 \\
0 & w_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & w_L \end{bmatrix}_{L \times L},
\]

respectively, and the discrete collision operator

\[
Q = \frac{\sigma_t}{\varepsilon} I - \left( \frac{\sigma_t}{\varepsilon} - \varepsilon \sigma_a \right) P = \frac{\sigma_t}{\varepsilon} (I - P) + \varepsilon \sigma_a P.
\]

Given the assumptions \( \sigma_t \) and \( \sigma_a \) in (2.4), it follows that for each fixed \( x \in X \), \( Q \) is a strictly positive definite matrix with inverse \( Q^{-1} = \frac{\sigma_t}{\varepsilon} P + \frac{1}{\varepsilon} (I - P) \). In addition, \( Q \) is symmetric with respect to the weight \( W \), i.e., \( WQ = Q^TW \).
Using the notation above, (2.9) can be rewritten in the compact form

\[(2.16a) \quad \Omega \cdot \nabla u + Q u = \varepsilon f, \quad \text{in } X\]
\[(2.16b) \quad u = \alpha, \quad \text{on } \partial D \times \partial D \times \partial D \times \cdots \partial D \]T.

Here (2.16b) is understood as (2.9b). We have the following existence and uniqueness result of the discrete-ordinate equations (2.16) in \([H^1_\Omega(X)] \cap [L^2(X)]\); \(\Omega \cdot \nabla v \in [L^2(X)]^L\), where \(\Omega \cdot \nabla v\) are the generalized directional derivatives along \(\Omega\).

**Theorem 2.1.** Under Assumptions (2.3)-(2.5), for any fixed \(\varepsilon > 0\), the problem (2.16) has a unique solution \(u \in [H^1_\Omega(X)] \cap [L^2(X)]\).

The space \([H^1_\Omega(X)] \cap [L^2(X)]\) has a well-defined trace, and for any Lipschitz domain \(D \subseteq X\), the following integration by parts formula holds [12, Corollary B.57]: \(\forall u, v \in \{w \in L^2(X); \omega_l \cdot \nabla v \in L^2(X)\}\),

\[(2.17) \quad \int_D \omega_l \cdot \nabla u v \, dx = - \int_D u \omega_l \cdot \nabla v + \int_{\partial D} \omega_l \cdot n u v \, dx, \quad 1 \leq l \leq L.\]

**Lemma 2.2.** Let \(D \subseteq X\) be a Lipschitz surface. Then we have, for \(l = 1, \cdots, L\),

\[(2.18) \quad \int_E \omega_l \cdot n (u|_{D_1} - u|_{D_2}) \, dx = 0,\]

which implies that if \(\omega_l \cdot n \neq 0\), then \(u\) is continuous on \(E\) almost everywhere.

**Proof.** Letting \(v = 1\) in (2.17) yields the divergence formula:

\[(2.19) \quad \int_{\partial D} \omega_l \cdot n u \, dx = \int_D \omega_l \cdot \nabla u \, dx.\]

Let \(D \subseteq X\) be a Lipschitz domain such that \(D = D_1 \cup D_2\) with \(D_1 \cap D_2 = \emptyset\) and \(\overline{D_1} \cap \overline{D_2} = E\), i.e., \(D_1\) and \(D_2\) has a shared surface \(E\). Without loss of generality, we assume \(E\) is a plane and the unit normal \(n\) on \(E\) points from \(D_1\) to \(D_2\). Then by the divergence formula (2.19), we have

\[
\int_{\partial D} \omega_l \cdot n u \, dx = \int_D \omega_l \cdot \nabla u \, dx = \int_{D_1} \omega_l \cdot \nabla u \, dx + \int_{D_2} \omega_l \cdot \nabla u \, dx
\]

\[
= \int_{\partial D_1} \omega_l \cdot n u \, dx + \int_{\partial D_2} \omega_l \cdot n u \, dx
\]

\[
= \int_{\partial D} \omega_l \cdot n u \, dx + \int_E \omega_l \cdot n (u|_{D_1} - u|_{D_2}) \, dx.
\]

Therefore

\[(2.20) \quad \int_E \omega_l \cdot n (u|_{D_1} - u|_{D_2}) \, dx = 0.\]

\[\square\]

2.3. Variational Formulation. Given \(u, v \in [L^2(X)]^L\), define the inner product

\[(2.21) \quad (u, v) = \sum_{l=1}^L w_l \int_X u^l v^l \, dx = \int_X u^T W v \, dx\]
as well as the norms
\begin{equation}
\|u\|_{r,X} = \left(\sum_{l=1}^{L} w_l \|u^l\|^2_{r,X} \right)^{1/2} \quad \text{for } u \in [H^r(X)]^L.
\end{equation}

When \( r = 0 \), we omit the subscripts 0 and \( X \), i.e., \( \|u\| := \|u\|_{0,X} \). Similarly, on the boundary, let
\begin{equation}
(u, v)_{\partial X^{\pm}} = \sum_{l=1}^{L} w_l \int_{\partial X^{\pm}_l} |\omega_l \cdot n| u^l v^l \, dx \quad \text{and} \quad \|u\|_{r,\partial X^{\pm}} = \left(\sum_{l=1}^{L} w_l \|u^l\|^2_{r,\partial X^{\pm}_l} \right)^{1/2},
\end{equation}

where \( \partial X^L \) and \( \partial X^L \) are defined in (2.10). When \( r = 0 \), we omit the subscripts 0.

Finally, set \( \|u\|_{\partial X} = \sqrt{\|u\|^2_{\partial X^-} + \|u\|^2_{\partial X^+}} \).

Multiplying (2.16a) by an arbitrary function \( v \in [H^1_2(X)]^L \), integrating over \( X \), using integration-by-parts, and employing the boundary condition (2.16b), we get a variational formulation of (2.16):
\begin{equation}
a(u, v) = \ell(v), \quad \forall v \in [H^1_2(X)]^L,
\end{equation}

where
\begin{align}
a(u, v) &= -(u, \Omega \cdot \nabla v) + (u, v)_{\partial X^+} + (Qu, v), \\
\ell(v) &= \varepsilon(f, v) + (\alpha, v)_{\partial X^-}.
\end{align}

Since \( u \in [H^1_2(X)]^L \), after another integration-by-parts, the bilinear form \( a(u, v) \) can be rewritten in the following form:
\begin{equation}
a(u, v) = (\Omega \cdot \nabla u, v) + (u, v)_{\partial X^-} + (Qu, v).
\end{equation}

We will denote by
\begin{equation}
(u, v)_Q = (Qu, v) \quad \text{and} \quad \|u\|_Q = (u, u)_Q^{1/2}.
\end{equation}

Since \( Q \) is symmetric with respect to \( W \) and strictly positive definite, \((\cdot, \cdot)_Q\) is an inner product. One verifies that, since \((u - \overline{u}, \overline{u}) = 0\),
\begin{equation}
\|u\|^2_Q = \frac{1}{\varepsilon} \|\sigma_\alpha^{1/2}(u - \overline{u})\|^2 + \varepsilon \|\sigma_\alpha^{1/2}\overline{u}\|^2
\end{equation}

holds for all \( u \in [L^2(X)]^L \). A direct calculation shows that
\begin{equation}
a(u, u) = \|u\|^2_Q + \frac{1}{2} \|u\|^2_{\partial X}.
\end{equation}

2.4. A priori Estimates. The purpose of this subsection is to derive some a priori estimates for the discrete-ordinate equation. We deduce an a priori estimate that is needed for the error analysis. We essentially follow the proof in [14].

Lemma 2.3. Assume that \( \alpha(x, \omega) = \alpha_0(x) + \alpha_1(x, \omega) \) with \( \alpha_0(x) \in \left[H^{1/2}(\partial X)\right]^L \) and \( \alpha_1(x, \omega) \in \left[L^2(\partial X^-)\right]^L \). Then there is a constant \( c \), uniform with respect to \( \varepsilon \), so that
\begin{equation}
\frac{1}{\varepsilon} \|u - \overline{u}\|^2 + \varepsilon \|\overline{u}\|^2 + \|u - \alpha_0\|^2_{\partial X} \leq c \left(\|f\|^2 + \|\alpha_0\|^2_{L^2(\partial X)} \right) \varepsilon + \|\alpha_1\|^2_{\partial X^-}.
\end{equation}
Remark 2.4. A reasonable choice of $\alpha_0(x)$ is $\alpha_0(x) = \overline{\alpha}(x) := \frac{1}{\pi} \int_{\omega \cdot n \in \partial} \omega \cdot n \, d\omega$. However, $\alpha_0(x)$ can be any function which is independent of $\omega$ and we can take $\alpha_0(x) = \alpha(x, \omega)$ when $\alpha(x, \omega)$ is isotropic.

Proof. Let $m \in [H^1(X)]^L$ solve
\begin{equation}
\begin{cases}
\int_X \nabla m \cdot \nabla v \, dx = 0, \\
m|_{\partial X} = \alpha_0.
\end{cases}
\end{equation}
Then by standard elliptic theory (cf. [12, Proposition 2.10]),
\begin{equation}
\|m\|_{1,X} \leq c\|\alpha_0\|_{1/2, \partial X}.
\end{equation}
Since $m$ is isotropic, $(m, v)_Q = (\varepsilon \sigma_n m, v)$, using the representation (2.27) and taking $v = u - m$, we rewrite (2.24) as follows:
\begin{equation}
\begin{split}
a(u - m, u - m) &= \ell(u - m) - a(m, u - m) \\
&= \varepsilon(f, u - m) + (\alpha_1, u - m)_{\partial X_-} - (\Omega \cdot \nabla m + \varepsilon \sigma_n m, u - m).
\end{split}
\end{equation}
By the fact that $m$ is isotropic, the left-hand side of the above equation can be written as
\begin{equation}
\begin{split}
a(u - m, u - m) &= \frac{1}{\varepsilon} \|\sigma^{1/2}_n (u - \overline{u})\|^2 + \varepsilon \|\sigma^{1/2}_n (\overline{u} - m)\|^2 + \frac{1}{2} \|u - m\|^2_{\partial X}.
\end{split}
\end{equation}
Therefore, we infer
\begin{equation}
\begin{split}
\frac{1}{\varepsilon} \|\sigma^{1/2}_n (u - \overline{u})\|^2 + \varepsilon \|\sigma^{1/2}_n (\overline{u} - m)\|^2 + \frac{1}{2} \|u - m\|^2_{\partial X} \\
&= \varepsilon(f, u - m) + (\alpha_1, u - m)_{\partial X_-} - (\Omega \cdot \nabla m + \varepsilon \sigma_n m, u - m) \\
&= 1 + \Pi + \text{III}.
\end{split}
\end{equation}
The rest of the proof consists of bounding each I, II and III above. For the first term, using the Cauchy-Schwarz inequality and noting that $f$ is isotropic, we have
\begin{equation}
I = \varepsilon(f, u - m) \leq \varepsilon \|\sigma_n^{-1/2} f \| \|\sigma_n^{1/2} (u - m)\| \\
\leq \varepsilon \|\sigma_n^{-1}\|_{L^\infty(X)} \|f\|^2 + \frac{\varepsilon}{4} \|\sigma_n^{1/2} (\overline{u} - m)\|^2.
\end{equation}
For the second term, since $u - m = \alpha - \alpha_0$, it follows that
\begin{equation}
\Pi = (\alpha_1, \alpha_1)_{\partial X_-} = \|\alpha_1\|^2_{\partial X_-}.
\end{equation}
We handle the third term as follows:
\begin{equation}
\begin{split}
\text{III} &= -(\Omega \cdot \nabla m + \varepsilon \sigma_n m, u - \overline{u} + \overline{u} - m) \\
&= -(\Omega \cdot \nabla m + \varepsilon \sigma_n m, u - \overline{u}) - (\Omega \cdot \nabla m + \varepsilon \sigma_n m, \overline{u} - m) \\
&= -(\Omega \cdot \nabla m, \overline{u} - u) - (\varepsilon \sigma_n m, \overline{u} - m),
\end{split}
\end{equation}
where, in the last step, we have used the fact that $(\varepsilon \sigma_n m, u - \overline{u}) = 0$ and $(\Omega \cdot \nabla m, \overline{u} - m) = 0$ due to the symmetry. Therefore,\begin{equation}
\begin{split}
\|\text{III}\| &\leq \|\sigma^{1/2}_n \nabla m\| \|\sigma^{1/2}_n (u - \overline{u})\| + \varepsilon \|\sigma_n^{1/2} m\| \|\sigma^{1/2}_n (u - m)\| \\
&\leq \frac{\varepsilon}{2} \|\sigma^{1/2}_n\|_{L^2(X)} \|\nabla m\|^2 + \frac{1}{2\varepsilon} \|\sigma^{1/2}_n (u - \overline{u})\|^2 \\
&\quad + \varepsilon \|\sigma_n\|_{L^2(X)} \|m\|^2 + \frac{\varepsilon}{4} \|\sigma_n^{1/2} (\overline{u} - m)\|^2.
\end{split}
\end{equation}
By inserting all the bounds derived above into (2.33), we finally infer that
\[
\frac{1}{\varepsilon} \left| u - \bar{u} \right|^2 + \varepsilon \left| \alpha_1 \right|^2 \leq c \left( \left| \mathbf{f} \right|^2 + \left| \alpha_0 \right|^2 \right) \varepsilon + 2 \left| \mathbf{u} \right|^2 + 2 \left| \mathbf{m} \right|^2 ,
\]
from which (2.29) follows easily since \( \left| \bar{u} \right|^2 = \left| \bar{u} - m + m \right|^2 \leq \left| \bar{u} - m \right|^2 + \left| m \right|^2 \) and \( \left| m \right|_{\varepsilon X} = \left| m \right|_{\varepsilon X} \) due to the isotropy of \( m \).

Remark 2.5. In [14], the terms I and III are bounded in similar fashion. However, because the analysis in [14] is discrete, the authors construct a bound for a discrete analog of II that is \( O(\varepsilon/h) \), using an inverse inequality.

Remark 2.6. In case \( f \) is not isotropic, define \( \bar{f} = f - \bar{f} \). Then \( I = \varepsilon(f, u - m) = \varepsilon(\bar{f}, u - m) + \varepsilon(f - \bar{f}, u - m) = \varepsilon(\bar{f}, u - m) + \varepsilon(f - \bar{f}, u - \bar{u}) \). With an analogous argument, we have
\[
\frac{1}{\varepsilon} \left| u - \bar{u} \right|^2 + \varepsilon \left| \alpha_1 \right|^2 \leq c \left( \left| \mathbf{f} \right|^2 + \left| \alpha_0 \right|^2 \right) \varepsilon + \left| \mathbf{u} \right|^2 + \varepsilon \left| f - \bar{f} \right|^2 .
\]

Let us denote
\[
\delta := \left| \alpha_1(x, \omega) \right|_{\varepsilon X} .
\]
We have \( \left| u - \alpha_0 \right|_{\varepsilon X} = \left| \alpha_1 \right|_{\varepsilon X} = \delta \leq \sqrt{C\varepsilon + \delta^2} \).

Corollary 2.7. Let \( \delta \) be given in (2.35). Then
\[
\left| u - \bar{u} \right| \leq \sqrt{C\varepsilon + \delta^2} , \quad \left| \bar{u} \right| \leq \sqrt{C + \frac{\delta^2}{\varepsilon}} ,
\]
\[
\left| u - \alpha_0 \right|_{\varepsilon X} \leq \sqrt{C\varepsilon + \delta^2} , \quad \left| u - \alpha_0 \right|_{\varepsilon X} \leq \sqrt{C\varepsilon + \delta^2} .
\]

If we further assume that \( \alpha \) is isotropic, then
\[
(2.36) \quad \left| u - \bar{u} \right| \leq \sqrt{C\varepsilon} , \quad \left| \bar{u} \right| \leq \sqrt{C} , \quad \text{and} \quad \left| u - \alpha_0 \right|_{\varepsilon X} = \left| u - \alpha_0 \right|_{\varepsilon X} \leq \sqrt{C\varepsilon} .
\]

2.5. Discontinuous Galerkin method for spatial discretization. Let \( \mathcal{T}_h \) be a regular family of triangulations/rectangulations of \( X \). The meshes are assumed to be affine to avoid unnecessary technicalities, i.e., \( X \) is assumed to be a polyhedron. Define a finite element space by
\[
V_h^k = \left\{ \{ v \in L^2(S) ; v|_K \in P_k(K) \forall K \in \mathcal{T}_h \} \right\} ,
\]
where \( k \) is a non-negative integer, \( P_k(K) \) denotes the set of all polynomials on \( K \) of a total degree no more than \( k \), and \( Q_k(K) = \{ \sum_j c_j p_j(x)q_j(y) : p_j, q_j, r_j \} \) polynomials of degree \( \leq k \). Define \( h_K := \text{diam}(K) \) and set \( h := \max_{K \in \mathcal{T}_h} h_K \). For \( x \in \partial K \), let \( n_K(x) \) be the outward unit normal to \( K \). Let \( \mathcal{E}_h^i \) be the set of all interior faces of \( \mathcal{T} \) and assign a unit normal direction \( n_e \) to each \( e \in \mathcal{E}_h^i \). Define \( V_h = \{ V_h^k \}_{k=1}^\infty \), and write a generic element in \( V_h \) as \( \mathbf{v}_h = \{ v_h^j \}_{j=1}^\infty \).
We introduce the following notation. For $\mathbf{u}, \mathbf{v} \in [L^2(K)]^L$, $[L^2(\mathcal{E}_h)]^L$, or $[L^2(\mathcal{E}_h^e)]^L$, respectively,

\[
(u, v)_K = \sum_{e=1}^{L} \int_K u^T W v \, d\mathbf{x}, \quad \|u\|_K = (u, u)_K^{1/2};
\]

\[
(u, v)_e = \sum_{e=1}^{L} \int_e u^T W v \, d\mathbf{x}, \quad \|u\|_e = (u, u)_e^{1/2},
\]

\[
(u, v)_{\mathcal{E}_h}^e = \sum_{e \in \mathcal{E}_h} \int_e (\mathbf{\Omega} \cdot \mathbf{n}_e \mathbf{u})^T W v \, d\mathbf{x}, \quad \|u\|_{\mathcal{E}_h}^e = (u, u)_{\mathcal{E}_h}^e^{1/2}.
\]

Here, $\mathbf{\Omega} \cdot \mathbf{n}_e \mathbf{u} := [\omega_1 \cdot \mathbf{n}_e u_1 \cdots \omega_L \cdot \mathbf{n}_e u_L]^T$ (cf. (2.14)). For an interior face $e$, let $K^+$ and $K^-$ be two adjacent tetrahedrons sharing $e$ and the unit normal $\mathbf{n}_e$ points from $K^+$ to $K^-$. For a scalar-valued function $v$, we write $v^+ = v|_{K^+}$ and $v^- = v|_{K^-}$. Then define the jump of $v$ on $e$ by $\llbracket v \rrbracket = v^+ - v^-$ and the average of $v$ on $e$ by $\langle v \rangle = (v^+ + v^-)/2$.

The discontinuous Galerkin approximation $\mathbf{u}_h \in \mathbf{V}_h$ is locally defined by requiring, for each $K \in \mathcal{T}_h$,

\[
(\mathbf{\Omega} \cdot \mathbf{n}_K \mathbf{\hat{u}}_h, \mathbf{v}_h)_\partial K - (\mathbf{u}_h, \mathbf{\Omega} \cdot \nabla \mathbf{v}_h)_K + (Q \mathbf{u}_h, \mathbf{v}_h)_K
\]

\[
= \varepsilon(f, \mathbf{v}_h)_K, \quad \forall \mathbf{v}_h \in [P_h(K)]^L \text{ or } [Q_h(K)]^L .
\]

Here, the upwind trace $\mathbf{\hat{u}}^i_K$ is defined by the formula

\[
\mathbf{\hat{u}}^i_h(x) = \lim_{\tau \to 0^+} \mathbf{u}_h^i(x - \tau \mathbf{w}_i), \quad x \in \mathcal{E}_h.
\]

While other definitions of the numerical trace can be used, the upwind definition allows for increased computational efficiency via sweeping [22].

To obtain a global formulation, we define the bilinear form $a_h : \mathbf{V}_h \times \mathbf{V}_h \to \mathbb{R}$ by

\[
a_h(\mathbf{u}_h, \mathbf{v}_h) = \sum_{e \in \mathcal{E}_h} \int_e (\mathbf{\Omega} \cdot \mathbf{n}_e \mathbf{\hat{u}}_h)^T W \llbracket \mathbf{v}_h \rrbracket \, d\mathbf{x} - \sum_K (\mathbf{u}_h, \mathbf{\Omega} \cdot \nabla \mathbf{v}_h)_K
\]

\[
+ (\mathbf{u}_h, \mathbf{v}_h)_{\mathcal{E}_h} + (Q \mathbf{u}_h, \mathbf{v}_h).
\]

Let $\mathbf{V}_h = [H^1_0(X)]^L + \mathbf{V}_h$. As discussed in Section 2.2, elements of $[H^1_0(X)]^L$ have a well-defined trace. Therefore, $a_h$ can be naturally extended to $\mathbf{V}_h \times \mathbf{V}_h$. After applying another integrating by parts applied to (2.39), the bilinear form $a_h$ can be rewritten in the following, which will be useful later:

\[
a_h(\mathbf{u}_h, \mathbf{v}_h) := - \sum_{e \in \mathcal{E}_h} \int_e (\mathbf{\Omega} \cdot \mathbf{n}_e \llbracket \mathbf{u}_h \rrbracket)^T W \mathbf{v}_h \, d\mathbf{x} + \sum_K (\mathbf{\Omega} \cdot \nabla \mathbf{u}_h, \mathbf{v}_h)_K
\]

\[
+ (\mathbf{u}_h, \mathbf{v}_h)_{\mathcal{E}_h} + (Q \mathbf{u}_h, \mathbf{v}_h),
\]

where the downwind trace $\mathbf{\hat{u}}^d_K$ is defined by

\[
\mathbf{\hat{u}}^d_h(x) = \lim_{\tau \to 0^+} \mathbf{u}_h^d(x + \tau \mathbf{w}_i), \quad x \in \mathcal{E}_h.
\]

The discrete-ordinate DG method can be cast as follows.

**Problem 2.1.** Find $\mathbf{u}_h \in \mathbf{V}_h$ such that

\[
a_h(\mathbf{u}_h, \mathbf{v}_h) = \ell(\mathbf{v}_h), \quad \forall \mathbf{v}_h \in \mathbf{V}_h,
\]

where $a_h$ and $\ell$ are given in (2.39) and (2.26), respectively.
Lemma 2.8 (Stability). For all $v_h \in V_h$,
\begin{equation}
(2.42) \quad a_h(v_h, v_h) = \|v_h\|_Q^2 + \frac{1}{2}\|v_h\|_{\Omega}^2 + \frac{1}{2}\|v_h\|_{E_h}^2.
\end{equation}

Proof. By using the relation
\[ \sum_{K}(v_h, \Omega \cdot \nabla v_h)_K = \sum_{e \in E_h} (\Omega \cdot n_e \{v_h\} e, \|v_h\|)_e + \frac{1}{2}\|v_h\|^2_{\Omega} - \frac{1}{2}\|v_h\|^2_{E_h}, \]
and the fact that $\Omega \cdot n_e \hat{v}_h = \Omega \cdot n_e \{v_h\} + \frac{1}{2} \Omega \cdot n_e \|v_h\|$, we find that
\[ \sum_{e \in E_h} (\Omega \cdot n_e \hat{v}_h, \|v_h\|)_e - \sum_K(v_h, \Omega \cdot \nabla v_h)_K \]
\[ = \frac{1}{2}\sum_{e \in E_h} \left( \|\Omega \cdot n_e \{v_h\} \|v_h\|e \right. - \frac{1}{2}\|v_h\|^2_{\Omega} + \frac{1}{2}\|v_h\|^2_{E_h}, \]
from which (2.42) follows. \qed

3. Error Analysis

In this section, we establish bounds on the error $u - u_h$.

3.1. Assumptions. We make the following assumptions

Assumption 1. For some $r > 1$, $u \in [H^r(X)]^L$ with
\begin{equation}
(3.1) \quad \|u - \bar{u}\|_{r, X} \leq \sqrt{C\varepsilon^2 + \delta^2\varepsilon}, \quad \|\bar{u}\|_{r, X} \leq \sqrt{C + \frac{\delta^2}{\varepsilon}}.
\end{equation}

Assumption 2. For some $r > 0$,
\begin{equation}
(3.2) \quad \|u - \bar{u}\|_{r, \partial X_+} \leq \sqrt{C\varepsilon + \delta^2}, \quad \|u - \bar{u}\|_{r, \partial X} \leq \sqrt{C\varepsilon + \delta^2}.
\end{equation}

Remark 3.1. From Corollary 2.7 and setting $\alpha_0 = \bar{u}$, we know that the above assumptions are true when $r = 0$. Assuming $\sigma_i(x), \sigma_s(x)$ and $f(x)$ are smooth enough and taking any partial derivative $\partial_i$ ($i = 1, 2, 3$) of (2.16) with respect to $x$, $y$ or $z$, respectively, we have
\[ \Omega \cdot \nabla (\partial_i u) + Q(\partial_i u) = \varepsilon \partial_i f - (\partial_i Q)u, \quad \text{in } X \]
\[ \partial_i u = \beta_i, \quad \text{on } [\partial X^1 \bar{X}^2 \cdots \bar{X}^L]^T, \]
where $\beta_i := \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \partial_i u^e(x + \varepsilon \omega)$ on $\bar{X}_L^-$. With estimate (2.34), we have
\[ \frac{1}{\varepsilon}\|\partial_i u - \bar{u}\|^2 + \varepsilon\|\bar{u}\|^2 + \varepsilon^2\|\beta_0\|^2_{\partial X_+} \leq c \left( \|\bar{u}\|^2 + \|u - \bar{u}\|^2 + \|\beta_0\|^2_{1/2, \partial X} \right) \varepsilon + \|\beta_1\|^2_{\partial X_+} + \varepsilon^3\|\partial_i \bar{f} - \partial_i f\|^2.
\]
If $\|\beta_1\|^2_{\partial X_+} \approx |\alpha_1|^2_{\partial X_+}$, then Corollary 2.7 remains true for $\partial_i u$, i.e., Assumptions 1 and 2 hold for $r = 1$.

Assumption 3. $\bar{u}$ is the trace of a function in $V_h$. 
Remark 3.2. Assumption 3 is not strictly necessary. If \( \overline{\alpha} \) is not the trace of a function in \( V_h \), we can construct an approximation \( \overline{\alpha}_h \) of \( \overline{\alpha} \). Let \( u' \) and \( u'_h \) be the solutions defined in (2.24) and (2.41), respectively, with the isotropic part of the boundary condition replaced by \( \overline{\alpha}_h \). Then \( \| u - u'_h \| \leq \| u - u' \| + \| u' - u'_h \| \). It can be shown that \( \| u - u' \| \) is uniformly bounded by \( \| \overline{\alpha} - \overline{\alpha}_h \| \). In fact, set \( w = u - u' \). Then \( w \) satisfies

\[
\Omega \cdot \nabla w + Q w = 0, \quad \text{in} \ X
\]

\[
w = \overline{\alpha} - \overline{\alpha}_h, \quad \text{on} \ [\partial X^1, \ \partial X^2, \ \cdots, \ \partial X^L]^T.
\]

By employing Lemma 2.3, we have

\[
\| w \| \leq c(1 + \varepsilon) \| \overline{\alpha} - \overline{\alpha}_h \|_{1/2, \partial X}.
\]

Therefore the rest of the paper is unchanged but for perturbations involving \( \| \overline{\alpha} - \overline{\alpha}_h \|_{1/2, \partial X} \).

Recall that, by Lemma 2.2, \( u^l \) is continuous on \( \mathcal{E}_h^l \) a.e. if \( \omega_l \cdot n \neq 0 \), \( l = 1, \cdots, L \). Therefore, we have

\[
\omega_l \cdot n \| u^l \| = 0 \quad \text{a.e.,} \quad l = 1, \cdots, L.
\]

3.2. General strategy. The error analysis for \( u - u_h \) is based on the following lemma, which is similar to the second Strang lemma (cf. [7]) in error analysis of nonconforming element methods. Readers can refer to [16] for the proof of a scalar version.

Lemma 3.3. Let \( \{ W_h \}_{h>0} := \{ [W_h]^L \}_{h>0} \) be a family of finite-dimensional product spaces equipped with norms \( \{ \| \cdot \|_h \}_{h>0} \). Let \( b_h(\cdot, \cdot) \) be a uniformly coercive bi-linear form over \( W_h \times W_h \), i.e., there exists a positive constant \( \gamma \) independent of \( h \) such that

\[
\gamma \| w_h \|^2_h \leq b_h(w_h, w_h), \quad \forall w_h \in W_h.
\]

Let \( Z = [Z]^L \) be the product space of an (infinite dimensional) function space \( Z \) and assume \( v \) is a vector of functions such that \( b_h(v, w_h) \) is well-defined and \( |b_h(v, w_h)| < C \) for all \( w_h \in W_h \). Let \( v_h \in W_h \) satisfy

\[
 b_h(v - v_h, w_h) = 0, \quad \forall w_h \in W_h.
\]

Then

\[
\| v - v_h \|_h \leq \inf_{w_h \in W_h} \left\{ \| v - w_h \|_h + \frac{1}{\gamma} \sup_{w_h \in W_h} b_h(v - w_h, w_h) \right\}.
\]

We now construct an upper bound for (3.6). For any \( K \in \mathcal{T}_h \), let \( I_h \) be an interpolation operator from \( L^2(K) \) onto \( P_h(K) \). We require that: (i) the restriction of \( I_h \) to any face \( e \subset K \) is uniquely determined by the interpolation points on \( e \); and (ii) two adjacent elements have the same interpolation points on their shared edge/surface. Commonly employed nodal finite elements satisfy such requirement (see, e.g., [5, Chapter 3] or [7, Theorem 2.2.1]). Then by a scaling argument and a trace theorem, we can easily obtain the following result (see, e.g., [3, 5, 7]).

Lemma 3.4 (Polynomial interpolation error estimate). Let \( k = \deg(I_h) \). Then for all \( v \in H^r(K) \) with \( r > 0 \) and \( K \in \mathcal{T}_h \),

\[
(3.7) \quad \| (I - I_h)v \|_{s,K} \leq h_K^{\min(r,k+1) - s} \| v \|_{r,K}, \quad \| (I - I_h)v \|_{0,\partial K} \leq h_K^{\min(r,k+1) - 1/2} \| v \|_{r,K},
\]
Define the norm $\|\cdot\|_{h,e}$ over $V(h)$ by

$$\|v_h\|_{h,e}^2 := \varepsilon a_h(v_h, v_h) = \varepsilon \left( \|v_h\|^2_Q + \frac{1}{2} \|v_h\|^2_{\mathcal{E} h} + \frac{1}{2} \|\nabla v_h\|^2_{\mathcal{E} h} \right).$$  \tag{3.8}$$

Here, the scale $\varepsilon$ is applied to compensate for the factor of $1/\varepsilon$ appeared in $\|\cdot\|_Q$.

Below we establish the conditions of Lemma 3.3 for the bilinear form $a_h(\cdot, \cdot)$, the norm $\|\cdot\|_{h,e}$, and $\gamma = 1/\varepsilon$. By (2.38) and the definitions (2.39) and (2.26), we have

$$a_h(u, v_h) = \ell(v_h), \quad \forall v_h \in V_h. \tag{3.9}$$

Subtract (2.41) from the above equality to obtain the Galerkin orthogonality

$$\|v_h\|^2_{h,e} = \varepsilon a_h(v_h, v_h), \quad \forall v_h \in V_h. \tag{3.10}$$

By Lemma 2.8 and (3.8), we have

$$\|v_h\|^2_{h,e} \leq \|v_h\|^2_{h,e} + \sup_{v_h \in V_h} \varepsilon a_h(u - \mathcal{I}_h u, v_h) \leq \|\mathcal{I}_h u\|_{h,e}. \tag{3.11}$$

As a result,

$$\|u - u_h\|_{h,e} \leq \|u - \mathcal{I}_h u\|_{h,e} + \varepsilon \sup_{v_h \in V_h} \frac{a_h(u - \mathcal{I}_h u, v_h)}{\|v_h\|_{h,e}}. \tag{3.12}$$

### 3.3. Bounds for the terms in the right hand side of (3.12).

**Lemma 3.5.** If Assumptions 1 and 2 hold, and further assume that, for $k = 0$, $u$ is Lipschitz continuous, then we have

$$\|u - \mathcal{I}_h u\|_{h,e} \leq \begin{cases} \sqrt{C_\varepsilon + 3(C\varepsilon^2 + \delta^2\varepsilon)} h^{\min(r,1)}, & \text{if } k = 0, \\ \sqrt{3(C\varepsilon^2 + \delta^2\varepsilon)} h^{\min(r,k+1)}, & \text{if } k \geq 1. \end{cases} \tag{3.13}$$

**Proof.** By the definition of $\|\cdot\|_{h,e}$,

$$\|u - \mathcal{I}_h u\|_{h,e}^2 = \varepsilon \|u - \mathcal{I}_h u\|_Q^2 + \varepsilon \frac{1}{2} \|u - \mathcal{I}_h u\|^2_{\mathcal{E} h} + \varepsilon \|\mathcal{I}_h u\|_{\mathcal{E} h}^2. \tag{3.14}$$

We will estimate each term on the right-hand side of the above equality.

For the first term, the assumption in (3.1) and the interpolation estimate (3.7) imply that

$$\|u - \mathcal{I}_h u\|_Q^2 \leq \frac{1}{\varepsilon} \|\sigma_{\alpha}^{-1/2}(I - \mathcal{I}_h)(u - \overline{u})\|^2 + \varepsilon \|\sigma_{\alpha}^{-1/2}(I - \mathcal{I}_h)\overline{u}\|^2
\leq \frac{1}{\varepsilon} h^{2\min(r,k+1)}(C\varepsilon^2 + \delta^2\varepsilon) + \varepsilon h^{2\min(r,k+1)}(C + \delta^2) \tag{3.15}$$

For the second term, since $\mathcal{I}_h \overline{\alpha} = \overline{\alpha}$, and by (3.2), we have

$$\varepsilon \|u - \mathcal{I}_h u\|_{\mathcal{E} h}^2 \leq \varepsilon \|I - \mathcal{I}_h\|_{\mathcal{E} h}^2 \|u - \overline{\alpha}\|^2_{\mathcal{E} h} \leq h^{2\min(r,k+1)} \varepsilon \|u - \overline{\alpha}\|^2_{\mathcal{E} h} \tag{3.16}$$

For the third term, let us denote by $K_1$ and $K_2$ the two elements sharing a surface $e$, and for a scalar component $u^l$ of $u$, write $u^l_1 := u^l|_{K_1}$ and $u^l_2 := u^l|_{K_2}$. When $k \geq 1$, we notice that, for the nodal-based interpolation $\mathcal{I}_h$, the interpolation on each surface for an element is uniquely determined by the interpolation nodes. Therefore, we have

$$\| (I - \mathcal{I}_h)u^l \|_e = \|(I - \mathcal{I}_h)(u^l_1 - u^l_2)\|_e = \|(I - \mathcal{I}_h)\|_{\mathcal{E} h} \|u^l\|_e, \tag{3.17}$$
where $\bar{I}_h$ is the interpolation operator on $e$. Therefore, by (3.3), for $k \geq 1$,
\[
(3.18) \quad \int_e |\omega_l \cdot n| \left\| (u^l - I_h u^l)^e \right\|^2 \, dx = \int_e |\omega_l \cdot n| \left\| (I - \bar{I}_h)(u^l)^e \right\|^2 \, dx = 0.
\]

However, for $k = 0$, $I_h u^l$ is a piecewise constant, additional discontinuities with order of $O(1)$ are created along each $e \in \mathcal{E}_h$. Owing to the assumption that $u^l$ is Lipschitz continuous, we can further have $\left\| (I - I_h)u^l \right\| \leq C'h$, where $C'$ is a constant. Therefore, for $k = 0$,
\[
(3.19) \quad \sum_{l=1}^L w_l \sum_{e \in \mathcal{E}_h} \int_e |\omega_l \cdot n| \left\| (u^l - I_h u^l)^e \right\|^2 \, dx = \sum_{l=1}^L w_l \int_e |\omega_l \cdot n| \left\| (I - \bar{I}_h)(u^l)^e \right\|^2 \, dx \leq C'h^2,
\]
from which the third term can be estimated by
\[
(3.20) \quad \epsilon \left\| u - I_h u \right\|_{l,\epsilon}^2 = \epsilon \sum_{l=1}^L w_l \sum_{e \in \mathcal{E}_h} \int_e |\omega_l \cdot n| \left\| (u^l - I_h u^l)^e \right\|^2 \, dx \leq \epsilon C'h^2, \quad \text{if } k = 0,
\]
\[
= 0, \quad \text{if } k \geq 1.
\]
Therefore
\[
(3.21) \quad \left\| u - I_h u \right\|_{l,\epsilon}^2 \leq \begin{cases} 
C' \epsilon h^2 + 3(C\epsilon^2 + \delta^2 \epsilon) h^2 \min\{r, 1\}, & \text{if } k = 0, \\
3(C\epsilon^2 + \delta^2 \epsilon) h^2 \min\{r, k+1\}, & \text{if } k \geq 1,
\end{cases}
\]
from which (3.13) follows. \(\square\)

**Lemma 3.6.** Under Assumptions 1 and 2, for $k \geq 1$,
\[
(3.22) \quad \epsilon |a_h(u - I_h u, v_h)| \lesssim h^{\min\{r, k+1\}} \left( C\epsilon^2 + \delta^2 \epsilon \right)^{1/2} \left\| v_h \right\|_{l,\epsilon}.
\]

Proof. Using the definition in (2.40), we write $a_h(u - I_h u, v_h) = I + \Pi + \Pi I + IV$, where
\[
(3.23) \quad I := - \sum_{e \in \mathcal{E}_h} \int_e (\Omega \cdot n_e) \left\| u - I_h u \right\|^2 W \tilde{v}_h \, dx,
\]
\[
(3.24) \quad \Pi := \sum_K \int_K (\Omega \cdot \nabla (u - I_h u)) \left\| W v_h \right\| dx = \sum_K (\Omega \cdot \nabla (u - I_h u), v_h)_K,
\]
\[
(3.25) \quad \Pi I := (u - I_h u, v_h)_{\Omega \times \Omega}, \quad IV := (u - I_h u, v_h)_Q.
\]
To bound $I$, we have, for $k \geq 1$, similar to (3.18),
\[
(3.26) \quad I = - \sum_{e \in \mathcal{E}_h} \int_e (\Omega \cdot n_e (I - \tilde{I}_h) \left\| u \right\|^2) W \tilde{v}_h \, dx = 0.
\]
The second term can be handled as follows:
\[
|\Pi| \lesssim \sum_K \left| (\Omega \cdot \nabla (u - I_h u - u - I_h u + u - I_h u), v_h - \tilde{v}_h + \bar{v}_h)_K \right|
\begin{align*}
&= \sum_K \left| (\Omega \cdot \nabla (u - I_h u - u - I_h u), v_h - \tilde{v}_h)_K \\
&\quad + (\Omega \cdot \nabla (u - I_h u - u - I_h u), \bar{v}_h)_K.
\end{align*}
\]
The third term is bounded using Assumption 3, which implies that

\[ \text{III} = \left| \left( (u - \overline{u}) + (I - I_h)(\overline{u} - u), v_h \right)_{\partial X_-} \right| \]

= 0 based on Assumption 3

\[ \leq h_{\min(r,k+1)} \| u - \overline{u} \|_{\partial X_-} \| v_h \|_{\partial X_-} \]

\[ \leq \frac{1}{\varepsilon} h_{\min(r,k+1)} \sqrt{C \varepsilon + \delta^2 \varepsilon^2} \| v_h \|_{h,\varepsilon}. \]  

The fourth term is bounded using (3.15):

\[ \text{IV} \leq \| u - I_h u \|_Q \| v_h \|_Q \leq \frac{1}{\varepsilon} h_{\min(r,k+1)} \sqrt{2(C \varepsilon^2 + \delta^2 \varepsilon^2)} \| v \|_{h,\varepsilon}. \]

By combining (3.26) – (3.29), (3.22) follows. \qed

**Lemma 3.7.** Under Assumptions 1 and 2, for \( k = 0 \),

\[ \varepsilon |a_h(u - I_h u, v_h)| \leq h_{\min(r,1)} 3(C \varepsilon^2 + \delta^2 \varepsilon^2)^{1/2} \| v \|_{h,\varepsilon} \]

\[ + h_{\min(r,1)-1/2} \left( \sqrt{C \varepsilon^3 + \delta^2 \varepsilon^3} + \sqrt{C \varepsilon^3} + \delta \right) \| v \|_{h,\varepsilon} \]

\[ + h_{\min(r,1)-1} \left( (C \varepsilon^4 + \delta^2 \varepsilon^3)^{1/2} + 2(C \varepsilon^2 + \delta^2 \varepsilon)^{1/2} \right) \| v \|_{h,\varepsilon}. \]
Proof: Using the definition (2.39) of $a_h$, we write $a_h(u - I_h u, v_h) = I + II + III + IV$, where

\begin{align}
I &:= ((I - I_h)\hat{u}, [v_h])_{E_h}, \\
II &:= -\sum_K (u - I_h u)^T W(\Omega \cdot \nabla v_h) \, dx, \\
III &:= (u - I_h u, v_h)_{\partial X_+}, \quad IV := (u - I_h u, v_h)_Q.
\end{align}

To bound $I$, we have

\begin{align}
|I| &= |((I - I_h)(\bar{u} - \bar{u}), [v_h])_{E_h} + ((I - I_h)\bar{u}, [v_h])_{E_h}| \\
&\leq \|(I - I_h)(\bar{u} - \bar{u})\|_{E_h} \|\nabla [v_h]\|_{E_h} + \|(I - I_h)\bar{u}\|_{E_h} \|\nabla [v_h]\|_{E_h} \\
&\leq h^{\min(r,1) - 1/2} \left( \|\bar{u} - \bar{u}\|_{r, X} + \|\bar{u}\|_{r, X} \right) \|\nabla [v_h]\|_{E_h} \\
&\leq \frac{1}{\varepsilon} h^{\min(r,1) - 1/2} \left( C\varepsilon^3 + \delta^2 \varepsilon^2 + \sqrt{C\varepsilon + \delta} \right) \|\nabla [v_h]\|_{h, \varepsilon}.
\end{align}

The second term can be handled using an inverse inequality:

\begin{align}
|II| &= \sum_K |(u - I_h u, \bar{u} - I_h \bar{u}, \Omega \cdot \nabla (v_h - \bar{v}_h))_K \\
&\quad + (u - I_h u, \bar{u} - I_h \bar{u}, \Omega \cdot \nabla \bar{v}_h)_K \\
&\quad + (u - I_h u, \Omega \cdot \nabla (v_h - \bar{v}_h))_K + (u - I_h u, \Omega \cdot \nabla \bar{v}_h)_K | \\
&\leq \sum_K \left( \|(I - I_h)(u - \bar{u})\|_K \|\Omega \cdot \nabla (v_h - \bar{v}_h)\|_K \\
&\quad + \|(I - I_h)(u - \bar{u})\|_K \|\Omega \cdot \nabla \bar{v}_h\|_K + \|(I - I_h)(u - \bar{u})\|_K \|\nabla \bar{v}_h\|_K \\
&\quad + \|(I - I_h)(u - \bar{u})\|_K \|\nabla \bar{v}_h\|_K \right) \\
&\leq \frac{1}{\varepsilon} h^{\min(r,1) - 1} \left( C\varepsilon^4 + \delta^2 \varepsilon^3 \right)^{1/2} + 2 \left( C\varepsilon^2 + \varepsilon \delta^2 \right)^{1/2} \|\nabla [v_h]\|_{h, \varepsilon}.
\end{align}

For the third term, similar to the third term in Lemma 3.6, since $I_h \bar{v}_h(x) = \bar{v}_h(x)$, we have

\begin{align}
|III| &= |((I - I_h)(u - \bar{u}), v_h)_{\partial X_+}| \\
&\leq \frac{1}{\varepsilon} h^{\min(r,k+1)} \sqrt{C\varepsilon^2 + \delta^2 \varepsilon} \|v_h\|_{h, \varepsilon}.
\end{align}

The fourth term is the same as the one in Lemma 3.6, which can be estimated by:

\begin{align}
|IV| &\leq \frac{1}{\varepsilon} h^{\min(r,k+1)} \sqrt{2(C\varepsilon^2 + \delta^2 \varepsilon)} \|v\|_{h, \varepsilon}.
\end{align}

Hence, by combining (3.34) - (3.37), (3.30) follows. \qed
3.4. **Summary of results.** The final estimate for $|||u - u_h|||_{h,\varepsilon}$ follows from (3.12), Lemma 3.5, Lemma 3.6, and Lemma 3.7.

**Theorem 3.8.** If Assumptions 1 and 2 hold, and further assume that for $k = 0$, $u$ is Lipschitz continuous, then we have, for $k = 0$,

$$
|||u - u_h|||_{h,\varepsilon} \leq \sqrt{\frac{C}{h}} \varepsilon^{1/2} h + h^{\min(r,1)} \left( 6(C\varepsilon^2 + \delta^2\varepsilon)^{1/2} + \frac{1}{2}(C\varepsilon^4 + \delta^2\varepsilon^3)^{1/2} + 2(C\varepsilon^2 + \delta^2\varepsilon)^{1/2} \right);
$$

for $k \geq 1$,

$$
|||u - u_h|||_{h,\varepsilon} \leq h^{\min(r,k+1)} \left( 6(C\varepsilon^2 + \delta^2\varepsilon)^{1/2} + \frac{1}{2}(C\varepsilon^4 + \delta^2\varepsilon^3)^{1/2} + 2(C\varepsilon^2 + \delta^2\varepsilon)^{1/2} \right).
$$

The definition of $|||u - u_h|||_{h,\varepsilon}$ norm implies the following $L^2$ error bounds.

**Corollary 3.9.** Under the assumptions of Theorem 3.8, for $k = 0$,

$$
||u - u_h|| \leq \sqrt{\frac{C}{h}} (\varepsilon^{1/2} + \varepsilon^{-1/2}) h + 6h^{\min(r,1)} \left( (C\varepsilon^2 + \delta^2\varepsilon)^{1/2} + (C + \delta^2\varepsilon^{-1})^{1/2} \right)
$$

for $k \geq 1$,

$$
||u - u_h|| \leq 6h^{\min(r,k+1)} \left( (C\varepsilon^2 + \delta^2\varepsilon)^{1/2} + (C + \delta^2\varepsilon^{-1})^{1/2} \right)
$$

If, in addition the boundary condition is isotropic, i.e. $\delta = 0$, then $k = 0$,

$$
||u - u_h|| \leq (\varepsilon^{1/2} + \varepsilon^{-1/2}) h + h^{\min(r,1)} (\varepsilon + 1)
$$

for $k \geq 1$,

$$
||u - u_h|| \leq h^{\min(r,k+1)} (\varepsilon + 1) + h^{\min(r,k+1)-1} (\varepsilon^2 + \varepsilon + 1).
$$

It is well known that $V^0_h$ (the function space that consists of piecewise constants) does not achieve the diffusion limit [21]. This fact is reflected by several terms in eq. (3.40) that scales poorly with $\varepsilon$. Even when $\delta = 0$, several of these terms remain. For $k \geq 1$ the only “bad” term in (3.41) is the $O(\delta\varepsilon^{-1/2})$ term that appears due to the anisotropy in the boundary condition. However, even when the boundary condition is isotropic ($\delta = 0$), the established convergence rate is not quite optimal. In the next section, we show that the rate can be made optimal for one-dimensional slab geometries and isotropic boundary conditions. We also discuss an approach to control the boundary layer error when $\delta \neq 0$. 


4. Error analysis for the case of one-dimension slab geometry

The error analysis above follows the framework developed in Section 3 and is applicable to fairly general settings. However, in one-dimensional slab geometries, better convergence results can be derived. Since it is already known that DG methods do not perform well when \( k = 0 \), we focus here on the case \( k \geq 1 \).

In slab geometry \([23]\), the RTE takes the form

\[
\begin{align*}
(4.1a) & \quad \mu \frac{\partial u}{\partial \mu} + \frac{\sigma_t(x)}{\varepsilon} u = \left( \frac{\sigma_t(x)}{\varepsilon} - \varepsilon \sigma_a(x) \right) \int_{-1}^{1} u(x, \mu) \, d\mu + \varepsilon f, \quad x \in I := (a, b), \\
(4.1b) & \quad u(a, \mu) = \alpha_0(\mu) \text{ if } \mu > 0, \quad u(b, \mu) = \alpha_r(\mu) \text{ if } \mu < 0.
\end{align*}
\]

where \( \mu \in [-1, 1] \) is the \( x \)-coordinate of \( \omega \), \( u = u(x, \mu) \), \( f = f(x) \), and \( d\mu \) is the normalized measure on \((-1, 1)\). The discrete-ordinate equation can still be written in the form \((2.16)\) so that all the notations and formulas in Section 2 can be kept.

4.1. Error analysis. Following \([9]\), our analysis relies on the Radau projection \( \mathcal{R}_h \). Given a direction \( \mu_l \neq 0^2 \) and an interval \( I = (a, b) \), let \( x^\text{out}_l = (b + a)/2 + \text{sgn}(\mu_l)(b - a)/2 \) be the outflow point of \( I \). Then for \( k \geq 1 \), \( \mathcal{R}_h \) is uniquely defined by the conditions

\[
(4.2a) \quad (\mathcal{R}_h u - u, v)_I = 0, \quad \forall v \in \mathcal{P}^{k-1}(I), \\
(4.2b) \quad \mathcal{R}_h u(x^\text{out}_l) = u(x^\text{out}_l).
\]

Lemma 4.1 (see, e.g., \([9]\)). Assume \( u \in H^r(I) \). Then on each interval \( I \),

\[
\| u - \mathcal{R}_h u \|_I \leq C h^\min\{r,k+1\} \| u \|_{r,I},
\]

where \( C \) depends only on \( k \).

We apply Lemma 3.3 with \( w_h = \mathcal{R}_h u \) and use the \( \| \cdot \|_Q \) norm. Then

\[
\| u - u_h \|_Q \leq \| u - \mathcal{R}_h u \|_Q + \sup_{v_h \in \mathcal{V}_h} \frac{a_h(u - \mathcal{R}_h u, v_h)}{\|v_h\|_Q}.
\]

An estimate for the first term on the right-hand side of \((4.4)\) is already obtained in Lemma 3.5, i.e.,

\[
\| u - \mathcal{R}_h u \|_Q \leq \sqrt{2(C \varepsilon + \delta^2)} \, h^{\min\{r,k+1\}}.
\]

For the second term, we have the following lemma.

Lemma 4.2. Under Assumption 1,

\[
a_h(u - \mathcal{R}_h u, v_h) \leq \sqrt{C \varepsilon + \delta^2} \, h^{\min\{r,k+1\}} \| v \|_Q.
\]

Proof. As in Lemma 3.6, we write \( a_h(u - \mathcal{R}_h u, v_h) = I + II + III + IV \), where

\[
(4.6) \quad I := - \sum_{e \in \mathcal{E}_h} \int_e (\Omega \cdot \mathbf{n}_e (u - \mathcal{R}_h u))^T W \|v_h\|_e \, dx,
\]

\[
(4.7) \quad II := - \sum_{K} \int_K (u - \mathcal{R}_h u)^T W (\Omega \cdot \nabla v_h) \, dx,
\]

\[
(4.8) \quad III := (u - \mathcal{R}_h u, v_h)_{\mathcal{V}_h}, \quad IV := (u - \mathcal{R}_h u, v_h)_Q.
\]

\[\text{In slab geometries, quadratures with the ordinate } \mu_l = 0 \text{ are rarely used in practice; even so, } \mathcal{R}_h \text{ can be defined as the usual } L^2\text{-orthogonal projection in this case, since the advection terms vanish.} \]
However, now because of the property (4.2b), $I = \text{III} = 0$, and from (4.2a), $II = 0$. Meanwhile, the argument from Lemma 3.6 gives

\[ IV \leq h_{\min(r,k+1)} \sqrt{2(C\varepsilon + \delta^2)} \| v_h \|_Q, \]

from which (4.6) follows.

Together (4.5) and (4.6) imply that

\[ u \leq u_0 \leq \lambda v, \]

from which we have the following theorem.

**Theorem 4.3.** Under Assumption 1, for $k \geq 1$,

\[ \| u - u_h \|_Q \lesssim \left( \sqrt{C\varepsilon^2 + \delta^2} + \sqrt{C + \delta^2} \right) h_{\min(r,k+1)}. \]

Furthermore, if $\delta = 0$, then

\[ \| u - u_h \|_Q \lesssim (\varepsilon + 1) h_{\min(r,k+1)}. \]

Thus we obtain the optimal convergence order of $k + 1$ for $k \geq 1$ when the boundary condition is isotropic.

### 4.2. Anisotropic boundary conditions in one-dimension parallel slab geometry case.

When the boundary condition $\alpha$ is anisotropic, we use the blended approach proposed in [27], which combines the given kinetic boundary condition with the isotropic boundary condition that results in the diffusion limit. This condition is understood as the leading order approximation of the kinetic distribution after the boundary layer transition [15].

Let $v$ solve

\[ \omega \cdot \nabla v + Qv = \varepsilon f, \quad \text{in } I \]

\[ v = \lambda \alpha(x, \omega) + (1 - \lambda) \alpha_b(x), \quad \text{on } \begin{bmatrix} \partial I_1^1 & \partial I_2^1 & \cdots & \partial I_L^1 \end{bmatrix}^T, \]

where $\alpha(x, \omega) = [\alpha^1 \alpha^2 \cdots \alpha^L]^T$, $\lambda$ is a parameter which will be determined later, and $\alpha_b(x)$ is the boundary condition for the diffusion limit, whose $l$th component $[\alpha_b]_l$ is given by [13]:

\[ [\alpha_b]_l = \begin{cases} \int_{\theta_0}^{\pi/2} W(\cos(\theta)) \alpha_l(\theta) \sin(\theta) \, d\theta, & \text{if } \mu > 0, x = a, \\ \int_{\pi/2}^{\theta_0} W(\cos(\theta)) \alpha_l(\theta) \sin(\theta) \, d\theta, & \text{if } \mu < 0, x = b. \end{cases} \]

Here $W(\mu) = \frac{\sqrt{\pi}}{2} \mu H(\mu)$ is defined in terms of Chandrasekhar’s H-function for isotropic scattering in a conservative medium [26].

The boundary condition for $v$ is a convex combination of the original anisotropic boundary condition and an isotropic boundary correction. Based on the decay of the boundary layer, $\lambda$ was set to $1 - \exp(-\sigma_t/\varepsilon)$ in [27] so that $\lambda \approx 1$ when $\varepsilon \ll 1$ and $\lambda \approx 0$ when $\sigma_t \approx 0$. Here we instead choose $\lambda$ based on a balance between discretization and boundary layer errors. To this end, we further decompose the boundary condition as (see Lemma 2.3) $\alpha(x, \omega) = \alpha_0(x) + \alpha_1(x, \omega)$. We choose $\alpha_0(x) = \alpha_b(x)$. Then the boundary condition for $v$ can be rewritten as

\[ v = \alpha_b(x) + \lambda\alpha_1(x, \omega), \quad \text{on } \partial X_. \]
We consider \( \mathbf{v}_h \) as the numerical approximation of \( \mathbf{u} \) and analyze the error between \( \mathbf{u} \) and \( \mathbf{v}_h \), which, by triangle inequality, can be decomposed into

\[
\|\mathbf{u} - \mathbf{v}_h\| \leq \|\mathbf{u} - \mathbf{v}\| + \|\mathbf{v} - \mathbf{v}_h\|. \tag{4.17}
\]

To estimate \( \|\mathbf{u} - \mathbf{v}\| \), set \( \mathbf{e} := \mathbf{u} - \mathbf{v} \). Then \( \mathbf{e} \) satisfies

\[
\omega \cdot \nabla e + Qe = 0, \quad \text{in } X
\]

\[
e = (1 - \lambda)(\alpha(x, \omega) - \alpha_h(x)), \quad \text{on } \partial X_-. \tag{4.18b}
\]

According to [13, Theorem B.1],

\[
|e_l| \leq \frac{1 - \lambda}{2 - \mu_l} \delta_x \exp \left(-\frac{x}{2\sqrt{\varepsilon}} \right), \tag{4.19}
\]

where \( \delta_x := \max_{(x, \omega) \in \partial X_-} |\alpha(x, \omega) - \alpha_h(x)| \). Therefore,

\[
\|\mathbf{u} - \mathbf{v}\| = \|\mathbf{e}\| \leq (1 - \lambda)\delta_x \sqrt{\varepsilon}. \tag{4.20}
\]

To estimate \( \|\mathbf{v} - \mathbf{v}_h\| \), using (4.12) and noting that \( \|\alpha_1(x, \omega)\|_{\partial X_-} = \delta \), we deduce that

\[
\|\mathbf{v} - \mathbf{v}_h\| \leq h^{\text{min}\{r, k + 1\}} \left((C\varepsilon^2 + \lambda^2\delta_x^2\varepsilon)^{1/2} + (C + \lambda^2\delta_x^2/\varepsilon)^{1/2} \right). \tag{4.21}
\]

Combining (4.20) and (4.21) and noting that \( \delta \leq \delta_x \) give

\[
\|\mathbf{u} - \mathbf{v}_h\| \leq (1 - \lambda)\delta_x \sqrt{\varepsilon} + h^q(C\varepsilon^2 + \lambda^2\delta_x^2\varepsilon)^{1/2} + h^q(C + \lambda^2\delta_x^2/\varepsilon)^{1/2}
\]

\[
\leq (1 - \lambda)\delta_x^2\varepsilon + h^{2k+2} \left(C + \lambda^2\delta_x^2/\varepsilon \right), \tag{4.22}
\]

where \( q = \text{min}\{r, k + 1\} \). This bound has a minimum with respect to \( \lambda \) when

\[
\lambda^* = \frac{\varepsilon^2}{\varepsilon^2 + \beta}, \quad \beta := h^{2q}. \tag{4.23}
\]

If \( h/\varepsilon \to 0 \), then \( \lambda \to 1 \), which is expected since in this case the boundary layer will be fully resolved. Substituting (4.23) into (4.22) and keeping the dominant terms in \( \varepsilon \), we have

\[
\|\mathbf{u} - \mathbf{v}_h\| \lesssim \left(1 - \frac{\varepsilon^2}{\varepsilon^2 + \beta} \right) \delta_x \sqrt{\varepsilon} + \sqrt{\beta} \left(C + \left(\frac{\varepsilon^2}{\varepsilon^2 + \beta} \right)^2 \frac{\delta_x^2}{\varepsilon} \right)^{1/2}
\]

\[
\lesssim \left(\frac{\beta}{\varepsilon^2 + \beta} \right) \delta_x \sqrt{\varepsilon} + \sqrt{\beta} \left(\sqrt{C + \left(\frac{\varepsilon^2}{\varepsilon^2 + \beta} \right)^2 \delta_x} \right)
\]

\[
= \sqrt{\beta} \sqrt{C} + \left(\frac{\beta}{\varepsilon^2 + \beta} \right) \delta_x \sqrt{\varepsilon} + \delta_x \sqrt{\varepsilon} \frac{\varepsilon}{\sqrt{\varepsilon^2 + \beta}}.
\]

from which we have a uniform convergence with respect to \( \varepsilon \). In fact, \( \left(\frac{\beta}{\varepsilon^2 + \beta} \right) \sqrt{\varepsilon} \) has a maximum \( \frac{1}{2} \beta^{1/4} \) at \( \beta = \varepsilon^2 \), and \( \sqrt{\varepsilon} \frac{\varepsilon}{\sqrt{\varepsilon^2 + \beta}} \) has a maximum \( \frac{1}{2} \beta^{1/4} \) when \( \beta = \frac{1}{4} \varepsilon^2 \).

Hence, in the worst-case scenario, when \( \beta = O(\varepsilon^2) \), we have

\[
\|\mathbf{u} - \mathbf{v}_h\| \lesssim O(\beta^{1/2}) + \delta_x O(\beta^{1/4}) \approx O(h^k) + \delta_x O(h^{k/2}). \tag{4.24}
\]
5. Numerical results

In this section, we present some numerical results. We focus only on the one-dimension slab geometry problems (4.1), since we can also investigate the analysis of the boundary layer effect.

In all numerical examples, the computation domain is \( X = (-1,0,1,0) \). Let \( T_0 = T_{h_0} \) be an initial triangulation of \( X \) with 8 equal elements each of which has a mesh size \( h_0 = 2/8 \). Then we recursively generate nested interval cells \( T_j = T_{h_j}, \) \( j = 1, 2, 3, \cdots \), by dividing each interval cell in the previous mesh \( T_{j-1} \) into two equal sub-intervals. The boundary conditions are specified by \( \alpha_1(\mu) \) for \( \mu > 0 \) and \( x = -1 \) and by \( \alpha_r(\mu) \) for \( \mu < 0 \) and \( x = 1 \), respectively. A GMRES solver with a diffusion synthetic accelerator (DSA) \([10, 22]\) is employed to solve the discrete-ordinate equations.

**Example 5.1.** We take \( \sigma_i = 2 \) and \( \sigma_n = 1 \). The source function \( f = f_bump \) where \( f_bump \) is a mollifier bump function with support radius \( r = 0.125 \), i.e.,

\[
 f_bump = \begin{cases} 
 \exp\left(\frac{1}{(x/r)^2 - 1}\right), & \text{if } |x| < r, \\
 0, & \text{if } |x| \geq r, 
\end{cases}
\]

and \( \alpha_1(\mu) = 0.1 \) and \( \alpha_r(\mu) = 0 \). We use the solution on mesh \( T_8 \) (16384 cells) as the reference (true) solution and compute the errors for solutions obtained on the coarse meshes. The results using linear elements are reported in Table 1, which confirm our analysis.

**Example 5.2.** The following example is mainly to illustrate the performance of the blended boundary condition when the true boundary condition is anisotropic. We set \( \alpha_1(\mu) = 0.1 + \mu/100, \alpha_r(\mu) = 0, k = 1, \) and \( h_0 = 2/32 \). The other settings remain the same as in Example 5.1. From the definition \( \alpha_b(x) \) in (4.15),

\[
 \alpha_b(x)|_{x=-1} = \int_0^1 W(\mu)\alpha_1(\mu) \, d\mu \approx 0.10710446089598763,
\]

where we use the fact that \( \int_0^1 W(\mu) \, d\mu = 1 \) and \( \int_0^1 \mu W(\mu) \, d\mu \approx 0.710446089598763 \) (see [26]).

For a fixed \( \varepsilon \), we employ the solution of (4.14) with \( \lambda = 1 \) on mesh \( T_8 \) as the reference (true) solution \( u \) (since the mesh is sufficiently fine to resolve the solution in the boundary layer) and compute the errors for solutions \( u_h \) obtained on the coarse meshes with different values of \( \lambda \). In fact, for a fix value of \( \varepsilon \) and \( h \), the error is approximately a quadratic function of \( \lambda \) with a minimum at \( \lambda_{\min} \) in \((0, 1)\). We show the error for \( u_h^{\min} \) which minimizes \( |u_h - u| \) the value of \( \lambda_{\min} \) that achieves it by sweeping different values of \( \lambda \). Sufficiency many values of \( \lambda \) are employed to guarantee that the errors with the chosen value \( \lambda_{\min} \) are close enough to the true minimum errors for any \( \lambda \in [0,1] \). For comparison, the errors between \( u \) and \( u_h^* \) which corresponds to \( \lambda = \lambda^* \) defined in (4.23) are also provided. The results are reported in tables 2 to 4. It is noticeable that, since many approximations and simplifications are applied in the derivation of (4.23), \( \lambda^* \) may not be close to \( \lambda_{\min} \). However, uniform convergence can still be observed from the numerical results, with convergence rates are consistent with the theoretical estimate (4.24). (The estimated rate in this case is \( h^{1/2} \).) This fact is important, since in practice one can choose \( \lambda^* \), but not \( \lambda_{\min} \).
Table 1. Error and Convergence rate for $k = 1$ and $k = 2$ for Example 5.1

| $h$ | $\|u^*_h - u\|$ | rate | $\|u^*_{h_2} - u\|$ | rate | $\|u^*_{h_2} - u\|$ | rate |
|-----|----------------|------|----------------|------|----------------|------|
| 2/2$^3$ | 1.93e-01 | / | 4.00e-02 | / | 4.02e-02 | / |
| 2/2$^4$ | 6.26e-02 | 1.62 | 9.52e-03 | 2.07 | 9.65e-03 | 2.06 |
| 2/2$^5$ | 2.08e-02 | 1.59 | 3.28e-03 | 1.54 | 3.35e-03 | 1.52 |
| 2/2$^6$ | 6.12e-03 | 1.76 | 7.44e-04 | 2.14 | 7.82e-04 | 2.10 |
| 2/2$^7$ | 1.56e-03 | 1.97 | 1.60e-04 | 2.22 | 1.76e-04 | 2.15 |
| 2/2$^8$ | 4.02e-04 | 1.96 | 3.66e-05 | 2.12 | 4.39e-05 | 2.01 |

Table 2. Error, $\lambda_{min}$, $\lambda^*$, and Convergence rate for $\varepsilon = 10^{-1}$ for Example 5.2

| $h$ | $\|u^*_{h} - u\|$ | $\lambda_{min}$ | rate | $\|u^*_{h} - u\|$ | $\lambda^*$ | rate |
|-----|----------------|-------------|------|----------------|-------------|------|
| 2/2$^6$ | 5.93016e-04 | 1.0 | / | 5.93016e-04 | 0.99999 | / |
| 2/2$^7$ | 1.52914e-04 | 1.0 | 1.96 | 1.52914e-04 | 0.99999 | 1.96 |
| 2/2$^8$ | 4.63630e-05 | 1.0 | 1.72 | 4.63630e-05 | 0.9999996 | 1.72 |
| 2/2$^9$ | 1.62808e-05 | 1.0 | 1.51 | 1.62808e-05 | 0.99999998 | 1.51 |

6. Conclusion

In this paper, we analyze the convergence of a discontinuous Galerkin scheme for the scaled discrete-ordinate radiative transfer equation with isotropic scattering kernel. For sufficiently rich approximation spaces we prove uniform convergence rates with respect to $\varepsilon$ when the boundary is isotropic. However, this rate is not quite optimal. In slab geometries with isotropic boundary conditions, we can obtain optimal and uniform convergence rate. For anisotropic boundary conditions, we propose to solve an auxiliary problem and analyze the error between the numerical solutions of the auxiliary problem and the original. We show that by properly
choosing the parameter in the auxiliary problem, uniform convergence can be achieved. Some numerical results are presented to demonstrate how these errors behave in practice.
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