REGULARITY THEORY AND GLOBAL EXISTENCE OF SMALL DATA SOLUTIONS TO SEMI-LINEAR DE SITTER MODELS WITH POWER NON-LINEARITY

MARCELO REMPHEL EBERT AND MICHAEL REISSIG

Abstract. In this paper we study the Cauchy problem for semi-linear de Sitter models with power non-linearity. The model of interest is

$$\phi_{tt} - e^{-2t} \Delta \phi + m^2 \phi = |\phi|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n,$$

where $m^2$ is a non-negative constant. We study the global (in time) existence of small data solutions. In particular, we show the interplay between the power $p$, admissible data spaces and admissible spaces of solutions (in weak sense, in sense of energy solutions or in classical sense).
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1. Introduction

In this paper we prove global existence (in time) of small data solutions of the Cauchy problem

$$\begin{cases}
\phi_{tt} - e^{-2t} \Delta \phi + m^2 \phi = F(\phi), \\
(\phi(0, x), \phi_t(0, x)) = (f(x), g(x)),
\end{cases} \quad (t, x) \in \mathbb{R}^n,$$

where $F(\phi) = |\phi|^p$, $p > 1$ and $m > 0$. This model describes the de Sitter model for the expansion of the universe.

If the initial condition $\phi(0, x) = f(x)$ is small, then $|\phi|^p$ becomes small for large $p$ and this term can be understood as a perturbation of the associate linear equation. For this reason one is often able to prove such global (in time) existence result only for some $p > p_0(m, n) > 1$. It is expected that the dissipative effect in the considered model becomes more dominant with increasing parameters $m$ and $n$. Consequently, the function $p_0 = p_0(m, n)$ could be expected to be a decreasing function in both variables $m$ and $n$.

In [20], under the assumption that the right-hand side $F$ is Lipschitz continuous in the Sobolev space $H^s(\mathbb{R}^n)$, $s > \frac{n}{2}$, the global existence (in time) of small data solutions to the model (1.1) is proved for $m \in (0, \frac{\sqrt{\pi} - 1}{2}) \cup \left[\frac{n}{2}, \infty\right)$. Some generalization of these results are obtained in [9] including the case $m = \frac{\sqrt{\pi} - 1}{2}$. In some cases, for instance, if the Cauchy problem has a vanishing first initial data, the range $\left(\frac{\sqrt{\pi} - 1}{2}, \frac{n}{2}\right)$ for $m$ is allowed. But in general, the case $m \in \left(\frac{\sqrt{\pi} - 1}{2}, \frac{n}{2}\right)$ remained open.

On the other hand, for $n \leq 4$ and $1 + \frac{4}{n} \leq p \leq \frac{n}{n-2}$, the global existence (in time) of small data energy solutions to (1.1) is proved for the case $m > \frac{n}{2}$ in [12]. There the range of admissible $p$ change with the choice of function spaces we take for the data and solutions?

Fortunately, the analysis of results of [9] shed a light on the interval $\left(\frac{\sqrt{\pi} - 1}{2}, \frac{n}{2}\right)$ for $m$, too, and leads to the global existence of solutions for the Cauchy problem for the wave equation in the de Sitter model in different scales of Sobolev spaces. The main concerns of this paper are the following:

- To derive sharp estimates in scales of Sobolev spaces for the associated linear Cauchy problem (1.1) with right-hand side 0.
- To prove global existence of small data energy solutions in the supercritical case for all $m > 0$. In particular, to derive results for $m \in \left(\frac{\sqrt{\pi} - 1}{2}, \frac{n}{2}\right)$.
- To show the interplay between the power $p$, admissible data spaces and admissible spaces for the solutions.
In order to derive our results, we apply the transformation \( \phi(t, x) = e^{rt}u(t, x) \) to the Cauchy problem \( (1.1) \) to get (see [13] or [14] in the case of constant speed of propagation)

\[
\begin{align*}
&u_{tt} - e^{2t}\Delta u + (2r + n)u_t + (r^2 + rn + m^2)u = e^{(p-1)t}|u|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
u(0, x) = f(x) =: u_0(x), \quad u_t(0, x) = g(x) - rf(x) =: u_1(x), \quad x \in \mathbb{R}^n.
\end{align*}
\]

(1.2)

Then we split our analysis into three cases:

1.1. De Sitter model with dominant dissipation. If we choose in \( (1.2) \) the parameter

\[
r := \frac{-n + \mu}{2}, \quad \mu := \sqrt{n^2 - 4m^2},
\]

then \( r^2 + rn + m^2 = 0 \) and we obtain the model with dominant dissipation

\[
\begin{align*}
&u_{tt} - e^{2t}\Delta u + \mu u_t = e^{(p-1)t}|u|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
u(0, x) = f(x) =: u_0(x), \quad u_t(0, x) = g(x) + \frac{\mu}{2\sqrt{n^2 - 4m^2}}f(x) =: u_1(x), \quad x \in \mathbb{R}^n.
\end{align*}
\]

(1.3)

In the following we want to have some improving influence of the dissipation term. For this reason we assume \( m < \frac{n}{2} \). In the paper [5] the authors introduced some classification of damping terms for the Cauchy problem

\[
v_{tt} - a(t)^2\Delta v + b(t)v_t = 0, \quad v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x).
\]

Due to this classification it turns out that the dissipative term in \( (1.3) \) is non-effective if \( \mu \in (0, 1) \), that is, \( m \in (\frac{n}{2} - \frac{n^2}{2}, \frac{n}{2}) \). In the case of non-effective damping term the treatment of semi-linear wave models with power non-linearity \( |u|^p \) is an open problem up to now. Some special cases are treated in [7]. To avoid at the beginning the non-effectiveness we assume \( \mu \geq 1 \), that is, \( m \in (0, \sqrt{n^2 - 1/2}] \). This case is treated in Section 2.2. But, finally, we will present in Section 2.3 results in the case of non-effective dissipation, too. In a first step one should derive, similar to [2] or [3], estimates for solutions to linear damped wave equations with time-dependent speed of propagation, but now for solutions to Cauchy problems with parameter-dependent Cauchy conditions

\[
v_{tt} - a(t)^2\Delta v + b(t)v_t = 0, \quad v(s, x) = v_0(s, x), \quad v_t(s, x) = v_1(s, x).
\]

1.2. De Sitter model with dominant mass. If we choose in \( (1.2) \) the parameter \( r = -\frac{n}{2} \), then we obtain the model with dominant mass

\[
\begin{align*}
&u_{tt} - e^{2t}\Delta u + \left(m^2 - \frac{n^2}{4}\right)u = e^{-\frac{n}{2}(p-1)t}|u|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
u(0, x) = f(x) =: u_0(x), \quad u_t(0, x) = g(x) + \frac{n}{2}f(x) =: u_1(x), \quad x \in \mathbb{R}^n.
\end{align*}
\]

(1.4)

In the following we want to have some improving influence of the mass term. For this reason we assume \( m > \frac{n}{2} \). In a first step one should derive, similar to [2] or [3], estimates for solutions to linear Klein-Gordon equations with time-dependent speed of propagation, but now for solutions to Cauchy problems with parameter-dependent Cauchy conditions

\[
v_{tt} - a(t)^2\Delta v + m(t)^2v = 0, \quad v(s, x) = v_0(s, x), \quad v_t(s, x) = v_1(s, x).
\]

This model is treated in Section 3.

1.3. De Sitter model with balanced dissipation and mass. If we choose in \( (1.2) \) the parameters \( r = -\frac{n}{2} \) and \( m = \frac{n}{2} \), then we obtain the model with a balance between mass and dissipation

\[
\begin{align*}
&u_{tt} - e^{2t}\Delta u = e^{-\frac{n}{2}(p-1)t}|u|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
u(0, x) = f(x) =: u_0(x), \quad u_t(0, x) = g(x) + \frac{n}{2}f(x) =: u_1(x), \quad x \in \mathbb{R}^n.
\end{align*}
\]

(1.5)

This model is treated in Section 4.

The present paper is organized as follows. In Sections 2 to 4 we consider the cases \( m \in (0, \frac{n}{2}) \), \( m > \frac{n}{2} \) and \( m = \frac{n}{2} \), respectively. An appendix containing some tools of Harmonic Analysis completes the paper.
2. De Sitter model with dominant dissipation: Case $m \in (0, \frac{2}{3})$.

In this section we consider the Cauchy problem

$$
\begin{align*}
\begin{cases}
  u_{tt} - e^{-2t}\Delta u + \mu u_t &= e^{(p-1)t}|u|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
  u(0, x) &= u_0(x), \quad u_t(0, x) = u_1(x), \quad x \in \mathbb{R}^n
\end{cases}
\end{align*}
$$

(2.1)

with $\mu = \sqrt{n^2 - 4m^2} \in (0, n)$ and $r := \frac{-n + \mu}{2}$.

According to Duhamel’s principle, a solution of (2.1) satisfies the non-linear integral equation

$$
u(t, x) = K_0(t, 0, x) \ast u_0(x) + K_1(t, 0, x) \ast u_1(x) + \int_0^t e^{(p-1)r s} K_j(t, s, x) \ast |u(s, x)|^p \, ds,$$

where $K_j(t, 0, x) \ast u_j(x), \, j = 0, 1,$ are the solutions to the corresponding linear Cauchy problem

$$
\begin{align*}
\begin{cases}
  u_{tt} - e^{-2t}\Delta u + \mu u_t &= 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
  u(0, x) &= \delta_{ij}u_0(x), \quad u_t(0, x) = \delta_{ij}u_1(x), \quad x \in \mathbb{R}^n,
\end{cases}
\end{align*}
$$

(2.2)

with $\delta_{kj} = 1$ for $k = j$, and zero otherwise. The term $K_j(t, s, x) \ast f(s, x)$ is the solution of the parameter-dependent Cauchy problem

$$
u_{tt} - e^{-2t}\Delta u + \mu u_t = 0, \quad (t, x) \in (s, \infty) \times \mathbb{R}^n,$$

$$
u(s, x) = 0, \quad \nu_t(s, x) = f(s, x), \quad x \in \mathbb{R}^n.$$

So, Duhamel’s principle explains that we have to take account of solutions to a family of parameter-dependent Cauchy problems.

2.1. Estimates of solutions to the corresponding linear model. Let us consider for $\mu > 0$ the parameter-dependent Cauchy problem for the damped wave equation

$$
\begin{align*}
\begin{cases}
  u_{tt} - e^{-2t}\Delta u + \mu u_t &= 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
  u(s, x) &= \varphi(s, x), \quad u_t(s, x) = \psi(s, x), \quad x \in \mathbb{R}^n.
\end{cases}
\end{align*}
$$

(2.3)

We perform the partial Fourier transformation with respect to the spatial variables to (2.3) and the change of variables

$$
\begin{align*}
v(t) &= \hat{u}(t, \xi), \quad \tau = A(t)|\xi|, \quad A(t) = \int_t^{\infty} e^{-\tau} \, d\tau = e^{-t}.
\end{align*}
$$

All this leads to the following Cauchy problem:

$$
\begin{align*}
v_{\tau\tau} + \frac{1 - \mu}{\tau} v_\tau + v &= 0, \quad v(|\xi|e^{-\tau}) = \hat{\varphi}(s, \xi), \quad v_\tau(|\xi|e^{-\tau}) = -\frac{\hat{\psi}(s, \xi)}{\xi|\xi|e^{-\tau}}.
\end{align*}
$$

Now, setting

$$
w(z) = e^z v(\tau), \quad z = 2i\tau = 2i|\xi|e^{-\tau},$$

we get the confluent hypergeometric equation

$$
z w_{zz} + (1 - \mu - z) w_z - \frac{1 - \mu}{2} w = 0,$$

(2.4)

and the following initial conditions at $z_0 = z_0(s, \xi) = 2i|\xi|e^{-s}$:

$$
w(z_0) = e^{i|\xi|e^{-s}} \hat{\varphi}(s, \xi), \quad w_z(z_0) = \frac{e^{i|\xi|e^{-s}}}{2} \left(\hat{\varphi}(s, \xi) + \frac{\hat{\psi}(s, \xi)}{|\xi|e^{-s}}\right).$$

If $\mu \not\in \mathbb{Z}$, then due to (1) the general solution of (2.4) has the representation

$$
w(z) = c_1(s, \xi) w_1(z) + c_2(s, \xi) w_2(z),$$

where $w_1$ and $w_2$ are two linear independent solutions given by

$$
w_1(z) = \Phi\left(\frac{1 - \mu}{2}, 1 - \mu, z\right), \quad w_2(z) = z^\mu \Phi\left(\frac{1 + \mu}{2}, 1 + \mu, z\right).$$

Here $\Phi$ is the Kummer’s function

$$
\Phi(b, c, x) = \sum_{n=0}^{\infty} \frac{\beta(n) z^n}{c(n) n!}, \quad a^{(n)} = \prod_{k=0}^{n-1} (a + k), \quad a^{(0)} = 1.
$$

(2.5)
The function $\Phi$ is an entire function of $b$ and $z$, except when $c = 0, -1, -2, \cdots$. As a function of $c$ it is analytic except for poles at the non-positive integers. Moreover, we can write

$$c_j(s, \xi) = (-1)^{3-j} w(z_0)(dzw_{3-j})(z_0) - (dzw)(z_0)w_{3-j}(z_0) \over W(w_1, w_2)(z_0) \text{ for } j = 1, 2, \quad (2.6)$$

where $W(w_1, w_2)$ is the Wronskian of the two linear independent solutions and it satisfies $[1],\text{vol.1,p.253}$

$$W(w_1, w_2)(z) = w_1 d\frac{dz}{d}w_2 - w_2 d\frac{dz}{d}w_1 = \mu z^{\mu-1}e^z.$$

Using all these functions we conclude the following WKB representation for $\hat{u}$:

$$\hat{u}(t, \xi) = e^{-i|\xi|e^{-t}} \left(c_1(s, \xi)\Phi \left(\frac{1-\mu}{2}, 1, -\mu, 2i|\xi|e^{-t}\right) + c_2(s, \xi)(2i|\xi|e^{-t})^\mu \Phi \left(\frac{1+\mu}{2}, 1, \mu, 2i|\xi|e^{-t}\right)\right),$$

where $c_j(s, \xi)$ for $j = 1, 2$ are given by $[2.6]$ with $z_0 = 2i|\xi|e^{-s}$.

So, to describe the asymptotic behavior of $\hat{u}$, we may use the following well-known properties of the function $\Phi$ (see $[1]$):

**Proposition 2.1.** Let $b$ and $c$ be fixed parameters in $C$ with $c \notin \mathbb{Z}$. Then the function $\Phi$ satisfies the following properties:

- (P1): $\Phi = \Phi(b, c, z)$ is an entire function with respect to $z$;
- (P2): $\frac{d\Phi(b, c, z)}{dz} = \Phi(b + 1, c + 1, z)$;
- (P3): the behavior for large $|z|$ is given by

$$|\Phi(b, c, z)| \leq C_{b,c}|z|^{\max\{\Re(b-c), -\Re b\}}.$$

In order to have pointwise estimates for $\hat{u}$ and their derivatives, we analyze the behavior of $\Phi(b, c, \cdot)$ for small and large arguments. For this reason we split the extended phase space into three zones

$$Z_1(s) := \{\xi : |\xi|e^{-s} \leq N\}, \quad Z_2(s, t) := \{N\xi^s \leq |\xi| \leq N\xi^t\}, \quad Z_3(s) := \{|\xi|e^{-t} \geq N\}.$$

(1) In $Z_1$, by using properties (P1) and (P2) we have

$$|c_1(s, \xi)| \lesssim (|\xi|e^{-s})^{1-\mu} \left(|\varphi(s, \xi)|||\xi|e^{-s}|^{-1} + \left|\tilde{\varphi}(s, \xi)\right| + \frac{\left|\tilde{\psi}(s, \xi)\right|}{|\xi|e^{-s}}\right) \lesssim |\varphi(s, \xi)| + |\tilde{\psi}(s, \xi)|,$$

and

$$|c_2(s, \xi)| \lesssim (|\xi|e^{-s})^{1-\mu} \left(|\varphi(s, \xi)| + \frac{\left|\tilde{\psi}(s, \xi)\right|}{|\xi|e^{-s}}\right).$$

So we can estimate for $t \geq s$

$$|\hat{u}(t, \xi)| \lesssim |\tilde{\varphi}(s, \xi)| + |\tilde{\psi}(s, \xi)| + (|\xi|e^{-s})^{1-\mu} \left(|\varphi(s, \xi)| + \frac{\left|\tilde{\psi}(s, \xi)\right|}{|\xi|e^{-s}}\right) \lesssim |\varphi(s, \xi)| + |\tilde{\psi}(s, \xi)|,$$

and, more general,

$$|\xi|\gamma|\hat{u}(t, \xi)| \lesssim |\xi|\gamma|\varphi(s, \xi)| + |\xi|^\gamma e^{\gamma z_2}|\tilde{\psi}(s, \xi)| \text{ for } \gamma, \gamma_1, \gamma_2 \geq 0 \text{ and } \gamma = \gamma_1 + \gamma_2.$$

Similarly, if $\mu < 1$, then we have for $\gamma \geq 1$ the estimates

$$|\xi|\gamma^{-1}\hat{u}(t, \xi) \lesssim e^{\mu(s-t)}(e^{-s}|\varphi(s, \xi)| + |\xi|^{-1}\tilde{\psi}(s, \xi)),$$

whereas for $\mu \geq 1$ we may conclude

$$|\xi|\gamma^{-1}\hat{u}(t, \xi) \lesssim e^{-s}|\varphi(s, \xi)| + e^{(s-t)|\xi|\gamma^{-1}\tilde{\psi}(s, \xi)|}.$$

If we additionally assume $\varphi, \psi \in H^\gamma$, $\gamma > 0$, then we may avoid any loss of decay and may derive

$$|\xi|\gamma|\hat{u}(t, \xi)| \lesssim |\xi|\gamma(|\varphi(s, \xi)| + |\tilde{\psi}(s, \xi)|) \text{ for } \gamma > 0.$$

(2) In $Z_2$ we have $|\xi|e^{-t} \geq N$ and $|\xi|e^{-s} \geq N$. Thanks to properties (P2) and (P3), we can estimate for $j = 1, 2$

$$\left|c_j(s, \xi)\right| \lesssim (|\xi|e^{-s})^{1-\mu} \left(|\varphi(s, \xi)| + \left|\tilde{\psi}(s, \xi)\right| + \frac{\left|\tilde{\psi}(s, \xi)\right|}{|\xi|e^{-s}}\right) \lesssim |\varphi(s, \xi)|(|\xi|e^{-s})^{\frac{1}{\gamma}} + |\tilde{\psi}(s, \xi)|(|\xi|e^{-s})^{-\frac{1}{\gamma}}.$$  \quad (2.7)
So, by using (2.7) and again property (P3) we conclude
\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim |\xi|^\gamma \left( |\hat{\varphi}(s, \xi)|(|\xi| e^{-s})^{1-\mu} + |\hat{\psi}(s, \xi)|(|\xi| e^{-s})^{-1+\mu} \right) (|\xi| e^{-t})^{\frac{1-\mu}{2}} \\
\lesssim |\xi|^\gamma \left( |\hat{\varphi}(s, \xi)| e^{(\frac{\mu-1}{2})(s-t)} + \frac{|\hat{\psi}(s, \xi)|}{|\xi|} e^{(1+\mu)(s-t)} \right) e^{\frac{1-\mu}{2} t} \\
\lesssim |\xi|^\gamma \left( |\hat{\varphi}(s, \xi)| e^{(\frac{\mu-1}{2})(s-t)} + |\hat{\psi}(s, \xi)| e^{(1+\mu)(s-t)} \right) \text{ for } \gamma \geq 0.
\]

In order to avoid any exponential increasing term in \(s\), we use regularity in the last inequality, i.e., we use the estimate \(N|\xi|^\gamma \leq e^{-t}\). If \(\psi \in H^{-1},\) but does not belong to \(H^\gamma,\) one may only derive
\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim |\xi|^\gamma |\hat{\varphi}(s, \xi)| e^{(\frac{\mu-1}{2})(s-t)} + |\xi|^\gamma |\hat{\psi}(s, \xi)| e^{(1+\mu)(s-t)} e^{\frac{1-\mu}{2} t}.
\]

Similarly, we conclude for \(\gamma \geq 1\) the estimate
\[
|\xi|^\gamma^{-1} |\hat{u}_t(t, \xi)| \lesssim e^{-t} e^{\frac{\mu-1}{2}(s-t)} |\xi|^\gamma |\hat{\varphi}(s, \xi)| + e^{\frac{1+\mu}{2}(s-t)} |\xi|^\gamma^{-1} |\hat{\psi}(s, \xi)|.
\]

(3) In \(Z_2\) we still use (2.7) to conclude
\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim |\xi|^\gamma \left( |\hat{\varphi}(s, \xi)|(|\xi| e^{-s})^{1-\mu} + |\hat{\psi}(s, \xi)|(|\xi| e^{-s})^{-1+\mu} \right) (1 + (|\xi| e^{-t})^\mu) \\
\lesssim |\xi|^\gamma \left( |\hat{\varphi}(s, \xi)|(|\xi| e^{-t} e^{-s})^{1-\mu} + |\hat{\psi}(s, \xi)|(|\xi| e^{-t} e^{-s})^{-1+\mu} \right) (1 + (|\xi| e^{-t})^\mu) \\
\lesssim |\xi|^\gamma \left( |\hat{\varphi}(s, \xi)| e^{(\frac{\mu-1}{2})(s-t)} + |\hat{\psi}(s, \xi)| e^{(1+\mu)(s-t)} \right) \text{ for } \gamma \geq 0.
\]

Again, if \(\psi \in H^{-1},\) but does not belong to \(H^\gamma,\) one may only derive the estimate
\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim |\xi|^\gamma |\hat{\varphi}(s, \xi)| e^{(\frac{\mu-1}{2})(s-t)} + |\xi|^\gamma^{-1} |\hat{\psi}(s, \xi)| e^{(1+\mu)(s-t)} e^{\frac{1-\mu}{2} t} \\
\lesssim |\xi|^\gamma |\hat{\varphi}(s, \xi)| e^{(\frac{\mu-1}{2})(s-t)} + |\xi|^\gamma^{-1} |\hat{\psi}(s, \xi)| e^{\frac{1+\mu}{2}(s-t)} e^s.
\]

Similarly, we conclude
\[
|\xi|^\gamma^{-1} |\hat{u}_t(t, \xi)| \lesssim e^{-t} e^{\frac{\mu-1}{2}(s-t)} |\xi|^\gamma |\hat{\varphi}(s, \xi)| + e^{\frac{1+\mu}{2}(s-t)} |\xi|^\gamma^{-1} |\hat{\psi}(s, \xi)|.
\]

Now, let us denote to the case \(\mu \in \mathbb{N}\). For \(\mu = 1\) the proof follows immediately by using the explicit representation for the solution to the Cauchy problem (2.6), that is, the relation
\[
\hat{u}(t, \xi) = \cos \left( |\xi| \right) (|\xi| e^{-s} e^{-t}) \hat{\varphi}(s, \xi) + \sin \left( |\xi| \right) (|\xi| e^{-s} e^{-t}) \hat{\psi}(s, \xi).
\]

If \(\mu \geq 2\) and \(\mu \in \mathbb{N}\), then the function \(\Phi(b, c, x)\) given by (2.5) with \(c = 1 - \mu\) and \(b = \frac{c}{2}\) is no longer well-defined. In these cases, \(w_{zz}(z) = \frac{1}{z+1} \Phi(b-c+1, 2, -z)\) is still one solution and by using Frobenius’ method or Laplace transform one may find a second linear independent solution \(\Psi(b, c, z)\) to Kummer’s equation
\[
w_{zz} + (c - z) w_z - bw = 0
\]
satisfying the following properties(see [1], pages 256, 260, 262 and 278):
- \(W(w_{2z}(z), \Psi(b, c, z)) = \frac{\Gamma(2-c)}{\Gamma(6-c+1)} z^{-c} e^z\);
- \(\frac{d}{dz} \Psi(b, c, z) = \Psi(b, c, z) + \Psi(b, c + 1, z)\);
- for \(\Re c < 0\) the behavior for small \(|z|\) is given by
\[
\Psi(b, c, z) = \frac{\Gamma(1-c)}{\Gamma(b-c+1)} + O(|z|),
\]
where \(\Gamma\) denotes the Gamma function;
- for large \(|z|\) the behavior is given by
\[
|\Psi(b, c, z)| \leq C_{b,c} |z|^{-b}.
\]

Thanks to \(b-c = -b = \frac{\mu-1}{2}\) we may conclude that \(\Psi(b, c, z)\) and \(\frac{d}{dz} \Phi(b, c, z)\) satisfy the same estimates as \(\Phi(b, c, z)\) and \(\frac{d}{dz} \Phi(b, c, z)\) in the case \(c \notin \mathbb{Z}\).

Summing up, we have proved the following result:
Proposition 2.2. Assume that $\varphi(0, \cdot) \in \dot{H}^\gamma(\mathbb{R}^n)$ with $\gamma \geq 0$ and $\psi(0, \cdot) \equiv 0$. Then the following estimates hold for $t \in [0, \infty)$:
If $\mu \in (0, 1)$, then
$$\|K_0(t, 0, x) \ast (t) \varphi(0, x)\|_{H^\gamma} \lesssim e^{-\frac{\mu t}{2}} \|\varphi(0, x)\|_{H^\gamma},$$
and
$$\|\partial_t K_0(t, s, x) \ast (t) \varphi(s, x)\|_{H^{\gamma-1}} \lesssim e^{-\mu t} \|\varphi(0, x)\|_{H^\gamma}, \text{ for } \gamma \geq 1.$$ 
If $\mu \in [1, n)$, then
$$\|K_0(t, 0, x) \ast (t) \varphi(0, x)\|_{H^\gamma} \lesssim \|\varphi(0, x)\|_{\dot{H}^\gamma},$$
and
$$\|\partial_t K_0(t, s, x) \ast (t) \varphi(s, x)\|_{H^{\gamma-1}} \lesssim e^{-t} \|\varphi(0, x)\|_{H^\gamma}, \text{ for } \gamma \geq 1.$$ 

Proposition 2.3. Assume that $\psi(s, \cdot) \in \dot{H}^\gamma(\mathbb{R}^n)$ with $\gamma \geq 0$ for $s \in [0, \infty)$ and $\varphi(s, \cdot) \equiv 0$. Then the following estimates hold:
We have for all $\mu \in (0, n)$ and $t \in [s, \infty)$ the estimates
$$\|K_1(t, s, x) \ast (t) \psi(s, x)\|_{H^\gamma} \lesssim \|\psi(s, x)\|_{H^\gamma},$$
If $\mu \in (0, 1)$, then
$$\|\nabla K_1(t, s, x) \ast (t) \psi(s, x)\|_{H^\gamma} \lesssim e^{\frac{(1+n)\mu}{2}} e^{-\frac{(1-n)\mu}{2}} \|\psi(s, x)\|_{\dot{H}^\gamma},$$
and
$$\|\partial_t K_1(t, s, x) \ast (t) \psi(s, x)\|_{H^{\gamma-1}} \lesssim e^{\mu(s-t)} \|\psi(s, x)\|_{H^\gamma}.$$ 
For all $\mu \in [1, n)$ and $t \in [s, \infty)$ we have
$$\|\nabla K_1(t, s, x) \ast (t) \psi(s, x)\|_{H^\gamma} \lesssim e^{s} \|\psi(s, x)\|_{H^\gamma},$$
and
$$\|\partial_t K_1(t, s, x) \ast (t) \psi(s, x)\|_{H^{\gamma-1}} \lesssim e^{(s-t)} \|\psi(s, x)\|_{H^\gamma}.$$ 

Remark 2.1. If we are interested to estimate the norm
$$\|\nabla K_1(t, s, x) \ast (t) \psi(s, x)\|_{H^{\gamma-1}},$$
then the estimates (2.12) and (2.15) show that we have a benefit by assuming $\psi(s, \cdot) \in \dot{H}^\gamma$ instead of $\psi(s, \cdot) \in H^{\gamma-1}$ only. On the contrary, one can not expect any benefit in the estimates for the norm
$$\|\partial_t K_1(t, s, x) \ast (t) \psi(s, x)\|_{H^{\gamma-1}}$$
by using additional $\dot{H}^\gamma$ regularity.

Corollary 2.1. Consider the Cauchy problem (1.1) with a vanishing right-hand side. Assume that $f \in H^\gamma(\mathbb{R}^n)$ and $g \in H^{\gamma-1}(\mathbb{R}^n)$ with $\gamma \geq 1$. Then the solution $\phi$ satisfies the following a-priori estimates with the parameter $\mu = \sqrt{m^2 - 4m^2} \in (0, n)$:
If $\mu \in (0, 1)$, then
$$\|\phi(t, \cdot)\|_{H^\gamma} \lesssim e^{-\frac{(n+1)\mu}{2}} \left(\|f\|_{H^\gamma} + \|g\|_{H^{\gamma-1}}\right),$$
and
$$\|\phi(t, \cdot)\|_{H^{\gamma-1}} \lesssim e^{-\frac{(n+1)\mu}{2}} \left(\|f\|_{H^\gamma} + \|g\|_{H^{\gamma-1}}\right),$$
whereas for $\mu \in [1, n)$ we conclude
$$\|\phi(t, \cdot)\|_{H^\gamma} \lesssim e^{-\frac{(n+1)\mu}{2}} \left(\|f\|_{H^\gamma} + \|g\|_{H^{\gamma-1}}\right),$$
and
$$\|\phi(t, \cdot)\|_{H^{\gamma-1}} \lesssim e^{-\frac{(n+1)\mu}{2}} \left(\|f\|_{H^\gamma} + \|g\|_{H^{\gamma-1}}\right).$$
If we additionally assume $g \in H^\gamma(\mathbb{R}^n)$, then the estimate (2.17) improves for $\mu \in (0, 1)$ to
$$\|\phi(t, \cdot)\|_{H^\gamma} \lesssim e^{-\frac{(n+1)\mu}{2}} \left(\|f\|_{H^\gamma} + e^{-\frac{(1-n)\mu}{2}} \|g\|_{H^\gamma}\right).$$

Remark 2.2. If we take $g \equiv 0$ in Corollary 2.1 then we have a better decay estimate for $\mu \in (0, 1)$ than for $\mu \in (1, n)$. The reason is that $\mu(m)$ is a decreasing function in $m$ for $0 < m < \frac{3}{2}$. 

2.2. Global existence of small data solutions: Case $m \in (0, \frac{\sqrt{n^2-4m^2}}{2})$. Firstly we are interested in the global existence (in time) of energy solutions.

**Theorem 2.1.** Consider for $n \geq 2$ the Cauchy problem \( (0.1) \) with data $f \in H^1(\mathbb{R}^n)$ and $g \in L^2(\mathbb{R}^n)$. Let $p > p_{n,\mu} := 1 + \frac{2}{n-\mu}$ and $p \leq \frac{n}{n-2}$ for $n \geq 3$. Assume that the parameter $\mu = \sqrt{n^2-4m^2}$ satisfies $\mu \in [1, 2)$, i.e., $m \in \left(\frac{\sqrt{n^2-4}}{2}, \frac{\sqrt{n^2-4m^2}}{2}\right)$. Then, there exists a constant $\varepsilon_0 > 0$ such that, for every small data satisfying
\[
\|f\|_{H^1} + \|g\|_{L^2} \leq \varepsilon \text{ for } \varepsilon \leq \varepsilon_0,
\]
there exists a uniquely determined global (in time) energy solution
\[
\phi \in C\left([0, \infty), H^1(\mathbb{R}^n)\right) \cap C^1\left([0, \infty), L^2(\mathbb{R}^n)\right).
\]
Moreover, the solution $\phi$ satisfies the decay estimates \((2.1)\) and \((2.2)\) for $\gamma = 1$.

**Remark 2.3.** The requirement $p_{n,\mu} < p \leq \frac{n}{n-2}$ implies $\mu < 2$, i.e., $m > \frac{\sqrt{n^2-4}}{2}$ for $n \geq 3$.

**Proof.** It is enough to prove the global existence of small data solutions to \((0.1)\). We define the space
\[
X(\mu) := \left\{ u \in C\left([0, \infty), H^1(\mathbb{R}^n)\right) \cap C^1\left([0, \infty), L^2(\mathbb{R}^n)\right) : \|u\|_{X(\mu)} := \sup_{\tau \in [0, \infty]} \{ e^{\tau} \|u(\tau, \cdot)\|_{L^2} + \|u(\tau, \cdot)\|_{H^1} \} < \infty \right\}
\]
with the usual norm in $H^1(\mathbb{R}^n)$. For any $u \in X(\mu)$ we define
\[
Pu(t, x) := K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x) + Gu(t, x),
\]
where
\[
Gu(t, x) = \int_0^t e^{(p-1)s} K_1(t, s, x) *_{(x)} |u(s, x)|^p \, ds.
\]
Using Propositions \((2.2)\) and \((2.3)\) for $s = 0$ we have
\[
\|K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x)\|_{X(\mu)} \lesssim \|u_0\|_{H^1} + \|u_1\|_{L^2}. \tag{2.22}
\]
Applying Minkowski’s integral inequality and estimate \((2.12)\) gives
\[
\|Gu(t, x)\|_{L^2} \lesssim \int_0^t e^{(p-1)s} \|K_1(t, s, x) *_{(x)} |u(s, x)|^p\|_{L^2} \, ds \lesssim \int_0^t e^{(p-1)s} \|u(s, x)|^p\|_{L^2} \, ds.
\]
Now Gagliardo-Nirenberg inequality comes into play. We may estimate
\[
\|u(s, \cdot)|^p\|_{L^2} = \|u(s, \cdot)\|_{L^{2p}} \lesssim \|u(s, \cdot)\|_{L^2}^{(1-\theta)} \|\nabla u(s, \cdot)\|_{L^2}^{\theta} \lesssim \|u\|_{X(\mu)}^{\theta},
\]
where
\[
\theta = \left(\frac{1}{2} - \frac{1}{2p}\right) \quad 2p \leq \begin{cases} \infty & \text{if } n \leq 2, \\ \frac{2n}{n-2} & \text{if } n \geq 3. \end{cases}
\]
Hence,
\[
\|Gu(t, \cdot)\|_{L^2} \lesssim \|u\|_{X(\mu)}^{\theta} \int_0^t e^{(p-1)s} \, ds \lesssim \|u\|_{X(\mu)}^{\theta},
\]
thanks to $r < 0$ and $p > 1$. Now, after using for $p > p_{n,\mu}$ the estimates \((2.13)\) and \((2.16)\) we may conclude
\[
\|\nabla Gu(t, \cdot)\|_{L^2} \lesssim \|u\|_{X(\mu)}^{\theta} \int_0^t e^{(p-1)s} \, ds \lesssim \|u\|_{X(\mu)}^{\theta},
\]
and
\[
e^{\tau} \left\|\frac{\partial_t}{\partial_t} Gu(t, \cdot)\right\|_{L^2} \lesssim \|u\|_{X(\mu)}^{\theta} \int_0^t e^{(p-1)s} \, ds \lesssim \|u\|_{X(\mu)}^{\theta}.
\]
Therefore, it follows
\[
\|Pu\|_{X(\mu)} \lesssim \|u_0\|_{H^1} + \|u_1\|_{L^2} + \|u\|_{X(\mu)}^{\theta}. \tag{2.23}
\]
To derive a Lipschitz condition we recall
\[
\begin{cases}
Pu - PV = Gu - GV = \int_0^t e^{(p-1)s} K_1(t, s, x) *_{(x)} \left( |u(s, x)|^p - |v(s, x)|^p \right) \, ds \\
p \int_0^t e^{(p-1)s} K_1(t, s, x) *_{(x)} \left( |u(s, x)|^p - |v(s, x)|^p \right) \, ds \lesssim \int_0^t e^{(p-1)s} \|u(s, x) - v(s, x)|^p \|_{L^2} \, ds.
\end{cases} \tag{2.24}
\]
Using Hölder’s inequality and Gagliardo-Nirenberg inequality we obtain
\[ \|Pu - P_v\|_{L^2} \lesssim \int_0^t e^{(p-1)rs} \left( \int_0^1 \|v + \tau(u - v)\|_{L^2} \, d\tau \right)(s) \|u - v\|_{L^2}(s) \, ds \]
\[ \lesssim \int_0^t e^{(p-1)rs} \left( \int_0^1 \|v + \tau(u - v)\|_{L^2} \|D(v + \tau(u - v))\|_{L^2} \, d\tau \right)(s) \times \|(u - v)(s, \cdot)\|_{L^2} \|\nabla(u - v)(s, \cdot)\|_{L^2} \, ds \]
\[ \lesssim \int_0^t e^{(p-1)rs} \left( \int_0^1 \|v + \tau(u - v)\|_{X(s)} \, d\tau \right)(s) \|u - v\|_{X(s)} \, ds \]
\[ \lesssim \|u\|_{X(t)} \left( \|u\|_{X(t)} + \|v\|_{X(t)} \right). \]
Here we have chosen \( r_1 \) and \( r_2 \) in such a way that \( \frac{1}{r_1} + \frac{1}{r_2} = \frac{2}{p} \), \( \theta_1 = n \left( \frac{1}{r_1} - \frac{1}{r_2} \right) \in [0, 1] \) and \( \theta_2 = n \left( \frac{1}{2} - \frac{1}{r_2} \right) \in [0, 1] \). If we choose the parameters \( r_1 = \frac{2p}{n+\mu} > 2 \) and \( r_2 = 2p > 2 \), then we can verify all these conditions for \( n \geq 2 \). In the same manner we are able to prove
\[ \|\nabla(Pu - P_v)\|_{L^2} \lesssim \|u - v\|_{X(t)} \left( \|u\|_{X(t)} + \|v\|_{X(t)} \right), \]
\[ e^{\gamma} \|\partial_t(Pu - P_v)\|_{L^2} \lesssim \|u - v\|_{X(t)} \left( \|u\|_{X(t)} + \|v\|_{X(t)} \right) \]
for the admissible range of \( p \).
Summarizing all the estimates we have
\[ \|Pu - P_v\|_{X(t)} \lesssim \|u - v\|_{X(t)} \left( \|u\|_{X(t)} + \|v\|_{X(t)} \right) \]  
(2.25)
for any \( u, v \in X(t) \). Due to (2.22) the operator \( P \) maps \( X(t) \) into itself and the existence of a unique global solution \( u \) follows by contraction (2.22) and continuation argument for small data. Moreover, we conclude a local (in time) existence result for large data as well. The statements of Theorem 2.1, in particular, the decay estimates follow by using the relation \( \phi(t, x) = e^{\tau u(t, x)} \) with \( r = \frac{n+\mu}{2} \).

Now, we will not require energy solutions any more, we are interested in Sobolev solutions only. We have the following result.

**Theorem 2.2.** Consider for \( n \geq 2 \) the Cauchy problem \[ \frac{d}{dt} u + Pu = f \quad u(0) = u_0 \] with data \( f \in H^\gamma(\mathbb{R}^n), \gamma \in (0, 1) \), and \( g \in L^2(\mathbb{R}^n) \). Let \( p > p_{n, \mu, \gamma} := 1 + \frac{n}{n+\mu} \) and \( p \leq \frac{n}{n-2\gamma} \). Assume that the parameter \( \mu = \sqrt{n^2 - 4m^2} \) satisfies \( \mu \in [1, 2\gamma) \), i.e., \( m \in \left( \frac{\sqrt{n^2 - 4m^2}}{2}, \frac{\sqrt{n^2 - 1}}{2} \right] \). Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every small data satisfying
\[ \|f\|_{H^\gamma} + \|g\|_{L^2} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0, \]
there exists a uniquely determined global (in time) Sobolev solution
\[ \phi \in C([0, \infty), H^\gamma(\mathbb{R}^n)). \]
The solution satisfies the decay estimate
\[ \|\phi(t, \cdot)\|_{H^\gamma} \lesssim e^{-\frac{n+\mu}{2}} \left( \|f\|_{H^\gamma} + \|g\|_{L^2} \right). \]

**Remark 2.4.** The requirement \( p_{n, \mu, \gamma} < p \leq \frac{n}{n-2\gamma} \) implies \( \mu < 2\gamma \), i.e., \( m > \sqrt{n^2 - 4m^2} \) for \( n \geq 2 \).

**Proof.** We only sketch the proof, in particular, the modifications to the proof of Theorem 2.1. We define the space
\[ X(t) := \{ u \in C([0, t], H^\gamma(\mathbb{R}^n)) : \|u\|_{X(t)} := \sup_{t \in [0, t]} \|u(T, \cdot)\|_{H^\gamma} < \infty \} \]
with the usual norm in \( H^\gamma(\mathbb{R}^n) \). Using Propositions 2.2 and 2.3 for \( s = 0 \) we have
\[ \|K_0(t, 0, x) * u_0(x) + K_1(t, 0, x) * u_1(x)\|_{X(t)} \lesssim \|u_0\|_{H^\gamma} + \|u_1\|_{L^2}. \]
(2.26)
Now fractional Gagliardo-Nirenberg inequality comes into play. We may estimate
\[ \|u(s, \cdot)\|_{L^2} = \|u(s, \cdot)\|_{L^{2p}} \lesssim \|u(s, \cdot)\|_{L^2}^{(1-\theta)} \|u(s, \cdot)\|_{H^\gamma}^\theta \lesssim \|u\|_{X(t)}^\theta, \]
where \( \theta = \frac{n}{\gamma} \left( \frac{1}{2} - \frac{1}{2p} \right) \in [0, 1] \), \( p \leq \frac{n}{n-2\gamma} \).

Hence,
\[ \|Gu(t, \cdot)\|_{L^2} \lesssim \int_0^t e^{(p-1)rs} \|K_1(t, s, x) * (u_0(x))\|_{L^2} ds \lesssim \int_0^t e^{(p-1)rs} \|u_0(x)\|_{L^2} ds \lesssim \|u\|_{X(t)}^\theta. \]
thanks to the assumptions \( p > 1 \) and \( r < 0 \). Propositions 2.1 and 2.3 imply for all \( h \in L^2(\mathbb{R}^n) \) the estimate

\[
\|K_1(t, s, x) \ast_h \|_{H^s} \leq \|K_1(t, s, x) \ast_h \|_{H^\gamma} \cdot \|K_1(t, s, x) \ast_h \|_{L^2}^{1-\gamma} \leq \epsilon^{\gamma} \|h\|_{L^2}.
\]

Finally, by using \( p > p_{n, \mu, \gamma} \) and \( r = \frac{-n+\sqrt{n^2-4m^2}}{2} \) we may estimate

\[
\|Gu(t, \cdot)\|_{H^s} \lesssim \|u\|_{X(t)}^p \int_0^t e^{(p-1)r s + \gamma} ds \lesssim \|u\|_{X(t)}^p.
\]

Using Hölder’s inequality and fractional Gagliardo-Nirenberg inequality, choosing the parameters \( r_1 = \frac{2p}{p+r} > 2 \) and \( r_2 = 2p > 2 \) we can follow the steps of the proof of the Lipschitz property in the proof of Theorem 2.1 to obtain

\[
\|Pu - Pv\|_{X(t)} \lesssim \|u - v\|_{X(t)} (\|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1})
\]

for any \( u, v \in X(t) \). This completes the proof. \( \square \)

In the remaining part of this section we are interested in energy solutions having a suitable higher regularity. In the proof we will apply the tools from the Appendix.

**Theorem 2.3.** Consider the Cauchy problem (1.1) with data \( f \in H^\sigma(\mathbb{R}^n) \) and \( g \in H^{\sigma-1}(\mathbb{R}^n) \) for \( n \geq 3 \), where \( \sigma \in (1, \frac{3}{2}) \). Assume that the parameter \( \mu = \sqrt{n^2 - 4m^2} \) satisfies \( \mu \in [1, 2\sigma) \), i.e., \( m \in (\frac{\sqrt{n^2-4m^2}}{2}, \frac{\sqrt{n^2-4m^2}}{2}) \). Finally, let \( p \) satisfy the following condition:

\[
\max\{p_{n, \mu}, [\sigma]\} < p \leq 1 + \frac{2}{n-2\sigma}.
\]

Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying

\[
\|f\|_{H^\sigma} + \|g\|_{H^{\sigma-1}} \leq \varepsilon \text{ for } \varepsilon \leq \varepsilon_0,
\]

there exists a uniquely determined global (in time) energy solution

\[
\phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)).
\]

Moreover, the solution \( \phi \) satisfies the decay estimates (2.10) and (2.20) for \( \gamma = \sigma \).

**Remark 2.5.** The assumption \( \mu \in [1, 2\sigma) \) implies \( m \in (\frac{\sqrt{n^2-4m^2}}{2}, \frac{\sqrt{n^2-4m^2}}{2}) \). Moreover, we have to take account of the condition \( p_{n, \mu} < 1 + \frac{2}{n-2\sigma} \). The condition \( p \in ([\sigma], 1 + \frac{2}{n-2\sigma}) \) implies the condition \( (n-2\sigma)([\sigma] - 1) < 2 \). Consequently, the admissible interval for \( p \) is not empty for \( \sigma \) close to 1 in low space dimensions, whereas higher space dimensions are allowed to suppose if \( \sigma \) is close to \( \frac{3}{2} \).

**Proof.** We only sketch the proof, in particular, the modifications to the proof of Theorem 2.1. It is enough to prove the global existence of small data solutions to (2.1). Motivated by the estimates of Proposition 2.2 and Proposition 2.3 for \( s = 0 \) we define for \( t > 0 \) the scale of spaces of energy solutions with suitable regularity

\[
X(t) := \{ u \in C([0, t], H^\sigma(\mathbb{R}^n)) \cap C^1([0, t], H^{\sigma-1}(\mathbb{R}^n)) : \|u\|_{X(t)} := \sup_{\tau \in [0, t]} \left\{ \|u(\tau, \cdot)\|_{L^2} + \|D^\sigma u(\tau, \cdot)\|_{L^2} + e^\tau \|\partial \tau u(\tau, \cdot)\|_{L^2} + e^\tau \|D^{\sigma-1} u(\tau, \cdot)\|_{L^2} \right\} < \infty \}.
\]

For any \( u \in X(t) \) we define

\[
Pu := K_0(t, 0, x) \ast_u u_0(x) + K_1(t, 0, x) \ast_u u_1(x) + Gu,
\]

where

\[
Gu(t, x) := \int_0^t e^{(p-1)rs} K_1(t, s, x) \ast u(s, x) ds.
\]

Using Proposition 2.2 and Proposition 2.3 for \( s = 0 \) we have

\[
\|K_0(t, 0, x) \ast u_0(x) + K_1(t, 0, x) \ast u_1(x)\|_{X(t)} \lesssim \|u_0\|_{H^\sigma} + \|u_1\|_{H^{\sigma-1}}.
\]

The estimates for \( \|Gu(t, \cdot)\|_{L^2} \) and \( \|D^\sigma Gu(t, \cdot)\|_{L^2} \) follow as in the proof to Theorem 2.1 under the restrictions \( p > 1 + \frac{2}{n-2\mu} \) and \( p \leq \frac{n}{n-2\sigma} \) due to the higher regularity of the solution we can use in the Gagliardo-Nirenberg inequality. In the following we only show how to estimate \( \|D^{\sigma-1} \partial (t, \cdot)\|_{L^2} \) and how the conditions of the theorem appear. The estimate of \( \|D^{\sigma-1} \partial (t, \cdot)\|_{L^2} \) can be derived in an analogous way and brings no further requirements. We have

\[
\|D^\sigma Gu(t, x)\|_{L^2} = \int_0^t e^{(p-1)rs} \|D^\sigma (K_1(t, s, x) \ast |u(s, x)|^p)\| ds.
\]
\[
\begin{align*}
&\text{By Proposition 2.3 it follows that: } \\
&\text{Using } \\
&\text{Summarizing all the derived estimates we get: } \\
&\text{Now let us prove the Lipschitz property: due to Proposition 5.1, the function } f \text{ is Lipschitz continuous.}
\end{align*}
\]
The application of the fractional Leibniz rule from Proposition 5.2 yields
\[
\|Pu - Pv\|_{H^s} \lesssim \int_0^t e^{(p-1)s-s+\sigma} \|D\|^{p-2}(v + \tau(u-v))\|_{L^2} \, d\tau \, ds
\]
\[
+ \int_0^t e^{(p-1)s-s+\sigma} \|D\|^{p-2}(v + \tau(u-v))\|_{L^2} \, d\tau \, ds,
\]
under the conditions
\[
\frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r_3} + \frac{1}{r_4} = \frac{1}{2}.
\]
Now let us estimate all the terms appearing in the above integrals. By using Proposition 5.4, we arrive at the estimate
\[
\|v + \tau(u-v)\|^{p-2}(v + \tau(u-v))\|_{L^2} = \|v + \tau(u-v)\|^{p-1}_{L^2}\frac{\sigma}{p}
\]
under the condition
\[
0 \leq \theta_1 = \frac{n}{\sigma} \left( \frac{1}{2} - \frac{1}{r_1(p-1)} \right) \leq 1, \text{ that is, } 2 \leq r_1(p-1) \leq 2n - 2\sigma.
\]
By using Proposition 5.4 we get for the second term
\[
\|D\|^{1-\theta_2}(v + \tau(u-v))\|_{L^2} \lesssim \|v + \tau(u-v)\|^{\frac{1}{2}}_{L^2} \|D\|^{\theta_2}_{L^2}
\]
under the condition
\[
\frac{\sigma - 1}{\sigma} \leq \theta_2 = \frac{n}{\sigma} \left( \frac{1}{2} + \frac{\sigma - 1}{n} \right) \leq 1, \text{ that is, } 2 \leq r_2 \leq \frac{2n}{n - 2}\sigma.
\]
In the same way we estimate the fourth term
\[
\|u - v\|_{L^2} \lesssim \|u - v\|^{1-\theta_4}_{L^2} \|D\|^{\theta_4}_{L^2}
\]
under the condition
\[
0 \leq \theta_4 = \frac{n}{\sigma} \left( \frac{1}{2} - \frac{1}{r_4} \right) \leq 1, \text{ that is, } 2 \leq r_4 \leq \frac{2n}{n - 2\sigma}.
\]
To estimate the third term we apply Proposition 5.3. In this way we obtain
\[
\|D\|^{\theta_5(p-2)}(v + \tau(u-v))\|_{L^2} \lesssim \|v + \tau(u-v)\|^{p-2}_{L^2} \|D\|^{\sigma(p-2)}_{L^2}
\]
under the conditions
\[
\frac{1}{r_5} + \frac{p-2}{r_6} = \frac{1}{r_3}, \text{ that is, } p > \lfloor \sigma - 1 \rfloor, p > \lceil \sigma \rceil,
\]
respectively. Finally, after application of Proposition 5.1 the following estimates follow:
\[
\|v + \tau(u-v)\|^{1-\theta_6}_{L^2} \lesssim \|v + \tau(u-v)\|^{\frac{1}{2}}_{L^2} \|D\|^{\theta_6}_{L^2}
\]
under the condition
\[
0 \leq \theta_6 = \frac{n}{\sigma} \left( \frac{1}{2} - \frac{1}{r_5} \right) \leq 1, \text{ that is, } 2 \leq r_5 \leq \frac{2n}{n - 2\sigma},
\]
and
\[
\|D\|^{\sigma(p-1)}(v + \tau(u-v))\|_{L^2} \lesssim \|v + \tau(u-v)\|^{p-1}_{L^2} \|D\|^{\theta_6}_{L^2}
\]
under the condition
\[
\frac{\sigma - 1}{\sigma} \leq \theta_6 = \frac{n}{\sigma} \left( \frac{1}{2} + \frac{\sigma - 1}{n} \right) \leq 1, \text{ that is, } 2 \leq r_6 \leq \frac{2n}{n - 2\sigma}.
\]
It remains to verify a suitable choice of parameters \(r_1\) to \(r_6\) to verify all the assumptions of the theorem. We choose \(r_2 = \frac{2n}{n-2} > 2\). So, \(r_1 = n\). The condition
\[
\frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r_3} + \frac{1}{r_4} = \frac{1}{2}.
\]
is one of the assumptions of the theorem. We choose \(r_1 = n(p-1) > 2\) and \(r_6 = \frac{2n}{n-2} > 2\) and \(r_5 = n(p-1) > 2\). It remains to verify \(r_5 \leq \frac{2n}{n-2}\). But this gives \(p \leq 1 + \frac{2}{n-2}\). Summarizing we have proved
\[
\|Pu - Pv\|_{H^s} \lesssim \|u - v\|_{X(\ell)}(\|u\|^{p-1}_{X(\ell)} + \|v\|^{p-1}_{X(\ell)})
\]
for any \( u, v \in X(t) \). In the same way we estimate \( \| \partial_t(Pu - Pv) \|_{H^{s-1}} \) with no other requirements to the admissible exponents \( p \). All the derived estimates yield

\[
\| Pu - Pv \|_{X(t)} \lesssim \| u - v \|_{X(t)} (\| u \|_{H^{s-1}(t)}^{p-1} + \| v \|_{H^{s-1}(t)}^{p-1})
\]

for any \( u, v \in X(t) \). Consequently, the operator \( P \) maps \( X(t) \) into itself and the existence of a uniquely determined global (in time) energy solution \( u \) with suitable higher regularity follows by the Lipschitz property and by a continuation argument for small data. Moreover, we conclude a local (in time) existence result for large data as well. The decay estimates of Theorem 2.3 follow by using the relation \( \phi(t, x) = e^{\tau t}u(t, x) \).

If \( n \leq 2\sigma \), then we can follow the steps of the previous proof and get the following statement.

**Corollary 2.2.** Consider the Cauchy problem (1.1) with data \( f \in H^\sigma(\mathbb{R}^n) \) and \( g \in H^{\sigma-1}(\mathbb{R}^n) \) for \( n \geq 3 \) and \( n \leq 2\sigma \). Assume that the parameter \( \mu = \sqrt{n^2 - 4m^2} \) satisfies \( \mu \in [1, n) \). Finally, let \( p \) satisfy the following condition:

\[
\max \left\{ p_{n, \mu}; [\sigma] \right\} < p < \infty.
\]

Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying

\[
\| f \|_{H^\sigma} + \| g \|_{H^{\sigma-1}} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]

there exists a uniquely determined global (in time) energy solution

\[
\phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)).
\]

Moreover, the solution \( \phi \) satisfies the decay estimates (2.19) and (2.20) for \( \gamma = \sigma \).

**Remark 2.6.** Under the assumption \( n \leq 2\sigma \) we do not have longer an upper bound for \( p \) as we have in Theorem 2.3 for \( \sigma \in (1, \frac{n}{2}) \). This implies an essential difference to the case \( n > 2\sigma \) (see Remark 2.5). Now we may avoid a positive lower bound for \( m^2 \). The range of admissible space dimensions increases with \( \sigma \).

For \( \sigma > \frac{n}{2} \), thanks to Proposition 5.5 and Sobolev’s embedding theorem \( \| u(s, \cdot) \|_{L^\infty} \lesssim \| u(s, \cdot) \|_{H^\sigma(\mathbb{R}^n)} \), we may improve the lower bound for \( p \) in Corollary 2.2.

**Theorem 2.4.** Consider the Cauchy problem (1.1) with data \( (f, g) \in (H^\sigma(\mathbb{R}^n) \times H^{\sigma-1}(\mathbb{R}^n)) \) for \( \sigma > \frac{n}{2} \) and \( n \geq 2 \). Assume that the parameter \( \mu = \sqrt{n^2 - 4m^2} \) satisfies \( \mu \in [1, n) \), i.e., \( m \in (0, \sqrt{\frac{n}{2} - 1}] \). Finally, let \( p \) satisfy the following condition:

\[
\max \left\{ p_{n, \mu}; \sigma, 2 \right\} < p < \infty.
\]

Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying

\[
\| f \|_{H^\sigma} + \| g \|_{H^{\sigma-1}} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]

there exists a uniquely determined global (in time) energy solution

\[
\phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)).
\]

Moreover, the solution \( \phi \) satisfies the decay estimate

\[
\| \phi(t, \cdot) \|_{H^\sigma} + \| \phi_t(t, \cdot) \|_{H^{\sigma-1}} \lesssim e^{-\int t_0 \| f \|_{H^\sigma} + \| g \|_{H^{\sigma-1}}}.
\]

**Proof.** Here we only sketch the differences to the proof of Theorem 2.3. Let \( u \in X(t) \) with \( X(t) \) defined as in Theorem 2.3. It is clear that \( u(t, \cdot) \in H^\sigma(\mathbb{R}^n) \subseteq L^\infty(\mathbb{R}^n) \).

By using Corollary 2.2 we may estimate for \( p > \sigma - 1 \)

\[
\| |D|^{\sigma-1} |u(s, \cdot)| \|^p_{L^p} \lesssim \| u(s, \cdot) \|_{H^{\sigma-1}} \cdot \| u(s, \cdot) \|_{L^\infty}^{p-1} \lesssim \| u \|_{X(t)}^p,
\]

and conclude

\[
\| |D|^{\sigma-1} G u(t, \cdot) \|_{L^2} \lesssim \| u \|_{X(t)}^p,
\]

for all \( p > \max \{ p_{n, \mu}; \sigma - 1 \} \).

The application of fractional Leibniz rule from Proposition 5.4 yields

\[
\| Pu - Pv \|_{H^s} \lesssim \int_0^1 e^{(p-1)r+s+1} \| |D|^{\sigma-1} (u - v)(s, \cdot) \|_{L^2} \int_0^1 \| v + \tau (u - v) \|_{L^\infty} d\tau ds + \int_0^1 e^{(p-1)r+s+1} \| (u - v)(s, \cdot) \|_{L^\infty} \int_0^1 \| |D|^{\sigma-1} (v + \tau (u - v)) \|_{L^2} d\tau ds.
\]
Putting $w = v + \tau(u - v)$ and applying Corollary 5.3 for $p > \max\{\sigma, 2\}$ we get
\[ |||D|^{\sigma-1}|w|^p w||_{L^2} \lesssim ||u||_{H^{\sigma-1}} ||w||_{L^\infty}, \]
and thanks to Sobolev’s embedding theorem $||w(s, \cdot)||_{L^\infty} \lesssim ||u(s, \cdot)||_{H^\sigma}$ we conclude for all $p > \max\{p_n, \mu; 2; \sigma\}$
\[ ||Pu - P\sigma||_{H^\sigma} \lesssim ||u - v||_{X(t)} (||u||_{X(t)}^{p-1} + ||v||_{X(t)}^{p-1}) \]
for any $u, v \in X(t)$. \hfill \square

If $p_{n, \mu} > \sigma + 1$, then we may improve the lower bound for $p$ in Theorem 2.4.

**Theorem 2.5.** Consider the Cauchy problem (1.1) with data $(f, g) \in (H^\sigma(\mathbb{R}^n) \times H^{\sigma-1}(\mathbb{R}^n))$ for $\sigma > \frac{n}{2}$ and $n \geq 2$. Let $p > \sigma + 1$. Assume that the parameter $\mu = \sqrt{n^2 - 4m^2}$ satisfies $\mu \in [1, n)$, i.e., $m \in (0, \frac{\sqrt{n^2 - 1}}{2})$. Then, there exists a constant $\varepsilon_0 > 0$ such that, for every given small data satisfying
\[ ||f||_{H^\sigma} + ||g||_{H^{\sigma-1}} \leq \varepsilon \text{ for } \varepsilon \leq \varepsilon_0, \]
there exists a uniquely determined global (in time) energy solution
\[ \phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)). \]
Moreover, the solution $\phi$ satisfies the decay estimate
\[ ||\phi(t, \cdot)||_{H^\sigma} + ||\phi_t(t, \cdot)||_{H^{\sigma-1}} \lesssim e^{-(\frac{n+\mu}{2})t} (||f||_{H^\sigma} + ||g||_{H^{\sigma-1}}). \]

**Remark 2.7.** In Theorem 2.5, the solution $\phi$ satisfies the same decay estimate as the solution to the corresponding linear Cauchy problem. In Theorem 0.1 of [20] we have a loss of decay.

**Proof.** In the proof of Theorem 2.5 we shall use Propositions 5.1 and Corollary 5.3. Here we only sketch the differences to the proof of Theorem 2.4. We define the space
\[ X(t) := \{u \in C([0, t], H^\sigma(\mathbb{R}^n)) \cap C^1([0, t], H^{\sigma-1}(\mathbb{R}^n)) : ||u||_{X(t)} := \sup_{\tau \in [0, t]} (||u\tau(\tau, \cdot)||_{H^{\sigma-1}} + ||u(\tau, \cdot)||_{H^\sigma}) < \infty\} \]
with the usual norm in $H^\sigma(\mathbb{R}^n)$. After using Propositions 2.2 and 2.3 for $s = 0$ we have for any $u \in X(t)$ the estimate
\[ ||K_0(t, 0, x) \ast u_0(x) + K_1(t, 0, x) \ast u_1(x)||_{X(t)} \lesssim ||u_0||_{H^\sigma} + ||u_1||_{H^{\sigma-1}}. \tag{2.27} \]
For $j = 0, 1$ Minkowski’s integral inequality implies
\[ ||\partial_j^\mu Gu(t, x)||_{L^2} \lesssim \int_0^t e^{(p-1)r\tau} ||\partial_j^\mu K_1(t, s, x) \ast (u, x)||^p_{L^2} ds \lesssim \int_0^t e^{(p-1)r\tau} ||u(s, x)||^p_{X(t)} ds. \]
Now we may estimate $||u(s, \cdot)||^p_{L^2} = ||u(s, \cdot)||^p_{L^2\sigma}$ and thanks to $r < 0$ we may conclude for all $p > 1$ the estimate
\[ ||\partial_j^\mu Gu(t, x)||_{L^2} \lesssim ||u||^p_{X(t)}. \]
Now, under the assumption $p > \sigma > \frac{3}{2}$, thanks to Proposition 5.3 we may directly estimate $||D|^\sigma|u(s, \cdot)||^p_{L^2}$ in terms of $||u(s, \cdot)||_{H^\sigma}$. So, since we do no longer need to apply Gagliardo-Nirenberg inequality as done in the proof of Theorems 2.1 and 2.2, we may change the arguments to estimate $||D|^\sigma Gu(t, x)||_{L^2}$ and $||D|^\sigma|\partial_t Gu(t, \cdot)||_{L^2}$. Indeed, using the estimate (2.12) gives
\[ ||D|^\sigma Gu(t, x)||_{L^2} \lesssim \int_0^t e^{(p-1)r\tau} ||D|^\sigma K_1(t, s, x) \ast (u, x)||^p_{L^2} ds \]
\[ \lesssim \int_0^t e^{(p-1)r\tau} ||D|^\sigma ||u(s, x)||^p_{L^2} ds. \]
Moreover, thanks to Sobolev’s embedding theorem $||u(s, \cdot)||_{L^\infty} \lesssim ||u(s, \cdot)||_{H^\sigma}$ and by using Proposition 5.3 we may estimate for $p > \sigma$
\[ ||D|^\sigma|u(s, \cdot)||^p_{L^2} \lesssim ||u(s, \cdot)||_{H^\sigma} ||u(s, \cdot)||^{p-1}_{L^\infty} \lesssim ||u||^p_{X(t)}. \]
Hence, for $p > \sigma$ it follows
\[ ||Gu(t, \cdot)||_{H^\sigma} \lesssim ||u||^p_{X(t)} \int_0^t e^{(p-1)r\tau} ds \lesssim ||u||^p_{X(t)}. \]
Similarly, by applying Corollary 5.3 with $p > \sigma - 1$ we may estimate
\[ ||D|^{\sigma-1}|u(s, \cdot)||^p_{L^2} \lesssim ||D|^\sigma|u(s, \cdot)||^p_{L^2} \lesssim ||D|^\sigma u(s, \cdot)||^p_{L^\infty}. \]
Using that $e^{t-r}$ is bounded in estimate (2.16) we conclude
\begin{align*}
\|D\|^{(1)}u(s, \cdot)\|_{L^2} &\lesssim \|D\|^{(1)}u(s, \cdot)\|_{L^2} \lesssim \|u(s, \cdot)\|_{H^s}, \\
\|D\|^{(1)}u\|_{L^2} &\lesssim \|u\|_{X(t)} \int_0^t e^{(p-1)r}ds \lesssim \|u\|_{X(t)}
\end{align*}
due to $r < 0$ and $p > 1$, respectively.

Now we have to estimate $\|Pu - Pv\|_{H^s}$ and $\|\partial_t(Pu - Pv)\|_{H^{s-1}}$. Due to (2.24) we have
\begin{equation*}
Pu - Pv = p \int_0^t e^{(p-1)r}K_1(t, s, x) \left( \int_0^1 |v + \tau(u - v)|^{p-2}(v + \tau(u - v))d\tau \right) (s, x)(u - v)(s, x) ds.
\end{equation*}
By using (2.12) and that $H^s(\mathbb{R}^n)$ is a classical algebra for $\sigma > \frac{n}{2}$ we get
\begin{equation*}
\|Pu - Pv\|_{H^s} \lesssim \int_0^t e^{(p-1)r} \left( \left\|v + \tau(u - v)\right\|_{H^s} \right)^{p-1} ds
\end{equation*}
Under the assumption $p - 1 > \sigma$ it follows from Proposition 5.5 that
\begin{equation*}
\left\|v + \tau(u - v)\right\|_{H^s} \lesssim \left\|v + \tau(u - v)\right\|_{L^\infty}.
\end{equation*}
Due to $p > \sigma + 1$, it follows from Sobolev’s embedding theorem that
\begin{align*}
\|Pu - Pv\|_{H^s} &\lesssim \int_0^t e^{(p-1)r} \left\|v + \tau(u - v)\right\|_{H^s}^{p-1} \|u - v\|_{X(t)} ds \\
&\lesssim \left( \|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1} \right) \|u - v\|_{X(t)} \int_0^t e^{(p-1)r}ds \lesssim \|u - v\|_{X(t)} \left( \|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1} \right).
\end{align*}
In the same way we may conclude as above
\begin{equation*}
\|\partial_t(Pu - Pv)\|_{H^{s-1}} \lesssim \left( \|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1} \right) \|u - v\|_{X(t)} \int_0^t e^{(p-1)r}ds \lesssim \|u - v\|_{X(t)} \left( \|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1} \right).
\end{equation*}
Summarizing we have
\begin{equation*}
\|Pu - Pv\|_{X(t)} \lesssim \|u - v\|_{X(t)} \left( \|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1} \right)
\end{equation*}
for any $u, v \in X(t)$. Consequently, the operator $P$ maps $X(t)$ into itself, and the existence of a uniquely determined global (in time) energy solution $u$ follows by the Lipschitz property and by a continuation argument for small data. Moreover, we conclude a local (in time) existence result for large data as well. The decay estimates of Theorem 2.5 follow by using the relation $\phi(t, x) = e^{rt}u(t, x)$. This completes the proof. □

### 2.3. Global existence of small data solutions: Case $m \in \left( \frac{n-1}{2} \right)$. In this section we consider the case of a non-effective dissipation in (2.1), i.e., the parameter $\mu = \sqrt{n^2 - 4m^2}$ satisfies $\mu \in (0, 1)$, that implies $m \in \left( \frac{n-1}{2} \right)$. In general, one might expect additional restrictions on the power non-linearity for non-effectively damped models in comparison with effectively damped models. But this will not be the case for the models we shall treat in this section. The reason is that the exponential function at the right-hand side of (2.1) decays faster if $\mu$ becomes smaller.

**Theorem 2.6.** Consider for $n \geq 2$ the Cauchy problem (1.1) with $m \in \left( \frac{n-1}{2} , \frac{a}{2} \right)$ and data $f \in H^1(\mathbb{R}^n)$ and $g \in L^2(\mathbb{R}^n)$. Let $p > \frac{n+1}{n-1}$ and $p \leq \frac{n}{n-2}$ for $n \geq 3$. Then, there exists a constant $\varepsilon_0 > 0$ such that, for every small data satisfying
\begin{equation*}
\|f\|_{H^1} + \|g\|_{L^2} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\end{equation*}
there exists a uniquely determined global (in time) energy solution
\begin{equation*}
\phi \in C([0, \infty), H^1(\mathbb{R}^n)) \cap C^1([0, \infty), L^2(\mathbb{R}^n)).
\end{equation*}
Moreover, the solution $\phi$ satisfies the estimates (2.17) and (2.18) for $\gamma = 1$.

**Remark 2.8.** If we compare the range of admissible powers $p$ in Theorems 2.1 and 2.6 we have that $p_{n, \mu} = 1 + \frac{1}{n-\mu} > 1 + \frac{1}{n-1} = \frac{n}{n-1}$ for all $\mu \in [1, n)$ and $n \geq 2$. 
Proof. It is enough to prove the global existence of small data solutions to \((2.11)\). We define the space 
\[ X(t) := \{ u \in C([0, t], H^1(\mathbb{R}^n)) \cap C^1([0, t], L^2(\mathbb{R}^n)) \} \]
\[
\| u \|_{X(t)} := \sup_{\tau \in [0, t]} \left\{ e^{(\frac{n-1}{2}) \tau} \| u(\tau, \cdot) \|_{H^1} + e^{\mu \tau} \| u_{\tau}(\tau, \cdot) \|_{L^2} \right\} < \infty \}.
\]
For any \( u \in X(t) \) we define 
\[ Pu(t, x) := K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x) + Gu(t, x), \]
where 
\[ Gu(t, x) = \int_0^t e^{(p-1)s} K_1(t, s, x) *_{(x)} |u(s, x)|^p ds. \]
Using Propositions \((2.2)\) and \((2.3)\) for \( s = 0 \) we have 
\[ \| K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x) \|_{X(t)} \leq \| u_0 \|_{H^1} + \| u_1 \|_{L^2}. \]
Using Minkowski’s integral inequality and \((2.12)\) gives 
\[ \| Gu(t, x) \|_{L^2} \lesssim \int_0^t e^{(p-1)s} \| K_1(t, s, x) *_{(x)} |u(s, x)|^p \|_{L^2} ds \lesssim \int_0^t e^{(p-1)s} \| u(s, x) \|_{L^2}^p ds. \]
Now Gagliardo-Nirenberg inequality comes into play. We may estimate 
\[ \| |u(s, \cdot)|^p \|_{L^2} = \| u(s, \cdot) \|_{L^{2p}}^p \lesssim \| u(s, \cdot) \|_{L^2}^{p(1-\theta)} \| \nabla u(s, \cdot) \|_{L^2}^{p\theta} \lesssim \| u \|_{X(t)}^{(1-\theta)p}, \]
where 
\[ \theta = n \left( \frac{1}{2} - \frac{1}{2p} \right); \quad 2p \leq \begin{cases} \infty & \text{if } n \leq 2, \\ \frac{2n}{n-2} & \text{if } n \geq 3. \end{cases} \]
Hence, 
\[ e^{\frac{n-1}{2}t} \| Gu(t, \cdot) \|_{L^2} \lesssim \| u \|_{X(t)}^p \int_0^t e^{(p-1)(r + \frac{n-1}{2})s} ds \lesssim \| u \|_{X(t)}^p, \]
thanks to \( r + \frac{n-1}{2} < 0 \) and \( p > 1 \). Now, after using \((2.13)\) and \((2.14)\) we obtain for \( p > \frac{n+1}{n-1} \) the estimate 
\[ e^{\frac{n-1}{2} \| \nabla Gu(t, \cdot) \|_{L^2} \lesssim \| u \|_{X(t)}^p \int_0^t e^{(p-1)s + \frac{n+1}{2} \| \nabla u(s, \cdot) \|_{L^2}^p} ds \lesssim \| u \|_{X(t)}^p, \]
and 
\[ e^{\mu t} \| \partial_t Gu(t, \cdot) \|_{L^2} \lesssim \| u \|_{X(t)}^p \int_0^t e^{(p-1)s + \mu s + \frac{n+1}{2} \| \nabla u(s, \cdot) \|_{L^2}^p} ds \lesssim \| u \|_{X(t)}^p. \]
Therefore, it follows 
\[ \| Pu \|_{X(t)} \lesssim \| u \|_{H^1} + \| u_1 \|_{L^2} + \| u \|_{X(t)}^p. \]
To derive a Lipschitz condition we recall 
\[ \left\{ \begin{array}{l} Pu - Pv = Gu - Gv = \int_0^t e^{(p-1)s} K_1(t, s, x) *_{(x)} \left| |u(s, x)|^p - |v(s, x)|^p \right| ds \\
p \int_0^t e^{(p-1)s} K_1(t, s, x) *_{(x)} \left( \frac{1}{p} \right) |v + \tau(u-v)|^{p-2} |v + \tau(u-v)| d\tau |(s)(x)(u-v)(s,x) ds. \end{array} \right. \]
Thanks to Proposition \((2.9)\) and using Hölder’s inequality we get 
\[ \| Pu - Pv \|_{L^2} \lesssim \int_0^t e^{(p-1)s} \left( \int_0^1 \left| |v + \tau(u-v)|^{p-1} \|_{L^{2p}}^p d\tau \right| \right) |(s)(u-v)(s,\cdot)| \| L^2 \| ds, \]
where \( p' = \frac{p}{p-1} \). Hence, 
\[ ||v + \tau(u-v)|^{p-1}||_{L^{2p}} = ||v + \tau(u-v)||_{L^{2p}}^{p-1}. \]
Applying Gagliardo-Nirenberg inequality yields 
\[ e^{\frac{n-1}{2} \| Pu - Pv \|_{L^2} \lesssim e^{\frac{n-1}{2} \| \nabla \|_{L^2}^p} \left( \int_0^1 \left| |v + \tau(u-v)|^{p(1-\theta)} \| \nabla (v + \tau(u-v)) \|_{L^2}^{p(1-\theta)} d\tau \right| \right) (s)(u-v)(s,\cdot) \|_{L^2}^{p-1} ds \\
\lesssim ||u-v||_{X(t)} \| u \|_{X(t)}^{p-1} ||v \|_{X(t)}^{p-1} \int_0^t e^{(p-1)(r + \frac{n-1}{2})s} ds \\
\lesssim ||u-v||_{X(t)} \| u \|_{X(t)}^{p-1} ||v \|_{X(t)}^{p-1}, \]
where \( \theta \) is given by (2.29). In the same manner we are able to prove
\[
er^{\frac{n+1}{2p}} \| \nabla (Pu - P\nu) \|_{L^2} \lesssim \| u - \nu \|_{X(t)} (\| u \|_{X(t)}^{p-1} + \| v \|_{X(t)}^{p-1}),
\]
\[
er^{\mu t} \| \partial_t (Pu - P\nu) \|_{L^2} \lesssim \| u - \nu \|_{X(t)} (\| u \|_{X(t)}^{p-1} + \| v \|_{X(t)}^{p-1})
\]
for the admissible range of \( p \). Summarizing all these estimates we have
\[
\| Pu - P\nu \|_{X(t)} \lesssim \| u - \nu \|_{X(t)} (\| u \|_{X(t)}^{p-1} + \| v \|_{X(t)}^{p-1})
\]  
(2.32)
for any \( u, \nu \in X(t) \). Due to (2.30) the operator \( P \) maps \( X(t) \) into itself and the existence of a uniquely determined global (in time) solution \( u \) follows by contradiction (2.32) and continuation argument for small data. Moreover, we conclude a local (in time) existence result for large data as well. The statement of Theorem 2.6 follows by using the relation \( \phi(t, x) = e^{rt}u(t, x) \) with \( r = -\frac{n}{2}\mu \).

Now, we will not require energy solutions any more, we are interested in Sobolev solutions only. We have the following result.

**Theorem 2.7.** Consider for \( n \geq 2 \) the Cauchy problem (1.1) with \( m \in (\sqrt{\frac{n-1}{2}}, \frac{1}{2}) \) and data \( f \in H^\gamma(\mathbb{R}^n) \), \( \gamma \in (\frac{1}{2}, 1) \), and \( g \in L^2(\mathbb{R}^n) \). Let \( p > p_{n, \gamma} := 1 + \frac{2s}{n-1} \) and \( p \leq \frac{n}{n-2\gamma} \). Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every small data satisfying
\[
\| f \|_{H^\gamma} + \| g \|_{L^2} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]
there exists a uniquely determined global (in time) Sobolev solution
\[
\phi \in C([0, \infty), H^\gamma(\mathbb{R}^n)).
\]
The solution satisfies the decay estimate
\[
\| \phi(t, \cdot) \|_{H^\gamma} \lesssim e^{\frac{\gamma(t-1)}{2}} (\| f \|_{H^\gamma} + \| g \|_{L^2}).
\]

**Proof.** We only sketch the proof, in particular, the modifications to the proof of Theorem 2.6. We define the space
\[
X(t) := \{ u \in C([0, t], H^\gamma(\mathbb{R}^n)) : \| u \|_{X(t)} := \sup_{\tau \in [0, t]} \{ e^{\frac{\gamma(t-1)}{2}} \| u(\tau, \cdot) \|_{H^\gamma} \} < \infty \}.
\]
Using Propositions 2.2 and 2.3 for \( s = 0 \) we have
\[
\| K_0(\tau, 0, x) \ast x u_0(x) + K_1(\tau, 0, x) \ast x u_1(x) \|_{X(t)} \lesssim \| u_0 \|_{H^\gamma} + \| u_1 \|_{L^2}.
\]  
(2.33)
Now fractional Gagliardo-Nirenberg inequality comes into play. We may estimate
\[
\| u(s, \cdot) \|_{L^2} = \| u(s, \cdot) \|^p_{L^2} \lesssim \| u(s, \cdot) \|_{L^2}^{p(1-\theta)} \| u(s, \cdot) \|_{H^\gamma}^\theta \lesssim e^{\frac{\gamma(t-1)}{2}} \| u \|^p_{X(s)},
\]
where
\[
\theta = \frac{n}{2} \left( 1 - \frac{1}{2p} \right) \in [0, 1], \quad p \leq \frac{n}{n-2\gamma}.
\]
Hence,
\[
e^{\frac{n+1}{2p}} \| G(t, \cdot) \|_{L^2} \lesssim \| u \|_{X(t)}^p \int_0^t e^{(p-1)(r+\frac{\gamma t}{2})} s ds \lesssim \| u \|_{X(t)}^p,
\]
thanks to \( r + \frac{\gamma t}{2} < 0 \) and \( p > 1 \). Propositions 5.1 and 2.3 imply for all \( h \in L^2(\mathbb{R}^n) \) the estimate
\[
\| K_0(t, s, x) \ast x h \|_{H^\gamma} \lesssim \| K_0(t, s, x) \ast x h \|_{L^2}^{\frac{1}{2}} \| K_1(t, s, x) \ast x h \|_{H^\gamma}^{\frac{1}{2}} \| K_1(t, s, x) \ast x h \|_{H^\gamma}^{\frac{1}{2}} \lesssim e^{\frac{(1+\gamma)s}{2}} e^{-\frac{(1-\gamma)s}{2}} \| h \|_{L^2}.
\]
Finally, by using \( p_{n, \gamma} < p \) we may estimate
\[
e^{\frac{(n+1)}{2p}} \| G(t, \cdot) \|_{H^\gamma} \lesssim e^{\frac{(n-1)(1-\gamma)}{2}} \| u \|_{X(t)}^p \int_0^t e^{(p-1)(r+\frac{\gamma t}{2})} s ds \lesssim \| u \|_{X(t)}^p.
\]
Using Hölder’s inequality and fractional Gagliardo-Nirenberg inequality, we can follow the steps of the proof of the Lipschitz property in the proof of Theorem 2.6 to obtain
\[
\| Pu - P\nu \|_{X(t)} \lesssim \| u - \nu \|_{X(t)} (\| u \|_{X(t)}^{p-1} + \| v \|_{X(t)}^{p-1})
\]
for any \( u, \nu \in X(t) \). This completes the proof.

Finally, we are interested in energy solutions having a suitable higher regularity.
Corollary 2.3. Consider the Cauchy problem (1.1) with \( m \in \left( \frac{\sigma - 1}{2}, \frac{n}{2} \right) \) and data \( f \in H^\sigma(\mathbb{R}^n) \) and \( g \in H^{\sigma - 1}(\mathbb{R}^n) \) for \( n \geq 3 \), where \( \sigma \in (1, \frac{n}{2}) \). Assume that \( p \) satisfies the following condition:

\[
\max \left\{ \frac{n + 1}{n - 1} \colon [\sigma] \right\} < p \leq 1 + \frac{2}{n - 2\sigma}.
\]

Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying

\[
\|f\|_{H^\sigma} + \|g\|_{H^{\sigma - 1}} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]

there exists a uniquely determined global (in time) energy solution

\[
\phi \in C\left([0, \infty), H^\sigma(\mathbb{R}^n) \right) \cap C^1\left([0, \infty), H^{\sigma - 1}(\mathbb{R}^n) \right).
\]

Moreover, the solution \( \phi \) satisfies the estimates (2.17) and (2.18) for \( \gamma = \sigma \).

Proof. It is enough to prove the global existence of small data solutions to (2.1). Motivated by the estimates of Proposition 2.2 and Proposition 2.3 for \( s = 0 \) we define for \( t > 0 \) the scale of spaces of energy solutions with suitable regularity

\[
X(t) := \left\{ u \in C\left([0, t], H^\sigma(\mathbb{R}^n) \right) \cap C^1\left([0, t], H^{\sigma - 1}(\mathbb{R}^n) \right) : \|u\|_{X(t)} \right\} := \sup_{\tau \in [0, t]} \left\{ e^{(p - 1)\tau} (\|u(\tau, \cdot)\|_{L^2} + \|D^\sigma u(\tau, \cdot)\|_{L^2}) + e^{\mu \tau} (\|u_{\tau}(\tau, \cdot)\|_{L^2} + \|D^{\sigma - 1} u_{\tau}(\tau, \cdot)\|_{L^2}) \right\} < \infty.
\]

For any \( u \in X(t) \) we define

\[
P u := K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x) + G u,
\]

where

\[
G u(t, x) := \int_0^t e^{(p - 1)s} K_1(t, s, x) *_{(x)} |u(s, x)|^p \, ds.
\]

Following the proof of Theorem 2.6 and the universal treatment of non-linear terms in scales of Sobolev spaces done in the proof of Theorem 2.3 one may derive that \( P u \in X(t) \) and the Lipschtz property

\[
\|P u - P v\|_{X(t)} \lesssim \|u - v\|_{X(t)} (\|u\|_{X(t)}^{p - 1} + \|v\|_{X(t)}^{p - 1})
\]

for any \( u, v \in X(t) \). This completes the proof. \( \square \)

Corollary 2.3. Consider the Cauchy problem (1.1) with \( m \in \left( \frac{\sigma - 1}{2}, \frac{n}{2} \right) \) and data \( f \in H^\sigma(\mathbb{R}^n) \) and \( g \in H^{\sigma - 1}(\mathbb{R}^n) \) for \( n \geq 3 \) and \( n \leq 2\sigma \). Assume that \( p \) satisfies the following condition:

\[
\max \left\{ \frac{n + 1}{n - 1} \colon [\sigma] \right\} < p < \infty.
\]

Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying

\[
\|f\|_{H^\sigma} + \|g\|_{H^{\sigma - 1}} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]

there exists a uniquely determined global (in time) energy solution

\[
\phi \in C\left([0, \infty), H^\sigma(\mathbb{R}^n) \right) \cap C^1\left([0, \infty), H^{\sigma - 1}(\mathbb{R}^n) \right).
\]

Moreover, the solution \( \phi \) satisfies the estimates (2.17) and (2.18) for \( \gamma = \sigma \).

Similarly to Theorem 2.4 we may improve the lower bound for \( p \) in Corollary 2.3.

Theorem 2.9. Consider the Cauchy problem (1.1) with \( m \in \left( \frac{\sigma - 1}{2}, \frac{n}{2} \right) \) and data \( (f, g) \in (H^\sigma(\mathbb{R}^n) \times H^{\sigma - 1}(\mathbb{R}^n)) \) for \( \sigma > \frac{n}{2} \) and \( n \geq 2 \). Assume that \( p \) satisfies the following condition:

\[
\max \left\{ \frac{n + 1}{n - 1} \colon [\sigma; 2] \right\} < p < \infty.
\]

Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying

\[
\|f\|_{H^\sigma} + \|g\|_{H^{\sigma - 1}} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]

there exists a uniquely determined global (in time) energy solution

\[
\phi \in C\left([0, \infty), H^\sigma(\mathbb{R}^n) \right) \cap C^1\left([0, \infty), H^{\sigma - 1}(\mathbb{R}^n) \right).
\]

Moreover, the solution \( \phi \) satisfies the estimates (2.17) and (2.18) for \( \gamma = \sigma \).

If \( \sigma + 1 < \frac{n}{2} \), with \( \sigma > \frac{n}{2} \), that is, \( 1 < \sigma < 2 \) for \( n = 2 \), one can also have a similar result like Theorem 2.5.

By using the embedding of \( H^1(\mathbb{R}) \) into \( L^\infty(\mathbb{R}) \) it is now allowed to consider space dimension \( n = 1 \), too.
Theorem 2.10. Consider the Cauchy problem \([1.1]\) with \(m \in \left(\frac{\sqrt{n^2-1}}{2}, \frac{n}{2}\right)\) and data \((f, g) \in (H^\sigma(\mathbb{R}^n) \times H^{\sigma-1}(\mathbb{R}^n))\) with \(\sigma = 1\) for \(n = 1\) and \(1 < \sigma < 2\) for \(n = 2\). Let \(p > \sigma + 1\). Then, there exists a constant \(\varepsilon_0 > 0\) such that, for every given small data satisfying
\[
\|f\|_{H^\sigma} + \|g\|_{H^{\sigma-1}} \leq \varepsilon \text{ for } \varepsilon \leq \varepsilon_0,
\]
there exists a uniquely determined global (in time) energy solution
\[
\phi \in C\left([0, \infty), H^\sigma(\mathbb{R}^n)\right) \cap C^1\left([0, \infty), H^{\sigma-1}(\mathbb{R}^n)\right).
\]
Moreover, the solution \(\phi\) satisfies the estimates (2.17) and (2.18) for \(\gamma = \sigma\).

Remark 2.9. Following the proof of Theorem 2.8, and applying Proposition 5.5 for \(s = 1\), in the case \(n = 1\) one may weaken the condition on \(p\) to \(p-1 > 1 - \frac{1}{2}\), that is, \(p > \frac{3}{2}\).

2.4. Concluding remarks. In Section 2.2 we proved several results for the global existence of small data solutions to the Cauchy problem
\[
\phi_{tt} - e^{-2t}\Delta \phi + n\phi_t + m^2 \phi = |\phi|^p, \quad (\phi(0, x), \phi_t(0, x)) = (f(x), g(x)),
\]
where \(p > 1\) and \(m > 0\). Let us choose \(m = \sqrt{\frac{n^2-1}{2}}\). This implies \(\mu = 1\) in all the results. Summarizing all the results allows the following conclusions:

1. If \(n = 2\), then for all \(p \in (2, \infty)\) we can choose data \((f, g) \in H^\sigma \times H^{\sigma-1}, \sigma = \sigma(p)\), such that we have the global existence of small data solutions.
2. If \(n = 3\), then for all \(p \in \left(\frac{3}{2}, \infty\right)\) we can choose data \((f, g) \in H^\sigma \times H^{\sigma-1}, \sigma = \sigma(p)\), such that we have the global existence of small data solutions.
3. If \(n = 4\), then for all \(p \in \left(\frac{4}{3}, \infty\right)\) we can choose data \((f, g) \in H^\sigma \times H^{\sigma-1}, \sigma = \sigma(p)\), such that we have the global existence of small data solutions.
4. If \(n = 5\), then for all \(p \in \left\{\left(\frac{5}{4}, \frac{5}{3}\right] \cup (2, \infty)\right\}\) we can choose data \((f, g) \in H^\sigma \times H^{\sigma-1}, \sigma = \sigma(p)\), such that we have the global existence of small data solutions. We see, that there is a gap. We have no any result for \(p \in \left(\frac{4}{3}, \frac{5}{3}\right]\).
5. If \(n = 2m, m \geq 3\), then for all \(p \in \left\{\left(\frac{2m}{2m-1}, \frac{m}{m-1}\right) \cup (m, \infty)\right\}\) we can choose data \((f, g) \in H^\sigma \times H^{\sigma-1}, \sigma = \sigma(p)\), such that we have the global existence of small data solutions. A gap still exists. The statement of Theorem 2.3 can be applied for \(\sigma \in (m-1 + \frac{m-2}{n}, m)\).
6. If \(n = 2m+1, m \geq 3\), then for all \(p \in \left\{\left(\frac{2m+1}{2m+2}, \frac{m+1}{m+1}\right) \cup (m+1, \infty)\right\}\) we can choose data \((f, g) \in H^\sigma \times H^{\sigma-1}, \sigma = \sigma(p)\), such that we have the global existence of small data solutions. A gap still exists. The statement of Theorem 2.3 can be applied for \(\sigma \in (\frac{2m+1}{2m+2}, \frac{m+1}{m+1})\).

3. De Sitter model with dominant mass: Case \(m \in \left(\frac{n}{2}, \infty\right)\).

In this section we consider the Cauchy problem
\[
\begin{aligned}
\begin{cases}
\phi_{tt} - e^{-2t}\Delta \phi + n\phi_t + m^2 \phi = |\phi|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
\phi(0, x) = \phi_0(x), \quad \phi_t(0, x) = \phi_1(x), \quad x \in \mathbb{R}^n
\end{cases}
\end{aligned}
\tag{3.1}
\]
with \(\mu^2 = m^2 - \frac{n^2}{4} > 0\), that is, \(m \in \left(\frac{n}{2}, \infty\right)\).

According to Duhamel’s principle, a solution of (3.1) satisfies the non-linear integral equation
\[
\phi(t, x) = K_0(t, 0, x) \ast \phi_0(x) + K_1(t, 0, x) \ast \phi_1(x) + \int_0^t e^{-\frac{\mu}{2}(p-1)s}K_1(t, s, x) \ast |\phi(s, x)|^p \, ds,
\]
where \(K_j(t, s, x) \ast \phi_j(x), \, j = 0, 1, \) are the solutions to the corresponding linear Cauchy problem
\[
\begin{aligned}
\begin{cases}
\phi_{tt} - e^{-2t}\Delta \phi + m^2 \phi = 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
\phi(0, x) = \phi_0(x), \quad \phi_t(0, x) = \delta_{ij}u_0(x), \quad x \in \mathbb{R}^n
\end{cases}
\end{aligned}
\tag{3.2}
\]
with \(\delta_{ij} = 1\) for \(k = j\), and zero otherwise. The term \(K_1(t, s, x) \ast f(s, x)\) is the solution of the parameter-dependent Cauchy problem
\[
\begin{aligned}
\begin{cases}
\phi_{tt} - e^{-2t}\Delta \phi + m^2 \phi = 0, \quad (t, x) \in (s, \infty) \times \mathbb{R}^n, \\
\phi(s, x) = 0, \quad \phi_t(s, x) = f(s, x), \quad x \in \mathbb{R}^n
\end{cases}
\end{aligned}
\]
So, Duhamel’s principle explains that we have to take account of solutions to a family of parameter-dependent Cauchy problems.
3.1. Estimates of solutions to the corresponding linear model. Let us consider for \( t \geq s \) the parameter-dependent Cauchy problem for the Klein-Gordon type equation

\[
\begin{aligned}
&\begin{cases}
\dot{u}_{tt} - e^{-2t} \Delta u + \mu^2 u = 0, \\
u(s, x) = \varphi(s, x), \quad u_t(s, x) = \psi(s, x),
\end{cases} \\
&\quad \quad \quad (t, x) \in (s, \infty) \times \mathbb{R}^n, \quad \mu^2 > 0,
\end{aligned}
\] (3.3)

After application of partial Fourier transformation we have

\[ \hat{u}_{tt} + |\xi|^2 e^{-2t} \hat{u} + \mu^2 \hat{u} = 0. \]

If we introduce the change of variables \( \tau := |\xi| e^{-t}, \quad \tau_0 := |\xi| e^{-s} \) and \( v(\tau) := \hat{u}(t, \xi) \), then we get the ordinary differential equation

\[ v_{\tau\tau} + \frac{1}{\tau} v_{\tau} + \left( 1 + \frac{\mu^2}{\tau^2} \right) v = 0. \]

If we define \( v(\tau) = \tau \rho v(\tau) \), then after choosing \( \rho = i \mu \) we arrive at

\[ \tau v_{\tau\tau} + (2 \rho + 1) v_{\tau} + \tau v = 0. \]

Finally, the last equation is reduced to a confluent hypergeometric equation if we perform the change of variables \( z := 2i\tau \) and \( w(z) = e^{i\tau} v(\tau) \). In this way we obtain

\[ zw_{zz} + (1 + 2\rho - z)w_z - \frac{1 + 2\rho}{2} w = 0, \] (3.4)

with the following initial conditions at \( z_0 = z_0(s, \xi) = 2i|\xi| e^{-s} \):

\[ w(z_0) = e^{i|\xi| e^{-s}} \hat{\varphi}(s, \xi), \quad w'(z_0) = e^{i|\xi| e^{-s}} \left( \frac{1}{|\xi| e^{-s}} \hat{\varphi}'(s, \xi) + i \rho \hat{\varphi}(s, \xi) + \hat{w}(s, \xi) \right). \]

Due to [1] the general solution of (3.4) has the representation

\[ w(z) = c_1(s, \xi) w_1(z) + c_2(s, \xi) w_2(z), \]

where \( w_1 \) and \( w_2 \) are two linear independent solutions given by

\[ w_1(z) = \Phi \left( \frac{1 + 2i\mu}{2}, 1 + 2i\mu, z \right), \quad w_2(z) = z^{-2i\mu} \Phi \left( \frac{1 - 2i\mu}{2}, 1 - 2i\mu, z \right). \]

Here \( \Phi \) is the confluent hypergeometric function. Moreover, we can write

\[ c_j(s, \xi) = (-1)^{3-j} \frac{w(z_0)(d_z w_{3-j})(z_0) - (d_z w)(z_0) w_{3-j}(z_0)}{W(w_1, w_2)(z_0)} \quad \text{for} \quad j = 1, 2, \] (3.5)

where \( W(w_1, w_2) \) is the Wronskian of the two linear independent solutions. The Wronskian ([1], vol.1,p.253) is equal to

\[ W(w_1, w_2)(z) = w_1 \frac{d}{dz} w_2 - w_2 \frac{d}{dz} w_1 = -2i\mu z^{-2i\mu - 1} e^{z}. \]

Since \( z \) is a pure imaginary number, it follows \( |W(w_1, w_2)(z)| \approx |z|^{-1} \). Using all these representations we conclude the following WKB representation for \( \hat{u} \):

\[ \hat{u}(t, \xi) = e^{i\mu \ln(|\xi| e^{-t}) - i|\xi| e^{-t}} \left( c_1(s, \xi) \Phi \left( \frac{1 + 2i\mu}{2}, 1 + 2i\mu, 2i|\xi| e^{-t} \right) \right. \]
\[ \left. + c_2(s, \xi) (2i|\xi| e^{-t})^{-2i\mu} \Phi \left( \frac{1 - 2i\mu}{2}, 1 - 2i\mu, 2i|\xi| e^{-t} \right) \right), \]

where the coefficients \( c_j(s, \xi) \) for \( j = 1, 2 \) are given by (3.5) with \( z_0 = 2i|\xi| e^{-s} \).

Now we may follow the approach of the previous section. For this reason we split the extended phase space into three zones

\[ Z_1(s) := \{ \xi : |\xi| e^{-s} \leq N \}, \quad Z_2(t, s) := \{ Ne^s \leq |\xi| \leq Ne^t \}, \quad Z_3(t) := \{ |\xi| e^{-t} \geq N \}. \]

In this way we are able to prove the following results.

**Proposition 3.1.** Assume that \( \varphi(0, \cdot) \in H^\gamma(\mathbb{R}^n), \gamma \geq 0 \) and \( \psi(0, \cdot) \equiv 0 \). Then the following estimates hold for the solutions to (3.3) for \( t \in [0, \infty) \):

\[ \| K_0(t, 0, x) * \varphi(0, x) \|_{H^\gamma} \lesssim e^{\frac{t}{2}} \| \varphi(0, \cdot) \|_{H^\gamma}, \]
\[ \| \partial_t K_0(t, 0, x) * \varphi(0, x) \|_{H^{\gamma-1}} \lesssim \| \varphi(0, \cdot) \|_{H^\gamma} \quad \text{for} \quad \gamma \geq 1. \]
Proposition 3.2. Assume that \( \psi(s, \cdot) \in \dot{H}^\gamma(\mathbb{R}^n) \), \( \gamma \geq 0 \), for \( s \in [0, \infty) \) and \( \varphi(s, \cdot) \equiv 0 \). Then the following estimates hold for the solutions to (3.3) for \( t \in [s, \infty) \):

\[
\begin{align*}
\| K_1(t, s, x) * (s, \cdot) \psi(s, x) \|_{\dot{H}^\gamma} & \lesssim \| \psi(s, \cdot) \|_{\dot{H}^\gamma}, \\
nabla K_1(t, s, x) * (s, \cdot) \psi(s, x) \|_{\dot{H}^\gamma} & \lesssim e^{\frac{\gamma}{2}t} \| \psi(s, \cdot) \|_{\dot{H}^\gamma}, \\
\partial_t K_1(t, s, x) * (s, \cdot) \psi(s, x) \|_{\dot{H}^\gamma} & \lesssim \| \psi(s, \cdot) \|_{\dot{H}^\gamma}.
\end{align*}
\]

Proof. We only sketch the proof of the last two propositions.

(1) In \( Z_1 \), by using properties (P1) and (P2) of Proposition 2.1, we have

\[
|c_1(s, \xi)| \lesssim |\xi| e^{-s} \left( \frac{|\varphi(s, \xi)|}{|\xi| e^{-s}} + |\hat{\psi}(s, \xi)| \right) \lesssim |\varphi(s, \xi)| + |\hat{\psi}(s, \xi)|,
\]

and

\[
|c_2(s, \xi)| \lesssim |\xi| e^{-s} \left( |\varphi(s, \xi)| + \frac{|\hat{\varphi}(s, \xi)| + |\hat{\psi}(s, \xi)|}{|\xi| e^{-s}} \right) \lesssim |\varphi(s, \xi)| + |\hat{\psi}(s, \xi)|.
\]

So, for \( \gamma \geq 0 \) we can estimate

\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim |\xi|^\gamma (|\varphi(s, \xi)| + |\hat{\psi}(s, \xi)|).
\]

If \( \psi \in H^\gamma \) but not in \( \dot{H}^\gamma \), then we may only conclude

\[
|\xi|^\gamma |\varphi(s, \xi)| \lesssim |\xi|^\gamma (|\varphi(s, \xi)| + |\hat{\psi}(s, \xi)|).
\]

Using \( |\partial_t e^{i\mu |\xi|} e^{-|\xi| t} - |\xi| e^{-|\xi| t}| \leq C \) in \( Z_1 \) it follows immediately

\[
|\xi|^\gamma |\hat{u}_t(t, \xi)| \lesssim |\xi|^\gamma (|\varphi(s, \xi)| + |\hat{\psi}(s, \xi)|).
\]

(2) In \( Z_3 \) we have that \( |\xi| e^{-s} \geq |\xi| e^{-t} \geq N \) and thanks to Proposition 2.1 we can estimate

\[
|c_3(s, \xi)| \lesssim |\xi| e^{-s} \left( \frac{|\varphi(s, \xi)| + |\hat{\psi}(s, \xi)|}{|\xi| e^{-s}} \right) \lesssim |\varphi(s, \xi)| + |\hat{\psi}(s, \xi)|.
\]

So by using (3.5) and property (P3) of Proposition 2.1 we may conclude

\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim |\xi|^\gamma \left( |\varphi(s, \xi)| e^{-\frac{s}{2}} + |\hat{\psi}(s, \xi)| e^{-\frac{s}{2}} \right) \lesssim |\xi|^\gamma |\varphi(s, \xi)| e^{-\frac{s}{2}} + |\xi|^\gamma |\hat{\psi}(s, \xi)| e^{-\frac{s}{2}}.
\]

In order to avoid an exponential increasing term in \( t \) we use regularity in the last inequality, i.e., we use the estimate \( N|\xi| \leq e^{-t} \). If \( \psi(s, \cdot) \in H^\gamma \) but not in \( \dot{H}^\gamma \), then one may only derive

\[
|\xi|^\gamma |\hat{u}_t(t, \xi)| \lesssim |\xi|^\gamma |\varphi(s, \xi)| e^{-\frac{s}{2}} + |\xi|^\gamma |\hat{\psi}(s, \xi)| e^{-\frac{s}{2}}.
\]

Similarly, using that \( |\partial_t e^{i\mu |\xi|} e^{-|\xi| t} - |\xi| e^{-|\xi| t}| \leq C|\xi| e^{-t} \) in \( Z_3 \), we may conclude

\[
|\xi|^\gamma |\hat{u}_t(t, \xi)| \lesssim |\xi|^\gamma |\varphi(s, \xi)| e^{-\frac{s}{2}} + |\xi|^\gamma |\hat{\psi}(s, \xi)| e^{-\frac{s}{2}}.
\]

(3) In \( Z_2 \) we still use (3.5) to conclude

\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim |\xi|^\gamma \left( |\varphi(s, \xi)| e^{-\frac{s}{2}} + |\hat{\psi}(s, \xi)| e^{-\frac{s}{2}} \right) \lesssim |\xi|^\gamma |\varphi(s, \xi)| e^{-\frac{s}{2}} + |\xi|^\gamma |\hat{\psi}(s, \xi)| e^{-\frac{s}{2}}.
\]

If \( \psi \in H^\gamma \) but not in \( \dot{H}^\gamma \), one may only derive

\[
|\xi|^\gamma |\hat{u}_t(t, \xi)| \lesssim |\xi|^\gamma |\varphi(s, \xi)| e^{-\frac{s}{2}} + |\xi|^\gamma |\hat{\psi}(s, \xi)| e^{-\frac{s}{2}}.
\]

Similarly, we conclude

\[
|\xi|^\gamma |\hat{u}_t(t, \xi)| \lesssim |\xi|^\gamma |\varphi(s, \xi)| + |\xi|^\gamma |\hat{\psi}(s, \xi)|.
\]

This completes the proof. \( \square \)
3.2. Global existence of small data solutions. Firstly we are interested in the global existence (in time) of energy solutions.

**Theorem 3.1.** Consider for \( n \geq 2 \) the Cauchy problem \((3.1)\) with \( m \in (\frac{n}{2}, \infty) \) and data \((f, g) \in (H^1(\mathbb{R}^n) \times L^2(\mathbb{R}^n))\). Let \( p > \frac{n-1}{n-2} \) and \( p \leq \frac{n}{n-2} \) for \( n \geq 3 \). Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every small data satisfying

\[
\|f\|_{H^1} + \|g\|_{L^2} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]

there exists a uniquely determined global (in time) energy solution

\[
\phi \in C([0, \infty), H^1(\mathbb{R}^n)) \cap C^1([0, \infty), L^2(\mathbb{R}^n)).
\]

The energy solution satisfies the decay estimate

\[
\|\phi(t, \cdot)\|_{L^2} + \|\nabla \phi(t, \cdot)\|_{L^2} + \|\phi_t(t, \cdot)\|_{L^2} \leq e^{-\frac{d}{2}t}\left(\|f\|_{H^1} + \|g\|_{L^2}\right).
\]

**Proof.** It is enough to prove the global existence of small data solutions to \((3.1)\). Motivated by the estimates of Proposition 3.1 and Proposition 3.2 for \( s = 0 \) we define for \( t > 0 \) the scale of spaces of energy solutions

\[
X(t) := \left\{ u \in C([0, t], H^1(\mathbb{R}^n)) \cap C^1([0, t], L^2(\mathbb{R}^n)) : \|u\|_{X(t)} := \sup_{\tau \in [0, t]} \left\{ e^{-\frac{\tau}{2n}}\|u(\tau, \cdot)\|_{L^2} + e^{-\frac{\tau}{2}}\|\nabla u(\tau, \cdot)\|_{L^2} + \|u_t(\tau, \cdot)\|_{L^2} \right\} < \infty \right\}.
\]

For any \( u \in X(t) \) we define

\[
Pu := K_0(t, 0, x)^* u_0(x) + K_1(t, 0, x)^* u_1(x) + Gu,
\]

where

\[
Gu(t, x) := \int_0^t e^{-\frac{\tau}{2(n-1)s}} K_1(t, s, x)^* |u(s, x)|^p \, ds.
\]

Using Proposition 3.1 and Proposition 3.2 for \( s = 0 \) we have

\[
\|K_0(t, 0, x)^* u_0(x) + K_1(t, 0, x)^* u_1(x)\|_{X(t)} \lesssim \|u_0\|_{H^1} + \|u_1\|_{L^2}.
\]  \hspace{1cm} \text{(3.7)}

Using Minkowski’s integral inequality gives with Proposition 3.2

\[
\|Gu(t, \cdot)\|_{L^2} \lesssim \int_0^t e^{-\frac{\tau}{2(n-1)s}}\|K_1(t, s, \cdot)|u(s, \cdot)|^p\|_{L^2} \, ds \lesssim \int_0^t e^{-\frac{\tau}{2(n-1)s}}\|u(s, \cdot)|^p\|_{L^2} \, ds.
\]

Now Gagliardo-Nirenberg inequality comes into play. We may estimate

\[
\|u(s, \cdot)|^p\|_{L^2} = \|u(s, \cdot)|_{L^{2p}}^p \lesssim \|u(s, \cdot)|_{L^{p(1-\theta)}}^p \|\nabla u(s, \cdot)|_{L^p}^{\theta} \lesssim e^{\frac{\theta}{p}}\|u\|_{X(s)}^p,
\]

where

\[
\theta = n\left(\frac{1}{2} - \frac{1}{2p}\right), \quad 2p \leq \left\{ \begin{array}{ll}
\infty & \text{if } n \leq 2, \\
\frac{2n}{n-2} & \text{if } n \geq 3.
\end{array} \right.
\]

Hence,

\[
\|Gu(t, \cdot)\|_{L^2} \lesssim \|u\|_{X(t)}^p \int_0^t e^{-\frac{\tau}{2(n-1)s+\frac{\theta}{p}}} \, ds
\]

\[= \|u\|_{X(t)}^p \int_0^t e^{-\frac{d}{2(n-1)s+\frac{\theta}{p}}} \, ds \lesssim e^\frac{\theta}{p}\|u\|_{X(t)}^p,
\]

thanks to \( p > 1 \). In the same way we get after applying Propositions 3.1 and 3.2 for

\[
\partial_t Gu(t, x) = \int_0^t e^{-\frac{\tau}{2(n-1)s}} \partial_t(K_1(t, s, x)^* |u(s, x)|^p) \, ds
\]

the estimate

\[
||\partial_t Gu(t, \cdot)||_{L^2} \lesssim \|u\|_{X(t)}^p \int_0^t e^{-\frac{\tau}{2(n-1)s+\frac{\theta}{p}}} \, ds \lesssim \|u\|_{X(t)}^p
\]

for all \( p > \frac{n}{n-1} \). Finally, it remains to estimate

\[
e^{-\frac{\theta}{p}}\nabla Gu(t, x) = e^{-\frac{\theta}{p}} \int_0^t e^{-\frac{\tau}{2(n-1)s}}\nabla(K_1(t, s, x)^* |u(s, x)|^p) \, ds.
\]
Again the application of Propositions 3.1 and 3.2 yields
\[ \|e^{-\frac{\gamma}{2}}\nabla G u(t, \cdot)\|_{L^2} \leq e^{-\frac{\gamma}{2}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s} \|\nabla(K_1(t,s,x) \ast (u(s,x)))\|_{L^2} \, ds \]
\[ \leq e^{-\frac{\gamma}{2}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s + \frac{\gamma p}{2}} ds \|u\|_{X(t)}^p \]
\[ \leq \int_0^t e^{-\frac{\gamma}{2}(p-1)s + \frac{\gamma p}{2}} ds \|u\|_{X(t)}^p \lesssim \|u\|_{X(t)}^p \]
thanks to the assumption \( p > \frac{n+1}{2} \). Summarizing all the derived estimates it follows for all \( t > 0 \) and \( p > \frac{n+1}{2} \) the estimate
\[ \|Pu\|_{X(t)} \lesssim \|u_0\|_{H^1} + \|u\|_{L^2} + \|u\|_{X(t)}^p \]
This leads to \( Pu \in X(t) \). Following the steps to show the Lipschitz property from the proof to Theorem 2.1 implies
\[ \|Pu - Pv\|_{X(t)} \lesssim \|u - v\|_{X(t)} \left( \|u\|_{X(t)}^p + \|v\|_{X(t)}^{p-1} \right) \] (3.8)
for any \( u, v \in X(t) \). Using these estimates for \( Pu \) one can prove the existence of a uniquely determined global (in time) energy solution \( u \) by contraction argument for small data. Moreover, we get a local (in time) result for large data. The decay estimates of Theorem 3.1 follow by using the relation \( \phi(t,x) = e^{-\frac{\gamma}{2}t} u(t,x) \).

**Remark 3.1.** As in [20], we conclude that \( \|\nabla \phi(t, \cdot)\|_{H^1} \) is bounded for all \( n \geq 2 \). Is it possible to allow a loss of decay for solutions or to change the data classes in order to have global existence for all \( p > 1 \)? Let us discuss a possible loss of decay. For this reason we define the space
\[ X_0(t) := \{ u \in C([0,t], H^1(\mathbb{R}^n)) \} \]
\[ : \|u\|_{X_0(t)} := \sup_{t \in [0,t]} \|e^{-\theta t} \nabla u(t, \cdot)\|_{L^2} + \|e^{-\theta t} u(t, \cdot)\|_{L^2} < \infty \]
with suitable parameters \( \alpha \) and \( \beta \). The estimates of Propositions 3.1 and 3.2 require \( \alpha \geq \frac{1}{2} \) and \( \beta \geq \frac{1}{2} \). We are interested under which assumptions to \( p, \alpha \) and \( \beta \) the operator
\[ G : u \in X_0(t) \rightarrow Gu := \int_0^t e^{-\frac{\gamma}{2}(p-1)s} K_1(t,s,x) \ast (u(s,x)) \, ds \]
maps \( X_0(t) \) into itself for all \( t > 0 \). Following the estimates of the proof to Theorem 2.1 we obtain the following conditions:
\[ \frac{n}{2}(p-1) - \alpha p(1-\theta) - \beta p(\theta + \alpha) + \alpha > 0 \]
\[ \frac{n}{2}(p-1) - \alpha p(1-\theta) - \beta p(\theta + \alpha) - 1 > 0 \]
Taking account of the definition of \( \theta \) these conditions are equivalent to
\[ \left( \frac{n}{2} + \frac{\alpha n}{2} - \beta n + n - \alpha \right) (p-1) > 0 \]
\[ \left( \frac{n}{2} + \frac{\alpha n}{2} - \beta n + n - \alpha \right) (p-1) > \alpha + 1 - \beta \]
Let \( \beta \geq \alpha + 1 \), then the first condition cannot be satisfied for any \( p > 1 \). So, let \( \frac{1}{2} \leq \beta < \alpha + 1 \). We introduce \( \beta = \alpha + 1 - z \) with \( z \in (0, \frac{n}{2} + 1) \). We have to check the second condition only. We get
\[ \left( \frac{n}{2} - \alpha \right) (p-1) > z \]
We have to choose \( z \in \left( \frac{2n}{n+1}, \alpha + \frac{1}{2} \right) \). Then we obtain the restriction \( p > \frac{n+1}{n+2} \). This bound is minimal for maximal \( z = \alpha + \frac{1}{2} \). Hence, we conclude \( p > \frac{n+1}{n+2} \) for \( \alpha \in \left( \frac{1}{2}, \infty \right) \). The bound to below is strictly increasing in \( \alpha \). Thus the minimal value is taken for \( \alpha = \frac{1}{2} \) and, consequently, \( \beta = \frac{1}{2} \). What we have chosen in Theorem 2.1. Summarizing, a possible loss of decay does not lower the bound for \( p \) to below.

In the following result we will not require energy solutions any more. We restrict ourselves to Sobolev solutions only.

**Theorem 3.2.** Consider for \( n \geq 2 \) the Cauchy problem 1.1 with \( m \in \left( \frac{1}{2}, \infty \right) \), data \( f \in H^\gamma(\mathbb{R}^n), \gamma \in \left( \frac{1}{2}, 1 \right) \), and \( g \in L^2(\mathbb{R}^n) \). Let \( p > p_{n,\gamma} := 1 + \frac{2\gamma}{n-1} \) and \( p \leq \frac{n}{n+1} \). Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every small data satisfying
\[ \|f\|_{H^\gamma} + \|g\|_{L^2} \leq \varepsilon \text{ for } \varepsilon \leq \varepsilon_0, \]
there exists a uniquely determined global (in time) Sobolev solution
\[ \phi \in C([0,\infty), H^\gamma(\mathbb{R}^n)) \].
The solution satisfies the decay estimate
\[ \|\phi(t, \cdot)\|_{H^\gamma} \lesssim e^{-\frac{n-1}{2p}(\|f\|_{H^\gamma} + \|g\|_{L^2})}. \]

**Remark 3.2.** The assumption \( p_n, \gamma < p \leq \frac{n}{n-2}\gamma \) implies \( n \geq 2 \) and \( \gamma > \frac{1}{2} \).

**Proof.** We only sketch the proof, in particular, the modifications to the proof of Theorem 3.1 It is enough to prove the global existence of small data solutions to (3.1). Motivated by the estimates of Proposition 3.1 and Proposition 3.2 for \( s=0 \) we define for \( t > 0 \) the space
\[ X(t) := \{ u \in C([0, t], H^n(\mathbb{R}^n)) : \|u\|_{X(t)} := \sup_{\tau \in [0, t]} \{ e^{-\tau} \|u(\tau, \cdot)\|_{H^\gamma} \} < \infty \}. \]

For any \( u \in X(t) \) we define
\[ Pu := K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x) + Gu, \]
where
\[ Gu(t, x) := \int_0^t e^{-\frac{\gamma}{2}(p-1)s}K_1(t, s, x) *_{(x)} |u(s, x)|^p ds. \]

Using Proposition 3.1 and Proposition 3.2 for \( s = 0 \) we have
\[ \|K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x)\|_{X(t)} \lesssim \|u_0\|_{H^\gamma} + \|u_1\|_{L^2}. \]

Using Minkowski’s integral inequality gives with Proposition 3.2
\[ e^{-\frac{\gamma}{2}}\|Gu(t, \cdot)\|_{L^2} \leq e^{-\frac{\gamma}{2}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s}\|K_1(t, s, x) *_{(x)} |u(s, x)|^p\|_{L^2} ds \]
\[ \lesssim e^{-\frac{\gamma}{2}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s}\|u(s, x)|^p\|_{L^2} ds. \]

Now fractional Gagliardo-Nirenberg inequality comes into play. We may estimate
\[ \|u(s, \cdot)|^p\|_{L^2} = \|u(s, \cdot)|_{L^{2p}} \lesssim \|u(s, \cdot)|_{L^p}^{(1-\theta)}\|u(s, \cdot)|_{H^\gamma}^{\theta} \lesssim e^{\frac{\theta}{p}}\|u\|_{X(t)}^{\frac{\theta}{p}}, \]
where
\[ \theta = \frac{n}{\gamma}\left(\frac{1}{2} - \frac{1}{2p}\right), \quad p \leq \frac{n}{n-2\gamma}. \]

Hence,
\[ e^{-\frac{\gamma}{2}}\|Gu(t, \cdot)\|_{L^2} \lesssim \|u\|_{X(t)}^{\frac{\theta}{p}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s}\|u(s, x)|^p\|_{L^2} ds \]
\[ = \|u\|_{X(t)}^{\frac{\theta}{p}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s}\|u(s, x)|^p\|_{X(t)}^{\frac{\theta}{p}} ds \lesssim \|u\|_{X(t)}^{\frac{\theta}{p}}. \]

thanks to \( p > 1 \). Propositions 3.1 and 3.2 imply for all \( h \in L^2(\mathbb{R}^n) \) the estimate
\[ \|K_1(t, s, x) *_{(x)} h\|_{H^\gamma} \leq \|K_1(t, s, x) *_{(x)} h\|_{H^\gamma} \|K_1(t, s, x) *_{(x)} h\|_{L^2}^{1-\gamma} \lesssim e^{-\frac{\gamma}{2}}\|h\|_{L^2}. \]

Together with Proposition 3.2 we may conclude
\[ e^{-\frac{\gamma}{2}}\|Gu(t, \cdot)\|_{H^\gamma} \lesssim e^{-\frac{\gamma}{2}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s}\|K_1(t, s, x) *_{(x)} |u(s, x)|^p\|_{H^\gamma} ds \]
\[ \lesssim e^{-\frac{\gamma}{2}} \int_0^t e^{-\frac{\gamma}{2}(p-1)s}\|u(s, x)|^p\|_{X(t)}^{\frac{\theta}{p}} ds \lesssim \|u\|_{X(t)}^{\frac{\theta}{p}}. \]

thanks to the assumption \( 1 + \frac{p}{n-1} < p \leq \frac{n}{n-2\gamma} \). Following the steps to show the Lipschitz property from the proofs to Theorems 2.1 and 2.2 implies
\[ \|Pu - Pv\|_{X(t)} \lesssim \|u - v\|_{X(t)} (\|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1}) \]
for any \( u, v \in X(t) \). As before we conclude a global (in time) result of Sobolev solutions for small data and a local (in time) result for large data as well. By using the relation \( \phi(t, x) = e^{-\frac{\gamma}{2}t}u(t, x) \) we derive the decay estimate
\[ \|\phi(t, \cdot)\|_{H^\gamma} \lesssim e^{-\frac{n-1}{2p}(\|f\|_{H^\gamma} + \|g\|_{L^2})}. \]

This completes the proof. \( \square \)
Finally, we are interested in energy solutions having a suitable higher regularity.

**Theorem 3.3.** Consider the Cauchy problem (1.1) with $m \in (\frac{n}{2}, \infty)$ and data $(f, g) \in (H^\sigma(\mathbb{R}^n) \times H^{\sigma-1}(\mathbb{R}^n))$ for $n \geq 3$, where $\sigma \in \left(1, \frac{n}{2}\right)$. Assume that $p$ satisfies the following condition:

$$\max \left\{ \frac{n + 1}{n - 1}; \left\lfloor \sigma \right\rfloor \right\} < p \leq 1 + \frac{2}{n - 2\sigma}.$$  

Then, there exists a constant $\varepsilon_0 > 0$ such that, for every small data satisfying

$$\|f\|_{H^\omega} + \|g\|_{H^{\omega-1}} \leq \varepsilon$$  

for $\varepsilon \leq \varepsilon_0$,

there exists a uniquely determined global (in time) energy solution

$$\phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)).$$

The energy solution satisfies the decay estimate

$$\|\phi(t, \cdot)\|_{H^\omega} + \|\phi_t(t, \cdot)\|_{H^{\omega-1}} \lesssim e^{-\frac{n-1}{2\sigma} t} (\|f\|_{H^\omega} + \|g\|_{H^{\omega-1}}).$$

**Proof.** We only sketch the proof. It is enough to prove the global existence of small data solutions to (3.1). Motivated by the estimates of Proposition 3.1 and Proposition 3.2 for $s = 0$ we define for $t > 0$ the scale of spaces of energy solutions with suitable regularity

$$X(t) := \{ u \in C([0, t], H^\sigma(\mathbb{R}^n)) \cap C^1([0, t], H^{\sigma-1}(\mathbb{R}^n)) : \|u\|_{X(t)} := \sup_{r \in [0, t]} \left\{ e^{-\frac{\sigma}{2}} \|u(r, \cdot)\|_{L^2} + e^{-\frac{\sigma}{2}} \|D^\sigma u(r, \cdot)\|_{L^2} + \|u_r(r, \cdot)\|_{L^2} + \|D^{\sigma-1} u_r(r, \cdot)\|_{L^2} \right\} < \infty \}.$$  

For any $u \in X(t)$ we define $Pu := K_0(t, 0, x) *_{(x)} u_0(x) + K_1(t, 0, x) *_{(x)} u_1(x) + Gu$,

where

$$Gu(t, x) := \int_0^t e^{-\frac{\sigma}{2}(y-1)s} K_1(t, s, x) *_{(x)} |u(s, x)|^p ds.$$  

Following the proof of Theorem 3.1 and the universal treatment of non-linear terms in scales of Sobolev spaces done in the proof of Theorem 2.3 one may derive that $Pu \in X(t)$ and the Lipschitz property

$$\|Pu - Pv\|_{X(t)} \lesssim \|u - v\|_{X(t)} (\|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1})$$

for any $u, v \in X(t)$. This completes the proof. $\square$

If $n \leq 2\sigma$, then we can follow the steps of the previous proof and get the following statement.

**Corollary 3.1.** Consider the Cauchy problem (1.1) with $m \in (\frac{n}{2}, \infty)$ and data $f \in H^\sigma(\mathbb{R}^n)$ and $g \in H^{\sigma-1}(\mathbb{R}^n)$ for $n \geq 3$ and $n \leq 2\sigma$. Assume that $p$ satisfies the following condition:

$$\max \left\{ \frac{n + 1}{n - 1}; \left\lfloor \sigma \right\rfloor \right\} < p < \infty.$$  

Then, there exists a constant $\varepsilon_0 > 0$ such that, for every small data satisfying

$$\|f\|_{H^\omega} + \|g\|_{H^{\omega-1}} \leq \varepsilon$$  

for $\varepsilon \leq \varepsilon_0$,

there exists a uniquely determined global (in time) energy solution

$$\phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)).$$

The energy solution satisfies the decay estimate

$$\|\phi(t, \cdot)\|_{H^\omega} + \|\phi_t(t, \cdot)\|_{H^{\omega-1}} \lesssim e^{-\frac{n-1}{2\sigma} t} (\|f\|_{H^\omega} + \|g\|_{H^{\omega-1}}).$$

Similarly to Theorem 2.3 we may improve the lower bound for $p$ in Corollary 3.1.

**Theorem 3.4.** Consider the Cauchy problem (1.1) for $m \in (\frac{n}{2}, \infty)$ and data $(f, g) \in (H^\sigma(\mathbb{R}^n) \times H^{\sigma-1}(\mathbb{R}^n))$ for $\sigma > \frac{n}{2}$ and $n \geq 2$. Assume that $p$ satisfies the following condition:

$$\max \left\{ \frac{n + 1}{n - 1}; \left\lfloor \sigma; 2 \right\rfloor \right\} < p < \infty.$$  

Then, there exists a constant $\varepsilon_0 > 0$ such that, for every given small data satisfying

$$\|f\|_{H^\omega} + \|g\|_{H^{\omega-1}} \leq \varepsilon$$  

for $\varepsilon \leq \varepsilon_0$,
According to Duhamel’s principle, a solution of (4.1) satisfies the non-linear integral equation

\[ \phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)). \]

The energy solution satisfies the decay estimate

\[ \|\phi(t, \cdot)\|_{H^\sigma} + \|\phi_t(t, \cdot)\|_{H^{\sigma-1}} \lesssim e^{-\frac{at}{t^2}}(\|f\|_{H^\sigma} + \|g\|_{H^{\sigma-1}}). \]

For space dimensions \( n = 1, 2 \) we have a similar result as in Theorem 2.10.

**Theorem 3.5.** Consider the Cauchy problem (4.4) for \( m \in \left( \frac{2}{n}, \infty \right) \) and data \((f, g) \in (H^\sigma(\mathbb{R}^n) \times H^{\sigma-1}(\mathbb{R}^n))\), with \( \sigma = 1 \) for \( n = 1 \) and \( 1 < \sigma < 2 \) for \( n = 2 \). Let \( p > \sigma + 1 \). Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying

\[ \|f\|_{H^\sigma} + \|g\|_{H^{\sigma-1}} \leq \varepsilon \text{ for } \varepsilon \leq \varepsilon_0, \]

there exists a uniquely determined global (in time) energy solution

\[ \phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^{\sigma-1}(\mathbb{R}^n)). \]

The energy solution satisfies the decay estimate

\[ \|\phi(t, \cdot)\|_{H^\sigma} + \|\phi_t(t, \cdot)\|_{H^{\sigma-1}} \lesssim e^{-\frac{at}{t^2}}(\|f\|_{H^\sigma} + \|g\|_{H^{\sigma-1}}). \]

4. De Sitter model with balanced dissipation and mass: Case \( m = \frac{n}{2} \).

In this section we consider the Cauchy problem

\[
\begin{align*}
   u_{tt} - e^{-2t} \Delta u &= e^{-\frac{2}{n}(p-1)}|u|^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
   u(0, x) &= u_0(x), \quad u_t(0, x) = u_1(x), \quad x \in \mathbb{R}^n,
\end{align*}
\]

(4.1)

that is, \( m = \frac{n}{2} \) in (4.1). According to Duhamel’s principle, a solution of (4.1) satisfies the non-linear integral equation

\[ u(t, x) = K_0(t, 0, x) * u_0(x) + K_1(t, 0, x) * u_1(x) + \int_0^t e^{-\frac{2}{n}(p-1)s} K_1(t, s, x) * |u(s, x)|^p \, ds, \]

where \( K_j(t, 0, x) * u_j(x), \ j = 0, 1, \) are the solutions to the corresponding linear Cauchy problem

\[
\begin{align*}
   u_{tt} - e^{-2t} \Delta u &= 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
   u(0, x) &= \delta_{0j} u_0(x), \quad u_t(0, x) = \delta_{1j} u_1(x), \quad x \in \mathbb{R}^n,
\end{align*}
\]

(4.2)

with \( \delta_{kj} = 1 \) for \( k = j \), and zero otherwise. The term \( K_1(t, s, x) * \psi(s, x) \) is the solution of the parameter-dependent Cauchy problem

\[
\begin{align*}
   u_{tt} - e^{-2t} \Delta u &= 0, \quad (t, x) \in (s, \infty) \times \mathbb{R}^n, \\
   u(s, x) &= 0, \quad u_t(s, x) = \psi(s, x), \quad x \in \mathbb{R}^n.
\end{align*}
\]

(4.3)

So, Duhamel’s principle explains that we have to take account of solutions to a family of parameter-dependent Cauchy problems.

4.1. Estimates of solutions to the corresponding linear model. Let us consider the parameter-dependent Cauchy problem

\[
\begin{align*}
   u_{tt} - e^{-2t} \Delta u &= 0, \quad (t, x) \in (s, \infty) \times \mathbb{R}^n, \\
   u(s, x) &= \varphi(s, x), \quad u_t(s, x) = \psi(s, x), \quad x \in \mathbb{R}^n.
\end{align*}
\]

(4.4)

We perform the partial Fourier transformation with respect to the spatial variables to (4.4) and the change of variables

\[ v(\tau) = \hat{u}(t, \xi), \quad \tau = |\xi| A(t) = |\xi| e^{-t}, \]

leads to the Bessel equation of order zero

\[ v_{\tau\tau} + \frac{1}{\tau} v_\tau + v = 0, \quad v(|\xi| e^{-\tau}) = \hat{\varphi}(s, \xi), \quad v_t(|\xi| e^{-\tau}) = \frac{\hat{\psi}(s, \xi)}{|\xi| e^{-\tau}}. \]

The general solution of the Bessel equation of order zero is given for \( \tau > 0 \) by

\[ v(\tau) = c_1(\xi) J_0(\tau) + c_2(\xi) Y_0(\tau), \]
where $J_\nu$ and $Y_\nu$ are Bessel functions of order $\nu$, of first and second kind, respectively. The Wronskian satisfies \( [1], \text{vol.2}, p.79)\)
\[
W(J_0(\tau), Y_0(\tau)) = \frac{2}{\pi \tau}.
\]
Therefore, we obtain the following representation:
\[
\begin{align*}
\hat{u}(t, \xi) &= \frac{2}{\pi} |\xi| e^{-s} \left( Y_0(\xi) J_0(|\xi| e^{-t}) - J_0(|\xi| e^{-t}) Y_0(|\xi| e^{-t}) \right) \hat{\phi}(s, \xi) \\
&+ \frac{2}{\pi} \left( Y_0(|\xi| e^{-t}) J_0(|\xi| e^{-t}) - J_0(|\xi| e^{-t}) Y_0(|\xi| e^{-t}) \right) \hat{\psi}(s, \xi).
\end{align*}
\]
(4.5)

To describe the asymptotic behavior of $\hat{u}$ we may use the following well-known properties of the functions $J_0$ and $Y_0$ (see [1], Vol.2):

- (B1): $J_0$ is an entire analytic function, whereas $Y_0$ has a logarithmic singularity at $\tau = 0$;
- (B2): $J'_0(\tau) = -J_1(\tau)$;
- (B3): the behavior for small $\tau$ is given by
  \[ |J_0(\tau)| \lesssim 1, \quad |J'_0(\tau)| \lesssim \tau, \quad |Y_0(\tau)| \lesssim |\log(\tau)|, \quad |Y'_0(\tau)| \lesssim \tau^{-1}; \]
- (B4): the behavior for large $\tau$ is given by
  \[ |J_0^{(k)}(\tau)| \lesssim \tau^{-1/2}, \quad |Y_0^{(k)}(\tau)| \lesssim \tau^{-1/2}, \quad k = 0, 1. \]

Let us denote by $t_\xi$ the separate line between $Z_2$ and $Z_3$, i.e., $|\xi| e^{-t_\xi} = N$. The following result can be concluded by the results of [3].

**Proposition 4.1.** Assume that $\varphi(0, \cdot) \in \dot{H}^\gamma(\mathbb{R}^n)$, $\gamma \geq 0$ and $\psi(0, \cdot) \equiv 0$. Then the following estimates hold for the solutions to (4.2) for $t \in [0, \infty)$ and $\gamma \geq 0$:
\[
\|K_0(t, 0, x) \ast (\varphi(0, x)|\varphi(0, \cdot)|)\|_{\dot{H}^\gamma} \lesssim (1 + t)^{\frac{\gamma}{2}} \|\varphi(0, \cdot)\|_{\dot{H}^\gamma},
\]
\[
\|\partial_t K_0(t, 0, x) \ast (\varphi(0, x)|\varphi(0, \cdot)|)\|_{\dot{H}^{\gamma-1}} \lesssim \|\varphi(0, \cdot)\|_{\dot{H}^\gamma}.\]

Moreover, we need the following result.

**Proposition 4.2.** Assume that $\psi(s, \cdot) \in \dot{H}^\gamma(\mathbb{R}^n)$, $\gamma \geq 0$, for $s \in [0, \infty)$ and $\varphi(s, \cdot) \equiv 0$. Then the following estimates hold for the solutions to (4.2) for $t \in [s, \infty)$:
\[
\|K_1(t, s, x) \ast (\varphi(s, x)|\varphi(s, \cdot)|)\|_{\dot{H}^\gamma} \lesssim (1 + t)^{\frac{\gamma}{2}} \|\varphi(s, \cdot)\|_{\dot{H}^\gamma},
\]
\[
\|\nabla K_1(t, s, x) \ast (\varphi(s, x)|\varphi(s, \cdot)|)\|_{\dot{H}^\gamma} \lesssim (1 + t)^{\frac{\gamma+1}{2}} \|\varphi(s, \cdot)\|_{\dot{H}^\gamma},
\]
\[
\|\partial_t K_1(t, s, x) \ast (\varphi(s, x)|\varphi(s, \cdot)|)\|_{\dot{H}^\gamma} \lesssim \|\varphi(s, \cdot)\|_{\dot{H}^\gamma}.
\]

**Proof.** By using the property (B3) in $Z_1$ we have
\[
|\xi|^\gamma |\hat{u}(t, \xi)| \lesssim (1 + t)^{\frac{\gamma}{2}} |\xi| |\hat{\psi}(s, \xi)|, \quad j = 0, 1,
\]
and
\[
|\xi|^\gamma |\hat{u}_t(t, \xi)| \lesssim |\xi| |\hat{\psi}(s, \xi)|.
\]
In $Z_3$ we have $|\xi| e^{-s} \geq |\xi| e^{-t} \geq N$ and by using the property (B4) we can estimate
\[
|\xi|^{\gamma+j} |\hat{u}(t, \xi)| \lesssim e^{\frac{\gamma-j}{2}} |\xi| |\hat{\psi}(s, \xi)|, \quad j = 0, 1,
\]
and
\[
|\xi|^{\gamma+j} |\hat{u}_t(t, \xi)| \lesssim e^{\frac{\gamma-j}{2}} |\xi| |\hat{\psi}(s, \xi)|.
\]
In $Z_2$ we still have $|\xi| e^{-s} \geq N$ and by using the properties (B3) and (B4) we have that
\[
|\xi|^{\gamma+j} |\hat{u}(t, \xi)| \lesssim (1 + t)^{\frac{\gamma+j}{2}} |\xi| |\hat{\psi}(s, \xi)|, \quad j = 0, 1,
\]
and
\[
|\xi|^{\gamma+j} |\hat{u}_t(t, \xi)| \lesssim |\xi|^{\gamma+j} |\hat{\psi}(s, \xi)|,
\]
thanks to $|\xi| e^{-t} \leq N$. Summarizing all these estimates the proof of Proposition 4.2 is concluded. \( \square \)
4.2. Global existence of small data solutions. If we compare the estimates of Propositions 4.1 and 4.2 with those of Propositions 1.1 and 1.2 then they differ only by the factor $1 + t$ appearing in some of the estimates in Propositions 1.1 and 1.2. So we can follow all the considerations of Section 3. We study power non-linearities. The factor $1 + t$ will not have any influence on the admissible set of powers $p$. Consequently, we do not expect any changes in the admissible set of powers $p$. For this reason we mainly restrict ourselves to formulate the results only. We sketch modifications in the proof for one result. Firstly we are interested in the global existence (in time) of energy solutions.

**Theorem 4.1.** Consider for $n \geq 2$ the Cauchy problem (1.1) with data $(f, g) \in (H^1(\mathbb{R}^n) \times L^2(\mathbb{R}^n))$. Let $p > \frac{n}{n-1}$ and $p \leq \frac{n}{n-2}$ for $n \geq 3$. Assume that the parameters $m$ and $n$ satisfy $m = \frac{4}{n}$. Then, there exists a constant $\varepsilon_0 > 0$ such that, for every small data satisfying

$$
\|f\|_{H^1} + \|g\|_{L^2} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
$$

there exists a uniquely determined global (in time) energy solution

$$
\phi \in C([0, \infty), H^1(\mathbb{R}^n)) \cap C^1([0, \infty), L^2(\mathbb{R}^n)).
$$

The energy solution satisfies the decay estimate

$$
\|\phi(t, \cdot)\|_{L^2} + \|\nabla \phi(t, \cdot)\|_{L^2} + \|\phi(t, \cdot)\|_{L^2} \lesssim (1 + t)e^{-\frac{\varepsilon}{2}t}(\|f\|_{H^1} + \|g\|_{L^2}).
$$

**Proof.** We only sketch the proof, in particular, we explain modifications to the proof of Theorem 3.1. It is enough to prove the global existence of small data solutions to (1.1). Motivated by the estimates of Proposition 1.1 and Proposition 1.2 for $s = 0$ we define for $t > 0$ the scale of spaces of energy solutions

$$
X(t) := \{u \in C([0, t], H^1(\mathbb{R}^n)) \cap C^1([0, t], L^2(\mathbb{R}^n)) : \|u\|_{X(t)} := \sup_{\tau \in [0, t]} (1 + \tau)^{-\frac{1}{2}}(1 + \tau)^{-\frac{1}{2}}\|u(\tau, \cdot)\|_{L^2} + (1 + \tau)^{-\frac{1}{2}}\|\nabla u(\tau, \cdot)\|_{L^2} + \|u_r(\tau, \cdot)\|_{L^2}) < \infty \}.
$$

In the following we use the same notations as in the proofs before. Using Proposition 4.1 and Proposition 4.2 for $s = 0$ we have

$$
\|K_0(t, 0, x) \ast_{(s)} u_0(x) + K_1(t, 0, x) \ast_{(s)} u_1(x)\|_{X(t)} \lesssim \|u_0\|_{H^1} + \|u_1\|_{L^2}.
$$

(4.6)

Using Minkowski’s integral inequality gives with Proposition 4.2

$$
(1 + t)^{-1}\|Gu(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-1}\int_0^t e^{-\frac{\varepsilon}{2}(p-1)s}\|K_1(t, s, x) \ast_{(s)} |u(s, x)|^p\|_{L^2} ds \lesssim \int_0^t e^{-\frac{\varepsilon}{2}(p-1)s}\|\|u(s, x)|^p\|_{L^2} ds.
$$

We may estimate

$$
\|\|u(s, \cdot)|^p\|_{L^2} = \|u(s, \cdot)^p\|_{L^p} \lesssim \|u(s, \cdot)^{p(1-\theta)}\|_{L^2}^{\theta}\|\nabla u(s, \cdot)\|_{L^2}^{\theta} \lesssim (1 + s)^{\frac{\varepsilon}{2}}\|u\|_{X(t)}^p.
$$

Hence,

$$
(1 + t)^{-1}\|Gu(t, \cdot)\|_{L^2} \lesssim \|u\|_{X(t)}^p \int_0^t e^{-\frac{\varepsilon}{2}(p-1)s+\frac{\varepsilon}{2}p(1 + s)^p ds
$$

$$
= \|u\|_{X(t)}^p \int_0^t e^{-\frac{\varepsilon}{2}(p-1)s+\frac{\varepsilon}{2}(1 + s)^p ds \lesssim e^{\frac{\varepsilon}{2}}\|u\|_{X(t)}^p,
$$

thanks to $p > 1$. In the same way we get after applying Propositions 1.1 and 1.2 to

$$
\partial_t Gu(t, x) = \int_0^t e^{-\frac{\varepsilon}{2}(p-1)s}\partial_t(K_1(t, s, x) \ast_{(s)} |u(s, x)|^p) ds
$$

the estimate

$$
\|\partial_t Gu(t, \cdot)\|_{L^2} \lesssim \|u\|_{X(t)}^p \int_0^t e^{-\frac{\varepsilon}{2}(p-1)s+\frac{\varepsilon}{2}p(1 + s)^p ds \lesssim \|u\|_{X(t)}^p
$$

for all $p > \frac{n}{n-1}$. Finally, it remains to estimate

$$
(1 + t)^{-1}e^{-\frac{\varepsilon}{2}\nabla Gu(t, x) = (1 + t)^{-1}e^{-\frac{\varepsilon}{2}}\int_0^t e^{-\frac{\varepsilon}{2}(p-1)s}\nabla(K_1(t, s, x) \ast_{(s)} |u(s, x)|^p) ds.
$$
Again the application of Propositions 4.1 and 4.2 yields
\[
\|(1 + t)^{-1}e^{-\frac{t}{n}}\nabla Gu(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-1}e^{-\frac{t}{n}} \int_0^t e^{-\frac{s}{n}(p-1)}s^{\frac{1}{p}+\frac{1}{p'}}(1 + s)^p ds\|P_t u\|_{X(t)}^p
\]
\[
\lesssim e^{-\frac{t}{n}} \int_0^t e^{-\frac{s}{n}(p-1)\frac{1}{2}(1 + s)^p ds}\|P_t u\|_{X(t)}^p
\]
\[
\lesssim \int_0^t e^{-\frac{s}{n}(p-1)\frac{1}{2}(1 + s)^p ds}\|P_t u\|_{X(t)}^p \lesssim \|u\|_{X(t)}^p
\]
thanks to the assumption \(p > \frac{n+1}{n}\). Summarizing all the derived estimates it follows for all \(t > 0\) and \(p > \frac{n+1}{n}\) the estimate
\[
\|Pu\|_{X(t)} \lesssim \|u_0\|_{H^1} + \|u_1\|_{L^2} + \|u\|_{X(t)}^p.
\]
This leads to \(Pu \in X(t)\). Following the steps to show the Lipschitz property from the proof to Theorem 2.1 implies
\[
\|Pu - P\phi\|_{X(t)} \lesssim \|u - v\|_{X(t)} \left(\|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1}\right)
\]
for any \(u, v \in X(t)\). Using these estimates for \(Pu\) one can prove the existence of a uniquely determined global (in time) energy solution \(u\) by contraction argument for small data. Moreover, we get a local (in time) result for large data. The decay estimates of Theorem 4.1 follow by using the relation \(\phi(t, x) = e^{-\frac{t}{n}}u(t, x)\).

Moreover, we can prove the following results.

**Theorem 4.2.** Consider for \(n \geq 2\) the Cauchy problem (1.1) with data \(f \in H^\gamma(\mathbb{R}^n), \gamma \in (\frac{1}{2}, 1), \) and \(g \in L^2(\mathbb{R}^n)\). Let \(p > p_n, \gamma := 1 + \frac{\gamma}{n}\) and \(p \leq \frac{n}{n-2}\). Assume that the parameters \(m\) and \(n\) satisfy \(m = \frac{n}{2}\). Then, there exists a constant \(\varepsilon_0 > 0\) such that, for every small data satisfying
\[
\|f\|_{H^\gamma} + \|g\|_{L^2} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]
there exists a uniquely determined global (in time) Sobolev solution \(\phi \in C([0, \infty), H^\gamma(\mathbb{R}^n))\).

The solution satisfies the decay estimate
\[
\|\phi(t, \cdot)\|_{H^\gamma} \lesssim (1 + t)e^{-\frac{t}{n-1}}(\|f\|_{H^\gamma} + \|g\|_{L^2}).
\]

**Theorem 4.3.** Consider the Cauchy problem (1.1) with data \((f, g) \in (H^\sigma(\mathbb{R}^n) \times H^\sigma-1(\mathbb{R}^n))\) for \(n \geq 3\), where \(\sigma \in (1, \frac{1}{2})\). Assume that the parameters \(m\) and \(n\) satisfy \(m = \frac{n}{4}\). Finally, let \(p\) satisfy the following condition:
\[
\max \left\{ \frac{n+1}{n-1}; \sigma \right\} < p \leq 1 + \frac{2}{n-2\sigma}.
\]
Then, there exists a constant \(\varepsilon_0 > 0\) such that, for every small data satisfying
\[
\|f\|_{H^\sigma} + \|g\|_{H^\sigma-1} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]
there exists a uniquely determined global (in time) energy solution
\[
\phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^\sigma-1(\mathbb{R}^n)).
\]

The energy solution satisfies the decay estimate
\[
\|\phi(t, \cdot)\|_{H^\sigma} + \|\phi_t(t, \cdot)\|_{H^\sigma-1} \lesssim (1 + t)e^{-\frac{t}{n-1}}(\|f\|_{H^\sigma} + \|g\|_{H^\sigma-1}).
\]

The statement of the previous theorem implies for \(n \leq 2\sigma\) the following result.

**Corollary 4.1.** Consider the Cauchy problem (1.1) with data \((f, g) \in (H^\sigma(\mathbb{R}^n) \times H^\sigma-1(\mathbb{R}^n))\) for \(n \geq 3\) and \(n \leq 2\sigma\). Assume that the parameters \(m\) and \(n\) satisfy \(m = \frac{n}{2}\). Finally, let \(p\) satisfy the following condition:
\[
\max \left\{ \frac{n+1}{n-1}; \sigma \right\} < p < \infty.
\]
Then, there exists a constant \(\varepsilon_0 > 0\) such that, for every small data satisfying
\[
\|f\|_{H^\sigma} + \|g\|_{H^\sigma-1} \leq \varepsilon \quad \text{for} \quad \varepsilon \leq \varepsilon_0,
\]
there exists a uniquely determined global (in time) energy solution
\[
\phi \in C([0, \infty), H^\sigma(\mathbb{R}^n)) \cap C^1([0, \infty), H^\sigma-1(\mathbb{R}^n)).
\]
The energy solution satisfies the decay estimate
\[ \| \phi(t, \cdot) \|_{H^s} + \| \phi_t(t, \cdot) \|_{H^{s-1}} \lesssim (1 + t) e^{-\frac{n+1}{2s}} \left( \| f \|_{H^s} + \| g \|_{H^{s-1}} \right). \]

Similarly to Theorem 2.4 we may improve the lower bound for \( p \) in Corollary 1.1.

**Theorem 4.4.** Consider the Cauchy problem (1.1) with \( n = \frac{m}{2} \) and data \( (f, g) \in (H^s(\mathbb{R}^n) \times H^{s-1}(\mathbb{R}^n)) \) for \( \sigma > \frac{m}{2} \) and \( n \geq 2 \). Assume that \( p \) satisfies the following condition:
\[ \max \left\{ \frac{n+1}{n-1}, \sigma \right\} < p < \infty. \]

Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying
\[ \| f \|_{H^s} + \| g \|_{H^{s-1}} \leq \varepsilon \mathrm{ fpr } \varepsilon \leq \varepsilon_0, \]
there exists a uniquely determined global (in time) energy solution
\[ \phi \in C([0, \infty), H^s(\mathbb{R}^n)) \cap C^1([0, \infty), H^{s-1}(\mathbb{R}^n)). \]
The energy solution satisfies the decay estimate
\[ \| \phi(t, \cdot) \|_{H^s} + \| \phi_t(t, \cdot) \|_{H^{s-1}} \lesssim (1 + t) e^{-\frac{n+1}{2s}} \left( \| f \|_{H^s} + \| g \|_{H^{s-1}} \right). \]

For space dimensions \( n = 1, 2 \) we have a similar result as in Theorem 2.10.

**Theorem 4.5.** Consider the Cauchy problem (1.1) for \( m = \frac{n}{2} \) and data \( (f, g) \in (H^s(\mathbb{R}^n) \times H^{s-1}(\mathbb{R}^n)) \), with \( \sigma = 1 \) for \( n = 1 \) and \( 1 < \sigma < 2 \) for \( n = 2 \). Let \( p > \sigma + 1 \). Then, there exists a constant \( \varepsilon_0 > 0 \) such that, for every given small data satisfying
\[ \| f \|_{H^s} + \| g \|_{H^{s-1}} \leq \varepsilon \mathrm{ fpr } \varepsilon \leq \varepsilon_0, \]
there exists a uniquely determined global (in time) energy solution
\[ \phi \in C([0, \infty), H^s(\mathbb{R}^n)) \cap C^1([0, \infty), H^{s-1}(\mathbb{R}^n)). \]
The energy solution satisfies the decay estimate
\[ \| \phi(t, \cdot) \|_{H^s} + \| \phi_t(t, \cdot) \|_{H^{s-1}} \lesssim (1 + t) e^{-\frac{n+1}{2s}} \left( \| f \|_{H^s} + \| g \|_{H^{s-1}} \right). \]
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5. **Appendix**

In the Appendix we list some results of Harmonic Analysis which are important tools for proving results on the global existence of small data solutions for semi-linear de Sitter models with power non-linearities. In particular, these are tools which allow to estimate power non-linearities in homogeneous Sobolev spaces (see [14]). First of all we introduce the Bessel and Riesz potential spaces.

5.1. **Bessel and Riesz potential spaces.** Let \( s \in \mathbb{R} \) and \( 1 < p < \infty \). Then
\[
H^s_p(\mathbb{R}^n) = \{ u \in S'(\mathbb{R}^n) : \| (D)^s u \|_{L^p(\mathbb{R}^n)} = \| u \|_{H^s(\mathbb{R}^n)} < \infty \},
\]
\[
\dot{H}^s_p(\mathbb{R}^n) = \{ u \in Z'(\mathbb{R}^n) : \| (D)^s u \|_{L^p(\mathbb{R}^n)} = \| u \|_{\dot{H}^s(\mathbb{R}^n)} < \infty \}
\]
are called Bessel and Riesz potential spaces, respectively. If \( p = 2 \), then we use the notations \( H^s(\mathbb{R}^n) \) and \( \dot{H}^s(\mathbb{R}^n) \), respectively. In the definition of the Riesz potential spaces we use the space of distributions \( Z'(\mathbb{R}^n) \). This space of distributions can be identified with the factor space \( S'/\mathcal{P} \), where \( \mathcal{P} \) denotes the set of all polynomials.
5.2. Fractional Gagliardo-Nirenberg inequality. The first inequality that we present is a generalization of the classical Gagliardo-Nirenberg inequality to the case of Sobolev spaces of fractional order. Therefore, we will refer to the upcoming result as fractional Gagliardo-Nirenberg inequality.

Proposition 5.1. Let $1 < p, p_0, p_1 < \infty$, $\sigma > 0$ and $s \in [0, \sigma)$. Then it holds the following fractional Gagliardo-Nirenberg inequality for all $u \in L^{p_0}(\mathbb{R}^n) \cap H^{\sigma}_{p_1}(\mathbb{R}^n)$:

$$
\|u\|_{H^{\sigma}_{p_1}} \lesssim \|u\|_{L^{p_0}}^{\frac{\sigma}{\sigma - \sigma_1}} \|u\|_{H^{\sigma}_{p_1}}^{\frac{\sigma_1}{\sigma - \sigma_1}},
$$

(5.1)

where $\theta = \theta_{s,\sigma}(p, p_0, p_1) = \frac{\sigma}{\sigma - \sigma_1} + \frac{\sigma}{\sigma - \sigma_1}$ and $\frac{1}{\theta} \leq \theta \leq 1$.

For the proof one can see [11].

Corollary 5.1. Let $1 < p, m < \infty$, $\sigma > 0$ and $s \in [0, \sigma)$. Then we have the following inequality for all $u \in H^{\sigma}(\mathbb{R}^n)$:

$$
\|D^s u\|_{L^m} \lesssim \|u\|_{L^p}^{\theta} \|D^s u\|_{L^q}^{\theta'},
$$

(5.2)

where $\theta = \theta_{s,\sigma}(p, m) = \frac{\sigma}{\sigma - \sigma_1} + \frac{\sigma}{\sigma - \sigma_1}$ and $\frac{1}{\theta} \leq \theta_{s,\sigma}(p, m) \leq 1$.

5.3. Fractional Leibniz rule.

Proposition 5.2. Let us assume $s > 0$ and $1 \leq r \leq \infty, 1 < p_1, p_2, q_1, q_2 < \infty$ satisfying the relation

$$
\frac{1}{r} = \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{q_1} + \frac{1}{q_2}.
$$

Then the following fractional Leibniz rules hold:

$$
\|D^{s}(u \ast v)\|_{L^r} \lesssim \|D^{s} u\|_{L^{p_1}} \|v\|_{L^{p_2}} + \|u\|_{L^{q_1}} \|D^{s} v\|_{L^{q_2}}
$$

(5.3)

for any $u \in \dot{H}^{s}_{p_1}(\mathbb{R}^n) \cap L^{p_1}(\mathbb{R}^n)$ and $v \in \dot{H}^{s}_{q_2}(\mathbb{R}^n) \cap L^{q_2}(\mathbb{R}^n)$,

$$
\|D^{s}(u \ast v)\|_{L^r} \lesssim \|D^{s} u\|_{L^{p_1}} \|v\|_{L^{p_2}} + \|u\|_{L^{q_1}} \|D^{s} v\|_{L^{q_2}}
$$

(5.4)

for any $u \in \dot{H}^{s}_{p_1}(\mathbb{R}^n) \cap L^{p_1}(\mathbb{R}^n)$ and $v \in \dot{H}^{s}_{q_2}(\mathbb{R}^n) \cap L^{q_2}(\mathbb{R}^n)$.

These results can be found in [10].

5.4. Fractional chain rule.

Proposition 5.3. Let us choose $s \in (0, 1)$, $1 < r, r_1, r_2 < \infty$ and a $C^1$ function $F$ satisfying for any $\tau \in [0, 1]$ and $u, v \in \mathbb{R}$ the inequality

$$
|F'(\tau u + (1 - \tau)v)| \leq \mu(\tau)(G(u) + G(v)),
$$

(5.5)

for some continuous and non-negative function $G$ and some non-negative function $\mu \in L^1([0, 1])$.

Under these assumptions the following estimate is true:

$$
\|F(u)\|_{\dot{H}^{s}_{r_2}} \lesssim \|G(u)\|_{L^{r_1}} \|u\|_{\dot{H}^{s}_{r_2}}
$$

(5.6)

for any $u \in \dot{H}^{s}_{r_2}(\mathbb{R}^n)$ such that $G(u) \in L^{r_1}(\mathbb{R}^n)$, provided that

$$
\frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2}.
$$

For the proof of this result one can see [9] or the proof in a slightly modified version in [15].

In particular we can apply Proposition 5.3 for $F(u) = |u|^p$ or $F(u) = \pm u|u|^{p-1}$. After choosing $G(u) = |F'(u)|$ and $\mu$ as a positive constant the next result follows immediately.

Corollary 5.2. Let $F(u) = |u|^p$ or $F(u) = \pm u|u|^{p-1}$ for $p > 1$, $s \in (0, 1)$ and $r, r_1, r_2 \in (1, \infty)$. Then,

$$
\|F(u)\|_{\dot{H}^{s}_{r_2}} \lesssim \|u\|_{L^{r_1}}^{p-1} \|u\|_{\dot{H}^{s}_{r_2}}
$$

for any $u \in L^{r_1}(\mathbb{R}^n) \cap \dot{H}^{s}_{r_2}(\mathbb{R}^n)$, provided that

$$
\frac{1}{r} = \frac{p-1}{r_1} + \frac{1}{r_2}.
$$

The following result shows that there is no necessity to assume $s \in (0, 1)$ in the last corollary. In the formulation we use for $s \in \mathbb{R}$ the symbol $\lfloor s \rfloor$ which denotes the smallest integer greater than or equal to $s$. 
Proposition 5.4. Let us choose \( s > 0, \ p > [s] \) and \( 1 < r, r_1, r_2 < \infty \) satisfying

\[
\frac{1}{r} = \frac{p - 1}{r_1} + \frac{1}{r_2}.
\]

Let us denote by \( F(u) \) one of the functions \(|u|^p, \pm |u|^{p-1}u\). Then it holds the following fractional chain rule:

\[
\| D^s F(u) \|_{L^r} \lesssim \| u \|_{L^{r_1}}^{p-1} \| D^s u \|_{L^{r_2}}
\]  

(5.7)

for any \( u \in L^{r_1}(\mathbb{R}^n) \cap \dot{H}^s_{r_2}(\mathbb{R}^n) \).

The proof can be found in [13]. It uses an induction argument and among other things the following auxiliary result whose proof was provided by Winfried Sickel (University of Jena) within a private communication.

Lemma 5.1. Let \( \omega \geq 0 \) and \( q \in (1, \infty) \). Then we have the following equivalence of norms:

\[
\| D^\omega \nabla u \|_{L^q} \approx \| D^{\omega+1} u \|_{L^q}
\]

under the assumption, that \( u \) is given so that both norms exist.

5.5. Fractional powers. We apply a result from [16] for fractional powers.

Proposition 5.5. Let \( p > 1, \ 1 < r < \infty \) and \( u \in H^s_r \), where \( s \in (\frac{n}{p}, p) \). Let us denote by \( F(u) \) one of the functions \(|u|^p, \pm |u|^{p-1}u\) with \( p > 1 \).

Then the following estimate holds:

\[
\| F(u) \|_{H^s_r} \leq C \| u \|_{H^s_r} \| u \|_{L^{p-1}}^{p-1}.
\]

In particular, if \( s \in \mathbb{N} \), one may weaken the condition on \( p \) to \( p > s - \frac{1}{2} \).

We shall use the following corollary from Proposition 5.5.

Corollary 5.3. Under the assumptions of Proposition 5.5 it holds

\[
\| F(u) \|_{H^s_r} \leq C \| u \|_{H^s_r} \| u \|_{L^{p-1}}^{p-1}.
\]

Proof. Let us prove it for \( F(u) = |u|^p \). We write the estimate from Proposition 5.5 in the form

\[
\| |u|^p \|_{H^s_r} + \| |u|^p \|_{L^r} \leq C \left( \| u \|_{H^s_r} + \| u \|_{L^r} \right) \| u \|_{L^{p-1}}^{p-1}.
\]

Using instead of \( u \) the dilation \( u_\lambda(\cdot) := u(\lambda \cdot) \) in the last inequality we obtain the desired inequality after taking into consideration

\[
\| u_\lambda \|_{H^s_r} = \lambda^{-\frac{n}{p}} \| u \|_{H^s_r} \quad \text{and} \quad \| u_\lambda \|_{L^r} = \lambda^{-\frac{1}{r}} \| u \|_{L^r}
\]

and letting \( \lambda \) tend to infinity. \( \square \)

5.6. Fractional homogeneous Sobolev embeddings. Sometimes one can apply in proofs for global existence results for semi-linear Cauchy problems, instead of the fractional Gagliardo-Nirenberg inequality the embedding of a homogeneous fractional Sobolev space with suitable order \( \dot{H}^\kappa \) in \( L^q \), that is, the following result.

Proposition 5.6. Let \( q \geq 2 \) and \( \kappa = n\left(\frac{1}{2} - \frac{1}{q}\right) \). Then the following fractional Sobolev embedding is valid:

\[
\dot{H}^\kappa(\mathbb{R}^n) \hookrightarrow L^q(\mathbb{R}^n).
\]

Therefore, there exists a constant \( C = C(n, q) > 0 \) such that

\[
\| u \|_{L^q} \leq C \| u \|_{\dot{H}^\kappa}
\]

for any \( u \in \dot{H}^\kappa(\mathbb{R}^n) \).
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