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ABSTRACT

It is possible that ultrahigh energy cosmic rays (UHECRs) are generated by active galactic nuclei (AGNs), but there is currently no conclusive evidence for this hypothesis. Several reports of correlations between the arrival directions of UHECRs and the positions of nearby AGNs have been made, the strongest detection coming from a sample of 27 UHECRs detected by the Pierre Auger Observatory (PAO). However, the PAO results were based on a statistical methodology that not only ignored some relevant information (most obviously the UHECR arrival energies, but also some of the information in the arrival directions), but also involved some problematic fine-tuning of the correlation parameters. Here we present a fully Bayesian analysis of the PAO data (collected before 2007 September), which makes use of more of the available information, and find that a fraction $F_{\text{AGN}} = 0.15^{+0.10}_{-0.07}$ of the UHECRs originate from known AGNs in the Veron-Cetty and Veron (VCV) catalogue. The hypothesis that all the UHECRs come from VCV AGNs is ruled out, although there remains a small possibility that the PAO–AGN correlation is coincidental ($F_{\text{AGN}} = 0.15$ is 200 times as probable as $F_{\text{AGN}} = 0.00$).
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1 INTRODUCTION

Cosmic rays (CRs) are highly accelerated protons and nuclei that reach the Earth with arrival energies in the wide range $10^6 \text{eV} \lesssim E_{\text{arr}} \lesssim 10^{20} \text{eV}$ (see e.g. Stoker 2009). However the origin of ultra-high energy cosmic rays (UHECRs) with $E_{\text{arr}} \gtrsim 10^{19} \text{eV}$, in particular, remains uncertain. The most promising theory is that UHECRs are generated by active galactic nuclei (AGNs), and there are several physical models to motivate this idea (e.g. Protheroe & Szabo 1992; Diehl 2009), but this hypothesis requires empirical verification.

A number of difficulties hinder efforts to gain experimental evidence about UHECRs. The most fundamental problem is that CRs are deflected by the Galaxy’s magnetic field: the arrival directions of lower energy protons are essentially independent of their point of origin, although UHECRs are expected to be deflected by no more than a few degrees (e.g. Medina Tanco, de Gouveia dal Pino & Horvath 1998; Dolag et al. 2005). It is also problematic that UHECRs are very rare, with the observed number flux falling off with energy as $dN_{\text{obs}}/dE_{\text{arr}} \simeq \left[E_{\text{arr}}(10^{19} \text{eV})\right]^{-2.6} \text{s}^{-1} \text{m}^{-2} \text{sr}^{-1}$ (e.g. Abraham et al. 2010). The fall-off is expected to be even more extreme above $E_{\text{GZK}} \simeq 5 \times 10^{19} \text{eV}$, as protons at these energies interact with cosmic microwave background (CMB) photons to produce pions (Greisen 1966; Zatsepin & Kuz'min 1966, hereafter GZK). The GZK mean free path between interactions for an $E \simeq 10^{19} \text{eV}$ proton is only about 4 Mpc, and each interaction typically reduces a CR’s energy by approximately 20 per cent (e.g. Rachen & Biermann 1993), so any observed UHECRs must have originated within an effective ‘GZK horizon’ of about 100 Mpc. (If, alternatively, UHECRs are primarily Fe nuclei, the GZK horizon is expected to be even smaller, although the deflection due to magnetic fields is greatly increased.) The GZK effect reduces the number of detectable UHECRs, but a fortunate consequence is that it also reduces the number of plausible AGN sources to the few thousands with distances of $D \lesssim 100$ Mpc or, equivalently, redshifts of $z \lesssim 0.03$. This makes it plausible to search for a correlation between the arrival directions of UHECRs and locations of local AGNs, provided sufficiently many UHECRs can be observed.

The problem of the low UHECR arrival rate can only be overcome by using a large collecting area and by observing for long periods of time. At present, the largest CR observatory is the Pierre Auger Observatory (PAO; Abraham et al. 2004), which has been operational since 2004 January. During its first 3.6 years of observing, the PAO made reliable detections of the arrival directions and energies of 81 UHECRs, of which 27 had an (estimated) arrival energy of $E_{\text{obs}} \gtrsim 5.7 \times 10^{19} \text{eV}$ (Abraham et al. 2007b). These 27 events were found to be strongly correlated with a sample of local AGNs in the Veron-Cetty & Veron (2006, hereafter VCV) catalogue; this was the first strong empirical support for the hypothesis that UHECRs are generated by AGNs. The PAO has continued to...
operate in the time since these results were obtained; the latest data (Abreu et al. 2011) show a much weaker correlation. As discussed in Beatty & Westerhoff (2009), there have been many attempts to find a correlation between AGNs and UHECRs, using a variety of techniques and data, such as those reported by Nemmen, Bonatto & Storchi-Bergmann (2010), Abraham et al. (2007b, 2008), Abbasi et al. (2008), Ghisellini et al. (2008) and George et al. (2008). In particular, Abbasi et al. (2008) claim no significant correlation.

Given the small numbers of UHECRs on which the PAO results are based, some care must be taken with statistical methods, both to ensure that all the available information is utilized and to avoid overinterpretation. These aims can be achieved by adopting a Bayesian approach in which the relevant stochastic processes (e.g. the GZK interactions of the UHECRs with the CMB, deflection by the Galaxy’s magnetic field, measurement errors) are explicitly modelled. Even though the details of some of these processes are not well known (most relevantly, the strength of the magnetic fields and the energy calibration of the UHECRs), such uncertainties can be accounted for by marginalization. Whereas the simple correlation analysis of Abraham et al. (2007b) ignores the arrival energy of the individual UHECRs, implicitly assuming that the GZK horizon is independent of \( E_{\text{arr}} \), a likelihood-based approach can incorporate the fact that the very highest energy events are expected to have come from the most nearby AGNs. Similarly, the use of circular angular regions to match UHECR arrival directions and AGN positions is both suboptimal (as real matches would tend to be more centrally concentrated) and potentially misleading (because any resultant statistic is as sensitive to physically implausible correlations as to the tighter angular matches that would be expected if the AGNs were the UHECRs’ progenitors).

While neither ignoring the individual UHECRs’ arrival energies nor using a hard effective GZK horizon is necessarily inconsistent, both choices decrease the constraining power of the data set. For instance, a strong prediction of the AGN hypothesis is not only that UHECRs’ arrival directions will be correlated with nearby AGNs, but that every AGN-sourced UHECR will be directly associated with at least one candidate source, and that the most energetic events will come from the closer AGNs. Critically, it is possible to use a physical model of UHECR generation, propagation and observation within a Bayesian approach to extract much more of the valuable information in a UHECR data set than is possible with other, more heuristic, analysis methods.

In this paper, we take the first steps to developing a comprehensive Bayesian formalism for analysing UHECR data. Our starting point is to re-analyse the UHECR and AGN samples used by Abraham et al. (2007b), changing only the statistical method. Aside from providing an answer to the question of whether the 27 PAO UHECRs come from the local VCV AGNs, we will show directly how the results depend on the statistical method used to analyse such data sets. After describing the UHECR and AGN samples in Section 2, our statistical method and CR propagation model are presented in Section 3. The results of applying this methodology are given in Section 4, and the overall conclusions are summarized in Section 5.

2 DATA

The sample of UHECRs (Section 2.1) and the putative AGN sources (Section 2.2) analysed here are the same as used by Abraham et al. (2007b).

2.1 PAO observations of UHECRs

The PAO South is located near Malargüe in Argentina, at a longitude of 69°4 and a latitude of −35°2. It has 1600 surface detectors (SDs) that cover an area of 3000 km², as well as four arrays of six atmospheric fluorescence telescopes. The PAO recorded \( N_c = 27 \) UHECRs with reliable detected energies of \( E_{\text{obs}} \geq E_{\text{min}} = 5.7 \times 10^{19} \text{eV} \) between 2004 January 1 and 2007 August 31 (Abraham et al. 2007b). These 27 events are shown in Fig. 1.

The arrival directions of UHECRs are measured with an accuracy of about 1° (Abraham et al. 2008) by the PAO, although there is an additional effective uncertainty in the progenitor directions as the UHECRs are deflected by Galactic and intergalactic magnetic fields. The magnitude of this effect is somewhat uncertain, with estimates of the typical deflection angles ranging from 2° (e.g. Medina Tanco et al. 1998; Dolag et al. 2005) to 10° (e.g. Sigl, Menti & Enßlin 2004) for \( E_{\text{min}} \simeq 10^{20} \text{eV} \) UHECRs. Despite lack of knowledge about the magnetic field strengths, the combined effect of both the deflection and the errors in the directional reconstruction is to ensure that the observed arrival direction, \( \hat{r}_{\text{obs}} \), and the unit vector to the progenitor, \( \hat{r}_{\text{src}} \), are separated by, typically, a smearing angle of a few degrees. We model this process by defining the conditional probability distribution of observed arrival directions of UHECRs from a source at \( \hat{r}_{\text{src}} \) as a two-dimensional Gaussian on the sphere,

\[
\Pr(\hat{r}_{\text{obs}} | \hat{r}_{\text{src}}) = \frac{1}{2\pi\sigma^2(1-e^{-2\sigma^2})} \exp \left( -\frac{1 - \hat{r}_{\text{obs}} \cdot \hat{r}_{\text{src}}}{\sigma^2} \right). \tag{1}
\]

We assume a fiducial smearing angle of \( \sigma = 3° \) unless otherwise stated, but also calculate results using \( \sigma = 6° \) and 10° for comparison purposes.

Figure 1. The arrival directions of the \( N_c = 27 \) PAO UHECRs (black points) and the source-weighted exposure (grey-scale: darker indicates greater exposure) for the background-only model (left) and the AGN-only model (right), in Galactic coordinates. The Galactic Centre (GC), South Celestial Pole (SCP) and PAO’s field of view (FoV) are all indicated. Lines of constant Galactic latitude \( |b| = 10° \) are also shown.
Over the 3.6 years that the 27 UHECRs were detected, the effective area of the PAO increased steadily, but the evolution was sufficiently gradual that the exposure per unit solid angle, $dE/d\Omega$ (which has units of area $\times$ time) is a function of declination only. The angular dependence of the PAO exposure can be approximated by assuming that the instantaneous exposure is constant within $60^\circ$ of the zenith and zero otherwise. (The detailed angular dependence is dominated by the cross-sectional area of the SD array, and there are smaller corrections due to the various PAO data cuts, but these secondary effects are ignored here.) Integrating the instantaneous exposure over time to account for the Earth’s rotation (cf. Fodor & Katz 2001) yields the declination-dependent exposure $dE/d\Omega$ shown in the left-hand panel of Fig. 1. The total exposure, $\epsilon_{\text{tot}} = \int (dE/d\Omega) d\Omega$, for the PAO observations considered here is 9000 yr km$^2$ sr (Abraham et al. 2007a).

### 2.2 Local AGNs

We follow Abraham et al. (2007b) in considering only AGNs in the 12th edition of the VCV catalogue as possible sources for the PAO UHECRs. The distance to each source, $D_i$, is calculated from the quoted absolute and apparent magnitudes in the VCV catalogue, and AGNs without absolute magnitudes are omitted. The full VCV catalogue contains 108 014 AGNs, but only $N_1 = 921$ have $z_{\text{obs}} \le 0.03$ and are hence plausible UHECR progenitors inside the GZK horizon of about 100 Mpc.

The VCV catalogue is heterogeneous, having been compiled from a variety of AGN and quasar surveys, and, as such, it is not ideal for statistical studies. It is, however, expected to be almost complete for the local AGNs of interest here, except close to the Galactic plane. Moreover, as emphasized in Section 1, the VCV sample was chosen specifically to facilitate comparison with the results of Abraham et al. (2007b).

### 3 STATISTICAL METHOD

Do the observed arrival directions of the 27 PAO UHECRs provide evidence that at least some of them were emitted by known nearby AGNs? We answer this question by using a two-component parametric model characterized by the rate at which UHECRs are emitted by each AGN, $\Gamma_{\text{src}}$, and the rate at which an isotropic background of UHECRs arrive at the Earth, $R_{\text{bkg}}$. If none of the UHECRs come from the candidate AGNs, then the data should be consistent with $\Gamma_{\text{src}} = 0$; conversely, if all the UHECRs come from the AGNs in the catalogue, then the data should be consistent with $R_{\text{bkg}} = 0$.

The full constraints on $\Gamma_{\text{src}}$ and $R_{\text{bkg}}$ implied by the PAO data are summarized in their joint posterior probability distribution, given by

$$\Pr(\Gamma_{\text{src}}, R_{\text{bkg}} | \text{data}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Pr(\Gamma_{\text{src}}, R_{\text{bkg}}) \Pr(\text{data} | \Gamma_{\text{src}}, R_{\text{bkg}}) d\Gamma_{\text{src}} dR_{\text{bkg}},$$

where $\Pr(\Gamma_{\text{src}}, R_{\text{bkg}})$ is the prior distribution that encodes any external constraints on the rates, $\Pr(\text{data} | \Gamma_{\text{src}}, R_{\text{bkg}})$ is the likelihood of obtaining the measured data given particular values for $\Gamma_{\text{src}}$ and $R_{\text{bkg}}$, and the integral in the denominator is the evidence. As we are not making any comparisons to other models, the only role the evidence plays here is to ensure the posterior is correctly normalized; hence it can be ignored when investigating the shape of the posterior.

We adopt a uniform prior over $R_{\text{bkg}} \ge 0$ and $\Gamma_{\text{src}} \ge 0$, which plausibly encodes our ignorance of these parameters and also includes the a priori possible value of zero for both rates (unlike the Jefferys prior, uniform in the logarithm of the rates). Hence the following posterior plots also show the likelihood — and, therefore, the constraining power of the PAO data — directly. Applying these simplifications, equation (2) reduces to

$$\Pr(\Gamma_{\text{src}}, R_{\text{bkg}} | \text{data}) \propto \Theta(\Gamma_{\text{src}}) \Theta(R_{\text{bkg}}) \Pr(\text{data} | \Gamma_{\text{src}}, R_{\text{bkg}}),$$

where $\Theta(x)$ is the Heaviside step function.

A self-consistent statistical treatment requires the use of intrinsic-source and background rates, although these parameters are not particularly intuitive themselves in the absence of a physical model for the production of UHECRs. From those rates, however, we can calculate the expected number of source and background events in any sample, as well as the fraction of UHECRs that have come from AGNs, $F_{\text{AGN}}$. The constraints on the expected UHECR numbers are simply proportional to those on the relevant rates; $F_{\text{AGN}}$ is given by the ratio of the expected number of AGN UHECRs to the expected total number. It is crucial that we begin by parametrizing our problem with the fundamental physical quantities, the rates $\Gamma_{\text{src}}$ and $R_{\text{bkg}}$, rather than the $F_{\text{AGN}}$ (as done in Abreu et al. 2011); the latter is defined by the physical rates along with the energy range and observing footprint of a particular data set, and hence the posterior distribution of $F_{\text{AGN}}$ is derived from the posterior distribution of the rates, given in equation (3). Moreover, in small samples in which the total arrival rate of UHECRs has a significant Poisson uncertainty, the only way to consistently account for the (independent) fluctuations in the source and background UHECRs is to parametrize their rates explicitly.

### 3.1 The likelihood

The likelihood is the probability of obtaining the observed data under the assumption of a particular model. Here, the data take the form of the measured arrival directions, $\{\hat{r}_i\}$, of the $N_1$ UHECRs (along with the value of $N_1$ itself). It is also possible to use the measured arrival energies of the UHECRs, a possibility which is investigated in Mortlock, Watson & Jaffe (in preparation) but is not explored here. To evaluate the likelihood, we employ a ‘counts in cells’ approach, dividing the sky into $N_p = 180 \times 360 = 64 800$ pixels distributed uniformly in right ascension and declination. The data are hence recast as the set of UHECR counts in each pixel, $\{N_{\text{c,p}}\}$. In the limit of infinitely small pixels, this is mathematically equivalent to the likelihood written directly in terms of the arrival directions (Mortlock et al., in preparation), but is more straightforward to analyse and simulate.

The full likelihood of the data is a product of the independent Poisson likelihoods in each pixel, and is hence given by

$$\Pr(\{N_{\text{c,p}}\} | \Gamma_{\text{src}}, R_{\text{bkg}}) = \prod_{p=1}^{N_p} \left( \frac{N_{\text{bkg},p} + N_{\text{src},p}}{N_{\text{c,p}}!} \right)^{N_{\text{c,p}}} \left( \frac{1}{N_{\text{c,p}}!} \right) \exp(-N_{\text{bkg},p} - N_{\text{src},p}),$$

where $N_{\text{bkg},p}$ and $N_{\text{src},p}$ are the expected number of background and source UHECRs in pixel $p$, respectively. In the limit of small pixels, the denominator in equation (4) can be ignored as $N_{\text{c,p}}! = 1$ if there is never more than one UHECR in a pixel.
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The expected number of background UHECRs in pixel $p$ is

$$ N_{\text{bkg},p} = R_{\text{bkg}} \int d\Omega \frac{dE}{d\Omega} d\Omega_{\text{obs}}. $$

where the integral is over the $p$th pixel and $dE/d\Omega$ is the PAO exposure per unit solid angle (see Section 2.1). The expected number of UHECRs from known sources in pixel $p$ is

$$ N_{\text{src},p} = \sum_{i=1}^{N_{\text{src}}} \frac{dN_{\text{arr}}(E_{\text{obs}} \geq E_{\text{min}}, D_i)}{dE/dA} \int d\Omega \frac{1}{d\Omega} \Pr(\hat{r}_{\text{obs}} | \hat{r}_i) d\Omega_{\text{obs}}, $$

where the sum is over the AGN sources, $\Pr(\hat{r}_{\text{obs}} | \hat{r}_i)$ is the smearing probability (equation 1) and $dN_{\text{arr}}(E_{\text{obs}} \geq E_{\text{min}}, D_i)/(dE/dA)$ is the rate (i.e. number per area and time) of UHECRs from a source at distance $D$ arriving at the Earth above the cut-off energy, $E_{\text{min}}$. This rate is therefore proportional to the source rate, $\Gamma_{\text{src}}$, but further depends on both the shape of the AGN CR injection spectrum and the distance dependence of the GZK energy losses, and so requires an explicit UHECR model (see equation 10).

The positional dependence of both $N_{\text{bkg},p}$ and $N_{\text{src},p}$ is shown in Fig. 1. The right-hand panel is a combination of both the PAO exposure and the local distribution of AGNs, although comparing the left- and right-hand panels, it is clear that they dominate. In particular, by far the strongest source is Centaurus A (with $l = 309.5$ and $b = 19.4$), which has previously been suggested as the dominant source of UHECRs (e.g. Abraham et al. 2007b).

It is possible within the Bayesian approach to assess whether any single UHECR came from a particular source, and the full formalism for doing so is presented in Mortlock et al. (in preparation). However, a useful estimate of the probability that a UHECR, with measured arrival direction in pixel $p$, has come from one of the sources under consideration is

$$ P_{\text{src}} = \Pr(\text{from source }| p, \Gamma_{\text{src}}, R_{\text{bkg}}) = \frac{N_{\text{src},p}}{N_{\text{src},p} + N_{\text{bkg},p}}, $$

given values for the two rates. As the rates inferred from a sample of even just 27 UHECRs are not sensitive to any one event, it is reasonable to evaluate $P_{\text{src}}$ using the best-fitting values of $R_{\text{bkg}}$ and $\Gamma_{\text{src}}$ to assess the likely origin of each UHECR in turn, and this is done for the PAO data in Section 4.

### 3.2 UHECR model

We adopt a simple model for UHECR generation in which all AGNs emit UHECRs at the same overall rate and with a power-law energy flux of $J \propto E^{-\gamma}$. This implies a differential emission rate of the form

$$ \frac{dN_{\text{arr}}}{dE} \propto E^{-\gamma-1}. $$

The spectrum is normalized such that the total emission rate of UHECRs with energy greater than $E$ is simply

$$ \frac{dN_{\text{arr}}(>E)}{dE} = \Gamma_{\text{src}} \left( \frac{E}{E_{\text{min}}} \right)^{-\gamma}, $$

where $E_{\text{min}} = 5.7 \times 10^{19}$ eV is the minimum UHECR energy and $\Gamma_{\text{src}}$ is the rate at which each source emits UHECRs (as above). The UHECR luminosity of each AGN is hence $L_{\text{src}} = \gamma/(\gamma - 1) \Gamma_{\text{src}} E_{\text{min}}$.

The UHECR luminosity of each AGN is hence $L_{\text{src}} = \gamma/(\gamma - 1) \Gamma_{\text{src}} E_{\text{min}}$.

The positional dependence of both $N_{\text{bkg},p}$ and $N_{\text{src},p}$ is shown in Fig. 1. The right-hand panel is a combination of both the PAO exposure and the local distribution of AGNs, although comparing the left- and right-hand panels, it is clear that they dominate. In particular, by far the strongest source is Centaurus A (with $l = 309.5$ and $b = 19.4$), which has previously been suggested as the dominant source of UHECRs (e.g. Abraham et al. 2007b).

It is possible within the Bayesian approach to assess whether any single UHECR came from a particular source, and the full formalism for doing so is presented in Mortlock et al. (in preparation). However, a useful estimate of the probability that a UHECR, with measured arrival direction in pixel $p$, has come from one of the sources under consideration is

$$ P_{\text{src}} = \Pr(\text{from source }| p, \Gamma_{\text{src}}, R_{\text{bkg}}) = \frac{N_{\text{src},p}}{N_{\text{src},p} + N_{\text{bkg},p}}, $$

given values for the two rates. As the rates inferred from a sample of even just 27 UHECRs are not sensitive to any one event, it is reasonable to evaluate $P_{\text{src}}$ using the best-fitting values of $R_{\text{bkg}}$ and $\Gamma_{\text{src}}$ to assess the likely origin of each UHECR in turn, and this is done for the PAO data in Section 4.

#### 3.3 Simulations

It is useful to test the constraining power of a small number of UHECRs by generating mock PAO samples with known progenitor properties. We created simulations of the two extreme cases: an AGN-only sample in which all the UHECRs were sourced from the nearby VCV AGNs and propagated using the simple GZK model described in Section 3.2; and an all-background sample in which the arrival directions are random over the whole sky. In both cases, the incident UHECRs were subject to the PAO’s measurement errors and declination-dependent exposure. Both samples were constrained to have exactly 27 events so as to provide parameter constraints that can be compared directly with those from the real PAO sample.

The results of the AGN-only simulation are shown in Fig. 2. As expected, the constraints on $\Gamma_{\text{src}}$ match the naive Poisson expectation; more interesting is the rejection of the possibility that more than a few of the PAO UHECRs are not from the VCV AGNs. The constraints on the AGN fraction (see Fig. 6) from such a data set would be $F_{\text{AGN}} = 1.0^{+0.0}_{-0.07}$, where the quoted value is the maximum of the posterior, and all limits given in this paper enclose the most probable 68 per cent of the posterior probability. This strong result implies that, if AGNs source all UHECRs, even a sample of 27 events would be sufficient to confirm this hypothesis if a complete catalogue of the progenitors was available.

The results of the background-only simulation are shown in Fig. 3. Again, the constraints on $R_{\text{bkg}}$ match the Poisson expectation. The resultant constraints on the AGN fraction would be $F_{\text{AGN}} = 0.000^{+0.07}_{-0.00}$ (see Fig. 6). However, it is also important to note that some pixels (very far away from any AGN) have negligible

2 It would be inconsistent to draw $N_{\text{src}}$ from a Poisson distribution with mean of 27, as the observed number of UHECRs is already the result of a Poisson draw from the (unknown) mean number expected. One of the more convenient aspects of Bayesian parameter estimation is that it is possible to obtain error estimates without the need for an ensemble of realizations.
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The highest energy cosmic rays

The dominant energy loss mechanism of UHECRs is the interaction with the CMB photons through the GZK effect. Although clearly a stochastic process, its most important feature is the exponential decrease in a UHECR’s energy with distance. This can be captured by adopting a continuous loss approximation (cf. Achterberg et al. 1999) in which a UHECR’s arrival energy is given by

$$ E_{\text{arr}} = \max \left[ E_{\text{GZK}}, E_{\text{min}} (1 - f_{\text{GZK}})^{D/L_{\text{GZK}}} \right], $$

where $D$ is the distance to the source, $f_{\text{GZK}} = 0.2$ is the average fractional energy loss per GZK interaction and $L_{\text{GZK}} = 4 \text{Mpc}$ is the GZK mean free path (e.g. Rachen & Biermann 1993). It is also assumed that there are no further energy losses once a CR reaches $E_{\text{GZK}}$, although this is unimportant for UHECRs with $E_{\text{min}} > E_{\text{GZK}}$ (such as those in the PAO sample analysed here).

Combining equations (8) and (9) with the distance to the AGN then gives the rate per unit area of CRs arriving at the Earth with energy $E_{\text{arr}} \geq E_{\text{min}}$ from each AGN as

$$ \frac{dN_{\text{arr}}(E_{\text{arr}} \geq E_{\text{min}}, D)}{dE/dA} = \Gamma_{\text{src}} \left( 1 - f_{\text{GZK}} \right)^{D/L_{\text{GZK}}} \frac{4\pi D^2}{E_{\text{min}}}. $$

This can finally be used in equation (6) to calculate the expected number of CRs in each pixel, and therefore the likelihood (given in equation 4).
Figure 2. The posterior probability of the UHECR rate from VCV AGNs, $\Gamma_{\text{src}}$, and the uniform background rate, $R_{\text{bkg}}$, implied from a simulated sample of 27 UHECRs, all of which were emitted by VCV AGNs. The contours enclose 68%, 95% and 99.7% of the posterior probability, and the line plots show the marginalized probability for each rate.

Figure 3. Same as Fig. 2, but for a simulated sample of 27 isotropically distributed UHECRs.

contribution from the VCV AGNs, and because some of the UHECRs in this sample fell in those pixels, there is a strong upper bound on $F_{\text{AGN}}$ that is significantly lower than unity.

The fact that the posteriors from the AGN-only and the background-only simulations are almost completely disjoint implies that even a sample of just 27 UHECRs might be sufficient to provide a definitive answer as to their origin. Given the observed distribution of the PAO UHECRs, the parameter constraints from the real data should lie between the two extremes shown in Figs 2 and 3.

4 RESULTS

The posterior probability distribution in $\Gamma_{\text{src}}$ and $R_{\text{bkg}}$, given the PAO UHECR sample, is shown in Fig. 4. The constraints in this figure represent our main result, and it is useful to discuss some of its features in more detail. As expected, the posterior is intermediate between the extreme cases shown in Figs 2 and 3. We find the marginalized rates to be $\Gamma_{\text{src}} = (5.8^{+0.9}_{-2.9}) \times 10^{39} \text{ s}^{-1}$ (equivalent to UHECR source luminosity of $L_{\text{src}} = 7.4^{+5.1}_{-3.7} \times 10^{31} \text{ W}$) and $R_{\text{bkg}} = (8.0^{+3.0}_{-1.6}) \times 10^{-17} \text{ sr}^{-1} \text{ m}^{-2} \text{ s}^{-1}$. We also calculate the posterior distribution of the fraction of the PAO UHECRs that come from VCV AGNs, shown in Fig. 6. The most probable value is $F_{\text{AGN}} = 0.15$, and the constraints can be summarized by the interval $F_{\text{AGN}} = 0.15^{+0.10}_{-0.07}$ (where these limits enclose the most likely 68% per cent of the posterior probability).

As most extragalactic catalogues are incomplete close to the Galactic plane, we also repeated the above analysis on a reduced data set from which the region with Galactic latitudes of $|b| \leq 10^\circ$ had been removed (see Fig. 5). The PAO exposure in the retained regions is 7480 yr km$^2$ sr, and the number of UHECRs included was reduced from 27 to 22. The lower numbers resulted in slightly broader constraints on $F_{\text{AGN}}$, as can be seen from Fig. 6. From this cut data, we find $\Gamma_{\text{src}} = (5.6^{+0.9}_{-2.0}) \times 10^{39} \text{ s}^{-1}$, $R_{\text{bkg}} = (7.6^{+2.0}_{-1.7}) \times 10^{-17} \text{ sr}^{-1} \text{ m}^{-2} \text{ s}^{-1}$ and $F_{\text{AGN}} = 0.18^{+0.12}_{-0.09}$.

The analysis was also repeated using larger mean smearing angles of $\sigma = 6^\circ$ and $10^\circ$. The limits on the AGN fraction in these models are $F_{\text{AGN}} = 0.22^{+0.09}_{-0.06}$ ($\sigma = 6^\circ$) and $F_{\text{AGN}} = 0.31^{+0.12}_{-0.11}$ ($\sigma = 10^\circ$). In both cases, the most probable value of $F_{\text{AGN}}$ is higher than in the fiducial model, although a broader range of $F_{\text{AGN}}$ values is compatible with the data as well. It is natural that a higher AGN fraction be compatible with the data given larger values of $\sigma$, as a greater fraction of the sky is within $\sigma$ of at least one source, and this effect has been seen by e.g. Kim & Kim (2011) and Abraham et al. (2010). In particular, Kim & Kim (2011) report the fraction of observed UHECRs that originate from AGNs to be 0.45 for a smearing angle of $6^\circ$. However, the best-fitting value of $F_{\text{AGN}}$ increases less strongly with $\sigma$ in the Bayesian formalism we present than found by using other methods; the inherent self-consistency of the Bayesian approach ensures that the correct balance is struck.
between the compatibility of this more forgiving model and the lack of predictivity.

There is strong evidence of a UHECR signal from the known VCV AGNs, which manifests in the result that \( F_{\text{AGN}} = 0.15 \) is 200 times more probable than \( F_{\text{AGN}} = 0.00 \), but not all the PAO UHECRs can be explained this way. These results could also be cast in terms of model comparison if only the background-only (i.e. \( F_{\text{AGN}} = 0 \)) or the AGN-only (i.e. \( F_{\text{AGN}} = 1 \)) possibilities were considered. The former case, which is the null hypothesis rejected by Abraham et al. (2007b), is actually reasonably consistent with the data, whereas the hypothesis that all the PAO UHECRs come from VCV AGNs is completely ruled out because there are several events with no plausible AGN progenitor in the VCV catalogue.

The probability that each of the 27 UHECRs came from one of the VCV AGNs was calculated explicitly according to equation (7) by adopting the best-fitting values for \( R_{\text{bk}} \) and \( \Gamma_{\text{vc}} \) given above; these probabilities are given in Table 1. For \( \sigma = 3^\circ \), only nine events have \( P_{\text{src}} \gtrsim 0.1 \), all of which were identified as being within \( 3^\circ \) of an AGN with \( z \leq 0.017 \) by Abraham et al. (2007b). However, the other 11 events which Abraham et al. (2007b) identified as AGN correlated have very low values of \( P_{\text{src}} \), in most cases because the angular correlation is with an AGN that is close to their maximum redshift and so has a significantly reduced the UHECR flux at the Earth. Moreover, 14 of the UHECRs have \( P_{\text{src}} < 0.001 \), with no plausible AGN progenitor, at least within the VCV catalogue. As also shown in Table 1, the results are similar, but less conclusive, for larger smearing angles. The AGN hypothesis cannot be ruled out for the low \( P_{\text{src}} \) events, however: these UHECRs could have come from AGNs that are not in the VCV catalogue (and some could have come from VCV AGNs if deflected by more than a few degrees).

5 CONCLUSIONS

We have performed a Bayesian analysis to test whether the first 27 UHECRs with \( E_{\text{obs}} \geq 5.7 \times 10^{19} \) eV detected by the PAO (i.e. those observed before 2007 September) have come from the known local AGNs in the VCV catalogue. The first main conclusion from this analysis is that at least some do – or at least come from progenitors

Figure 5. Same as Fig. 2, but for the 22 PAO UHECRs with arrival directions at least \( 10^\circ \) from the Galactic plane.

Figure 6. Posterior distributions of the fraction of observed UHECRs that are from the population of VCV AGNs, \( F_{\text{AGN}} \), shown for simulated samples (both isotropic and AGN-only) and for the real PAO data. Curves for both the full sample of 27 UHECRs and the cut sample of 22 UHECRs (with arrival directions at least \( 10^\circ \) from the Galactic plane) are shown in the same panel. Each panel represents a different smearing angle as labelled.

within a few degrees of the VCV AGNs. The fraction of UHECRs that come from the VCV AGNs is constrained to be \( 0.15^{+0.10}_{-0.07} \). Conversely, our second important result is that many of the PAO UHECRs have not come from AGNs in the VCV catalogue, either because of incompleteness (most obviously close to the Galactic plane) or because there is another source of UHECRs, possibly in our own Galaxy.

Our results differ somewhat from those presented by Abraham et al. (2007b) due to our more explicit modelling of background and source events as well as the different statistical methods used. The starting point of their analysis is the null hypothesis that the UHECRs have not come from local AGNs; they find that this is rejected ‘at the 99 per cent level’ given the number of the UHECRs that are within \( 3^\circ \) of a VCV AGN. This result was as expected, which illustrates the potentially circular reasoning when the obvious simple null hypothesis does not match prior knowledge (i.e. the expectation that some of the UHECRs did, in fact, come from the AGNs), although the strength of the correlation made it clear that there was at least some connection between the two populations.
Table 1. The measured arrival directions of the 27 PAO UHECRs listed in Abraham et al. (2007b) along with their assessment of AGN correlation (PAO) and our values of the AGN progenitor probability (which is rounded to zero if less than 0.0005) for the three different smearing angles. The CRs marked with *1, *2 and *3 in the b column are those closest to Centaurus A, with angular separations of 0:9, 2:3 and 5:8, respectively.

| l (°) | b (°) | PAO | \( P_{\text{src}} \) cor. | \( P_{\text{src}} \) \( \sigma = 3^\circ \) | \( P_{\text{src}} \) \( \sigma = 6^\circ \) | \( P_{\text{src}} \) \( \sigma = 10^\circ \) |
|-------|-------|-----|-----------------|-----------------|-----------------|-----------------|
| 15.4  | 8.4   | No  | 0.000           | 0.000           | 0.000           | 0.000           |
| −50.8 | 27.6  | Yes | 0.559           | 0.761           | 0.681           | 0.681           |
| −49.6 | 1.7   | Yes | 0.000           | 0.134           | 0.387           | 0.387           |
| −27.7 | −17.0 | Yes | 0.099           | 0.067           | 0.033           | 0.033           |
| −34.4 | 13.0  | Yes | 0.078           | 0.171           | 0.424           | 0.424           |
| −75.6 | −78.6 | Yes | 0.380           | 0.528           | 0.493           | 0.493           |
| 58.8  | −42.4 | Yes | 0.000           | 0.000           | 0.000           | 0.000           |
| −52.8 | 141.3 | Yes | 0.870           | 0.836           | 0.711           | 0.711           |
| 4.2   | −54.9 | Yes | 0.000           | 0.004           | 0.008           | 0.008           |
| 48.8  | −28.7 | Yes | 0.000           | 0.000           | 0.000           | 0.000           |
| −103.7| −10.3 | No  | 0.000           | 0.000           | 0.001           | 0.001           |
| −165.9| −46.9 | Yes | 0.000           | 0.003           | 0.010           | 0.010           |
| −27.6 | −16.5 | Yes | 0.099           | 0.067           | 0.033           | 0.033           |
| −52.3 | 7.3   | No  | 0.167           | 0.533           | 0.577           | 0.577           |
| 88.8  | −47.1 | Yes | 0.000           | 0.000           | 0.002           | 0.002           |
| −170.6| −45.7 | Yes | 0.000           | 0.006           | 0.011           | 0.011           |
| −51.2 | 17.2  | Yes | 0.952           | 0.873           | 0.735           | 0.735           |
| −57.2 | 41.8  | No  | 0.005           | 0.123           | 0.294           | 0.294           |
| 63.5  | −40.2 | Yes | 0.000           | 0.000           | 0.000           | 0.000           |
| −51.4 | 19.2  | Yes | 0.964           | 0.881           | 0.742           | 0.742           |
| −109.4| 23.8  | Yes | 0.000           | 0.000           | 0.002           | 0.002           |
| −163.8| −54.4 | Yes | 0.001           | 0.006           | 0.020           | 0.020           |
| −41.7 | 5.9   | No  | 0.002           | 0.208           | 0.454           | 0.454           |
| 12.1  | −49.0 | Yes | 0.000           | 0.001           | 0.003           | 0.003           |
| −21.8 | 54.1  | Yes | 0.000           | 0.005           | 0.088           | 0.088           |
| −65.1 | 34.5  | No  | 0.000           | 0.049           | 0.321           | 0.321           |
| −125.2| −7.7  | No  | 0.001           | 0.002           | 0.002           | 0.002           |

In addition to applying the methods described here to this enlarged data set, there are several extensions to our analysis that will allow more rigorous conclusions regarding the origins of these particles. Most importantly, we can account for the energy of individual CRs in our likelihood, rather than just demanding they are above the E_{\text{min}} = 5.7 \times 10^{19} \text{ eV} cut. This, in turn, will make it more important to use a more realistic, stochastic calculation of the GZK effect, and also the energy-dependent CR deflection due to magnetic fields. It will similarly be more important to investigate the possibility that the AGN UHECR emission rate scales with AGN luminosity; a corollary is that it may be possible to discriminate between different AGN emission models.

In future work, we will investigate whether UHECR data could be used yet more efficiently by including lower energy events. This would obviously increase the numbers, although there is the potentially severe penalty of diluting the angular signal by including UHECRs that have either been deflected by more than about 10° or have come from the many AGNs at distances of greater than about 100 Mpc. To the degree that the CR propagation and deflection models are accurate, these trade-offs can be evaluated objectively, following the underlying principle of extracting as much information as possible from the UHECR measurements (Mortlock et al., in preparation).

Another way to potentially make better use of UHECR data would be to use a more homogeneous AGN sample than the VCV catalogue. An obvious example is the catalogue of AGNs from the Swift Burst Alert Telescope (BAT) survey (Tueller et al. 2008), which has nearly uniform selection criteria outside the Galactic plane. Both George et al. (2008) and the latest PAO analysis from Abreu et al. (2011) compare UHECR data to this catalogue. In particular, George et al. (2008) approach the analysis in a fashion similar to that of Abraham et al. (2007b) and found correlation at the ‘98 per cent level’. Mortlock et al. (in preparation) will apply the fully Bayesian methods described in this paper to the BAT AGNs, as well as extending the approach in order to provide a more rigorous analysis. By combining optimal statistical methods with the ever-increasing UHECR data sets, it should soon be possible to definitively determine the origins of UHECRs.
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