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Psychological curiosity plays a significant role in human intelligence to enhance learning through exploration and information acquisition. In the Artificial Intelligence (AI) community, artificial curiosity provides a natural intrinsic motivation for efficient learning as inspired by human cognitive development; meanwhile, it can bridge the existing gap between AI research and practical application scenarios, such as overfitting, poor generalization, limited training samples, high computational cost, etc. As a result, curiosity-driven learning (CDL) has become increasingly popular, where agents are self-motivated to learn novel knowledge. In this paper, we first present a comprehensive review on the psychological study of curiosity and summarize a unified framework for quantifying curiosity as well as its arousal mechanism. Based on the psychological principle, we further survey the literature of existing CDL methods in the fields of Reinforcement Learning, Recommendation, and Classification, where both advantages and disadvantages as well as future work are discussed. As a result, this work provides fruitful insights for future CDL research and yield possible directions for further improvement.
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1 INTRODUCTION

To autonomously produce human-like behaviors in artificial agents, neuroscience has inspired various architectures and algorithms for machine learning (ML), which has obtained phenomenal success in various applications [42, 62, 152]. Apart from leveraging the structure of neurons, the capability of AI systems should also be enhanced with biological and psychological functionality or human-level cognition to inherit the merits of human-level intelligence such as quick adaption, high sample efficiency, and trustworthy interpretation [89, 137, 140]. As a basic element of cognition, curiosity organically provides an intrinsic motivation driving human beings to explore the world by discovering interesting and useful information [58, 118, 119]. Many psychological theories have revealed that exploratory behaviors such as nonstrategic information seeking are stimulated by curiosity internally [10, 34, 101]. As a result, curiosity can affect anxiety, novelty preference, and habituation [50]. The insatiable demand for information can eventually reshape and boost learning, decision-making, as well as healthy development [58]. In particular, the empirical evaluation indicates a strong association between curiosity and activation in memory regions in the human brain, which benefits the learning of new information [55]. In recent research, it has become an emerging trend to incorporate curiosity mechanisms in the AI community, where a curiosity-driven learning (CDL) framework can be exploited to enhance the learning performance dramatically [17, 91, 138, 149].

In various AI tasks, there exist many challenges in effective learning and self-conscious evolution, which indicates the gaps between machine-based intelligence and human-level intelligence. In certain types of ML models, agents rely on “cold” cognition techniques which aggressively mine isolated hierarchical structures [22]. These methods generally lack a self-driven mechanism for generalization and might suffer from severe overfitting. For example, it is criticized that current
approaches of autonomous driving that learn directly from visual observations are insufficient to ensure prediction accuracy as they are simply constructing pure pattern recognition [6, 100]. In some practical applications such as navigation and robotic manipulation, training agents to achieve optimal performances requires the direct feedback from the environment to be continuously given; however, it is often expensive or infeasible to acquire them in practice [98, 147]. Due to the sparse or absent feedback, agents cannot adapt smoothly and their performances are affected substantially. In the big data era, the volume of data to be learned has exploded in diverse domains. A crucial fact is that not all samples are equally important to learn. In other words, selecting the most representative data and extracting meaningful patterns has become the key to reducing computational costs and improving sample efficiency. On the other extreme case, effectively leveraging prior knowledge to obtain good generalization is the most desirable feature in few-shot learning where only limited data is available [97, 132]. Although machines have exhibited advantages of fast processing speed and statistical modeling, they lack in-detailed explainability during human-machine interaction [45]. More specifically, users cannot interpret the model output intuitively, which hinders the application of the ML methods. In the applications such as recommendations and gaming, where extensive human psychological behavior simulations are carried out, machines are expected to closely model and describe the cognitive processing of humans to make human-like decisions. Without a deep understanding of such mechanism, the recommendations or interactions made by AI would be much deviated from the actual human behavior, resulting in unsatisfying user experiences and engagement.

To address the above-mentioned issues and enable agents to learn actively and efficiently in the most natural way through intrinsic motivation, researchers have started to incorporate artificial curiosity mechanisms into various AI applications [54, 111, 126]. It essentially strives to combine the merits of intrinsic motivation and encourage spontaneous exploration. Furthermore, different types of curiosity-driven learning (CDL) or curiosity-based learning algorithms have been proposed to perform on the classical AI tasks such as classification [122], recommendation [1], optimization [108], and reinforcement learning [110], where the ultimate objective is to improve the learning efficiency and potentially enable intelligent agents to learn in a human-like way. For example, when agents actively select and learn the interesting data that they are curious about, it substantially reduces training steps, realizes the self-supervised evolution [92], and avoids costly labeling while maintaining similar accuracy [130]. In the field of reinforcement learning, curiosity is quantified as intrinsic rewards contributing to the learning process. As a result, agents are encouraged towards novel states [95, 146, 149] or perform actions to explore highly uncertain areas based on their existing knowledge about the environment [13, 102, 109, 141]. Driven by curiosity, agents can explore the environment and learn diverse skills that might be even useful in unseen situations, demonstrating the most desirable characteristic of human-like exploratory behaviors.

Although the applications of CDL are vast and could not be exhaustively covered in a single work, Oudeyer and Kaplan [89] presented a typology of computational intrinsic motivation which summarized various approaches of intrinsic motivation in psychology as well as computational models in reinforcement learning. Wu and Miao [137] introduced a brief computational framework for measuring curiosity and provided some research areas for future studies. However, these works are outdated as more CDL methods have emerged and become increasingly popular since then. In the domain of reinforcement learning, the recent success of leveraging intrinsic rewards (artificial curiosity) to encourage efficient exploration is reviewed and discussed [4, 143]. Nevertheless, these works lack a comprehensive framework and nuanced understanding of psychological curiosity to differentiate and utilize different types of artificial curiosity fundamentally. In addition, they did not provide insights for formulating other possible artificial curiosity or extending to other domains of AI.
To the best of our knowledge, our paper is the first comprehensive survey which reviews from the psychological curiosity theory to curiosity-driven structures and algorithms in Reinforcement Learning (RL), Recommendation and Classification. In particular, we aim to present a unified framework and address the key ideas in these major AI tasks with their competing advantages and shortcoming as well as insights for future research. The rest of the paper is organized as follows: Section 2 presents the mechanism of curiosity from the psychological perspective, which provides an important insight and guideline for proposing artificial curiosity with an arousal mechanism. Section 3, Section 4 and Section 5 respectively survey the curiosity-driven structures and algorithms applied to RL, Recommendation, and Classification tasks, from motivations to merits and limitations. Finally, Section 6 discusses some future research directions and challenging issues for curiosity-driven learning.

2 PSYCHOLOGICAL THEORIES OF CURIOSITY

2.1 Development of Psychological Curiosity Theories

Over the past few decades, extensive research and empirical analysis have been carried out on biological mechanisms of curiosity in behavioral, neurobiological, and cognitive studies [26, 51, 57, 58]. Nevertheless, these studies are yet inconclusive and often contradictory. In the first half of the 20th century, curiosity was classified as an emotion closely related to fear [40]. At that time, drive theories became popular, whereas curiosity might be associated with an unpleasant feeling of deprivation and can be reduced through a series of exploratory behaviors [9, 77]. Thereafter, the first complete theoretical framework based on drives was presented by K. Lorenz [74], which provided the research basis for further studies invariably. However, it was inconclusive about whether curiosity is a primary or secondary (derived from other drives) drive and homeostatic or stimulus-induced drive [73]. In the second half of the 20th century, incongruity theories were developed independently by Hebb [43] and Piaget [94], where curiosity is believed to be triggered by the violation of expectation based on existing knowledge. The relationship between the stimulus and curiosity can be described by an inverted U-shape. The Competence and Intrinsic Motivation theory [133] (extended in [24]) overthrew both drive theory and incongruity theory that curiosity is a “competence” motivation triggered by the desire to master the environment. Yet, this theory did not present a comprehensive framework of curiosity.

In the 1950s, most research of curiosity focused on psychological underpinnings [25]. Later, researchers began to quantify curiosity and evaluate its dimensionality. In particular, Berlyne [10] first proposed a systematic measurement about cognitive curiosity, where curiosity is a drive-based motive aroused by stimulus and human brains generate intrinsic rewards for learning and information acquisition. He summarized several quantifiable collative variables for curiosity activation aroused in the organic level. Based on the psychological curiosity theory presented by Berlyne [10], Loewenstein [73] proposed a knowledge gap theory, stating that manageable knowledge gaps could stimulate curiosity by conceptualized novelty, complexity, and ambiguity. Meanwhile, the optimal stimulation model hypothesized both positive and negative affective states on curiosity activation [119], where a consistent hypothesis is proposed in the I/D model [70]. Recently, it was shown that the intrinsic reward processing could substantially induce curiosity that is crucial and beneficial for learning and decision-making at both individual and social levels [51, 58, 72, 118, 127]. In 2009, the psychological curiosity theory proposed by Berlyne [10] was validated by conducting experiments on how the monkey’s dopaminergic system responded to rewards [15] and later it was shown that the intrinsic reward processing could substantially induce curiosity in humans [51, 55, 134]. These findings have highlighted the significance of psychological curiosity and revealed the functionality of intrinsic rewards biologically.
In this paper, we mainly focus on the theory proposed by Berlyne [10] as a quantitative way to measure curiosity. Meanwhile, the knowledge gap theory [73] and the optimal stimulation model [119] are leveraged to explain the curiosity arousal and preference. More details are provided in Section 2.3.

2.2 Effects of Curiosity

Despite the differences in the aforementioned theories and findings, we can almost identify and conclude the desirable effects of psychological curiosity in the development of human intelligence, which motivates to enable AI agents to learn and perform in a similar mechanism.

Firstly, curiosity can encourage efficient information acquisition and exploration. As a result, attentional resources can be directed to enhance memory for certain information and it benefits the learning process to become more efficient. The empirical works have shown that curiosity could lead people to engage in more elaborative encoding, which leads to memory enhancement [55, 78]. Similarly, this intrinsic desire for information could characterize the capability of infants to implicitly allocate their attention towards certain information features with intermediate rates of information absorption [58, 59], helping to optimize their knowledge acquisition process during exploration.

Secondly, curiosity can improve human learning capability and promote efficiency. It has been found that individuals generally experience curiosity by encountering the information that is novel or unexpected, and such interest can facilitate and enhance learning and memory [28]. At the organic level, this phenomenon can be explained by the enhanced hippocampal activity that is regulated by dopamine and norepinephrine when experiencing stimulus-evoked curiosity [16, 88]. In the education literature, it is encouraged to motivate students to learn in a curious way so that they can actively participate in the learning process while passive enforcement may result in low learning efficiency [53]. The empirical evidence has also indicated the association between curiosity and better learning outcomes [36, 55, 121].

Thirdly, curiosity can be beneficial for building up social bonds and avoiding group conflict [33]. In particular, social interactions are more ambiguous and complex, which provides more opportunities for self-expansion and requires participants to cope with uncertainty under the mechanism of curiosity [57]. Moreover, curious people tend to be more responsive and self-disclosure to seek out close and collaborative relationships [63, 70, 127]. As a response, the interaction partners are typically willing to explore possible growth opportunities through engaging, learning, and even taking risks [70]. As a result, being curious at social levels is more likely to shape positive and healthy social relationships with meaningful interactions.

Fourthly, curiosity is highly correlated to human emotions and feelings, such as pleasure, satisfaction, uncertainty, deprivation and frustration. The I/D model proposed by Litman [72] considers curiosity as a combination of interest and deprivation, where learning something novel can be entertaining and aesthetically pleasing while eliminating a specific knowledge gap can become increasingly uncomfortable and bothersome. The empirical evidence has implied that curiosity can elicit more positive emotions, which subsequently mediate a positively biased evaluation towards the advertised products [23].

Lastly, curiosity has a positive correlation with creativity and innovation. In particular, curiosity promotes information acquisition, analysis and problem identification, which are the key steps for initializing the creativity process [82]. In addition, as curiosity can foster pleasure with positive feelings, the creative responses are generated favorably, including new ideas and behaviors different from prior experiences [112]. The empirical results indicate that this process is mediated through a mechanism of idea linking, where early ideas can sequentially foster subsequent ideas [39].
More broadly, the association between curiosity and creativity can subsequently facilitate the development of skills and self-expansion.

2.3 Framework for Quantitative Measurement with Arousal Mechanism

Given the promising and desirable merits of psychological curiosity that promote human learning and intellectual development, a direct intuition is to propose a similar framework for machine-based intelligence. However, it is challenging to quantitatively measure the degree of curiosity in an integrative framework. As suggested in the survey work [137], the psychological curiosity theory presented by Berlyne [10] can be introduced as the baseline of measuring artificial curiosity computationally, by determining the stimulus (received from environments) intensity with one or more collative variables. In particular, different levels of stimulus intensity correspond to different levels of curiosity with preferences. In this section, we systematically introduce different collative variables that can be utilized to examine stimulus intensity, which serves to formulate different quantitative ways for measuring artificial curiosity in a unified framework. To describe the arousal principle, the manageable knowledge gap theory [73] as well as the optimal stimulation/dual-process theory [119] are introduced. Inspired by the arousal principle of psychological curiosity, we also provide some insights for efficient learning rules as well as optimization methods given the measured curiosity.

2.3.1 Key Assumptions. In order to integrate the curiosity mechanism into Artificial Intelligence seamlessly without loss of generosity, we assume that

- Curiosity is a primary drive while it is not derived from other basic drives such as hunger and thirst for simplicity [58].
- Curiosity is a stimulus-induced drive where stimulus intensity could be measured through a combination of collative variables [10].
- Curiosity can activate both positive feelings and negative deprivation. The net effects depend on the degree of curiosity [119].

2.3.2 Collative Variables. A quantitative way of measuring curiosity is through one or multiple collative variables, given a stimulus from environments. In particular, collative variables are a collation of information from various sources, which detect the similarities and dissimilarities towards the environment based on the prior knowledge or expectation in the related fields [11, 117]. The main collative variables are defined as follows:

**Novelty** refers to the perceived “new” stimulus or information (experiences), which can be classified into different types. Its degree is inversely related to 1) how often the similar stimulus has been encountered before, 2) how recently the stimulus has been experienced, and 3) how similar the stimulus is compared to the previously encountered ones.

**Change** represents the movement when a stimulus is acting on receptors. It can be measured by the differences between two time steps. It should be noted that change can be utilized as a supplementary variable to novelty.

**Surprisingness** arises when the stimulus occurs differently from the expectation. In other words, \( Y \) is expected to occur given a stimulus \( X \); however, when \( Z \) is experienced in contrast to \( Y \), it will result in surprisingness. Surprisingness can also be utilized as a supplementary variable to novelty.

**Incongruity** occurs when the stimulus induces an expectation that does not occur ultimately. In other words, \( Y \) is expected not to occur given a stimulus \( X \), so incongruity presents when \( Y \) is observed. Incongruity can also be utilized as a supplementary variable to novelty.

**Complexity** refers to heterogeneous elements and describes how they are distributed spatially and temporally in a stimulus. The degree of complexity can be measured by 1) the number of
distinguishable units in a stimulus, 2) the dissimilarity among units, and 3) the degree of responses provided by several elements as a whole (cohesion).

**Uncertainty** refers to the situation where no deterministic response could be selected in response to a stimulus. The degree of uncertainty can be quantitatively measured through various forms of entropy according to information theory, by recognizing (classifying) the received stimulus or the response into different categories. In this measure, uncertainty is high when the received stimulus or the response cannot be confidently recognized.

**Conflict** refers to the situation of incompatible responses that could not be simultaneously present. The degree of conflict can be measured through 1) the nearness to equality in the strength of the incompatible responses, 2) the absolute strength of the competing incompatible responses, 3) the number of incompatible responses, and 4) the degree of incompatibility between incompatible responses.

### 2.3.3 Arousal Mechanism

As we have assumed that curiosity is stimulus-evoked, it is important to measure the stimulus intensity quantitatively, by one or multiple collative variables introduced in Section 2.3.2. Then, different levels of stimulus intensity can arouse different levels of curiosity as well as exploratory behaviors. According to Berlyne’s hypothesis [10], the relation between attractiveness (curiosity) and stimulus intensity is an inverted U-shape. When the perceived stimulus gives low intensity, it would cause boredom and motivate people towards diverse exploration by aimlessly searching stimulus with greater intensity. When the perceived stimulus gives high intensity, the person would engage in specific exploration to reduce the aroused curiosity and its associated negative feelings. Finally, the ultimate arousal would be stabilized toward the desired moderate level.

Based on this mechanism, Wu and Miao [137] proposed two principles namely Avoidance of Boredom and Avoidance of Anxiety, which are consistent and coupled with the Wundt curve [10]. However, it only explained the net curiosity preference based on different levels of stimulus intensity, but did not comprehend the full arousal mechanism. Therefore, we provide more insights with two additional systems (a reward system and an anxiety aversion system) on the bell-shaped curve of the curiosity preference function as shown in Figure 1. Our extension in this section is based on the aid of manageable knowledge gap theory [73] as well as the optimal stimulation/dual-process theory of exploratory behavior [119].

In particular, the knowledge gap theory [73] intuitively explains that humans prefer moderate levels of stimulus intensity as measured by one or multiple collative variables. Moreover, the intensity of a person’s curiosity towards a specific item or information depends on his/her ability to resolve the information gap. To stimulate an optimal level of curiosity, learners should be aware of manageable gaps in their knowledge, where extremely large gaps could substantially discourage learning. Similarly, learners are apathetic to the challenge when gaps are too small.

Meanwhile, Spielberger and Starr [119] proposed an optimal stimulation model illustrating the effect of stimulus characteristics of activating both positive and negative affective states. They emphasized that the purpose of exploration is to induce and increase the pleasantness associated with curiosity. In order to arouse and maintain a sense of curiosity, organisms are excited to seek unusual and novel stimulus. However, since stimulus may also indicate a potential danger, curiosity and exploration might be suppressed when a certain degree of threat is encountered. They concluded that collative variables are the main source of curiosity and the optimal level of curiosity is simultaneously influenced by two systems: the reward system (pleasant states of curiosity) and anxiety aversion system as shown in Figure 1. The following findings can be observed in Figure 1:
Fig. 1. Inverted U-shaped Curiosity Preference Function: the aroused curiosity first increases to the highest then decreases rapidly as the increase of stimulus intensity. Beyond some threshold, the unpleasant feeling will drive the individual away from the stimulus, indicating a flat negative curiosity preference. Thus, the optimal stimulus intensity would be located at some intermediate level and any downward or upward deviation from this optimum would result in interest reducing or aversion.

- Both pleasantness (positive reward) and anxiety aversion (negative reward) increase with the collative stimulus intensity, where the reward system stimulates the exploratory behaviors while the anxiety aversion system motivates the stimulus avoidance.
- By aggregating the reward and anxiety aversion systems, the curiosity preference shows a bell-shaped curve w.r.t. stimulation intensity, resulting from different thresholds, growth rates and asymptotic levels of the reward and anxiety aversion systems dynamically. The overall effect is consistent with the Wundt’s curve as well as Berlyne’s hypothesis.
- With the increase of collative stimulus intensity in an early stage, the reward system dominates the anxiety aversion system, leading to an increase of curiosity feelings and arousal up to some optimal level of effectiveness.
- With the increase of collative stimulus intensity in a later stage, the anxiety aversion system rapidly dominates the reward system, resulting in the increase of unpleasantness and its associated behaviors such as avoidance and withdrawal.
- Asymptotically, the anxiety aversion system is superior to the reward system, resulting in net unpleasantness. In other words, the cap of the reward system is lower than that of the anxiety aversion system. Beyond some threshold of stimulus intensity, the net unpleasantness will eventually cause the agent to keep away from the stimulus.
- As the sensitivity towards reward and anxiety aversion is not the same among different individuals, this bell-shaped curiosity preference function as well as the optimum are not necessarily unique when describing different individuals.

2.4 Discussion
In summary, a brief review of various psychological theories about curiosity is introduced in this section. In particular, we first focus on the curiosity measurement principle proposed by Berlyne [10], where several collative variables are introduced and well defined to quantify the stimulus intensity. Subsequently, to determine the level of aroused curiosity, the knowledge gap theory as well as the dual process model are explained, which are extensions of the prior work for enlightening a more comprehensive and solid computational framework of artificial curiosity. The reward and aversion systems explain clearly on the bell-shaped curve between stimulus intensity and curiosity level. An increase of stimulus intensity will firstly activate a reward system and then
an antagonistic aversion system. Certainly, this framework systematically illustrates how curiosity is aroused from the psychological perspective, which can also serve as a reference for formulating artificial curiosity in a diversified way. Yet, there indeed exist some limitations in this framework to some extent. For example, some ecological properties such as thirst, hunger and fear have been shown to be capable of affecting curiosity as well [154], which is also an important determinant for exploratory behaviors. For simplicity, we did not consider these properties and their impacts in this paper. In the following sections, we further survey the literature of curiosity-driven learning methods in the domains of Reinforcement Learning, Recommendation, and Classification based on the psychological principle as discussed in this section. In particular, we will focus on both their comparative advantages and weakness as well as provide some insights for future work.

3 CDL IN REINFORCEMENT LEARNING

In the domain of reinforcement learning (RL), Figure 2 (left) illustrates how an agent interact with environments to perform the action $a_t$ given the state $s_t$ at each step $t$, by receiving the reward $r_t$ and observing the next state $s_{t+1}$ with a transition model $p(s_{t+1} | s_t, a_t)$. In particular, the Markov decision process (MDP) assumes that the transition model $p(s_{t+1} | s_t, a_t)$ depends only on the current state $s_t$ and action $a_t$ rather than the historical actions or states and the agent should take the action $a_t$ only based on the current state $s_t$. For the received reward $r_t$, it can be factored into two components: intrinsic rewards $r^i_t$ and extrinsic rewards $r^e_t$. As illustrated in Figure 2 (right), the extrinsic rewards are the primary feedback provided by the external environment directly while the intrinsic rewards are the interest (curiosity) level that the agent precepts from its internal environment inherently [7]. Moreover, the actions and states can be either discrete or continuous while the states can be high-dimensional visual observations $o_t$ such as raw pixels, which increases the complexity of the underlying RL problems to some extent. Nevertheless, the ultimate goal is to learn an optimal policy $\pi$ to complete target tasks by maximizing the expected rewards from the actions taken in the environment, i.e. $\mathbb{E} \left[\sum_t r_t \right]$. It has been recently shown that reward maximization provides a fundamental basis for developing broadly capable intelligence and skills such as perception, language, generalization and imitation [115].

There are plenty of interesting yet challenging problems that can be addressed through curiosity-driven learning (CDL) techniques in the RL research community. For example, conventional RL algorithms can perform well when $r^e_t$ are explicitly and continuously given. Intelligence and its associated abilities can implicitly arise through reward maximization when an agent acts in its environment [115]. However, in the ubiquitous challenge of absent or sparse $r^e_t$, $r^i_t$ plays an important role in determining where to explore next [21]. In this sense, the intrinsic reward $r^i_t$ can be treated as artificial curiosity, which motivates agents to actively explore the most interesting states and obtain a desirable generalization capability [8, 12, 46, 68, 91]. Moreover, training an RL
model typically requires extensively collecting trajectories $T_t = (s_t, a_t, r_t, s_{t+1})$ into the replay buffer with GPU resources, where the imbalanced data problem may hinder the convergence of learned policies or result in sub-optimal policies. Therefore, it is desired to employ artificial curiosity and encourage agents to focus more on the under-explored states by prioritizing the experience replay [14, 52, 56, 107, 150]. Another challenge in RL is sample efficiency, especially when dealing with high-dimensional observation inputs as such raw pixels [75, 76, 145]. Hence, efficiently extracting meaningful feature representation with the limited amount of collected trajectories is the main motivation of utilizing CDL methods [84].

In this section, we survey the RL literature that incorporates different types of artificial curiosity based on the quantitative measurement framework as introduced in Section 2.3. In particular, various collaborative variables are structurally utilized to evoke the artificial curiosity with the arousal mechanism. Subsequently, the proposed curiosity intrinsically encourages agents to balance the exploration and exploitation through a diverse range of intrinsic rewards or experience replay prioritization. As a result, agents can quickly learn an optimal policy to perform complex tasks under different settings. However, as the formulation of artificial curiosity is not unique, we will also discuss the merits as well as limitations for each type of curiosity, and provide some insights for future CDL-based RL research.

### 3.1 Uncertainty-Based Curiosity

The uncertainty-based curiosity mainly considers the agent’s uncertainty towards the under-explored states or the possible actions to take, so it encourages agents to explore the states or take actions such that the uncertainty can be reduced while information gain can be obtained. For continuous control tasks where the state-action space grows exponentially in its dimensionality, heuristic models commonly employ Gaussian control noise [27] or $l^2$ neural network prediction [120] as the intrinsic rewards $r_t$ to encourage more active exploration. However, these methods may cause inefficient exploration and random walk behaviors that may require the training time to be exponential in the number of states. To remedy this problem, Houthooft et al. [46] proposed a Variational Information Maximizing Exploration (VIME) strategy, which makes full use of information gain about the agent’s internal belief towards the environments as an intrinsic learning motivation. In this strategy, curiosity is modeled by the agent’s uncertainty reduction about the environment dynamics, and is directly employed as the intrinsic reward. Its intuition is to encourage agents to explore the next state that can reduce its uncertainty the most. According to information theory, uncertainty reduction (information gain) refers to the change in mutual information $I(S_{t+1}; \Theta | \xi_t, a_t) = H(\Theta | \xi_t, a_t) - H(\Theta | S_{t+1}, \xi_t, a_t)$ between the next state $S_{t+1}$ and the transition model parameter $\Theta$, where $H(\cdot)$ represents the entropy and $\xi_t = \{s_1, a_1, s_2, a_2, \cdots, s_t\}$. Explicitly, it can be proved that

$$I(S_{t+1}; \Theta | \xi_t, a_t) = \mathbb{E}_{s_{t+1} \sim \mathcal{P}(\cdot | \xi_t, a_t)} [D_{KL} [p(\theta | \xi_t, a_t, s_{t+1}) \parallel p(\theta | \xi_t)]],$$

where the Kullback–Leibler (KL) divergence $D_{KL} [p(\theta | \xi_t, a_t, s_{t+1}) \parallel p(\theta | \xi_t)]$ captures the change in an agent’s internal belief after observing new data over the dynamics model. Given deterministic next state $S_{t+1} = s_{t+1}$, the intrinsic reward at time step $t$ can be defined by

$$r_t^i = \eta D_{KL} [p(\theta | \xi_t, a_t, s_{t+1}) \parallel p(\theta | \xi_t)],$$

where $\eta \in \mathbb{R}^+$ is a hyper-parameter for scaling.

However, the most challenging problem is that the posterior distribution $p(\theta | \xi_t, a_t, s_{t+1})$ is generally intractable in most cases. Therefore, the variational interference is employed to approximate it with $q(\theta; \psi)$ using a Bayesian neural network, where $\psi$ is the parameter and it is optimized by minimizing $D_{KL} [q(\theta; \psi) \parallel p(\theta | \xi_t, a_t, s_{t+1})]$. As a result, the intrinsic reward in Eq. (2) can be
computed by

\[ r'_{t} = \eta D_{KL} \left[ q(\theta; \psi_{t+1}) \mid\mid q(\theta; \psi_{t}) \right]. \tag{3} \]

Remarkably, VIME outperforms heuristic exploration models in different continuous control tasks. Meanwhile, the prioritization of curiosity-driven exploration can be controlled by scaling the intrinsic rewards. Nevertheless, a notable shortcoming is the instability of model performance, with a 25% chance of failure in the half-cheetah task due to random seeds [46] and a 46% of failure in an unseen maze by poor generalization [35]. In addition, VIME only focuses on robotic locomotion problems and agent can only learn one single policy rather than multiple skills across various domains. A possible way to stabilize the training process and avoid randomness might be to ensemble multiple dynamics models and therefore obtain the “uncertainty” of uncertainty, with a similar idea to the work [93]. However, an obvious trade-off would be the introduced training complexity caused by the ensemble.

By extending the idea of uncertainty reduction in high-dimensional and complex environments, Berseth et al. [12] utilized Variational Autoencoders (VAE) to learn a non-linear state representation and proposed SMiRL that intrinsically rewards agents to remain in safe and stable states. In other words, rewards are given for minimizing the state entropy. In particular, the entropy of the state marginal distribution \( H(d^\pi(s)) \) is bounded and can be estimated by the distribution of visited states \( p_\theta(s) \) parameterized by \( \theta \).

\[
\sum_{t} H(d^\pi(s_t)) = -\sum_{t} \mathbb{E}_{s \sim d^\pi(s_t)} \left[ \log d^\pi(s_t) \right] \leq -\sum_{t} \mathbb{E}_{s \sim p_\theta(s_t)} \left[ \log p_\theta(s_t) \right]. \tag{4}
\]

Following the objective of reducing actions to lower the state entropy in stochastic environments, minimizing the right hand side of Eq. (4) is equivalent to incorporating an intrinsic reward \( r'_{t} = \log p_{\theta_{t-1}}(s_t) \). As a result, the agent is capable of learning emergent behaviors such as keeping the balance during walking, directly from raw pixels (aided by VAE) and even without \( r'_{t} \) given. Based on SMiRL, Chen [20] focused on minimizing the future entropy to obtain more robustness and better generalization capability in procedurally generated environments. However, this type of CDL method is only applicable to certain RL tasks that only prefer avoiding catastrophic outcomes, which cannot be generalized to other tasks with thorough exploration and complex controls. Moreover, the choice of the density model may affect the agent’s performance to some extent and the trained agent would rather stay in a highly predictable (low-entropy) part of the state space when the environment is only partially observed or highly stochastic.

To balance the exploration and exploitation trade-off in a partially observed task, Fickinger et al. [29] recently constructed two adversarial policies that compete with each other: an Explore policy with \( r'_{t} = -\log p_{\theta_{t}}(a_{t+1}) \) and a Control policy with \( r'_{t} = \log p_{\theta_{t}}(a_{t+1}) \). By leveraging the adversarial technique, agents can efficiently master a complex control task by self-proposing a curriculum that becomes increasingly challenging. Yet, it remains challenging to quickly adapt to various downstream tasks with limited environment interactions.

Apart from model-based RL discussed above, uncertainty-based curiosity can be incorporated into model-free RL algorithms as well. Soft Actor-Critic (SAC) [38] is an off-policy model-free RL algorithm that learns a stochastic policy \( \pi_\phi \) (actor) with state-action value functions \( Q(s, a) \) (critics), and a temperature coefficient \( \alpha \) by encouraging exploration through a \( \gamma \)-discounted maximum-policy-entropy term. The key idea of entropy-maximization is to freely explore all possible actions and trajectories that are uncertain. Prior works have shown that maximizing entropy can help agents to improve exploration with diverse behaviors [37, 90] and learn a robust policy against model errors [83, 153]. The conventional Q-learning based RL algorithm defines the critics \( Q \) based
on the Bellman Equation
\[
Q(s_t, a_t) = r^e(s_t, a_t) + \gamma \mathbb{E}_{s_{t+1} \sim p} [V(s_{t+1})] \text{ with } V(s_{t+1}) = \mathbb{E}_{a_{t+1} \sim \pi} [Q(s_{t+1}, a_{t+1})].
\] (5)

Based on that, SAC motivates the agents for exploring trajectories with high uncertainty under the current policy by updating \(V(s_{t+1}) = \mathbb{E}_{a_{t+1} \sim \pi} [Q(s_{t+1}, a_{t+1}) - \alpha \log \pi(a_{t+1}|s_{t+1})] \) for the soft-Q function, which is equivalent to defining
\[
r^i = \alpha H(\pi(.|s_{t+1})) = -\alpha \mathbb{E}_{a_{t+1} \sim \pi} [\log \pi(a_{t+1}|s_{t+1})].
\] (6)

During policy improvement, the KL divergence between the exponential of the soft-Q function and the policy is minimized to ensure \(Q^\phi_{\text{new}}(s, a) \geq Q^\phi_{\text{old}}(s, a), \forall s, a. \) Compared to the other RL models that learn a deterministic policy, SAC learns an optimal stochastic policy by maximizing the action entropy. More near-optimal policies and behaviors can be learned and utilized to more complex and specific downstream tasks. Since agents need to explore the environments under possible scenarios, the agents can therefore perform more robustly with a desirable generalization capability. However, SAC cannot learn directly from raw pixels and sample efficiency has become another challenge. Therefore, more recent works have been focusing on resolving this issue with SAC as a base learner [66, 67, 84, 144, 145]. To further balance the trade-off between exploration and exploitation, Lin et al. [71] proposed an instance-level entropy temperature for SAC, which adaptively allows more exploration by a large entropy in unfamiliar states and more exploitation by a small entropy in familiar states.

So far, we have assumed that there is no prior information or experiences available, so agents need to learn and explore from scratch. In contact, it is easier to obtain examples of successful outcome states in some practical tasks such as navigation and robotic manipulation, where the uncertainty-based curiosity can shape a sophisticated intrinsic reward for more effective guidance towards the target goal. Under this problem setting, MURAL [68] constructed a Bayesian classifier \(p_\phi\) to measure the uncertainty of whether a particular state leads to the successful outcome based on the conditional normalized maximum likelihood distribution [103, 151]. The measured uncertainty is directly used as \(r^i\) to replace \(r^e\) and incentivize exploration with pure curiosity
\[
r^i(s) = \frac{p_{\phi_1}(\text{success}|s)}{p_{\phi_1}(\text{success}|s) + p_{\phi_0}(\text{unsuccess}|s)},
\] (7)

where \(\phi_0\) and \(\phi_1\) are the classifier parameters for adding \(s\) into the data sets of successful outcomes and unsuccessful outcomes, respectively. A notable limitation is the required computational cost for extensively updating the classifiers. Thus, the meta-learning technique [30] is employed to aid it. As a result, the proposed uncertainty-based curiosity is accurate and well-shaped, compared to other uncertainty measurements such as MLE and regularized MLE. With only \(r^i\), agents can master difficult navigation and robotic manipulation tasks and obtain state-of-the-art performance. However, MURAL is only applicable to the tasks with successful outcome examples given and it remains to extend MURAL to MDP with only visual observations or partially observed problem settings.

### 3.2 Novelty-Based Curiosity

As discussed in Section 2.3.2, novelty acts as a collative variable for arousing curiosity, which could be inversely measured by the frequency (i.e. density) of encountering the same (similar) stimulus. Motivated by novelty-based curiosity, agents are expected to explore novel states and learn new behaviors (i.e. discouraged from revisiting the same states). Counting state, action, or state-action visitations is a direct way for measuring novelty of the state, where a high count means a frequent visitation of the same state, action, or state-action and therefore low novelty and less curiosity.
Over the past few years, it has been theoretically-justified that count(novelty)-based curiosity could enhance the performance in RL agents. For instance, the Upper-Confidence-Bound (UCB) strategy [5] intrinsically incentivizes the agents to choose the under-explored action under the bandit setting,

$$a_t = \arg \max_a Q_t(a) + \alpha \sqrt{\frac{2 \ln t}{N_t(a)}},$$

(8)

where $Q_t(a)$ is the estimated value of action $a$ controlling the exploitation, $N_t(a)$ represents counting of $a$ actions prior to time step $t$ and $\alpha$ is the temperature coefficient. The second term effectively encourages exploration in a curious manner. If an action has not been selected quite often i.e. $N_t(a)$ is small, the second term will become large and agents will be more likely to try this action. With the increment of $N_t(a)$ and time progress, the action becomes less novel due to frequent visitation and exploration. Therefore, agents shall concentrate less on the familiar actions and leverage more exploitation due to being less curious. By extending the counting of actions to state-action pairs, the Model Based Interval Estimation–Exploration Bonus (MBIE-EB) [123] utilized $r_t^i(a_t) = \alpha N(s, a)^{-\frac{1}{2}}$ to encourage exploring less visited state $s$ and action $a$ pair with a state-action count $N(s, a)$. Similarly, in the Bayesian Exploration Bonus (BEB) algorithm [61], actions are determined based on an additional bonus (intrinsic reward) of $r_t^i(a_t) = \frac{N(s,a)}{1+\alpha N(s,a)}$ for infrequent observed state-action pairs. However, all these methods require the state (or state-action) space to be low-dimensional and countable to ensure most states will not only occur once, which has become problematic for continuous high-dimensional control tasks.

A main challenge is that the number of occurrences $N_t(s)$ of a yet-unseen state $s$ in $\{s_1, s_2, \cdots, s_T\}$ is generally zero for continuous controls. To address the above issue, Bellemare et al. [8] proposed a count-based exploration method where the intrinsic reward is determined by the pseudo-count function $\hat{N}_t(s)$ rather than $N_t(s)$. In particular, the pseudo-count $\hat{N}_t(s)$ can be explicitly obtained through a density model $p$ over the state space $S$, which can be expressed as

$$\hat{N}_t(s) = \frac{p_t(s)(1-p_t^i(s))}{p_t^i(s) - p_t(s)},$$

(9)

where $p_t(s)$ and $p_t^i(s)$ (recoding probability) are respectively defined as

$$p_t(s) = P(S_{t+1} = s | S_1 = s_1, \cdots, S_t = s_t)$$

$$p_t^i(s) = P(S_{t+2} = s | S_1 = s_1, \cdots, S_t = s_t, S_{t+1} = s)$$

(10)

Furthermore, the authors have shown the relations among information gain IG, prediction gain PG and pseudo-count $\hat{N}_t(s)$: $IG_t(s) \leq PG_t(s) \leq \hat{N}_t(s)^{-1}$ and $PG_n(s) \leq \hat{N}_n(s)^{-\frac{1}{2}}$. We refer readers to the rigorous proof provided in the paper [8], which links novelty-based curiosity and uncertainty-based curiosity theoretically. Most importantly, it has implied that using an intrinsic reward proportional to $\hat{N}_n(s)^{-\frac{1}{2}}$ can lead to a behaviour at least as exploratory as one derived from information gain in VIME [46]. Therefore, a particular $r_n^i = \alpha (\hat{N}_n(s) + 0.01)^{-\frac{1}{2}}$ was employed in the experiments. The experimental results showed that count-based intrinsic reward could obtain significantly improved exploration in various hard games such as Atari [81]. However, it did not consider the action space to be continuous and the states are assumed to be acquired directly. In more practical applications, agents should learn a meaningful state representation directly from raw pixels without causing the density model to become prohibitively expensive.

For the density model $p$, Ostrovski et al. [87] further argued that several critical assumptions for training neuronal density model must be satisfied during implementation:

- $p$ should be learning-positive, i.e. $p_t^i(s) \geq p_t(s)$. 

• \( p \) should be trained completely online, using each state \( s \) exactly once given the sequential order.
• The prediction gain should decay at a rate of \( t^{-1} \) to ensure that \( \hat{N} \) grows approximately linearly with \( N \).
• Training of \( p \) should be done by minibatches, drawn randomly from a diverse dataset to avoid catastrophic forgetting in case of a drifting data distribution.
• The choice of density model must be computationally efficient enough to accommodate prediction gain update in the RL framework.

To avoid substantially increasing the model complexity, they employed PixelCNN for the density model which has obtained greater accuracy, faster learning speed, higher stability, and wider compatibility with various RL algorithms. Meanwhile, the mixed Monte Carlo update is found to be a powerful facilitator of effective exploration. However, the sample efficiency still needs to be improved when only limited samples are collected and it cannot perform well for continuous control tasks.

To further reduce the model complexity for measuring the novelty(count)-based, Tang et al. [124] proposed an encoded hash function \( h(s) \) that can map the high-dimensional continuous state space into a low-dimensional feature space. Thus, \( s \in \mathcal{S} \) can be discretized by a hash-based pseudocount, which is used to formulate an intrinsic reward

\[
 r_i^t = \alpha N(h(s))^\frac{1}{2}. \tag{11}
\]

While the simple hash functions have obtained comparable results in many challenging tasks, the domain-dependent learned hash code via locality-sensitive hashing could make further improvement. Overall, it is a simple generalized method to reach near state-of-the-art performances across different domains. However, the trade-off is that training autoencoder-based hash code will require a large number of parameters to be updated, so the learning process will be slowed down. In addition, the agents did not perform well at the early stage of training, indicating a poor sample efficiency.

To avoid using generative models for density estimation and therefore reduce the computational cost, a scalable exploration algorithm named EX\(^2\) is proposed by training a discriminative exemplar model \( D_s(s) \) for the newly visited state against all past seen states [31]. If a newly visited state can be easily distinguished from the past states, it therefore will be considered relatively novel. Therefore, the exemplar model can be utilized to implicitly estimate the state density and approximate the pseudo-count novelty for shaping an intrinsic reward

\[
 r^f(s, a) = -\alpha \log D_s(s). \tag{12}
\]

Remarkably, the density estimation is performed by \( D_s(s) \), which avoids reconstructing samples to train and has outperformed the prior generative methods on domains with more complex observation functions. As this method incorporates the adversarial mechanism, the instability issue may occur during training.

Measuring “novelty” by count-based methods in RL requires constructing or approximating a statistical model to describe the environmental state distribution, which is still an open problem for dealing with complex and high-dimensional observations. Apart from the count-based approach, novelty can also be measured implicitly through reachability. Given an encoded state \( e \) from a visual observation \( o \), the estimated environment steps to take from the experienced states stored in a memory buffer \( M \) to the given \( e \) can be used to describe the degree of novelty for \( o \) [104]. Thus, those observations which require substantial efforts (high novelty) to reach will be given high intrinsic rewards for exploration

\[
 r^i = \alpha(\beta + C(M, e)), \tag{13}
\]
where $\alpha$ and $\beta$ are hyper-parameters, and $C(M, e) \in [0, 1]$ represents the reachability of $e$. This reachability-based novelty effectively encourages agents to outperform other models in visually rich 3D environments by avoiding unproductive noises ("couch potato" issue). In more practical scenarios where only partial observations or limited samples are available, it is unclear whether this model can still produce desirable performances.

So far, the novelty is explicitly or implicitly measured on whole states or observations. In practice, not all information contained in the observations is necessary for evaluating the task-dependent novelty, so the noisy task-irrelevant information should be excluded. For this purpose, Kim et al. [60] utilized the variational information bottleneck framework [3] to learn the compressive and informative representation $Z$ for quantifying task-relevant novelty. Given the task information $Y$ and observation $X$, $Z$ is learned by minimizing $-I(Z; Y) + \beta I(X; Z)$, where $I(\cdot)$ is the mutual information and $\beta$ is an importance weight. As $I(X; Z)$ is intractable, the variational inference by $q(Z)$ is employed and the intrinsic reward is represented with a KL-divergence term $r_i(x_n) = D_{KL}[p(Z|x_n)||q(Z)]$.

The proposed $r_i$ desirably measures the task-related state novelty and the theoretical proof is provided in the work [2]. By rewarding agents to explore novel states related to the given tasks, agents can obtain surpassing performances without distraction than previous works [18, 124]. However, the importance weight $\beta$ that balances between compression and preservation of information has to be carefully designed for different tasks, where an adaptive generalization is more desirable.

In addition to encouraging exploration, curiosity can also enhance sample efficiency in the sense that novel experiences should be replayed more frequently so that agents can learn an optimal policy more efficiently. The conventional off-policy RL algorithms often construct a replay buffer $B$ to store a large amount of transition tuples $\tau_t = (s_t, a_t, r_t, s_{t+1})$. During the model training, a batch of $\tau_t$ are sampled uniformly from $B$ and feed into the RL learner. To direct agent’s attention on under-explored (novel) experiences, Zhao and Tresp [150] proposed a curiosity-driven prioritization (CDP) framework that encourages to over-sample the trajectories with rare achieved goal states. The trajectory density $\rho(T)$ is measured by fitting a normalized Variational Gaussian Mixture Model (V-GMM) using the replay buffer every epoch. During experience replay, the probability of a trajectory $T$ to be sampled with the prioritization can be expressed as

$$p(T) = \frac{\text{rank}(\hat{\rho}(T))}{\sum_i \text{rank}(\hat{\rho}(T_i))}, \text{ with } \hat{\rho} \propto 1 - \rho.$$  

Compared to other experience replay prioritization methods based on temporal difference (TD) error [107], the CDP is more efficient by avoiding extensive updates of TD errors. By training in different robot manipulation tasks, CDP can improve both sample efficiency and model performance. However, it requires the extrinsic reward $r_e$ to be well defined and continuously given. In the absence of extrinsic reward, CDP might not be able to learn an optimal policy. Meanwhile, CDP only considers the MDP process with states rather than visual observations, and fitting a V-GMM on raw pixels directly is rather challenging and time-consuming.

### 3.3 Incongruity-Based Curiosity

In some environments, salient events such as light switching on/off and music turning on/off may occur unexpectedly, which indicates the informative knowledge about the actions taken or states visited that has yet been learned. Following the definition in Section 2.3.2, those unexpected salient events may induce incongruity-based curiosity and it was proposed that these events can be leveraged to formulate an incongruity-based reward to learn the novel and meaningful information [7]. By constructing a prediction model, the unexpected salient events can be identified and the
degree of un-expectation (incongruity) can be utilized as a direct quantification of the intrinsic reward, which encourages agents to actively update their internal beliefs.

To extend the motivation of incongruity-based curiosity, Chentanez et al. [21] proposed a computational RL algorithm utilizing the options framework $O$, where the probability of not expecting the salient event is formulated as the intrinsic reward

$$r_{t+1}^i = \begin{cases} 
\alpha [1 - P^{O_e}(s_{t+1} \mid s_t)] & \text{if } s_{t+1} \text{ is salient} \\
0 & \text{otherwise}
\end{cases}$$

(16)

where $\alpha$ is a scaling factor, and $P^{O_e}(s_{t+1} \mid s_t)$ is the probability of terminating at $s_{t+1}$ under the current option $O_e$ given $s_t$. When the agent encounters an unexpected salient event a few times, the intrinsic reward diminishes with an improved option policy and policy model. Subsequently, the agent becomes “bored” with the associated salient event and moves on. Therefore, the agent is able to learn efficiently and perform well with the proposed incongruity-based intrinsic rewards. Nevertheless, one crucial assumption is that the salient event must be observable and deterministic, so it might be difficult to identify salient events in complex environments or apply this method to more general tasks without salient events.

### 3.4 Surprisingness-and-Incongruity Based Curiosity

As introduced in Section 2.3.2, psychological curiosity can be evoked through surprisingness and incongruity. In RL, these two collative variables are often integrated into a single concept of deviation from the agent’s internal belief such as prediction errors. The majority of existing works have designed various intrinsic rewards based on prediction errors to motivate agents to explore the under-explored states that contract to their internal beliefs the most and update their knowledge accordingly. On the other hand, experience replay prioritization based on temporal difference (TD) errors enables agents to concentrate more on the under-explored trajectories and update the internal belief repeatedly. As a result, the prediction errors and TD errors can be reduced continuously and the agent is able to forecast the consequence of its own actions more accurately, which is a desirable feature in many applications.

To avoid the construction of the environmental dynamic model that predicts the next state $s_{t+1}$ given the action $a_t$ executed in the current state $s_t$, Huang and Weng [49] directly utilized the sensation difference between the robot’s prediction and what the robot actually sensed as the intrinsic reward to enhance the learning capacity,

$$r_t^i = \sqrt{\frac{1}{m} \sum_{j=1}^{m} \frac{(s_{t+1}^{(j)} - \hat{s}_{t+1}^{(j)})^2}{\sigma_t^{(j)}}},$$

(17)

where $\hat{s}_{t+1}^{(j)}$ represents the primed sensation for the next scene in the $j$-th dimension, $m$ represents the dimension of sensory input and $\sigma_t^{(j)}$ represents the expected deviation for the $j$-th dimension, which could be computed by the time-discounted average of the squared difference $(\hat{s}^{(j)} - s^{(j)})^2$. The proposed intrinsic rewards enhanced the learning capacity for robots; however, a notable shortcoming is the prohibitively inefficient performance when dealing with the high-dimensional space or stochastic dynamics.

To efficiently compute the prediction error in high-dimensional space containing irrelevant information and obtain a better generalization capacity in unseen scenarios even when $r_t^i$ is completely absent, a curiosity-driven exploration process governed by the self-supervised prediction is proposed [91]. Its intuition is to intrinsically incentivize the agents to explore in a curious manner when the predicted next states differ from the actual ones. In particular, intrinsic rewards are generated through the Intrinsic Curiosity Module (ICM), consisting of a feature model $\phi$ to extract
meaningful state presentations from high-dimensional continuous state spaces (such as raw pixels), an inverse model $\hat{a}_t$ to approximate the action taken and optimize $\phi$, and a forward model $\hat{\phi}$ to obtain the expected feature in the next state.

By jointly optimizing all components of ICM, the extracted features from high-dimensional states are meaningful and robust to the uncontrollable noise such as pure random movements in the background image. Therefore, the difference between actual and predicted features of the next state is reliable and can be utilized as an intrinsic reward

$$r_t^i = \frac{\alpha}{2} \| \phi(s_{t+1}) - \hat{\phi}_{s_{t+1}} \|^2_2.$$ (18)

By conducting experiments on Super Mario Bros and VizDoom, the curiosity-driven exploration has improved sample efficiency of learning directly from raw pixels and the agent is capable of learning an optimal policy even without the extrinsic rewards given. The learned exploratory behaviour by the curious agent is not only specific to training space, but also can be generalized to perform in unseen scenarios. As ICM is capable of learning directly from raw pixels, Yu et al. [147] proposed to integrate ICM with generative models for imitation learning in a high-dimensional environment, and the agent can outperform experts by generating more state-action pairs and more accurate rewards. Nevertheless, one problem of ICM is that the intrinsic reward may vanish during training, which cannot encourage the agent to further explore the environment. Meanwhile, the model performance can be unstable by training with different random seeds.

To further stabilize the model performance by enhancing the reliability of prediction errors, Pathak et al. [93] utilized multiple dynamics models $\hat{\phi}$ and employed the variance of model predictions $\hat{\phi}_{s_{t+1}}(s_t, a_t)$ as the intrinsic reward

$$r_t^i = \text{var}(\hat{\phi}_{s_{t+1}}(s_t, a_t)) = \mathbb{E} \left[ (\hat{\phi}_{s_{t+1}}(s_t, a_t) - \phi(s_{t+1}))^2 \right].$$ (19)

It can also be extended to the multi-agent exploration problem as a joint curiosity reward shared by all agents [142]. Intuitively, consistent predictions of the next states indicate low curiosity as the state space has been well explored by the agent with low uncertainty. In contrast, agents become curious when a disagreement arises on the next state prediction among the ensemble of dynamics models. In this case, agents will be encouraged to explore the novel areas that have caused high prediction errors. Compared to the single forward dynamics model, using the variance of prediction errors as an intrinsic reward can enable agents to explore in stochastic environments. However, the computational complexity increases with the ensemble amount of dynamics models and it requires exploring extensively across all state space to learn an optimal policy for a single downstream task.

By integrating the ensemble idea for exploration [93] and planning, Sekar et al. [113] proposed a Plan2Explore model to learn a world model about its environments and subsequently solve zero-shot and few-shot downstream tasks. The exploration is carried out by utilizing Eq. (19) as an intrinsic reward in a self-supervised manner. Afterward, the agent receives reward functions and is able to quickly adapt to various tasks such as walking, running and balancing in the DeepMind Control Suite [125]. Theoretically, this work has shown maximizing the variance of ensemble means is approximately maximizing the information gain as introduced in Section 3.1. To achieve desirable performance by quick adaption, the world model must be trained with sufficient exploration, where the sample efficiency can be further improved.

However, the choice of feature embedding in the ICM plays an important role in the CDL performance. Given any high-dimensional state, the feature model should capture two types of features: (1) features that can be affected by the agent and (2) features that cannot be controlled by the agent but can affect the agent (e.g. the features of a vehicle driven by another agent). Meanwhile, the feature model will filter out (exclude) the features that cannot be controlled by the agent or
Table 1. A comparison of different feature embedding methods: Pixels cannot encode a compact state representation, resulting in worst performances. RF cannot fully guarantee to be compact and sufficient, thereby its performance can vary in challenging environments. Although VAE and IDF are not stable at the early stage of learning, they can be jointly trained with RL and gradually become stabilized. Therefore, both VAE and IDF perform relatively well across different tasks.

| Feature | Pixels | RF | VAE | IDF |
|---------|--------|----|-----|-----|
| Compact | No     | Maybe | Yes | Yes |
| Sufficient | Yes | Maybe | Yes | Maybe |
| Stable | Yes | Yes | No | No |
| Performance on simple env. | Bad | Good | Good | Good |
| Performance on complex env. | Bad | Average | Good | Good |

cannot affect the agent (e.g. moving clouds in the background). To investigate the effects of different feature embedding models, Burda et al. [17] evaluated ICM [91] in 54 environments and summarized three critical criteria (compact, sufficient and stable) for constructing and evaluating the desired embedding feature model.

- **Compact**: The learned features should have low dimensionality with irrelevant elements of the observation space being filtered out.
- **Sufficient**: The learned features should preserve all essential information about the state. Otherwise, no intrinsic reward can be effectively identified when the agent explores some relevant elements in the environment.
- **Stable**: The learned features should minimize the changes with the same observations during the learning process, thus providing stationary rewards. Otherwise, the proposed curiosity can become misleading and inconsistent.

In addition, four types of common feature embedding methods including Pixels, Random Features (RF) (similar to random network distillation [18]), VAE, and Inverse Dynamics Features (IDF) are employed to compare the CDL performances. Table 1 indicates their different characteristics and performance, which provides a justification for proper method selection in the future. While IDF is more capable of generalizing to unseen observations, it still suffers from the “couch potato” issue (“noisy TV” problem) with significant drops in agent’s learning performances.

To improve sample efficiency by obtaining a meaningful state representation, contrastive learning is utilized with a forward dynamics model in CCFDM to carry out self-supervised representation learning [84]. In particular, the prediction error of whether the augmented current observations \( q \) can infer the state information of the augmented next observations \( k \) accurately is employed as an intrinsic reward

\[
r_t^i = \alpha \exp(-\eta t) \text{dissim}(q, k) \frac{r_{\max}^e}{r_{\max}^i},
\]

where \( \alpha \) is a temperature coefficient, \( \eta \) is the decay weight, \( r_{\max}^e \) and \( r_{\max}^i \) are respectively the maximum extrinsic rewards and intrinsic rewards. In this formulation, \( r_t^i \) is standardized among different tasks and gradually decreased. The agent is encouraged to explore the states where the state representation is inaccurate. As a result, the sample efficiency for continuous control tasks has been enhanced in a self-supervised way but the model performance is rather unstable with a high variance of performance scores.

Besides intrinsic rewards, the prediction error can also be used in the prioritized experience replay through temporal difference (TD) errors. For the transition tuples \( \tau_t = (s_t, a_t, r_t, s_{t+1}) \) stored in the replay buffer, they are not equally important during learning. In other words, there must be
some tuples that can help agents to converge faster. In particular, agents should be curious about the tuples with high TD errors $\delta_i = r_i + \gamma Q(s_{t+1}, \pi(s_{t+1})) - Q(s_t, a_t)$ as they may contain novel knowledge that has yet been mastered in Q-learning. In the prioritized experience replay (PER) [106], the probability of tuple $i$ being sampled for replay $P_i$ and its corresponding sample-importance weight $w_i$ can be formulated as follows,

$$P_i = \frac{p_i^\alpha}{\sum p_i^\alpha} \text{ with } p_i = \frac{1}{\text{rank}(\delta_i)}, \quad w_i = \frac{(N \cdot P_i)^{-\beta}}{\max w_i},$$

(21)

where $\alpha$ is a constant, $N$ is the total number of tuples in the replay buffer and $\beta$ is a hyper-parameter controlling the degree of offsetting. Therefore, all tuples have different probabilities to be sampled for improving the training speed; meanwhile, $w_i$ corrects the introduced bias due to the change in distribution. Rainbow DQN [44] further integrated this idea with other merits of DQN variants. The agents have obtained outstanding performance that is superior than human players in Atari environments [81]. However, TD-error-based prioritization does not explicitly improve representation learning and can become misleading when the learned state is inaccurate.

During training, it requires extensive evaluations of TD errors and importance-sampling weights, increasing the computational cost to some extent.

Recently, variants of TD-error-based prioritization methods have been proposed to further yield training efficiency. For example, Kapturowski et al. [56] proposed to utilize a mixture of max and mean absolute n-step TD-errors over the sequence, which can effectively avoid large errors and exploit long temporal information. Similarly, Brittain et al. [14] extended PER to increase the priority of the previous transition tuples that lead to the ones with high TD errors, theoretically converging faster than PER. However, these methods are at the cost of increasing sample complexity and sample efficiency remains challenging.

### 3.5 Complexity-Based Curiosity

Given procedurally-generated environments with a parameterized family of tasks, it is infeasible to perform various skills directly with sparse extrinsic rewards. By identifying the complexity of goals and seeking the optimal level of complex tasks, agents can be continually motivated to learn with high curiosity, which is consistent with the arousal mechanism as introduced in Section 2.3. In AMIGO, Campero et al. [19] proposed to self-generate complex goals (coordinates) through a “teacher” module while a goal-conditioned “student” policy learns to complete these tasks in a curious manner. During the constructively adversarial training, the student is rewarded by $r_i^{\text{student}} = 1$ when reaching the teacher-proposed goal coordinates. Meanwhile, the teacher is rewarded by generating complex goals that are not too easy or too challenging for the student to complete $r_i^{\text{teacher}} = \begin{cases} a & t^* \geq t^+ \\ -b & t^* < t^+ \end{cases}$, where $a, b \in \mathbb{R}^+, t^+ \geq t^*$ measures the steps that were taken by the student to reach the goal, and $t^*$ is the threshold that increases as the student improves. In this way, agents can curiously carry out meaningful exploration with a natural curriculum and learn a diverse range of skills in procedurally-generated environments. However, the generated goal is limited to coordinates and more abstract forms of goals in more rich domains are desirable.

### 3.6 Change-Based Curiosity

As introduced in Section 2.3.2, curiosity can be aroused by the change of stimulus. In RL, this collative variable refers to the substantial state change after agents take a particular action. Intuitively, agents become curious when their actions lead to significant changes in the environment, thereby learning impactful skills to control the environment. By utilizing ICM [91] that learns a meaningful state representation, Raileanu and Rocktäschel [99] proposed RIDE with a change-based intrinsic reward.
to attract agents to explore the unfamiliar states where they can greatly influence through substantial changes in the learned state representation. The state representation $\phi$ is trained by ICM to extract features controllable by the agent and the non-controllable features that can affect the agent. Thus, the intrinsic reward can be formulated by

$$r^i_t = \frac{||\phi(s_{t+1}) - \phi(s_t)||_2}{\sqrt{N_{ep}(s_{t+1})}},$$

(22)

where $N_{ep}(s_{t+1})$ is the visited times for countable state or episodic pseudo-counts for high-dimensional states. The numerator encourages agents to take the actions with substantial influences while the denominator prevents agents from repeatedly exploring the same states. Meanwhile, this intrinsic reward does not diminish to zero, guiding agents to learn even after training for a long time. However, RIDE is only applicable to the tasks where agents need to affect the environments. For the tasks requiring agents to keep stable (balancing, walking, and running), actively seeking significant change may not be suitable.

3.7 Discussion

To summarize, curiosity-driven learning has been widely applied in RL and we focus on the important role of curiosity with a majority in intrinsic rewards and few works in experience replay prioritization. A taxonomy of the current literature on curiosity-driven RL is shown in Table 2. Given different challenging problems such as sparse extrinsic rewards, learning directly from raw pixels, and low sample efficiency, curiosity can incentivize agents to explore novel states and reduce the uncertain/prediction error towards unseen states, thereby quickly learning optimal policies or mastering necessary skills under a diverse range of task environments. Nevertheless, there is abundant potential to further improve the curiosity-driven RL, which can be summarized as follows.

- The existing forms of curiosity in RL are almost inspired by only one type of collative variables with a linear relation. However, it is desirable to integrate more collative variables that can comprehensively quantify the curiosity with a non-linear relation from the different perspectives.
- Most CDL methods have enabled agents to learn a single policy or skill with enhanced learning performance. To enhance the generalization capability, it is possible to extend the learned primitive/low-level policy in a more complex and hierarchical architecture such as a meta-learning system that can quickly adapt to different downstream tasks.
- For high-dimensional continuous spaces, learning a meaningful state representation with further improved sample efficiency remains a challenging task for efficient RL. To remedy this, utilizing a stable CDL framework may help to improve representation learning, which can be model-agnostic in the sense that it is compatible with most RL base learners to learn from high-dimensional continuous spaces.
- Most of the proposed curiosity tend to diminish nearly to 0 at the later stage of training. Although curiosity level generally reduces w.r.t. the learning progress, it should be able to increase whenever a new external goal or downstream task is provided. Therefore, it remains challenging to propose an adaptive curiosity that can quickly motivate agents to solve a new task and attain human-like learning capabilities.
- Naive CDL methods might be vulnerable to the “couch potatoes” issue (noisy TV problem), where curious agents can be easily distracted by task-irrelevant novelty, unpredictable noise, or inherently high-entropy. In general, highly stochastic dynamics can drastically affect learning performances, which should be addressed by a more nuanced CDL to differentiate stochastic dynamics and uncertain dynamics.
• According to the arousal mechanism framework in Section 2.3, the majority of curiosity in this section are expected to be maximized for more effective and diverse explorations. However, this objective only corresponds to the reward system in Figure 1 and only a few works [29] have considered the anxiety aversion system that the intensity beyond agent’s manageable knowledge gap can negatively affect learning. Thus, it is desirable to investigate the effect of a more complete curiosity arousal mechanism by penalizing overly intensive stimulus and restricting the curiosity level within a certain range.

• When extrinsic rewards $r^e$ are available, most of the CDL methods simply sum up the formulated intrinsic rewards $r^i$ and extrinsic rewards $r^e$ through a fixed weighting coefficient. However, this weighting coefficient has to be hyper-tuned for different tasks, indicating a poor generalization capability. A direct intuition is to propose an adaptive scheduling of integrating extrinsic and intrinsic rewards, which may further regulate the learning process and yield an optimal balance between exploration and exploitation.

• It remains unclear whether the learned policy driven by various types of curiosity is sub-optimal or global optimal. Therefore, both empirical investigation and theoretical study are necessary in the future CDL research.
| Collative Variables | Models | Artificial Curiosity | Merits | Limitations |
|---------------------|--------|----------------------|--------|-------------|
| Uncertainty         | VIME [46] | \( r_s = \eta DKL [\quad \eta (q; \psi_1) + \eta (q; \psi_2)] \) | improve exploration efficiency in continuous control tasks; avoid random walk behaviors | may perform unstably; limited to robotic locomotion problems |
|                     | SMIRL [12] | \( r_s = \log p H_i (s_i) \) | master emergent behaviors, learn from raw pixels; require no \( r_s \) | generalize poorly to catastrophic outcome-seeking tasks |
|                     | AS [29] | \( r_s = -\log p H_i (q_{+1}) \) | explore policy: \( r_s^* = -\log p H_i (q_{+1}) \); Control policy: \( r_s = \log p H_i (q_{+1}) \). \( \) | unable to quickly adapt with limited environment interactions |
|                     | SAC [38] | \( r_s = \eta D_{\psi_{\pm 1}} - \eta \log c_i (\quad \eta (q_{+1}) \) \) | learn an optimal stochastic policy for off-policy model-free RL; perform robustly with desirable generalization | perform poorly based on raw pixels; learn with low sample efficiency |
|                     | MURAL [68] | \( r_s = r_{\psi_s} (s_{i1}) \) | master difficult navigation and robotic manipulation tasks; require no \( r_s \) | require successful outcome examples to be explicitly given; perform poorly from visual observations |
| Novelty             | UCB [5] | \( \frac{1}{t} \log \frac{U_{\min}}{N(t)} \) | explicitly encourage explorations of less visited actions (or state-action) | limited to countable action (state-action) space; cannot scale to continuous high-dimensional control tasks |
|                     | MBIE-EB [123] | \( r_s = a N(s, a) + \frac{1}{2} \) | encode continuous state, theoretically prove its relation to VIME [46] | unable to learn from raw pixels without causing the density model to become prohibitively expensive |
|                     | BEB [61] | \( r_s = \frac{1}{2} \log \frac{N(s, a)}{N(s, \psi)} \) | map the high-dimensional continuous state space into a low-dimensional feature space via an encoded hash function | train the autoencoder-based hash code slowly; generalize poorly at the early stage |
|                     | PS-Count [8] | \( r_s = -\frac{1}{t} \log c_i (\quad \eta (q_{+1}) \) \) | implicitly estimate the state value through the adversarial mechanism | may perform unstably |
|                     | Hashing-Based Count [124] | \( r_s = \frac{1}{t} \log c_i (\quad \eta (q_{+1}) \) \) | perform well in rich 3D environments; resolve the “couch potato” (noisy TV) issue | may perform poorly in partially observed tasks or few-shot settings |
|                     | EX^2 [31] | \( r(s, a) = -\alpha \log D_h (s) \) | train the autocoder-based hash code slowly; generalize poorly at the early stage | may perform unsteadily |
|                     | Reachability [104] | \( r(s) = \alpha (\psi_i + \epsilon) \) | perform well in rich 3D environments; resolve the “couch potato” (noisy TV) issue | may perform poorly in partially observed tasks or few-shot settings |
|                     | Curiosity-Bottleneck [1] | \( r(s) = \frac{1}{t} \log (\quad \eta (q_{+1}) \) \) | rule out task-irrelevant information during training | may perform unsteadily |
|                     | CDP [150] | \( p(t) = \frac{\max i(t)}{2 \times \min i(t)} \) | avoid extensive updates of TD errors; improve sample efficiency through prioritized experience replay | may perform unsteadily |
| Incongruity         | Intrinsic Motivated RL [21] | \( r_s = \frac{1}{2} \log c_i (\quad \eta (q_{+1}) \) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | require the salient event to be observable and deterministic |
|                     | SAIL [49] | \( r_s = -\frac{1}{t} \log c_i (\quad \eta (q_{+1}) \) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | leverage unexpected salient events to improve the learning efficiency |
|                     | ICM [93] | \( r_s = -\frac{1}{t} \log c_i (\quad \eta (q_{+1}) \) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | leverage unexpected salient events to improve the learning efficiency |
|                     | DIsagreement [93] | \( r_s = \frac{1}{2} \log c_i (\quad \eta (q_{+1}) \) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | leverage unexpected salient events to improve the learning efficiency |
|                     | Plan2Explore [113] | \( r_s = \frac{1}{2} \log c_i (\quad \eta (q_{+1}) \) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | leverage unexpected salient events to improve the learning efficiency |
|                     | CCFDM [84] | \( r_s = \frac{1}{t} \log c_i (\quad \eta (q_{+1}) \) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | leverage unexpected salient events to improve the learning efficiency |
|                     | PER [106] | \( p_t = \frac{1}{2} \max i(t) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | leverage unexpected salient events to improve the learning efficiency |
| Complexity          | RIDE [99] | \( r_s = \frac{1}{t} \log c_i (\quad \eta (q_{+1}) \) \) \( \) if salient otherwise | leverage unexpected salient events to improve the learning efficiency | leverage unexpected salient events to improve the learning efficiency |

| Table 2. A taxonomy of the current literature on curiosity-driven RL |
4 CDL IN RECOMMENDER SYSTEMS

In the domain of recommender systems, let $\mathcal{U} = \{u_1, u_2, \ldots, u_m\}$ and $\mathcal{I} = \{i_1, i_2, \ldots, i_n\}$ represent the user set and the item set with the sizes of $m = |\mathcal{U}|$ and $n = |\mathcal{I}|$, respectively. For a user–item rating matrix $R_{m \times n}$, its entry $r_{i,j}$ denotes the rating from the user $i$ on the item $j$ with $r_{i,j} \in \mathbb{R}^+$ ($r_{i,j} \in \{0, 1\}$ for binary class). The main objectives of conventional recommender systems are to accurately predict the user-item rating matrix $R$ (individual interest) among different items and ultimately suggest the most interesting items to users (provide personalized top-$N$ ranked items).

The traditional approaches such as content-based filtering and collaborative filtering (CF) aim to obtain high recommendation accuracy by extensively recommending items relevant to the user’s individual interest, which might cause over-fitting and over-consumption of users’ potential interest. For example, latent factor models such as Matrix Factorization (MF) approximates rating $\hat{r}_{i,j}$ by the inner product of latent representations of user preferences $p_i$ and item characteristics $q_j$, i.e. $\hat{r}_{i,j} = p_i^T q_j$. Although imposing some probabilistic prior [80] or considering temporal information [64] can improve the accuracy of the predicted rating, these methods tend to overly rely on users’ previous access history and are incapable of encouraging richer information exploration. As a result, the recommended items do not promote diversity and users generally lack the motivation to engage in the long run.

To resolve these issues, artificial curiosity can help to stimulate user’s individual interest (curiosity) level such that it can be utilized to promote richer information discovery and sustain users’ engagement in the long run. On the other hand, given additional information such as explicit social relations, the social interest inspired by a friend’s recommendation can also contribute to the user’s total interest. Intuitively, users become curious and interested in a particular item when their friends give unexpected or a wide range of ratings. In this section, we review the existing works of artificial curiosity that have been incorporated 1) to improve the measure of individual interest aroused by different items and 2) quantify social interest aroused from explicit social relations, where both types of curiosity-driven learning (CDL) methods ultimately improve the recommendation quality and address the overfitting issue.

4.1 Surprisingness-Based Curiosity

In news recommender systems, each news article may contain several topics $t$, where some topic combination such as “basketball” and “match” is commonly correlated, but the other combinations are quite unlikely to co-occur. Intuitively, people are more likely to be attracted by the news articles that have unexpected topic combinations, which might contain richer information and substantially arouses curiosity. Based on this motivation, Niu and Al-Doulat [86] proposed a health news recommender system named LuckyFind, which leverages the computational model of surprising topics. Given any health news, its surprisingness score $S$ is measured through pointwise mutual information [85] that describes how likely one topic occurs when observing the other. In particular,

$$S = \max_{i,j} s(t_i, t_j) = \max_{i,j} \log_2 \frac{p(t_i, t_j)}{p(t_i)p(t_j)},$$

(23)

where $p(t_i, t_j)$ is the joint probability of the two topics, and $p(t_i)$ and $p(t_j)$ are respectively the individual probabilities. Based on the surprisingness score and user’s preferred topics, the news articles with high $S$ will be recommended within user’s preference scopes. To avoid over-presentation of non-satisfactory news, an adaptive penalized $S$ is proposed by incorporating users’ real-time negative ratings. The experimental simulation has shown that LuckyFind can reinforce users’ current interests and even motivate users to explore new interests. Although it shows surprisingness can effectively arouse curiosity for long-term engagement, the model is rather naive as it cannot
provide a personalized surprisingness score and it overly relies on the prior distribution of topics. In practice, the expensive prior information may not be available, so the implicit measurement by a more sophisticated model is promising.

In social relations, users have a general expectation of their friends’ rating based on their own internal beliefs. As users are closely connected with their friends during social interactions, they tend to be more interested when a connected friend gives an unexpected high rating on a particular item. To capture these responses and describe users’ social interests more comprehensively, Wu et al. [136] proposed a surprise-evoked curiosity-driven recommender system, where items are recommended based on both individual and social interest. Based on the curiosity framework, surprisingness $S(f, j)$ arises when user $i$’s expectation of a friend $f$’s preference towards a particular item $j$ (pseudo-predicted rating $\hat{r}_{fj}$ by the MF method) is much lower than the actual rating $r_{fj}$. The surprisingness $S(f, j)$ can be expressed as

$$S(f, j) = \begin{cases} r_{fj} - \hat{r}_{fj} & \text{if } r_{fj} - \hat{r}_{fj} > T_E \\ 0 & \text{otherwise} \end{cases},$$

where $T_E$ denotes the error threshold by averaging the positive predicted rating errors. In addition to surprisingness level, the surprisingness correlation $SC(i, f)$ is also defined to describe the response strength between user $i$ and the connected friends, which can be expressed as

$$SC(i, f) = 1 - \frac{\sum_{l \in M(i, f)} |S(l) - S(f, j)|}{R_m M(i, f)},$$

where $M(i, f)$ represents the set of common items both surprisingly rated by $i$ and $f$, and $R_m$ is the normalization constant to ensure $SC(i, f) \in [0, 1]$. Intuitively, a higher surprise correlation $SC(i, f)$ indicates that user $i$ and $f$ have given a large amount of common surprising ratings and the degree of surprisingness is more consistent. Finally, the overall social interest of user $i$ on item $j$ can be represented by the minimum, average or maximum value of $SC(i, f)S(f, j)$ for any $f$, which is weighted together with individual interest approximated by conventional MF method to provide the top-$N$ ranked items. Compared with the baseline models with only individual interest considered, this recommender system has obtained higher precision, coverage, and diversity. Nevertheless, these improvements are at the cost of the prediction accuracy and the performance might be dramatically affected by high-dimensional and sparse rating matrix/social relations.

### 4.2 Uncertainty-Based Curiosity

Given the similar setting of social curiosity, users feel uncertain about the item rating when their friends give inconsistent ratings on the same items. As a result of the uncertainty-based social interest (curiosity), they become more interested in the item to explore and reduce their uncertainty. In this way, the uncertainty can be utilized to measure social interest, which is elicited by the rating deviation from users’ friends [135]. In particular, the overall uncertainty of user $i$ on item $j$, $U(i, j) = (1 - DS(i, j)) \cdot SE(i, j)$ consists of the uncertainty about the item $SE(i, j)$ and the uncertainty about the rating distribution $DS(i, j)$. They are formulated by leveraging Shannon entropy and Dempster-Shafer theory, where the rating density $p(i, j, l)$ is constructed. Therefore,

$$DS(i, j) = \frac{R}{\sum_{l=1}^{R} Count_{i}^{l}(j) + R}, \quad SE(i, j) = -\sum_{l=1}^{R} p(i, j, l) \log p(i, j, l),$$

where $Count_{i}^{l}(j)$ represents the count of each distinctive rating level $l$ of item $j$ given by user $i$’s friends, $p(i, j, l)$ is the probability inferred by $Count_{i}^{l}(j)$, and the rating system has a discrete rating scale with $R$ distinctive values. $DS(i, j)$ is high when the distinctive rating levels $R$ is large or only a
few friends of \( i \) have given the rating to the item \( j \), indicating a low strength of \( SE(i, j) \). Finally, the top-N recommended items are provided by weighting between individual interest approximated by the conventional MF method and rank of overall uncertainty. The proposed system achieves superior performance in precision and diversity (except for coverage), compared to the previous CDL method [136]. However, it requires the prior information to be explicitly given for constructing the density approximation. Meanwhile, it remains challenging when the user-item rating matrix is sparse or not given explicitly as the uncertainty can be misleading or unable to obtain in this case.

### 4.3 Novelty-Based Curiosity

To obtain individual interest when \( R \) is not explicitly given, the artificial curiosity can be utilized to approximate \( R \) in the sense that users are more interested (high rating score) in the novel item given the same relevance. Following this motivation, novelty-based curiosity can be integrated for measuring user’s interest in the music recommender system, where novelty is quantified by a Probabilistic Curiosity Model (PCM) based on the user’s access history [148]. In the music recommender system, \( \mathcal{A} \) denotes the set of artists performing the music and each item is associated with different tags \( Tags \) for differentiation. To measure the degree of novelty, three important factors of frequency, recency and similarity should be considered, which are inversely related to novelty and can be summarized from user’s access history.

- Let \( SF_{i,j} \) represent the novelty component measured by the scaled frequency of user \( i \) accessing item \( j \) before time \( t \), which could be formulated as
  \[
  SF_{i,j} = \frac{1}{2} \left( e^{-\rho_1 |A_{i,j}^1|} + e^{-\rho_2 |A_{i,j}^2|} \right),
  \]
  where \( |A_{i,j}^1| \) is the visitation times of the same artist performing \( j \) accessed by \( i \) before time \( t \), \( |A_{i,j}^2| \) is the visitation times of \( j \) accessed by \( i \) before time \( t \), and \( \rho_a \in \mathbb{R}^+ \) and \( \rho_i \in \mathbb{R}^+ \) are scaling coefficients. In this formulation, when the user accesses an item and its artist more frequently, the corresponding novelty will become lower.

- Let \( SR_{i,j} \) represent the novelty component measured by the scaled recency of user \( i \) accessing item \( j \) before time \( t \), which could be formulated as
  \[
  SR_{i,j} = \frac{1}{2} \left( e^{\rho_1 \cdot (t - A_{i,j}^{(-1)})} + e^{\rho_2 \cdot (t - A_{i,j}^{(-1)})} \right) \]
  where \( A_{i,j}^{(-1)} \) and \( t_{i,j}^{(-1)} \) represent the timestamp of the user’s last access to \( j \) and its artist, and \( \rho_i \in \mathbb{R}^+ \) is a scaling coefficient. Intuitively, when the user accesses the item and its artist more recently, the corresponding novelty will become lower.

- Let \( Dissim_{i,j} \) represent the novelty component measured by the dissimilarity between \( j \) and \( i \)’s historically accessed items before \( t \), which could be formulated as
  \[
  Dissim_{i,j} = \frac{1}{2|Tags(j)|} \sum_{tag}^{|Tags(j)|} \left( e^{-\rho_{tag} \cdot |I_{i,tag}|} + e^{\rho_{tag} \cdot (t - I_{i,tag}^{(-1)})} \right),
  \]
  where \( |Tags(j)| \) is number of tags associated with \( j \), \( |I_{i,tag}| \) is the visitation times of the same \( tag \) by \( i \), \( I_{i,tag}^{(-1)} \) is the timestamp of user’s last access to \( tag \), and \( \rho_{tag} \in \mathbb{R}^+ \) is a scaling coefficient. Intuitively, the more common tags the evaluated item has with historical items, the less novel the evaluated item will be.

Hence, the overall novelty \( Novelty_{i,j} \) can be obtained by averaging the above three factors:

\[
Novelty_{i,j} = \frac{1}{3} (SF_{i,j} + SR_{i,j} + Dissim_{i,j}).
\]

An item (music) is more novel when the user accesses it and its artist less frequently and less recently, or when an item has fewer common tags. As the aroused curiosity follows an inverted U-shaped distribution w.r.t. novelty, the curiosity function is estimated by beta distribution based on the measured novelty \( \tilde{C}_{i,j} = Beta(\text{Novelty}_{i,j}; \tilde{\alpha}, \tilde{\beta}) \). Subsequently, the Top-N item recommendation list could be obtained through joint optimization of relevancy and curiosity or the MF method. By comparing with Popularity, Item-CF and Ranking-MF, the proposed curiosity-based recommender system could significantly outperform in terms of inter user similarity and novelty fitness despite some sacrifice in recommendation precision. Remarkably, it achieves the personalized curiosity estimation with the consideration of item novelty to enhance the
recommendation accuracy. Given the context of music recommendations, it is possible to include previously accessed items into the recommendation list. In addition to the trade-off of precision, it remains to validate the generalization ability in other domains and investigate the possibility of incorporating other collative variables.

### 4.4 Novelty-and-Conflict Based Curiosity

In many practical scenarios such as e-commerce, it is expensive or infeasible to acquire a large amount of training data prior to learning. Instead, training data arrives in a sequential manner through users’ engagement. In the early stage with only limited samples, individual interest derived by traditional methods becomes unreliable due to overfitting. To remedy this, Xu et al. [139] proposed a recommender system with a Stimulus-evoked Curiosity mechanism (SeCM). In SeCM, the stimulus intensity is evaluated by weighting novelty and conflict. In particular, novelty is measured by prior ratings on other items in chronological order and the dissimilarity between items. Novelty\((i, j) = \sum_{l \in I_{t_{\text{max}}}} (e^{-\mu \cdot \text{Position}(l)} \cdot s_{l,j})\), where \(I_{t_{\text{max}}} \subset I\) denote the set of the latest \(t_{\text{max}}\) items that user \(i\) has rated prior to item \(j\), \(\text{Position}(l)\) denotes the position of item \(l\) in \(I_{t_{\text{max}}} \subset I\) arranged in a chronological order, the exponential term denotes the memory decaying process by time, \(\mu\) denotes a constant coefficient, and \(s_{l,j}\) denotes the re-scaled Pearson Correlation Coefficient (PCC) (dissimilarity between item \(i\) and \(l\)). Thus, it can be easily proved that more recent ratings and larger dissimilarity \(s_{l,j}\) can increase the novelty of the evaluated item.

On the other hand, users encounter high conflict when they receive both positive ratings and negative ratings from close friends. The conflict of user \(i\) on item \(j\) can be measured based on the nearness to equality in the competing strengths between negative and positive ratings for the same item \(j\) given by \(i\)’s friends. Let \(U_{i,j}^+\) and \(U_{i,j}^-\) denote the set of \(i\)’s friends who gave ratings higher and lower than \(\bar{r}\) in the descending order for item \(j\), respectively. Then, the strength of positive ratings \(\text{Pos}_{i,j}\) and negative ratings \(\text{Neg}_{i,j}\) on item \(j\) provided by \(i\)’s friends is defined as

\[
\text{Pos}_{i,j} = \frac{\sum_{f \in U_{i,j}^+} (\text{PCC}_{if} \cdot (r_{f,j} - \bar{r}))}{\sum_{f \in U_{i,j}^+} \text{PCC}_{if}}, \quad \text{Neg}_{i,j} = \frac{\sum_{f \in U_{i,j}^-} (\text{PCC}_{if} \cdot (\bar{r} - r_{f,j}))}{\sum_{f \in U_{i,j}^-} \text{PCC}_{if}}.
\]

Therefore, the conflict \(\text{Conflict}(i, j) \in [0, 1]\) can be ultimately computed by

\[
\text{Conflict}(i, j) = 1 - \left| \frac{\text{Pos}_{i,j} - \text{Neg}_{i,j}}{\text{Pos}_{i,j} + \text{Neg}_{i,j}} \right|
\]

where a higher value close to 1 represents a greater conflict when both positive strength and negative strength are strong, indicating a higher incompatibility of the two types of ratings on \(j\) given by \(i\)’s social connections.

By integrating the measured novelty and conflict, the overall item intensity \(\text{Int}\) for user \(i\) on item \(j\) can be expressed as \(\text{Int}(i, j) = \alpha \cdot \text{Novelty}(i, j) + (1 - \alpha) \cdot \text{Conflict}(i, j)\), where \(\alpha\) is a coefficient for weighting. With the overall intensity, the aroused curiosity level \(\hat{C}_i(\text{Int})\) can be approximated by aggregating a reward system \(\text{Reward}_i(\text{Int})\) and an anxiety aversion \(\text{Anxiety}_i(\text{Int})\) as illustrated in Figure 1, with the consideration of individual preferences. For each user \(i\), the Stimulus-evoked Curiosity mechanism (SeCM) can be formulated as

\[
\text{Reward}_i(\text{Int}) = \frac{1}{1 + e^{-\theta_{\text{Reward}}(\text{Int} - \text{Int}_{i,\text{Reward}})}}, \quad \text{Anxiety}_i(\text{Int}) = \frac{1}{1 + e^{\theta_{\text{Anxiety}}(\text{Int} - \text{Int}_{i,\text{Anxiety}})}},
\]

where \(\theta_{\text{Re}}\) and \(\theta_{\text{Pu}}\) represent constant coefficients, and \(\text{Int}_{i,\text{Reward}}\) and \(\text{Int}_{i,\text{Anxiety}}\) represent two individual preference thresholds that needs to be optimized for each user \(i\).
Finally, this recommender system provides the top-N recommended items based on user preference computed by weighting-based MF and user curiosity $\hat{C}_i(\text{Int}(i, j))$. The empirical experiments on various datasets indicate that the proposed curiosity-driven recommender system could approximate individual curiosity preference consistent with Figure 1 and help to diversify the recommended items. However, it sacrifices the accuracy and the model is incapable of handling the dataset with sparse ratings and social relations. Compared to PCM [148] that utilized novelty-based curiosity, the novelty in SeCM is not comprehensively measured and can be misrepresented. Furthermore, it remains to further incorporate more collative variables with the consideration of personalized weights.

4.5 Discussion

Curiosity-driven recommender system is a relatively new research area, where only a few works have been carried out to incorporate curiosity mechanisms into recommendation tasks. Traditional recommender systems aimed to achieve high recommendation accuracy by extensively recommending items relevant to the user’s past access history, which might cause over-fitting problems and lose users’ interest towards the recommended items for long-term engagement. Besides the models mentioned above, some researchers tried to model user’s curiosity explicitly based on questionnaires and surveys [79], but it is beyond the scope of this paper. With some acceptable expense of accuracy, curiosity-driven recommender system can outperform traditional methods in terms of coverage, diversity and personalization, which are more desirable in real-world applications.

However, some improvement can be carried out and further research should focus on the following aspects:

- By exploiting the social network curiously, a curiosity-driven recommender system should be capable of generalizing to unrated items or new users.
- Besides various MF methods, there are other types of techniques such as collaborative deep learning [129] and collaborative topic regression [96, 128] performing better than MF. It remains to investigate how to incorporate CDL mechanism into these models to resolve more challenging recommendation tasks. For example, Han et al. [41] proposed a curiosity-driven recommender system for personalized learning by leveraging the deep RL technique; however, it still suffered from the "couch potato" issue.
- The existing curiosity-driven recommender systems only utilize one or two collative variables to model curiosity. To obtain robust performances in different recommendation tasks, a principled system with more collative variables and more sophisticated mechanisms is preferred.
- When modeling the personalized curiosity distribution, it is of great significance to explore Bayesian models with prior knowledge in probabilistic curiosity models.
- The robustness of curiosity-driven recommender systems needs to be validated and further improved when dealing with high-dimensional and sparse rating data. Moreover, most social recommendations with CDL largely depend on the explicit form of social relations, and the investigation on the implicit social relation exploitation is currently missing.

5 CDL IN CLASSIFICATION

In the domain of supervised classification, given input features $X$, the ultimate goal is to find a mapping function $M : X \mapsto Y$ to predict the class label $Y$ accurately. In the online-sequential setting, training data are collected in a one-by-one or batch-by-batch manner, so the classifier needs to be updated in a sequential manner. During training, overfitting issues may occur due to limited samples and the performance is often unsatisfying due to poor generalization. Meanwhile,
it requires an adaptive way to optimize model complexity, thereby reducing the computational cost. As curiosity can guide agents to actively explore and learn with limited prior knowledge as shown in previous sections, it is a natural choice to incorporate artificial curiosity in the classification task to address the above issues.

In general, entropy-based classifiers and their variants can be approximately viewed as leveraging the uncertain-based curiosity, where their main objective is to reduce the uncertainty of labeling the given samples with different constraints. Similarly, the classifiers with the main objective of minimizing mean squared error can be approximately regarded to leverage the surprisingness-and-incongruity-based curiosity. While these classifiers are within the scope of curiosity-driven learning, they have been exhaustively reviewed and compared in the many survey works [32, 48, 65, 114]. As our primary interest in this paper is to review the curiosity-driven learning (CDL) methods that significantly differ from traditional approaches, we would like to focus on one particular work in this section, which integrates the artificial curiosity by multiple collative variables.

### 5.1 Curiosity-Driven Learning Strategy

In the traditional method for online learning, Extreme Learning Machine (ELM) [47] utilizes a single-layer feedforward neural network (SLFN) with $k$ additive or radial basis function (RBF) hidden neurons $G, Y = H\beta$ where $H = \begin{bmatrix} G(a_1, b_1, x_1) & \cdots & G(a_k, b_k, x_1) \\ \vdots & \ddots & \vdots \\ G(a_1, b_1, x_n) & \cdots & G(a_k, b_k, x_n) \end{bmatrix}_{n \times k}$, $\beta \in \mathbb{R}^{k \times l}$, $n$ is the sample size, and $l$ is the total number of classes. In particular, ELM has a universal approximation capability and low computational cost [47]. The hidden weights $\beta$ are determined iteratively, but the neuron number has to be carefully pre-selected with randomness effect [69]. Aiming to avoid manually tuning of hidden neuron numbers and facilitate the classifier to add and delete hidden neurons, Wu and Miao [138] proposed a Curious ELM (C-ELM), which is the first attempt to introduce the curiosity mechanism into online classifiers.

In C-ELM, four collative variables are introduced to trigger different learning strategies. **Novelty** is measured by the degree of dissimilarity (spherical potential) between the input data and the network’s current knowledge. **Uncertainty** is measured by how unconfident the C-ELM classifier is in its estimated class. In particular, ELM has a universal approximation capability and low computational cost [47]. The hidden weights $\beta$ are determined iteratively, but the neuron number has to be carefully pre-selected with randomness effect [69]. Aiming to avoid manually tuning of hidden neuron numbers and facilitate the classifier to add and delete hidden neurons, Wu and Miao [138] proposed a Curious ELM (C-ELM), which is the first attempt to introduce the curiosity mechanism into online classifiers.

In C-ELM, four collative variables are introduced to trigger different learning strategies. **Novelty** $N(x)$ is measured by the degree of dissimilarity between the input data and the network’s current knowledge, where the similarity is measured by the spherical potential $\frac{1}{k} \sum_{i=1}^{k} G(a_i, b_i, x)$. Therefore, the novelty of the new input data $\{x\}_{1 \times m}$ with size of 1 and features of $m$ can be quantified by

$$N(x) = 1 - \frac{1}{k} \sum_{i=1}^{k} G(a_i, b_i, x) = 1 - \frac{1}{k} \sum_{i=1}^{k} g(b_i \| x - a_i \|), \quad (30)$$

where $k$ represents the total number of neurons in SLFN at the current stage. $N(x) \in [0, 1]$. Intuitively, a higher value of $N(x)$ represents that the input data is more novel since it is different to a higher degree according to network’s current knowledge.

**Uncertainty** $U(x)$ is measured by how unconfident the C-ELM classifier is in its estimated class. In particular, the confidence can be measured by the posterior probability of the prediction with hinge-loss error $e$. Let $c$ represent the true class of the input data and $\hat{c}$ represent the estimated class by the classifier with $c, \hat{c} \in \{1, 2, 3, \ldots, l\}$ (Note: $\hat{c} = \arg\max_j y_j, \quad j = 1, \ldots, l$).
The hinge-loss error of the estimated class \( \hat{c} \) is
\[
e_{\hat{c}} = \begin{cases} 
0 & \text{if } y_{\hat{c}} \neq y_{\hat{c}} > 1 \\
\min(\max(y_{\hat{c}} - y_{\hat{c}}, -1), 1) & \text{otherwise}
\end{cases}
\]

Therefore, the posterior probability of input \( x \) belonging to class \( \hat{c} \) is defined as:
\[
p(\hat{c} \mid x) = \frac{e_{\hat{c}} + 1}{2}
\]

Substantially, the uncertainty \( U(x) \) of the predicted class \( \hat{c} \) is
\[
U(x) = 1 - p(\hat{c} \mid x), \quad U(x) \in [0, 1]
\]

- Conflict \( C(x) \) is measured by the competing strengths of the most and the second most possible classes. Let \( \hat{c}_1 \) and \( \hat{c}_2 \) represent the most and the second most possible classes by the C-ELM classifier, i.e. \( \hat{y}_{\hat{c}_1} \) and \( \hat{y}_{\hat{c}_2} \) are the largest and second largest values among all \( \hat{y}_j \), respectively. Thus, the conflict \( C(x) \) of the given input \( x \) is defined as
\[
C(x) = \begin{cases} 
1 - \frac{|\hat{y}_{\hat{c}_1} - \hat{y}_{\hat{c}_2}|}{|\hat{y}_{\hat{c}_1} + \hat{y}_{\hat{c}_2}|} & \text{if } \hat{y}_{\hat{c}_1} \hat{y}_{\hat{c}_2} > 0 \\
0 & \text{otherwise}
\end{cases}
\]

Note that \( C(x) \in [0, 1] \), where a larger value of \( C(x) \) implies a higher conflict between the most possible classes.

- Surprisingness \( S(x) \) occurs when the predicted class \( \hat{c} \) differs from the true class \( c \), which can be measured by the prediction errors considering both the predicted class \( e_{\hat{c}} \) and the true class \( e_c \). Thus, the surprisingness \( S(x) \) of the given input \( x \) can be quantified by
\[
S(x) = \begin{cases} 
|e_{\hat{c}} e_c| & \text{if } \hat{c} \neq c \\
0 & \text{otherwise}
\end{cases}
\]

Note that \( S(x) \in [0, 1] \), where a larger value of \( S(x) \) indicates a larger deviation between the predicted class and true class.

To enable the classifier to self-supervise its learning process, three rule-based learning strategies (specific exploratory behaviors) are proposed according to different curiosity levels, considering the measured four collative variables simultaneously.

- **Neuron Addition Strategy**: When a misclassification (high surprisingness) is caused by the newness of knowledge (high novelty) with high uncertainty in its prediction, the classifier should add a new neuron to capture the new knowledge. In other words, when\( N(x) > \theta_{N_{\text{add}}} \) AND \( U(x) > \theta_U \) AND \( S(x) > \theta_S \), a new neuron needs to be added in the SLFN \( k \) will be increased by 1) with \( a_{\text{new}} = x_{\text{new}} \) and \( b_{\text{new}} \) assigned with random value, where \( \theta_{N_{\text{add}}} \), \( \theta_U \) and \( \theta_S \) are the neuron addition thresholds for novelty, uncertainty and surprisingness, respectively. Meanwhile, the class label of the newly added neuron will take the true class label of the input data, i.e. \( L_{k+1} = c \). Hence, \( \tilde{H} \) will be appended with \( G(a_{\text{new}}, b_{\text{new}}, x) \) and \( \beta \) will be recalculated.

- **Neuron Deletion Strategy**: When a misclassification (high surprisingness) happens on a familiar stimulus (low novelty) caused by high competing strengths between two decisions (high conflict), the classifier should adjust its decision-making rules by deleting the neuron most contributing to the incorrect class. Substantially, the correct decision is strengthened and the incorrect decision is weakened. In other words, when \( N(x) < \theta_{N_{\text{del}}} \) AND \( C(x) > \theta_C \) AND \( S(x) > \theta_S \), the classifier should delete the most improper hidden neuron directed towards the incorrect predicted class: \( \{ \text{del} \mid \max G(a_{\text{del}}, b_{\text{del}}, x) \text{ AND } L_{\text{del}} = \hat{c} \} \), where \( \theta_{N_{\text{del}}} \), \( \theta_C \) and \( \theta_S \) represent the neuron deletion thresholds for novelty, conflict and surprisingness, respectively.
Subsequently, the selected neuron will be removed from the SLFN \((k\) will be decreased by 1) and \(G(a_{\text{del}}, b_{\text{del}}, x)\) shall be removed from \(H\) as well.

- **Parameter Update Strategy**: If neither the neuron addition strategy nor the neuron deletion strategy is triggered, the input data shall be considered as the familiar knowledge to the classifier. Therefore, it only needs to update the output weight \(\beta\) analytically.

### 5.2 Discussion

In this section, a most representative CDL algorithm named C-ELM for the online classification task is reviewed. In particular, C-ELM consists of two main components: an internal cognitive component with an SLFN and a curiosity arousal component containing curiosity-based strategies to regulate the learning process. Moreover, it has comparable advantages over the traditional methods. Firstly, it avoids manually setting the number of hidden neurons \(k\), which is usually determined by trial-and-error. Secondly, it has a flexible evolving network structure by enabling the classifier itself to add and delete hidden neurons dynamically to determine the optimal structure. Thirdly, by assigning the parameter of RBF centers \(a_i\) instead of randomization, the high randomization effect in the prediction results could be reduced significantly.

Since curiosity has an inherently motivated learning mechanism, C-ELM performs well in various datasets without compromising the merits of traditional ELM. Its generalization performance is better than other classifiers such as SVM \([131]\), ELM \([47]\) and McELM \([105]\) with less computational time, fewer hidden neurons and higher prediction accuracy. However, the success largely depends on the proper tuning of the thresholds for neuron addition/deletion strategies. Moreover, the direct manipulation of neurons can even dampen the stability of SLFN. During model training, the incoming data has to be trained in a one-by-one manner, which is quite inefficient. As C-ELM is the only work to incorporate a sophisticated curiosity mechanism in online classification tasks, it is also interesting to address other challenging issues such as over-fitting, high-dimensional data, imbalanced data as well as model sparsity in future research.

### 6 CONCLUSION AND FUTURE RESEARCH

In this paper, we have comprehensively reviewed the work of merging curiosity mechanism and AI techniques. In particular, the theories and mechanism of psychological curiosity are introduced and a unified framework is presented for formulating artificial curiosity in a computational way. Subsequently, the recent works on curiosity-driven learning (CDL) in Reinforcement Learning, Recommendation, and Classification are reviewed, which have demonstrated comparable learning performances and desirable exploratory behaviors with self-organized learning.

The current AI techniques tend to exhaustively mine patterns from abundant data, while most of them fail to demonstrate the full and authentic functionality of human beings. More specifically, most of the methods are incapable of learning continuously and dynamically to update their learning rules, and the reasoning of these methods does not reveal how knowledge is represented and processed in a human-like way. To further bridge the gap between machine-based intelligence and human-based intelligence, future CDL research can attempt to incorporate curiosity mechanisms into the domains of active learning, few-shot learning, meta-learning, and explainable AI, where curiosity can be exploited to boost learning and efficiency. In particular, enabling AI agents to self-identify the interesting patterns with limited training samples while generalizing well in different problem settings are the most desirable features in these domains.

One issue in the existing CDL techniques is that they generally fail to consider the interaction and correlation between collative variables. In fact, the aroused curiosity is a complex process as the result of the interaction and integration of different collative variables. For instance, uncertainty and surprisingness may emerge together when novelty arises. Moreover, performance evaluation of
CDL methods is another challenge. While the prediction performance can be assessed by traditional ML metrics, there is no suitable benchmark for validating the model performance in terms of stimulated human curiosity. It requires cross-disciplinary expertise in psychology and neuroscience. Therefore, it will also be an interesting topic in future research to address the feasibility of cognitive validation.

In addition, there may be some other potential concerns raised up when leveraging CDL techniques, such as risk management and privacy issues, where agents may perform risky actions or arbitrarily mine sensitive information that could cause potential danger or discomfort. In psychology, it has been found that excessively seeking curiosity might cause distractibility, which is a symptom of attention-deficit or hyperactivity disorder [116]. In the expression “curiosity killed the cat”, curiosity is often considered dangerous when this noble drive grows in an unrestricted manner. Similarly, artificial curiosity encourages agents to understand and control in a fully sufficient and rational way by collecting even personal information and disclosing the patterns that could harm to individuals. Therefore, it is of great significance to build a clear boundary of safety and privacy for curiosity-driven exploration such that agents will be capable of filling the information gap under proper regulations.

As many real-world tasks require both precision and efficiency, CDL is a natural choice to harness the high precision of state-of-the-art techniques and the high efficiency in driving cognitive development by inferring agents’ psychological states. For example, an autonomous driving system should anticipate a child suddenly running across the road due to his/her curious psychology towards a toy shop on the other side. In this application, it is crucial for the agent to model and stimulate curiosity based on the observations. As for companion robots, they are expected to personalize interactions with a diverse range of users by maintaining their cognitive-affective (curiosity) states in the range of excitement instead of boredom or confusion. Therefore, we believe curiosity-driven learning can play an important role in the next-generation artificial intelligence, which seamlessly facilitates AI agents to explore, learn and generalize.
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