SPECTRAL REPRESENTATION OF SOME WEIGHTED HANKEL MATRICES AND ORTHOGONAL POLYNOMIALS FROM THE ASKEY SCHEME
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Abstract. We provide an explicit spectral representation for several weighted Hankel matrices by means of the so called commutator method. These weighted Hankel matrices are found in the commutant of Jacobi matrices associated with orthogonal polynomials from the Askey scheme whose Jacobi parameters are polynomial functions of the index. We also present two more results of general interest. First, we give a complete description of the commutant of a Jacobi matrix. Second, we deduce a necessary and sufficient condition for a weighted Hankel matrix commuting with a Jacobi matrix to determine a unique self-adjoint operator on $\ell^2(\mathbb{N}_0)$.

1. Introduction

One of the very few Hankel matrices that admits a completely explicit diagonalization is the Hilbert matrix whose entries are given by $1/(m+n+1)$, for $m, n \in \mathbb{N}_0$. The Hilbert matrix represents a bounded operator acting on $\ell^2(\mathbb{N}_0)$ with continuous spectrum equal to the interval $[0, \pi]$. This was shown by Magnus [11], see also [10, 15] for related results. Later on, Rosenblum used an integral operator unitarily equivalent to the generalized Hilbert matrix – a one-parameter generalization of the Hilbert matrix – and applied an idea of the commutator method to deduce a complete spectral representation of the generalized Hilbert matrix, see [13].

The transformation of the Hilbert matrix in an integral operator is not necessary and one can apply the commutator method directly to the semi-infinite matrices. This approach relies on finding a Jacobi matrix with explicitly solvable spectral problem that commutes with the Hilbert matrix (or any other operator whose spectral properties are to be analyzed). In the case of the generalized Hilbert matrix, such Jacobi matrix exists indeed [8] and corresponds to a special family of orthogonal polynomials known as the continuous dual Hahn polynomials [9, Sec. 9.3]. A continuous variant of the commutator method where the role of the Jacobi operator and the Hankel matrix is played by a second order differential operator and an integral Hankel operator, respectively, was described by Yafaev in [18] and applied to several concrete Hankel integral operators therein.

In fact, the authors of [8] used the commutator method to diagonalize a three parameter family of weighted Hankel matrices which reduces to the Hilbert matrix in a very special case. By the weighted Hankel matrix, we mean a matrix with entries of the form

$$\mathcal{H}_{m,n} := w_m w_n h_{m+n}, \quad m, n \in \mathbb{N}_0, \quad (1)$$

where $w_n \neq 0, \forall n \in \mathbb{N}_0$, are referred to as weights. In contrast to the spectral theory of the Hankel operators which is deeply developed nowadays [4, 12, 17], the general theory of their weighted generalization is almost missing and various results appear rather sporadically, see, for example, Chp. 6, §8 in [12].

In this paper, $\mathcal{J}$ stands for a Hermitian non-decomposable Jacobi matrix, where for $n \in \mathbb{N}_0$, we denote

$$b_n := \mathcal{J}_{n,n} \quad \text{and} \quad a_n := \mathcal{J}_{n,n+1} = \mathcal{J}_{n+1,n}. \quad \text{(2)}$$
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The assumption requiring \( \mathcal{J} \) to be non-decomposable means that \( a_n \neq 0, \forall n \in \mathbb{N}_0 \). We focus on the class of Jacobi matrices where \( b_n \) and \( a_n^2 \) are polynomials in \( n \). As \( a_n^2 \) is an analytic function of \( n \), we add an extra condition requiring \( a_{-1} = 0 \). We seek for weighted Hankel matrices commuting with such \( \mathcal{J} \). We continue the analysis started in \( \mathcal{S} \) and use the Askey scheme of hypergeometric orthogonal polynomials \( \mathcal{S} \) as a rich source of Jacobi operators with explicitly solvable spectral problem. Except the aforementioned continuous dual Hahn polynomials, among the orthogonal polynomials from the Askey scheme whose Jacobi parameters \( b_n \) and \( a_n^2 \) are polynomials of \( n \) there belong Hermite, Laguerre, Meixner, and Meixner–Pollaczek polynomials. In addition, Krawtchouk and dual Hahn polynomials whose measures of orthogonality are finitely supported also fulfill the restriction in the setting of finite Jacobi matrices.

Here and below, by the commutant of \( \mathcal{J} \) we mean the space of matrices formally commuting with \( \mathcal{J} \). It can be shown that there is always a weighted Hankel matrix in the commutant of \( \mathcal{J} \) if \( b_n \) is a polynomial of \( n \) of degree less than or equal to 2 and \( a_n^2 \) a polynomial of \( n \) of degree less than or equal to 4. However, we do not discuss scrupulously all the configurations for the degrees. Instead, we focus only on several configurations corresponding to the families of orthogonal polynomials mentioned above for which the Jacobi matrix is explicitly diagonalizable and the commutator method yields the spectral representation of an obtained weighted Hankel matrix. Furthermore, we restrict the obtained class of weighted Hankel matrices to those which determine a densely defined operator on \( \ell^2(\mathbb{N}_0) \) and does not degenerate to the case of a rank-one operator whose matrix entries are of the form \( H_{m,n} = w_n w_m \), for \( m, n \in \mathbb{N}_0 \), because their spectral properties are not interesting.

The paper is organized as follows. Section 2 contains a summary of main results, i.e., explicit spectral representations of several operators given by weighted Hankel matrices. In Section 3, preliminary but necessary results are worked out. First of all, Theorem 11 provides an explicit spectral representation of several operators determined by special weighted Hankel matrices. Furthermore, we restrict the obtained class of weighted Hankel matrices to those which determine a self-adjoint operator on \( \ell^2(\mathbb{N}_0) \). Regardless of the main aim, both theorems can be of independent interest. Section 4 contains proofs of the main results from Section 2. Finally, in Section 5, several identities for orthogonal polynomials that follow from the main results as consequences are given. Some of the formulas are known, some seem to be new.

2. Main results

In this section we summarize main results providing explicit spectral representations for several operators determined by special weighted Hankel matrices. By a spectral representation of a given self-adjoint operator \( H \) on a Hilbert space \( \mathcal{H} \) we understand a triplet \( (T_h, L^2(\mathbb{R}, d\mu), U) \), where \( T_h \) is an operator of multiplication by a real function \( h \) on \( L^2(\mathbb{R}, d\mu) \) unitarily equivalent to \( H \) via a unitary mapping \( U : \mathcal{H} \to L^2(\mathbb{R}, d\mu) \), i.e., \( UHU^{-1} = T_h \). We specify the function \( h \), the measure \( \mu \), and the unitary mapping \( U \) in theorems below and draw immediate conclusions on the spectrum of \( H \).

Here \( \mathcal{H} = \ell^2(\mathbb{N}_0) \) and \( \{e_n | n \in \mathbb{N}_0\} \) denotes the standard basis of \( \ell^2(\mathbb{N}_0) \). In each of the studied cases, the unitary mapping \( U : \ell^2(\mathbb{N}_0) \to L^2(\mathbb{R}, d\mu) \) is defined by its values on the standard basis, i.e.,

\[
U : e_n \mapsto \hat{P}_n, \quad \forall n \in \mathbb{N}_0, \tag{2}
\]

where \( \{\hat{P}_n | n \in \mathbb{N}_0\} \) stands for an orthonormal basis of \( L^2(\mathbb{R}, d\mu) \) given by the normalized polynomials orthogonal with respect to \( \mu \). Furthermore, columns as well as rows of the weighted Hankel matrix \( \mathcal{H} \) in question belong to \( \ell^2(\mathbb{N}_0) \), \( \mathcal{H} \) determines unambiguously a self-adjoint operator \( H \) on \( \ell^2(\mathbb{N}_0) \), and the unitary equivalence \( UHU^{-1} = T_h \) implies that

\[
\sum_{n=0}^{\infty} \mathcal{H}_{m,n} \hat{P}_n = h \hat{P}_m, \quad \forall m \in \mathbb{N}_0,
\]

where the left-hand side converges in \( L^2(\mathbb{R}, d\mu) \).
The first weighted Hankel matrix $\mathcal{H}^{(1)}$ has entries
\[ \mathcal{H}^{(1)}_{m,n} := \frac{k^{n+m} \Gamma(m+n+\alpha)}{\sqrt{m!n!} \Gamma(m+\alpha) \Gamma(n+\alpha)}, \quad m,n \in \mathbb{N}_0, \tag{3} \]
with $k \in (0,1)$ and $\alpha > 0$. The corresponding operator on $\ell^2(\mathbb{N}_0)$ possesses an interesting spectral phase transition depending on the value of the parameter $k$. The diagonalization of this operator will be carried out with the aid of Meixner–Polaczek, Laguerre, and Meixner polynomials depending on the value of the parameter $k$. Therefore we recall the definition of the Meixner–Polaczek polynomials \[9\] Eq. 9.7.1
\[ P_n^{(k)}(x;\phi) = \frac{(2\lambda n)}{n!} e^{i\phi} \binom{-n}{\lambda, 2\lambda} \left( 1 - e^{-2i\phi} \right)^{\frac{1}{2}}, \quad \phi \in (0,\pi), \quad \lambda > 0, \tag{4} \]
the Laguerre polynomials \[9\] Eq. 9.12.1
\[ L_n^{(a)}(x) = \frac{(a+1)n}{n!} \binom{-n}{a+1} x^a, \quad a > -1, \tag{5} \]
and the Meixner polynomials \[9\] Eq. 9.10.1
\[ M_n(x;\beta,c) = \binom{-n}{\beta} \left( 1 - \frac{1}{c} \right)^n, \quad c \in (0,1), \quad \beta > 0. \tag{6} \]
We follow the standard notation for the hypergeometric series, see for example \[9\] for definitions.

**Theorem 1.** For $k \in (0,1)$ and $\alpha > 0$, the matrix $\mathcal{H}^{(1)}$ given by \[9\] determines a unique self-adjoint operator $H^{(1)}$ on $\ell^2(\mathbb{N}_0)$ which is unitarily equivalent via $U$ given by \[2\] to the operator of multiplication by $h$ on $L^2(\mathbb{R}, d\mu)$ that are as follows:

i) If $1/2 < k < 1$, then $\mu$ is absolutely continuous supported on $\mathbb{R}$ with the density
\[ \frac{d\mu}{dx}(x) = \frac{(4k^2-1)^{(\alpha-1)/2}}{2\pi k^\alpha \Gamma(\alpha)} \exp \left( \frac{-2x}{\sqrt{4k^2-1}} \arcsin \left( \frac{1}{2k} \right) \right) \left| \Gamma \left( \frac{\alpha}{2} + \frac{ix}{\sqrt{4k^2-1}} \right) \right|^2, \]
\[ h(x) = k^{-\alpha} \exp \left( \frac{2x}{\sqrt{4k^2-1}} \arccos \left( \frac{1}{2k} \right) \right), \]
and
\[ P_n(x) = \frac{\Gamma(\alpha)n!}{\Gamma(n+\alpha)} P_n^{(\alpha/2)} \left( \frac{x}{\sqrt{4k^2-1}}, \arccos \left( \frac{1}{2k} \right) \right), \]
for $x \in \mathbb{R}$. Consequently, $H^{(1)}$ is an unbounded operator with
\[ \text{spec} \left( H^{(1)} \right) = \text{spec}_{ac} \left( H^{(1)} \right) = [0, +\infty). \]

ii) If $k = 1/2$, then $\mu$ is absolutely continuous supported on $[0, \infty)$ with the density
\[ \frac{d\mu}{dx}(x) = \frac{2^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-2x}, \]
\[ h(x) = 2^\alpha e^{-2x}, \]
and
\[ P_n(x) := \sqrt{\frac{\Gamma(\alpha)n!}{\Gamma(n+\alpha)}} L_n^{(\alpha-1)}(2x), \]
for $x \in (0, \infty)$. Consequently, $H^{(1)}$ is a bounded operator with
\[ \text{spec} \left( H^{(1)} \right) = \text{spec}_{ac} \left( H^{(1)} \right) = [0, 2^\alpha] \quad \text{and} \quad \|H\| = 2^\alpha. \]

iii) If $0 < k < 1/2$, then $\mu$ is discrete supported on $\sqrt{1-4k^2} \mathbb{N}_0$ such that, for $n \in \mathbb{N}_0$,
\[ \mu \left( n\sqrt{1-4k^2} \right) = \frac{(\alpha)_n}{n!(2k^2)^{n+\alpha}} \left( 4k^2 - 1 + \sqrt{1-4k^2} \right)^\alpha \left( 1 - 2k^2 - \sqrt{1-4k^2} \right)^n. \]
Further, for \( x \in \sqrt{1-4k^2} \mathbb{N}_0 \), we have
\[
h(x) = \left( \frac{1 - \sqrt{1-4k^2}}{2k^2} \right)^\alpha \left( \frac{1 - 2k^2 - \sqrt{1-4k^2}}{2k^2} \right)^x/\sqrt{1-4k^2}
\]
and
\[
\hat{P}_n(x) = \left( \frac{1 - 2k^2 - \sqrt{1-4k^2}}{2k^2} \right)^{n/2} \times \sqrt{\frac{\Gamma(n+\alpha)}{\Gamma(\alpha)n!}} M_n \left( \frac{x}{\sqrt{1-4k^2}}, \frac{1 - 2k^2 - \sqrt{1-4k^2}}{2k^2} \right).
\]

Consequently, \( H^{(1)} \) is a compact (even trace class) operator with
\[
\text{spec} \left( H^{(1)} \right) \setminus \{0\} = \text{spec}_p \left( H^{(1)} \right) = \left( \frac{1 - \sqrt{1-4k^2}}{2k^2} \right)^\alpha \left( \frac{1 - 2k^2 - \sqrt{1-4k^2}}{2k^2} \right)^{\mathbb{N}_0}
\]
and
\[
\|H^{(1)}\| = \left( \frac{1 - \sqrt{1-4k^2}}{2k^2} \right)^\alpha.
\]

The second weighted Hankel matrix \( H^{(2)} \) is given by formulas
\[
H_{m,n}^{(2)} = (-1)^{m(m-1)/2+n(n-1)/2} \sqrt{\frac{\Gamma(m+2\lambda)\Gamma(n+2\lambda)}{m!n!}} \frac{\Gamma((m+n+1)/2)}{\Gamma(2\lambda+m+n+1/2)},
\]
if \( m+n \) is even and \( H_{m,n}^{(2)} = 0 \), if \( m+n \) is odd. The parameter \( \lambda \) is assumed to be positive. The diagonalization is carried out with the aid of a particular case of the Meixner–Pollaczek polynomials \([\text{4}]\).

**Theorem 2.** For \( \lambda > 0 \), the matrix \( H^{(2)} \) given by \([\text{7}]\) determines a unique self-adjoint operator \( H^{(2)} \) on \( \ell^2(\mathbb{N}_0) \) which is unitarily equivalent via \( U \) given by \([\text{2}]\) to the operator of multiplication by \( h \) on \( L^2(\mathbb{R}, d\mu) \), where \( \mu \) is absolutely continuous supported on \( \mathbb{R} \) with the density
\[
\frac{d\mu}{dx}(x) = \frac{2^{2\lambda-1}}{\pi \Gamma(2\lambda)} |\Gamma(\lambda + ix)|^2,
\]
\[
h(x) = \frac{2^{2\lambda-1}}{\Gamma(2\lambda)} |\Gamma(\lambda + ix)|^2,
\]
and
\[
\hat{P}_n(x) = \left( \frac{\Gamma(2\lambda)n!}{\Gamma(n+2\lambda)} \right)^{1/2} P_n^{(\alpha)} \left( x; \frac{\pi}{2} \right),
\]
for \( x \in \mathbb{R} \). Consequently, \( H^{(2)} \) is a bounded operator with
\[
\text{spec} \left( H^{(2)} \right) = \text{spec}_{ac} \left( H^{(2)} \right) = \left[ 0, \frac{\sqrt{\pi} \Gamma(\lambda)}{\Gamma(\lambda + 1/2)} \right] \text{ and } \|H^{(2)}\| = \frac{\sqrt{\pi} \Gamma(\lambda)}{\Gamma(\lambda + 1/2)}.
\]

Since \( H_{m,n}^{(2)} = 0 \), if \( m+n \) odd, we get a corollary on the spectral representation of operators given by weighted Hankel matrices
\[
H_{m,n}^{(2e)} := H_{2m,2n}^{(2)} = (-1)^{m+n} \sqrt{\frac{\Gamma(2m+2\lambda)\Gamma(2n+2\lambda)}{(2m)!(2n)!}} \frac{\Gamma(m+n+1/2)}{\Gamma(2\lambda+m+n+1/2)}
\]
and
\[
H_{m,n}^{(2o)} := H_{2m+1,2n+1}^{(2)} = (-1)^{m+n} \sqrt{\frac{\Gamma(2m+1+2\lambda)\Gamma(2n+1+2\lambda)}{(2m+1)!(2n+1)!}} \frac{\Gamma(m+n+3/2)}{\Gamma(2\lambda+m+n+3/2)},
\]
where \( m, n \in \mathbb{N}_0 \) and \( \lambda > 0 \).
Corollary 3. For $\lambda > 0$, both matrices $\mathcal{H}^{(2e)}$ and $\mathcal{H}^{(2o)}$ given by (3) and (9) determine unique self-adjoint operators $H^{(2e)}$ and $H^{(2o)}$ on $\ell^2(\mathbb{N}_0)$ which are unitarily equivalent via mappings $U_e$ and $U_o$ to the multiplication operator by function $h$ on $L^2((0, \infty), d\mu)$, respectively. Here $h$ and $\mu$ are given by the same formulas as in Theorem 3 while the unitary operators are determined by their values on the standard basis as

$$U_e : \ell^2(\mathbb{N}_0) \to L^2((0, \infty), d\mu) : e_n \mapsto \sqrt{2}\hat{P}_n$$

and

$$U_o : \ell^2(\mathbb{N}_0) \to L^2((0, \infty), d\mu) : e_n \mapsto \sqrt{2}\hat{P}_{2n+1},$$

where $\hat{P}_n$ is again the same as in Theorem 3.

Remark 4. If desirable, the alternating terms in (8) and (9) can be omitted since two operators $H_m$ are determined by their values on the standard basis as

$$H_m(x) = (2x)^{n}F_0\left(\frac{-n/2 - (n-1)/2}{2}\right) = \frac{\Gamma\left(\frac{m + n + 1}{2}\right)}{\sqrt{m!n!}}\frac{1}{(m + n + 1/2)},$$

if $m + n$ is even and $H_{m,n} = 0$, if $m + n$ is odd. An essential role in the diagonalization of the respective operator is played by the Hermite polynomials [9, Eq. 9.15.1]

$$H_n(x) = (2x)^{n}F_0\left(\frac{-n/2 - (n-1)/2}{2}\right) = \frac{\Gamma\left(\frac{m + n + 1}{2}\right)}{\sqrt{m!n!}}\frac{1}{(m + n + 1/2)},$$

The third weighted Hankel matrix has elements

$$\mathcal{H}^{(3)}_{m,n} = (-1)^{m(n-1)/2 + n(n-1)/2}\frac{1}{\sqrt{m!n!}}\frac{\Gamma\left(\frac{m + n + 1}{2}\right)}{\sqrt{m!n!}}$$

if $m + n$ is even and $\mathcal{H}^{(3)}_{m,n} = 0$, if $m + n$ is odd. An essential role in the diagonalization of the respective operator is played by the Hermite polynomials [9, Eq. 9.15.1]

$$H_n(x) = (2x)^{n}F_0\left(\frac{-n/2 - (n-1)/2}{2}\right) = \frac{\Gamma\left(\frac{m + n + 1}{2}\right)}{\sqrt{m!n!}}\frac{1}{(m + n + 1/2)},$$

Theorem 5. The matrix $\mathcal{H}^{(3)}$ given by (10) determines a unique self-adjoint operator $H^{(3)}$ on $\ell^2(\mathbb{N}_0)$ which is unitarily equivalent via $U$ given by (10) to the operator of multiplication by $h$ on $L^2(\mathbb{R}, d\mu)$, where $\mu$ is absolutely continuous supported on $\mathbb{R}$ with the density

$$\frac{d\mu}{dx}(x) = \frac{1}{\sqrt{\pi}}e^{-x^2},$$

and

$$h(x) = \sqrt{2}\pi e^{-x^2},$$

for $x \in \mathbb{R}$. Consequently, $H^{(3)}$ is a bounded operator with

$$\text{spec} \left( H^{(3)} \right) = \text{spec}_{ac} \left( H^{(3)} \right) = [0, \sqrt{2}\pi] \quad \text{and} \quad \| H^{(3)} \| = \sqrt{2}\pi.$$

Similarly as in Corollary 3 we can use the result of Theorem 5 to obtain the spectral representation of the operators with matrix entries

$$\mathcal{H}^{(3e)}_{m,n} := \mathcal{H}^{(3)}_{2m,2n} = (-1)^{m+n}\frac{\Gamma(m + n + 1/2)}{\sqrt{(2m)!(2n)!}}$$

and

$$\mathcal{H}^{(3o)}_{m,n} := \mathcal{H}^{(3)}_{2m+1,2n+1} = (-1)^{m+n}\frac{\Gamma(m + n + 3/2)}{\sqrt{(2m+1)!(2n+1)!}},$$

where $m, n \in \mathbb{N}_0$. 

Corollary 6. Matrices $H^{(3\ell)}$ and $H^{(3\ell_0)}$ given by (11) and (12) determine unique self-adjoint operators $H^{(3\ell)}$ and $H^{(3\ell_0)}$ on $L^2(N_0)$ which are unitarily equivalent via mappings $U_c$ and $U_o$ to the multiplication operator by function $h$ on $L^2((0, \infty), d\mu)$, respectively. The function $h$ as well as the measure $\mu$ are the same as in Theorem 4 while the unitary operators are given as

$$U_c : \ell^2(N_0) \to L^2((0, \infty), d\mu) : e_n \mapsto \sqrt{2} \hat{P}_n$$

and

$$U_o : \ell^2(N_0) \to L^2((0, \infty), d\mu) : e_n \mapsto \sqrt{2} \hat{P}_{2n+1},$$

where $\hat{P}_n$ is again the same as in Theorem 4.

The Askey scheme of hypergeometric orthogonal polynomials contains also families of polynomials whose measures of orthogonality are supported on finite sets which means that the associated Jacobi matrices are finite. For two of these families – Krawtchouk and dual Hahn polynomials – the Jacobi parameters $b_n$ and $\alpha^2_n$ are polynomials in $n$. We found only rank-one weighted Hankel matrices (or their linear combinations) in the commutant of the Jacobi matrix associated with Krawtchouk polynomials. On the other hand, the commutant rank-one weighted Hankel matrices (or their linear combinations) in the commutant of the Jacobi matrix corresponding to the dual Hahn polynomials contains interesting finite Hankel matrices. Applying the commutator method, we diagonalize one of them, namely, the $(N+1) \times (N+1)$ matrix $H^{(4)}$ with entries

$$H^{(4)}_{m,n} = \frac{(1 + \gamma)_{m+n}(1 + \delta)_{2N-m-n}}{\sqrt{m!n!(N-m)!(N-n)!(1+\gamma)_m(1+\delta)_n(1+\gamma)_{N-m}(1+\delta)_{N-n}}},$$

(13)

where $m, n \in \{0, 1, \ldots, N\}$, $N \in \mathbb{N}_0$, and $\gamma, \delta > -1$. Here as well as further in the text, $(a)_n := a(a+1)\ldots(a+n-1)$ stands for the Pochhammer symbol. Furthermore, we denote by $\delta_x$ the unit mass Dirac delta measure supported at a point $x$.

For the purpose of a definition of the diagonalizing unitary mapping $U$, we recall the dual Hahn polynomials [3, Eq. 9.6.1]

$$R_n(\lambda(x); \gamma, \delta, N) = _3F_2\left(-n, -x, x + \gamma + \delta + 1 \atop \gamma + 1 - N \right) \delta_x, \quad n \in \{0, 1, \ldots, N\},$$

(14)

where $N \in \mathbb{N}_0$, $\gamma, \delta > -1$, and $\lambda(x) = x(\gamma + \delta + 1)$. (15)

Theorem 7. Let $N \in \mathbb{N}_0$ and $\gamma, \delta > -1$. The matrix $H^{(4)}$ defined by (13) is unitarily equivalent via $U : \mathbb{C}^{N+1} \to L^2(\mathbb{R}, d\mu) : e_n \mapsto \hat{P}_n, \forall n \in \{0, 1, \ldots, N\}$, to the operator of multiplication by $h$ on $L^2(\mathbb{R}, d\mu)$, where $\mu$ is the finitely supported measure

$$\mu = (1 + \delta) N! \sum_{x=0}^{N} \frac{(2x + \gamma + \delta + 1)(1+\gamma)_x}{(1 + x + \gamma + \delta)_{N+1}(1+\delta)_{N+1}(N-x)!} \delta_x,$$

and

$$h(x) = \frac{(2N + \gamma + \delta + 1)}{N - x},$$

for $x \in \{0, 1, \ldots, N\}$. Consequently, one has

$$\text{spec} \left( H^{(4)} \right) = \left\{ \frac{(2N + \gamma + \delta + 1)}{x} \right\} \bigg|_{x \in \{0, 1, \ldots, N\}}.$$

As a consequence, we can evaluate the following Hankel determinant.

Corollary 8. The determinant of the Hankel matrix $G$ with entries

$$G_{m,n} = (1 + \gamma)_{m+n}(1 + \delta)_{2N-m-n}, \quad m, n \in \{0, 1, \ldots, N\},$$

reads

$$\det G = \prod_{s=0}^{N} s!(1 + \gamma)_s(1 + \delta)_s(2N - s + 2 + \gamma + \delta)_s,$$

for all $\gamma, \delta \in \mathbb{C}$.
3. Preliminaries

The commutator method consists of two fundamental steps. First, to a given Jacobi matrix $J$ we find a weighted Hankel matrix $H$ commuting formally with $J$. The formal commutation means that $HJ$ coincides with $JH$ as elements of the space of semi-infinite matrices $C^{\infty, \infty}$, where the product is to be understood as the usual matrix product. Since the Jacobi matrix is banded the products $HJ$ and $JH$ are well-defined and $HJ = JH$ if and only if

$$(b_m - b_n)w_m w_n h_{m+n} + (a_{m-1} w_{m-1} w_n - a_{n-1} w_m w_{n-1}) h_{m+n-1} + (a_m w_{m+1} w_n - a_n w_m w_{n+1}) h_{m+n+1} = 0,$$  

for all $m, n \in \mathbb{N}_0$, where one has to set $a_{-1} := 0$. It will be useful to rewrite (16) in a slightly different form.

**Lemma 9.** The weighted Hankel matrix $H$ with the entries given by (1) belongs to the commutant of $J$, if and only if

$$(b_m - b_n) h_{m+n} + \left( \frac{a_{m-1}^2}{\kappa_{m-1}} - \frac{a_{n-1}^2}{\kappa_{n-1}} \right) h_{m+n-1} + (\kappa_m - \kappa_n) h_{m+n+1} = 0,$$  

where

$$\kappa_n = \frac{a_n w_{n+1}}{w_n},$$

holds for all $0 \leq m < n$. For $m = 0$, the term $a_{-1}^2 / \kappa_{-1}$, that appears in (17), is to be understood as zero.

**Remark 10.** On the other hand, from (18) it follows that

$$w_n = w_0 \prod_{j=0}^{n-1} \frac{\kappa_j}{a_j}, \quad n \in \mathbb{N}_0.$$  

In all cases under investigation, the Jacobi matrix $J$ determines a unique self-adjoint operator $J$ on $\ell^2(\mathbb{N}_0)$. We will prove a theorem that gives us a condition guaranteeing that the weighted Hankel matrix $H$ from the commutant of $J$ also determines a unique self-adjoint operator $\hat{H}$ on $\ell^2(\mathbb{N}_0)$ and, in this case, $H = h(J)$ for some Borel function $h$. This is a nontrivial problem especially when the matrix $H$ does not give rise to a bounded operator on $\ell^2(\mathbb{N}_0)$ in which case more self-adjoint operators can be associated with $H$ in principle.

The second step of the commutator method comprises a determination of the function $h$. This is carried out by using special properties of respective particular families of orthogonal polynomials.

### 3.1. The commutant of a Jacobi matrix

Recall that a Jacobi matrix $J$ determines a unique family of orthonormal polynomials $\{\hat{P}_n\}_{n=0}^{\infty}$ by the three-term recurrence (1)

$$a_{n-1} \hat{P}_{n-1}(x) + (b_n - x) \hat{P}_n(x) + a_n \hat{P}_{n+1}(x) = 0, \quad n \in \mathbb{N}_0,$$  

with initial conditions $\hat{P}_{-1}(x) := 0$ and $\hat{P}_0(x) := 1$.

First, we prove an algebraic result that gives a description of the commutant of a Jacobi matrix. It turns out that any matrix commuting with a Jacobi matrix has to be symmetric. We will use just this consequence in order to slightly simplify assumptions of a forthcoming theorem but the complete result can be of independent interest.

**Theorem 11.** Let $J$ be a Jacobi matrix, $\{\hat{P}_n\}_{n=0}^{\infty}$ the family of orthonormal polynomials determined by $J$, and $A \in \mathbb{C}^{\infty, \infty}$. Then

$$\mathcal{J}A = A\mathcal{J} \iff \exists \{\alpha_k\}_{k=0}^{\infty} \subset \mathbb{C}, \quad A = \sum_{k=0}^{\infty} \alpha_k \hat{P}_k(J).$$  

As a consequence, if $\mathcal{J}A = A\mathcal{J}$, then $A = A^T$. 

Remark 12. The sum on the right-hand side of the equivalence \( (\Rightarrow) \) is actually finite for any matrix element. More precisely, one has

\[
A_{m,n} = \sum_{k=|m-n|}^{m+n} \alpha_k \left( \hat{P}_k(J) \right)_{m,n}, \quad \forall m,n \in \mathbb{N}_0.
\]

This follows from the well-known relation \( \hat{P}_n(J)e_0 = e_n \) valid for all \( n \in \mathbb{N}_0 \) that implies

\[
\left( \hat{P}_k(J) \right)_{m,n} = \langle e_m, \hat{P}_k(J)e_n \rangle_{\ell^2(n_0)} = \langle e_0, \hat{P}_m(J) \hat{P}_k(J)e_n \rangle_{\ell^2(n_0)} = \int \hat{P}_k(x) \hat{P}_m(x) \hat{P}_n(x) d\mu(x),
\]

where \( \mu \) is a (not necessarily unique) measure of orthogonality of \( \{\hat{P}_n\}_{n=0}^{\infty} \). By the orthogonality of \( \{\hat{P}_n\}_{n=0}^{\infty} \), the above integral vanishes whenever \( k+m < n \) or \( m+n < k \) or \( k+n < m \).

Hence the range for the index \( k \) can be restricted to \( |m-n| \leq k \leq m+n \).

Proof. Clearly, \( J \) and \( \hat{P}_n(J) \) commute for any \( n \in \mathbb{N}_0 \). Hence the proof of the implication \((\Leftarrow)\) is immediate. Also, if the equivalence is proved, then the consequence about the symmetry of \( A \) follows readily from the fact that \( \hat{P}_n(J) \) is symmetric for all \( n \in \mathbb{N}_0 \).

It remains to prove the implication \((\Rightarrow)\). First, suppose \( JA = AJ \) and that the first column of \( A \) vanishes, i.e., \( A e_0 = 0 \). We shall show by mathematical induction in \( n \) that \( A e_n = 0 \) for all \( n \in \mathbb{N}_0 \), meaning that \( A = 0 \).

Let \( n \in \mathbb{N}_0 \). Assuming \( A e_k = 0 \) for all \( k \in \{0,1,\ldots,n\} \), we have \( JA e_k = 0 \) for all \( k \in \{0,1,\ldots,n\} \). But

\[
J e_0 \in \text{span}\{e_1, e_1\} \quad \text{and} \quad J e_k \in \text{span}\{e_{k-1}, e_k, e_{k+1}\}, \quad \text{for} \ k \in \mathbb{N},
\]

and thus we deduce that \( J_{n+1,n} A e_{n+1} = 0 \). By our assumptions \( J_{n+1,n} \neq 0 \) and therefore \( A e_{n+1} = 0 \).

Second, consider the general case when \( JA = AJ \) and put

\[
\tilde{A} := \sum_{k=0}^{\infty} A_{k,0} \hat{P}_k(J).
\]

Since

\[
\left( \hat{P}_k(J) \right)_{m,0} = \delta_{k,m}, \quad \forall k,m \in \mathbb{N}_0,
\]

the first columns of \( A \) and \( \tilde{A} \) coincide. By applying the first argument to \( A - \tilde{A} \), we conclude that \( A = \tilde{A} \).

3.2. On the definition of an operator associated with a weighted Hankel matrix.

It is an old question whether we can define a closed and densely defined linear operator on \( \ell^2(\mathbb{N}_0) \) whose matrix representation with respect to the standard basis \( \{e_n \mid n \in \mathbb{N}_0\} \) coincides with a given semi-infinite matrix \( A \). This is possible when the rows and columns of \( A \) can be identified with elements of \( \ell^2(\mathbb{N}_0) \). Below we briefly summarize the standard procedure showing how to prescribe the operators to \( A \). We restrict ourself to real symmetric matrices. This slightly simplifies the procedure and is sufficient for our needs; for a general summary see, for example, [2], Sec. 2.1.

Denote

\[
\ell_0 := \text{span}\{e_n \mid n \in \mathbb{N}_0\}.
\]

Since columns of \( A \) can be identified with vectors in \( \ell^2(\mathbb{N}_0) \), we can define an auxiliary operator \( \hat{A} \) acting on vectors

\[
x \in \text{Dom}(\hat{A}) := \ell_0
\]

by the formal matrix product \( \hat{A} x := A x \), where \( x \) is understood as an infinite column vector. Assuming \( A = A^T \in \mathbb{R}^{\infty \times \infty} \), \( \hat{A} \) is symmetric and hence closable in \( \ell^2(\mathbb{N}_0) \). Then we may define \( A_{\text{min}} \) as the closure of \( \hat{A} \). While \( A_{\text{min}} \) is the minimal closed operator associated with \( A \) such that \( \ell_0 \subset \text{Dom}(A_{\text{min}}) \), the maximal domain operator \( A_{\text{max}} \) acts again by the matrix multiplication by \( A \) but it is equipped with the domain

\[
\text{Dom}(A_{\text{max}}) := \{ x \in \ell^2(\mathbb{N}_0) \mid A x \in \ell^2(\mathbb{N}_0) \}.
\]
It is an easy exercise to show that
\[ (A_{\min})^* = A_{\max} \quad \text{and} \quad (A_{\max})^* = A_{\min}. \]
Consequently, \( A_{\max} \) is closed.

Clearly, \( A_{\min} \subset A_{\max} \) but the equality does not hold in general. If \( A_{\min} = A_{\max} \), then the matrix \( A \) determines a unique self-adjoint operator \( A := A_{\min} = A_{\max} \) with \( \ell_0 \subset \text{Dom}(A) \).

In this case, we say that the matrix \( A \) is proper.

In general, it is a difficult task to decide whether a given matrix \( A \) is proper. In the particular case when \( A = J \) is a Jacobi matrix, the properness is very well understood. One can encounter various terminology in literature equivalent to the properness of \( A \), for example, \( J \) is said to be in the limit-point case or \( J \) essentially self-adjoint. In addition, the corresponding Hamburger moment problem is in the determinate case if and only if \( J \) is proper, see [4].

Assume \( J \) to be a proper Jacobi matrix and \( J \) the corresponding self-adjoint Jacobi operator. Then there is a unique probability measure \( \mu \) on \( \mathbb{R} \) with finite moments such that \( J \) is unitarily equivalent to the multiplication operator by the coordinate function on \( L^2(\mathbb{R}, d\mu) \). The unitary operator \( U \) satisfies
\[ U : \ell^2(n_0) \to L^2(\mathbb{R}, d\mu) : e_n \mapsto \hat{P}_n, \quad \forall n \in \mathbb{N}_0, \]
where \( \{ \hat{P}_n \}_{n=0}^{\infty} \) is the sequence of polynomials orthonormal with respect to \( \mu \) and determined by \( J \), i.e., by the three-term recurrence relation \( (20) \) with the standard initial conditions.

The next theorem gives a necessary and sufficient condition for a real matrix commuting formally with a proper Jacobi matrix to be proper as well. We will use it to guarantee that the weighted Hankel matrices listed in Section 2 determine unique self-adjoint operators in \( \ell^2(n_0) \).

**Theorem 13.** Let \( J \) be a proper Jacobi matrix, \( \mathcal{H} \in \mathbb{R}^{\infty, \infty} \) with columns in \( \ell^2(n_0) \), and \( J\mathcal{H} = \mathcal{H}J \). Then \( \mathcal{H} \) is proper if and only if the set of all polynomials \( \mathbb{C}[x] \) is dense in \( L^2(\mathbb{R}, (|h|+1)^2 d\mu) \), where \( h := U \mathcal{H} \ell_0 \) and \( \mu \) and \( U \) are determined by \( J \) as above. Moreover, in this case, \( \mathcal{H} \) is unitarily equivalent via \( U \) to the multiplication operator by the function \( h \) on \( L^2(\mathbb{R}, d\mu) \), i.e.,
\[ \mathcal{H} = h(J). \]  

**Proof.** First, note that \( \mathcal{H} = \mathcal{H}^T \) according to Theorem 11 and hence columns as well as rows of \( \mathcal{H} \) are in \( \ell^2(n_0) \). Therefore \( \mathcal{H} \) is a well defined and closable operator. Put
\[ \tilde{H}_U := U \mathcal{H} U^{-1}. \]  

Then \( \text{Dom}(\tilde{H}_U) = \mathbb{C}[x] \) because \( U \) is an isomorphism between \( \ell_0 \) and \( \mathbb{C}[x] \). First, we show that \( \tilde{H}_U \) acts as the multiplication operator by the function \( h = \tilde{H}_U 1 \).

For \( J_U := U J U^{-1} \), one has
\[ \text{Dom}(J_U) = \{ \psi \in L^2(\mathbb{R}, d\mu) \mid x \psi(x) \in L^2(\mathbb{R}, d\mu) \} \quad \text{and} \quad (J_U \psi)(x) = x \psi(x). \]

Since \( \mu \) has all moments finite, \( \mathbb{C}[x] \subset \text{Dom} J_U \) and we may define \( \hat{J}_U := J_U \mid \mathbb{C}[x] \). Then the formal commutation of \( J \) and \( \mathcal{H} \) means that
\[ (\hat{H}_U \hat{J}_U \psi)(x) = (\hat{J}_U \hat{H}_U \psi)(x), \quad \forall \psi \in \mathbb{C}[x]. \]

Hence \( \text{Ran} \hat{H}_U \subset \text{Dom} J_U \) and the commutation relation can be rewritten as \( \hat{H}_U \hat{J}_U = J_U \hat{H}_U \), which implies that
\[ \hat{H}_U (x^n \psi(x)) = x (\hat{H}_U \psi)(x), \quad \forall \psi \in \mathbb{C}[x]. \]

Since \( h = \hat{H}_U 1 \), one can use the above relation to verify that
\[ \hat{H}_U (x^n) = h(x) x^n, \quad \forall n \in \mathbb{N}_0, \]
by mathematical induction in \( n \). Thus, \( \hat{H}_U \psi = h \psi \) for all \( \psi \in \mathbb{C}[x] \).

We know that \( \mathcal{H} \) is proper if and only if \( \mathcal{H} \) is essentially self-adjoint. In view of \( (23) \), this is equivalent to the essential self-adjointness of \( \hat{H}_U \). We have to show that this happens if and only if \( \mathbb{C}[x] \) is dense in \( L^2(\mathbb{R}, (|h|+1)^2 d\mu) \).

Let \( \text{Dom}(\hat{H}_U) = \{ \psi \in L^2(\mathbb{R}, d\mu) \mid h(x) \psi(x) \in L^2(\mathbb{R}, d\mu) \} \) and \( (\hat{H}_U \psi)(x) = h(x) \psi(x) \).
Since \( h \) is real-valued, \( H_U \) is self-adjoint. Clearly \( \hat{H}_U \subseteq H_U \) and hence \( \hat{H}_U \) is essentially self-adjoint if and only if \( \hat{H}_U = H_U \).

Note that \( C[x] \) is dense in \( L^2(\mathbb{R}, (|h| + 1)^2d\mu) \) if and only if \( (|H_U| + 1)(C[x]) \) is dense in \( L^2(\mathbb{R}, d\mu) \). We have \( \text{Dom} H_U = \text{Dom} |H_U| \) and \( \|H_U\psi\| = \||H_U|\psi\| \) for all \( \psi \in \text{Dom} H_U \). Moreover, \( \text{Ran}(|H_U| + 1) = \text{Ker}(|H_U| + 1) = \{0\} \).

The equation \( \hat{H}_U = H_U \) means exactly that \( C[x] \) is a core of \( H_U \) and this happens if and only if \( C[x] \) is a core of \( |H_U| \). Clearly, for a sequence \( \{\psi_n\} \) from \( \text{Dom} H_U \) and \( \psi \in \text{Dom} H_U \), it holds true that

\[
\lim_{n \to \infty} (|H_U| + 1)\psi_n = (|H_U| + 1)\psi \quad \text{in} \quad L^2(\mathbb{R}, d\mu)
\]

if and only if

\[
\lim_{n \to \infty} \psi_n = \psi \quad \text{and} \quad \lim_{n \to \infty} |H_U|\psi_n = |H_U|\psi \quad \text{in} \quad L^2(\mathbb{R}, d\mu).
\]

It follows that \( C[x] \) is a core of \( |H_U| \) if and only if

\[
(|H_U| + 1)(C[x]) \supset \text{Ran}(|H_U| + 1).
\]

But \( \text{Ran}(|H_U| + 1) \) is dense in \( L^2(\mathbb{R}, d\mu) \) because \( \text{Ker}(|H_U| + 1) = \{0\} \). Therefore \( C[x] \) is a core of \( |H_U| \) if and only if \( (|H_U| + 1)(C[x]) \) is dense in \( L^2(\mathbb{R}, d\mu) \). This proves the desired equivalence and also shows that

\[
H_U = h(J_U)
\]

from which the formula \( (22) \) follows. \( \square \)

The classical problem how to characterize measures \( \nu \) on \( \mathbb{R} \) with finite moments such that \( C[x] \) is dense in \( L^2(\mathbb{R}, d\nu) \) was solved by M. Riesz. The theorem says that \( C[x] \) is dense in \( L^2(\mathbb{R}, d\nu) \) if and only if \( \nu \) is the so called N-extremal solution of the respective Hamburger moment problem, see \[11, \text{Thm. 2.3.3} \]. It need not be easy to decide whether a given measure \( \nu \) is N-extremal. However, in the particular case when the corresponding moment problem is determinate, \( \nu \) is N-extremal. There exist various sufficient conditions for the Hamburger moment problem to be determinate. For instance, if there exists \( \epsilon > 0 \) such that

\[
\int_{\mathbb{R}} e^{\epsilon|x|}d\nu(x) < \infty,
\]

then the Hamburger moment problem corresponding to \( \nu \) is in the determinate case, see \[11, \text{Prob. 12, p. 86} \] or \[14, \text{Cor. 4.11} \]. By combining the latter condition with Theorem \[13 \] the following statement immediately follows.

**Corollary 14.** Let \( \mathcal{J} \) be a proper Jacobi matrix, \( \mathcal{H} \in \mathbb{R}^{\infty, \infty} \) with columns in \( l^2(\mathbb{N}_0) \), and \( \mathcal{J} \mathcal{H} = \mathcal{H} \mathcal{J} \). If there exists \( \epsilon > 0 \) such that

\[
\int_{\mathbb{R}} e^{\epsilon|x|}(|h(x)| + 1)^2d\mu(x) < \infty,
\]

then \( \mathcal{H} \) is proper and one has

\[
H = h(J).
\]

Here \( \mu, U, \) and \( h \) are as in Theorem \[13 \].

**4. Proofs of the main results**

In this section, the theorems of Section \[2 \] are proven. Note that every Jacobi matrix that appears in the subsections below is proper. It can be verified, for example, by using the Carleman condition:

\[
\sum_{n=0}^{\infty} \frac{1}{|a_n|} = \infty
\]

in each of the cases; see \[11, \text{Prob. 1, p. 24} \]. In fact, each of the Jacobi matrices corresponds to a family of hypergeometric orthogonal polynomials from the Askey scheme and it is well known that no Hamburger moment problem associated with a family of hypergeometric orthogonal polynomials from the Askey scheme is in the indeterminate case \[7 \]. This is not the case for the polynomials from the \( q \)-Askey scheme, however.
4.1. Proof of Theorem 1

First, one immediately checks that the columns of $\mathcal{H}^{(1)}$ defined by (3) belong to $\ell^2(N_0)$. Indeed, for $n \in N_0$ fixed, the Stirling formula yields

$$\mathcal{H}^{(1)}_{m,n} = \frac{k^{n+m}m^m(\alpha-1)/2}{n!\Gamma(n+\alpha)} (1 + o(1)),$$  

as $m \to \infty$.

Thus, for $k \in (0,1)$ and $\alpha > 0$, every column of $\mathcal{H}^{(1)}$ represents a square summable sequence.

Put

$$b_n := n \quad \text{and} \quad a_n := -k\sqrt{(n+1)(n+\alpha)},$$

for $n \in N_0$. By substituting from (25) and taking $\kappa_n := -k$ in (17), one gets the difference equation

$$(m-n)h_{m+n} - k(m-n)(m+n-1+\alpha)h_{m+n-1} = 0.$$  

After canceling the term $(m-n)$ in the above equation, we arrive at a difference equation entirely in $m+n$. Hence, if we denote $\ell := m+n$, we obtain the first order ordinary difference equation

$$h_\ell - k(\ell-1+\alpha)h_{\ell-1} = 0, \quad \ell \in N.$$  

Its solution reads

$$h_\ell = k^\ell(\ell+\alpha)h_0 = k^\ell\Gamma(\ell+\alpha), \quad \ell \in N_0,$$

where we put $h_0 := \Gamma(\alpha)$. The weights can be computed readily from (19) getting

$$w_n = \frac{w_0}{\sqrt{n!\Gamma(n+\alpha)}}, \quad n \in N_0,$$

where we chose $w_0 := 1/\Gamma(\alpha)$. In summary, the weighted Hankel matrix with elements $w_m w_n h_{m+n}, m, n \in N_0, \kappa_0$ coincides with $\mathcal{H}^{(1)}$ from (3), and it commutes with the Jacobi matrix $J$ determined by (25) for any $k \in (0,1)$ and $\alpha > 0$.

4.1.1. The case (i).

Recall the Meixner–Pollaczek polynomials (1) and put

$$\hat{P}_n(x) := \left(\frac{\Gamma(2\lambda)}{\Gamma(n+2\lambda)}\right)^{1/2} P_n^{(\lambda)}(x \cot \phi; \phi), \quad n \in N_0,$$

and $\hat{P}_{-1}(x) := 0$. The three-term recurrence relation for the Meixner–Pollaczek polynomials (1) Eq. 9.7.3] yields

$$\sqrt{(n+1)(n+2\lambda)}\hat{P}_{n+1}(x) - 2\cos(\phi)(n+\lambda+x)\hat{P}_n(x) + \sqrt{n(n+1+2\lambda)}\hat{P}_{n-1}(x) = 0,$$

for $n \in N_0$. Hence, denoting by $I$ the identity matrix, the vector $(\hat{P}_0(x), \hat{P}_1(x), \hat{P}_2(x), \ldots)$ is a formal eigenvector of the Jacobi matrix $-J - \lambda I$ corresponding to the eigenvalue $x$, if we identify the parameters according to the equalities

$$\alpha = 2\lambda \quad \text{and} \quad k = \frac{1}{2\cos \phi}$$

and restrict $\phi \in (0, \pi/3)$.

By Carleman’s condition, $J$ determines a unique Jacobi operator $J$ and $\{\hat{P}_n | n \in N_0\}$ is an orthonormal basis of $L^2(R, \mu)$ with

$$\frac{d\mu}{dx}(x) = \frac{\cos \phi}{\pi \Gamma(2\lambda)} (2\sin \phi)^{2\lambda-1} e^{(2\phi-\pi)x \cot(\phi)} \Gamma(\lambda + ix \cot(\phi))^2,$$

for $x \in R$. The above measure was deduced from the measure of orthogonality for the Meixner–Pollaczek polynomials [11 Eq. 9.7.2]. By applying (29) and the identity $2 \arccos(x) = \pi - 2 \arcsin(x)$ in (30), we deduce the formula for $\mu$ in terms of the parameters $\alpha$ and $k$ from the case (i) of Theorem 1. Similarly, if $\hat{P}_m$ defined by (25) is expressed in terms of $\alpha$ and $k$, we get the respective formula from Theorem 1 in case (i).

Next, we compute the function $h$ according to Theorem 13 applied to the matrices $\mathcal{H}^{(1)}$ and $-J - \lambda I$. Clearly, since $\mathcal{H}^{(1)}$ and $J$ commute, $\mathcal{H}^{(1)}$ commutes with $-J - \lambda I$, too. By the formula from Theorem 13 one has

$$h(x) = \sum_{n=0}^{\infty} \mathcal{H}^{(1)}_{n,0} \hat{P}_n(x) = w_0 \sum_{n=0}^{\infty} w_n h_n \hat{P}_n(x).$$
By substituting from (26), (27), and (28) in the equation above and taking also (29) into account, we obtain
\[ h(x) = \sum_{n=0}^{\infty} (2 \cos(\phi))^{-n} P_n^{(\lambda)}(x \cot(\phi); \phi) = (2 \cos(\phi))^{2\lambda} e^{2x \phi \cot(\phi)}. \] (31)

The last equality holds due to the generating function formula [9, Eq. 9.12.3]
\[ \sum_{n=0}^{\infty} P_n^{(\lambda)}(x; \phi) t^n = (1 - e^{i \phi} t)^{-\lambda + i x} (1 - e^{-i \phi} t)^{-\lambda - i x}. \] (32)

By using (29) again, we can express the right-hand side of (31) in terms of the original parameters \( \alpha \) and \( k \) which yields the formula for \( h \) from the case (i).

Finally, to conclude that \( H^{(1)} \) determines a unique self-adjoint operator \( H^{(1)} \) and \( H^{(1)} = h(J) \), it suffices to verify the condition (24). We make use of the asymptotic expansion [5, Eq. 5.11.9]
\[ |\Gamma(x + iy)|^2 = 2\pi |y|^{2\alpha-1} e^{-\pi |y|} (1 + o(1)), \quad y \to \pm \infty, \] (33)
where \( x \in \mathbb{R} \). Then, recalling formulas (30) and (31), one easily shows that there is a constant \( C_{\lambda, \phi} > 0 \) not depending on \( x \) such that
\[ (|h(x)| + 1)^2 \frac{d\mu}{dx}(x) \leq C_{\lambda, \phi} |x|^{2\lambda - 1} e^{2|x(3\phi - \pi) \cot(\phi)|}, \]
for \( |x| \) sufficiently large. Since \( 0 < \phi < \pi/3 \), one can find \( \epsilon > 0 \) small enough such that the condition (24) is fulfilled.

In total, the unitary mapping
\[ U: L^2(\mathbb{N}_0) \to L^2(\mathbb{R}, d\mu): e_n \mapsto \hat{P}_n \]
transforms \( H^{(1)} \) to the multiplication operator by the function \( h \) on \( L^2(\mathbb{R}, d\mu) \). As an immediate consequence of formulas (30) and (31), one shows that
\[ \operatorname{spec}(H^{(1)}) = \operatorname{spec}_{ac}(H^{(1)}) = \overline{h(\mathbb{R})} = [0, +\infty). \]

4.1.2. The case (ii). We define in terms of the Laguerre polynomials [9]
\[ \hat{P}_n(x) := \left( \frac{\Gamma(n+\alpha)}{\Gamma(n+\alpha)} \right)^{1/2} L_n^{(\alpha-1)}(2x), \quad n \in \mathbb{N}_0, \] (34)
and \( \hat{P}_{-1}(x) := 0 \). It follows from the three-term recurrence relation for the Laguerre polynomials [9, Eq. 9.12.3] that
\[ \sqrt{(n+1)(n+\alpha)} \hat{P}_{n+1}(x) - (2n+\alpha-2x) \hat{P}_n(x) + \sqrt{n(n+1-\alpha)} \hat{P}_{n-1}(x) = 0, \]
Consequently, the vector \( \{\hat{P}_0(x), \hat{P}_1(x), \hat{P}_2(x), \ldots\} \) is a formal eigenvector of the Jacobi matrix \( J + \frac{\alpha}{2} I \) corresponding to the eigenvalue \( x \), where the entries of \( J \) are given by (29) with \( k = 1/2 \).

The matrix \( J \) determines a unique Jacobi operator \( J \) and \( \{\hat{P}_n \mid n \in \mathbb{N}_0\} \) is an orthonormal basis of \( L^2(\mathbb{R}, d\mu) \), where \( \mu \) is an absolutely continuous measure supported on \( [0, \infty) \) with the density
\[ \frac{d\mu}{dx}(x) = \frac{2^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-2x}, \quad x \in (0, \infty), \] (35)
which follows from the orthogonality relation for the Laguerre polynomials [9, Eq. 9.12.2]. This yields the formula for the measure \( \mu \) stated in case (ii) of Theorem 1 as well as (34) coincides with the formula for \( \hat{P}_n \) from Theorem 1 case (ii).

According to Theorem 1, applied to the commuting matrices \( H^{(1)} \) and \( J + \frac{\alpha}{2} I \), the function \( h \) reads
\[ h(x) = \sum_{n=0}^{\infty} H_n^{(1)} \hat{P}_n(x) = w_0 \sum_{n=0}^{\infty} w_n h_n \hat{P}_n(x) = \sum_{n=0}^{\infty} 2^n L_n^{(\alpha-1)}(2x), \]
where we have used formulas \([28], [27]\) with \(k = 1/2\), and \([34]\). By making use of the
generating function formula for the Laguerre polynomials \([9, \text{Eq. 9.12.10}]\)
\[
\sum_{n=0}^{\infty} L_n^{(\alpha)}(x)t^n = (1 - t)^{-\alpha-1} \exp\left(\frac{tx}{t-1}\right),
\]
we obtain
\[
h(x) = 2^\alpha e^{-2x}, \quad x \in (0, \infty),
\]
which is the formula for \(h\) from case (ii) of Theorem 1. Since \(h\) is bounded, the verification of the condition \([24]\) with \(\mu\) given by \([35]\) is immediate. As a direct consequence of formulas \([35]\) and \([36]\), one has
\[
\text{spec} \left( H^{(1)} \right) = \text{spec}_{\Re} \left( H^{(1)} \right) = [0, 2^\alpha] \quad \text{and} \quad \| H^{(1)} \| = 2^\alpha,
\]
provided that \(k = 1/2\).

4.1.3. The case (iii). In the case when \(k \in (0, 1/2)\), we put
\[
\hat{P}_n(x) := e^{n/2} \left( \frac{(\beta)_n}{n!} \right)^{1/2} M_n \left( \frac{1 + e}{1 - c}; \beta, c \right), \quad n \in \mathbb{N}_0,
\]
and \(\hat{P}_{-1}(x) := 0\), where \(M_n\) denotes the Meixner polynomials \([9]\).

The three-term recurrence relation for the Meixner polynomials \([9, \text{Eq. 9.10.3}]\) implies that
\[
\sqrt{c(n + 1)(n + \beta)} \hat{P}_{n+1}(x) - (1 + c)(n - x + c\beta) \hat{P}_n(x) + \sqrt{cn(n - 1 + \beta)} \hat{P}_{n-1}(x) = 0,
\]
for \(n \in \mathbb{N}_0\). Thus, the vector \((\hat{P}_0(x), \hat{P}_1(x), \hat{P}_2(x), \ldots)\) is a formal eigenvector of the Jacobi matrix \(J + \frac{2c}{1+c}I\) corresponding to the eigenvalue \(x\), where the entries of \(J\) are given by \([28]\) and the parameters are identified by equalities
\[
\alpha = \beta \quad \text{and} \quad k = \frac{\sqrt{c}}{1+c},
\]
with \(\beta > 0\) and \(c \in (0, 1)\). In addition, \(\{\hat{P}_n \mid n \in \mathbb{N}_0\}\) is an orthonormal basis of \(L^2(\mathbb{R}, d\mu)\), with
\[
\mu = (1 - c)^\beta \sum_{n=0}^{\infty} \frac{(\beta)_n}{n!} e^n \delta_{n(1-c)/(1+c)},
\]
as it follows from the orthogonality relation for the Meixner polynomials \([9, \text{Eq. 9.10.2}]\).

Similarly as before, Theorem 1 together with formulas \([26], [27], [38], \text{and} [37]\) yield
\[
h(x) = w_0 \sum_{n=0}^{\infty} w_n h_n \hat{P}_n(x) = \sum_{n=0}^{\infty} \frac{(\beta)_n}{n!} \left( \frac{c}{1 + c} \right)^n M_n \left( \frac{1 + c}{1 - c}; \beta, c \right) = (1 + c)^\beta e^{c(1+c)/(1-c)},
\]
where we have used the generating function formula \([23, \text{Eq. 9.10.11}]\)
\[
\sum_{n=0}^{\infty} \frac{(\beta)_n}{n!} M_n(x; \beta, c)t^n = \left( 1 - \frac{t}{c} \right)^x (1 - t)^{-x-\beta}.
\]

The verification of the condition \([24]\) is again straightforward here. Alternatively, one can use the general operator theory in this case since one can readily show that the matrix \([3]\) determines bounded and hence unique self-adjoint operator on \(\ell^2(\mathbb{N}_0)\). To do so, one can check, for instance, that
\[
\sum_{m,n=0}^{\infty} \left| \mathcal{H}_{m,n}^{(1)} \right| < \infty,
\]
for \(k \in (0, 1/2)\), which implies that \(H^{(1)}\) is actually a trace class operator. Since the Jacobi operator \(J\) has simple spectrum and commutes with \(H^{(1)}\), it has to hold that \(H^{(1)} = h(J)\) for a Borel function \(h\). This follows from a general argument, see, for instance, \([16, \text{Lemma 6.4}]\) or \([3, \text{Prop. 1.9, Suppl. 1}]\). Then the function \(h\) can be computed as in \([40]\).
Noticing that 0 is not an eigenvalue of $T_k$, it follows from the obtained formulas (39) and (40) that, for $k \in (0,1/2)$, $H^{(1)}$ is a trace class operator with
\[
\text{spec} \left( H^{(1)} \right) \setminus \{0\} = \text{spec}_p \left( H^{(1)} \right) = h \left( \frac{1-c}{1+c} N_0 \right) = (1+c)^\alpha c^{N_0}
\]
and $\|H^{(1)}\| = (1+c)^\beta$. If the second relation in (35) is inverted, one gets
\[
c = \frac{1 - 2k^2 - \sqrt{1 - 4k^2}}{2k^2}.
\]
By using the above equation to express (37), (39), and (40) as well as the consequences for the spectrum of $H^{(1)}$ in terms of the parameters $\alpha$ and $k$, one arrives at the formulas from Theorem 4 in case (iii).

4.2. Proof of Theorem 2 First, a straightforward application of the Stirling formula shows that
\[
\mathcal{H}^{(2)}_{m,n} = (-1)^{m(m-1)/2+n(n-1)/2} \sqrt{\frac{\Gamma(n+2\lambda)}{n!}} 2^{2\lambda} m^{-\lambda-1/2} (1 + o(1)), \quad m \to \infty,
\]
for $m+n$ even and $n \in \mathbb{N}_0$ fixed. Hence the columns of $\mathcal{H}^{(2)}$ are square summable for $\lambda > 0$.

Second, consider the Jacobi matrix $\mathcal{J}$ determined by the sequences
\[
b_n := 0 \quad \text{and} \quad a_n := \frac{1}{2} \sqrt{(n+1)(n+2\lambda)},
\]
for $n \in \mathbb{N}_0$. By setting $\kappa_n = (-1)^n(n+2\lambda)/2$ in (17), one obtains the equation
\[
(m - (-1)^{m+n} n) h_{m+n-1} - (m + 2\lambda - (-1)^{m+n}(n+2\lambda)) h_{m+n+1} = 0.
\]
When the parity of $m+n$ is distinguished, one arrives at difference equations entirely in $m+n$. This leads to two ordinary difference equations
\[
h_{2k-1} - h_{2k+1} = 0 \quad \text{and} \quad (2k-1) h_{2k-2} - (4\lambda + 2k - 1) h_{2k} = 0,
\]
where $k \in \mathbb{N}$. A solution reads
\[
h_{2k+1} = 0 \quad \text{and} \quad h_{2k} = \frac{\Gamma(k+1/2)}{\Gamma(2\lambda + k+1/2)},
\]
for $k \in \mathbb{N}$.

Further, it follows from (40) that the weights read
\[
w_n = (-1)^{(n-1)/2} \sqrt{\frac{\Gamma(n+2\lambda)}{n!}},
\]
for $n \in \mathbb{N}_0$, where we chose $w_0 := \sqrt{\Gamma(2\lambda)}$. Using the obtained formulas (41) and (42), $w_n w_m h_{m+n}$ coincides with $\mathcal{H}^{(2)}_{m,n}$ for all $m,n \in \mathbb{N}_0$. Hence $\mathcal{H}^{(2)}$ and $\mathcal{J}$ commute.

For $\lambda > 0$, put
\[
\hat{P}_n(x) := \left( \frac{\Gamma(2\lambda) n!}{\Gamma(n+2\lambda)} \right)^{1/2} P_n^{(\lambda)} \left( x; \frac{\pi}{2} \right), \quad n \in \mathbb{N}_0,
\]
and $\hat{P}_0(x) := 0$, where $P_n^{(\lambda)}$ are the Meixner–Pollaczek polynomials [4]. The three-term recurrence relation for the Meixner–Pollaczek polynomials [9, Eq. 9.7.3] yields
\[
\sqrt{n+1} (a+2\lambda) \hat{P}_{n+1}(x) - 2x \hat{P}_n(x) + \sqrt{n(n+1+2\lambda)} \hat{P}_{n-1}(x) = 0,
\]
for $n \in \mathbb{N}_0$. Thus, the vector $(\hat{P}_0(x), \hat{P}_1(x), \hat{P}_2(x), \ldots)$ is a formal eigenvector of the Jacobi matrix $\mathcal{J}$ corresponding to the eigenvalue $\pi$. Furthermore, since $\mathcal{J}$ is proper by Carleman’s condition, $\{\hat{P}_n \mid n \in \mathbb{N}_0\}$ is an orthonormal basis of $L^2(\mathbb{R}, d\mu)$ with
\[
\frac{d\mu}{dx}(x) = \frac{2^{2\lambda-1}}{\pi \Gamma(2\lambda)} |\Gamma(\lambda + ix)|^2, \quad x \in \mathbb{R},
\]
where the measure $\mu$ was deduced from the orthogonality relation for the Meixner–Pollaczek polynomials [9, Eq. 9.7.2].
Proof. It follows that
\[ h(\lambda, \xi) \int_0^\infty \frac{e^{-i\xi t} - 1}{1 + e^{-2\xi t}} \, dt = 0, \]
where we have used formulas (11), (12), and (13). This time, the right-hand side of (15) cannot be readily simplified by using a generating function for the Meixner–Pollaczek polynomials. Nevertheless, it can be expressed in terms of the Gamma function as shows the next statement.

Lemma 15. For \( x \in \mathbb{R}, \lambda > 0, \) and \( h \) defined in (15), one has
\[ h(x) = \frac{2^{2\lambda-1}}{\Gamma(2\lambda)} |\Gamma(\lambda + ix)|^2. \]

Consequently, \( h(\mathbb{R}) = (0, h(0)]. \)

Proof. For \( \phi = \pi/2, \) the generating function (32) gets the form
\[ \sum_{n=0}^{\infty} P_n(\xi, \lambda, \phi) x^n = (1 - i\xi)^{-\lambda + ix} (1 + i\xi)^{-\lambda - ix}. \]

It follows that
\[ \sum_{n=0}^{\infty} (-1)^n P_n(\lambda) \left( x, \frac{\pi}{2} \right) i^n = (1 - i\xi)^{-\lambda + ix} (1 + i\xi)^{-\lambda - ix}. \]

for \( \xi \in \mathbb{R}, |\xi| < 1, \) where
\[ g(\xi) := (1 + \xi)^{-\lambda + ix} (1 - \xi)^{-\lambda - ix}. \]

By using elementary properties of the Beta and the Gamma function, one obtains
\[ \int_{-1}^{1} \xi^{2n} (1 - \xi)^{2\lambda - 1} d\xi = B(2\lambda, n + 1/2) = \frac{\Gamma(2\lambda)\Gamma(n + 1/2)}{\Gamma(n + 2\lambda + 1/2)}, \]
\[ \text{for } \lambda > 0 \text{ and } n \in \mathbb{N}_0. \]

Thus, recalling (45), we can multiply (46) by \( (1 - \xi^2)^{2\lambda - 1} \) and integrate with respect to \( \xi \) from \( -1 \) to \( 1 \) getting
\[ h(x) = \int_{-1}^{1} (1 - \xi^2)^{2\lambda - 1} \Re g(\xi) d\xi = 2 \Re \int_{0}^{1} (1 + \xi)^{\lambda - 1 + ix} (1 - \xi)^{\lambda - 1 - ix} d\xi. \]

The interchange of the integral and the sum can be justified by Fubini’s theorem. Indeed, for any \( x \in \mathbb{R} \) and \( \lambda > 0, \) there exists a constant \( C_{\lambda,x} > 0 \) such that
\[ \left| P_n(\lambda) \left( x, \frac{\pi}{2} \right) \right| \leq C_{\lambda,x} n^{\lambda - 1} \]
which follows from the asymptotic behavior of the Meixner–Pollaczek polynomials
\[ P_n(\lambda) \left( x, \frac{\pi}{2} \right) = n^{\lambda - 1} \Re \left( \frac{2^{1-\lambda - ix}}{\Gamma(\lambda - ix)} n^{\lambda - 1} \right) (1 + o(1)), \quad \text{as } n \to \infty, \]
see [7] p. 172]. Now, it is clear that
\[ \sum_{n=0}^{\infty} \left| P_n(\lambda) \left( x, \frac{\pi}{2} \right) \right| \int_{-1}^{1} \xi^{2n} (1 - \xi^2)^{2\lambda - 1} d\xi \leq C_{\lambda,x} 2^{2\lambda - 1} \Gamma(2\lambda) \sum_{n=0}^{\infty} n^{\lambda - 1} \frac{\Gamma(n + 1/2)}{\Gamma(n + 2\lambda + 1/2)} < \infty, \]
\[ \text{since } \frac{\Gamma(n + 1/2)}{\Gamma(n + 2\lambda + 1/2)} = n^{-2\lambda}(1 + o(1)), \quad \text{as } n \to \infty, \]
by Stirling’s formula.

Next, we further rewrite the integral on the right-hand side of (48) by substituting for \( \xi = \tanh(t) \) that results in the expression
\[ h(x) = 2 \int_{0}^{\infty} \frac{\cos(2xt)}{\cosh^{2\lambda}(t)} \, dt. \]
The above integral can be simplified with the aid of the identity [6] Eq. 3.985 ad 1
\[
\int_0^\infty \frac{\cos(\alpha t)}{\cosh^2(\beta t)} dt = \frac{2^{\nu-2}}{\beta \Gamma(\nu)} \Gamma \left( \frac{\nu + i a}{2\beta} \right) \Gamma \left( \frac{\nu - i a}{2\beta} \right),
\]
where \( \Re \beta > 0, \Re \nu > 0, \) and \( a > 0, \) which yields [40].

Since, for all \( \lambda > 0 \) and \( x \in \mathbb{R}, \) one has [5] Eq. 5.6.6
\[
0 < |\Gamma(\lambda + i x)| \leq \Gamma(\lambda)
\]
and
\[
\lim_{x \to \pm \infty} \Gamma(\lambda + i x) = 0
\]
by [33], it follows that \( h(\mathbb{R}) = (0, h(0)]. \)

Formulas [13], [44] and [40] are those stated in Theorem 2, which were to be proven. It remains to show that the matrix \( H^{(2)} \) is proper. To this end, we may again verify the condition (24) for \( h \) given by (44) and (46). The verification is a straightforward use of the asymptotic formula (33).

It is a consequence of the formula (44) and Lemma 15 that the operator \( H^{(2)} \) has the spectrum
\[
\text{spec} \left( H^{(2)} \right) = \text{spec}_{ac} \left( H^{(2)} \right) = h(\mathbb{R}) = [0, h(0)],
\]
where
\[
h(0) = \| H^{(2)} \| = 2^{2\lambda - 1} \frac{\Gamma^2(\lambda)}{\Gamma(2\lambda)} = \frac{\sqrt{\pi} \Gamma(\lambda)}{\Gamma(\lambda + 1/2)}.
\]
The last equality holds due to the identity [5] Eq. 5.5.5
\[
\Gamma(2z) = \frac{2^{2z-1}}{\sqrt{\pi}} \Gamma(z) \Gamma(z + 1/2).
\]

4.2.1. Proof of Corollary 3
Since \( H^{(2)}_{m,n} = 0 \) if \( m + n \) is odd, the orthogonal decomposition
\[
\ell^2(\mathbb{N}_0) = \ell^2(2\mathbb{N}_0) \oplus \ell^2(2\mathbb{N}_0 + 1)
\]
is \( H^{(2)} \)-invariant. Consider another orthogonal decomposition of \( L^2(\mathbb{R}, d\mu) \) as an orthogonal sum of the subspaces of even and odd functions,
\[
L^2(\mathbb{R}, d\mu) = L^2_{\text{even}}(\mathbb{R}, d\mu) \oplus L^2_{\text{odd}}(\mathbb{R}, d\mu).
\]
Note that the unitary mapping \( U : \ell^2(\mathbb{N}_0) \to L^2(\mathbb{R}, d\mu) : e_n \mapsto \hat{P}_n \) maps \( \ell^2(2\mathbb{N}_0) \) onto \( L^2_{\text{even}}(\mathbb{R}, d\mu) \) and \( \ell^2(2\mathbb{N}_0 + 1) \) onto \( L^2_{\text{odd}}(\mathbb{R}, d\mu) \) since the polynomial \( \hat{P}_n \) is even or odd if and only if the index \( n \) is even or odd, respectively. Moreover, one can make use of the natural unitary equivalence of both \( L^2_{\text{even}}(\mathbb{R}, d\mu) \) and \( L^2_{\text{odd}}(\mathbb{R}, d\mu) \) with \( L^2((0, \infty), d\mu) \). Restricting \( H^{(2)} \) to \( \ell^2(2\mathbb{N}_0) \) and \( \ell^2(2\mathbb{N}_0 + 1) \) yields Corollary 3.

4.3. Proof of Theorem 5 and Corollary 4.
First, an application of the Stirling formula implies
\[
\mathcal{H}^{(3)}_{m,n} = (-1)^m (m-1/2 + n-1/2) \frac{\pi^{1/4}}{\sqrt{\pi^n}} 2^{-m+n+\frac{1}{2}} n^{-\frac{1}{2}} m^{-\frac{1}{2}}, \quad \text{as } m \to \infty,
\]
for \( m + n \) even and \( n \in \mathbb{N}_0 \) fixed. Consequently, columns of \( \mathcal{H}^{(2)} \) represent square summable sequences.

Define \( \mathcal{J} \) by putting
\[
b_n := 0 \quad \text{and} \quad a_n := \sqrt{(n+1)/2},
\]
for \( n \in \mathbb{N}_0 \). With this setting and putting \( \kappa_n := (-1)^n/\sqrt{2} \) in [17], one arrives at the equation
\[
(m - (-1)^{m+n} n) h_{m+n-1} - (1 - (-1)^{m+n}) h_{m+n+1} = 0.
\]
Distinguishing between the parities of \( m + n \), one obtains difference equations entirely in \( m + n \) that take the form
\[
h_{2k-1} = 0 \quad \text{and} \quad (2k-1)h_{2k-2} - 2h_{2k} = 0,
\]
where \( k \in \mathbb{N} \). A solution is
\[
h_{2k+1} = 0 \quad \text{and} \quad h_{2k} = \Gamma(k + 1/2),
\]
(49)
for \( k \in \mathbb{N} \). Next, by using (19), one gets

\[
w_n = (-1)^{n(n-1)/2} \frac{1}{\sqrt{n!}},
\]

for \( n \in \mathbb{N}_0 \), where we took \( w_0 := 1 \). The resulting weighted Hankel matrix with elements \( w_n w_m h_{n,m} \) coincides with \( \mathcal{H}^{(3)} \) and thus \( \mathcal{H}^{(3)} \) commutes with \( \mathcal{J} \).

By using the three-term recurrence for Hermite polynomials [9, Eq. 9.15.3], one verifies that

\[
\sqrt{n + 1} \hat{P}_{n+1}(x) - \sqrt{2n} \hat{P}_n(x) + \sqrt{n} \hat{P}_{n-1}(x) = 0, \quad n \in \mathbb{N}_0,
\]

where

\[
\hat{P}_n(x) := \frac{1}{2^n n!} H_n(x), \quad n \in \mathbb{N}_0,
\]

and \( \hat{P}_{-1}(x) := 0 \). Consequently, the vector \((\hat{P}_0(x), \hat{P}_1(x), \hat{P}_2(x), \ldots)\) is a formal eigenvector of the Jacobi matrix \( \mathcal{J} \) corresponding to the eigenvalue \( x \). In addition, \( \{\hat{P}_n \mid n \in \mathbb{N}_0\} \) is an orthonormal basis of \( L^2(\mathbb{R}, d\mu) \), where

\[
\frac{d\mu}{dx}(x) = \frac{1}{\sqrt{\pi}} e^{-x^2}, \quad x \in \mathbb{R},
\]

is the density of the measure of orthogonality for the Hermite polynomials [9, Eq. 9.15.2].

As far as the function \( h \) is concerned, we have

\[
h(x) = \sum_{n=0}^{\infty} \mathcal{H}^{(3)}_{n,n} \hat{P}_n(x) = w_0 \sum_{n=0}^{\infty} w_n h_n \hat{P}_n(x) = \sum_{n=0}^{\infty} \frac{(-1)^n}{2^n (2n)!} \Gamma\left(n + \frac{1}{2}\right) H_{2n}(x),
\]

where the formulas (19), (31), and (32) were used. Since \( H_n(-x) = (-1)^n H_n(x) \) and \( \Gamma(n + 1/2) = \sqrt{\pi} 2^{-2n} (2n)! / n! \), the above expression for \( h \) can be rewritten as

\[
h(x) = \sqrt{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2^n (2n)!} H_{2n}(x) = \frac{\sqrt{\pi}}{2} \sum_{n=0}^{\infty} \frac{i^n}{2^{n/2} [n/2]!} (H_n(x) + H_n(-x)) = \sqrt{2\pi} e^{-x^2}, \quad n \in \mathbb{N}_0
\]

where \([n/2]\) denotes the floor of \( n/2 \). The last equality holds due to the generating function formula [9, Eq. 9.15.14]

\[
\sum_{n=0}^{\infty} \frac{t^n}{[n/2]!} H_n(x) = \frac{1 + 2xt + 4t^2}{(1 + 4t^2)^{3/2}} \exp\left(\frac{4x^2t^2}{1 + 4t^2}\right).
\]

The obtained formulas (31), (52), and (53) for \( \hat{P}_n \), \( h \), and \( \mu \) coincide with those stated in Theorem 5. The verification of the condition (24) is immediate in this case and hence \( \mathcal{H}^{(3)} \) determines a unique operator \( \mathcal{H}^{(3)} \). Furthermore, one deduces from (53) and (52) that

\[
\text{spec} \left( \mathcal{H}^{(3)} \right) = \text{spec}_{ac} \left( \mathcal{H}^{(3)} \right) = h(\mathbb{R}) = [0, \sqrt{2\pi}] \quad \text{and} \quad \|\mathcal{H}^{(3)}\| = \sqrt{2\pi}.
\]

Finally, the proof of Corollary 3 is completely analogous to the proof of Corollary 3.

4.4. **Proof of Theorem 7 and Corollary 8.** Let \( N \in \mathbb{N}_0 \) and \( J \) be the \((N+1) \times (N+1)\) Jacobi matrix with diagonal and off-diagonal elements given by

\[
b_n = n(\delta + N + 1 - n) + (N - n)(n + \gamma + 1)
\]

and

\[
a_n = -\sqrt{(n + 1)(n + 1 + \gamma)(N - n)(N - n + \delta)},
\]

for \( n \in \{0, 1, \ldots, N\} \). The parameters are restricted so that both \( \gamma > -1 \) and \( \delta > -1 \).

We again use the equation (17) to find a weighted Hankel matrix commuting with \( J \) this time with the choice

\[
\kappa_n := (N - n)(N - n + \delta).
\]

It is easy to see that the equation (17) is still equivalent to the commutativity of the respective finite \((N+1) \times (N+1)\) matrices if it holds for all \( 0 \leq m < n \leq N \) and, importantly, \( a_{-1} \) as well as \( \kappa_N \) vanish. Clearly, with choices (34) and (35), \( a_{-1} = \kappa_N = 0 \).
Substituting from (54), (55), and (56) into (17), one obtains a difference equation entirely in the variable \( m + n \) after canceling the factor \( m - n \) common to all the coefficients. Putting \( k := m + n \), the resulting equation reads
\[
(2k - \delta + \gamma - 2N)h_k - (k + \gamma)h_{k-1} - (k - 2N - \delta)h_{k+1} = 0,
\]
for \( k \in \mathbb{N}_0 \). The non-constant solutions is
\[
h_n = (-1)^n(1 + \gamma)\mu(1 + \delta)_{2N-n}, \quad n \in \{0, 1, \ldots, 2N\}.
\]
(57)
According to (19), the weights are
\[
w_n = \frac{(-1)^n}{\sqrt{n!(N-n)!((1 + \gamma)\mu(1 + \delta)_{N-n})}}, \quad n \in \{0, 1, \ldots, N\},
\]
(58)
where we put \( w_0 := 1/\sqrt{N!(1 + \delta)_N} \). The weighted Hankel matrix with elements \( w_mw_nh_{m+n} \) coincides with \( H^4 \). Hence \( H^4 \) and \( J \) commute.

Recall the definition of the dual Hahn polynomials [14, 15], and put
\[
\hat{P}_n(x) := \sqrt{\frac{N!(1 + \gamma)\mu(1 + \delta)_{N-n}}{n!(N-n)!((1 + \delta)_N)}}R_n(\lambda(x); \gamma, \delta, N),
\]
(59)
for \( n \in \{0, 1, \ldots, N\} \). It follows from the three-term recurrence for the dual Hahn polynomials [9, Eq. 9.6.3] that the vector \( (\hat{P}_0(x), \hat{P}_1(x), \ldots, \hat{P}_N(x)) \) is the isometric basis of the Hilbert space \( L^2(\mathbb{R}, d\mu) \), where
\[
\mu = (1 + \delta)_{N+1}\sum_{x=0}^{N} \frac{(2x + \gamma + \delta + 1)(1 + \gamma)}{(1 + x + \gamma + \delta + 1)(1 + \delta)_{N+1}}\delta x.
\]
(60)
for \( \gamma, \delta > -1 \); see [9, Eq. 9.6.2].

Consequently, the unitary mapping \( U : \mathbb{C}^{N+1} \rightarrow L^2(\mathbb{R}, d\mu) \) defined by \( Ue_n := \hat{P}_n \), for \( n \in \{0, 1, \ldots, N\} \), diagonalizes \( J \). Concretely, \( UJU^{-1} \) acts as the multiplication operator by \( \lambda(x) \) on \( L^2(\mathbb{R}, d\mu) \). Since the spectrum of \( J \) is simple and \( H^4 \) commutes with \( J \), \( H^4 \) acts as the multiplication operator by a function \( h \) on \( L^2(\mathbb{R}, d\mu) \), where
\[
h(x) = h(x)\hat{P}_0(x) = UH^4e_0 = \sum_{n=0}^{N} H^4_n\hat{P}_n(x) = w_0\sum_{n=0}^{N} w_nh_n\hat{P}_n(x).
\]
Referring to formulas (54), (55), and (56), one gets
\[
h(x) = \frac{1}{(1 + \delta)_N}\sum_{n=0}^{N} \frac{(1 + \gamma)n(1 + \delta)_{2N-n}}{n!(N-n)!}R_n(\lambda(x); \gamma, \delta, N).
\]
(61)
Surprisingly, the above expression can be considerably simplified if \( x \in \{0, 1, \ldots, N\} \).

**Lemma 16.** For \( \gamma, \delta > -1, x \in \{0, 1, \ldots, N\} \), and \( h \) defined by (61), one has
\[
h(x) = \left( \frac{2N + \gamma + \delta + 1}{N - x} \right)
\]
(62)
**Proof.** With the aid of the identity
\[
\frac{(1 + \delta)_{2N-n}}{(1 + \delta)_N} = (-1)^{n+1}\frac{(n - 2N - \delta)_{N}}{(-N - \delta)_n}, \quad n \in \{0, 1, \ldots, N\},
\]
one can rewrite the formula (61) as
\[
h(x) = \frac{(-1)^N}{N!}\frac{d^N}{dx^N}\left|^{x=1}_{t=1} \Phi(t),
\]
(63)
where
\[
\Phi(t) := \sum_{n=0}^{N} \frac{(-N)\gamma(1 + 1)}{n!(-N - \delta)_n}R_n(\lambda(x); \gamma, \delta, N) t^{n-N-\delta-1}.
\]
Since, for \( x = 0, 1, \ldots, N \), it holds \[ Eq. 9.6.12 \]
\[
\sum_{n=0}^{N} \frac{(-N)_n (\gamma + 1)_n}{n!(\gamma - N - \delta)_n} R_n(\lambda(x); \gamma, \delta, N) t^n = (1 - t)^{x} {}_2F_1 \left( \begin{array}{c} x - N, x + \gamma + 1 \\ -\delta - N \end{array} \right),
\]
we get
\[
\Phi(t) = t^{-N-\delta-1} (1 - t)^{x} {}_2F_1 \left( \begin{array}{c} x - N, x + \gamma + 1 \\ -\delta - N \end{array} \right).
\]

Further, by differentiation and making use of the definition of the Gauss hypergeometric function, we obtain
\[
\frac{d^N}{dt^N} \bigg|_{t=1} \Phi(t) = \frac{(-1)^x N! \, d^N - x}{(N - x)! \, d^{N-x}} \left. \frac{d^{N-\delta-1}}{dt^{N-\delta-1}} {}_2F_1 \left( \begin{array}{c} x - N, x + \gamma + 1 \\ -\delta - N \end{array} \right) \right|_{t=1}
\]
\[
= (-N)_x \sum_{k=0}^{N-x} \frac{(x - N)_k (x + \gamma + 1)_k (k - 2N - \delta + x)_{N-x-k}}{k!}
\]
\[
= (-N)_x (x - 2N - \delta)_{N-x} \, {}_2F_1 \left( \begin{array}{c} x - N, x + \gamma + 1 \\ x - 2N - \delta \end{array} \right),
\]
for \( x = 0, 1, \ldots, N \). The above Gauss hypergeometric function can be evaluated by the Chu–Vandermonde identity \[5, Eq. 15.4.24\]
\[
{}_2F_1 \left( \begin{array}{c} -n \, b \\ c \end{array} \right) = \frac{(c-b)_n}{(c)_n}, \quad n \in \mathbb{N}_0,
\]
which results in the formula
\[
\frac{d^N}{dt^N} \bigg|_{t=1} \Phi(t) = (-N)_x (2N - \gamma - \delta - 1)_{N-x},
\]
for \( x \in \{0, 1, \ldots, N\} \). The combination of \[63\] and \[64\] yields the statement. \( \square \)

The formulas \[59\], \[60\] and \[62\] are those stated in Theorem \[4\]. Moreover, since \( h(x) \), for \( x \in \{0, 1, \ldots, N\} \), are eigenvalues of \( H^{(4)} \), the formula \[62\] completes the proof of Theorem \[4\].

As far as the proof of Corollary \[8\] is concerned, it suffices to note that the Hankel matrix \( G \) is the “Hankel part” of \( H^{(4)} \) meaning that \( H^{(4)} = WGW \), where \( W = \text{diag}(w_0, w_1, \ldots, w_N) \).

Consequently, one has
\[
\det G = \left( \prod_{n=0}^{N} w_n^{-2} \right) \left( \prod_{x=0}^{N} h(x) \right).
\]

By using formulas \[63\] and \[62\] and making simple manipulations, one derives the formula from the statement of Corollary \[8\] for \( \gamma, \delta > -1 \). Since both sides of the resulting identity are polynomials in \( \gamma \) and \( \delta \), the equality has to remain true for all \( \gamma, \delta \in \mathbb{C} \).

5. CONSEQUENCES FOR SPECIAL FUNCTIONS

From the obtained results, one can derive certain identities for the involved orthogonal polynomials or alternatively the hypergeometric functions. Some of them are known, some seem to be new. We list these identities in this section.

In all the studied cases, we have an operator \( H \) on \( \ell^2(\mathbb{N}) \) together with a unitary mapping
\[
U : \ell^2(\mathbb{N}_0) \to L^2(\mathbb{R}, d\mu) : e_n \to \hat{P}_n,
\]
such that \( UH U^{-1} \) is the multiplication operator by a function \( h \) on \( L^2(\mathbb{R}, d\mu) \). Consequently, one has
\[
H_{m,n} = \langle e_m, He_n \rangle_{\ell^2(\mathbb{N}_0)} = \langle \hat{P}_m, h \hat{P}_n \rangle_{L^2(\mathbb{R}, d\mu)} = \int_{\mathbb{R}} h(x) \hat{P}_m(x) \hat{P}_n(x) d\mu(x),
\]
for \( m, n \in \mathbb{N}_0 \).

We go through the list of studied weighted Hankel matrices and substitute in \[65\] for the respective matrix element on the left-hand side as well as \( h, \mu, \) and \( \hat{P}_n \) on the right-hand side. For example, making use of \[30\] and \[28\], \[31\] and also \[20\] in \[32\], one
arrives at the following integral formula for Meixner–Pollaczek polynomials after some simple manipulations:
\[
\int_0^{2\pi} e^{i(\phi - \pi)x} P_m^{(\lambda)}(x; \phi) P_n^{(\lambda)}(x; \phi)|\Gamma(\lambda + i\phi)|^2 \, dx = \frac{\pi \Gamma(m + n + 2\lambda)}{2^{m+n+2\lambda-1} \sin^{2\lambda}(2\phi) \cos^{m+n}(\phi) m! n!}, \tag{66}
\]
for \(m, n \in \mathbb{N}_0\), \(\lambda > 0\) and \(0 < \phi < \pi/3\). Since the integral on the left-hand side of (66) converges for \(0 < \phi < \pi/2\) and both sides are analytic in \(\phi\) on this interval, the identity (66) remains true for all \(\phi \in (0, \pi/2)\).

Similarly, using (53) with \(k = 1/2\) and (54), (55), (60) in (55), one gets the integral formula for Laguerre polynomials
\[
\int_0^\infty L_m^{(\alpha)}(x)L_n^{(\alpha)}(x) e^{-x} \, dx = \frac{\Gamma(m + n + \alpha + 1)}{2^{m+n+\alpha+1} m! n!}, \tag{67}
\]
for \(m, n \in \mathbb{N}_0\) and \(\alpha > -1\). The identity (67) is actually known in a more general form; see [6, Eq. 7.414 ad 4] (with \(\lambda = \mu = 1, b = 2\)). Next, substituting from (53) and (57), (59), (60) and also (58) in (63), one obtains the summation formula for Meixner polynomials
\[
\sum_{x=0}^\infty \frac{\lambda x}{x!} e^{2x} M_m(x; \beta, c) M_n(x; \beta, c) = \frac{\frac{\lambda}{(1-c)^2} (1+c)^{m+n+\beta}(\beta)_m (\beta)_n}{1}, \tag{68}
\]
for \(m, n \in \mathbb{N}_0\), \(\beta > 0\) and \(c \in (0, 1)\).

Further, (4), (8), (44), (10) used in (63) yields
\[
\int_0^\infty \frac{P_m^{(\lambda)}(\pi/2) P_n^{(\lambda)}(\pi/2)}{m! n!} |\Gamma(\lambda + i\pi/2)|^4 \, dx
= (-1)^{\frac{m+1}{2} + \frac{n+1}{2}} \frac{\pi \Gamma(2\lambda)\Gamma(2\lambda + m)\Gamma(2\lambda + n)\Gamma((m + n + 1)/2)}{4^{2\lambda-1} m! n! \Gamma(2\lambda + (m + n + 1)/2)}, \tag{69}
\]
for \(m, n \in \mathbb{N}_0\) such that \(m + n\) is even and \(\lambda > 0\). Since the parity of the polynomial \(P_n^{(\lambda)}(\cdot; \pi/2)\) equals the parity of the index \(n\), the integral on the left-hand side of (68) is clearly vanishing if \(m + n\) is odd.

The third Hankel matrix (10) and formulas (51), (52) and (53) used in (65) yields the integral formula for Hermite polynomials
\[
\int_0^{\infty} e^{-2x^2} H_m(x) H_n(x) \, dx = (-1)^{\frac{m+1}{2} + \frac{n+1}{2}} 2^{(m+n+1)/2} \Gamma\left(\frac{m + n + 1}{2}\right), \tag{69}
\]
for \(m, n \in \mathbb{N}_0\) such that \(m + n\) is even. The integral in (69) obviously vanishes if \(m + n\) is odd. The identity (69) is known, see [9, Eq. 7.374 ad 2].

Lastly, the finite weighted Hankel matrix (13) and corresponding formulas (59), (60) and (62) used in (65) lead to the following identity for dual Hahn polynomials:
\[
\sum_{x=0}^N \frac{(2N + \gamma + \delta + 1)}{N - x} \frac{(2x + \gamma + \delta + 1)(1 + \gamma)_x}{(1 + x + \gamma + \delta)(1 + \gamma)_x(N - x)!} \times R_m(\lambda(x); \gamma, \delta, N) R_n(\lambda(x); \gamma, \delta, N) = \frac{(1 + \gamma)(1 + \delta) 2N - m - n}{(N)!^2 (1+\gamma)_m(1+\delta)_n (1+\gamma)_n(1+\delta)_n N^{-m-n}},
\]
for \(m, n \in \{0, 1, \ldots, N\}\), \(N \in \mathbb{N}_0\) and \(\gamma, \delta > -1\), where \(\lambda(x) = x(x + \gamma + \delta + 1)\).

Yet another corollary of Theorem 7 yields quite interesting identities with binomial coefficients. Namely, denoting \(\lambda_0, \lambda_1, \ldots, \lambda_N\) the eigenvalues of \(H^{(4)}\), the equality
\[
\text{Tr} H^{(4)} = \sum_{x=0}^N \lambda_x \tag{70}
\]
implies the identity
\[
\sum_{m=0}^N \frac{2m + \gamma}{m} \frac{2N - 2m + \delta}{N - m} = \sum_{x=0}^N \frac{2N + 1 + \gamma + \delta}{x},
\]
for $N \in \mathbb{N}_0$ and $\gamma, \delta > -1$. Second, the equality

$$\text{Tr} \left( H^{(1)} \right)^2 = \sum_{x=0}^{N} \lambda_x^2$$

(71)

means that

$$\sum_{m,n=0}^{N} \binom{m+n+\gamma}{m} \binom{m+n+\gamma}{n} \binom{2N-m-n+\delta}{N-m} \binom{2N-m-n+\delta}{N-n}$$

$$= \sum_{x=0}^{N} \binom{2N+1+\gamma+\delta}{x}^2,$$

for $N \in \mathbb{N}_0$ and $\gamma, \delta > -1$.

Finally, let us remark that the infinite analogues of the formulas (41) and (42), i.e., the Lidskiĭ theorem and a formula for the Hilbert–Schmidt norm, hold for trace class operators and hence can be also applied to $H^{(1)}$ in the case when $0 < k < 1/2$. However, by using the spectral properties summarized in Theorem 1, case (iii), one obtains nothing but special cases of the well-known identity [5, Eq. 15.4.18]

$$\sum_{x=0}^{N} \binom{2N+1+\gamma+\delta}{x}^2.$$
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