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Abstract
In environmental studies, regression analysis is frequently performed. The classical approach is the ordinary least squares method which consists in minimizing the sum of the squares of the residuals. However, this method relies on strong assumptions that are not always satisfied. In environmental data, the response variable often contains outliers and errors can be heteroscedastic. This can have significant effects on parameter estimation. To solve this problem, the weighted M-estimation was developed. It assumes a parametric function for the variance, and, estimates alternately and robustly, mean and variance parameters. However, this method is limited to the independent errors case, and is not applicable to time series data. Therefore, we introduce a new estimation procedure which adapts the weighted M-estimation to environmental time series data, while selecting optimal value for the tuning parameter present in the M-estimation. We compare the efficiency of our procedure on simulated data to other usual regression methods. Our estimation procedure outperforms the other methods providing estimates with lower biases and mean squared errors. Finally, we illustrate the proposed method using an air quality dataset from Beijing. This method has been implemented in the R package RlmDataDriven.

Keywords Heteroscedasticity · Model selection · Robust estimation · Temporal correlations

1 Introduction

In environmental modelling, pure homoscedasticity is uncommon. For example, residuals of hydrological [8], or air pollution models [27], are usually heteroscedastic. Ignoring this problem and performing an ordinary least squares method would result in regression parameters with biased covariance matrix and hence would lead to erroneous inference.

One method to deal with this biased covariance matrix is to use the White estimator [26] which provides a heteroscedasticity consistent covariance matrix. In case of a time series, the Newey-West estimator [18] can provide heteroscedasticity and an autocorrelation-consistent covariance matrix. Both of these methods account for heteroscedasticity but do not give information on the variability of the data generation process.

Another approach to cope with heteroscedasticity is to perform a weighted analysis, where the assumed underlying model is:

\[ y_i = x_i^T \beta + \sigma_i \epsilon_i, \]

with \( y_i \) the observed response, \( x_i \) the associated covariates, \( \beta \) the vector containing the parameters to be estimated, \( \epsilon_i \) the independently and identically distributed error terms with mean 0, and unknown symmetric distribution function and \( \sigma_i \) the term accounting for heteroscedasticity. Usually, a parametric function is assumed for this term [1, 4, 7, 9]. It can be a power function of the mean as proposed by Box et al. [3]: \( \sigma_i = \phi |x_i^T \beta|^\gamma \) or some functions of the covariates. Parameters in the variance function are not known and have to be estimated by the maximum likelihood method.
Estimation of parameters in models exhibiting heterogeneous variance is performed by an iterative procedure. A preliminary estimate of mean parameters is obtained by the least squares method. Residuals of this model are then used to estimate variance parameters. Finally, a weighted least squares method is performed with the estimated variance as weight. Unlike White and Newey-West methods, modeling heterogeneous variance enables one to get better estimates for the mean parameters and also to gain information on the variability of the data generation process [7, 9].

Such as least squares method, the estimation method for heteroscedastic models has a low breakdown point of 1/n, meaning that only one outlier in the observed response can have a large effect on the estimation of the mean parameters [21, 24, 28]. The estimation of the variance parameter is also affected as maximum likelihood methods are very sensitive to outliers [9, 22].

In practice, outliers are prevalent in the environmental dataset. They can be found in both response variable and covariates but, in this work, our interest lies only in outliers that are present in the response variable. In the presence of outliers, robust methods must be applied. They aim to produce reliable estimates that are not seriously affected by outliers, extreme values, or small deviations from model assumptions [13].

When both heteroscedasticity and outliers are present in regression analysis, one can use the method described by Carroll et al. [4]. This iterative method allows one to robustly estimate mean and variance parameters. For the mean parameters, they perform a weighted M-estimation with variance as weight. M-Estimation is a robust method which consists in minimizing a loss function that is slowly varying for abnormal residuals instead of squared residuals [25]. This loss function is controlled by a tuning parameter c which "regulates the amount of robustness" [11]. For the variance, they assume a parametric function for Huber’s loss function is 1.345 to ensure 95% asymptotic relative efficiency when data are normally distributed. More examples of loss functions can be found in Wang et al. [24, 25].

\[ \rho(u) = \begin{cases} \frac{1}{2}u^2 & \text{if } |u| \leq c \\ \frac{1}{2}c^2 & \text{if } |u| > c \end{cases} \]

Here, c is a tuning parameter chosen between 0 and 3, which controls the degree of robustness. Default value for Huber’s function is 1.345 to ensure 95% asymptotic relative efficiency when data are normally distributed.

Taking derivatives of (2) leads to the following estimating equation of \( \beta \):

\[ U(\beta) = \sum_{i=1}^{n} \left( \frac{x_i}{\hat{\sigma}_i} \right) \psi \left( \frac{y_i - x_i^T \beta}{\hat{\sigma}_i} \right) = 0, \]
where $\psi(x) = \min\{c, \max\{x, -c\}\}$ is the derivative of Huber's loss function.

To solve this estimating equation, one can rewrite $U(\beta)$ as:

$$U(\beta) = \sum_{i=1}^{n} x_i W_i r_i = 0,$$

dependent weights $W_i$, the robust estimator $\hat{\beta}$ can be obtained by the following formula:

$$\hat{\beta} = \left\{ \sum_{i=1}^{n} x_i W_i x_i^T \right\}^{-1} \left\{ \sum_{i=1}^{n} x_i W_i y_i \right\}.$$

An iterative approach is needed as $W_i$ is a function of $\beta$ and $\alpha$. This approach is derived from the pseudolikelihood approach and consists in fixing alternatively parameters of $\gamma$ and $\sigma$. There are two commonly used robust approaches to estimating the variance conditions, the robust estimator $\hat{\sigma}$ is obtained by the iterative procedure to be described below, this $\hat{\sigma}$ will be estimated from the variance function using the previous parameter estimates for $(\phi, \gamma, \beta)$. Here, $\eta_i$ represents the resulting error which should be close to $\sigma_i \xi_i$. We fit this augmented model with the optimal value of the tuning parameter to obtain the final estimate of $\beta$.

2.4 Accounting for Temporal Correlations

So far, we have only considered the independent model, we now need to incorporate the autoregressive process of order $p$ present in the error terms. We write $\epsilon_i$ as $\sum_{j=1}^{p} (\alpha_j \epsilon_{i-j}) + \xi_i$ where $\xi_i$ are independent errors and we rewrite the model (1) as:

$$y_i = x_i^T \beta + \sum_{j=1}^{p} \alpha_j \sigma_j \epsilon_{i-j} + \sigma_i \xi_i.$$

Because the $\epsilon_i$ are unobserved, we propose to use the Pearson residuals from the initial model (1), say, $\hat{\epsilon}_i$, and we now have the following linear model with roughly independent errors:

$$y_i = x_i^T \beta + \sum_{j=1}^{p} \alpha_j \hat{\sigma}_j \hat{\epsilon}_{i-j} + \eta_i,$$

where $(\hat{\sigma}_i \hat{\epsilon}_{i-1}, \hat{\sigma}_i \hat{\epsilon}_{i-2}, \ldots, \hat{\sigma}_i \hat{\epsilon}_{i-p})$ are the augmented additional covariates including $p$ lagged residuals, and $(\beta, \alpha_1, \ldots, \alpha_p)$ are the new parameters to be estimated including $p$ lag parameters, $\hat{\sigma}_i$ is an estimate of $\sigma_i$. In the iterative procedure to be described below, this $\hat{\sigma}_i$ will be estimated from the variance function using the previous parameter estimates for $(\phi, \gamma, \beta)$. Here, $\eta_i$ represents the resulting error which should be close to $\sigma_i \xi_i$. We fit this augmented model with the optimal value of the tuning parameter to obtain the final estimate of $\beta$.

2.5 The Estimation Procedure

The complete estimation procedure is summarized in the following algorithm (the covariates do not require to be scaled or normalized):
1. Obtain an initial robust estimate \( \hat{\beta}_0 \) assuming a constant variance \( g(x^T \beta, \gamma) = 1 \) and using M-estimation with the default value of \( c \) (\( rlm \) function).

2. By fixing \( \hat{\beta} = \hat{\beta}_0 \), the robust variance parameters \((\hat{\phi}, \hat{\gamma})\) are estimated with (4) and (5) respectively.

3. By fixing the variance parameters equal to their robust estimates, we update \( \hat{\beta} \) with (3).

4. To find the best tuning parameter, the steps 2–3 are repeated for a range of \( c \) values between 0 and 3. The best tuning constant is the one which minimizes the sum of the estimated variance of the regression parameters.

5. The model is fitted using the best value of the tuning constant \( \hat{c} \) from the steps 2–3. Then, temporal correlations are added by following the procedure described previously.

3 Numerical Studies

In this section, we investigate the performance of our procedure. We compare mean bias and mean squared errors of the estimates obtained by different methods such as least squares (\( \text{lm} \) function in R), generalized least squares method (\( \text{gls} \) function from the \( \text{nlme} \) package), M-estimation with \( c = 1.345 \) (\( \text{rlm} \) function from the \( \text{MASS} \) package), the weighted M-estimation (\( \text{whm} \) function from \( \text{rlmDataDriven} \) package) with \( c = 1.345 \), and our data-driven method (\( \text{rlmDD,het} \) function from \( \text{rlmDataDriven} \) package).

For one simulation, we generate a multivariate normal dataset \((n = 500)\) using the model (1). In our case, \( x_i^T \beta = \beta_0 + \beta_1 x_{i1} \) where we fix the value of \( \beta_0 \) and \( \beta_1 \) to 10 and \( x_{1i} \) comes from a uniform distribution on \((0, 1)\). For \( \sigma_i \), we test two functions: the power function \( \sigma_1 = |x_i^T \beta|^\gamma \) with \( \gamma = 0.3 \) and the exponential function \( \sigma_2 = e^{\gamma|x_i^T \beta|} \) with \( \gamma = 0.05 \). For the term \( \epsilon_i \), we consider two cases: (i) an autoregressive process of order 1 with \( \alpha = 0.5 \) and (ii) an autoregressive process of order 2 with \( \alpha_1 = 0.5, \alpha_2 = 0.3 \). These processes can be written as follows: \( \epsilon_i = \sum_{j=1}^p \alpha_j \epsilon_{i-j} + \xi_i \) where \( \xi_i \) are independent and normally distributed errors following a standard normal distribution \( N(0, 1) \).

Two methods of contamination are considered. On the first case, a proportion of \( \lambda \) data are randomly selected as outliers. A fixed value of 10 is then added to contaminate each of these \( y_i \) values. This way of contamination is standard in literature [14].

On the second case, we sample randomly a proportion \( \lambda \) of the 50% highest values of \( x_{1i} \). For the selected \( \lambda \%), we add a value of 10 to the corresponding \( y_i \) values. By using this contamination method, we imitate a process where the chances of getting an outlier increase with the value of the explanatory variable \( x_{1i} \). In both cases, several contamination rates are tested: \( \lambda = 0\%, 5\%, 10\% \).

Table 1 shows the means and the standard errors of the estimate bias computed across all the simulations for the exponential function. The results obtained with the power function are included in the Online Supplementary Material (Table S-1).

For both cases of contamination and variance functions, average value of the data-dependent tuning constant decreases as contamination rate increases. This tuning constant has the expected behavior: as the proportion of outliers becomes larger, more values should be considered as outliers therefore the tuning constant is smaller.

For random contamination (case 1), only the estimates of \( \beta_0 \) are affected by the outliers. The mean bias observed for \( \beta_0 \) increases with the proportion of outliers for every method. However, it is less important for robust methods, especially for the proposed method. Indeed, it yields estimators with lower mean bias when outliers are present. In addition, the proposed method performs better when the autoregressive process is of order 2.

For the second case of contamination, the estimates of both \( \beta_0 \) and \( \beta_1 \) are affected by the outliers. Such as the first case, the mean biases increase with the contamination rate for every method but this phenomenon is less important for the robust methods. Even if the biases are still present, they are lower when the proposed method is used.

In terms of mean squared errors, this method provides estimates with lowest MSE for the first case of contamination. Differences in efficiency with the other methods augment with the contamination rate, reaching MSE values for \( \beta_0 \) nearly fivefold lower than the ones obtained by the least squares method (Fig. 1a).

For the second case of contamination, the weighted M-estimation seems to perform slightly better than the proposed method for the estimate of \( \beta_0 \). However, the MSE values obtained by our method are still really inferior to the ones obtained by the least squares method. For \( \beta_1 \), our method yields estimates with lowest MSE when contamination is greater than 5%.

The same observations can be drawn from the figure of the power variance function available in the Supplementary Material (Fig. S-1). In this framework, our method clearly outperforms the other approaches in terms of MSE especially for \( \beta_1 \) in case 1.

In terms of computation time, \( \text{rlmDD,het} \) (the R function for the proposed method) took an average 0.08 s to estimate the coefficients for one simulation. The \( \text{gls} \) and \( \text{whm} \) functions took an average 0.01 s. Finally, the \( \text{rlm} \) and \( \text{lm} \) functions took an average less than 0.001 s. The computation time is slightly longer with the \( \text{rlmDD,het} \) function because the function performs several estimations with different values of the tuning constant \( c \) in order to find its optimal value.
Table 1  Mean biases and associated standard errors of the estimated parameters obtained by several regression methods for the exponential variance function. Results based on 500 replications

| Case | $\sigma_i = e^{\gamma |x_i^T \beta|}$, $\gamma = 0.05$, AR(1), $\alpha = 0.5$ | $\lambda = 0\%$ | $\lambda = 5\%$ | $\lambda = 10\%$ |
|------|-----------------------------------------------------------|----------------|----------------|----------------|
|      | $\hat{\beta}_0$ | $\hat{\beta}_1$ | $\hat{\beta}_0$ | $\hat{\beta}_1$ | $\hat{\beta}_0$ | $\hat{\beta}_1$ |
| Least square | 0.01(0.01) | -0.01(0.02) | 0.49(0.01) | 0.02(0.02) | 1.01(0.02) | -0.04(0.03) |
| M-Estimatin | 0.01(0.01) | -0.01(0.02) | 0.2(0.01) | 0.03(0.02) | 0.46(0.01) | 0.04(0.02) |
| Generalized least square | 0.01(0.01) | -0.01(0.02) | 0.49(0.01) | -0.01(0.02) | 1.01(0.02) | -0.04(0.03) |
| Weighted M-estimation | -0.01(0.01) | -0.01(0.02) | 0.09(0.01) | 0.06(0.02) | 0.21(0.01) | 0.16(0.02) |
| Proposed method | 0.01(0.01) | -0.01(0.02) | 0.06(0.01) | 0.02(0.02) | 0.24(0.01) | 0.02(0.02) |
| $\hat{c}$ | 2.08 | 1.04 | 0.75 |

| Case | $\sigma_i = e^{\gamma |x_i^T \beta|}$, $\gamma = 0.05$, AR(2), $\alpha_1 = 0.5$, $\alpha_2 = 0.3$ | $\lambda = 0\%$ | $\lambda = 5\%$ | $\lambda = 10\%$ |
|------|-----------------------------------------------------------|----------------|----------------|----------------|
|      | $\hat{\beta}_0$ | $\hat{\beta}_1$ | $\hat{\beta}_0$ | $\hat{\beta}_1$ | $\hat{\beta}_0$ | $\hat{\beta}_1$ |
| Least square | 0.04(0.02) | -0.01(0.02) | 0.5(0.02) | 0.02(0.03) | 1.01(0.03) | 0.03(0.03) |
| M-Estimatin | 0.04(0.02) | -0.02(0.02) | 0.27(0.02) | 0.04(0.02) | 0.6(0.03) | 0.07(0.03) |
| Generalized least square | 0.04(0.02) | -0.01(0.02) | 0.5(0.02) | 0.03(0.03) | 1(0.03) | 0.03(0.03) |
| Weighted M-estimation | 0.05(0.02) | -0.02(0.03) | 0.16(0.02) | 0.09(0.02) | 0.34(0.03) | 0.27(0.03) |
| Proposed method | 0.03(0.02) | 0.01(0.02) | 0.09(0.02) | 0.01(0.02) | 0.3(0.03) | 0(0.03) |
| $\hat{c}$ | 1.69 | 1.04 | 0.77 |

4 Application to Air Quality Data

4.1 Context of the Application

We apply the proposed robust procedure to analyze fine particle matter (PM$_{2.5}$) concentrations from the US embassy situated in Beijing, China. Such as other China megacities, Beijing has been suffering from chronic air pollution [5]. The main constituents of this pollution are suspended particle matters under 2.5 µm of diameter, widely known as PM$_{2.5}$ [16]. Concentration of PM$_{2.5}$ is highly variable and depends on sources of emission, secondary chemical generation processes and meteorological conditions. According to numerous studies [16, 19, 29], these suspended particles affect climate, visibility, and human health in many ways.
Given the severity of the pollution and the potential hazardous effects, China’s State Council aimed to reduce the PM$_{2.5}$ pollution by at least 25% for the period 2012–2017. Our objectives are (i) to show the efficiency of our procedure on a real dataset compared with a conventional estimation method (least squares method), and (ii) to analyze the potential effect of the decision of China’s State Council on the concentration of PM$_{2.5}$. Our method is
highly desirable in this case study since the variance of PM$_{2.5}$ concentrations is not likely to be homogeneous \cite{27} and outliers may be present.

### 4.2 Regression Analysis

The hourly data come from a previous study lead by Liang et al. \cite{16} (Fig. 2). PM$_{2.5}$ concentrations were taken at the US Embassy of Beijing and meteorological measurements at the Beijing Capital Airport. Both time series covers the period from 1 January 2010 to 31 December 2014.

To evaluate changes in PM$_{2.5}$ concentration after the decision of China’s State Council, we created two new variables: policy and time policy. Both variables take the value 0 before 2012; however, policy takes the value 1 after 2012 to detect any shifts in the intercept and policy time takes the value of the time lapsed in days after 2012 to test and quantify the trend after that decision.

We modelled PM$_{2.5}$ concentration as a linear combination of the following covariates: dew point (°C), temperature (°C), atmospheric pressure (hPa), combined wind direction (3 factors), cumulated wind speed (m/s), cumulated hour of snow (mm), cumulated hour of rain (mm), time policy, policy, and seasonal patterns with $\sin$ and $\cos$ functions for the 3- and 2-year and 6-, 4-, and 3-month cycles. To facilitate the interpretation of the estimates across the covariates, the following numerical covariates have been standardized: dew point, temperature, atmospheric pressure, cumulated wind speed, cumulated hour of snow, cumulated hour of rain.

The response variable PM$_{2.5}$ is a concentration; therefore, a transformation was needed in order to avoid predictions lower than zero with the regression analysis. Two transformations were tested on the dataset: square-root and logarithm transformation (Fig. 2). For both transformations, re-transformating fitted values in original scale. Although logarithm transformation is the classical transformation for air quality data, we chose the square root transformation as it yielded slightly lower errors (Supporting information, Table S-3).

The model is fitted with least squares method by the `lm` function from R statistical software \cite{20}. The residuals versus fitted value plot (Fig. 3) indicate the presence of heteroscedasticity with larger residuals as fitted values increase. This heteroscedasticity does not lead to biased estimators but to estimators with biased covariance matrix. This could result in underestimation of standard errors, erroneous Z-values, and therefore erroneous hypothesis tests. The normal probability plot in Fig. 3 reveals that distribution of residuals is skewed, indicating the presence of outliers which may have influenced the estimation of regression parameters. Moreover, temporal correlations in the residuals have been found using the ACF and pACF plots.

In this present case, our method is highly desirable as we have the presence of heteroscedasticity, temporal correlations, and outliers.

### 4.3 Robust Regression Analysis with the Proposed Method

We fitted the same regression model to the data with the proposed method. This method has been implemented in a R function: `rlmDD_het`, available in the package `RlmDataDriven`. The R code for the presented analysis can be found in the Supporting Information file.

In the literature, we did not find previous papers or indications on how to model variance of PM$_{2.5}$ concentration; consequently, we used common variance functions for the analysis such as power or exponential functions. Hereafter, we present the result obtained by considering $\sigma_i = \phi e^{r_{i}^{1.5} \hat{\beta}}$.

First, our method chooses the best tuning constant by testing a range of values for the tuning parameter between 0 and 3. As stated earlier, the best value of $c$ will be the value that minimizes the sum of the variance of the regression parameters. For the PM$_{2.5}$ data, optimal value of the tuning parameter is found around 1.5.

Then, we use ACF and pACF plots of the robustified residuals to determine the order of the autoregressive process. The robustified residuals are defined as $\psi((y_i - \hat{x}_i^T \hat{\beta}) / \hat{\sigma}_i)$. Two significant lags are found in the pACF plot; therefore, we consider that $p = 2$ and we add two lagged terms to the regression model. The lagged terms are:

$$\alpha_1 \hat{\sigma}_i \hat{\epsilon}_{i-1} + \alpha_2 \hat{\sigma}_i \hat{\epsilon}_{i-2} + \eta,$$

where $\hat{\sigma}_i \hat{\epsilon}_{i-1}, \hat{\sigma}_i \hat{\epsilon}_{i-2}$ are lagged terms built from the initial model estimated with the best tuning constant ($\hat{c} = 1.5$) and $\eta$ is the assumed independent error term. The term $\hat{\epsilon}$ corresponds to Pearson residuals of the initial model and $\hat{\sigma}$ is the estimated variance function.

The normal probability plot (Fig. 3) of the residuals clearly illustrate that our robust procedure has taken care of outliers successfully. The residuals versus fitted values plot (Fig. 3) seems to indicate that heteroscedasticity has been lowered.

The results of both methods are listed in Table 2. In this table, the covariance matrix of the regression parameters obtained by least squares method has been estimated with the NeweyWest function (sandwich package) which gives a heteroscedasticity and autocorrelation consistent estimation of the covariance. This estimation was necessary to obtain corrected standard errors as the residuals exhibited heteroscedasticity and temporal correlations.

Our estimation method drastically reduces the variance of the parameters. It is worth noting that the covariates policy and time policy are not significantly different from 0.
**Fig. 2** Time series of the PM$_{2.5}$ concentration with different transformations. The first panel shows the raw data, the second and last ones show the square-root and logarithm transformation respectively.

**Fig. 3** Regression diagnostic plots for the least squares model (upper panel) and the proposed method (lower panel). In the residuals vs fitted values plot for the method, 6 residuals lie outside the plot area.
Yearly cycles have a significant effect on the PM concentration due to cyclical variations in meteorological conditions. In the least squares method contrary to our robust method. Years after 2011 are characterized by a positive shift in the intercept. However, coefficient of the variable time policy is slightly negative. After 1 year, this coefficient outweighs the positive shift in the intercept, meaning that the PM$_{2.5}$ concentration decreases slightly compared with that of years before 2012.

Finally, we can see in Table 2 that lagged terms are significant. This indicates that the two previous terms contribute significantly to the output and were, therefore, necessary to consider.

5 Discussion

This method is data-dependent by the optimal choice of the tuning constant and it incorporates temporal correlations by adding lagged terms in the covariates. The numerical study showed that this procedure outperforms the other usual regression methods when data are contaminated by providing more precise estimates for the mean parameters. In the application with the PM$_{2.5}$ concentration dataset, we proved that our method results in estimates with significantly lower variance compared with the ones obtained by least squares estimation, leading to better hypothesis testing. This method is well suited for environmental dataset due to the frequent presence of heterogeneity and outliers. Hyslop et al. [12] utilized Thiel-Sen robust regression to evaluate long-term trends in aerosol concentrations via the historical PM$_{2.5}$ element measurements. Van Donkelaar et al. [23] used a geographically weighted regression (GWR) statistical model to represent bias of fine PM$_{2.5}$ concentrations over North America. Knibbs et al. [15] utilized the land-use regression (LUR) to estimate PM$_{2.5}$ at continental scale and explained the most spatial variability in PM$_{2.5}$ in Australia. These three methods did not consider the heterogeneity and autoregressive errors. In the future, the proposed method could be generalized to these three models. Furthermore, the proposed method could be extended to model time series of counts by using a link function such as the

Table 2 Parameter estimates ($\beta$), their standard errors, and z-values for the least squares and proposed method. The critical region of the significance test is of the full model $|z| > 1.96$

| Parameter      | Least squares method | Proposed method with $\hat{c} = 1.5$ and $\hat{\sigma}_i = 1.03^{0.131|\beta|}$ |
|----------------|----------------------|---------------------------------------------------------------------------------------|
|                | Estimate             | Std. error | Z-value | Estimate | Std. error | Z-value |
| Intercept      | 9.378                | 0.157      | 59.765  | 8.784    | 0.018      | 493.763  |
| Dew point      | 3.214                | 0.122      | 26.446  | 2.953    | 0.011      | 268.731  |
| Temperature    | -3.978               | 0.148      | -26.945 | -3.416   | 0.013      | -260.880 |
| Pressure       | -0.882               | 0.149      | -5.909  | -0.877   | 0.011      | -77.211  |
| Chwd NE        | -1.455               | 0.104      | -13.952 | -1.117   | 0.021      | -52.428  |
| Chwd NW        | -1.716               | 0.099      | -17.284 | -1.400   | 0.018      | -77.689  |
| Chwd SE        | 0.512                | 0.081      | 6.306   | 0.666    | 0.019      | 35.685   |
| Iws            | -0.577               | 0.058      | -9.888  | -0.410   | 0.005      | -89.071  |
| Is             | -0.086               | 0.054      | -1.575  | -0.027   | 0.008      | -3.475   |
| Ir             | -0.453               | 0.039      | -11.677 | -0.380   | 0.004      | -88.028  |
| Policy         | 0.362                | 0.343      | 1.058   | 0.222    | 0.023      | 9.464    |
| Time policy    | $-7 \times 10^{-4}$  | $5 \times 10^{-4}$ | -1.373  | $-6 \times 10^{-4}$ | $3 \times 10^{-5}$ | -18.052  |
| Sin 3 years cycle | 0.547               | 0.174      | 3.155   | 0.509    | 0.010      | 48.993   |
| Cos 3 years cycle | -0.340              | 0.157      | -2.164  | -0.238   | 0.010      | -22.878  |
| Sin 2 years cycle | 0.206               | 0.133      | 1.549   | 0.345    | 0.008      | 43.472   |
| Cos 2 years cycle | 0.084               | 0.123      | 0.683   | 0.104    | 0.009      | 11.361   |
| Sin 6 months cycle | -0.342              | 0.123      | -2.776  | -0.355   | 0.008      | -42.542  |
| Cos 6 months cycle | -0.365              | 0.119      | -3.069  | -0.425   | 0.008      | -51.631  |
| Sin 4 months cycle | -0.184              | 0.120      | -1.539  | -0.038   | 0.008      | -4.722   |
| Cos 4 months cycle | -0.035              | 0.121      | -0.287  | -0.084   | 0.008      | -10.509  |
| Sin 3 months cycle | 0.032               | 0.120      | 0.263   | 0.047    | 0.008      | 5.947    |
| lag1           | /                    | /          | /       | 0.746    | 0.005      | 162.733  |
| lag2           | /                    | /          | /       | 0.102    | 0.004      | 23.260   |
generalized linear model [17]. Concerning the variance, it would be helpful to consider more flexible approaches for the estimation of the parameters and to provide guidance for choosing the most appropriate variance function for a dataset.

Supplementary Material

Online supplementary material includes:

– Table S-1: Mean biases and associated standard errors of the estimated parameters obtained by several regression methods for the power variance function.
– Table S-2: Mean Absolute Error and Root mean squared error for different transformations of PM$_{2.5}$ and different models.
– Figure S-1: Mean squared errors of the estimated parameters obtained by several regression methods for the power variance function.
– Page 4: Information on the dataset with downloading link and indications on the different steps to tidy the dataset before analyzing it.
– The R script used to obtain the results in the application section.
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