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Purpose: Test–retest variability in perimetry consists of short-term and long-term components, both of which impede assessment of progression. By minimizing and quantifying the algorithm-dependent short-term variability, we can quantify the algorithm-independent long-term variability that reflects true fluctuations in sensitivity between visits. We do this at locations with sensitivity both < 28 dB (when the stimulus is smaller than Ricco’s area and complete spatial summation can be assumed) and > 28 dB (when partial summation occurs).

Methods: Frequency-of-seeing curves were measured at four locations of 35 participants with glaucoma. The standard deviation of cumulative Gaussian fits to those curves was modeled for a given sensitivity and used to simulate the expected short-term variability of a 30-presentation algorithm. A separate group of 137 participants was tested twice with that algorithm, 6 months apart. Long-term variance at different sensitivities was calculated as the LOESS fit of observed test–retest variance minus the LOESS fit of simulated short-term variance.

Results: Below 28 dB, short-term variability increased approximately linearly with increasing loss. Long-term variability also increased with damage below this point, attaining a maximum standard deviation of 2.4 dB at sensitivity 21 dB, before decreasing due to the floor effect of the algorithm. Above 30 dB, the observed test–retest variance was slightly smaller than the simulated short-term variance.

Conclusions: Long-term and short-term variability both increase with damage for perimetric stimuli smaller than Ricco’s area. Above 28 dB, long-term variability constitutes a negligible proportion of test–retest variability.

Translational Relevance: Fluctuations in true sensitivity increase in glaucoma, even after accounting for increased short-term variability. This long-term variability cannot be reduced by altering testing algorithms alone.

Introduction

In clinical care for patients with glaucoma, accurately measuring the rate at which the patient’s functional loss is progressing is vital for making appropriate treatment decisions.¹ Many eyes progress slowly, whereas a few progress rapidly enough that the patient is at risk of visual impairment or blindness within their expected lifespan.² However, the crucial task of measuring this rate is hampered by the substantial test–retest variability of standard automated perimetry.³,⁴ Thus, accurate rate measurements require either very frequent testing⁵ (which is inconvenient for patients and resisted by payers) or long follow-up durations⁶ (during which more disease progression toward blindness may have occurred). In order to reduce this variability and hence aid assessment of progression, it is essential to actually understand the sources of the variability. This understanding can guide efforts to optimize testing and also uncover upper bounds on the theoretically achievable repeatability for a perfect observer.⁷ There are two main types of variability that affect visual field measurements: short term and long term.⁸,⁹ Short-term variability is generally understood to represent the test–retest variability within a single session, which perimetric techniques and algorithms can seek to minimize. We hypothesize that there is
also substantial long-term variability, which would remain even with a perfectly repeatable test and that its magnitude may be affected by disease severity.

We define short-term variability as the variance of sensitivity estimates that would be expected from repeated testing on a single test session, using two identical, independent, interleaved testing algorithms (i.e., equalizing factors such as fatigue and alertness so the difference between the two sensitivity estimates can be attributed to natural response variability). Clearly this short-term variability is dependent on the testing algorithm used. Thus, we first measured frequency-of-seeing curves (i.e., psychometric function) using the method of constant stimuli. The detection threshold in clinical perimetry is defined as the contrast at which the subject responds to 50% of stimulus presentations, and contrast sensitivity is the reciprocal of this contrast. However, stimulus detection is dependent on the number of discrete neural spikes produced by retinal ganglion cells within a short window of time. The exact timing of spikes, and so the number within that window, varies even when identical visual stimuli are presented. Hence, the frequency-of-seeing curve is not a step function but a gradual sigmoidal increase in response probability with contrast, which can be fit by, for example, a cumulative Gaussian distribution. We can then derive not only an accurate measurement of contrast sensitivity but also the standard deviation (SD) of this fitted cumulative Gaussian distribution, a measure of response variability. This allows us to predict the short-term variability for any chosen testing algorithm, for a given “true” underlying sensitivity, by repeated simulated runs of the algorithm. Notably, this SD (and hence the short-term variability) increases markedly at locations with lower sensitivity.

We define long-term variability as the variance in the true sensitivity between days (i.e., as if it were measured using a perfect testing algorithm with no measurement variability and zero short-term variability). Some previous studies have defined long-term variability simply as the test–retest variability with a gap of weeks or months between the tests. By our definitions, the total test–retest variance from patient data equals the sum of the short-term and long-term variances, which are independent of one another. There are various sources of long-term variability, such as time of year, time of day, technician experience, and level of fatigue at the time of testing. It has been shown that variability between fields taken annually is greater than variability between fields taken weekly, suggesting the presence of longer term fluctuations in true function rather than just the effect of test reliability on a given day. That study also suggested an increase in long-term variability with glaucomatous damage, raising the possibility of underlying variations in true disease status (not just testing variability).

Recently, research has revealed that certain characteristics of sensitivity estimates from standard automated perimetry, including variability, fundamentally change when sensitivity falls below a certain level. In most healthy eyes, the size III stimulus that is used in most clinical care is larger than Ricco’s area of complete spatial summation. This means that partial spatial summation occurs; if stimulus area is doubled, the detection threshold (the reciprocal of contrast sensitivity) will decrease but by less than half. In glaucoma, as sensitivity decreases, Ricco’s area enlarges. When sensitivity is below around 28 dB, the size III stimulus has been found to be smaller than Ricco’s area at most locations, and complete spatial summation occurs. As long as the stimulus area stays within Ricco’s area, doubling the stimulus area will halve the detection threshold. It has been suggested that using stimuli smaller than Ricco’s area will increase the signal-to-noise ratio of perimetry. It has also been suggested that, when stimuli are larger than Ricco’s area, variability increases much less than when stimuli are smaller than Ricco’s area. Therefore, it becomes important to quantify and to better understand the causes of variability both above and below this level of damage, with the realization that the relation between sensitivity and variability may not be homogeneous.

In order to quantify the underlying long-term variability, we need to first quantify the short-term variability. Then, the long-term variance (i.e., the square of the SD) over an extended time interval equals the test–retest variance over that interval minus the short-term variance. In Experiment 1, by reanalysis of data from a previous experiment, we determined the average standard deviation of a frequency-of-seeing curve for a given contrast sensitivity in patients with glaucoma. This builds on the work of Henson et al. to include more severely damaged locations; extrapolating their model to <10 dB, beyond their measurements, produces unrealistically high predictions of variability. We also extended the results to include testing with a larger size V (1.72° diameter) stimulus, which has been reported to reduce variability. In Experiment 2, we determined the test–retest variability of a custom-written, high-accuracy testing algorithm on a separate group of patients with suspected or confirmed glaucoma. This algorithm minimizes short-term variability by using 30 stimulus presentations per location, compared with around five per location in the Swedish Interactive Thresholding Algorithm (SITA) Standard algorithm, and
by using size V stimuli. In Experiment 3, the short-term variability for our high-accuracy algorithm was predicted from simulations, using results from Experiment 1. By both minimizing the short-term variability and predicting the remaining short-term variability, we aimed to accurately characterize the long-term variability at different severities of glaucomatous damage. This can lead to improved understanding of the causes of that variability, in addition to informing the development of improved diagnostic testing.

**Methods**

**Experiment 1. Characterizing Short-Term Variability**

The first part of the study aimed to quantify and characterize short-term variability at different levels of glaucomatous loss by measuring frequency-of-seeing curves. For this, data were taken from a previously published study, and full details of the experiment have been reported. In brief, 35 participants with moderate to severe primary open-angle glaucoma, as determined by their clinician, were recruited from the Devers Eye Institute glaucoma clinic. For eligibility, participants were required to have two or more non-adjacent visual field locations with sensitivities between 6 and 18 dB on both of their two most recent clinical visits (Humphrey Field Analyzer with 24-2 test pattern, size III stimulus, and SITA Standard algorithm; Carl Zeiss Meditec, Dublin, CA). Four test locations were chosen for testing, including at least two with significantly reduced sensitivity that remained ≥ 6 dB (i.e., not perimetrically blind), with the four locations spaced around the visual field in all four quadrants to promote stable fixation during testing. Frequency-of-seeing curves were measured at each location for both size III and size V stimuli using the method of constant stimuli on an Octopus perimeter (Haag-Streit, Köniz, Switzerland) via the Open Perimetry Initiative interface. For the size III stimulus, seven contrasts were selected for testing at 3-dB intervals centered at the perimetric sensitivity (the mean at that location over the last two clinical visual field tests). For the size V stimulus, the contrasts tested were 4 dB higher, because increasing the stimulus area is expected to increase sensitivity. At the two most damaged locations of the four selected for a given eye, the highest contrast stimulus to be tested was always set to 3.7 dB, the greatest contrast presentable by the Octopus perimeter. For each stimulus size, 35 presentations were made per contrast level per location, split into five runs to reduce fatigue, with runs alternating between size III and size V stimuli. All protocols were approved and monitored by the Legacy Health Institutional Review Board and adhered to the Health Insurance Portability and Accountability Act of 1996 and the tenets of the Declaration of Helsinki. All participants provided written informed consent when all of the risks and benefits of participation had been explained to them.

For each location and each stimulus size, the proportion seen at each contrast was calculated. A cumulative Gaussian curve was fit to the frequency-of-seeing data, where Proportion = \( FP + (Max - FP) \times \Phi[(Contrast - Mid)/SD] \). Here, \( FP \) represents the false-positive rate, as measured from 50 blank presentations interspersed within the runs; \( \Phi \) represents a cumulative Gaussian distribution function, such that \( \Phi(-\infty) = 0, \Phi(0) = 0.5, \) and \( \Phi(\infty) = 1 \); and \( Max \) represents the stimulus contrast for that presentation. The remaining three parameters are fit by constrained maximum likelihood estimation. \( Mid \) represents the midpoint of the curve and is constrained to be ≥ –10 dB (to ensure algorithmic convergence); \( SD \) represents the standard deviation of the curve, constrained to be ≥ 0 dB; and \( Max \) represents the maximum response rate to an arbitrarily high contrast stimulus. Conventionally, this would be assumed to equal 100% minus the false-negative rate, but we have previously shown that this asymptotic maximum can be well below 100% at damaged locations. From this equation, the perimetric contrast sensitivity was calculated using the conventional definition in clinical perimetry—namely, the contrast giving 50% response probability (this would exactly equal \( Mid \) if and only if \( Max = 100\% - FP \)). All analyses were performed using the statistical programming language R 4.0.3 (R Foundation for Statistical Computing, Vienna, Austria).

Next, for each location and stimulus size, 500 simulated frequency-of-seeing curves were generated, with individual stimulus responses simulated by randomly sampling from a binomial distribution with probability equal to the observed response probability at that contrast. The same fitting procedure was used to determine the simulated sensitivity and standard deviation. Simulated curves with sensitivity > 40 dB, sensitivity < –10 dB, or standard deviation > 40 dB were omitted. The intra-location variances were then calculated for sensitivity, SD, and log(SD), as a metric of the expected measurement error of each parameter. The variability (SD) of each frequency-of-seeing curve was plotted against the perimetric contrast sensitivity for each stimulus size. Previously, Henson et al. reported that variability (defined, as here, as the standard deviation of a cumulative Gaussian fit to frequency-of-seeing data but assuming that the upper and lower asymptotes of the fit were 100% and 0%,
respectively) for a size III stimulus increased exponentially with glaucomatous damage. They found a best fit model of the form \( \log_e(\text{SD}) = -0.081 \times \text{sensitivity} + 3.27 \), using locations with sensitivities between approximately 10 and 37 dB. Since that paper was published, it has become apparent that characteristics of perimetric sensitivity estimates may alter when sensitivity declines to approximately 28 dB, because Ricco's area expands in glaucoma. At \( \sim 28 \) dB, it can become larger than the size III stimulus, so that the response characteristics are influenced by complete spatial summation rather than (until that point) incomplete summation. It is not yet clear whether this affects variability. Thus, we repeated their exponential model fitting of the form \( \log_e(\text{SD}) = A \times \text{sensitivity} + B \), excluding locations for which the sensitivity was above 28 dB. We also excluded locations with sensitivity estimates below 3.7 dB (i.e., based on the curve being extrapolated beyond the highest contrast presented). For comparison, we also fit a linear model of the form \( \text{SD} = A_{Lin} \times \text{sensitivity} + B_{Lin} \). In each case, the regression lines were determined using Deming regression to account for measurement errors in both sensitivity and SD, using the ratio between the squared measurement errors derived from the simulations described in the previous paragraph. In both cases, variability was compared between size III and size V, for matched sensitivity, within the same range of 3.7 to 28 dB, using a generalized estimating equation (GEE) model to account for intra-eye correlations.

**Experiment 2. Measuring Test–Retest Variability With Minimized Short-Term Variability**

The second part of the study used repeated testing with a customized Zippy Estimation by Sequential Testing (ZEST) algorithm, which tests just four visual field locations, with 30 presentations per location. The advantages of this over using clinical perimetry data when investigating long-term variability are that the short-term variability is as low as can reasonably be achieved within a short test duration (around 5 minutes per eye, similar to clinical perimetry, to avoid excessive fatigue effects) and is predictable using the results from Experiment 1. A size V stimulus was used for this experiment to further decrease the short-term variability.

The 137 participants were recruited from the ongoing longitudinal Portland Progression Project. For inclusion, they were required to have a diagnosis of glaucoma or suspected glaucoma in at least one eye, as determined by their clinician. Eyes with non-glucomatous visual field loss were excluded. Each participant was tested twice, with a six-month interval between tests (or as close as their visit could be scheduled). One eye was tested per participant. In order to obtain a greater spread of sensitivity estimates, the most damaged eye was chosen for testing, except if two or more of the four chosen locations had sensitivity \( < 0 \) dB on their most recent visual field test, in which case the better eye was tested. Eyes that underwent any ocular surgery during that interval were excluded.

For the right eye, the four locations tested were (9°, −15°), (−15°, −9°), (−9°, 15°), and (15°, 9°); the locations were mirrored for the left eye. Thus, all four locations had the same mid-peripheral eccentricity, so that the slope of partial spatial summation is approximately equal between locations; with one per quadrant to increase spatial uncertainty. Testing was performed on an Octopus perimeter as in Experiment 1, with background intensity of 10 cd/m² and stimulus duration 200 ms, to match clinical perimetry as closely as possible. At each location, the Bayesian ZEST algorithm started by assuming a flat prior for sensitivity within the range of 10 to 45 dB. The lower end of this range was chosen because we have previously shown that sensitivities below 15 to 19 dB are unreliable, with variability obscuring any actual signal. The prior distribution for sensitivities extended beyond the range of plausible true sensitivities in both directions to aid algorithmic convergence. After each presentation, the posterior PDF was calculated by multiplying the prior by either a cumulative Gaussian (if the participant responded to the stimulus) or its inverse (if not), with SD according to the equation of Henson et al. The next stimulus contrast to be presented was chosen as the mean of the current prior distribution. For each location, the sensitivity estimates after 10, 20, and 30 presentations were recorded.

The absolute error, \( \text{abs}[(\text{Sens}_1 - \text{Sens}_2)/2] \), was plotted against the estimated sensitivity, \( (\text{Sens}_1 + \text{Sens}_2)/2 \). Locally estimated scatterplot smoothing (LOESS) curve fitting was used to predict the expected squared error for a given sensitivity, which equals the test–retest variance that would be predicted for a new participant with that sensitivity; the predicted SD (the square root of this variance) was added to the plot. Note that these LOESS fits were performed using variances, because variances of independent components of variability add linearly; however, results are presented as SDs (the square root of the variances) for easier visualization and interpretation.
Experiment 3. Calculating Long-Term Variability

Using results from Experiment 1, we could now create realistic frequency-of-seeing curves with different sensitivities. We repeatedly simulated the testing algorithm from Experiment 2, using these frequency-of-seeing curves, to estimate the short-term variability that would be expected if the true underlying sensitivity remained constant. By comparing this against the actual test–retest variability that was observed in Experiment 2, we could calculate the long-term variability in the true sensitivity, which would remain independent of the actual algorithm used.

For a chosen “true” sensitivity (\( \text{Sens} \)), a predicted frequency-of-seeing curve was generated using one of three models to derive its SD:

- Exponential model—\( \log_e(\text{SD}) = A \times \text{sensitivity} + B \), using the best fit exponential model for sensitivities between 3.7 and 28 dB for a size V stimulus from Experiment 1.
- Henson model—\( \log_e(\text{SD}) = -0.081 \times \text{sensitivity} + 3.27 \), using the results of Henson et al.\(^{10} \)
- Linear model—\( \text{SD} = A_{Lin} \times \text{sensitivity} + B_{Lin} \), using the best fit linear model for sensitivities between 3.7 and 28 dB from Experiment 1. This model additionally assumed that the SD reached a floor when sensitivity > 28 dB (i.e., when the stimulus may be smaller than Ricco’s area, causing partial spatial summation\(^{37} \)); above this point SD was kept constant.

The ZEST algorithm from Experiment 2 was then simulated twice using each predicted frequency-of-seeing curve. If a simulated test–retest pair is denoted by \( \text{Sens}_1 \) and \( \text{Sens}_2 \), then this represents two “measurements” with an estimated sensitivity of \( (\text{Sens}_1 + \text{Sens}_2)/2 \) and an estimated squared error of \( \left( (\text{Sens}_1 - \text{Sens}_2)/2 \right)^2 \). The absolute difference between the two sensitivity estimates after 10, 20, and 30 presentations can then be compared against the observed data from Experiment 2 for the same estimated sensitivity.

To match the distribution of sensitivities from Experiment 2, 100 test–retest pairs were simulated, with the “true” sensitivity being set to equal each of the participant’s sensitivity estimates from Experiment 2 (after 30 presentations, then averaged between the two test dates). Hence, a total of 137 participants × 4 locations × 100 pairs = 54,800 pairs of simulated runs were generated for each model of the short-term variability. As in Experiment 2, the absolute errors were plotted against estimated sensitivity for all 54,800 simulated pairs, and a LOESS curve\(^{48} \) based on the squared errors was fit to the data. This LOESS fit provides the predicted mean squared error (i.e., the predicted test–retest variance from short-term variability alone) for the chosen model at any given sensitivity. The variance of the long-term variability was then calculated as the observed test–retest variance (from Experiment 2) minus this predicted short-term variance.

Results

Experiment 1. Characterizing Short-Term Variability

Each of the 35 participants (mean age, 69.9 years; range, 52–87) was tested at four locations of one eye. The mean deviation of the tested eye on the most recent clinic visit averaged \(-10.7\) dB (range, \(-20.9\) to \(-3.4\)). The perimetric sensitivities of the locations tested (i.e., the mean of the pointwise sensitivities at their last two clinic visits) averaged \(18.9\) dB (range, 4 to 32). Nineteen out of 140 tested locations had perimetric sensitivity \(\leq 10\) dB.

Figure 1 shows plots of variability (the standard deviation of the fitted frequency-of-seeing curve, or SD) against sensitivity (the contrast at which the participants would be predicted to respond to 50% of stimulus presentations based on the fitted frequency-of-seeing curve) for all tested locations for size III stimuli (Fig. 1A) and size V stimuli (Fig. 1B). The mean sensitivity of the tested locations was \(18.6\) dB for size III stimuli, and it was \(25.4\) dB for size V stimuli. The mean SDs were \(3.6\) dB for size III stimuli and \(2.5\) dB for size V stimuli. The expected measurement errors for size V stimuli were \(\pm 1.05\) dB for sensitivity, \(\pm 1.24\) dB for SD, and \(\pm 0.24\) dB for log(SD). The solid red curves and the blue lines show the exponential and linear models, respectively, for locations with sensitivity \(\geq 3.7\) dB (so that sensitivity is not based on extrapolation beyond the range of contrasts tested) and \(\leq 28\) dB (so that the stimulus is smaller than Ricco’s area\(^{37} \)), using Deming regression based on the ratio of expected measurement errors. These lines were given by

\[
\text{Size III: } \log_e(\text{SD}) = 2.576 - 0.068 \times \text{sensitivity} \\
\text{SD} = 9.658 - 0.287 \times \text{sensitivity} \\
\text{Size V: } \log_e(\text{SD}) = 2.578 - 0.060 \times \text{sensitivity} \\
\text{SD} = 11.316 - 0.329 \times \text{sensitivity}
\]

At the same location, the size V stimulus resulted in higher sensitivity than the size III stimulus (mean difference = \(9.6\) dB; \(P < 0.001\) from GEE regression) and lower variability (\(\text{SD} = 1.03\) dB lower;
Figure 1. The relation between variability and sensitivity for two perimetric stimulus sizes based on frequency-of-seeing curves. Variability is defined as the standard deviation of a cumulative Gaussian fit to the response probabilities; sensitivity is defined based on the contrast that gives 50% response probability from the same fit. Each gray symbol represents one visual field location. The solid curves and lines show fits to the data for locations with sensitivity ranging from 3.7 to 28 dB for the exponential (red) and linear (blue) models (i.e., detection threshold was within the range of stimuli presented, and complete spatial summation can be assumed) or ≥ 10 dB for the Henson (orange) model (the range of measurements on which their model was based). Exponential and linear fits are based on Deming regression, with the ratio of measurement errors determined by the intra-location variance of estimates from 500 simulated frequency-of-seeing curves per location. The dashed lines extrapolate the fits beyond that range. For the linear fit, the extrapolated variability is set to be constant above 28 dB. (A) Using a size III stimulus (diameter, 0.43°). (B) Using a size V stimulus (diameter, 1.72°).

P = 0.002). However, for the same sensitivity, variability was slightly higher for the size V stimulus, whether using the linear model (SD = 0.75 dB higher; P = 0.011) or the exponential model, where log(SD) = 0.178 higher (P = 0.027). This difference did not depend on sensitivity (P = 0.810 for the linear model, P = 0.247 for the exponential model). The similarities between the fits for the two stimulus sizes in Figure 1, in particular the fact that the slopes do not significantly differ, are an indication that estimates of long-term variability derived by subtracting simulated short-term variability from observed test–retest variability should be the same for both sizes, as long as the simulation uses the appropriate model for that stimulus size. Thus, testing for Experiment 2 was conducted using the size V stimulus in order to further reduce short-term variability.

The linear model of short-term variability (blue line in Fig. 1) fit the data slightly better than the exponential model (red curve) within the range of 3.7 to 28 dB. For the size III stimulus, the root mean square error was 1.66 dB for the linear model versus 1.80 dB for the exponential model, and for the size V stimulus it was 1.69 dB for the linear model versus 1.71 dB for the exponential model. A disadvantage of the linear model is that, if extrapolated to higher sensitivities above 35 dB, it would predict negative standard deviations. Thus, when using the linear model in simulations, we assumed that variability remains constant above 28 dB, an assumption that we do not have sufficient data to test. However, when the models were extrapolated to lower sensitivities as indicated by the dashed lines, the exponential model predicted unrealistically high variability. The formula of Henson et al.,10 indicated by the orange curve, was based on locations with sensitivity ≥ 10 dB, and this higher floor caused it to overestimate variability at lower sensitivities (red dashed line) by even more. Notably, when locations with sensitivities > 28 dB were included in the fit (i.e., including locations at which complete spatial summation does not occur), the exponential model actually performed better than the linear model (root mean square error = 1.43 dB vs. 1.62 dB when using the size V stimulus). Thus, the recent and ongoing work examining the role of Ricco’s area in perimetric sensitivities26,27,37–39 may lead to re-evaluation of the optimal model of the sensitivity–variability relation.
Experiment 2. Measuring Test–Retest Variability With Minimized Short-Term Variability

The 137 participants were tested twice using the customized ZEST algorithm at four locations of one eye with 6 months between tests. The average age of participants was 72.3 years (range, 50–93). The average mean deviation of the tested eye on the date of the second visit, using the 24-2 visual field and SITA Standard testing algorithm, was \(-1.79\) dB (median, \(-0.92\) dB; range, \(-19.85\) to \(+2.87\)). For the four locations tested, the average SITA Standard sensitivity on the date of the second visit was \(27.7\) dB (range, \(<0\) to \(+34\)), and 88 locations (17%) had sensitivity \(\leq 25\) dB. Using the custom-written, low-variability algorithm, the estimated sensitivities after 30 presentations per location were on average \(0.70\) dB higher (\(P = 0.046\), GEE regression).

Figure 2 shows the estimated absolute error, \(\text{abs}(\text{Sens}_1 - \text{Sens}_2)/2\), plotted against estimated sensitivity, \((\text{Sens}_1 + \text{Sens}_2)/2\), after 10, 20, and 30 presentations. As expected, this test–retest variability increased with damage until sensitivity began to approach the measurement floor. The black line shows the LOESS fit to the data (noting that this LOESS fit is based on the squared errors, as explained above, so it is the square root of the predicted variance that is plotted as the black line). The apparent increase in variability at near-normal sensitivities when using 10 presentations per location (Fig. 2A) is due to the ZEST algorithm starting with a flat prior within the range of 10 dB to 45 dB, such that the first presentation was always 22.5 dB, and it took several presentations for the estimate to converge to values near 30 dB. The apparent increase in variability for sensitivities \(> 32\) dB is due to very few locations having true sensitivities this high; hence, if the estimated sensitivity is \(> 32\) dB, then it is likely due to one of the two values, \(\text{Sens}_1\) or \(\text{Sens}_2\), being particularly noisy.

Experiment 3. Calculating Long-Term Variability

Figure 3 shows the predicted standard deviation of the short-term variability at different sensitivities based on a LOESS fit to simulated data; with the LOESS fit to the observed data from Experiment 2 (see Fig. 2) also shown for comparison. The distribution of “true” sensitivities used in the simulations was defined by the distribution of sensitivities after 30 presentations from Experiment 2, averaged between each participant’s two visits. The exact same algorithm was used as in Experiment 2, with simulated responses based on random sampling with the probability of response to a given stimulus taken from a frequency-of-seeing curve with SDs as predicted using the linear (blue), exponential (red), or Henson (orange) model from Figure 1. As before, the LOESS fit was based on using squared errors to predict the variance before taking the square root of this prediction to derive the standard deviation shown in Figure 3.

Figure 4 shows the resulting estimates of long-term variability at different sensitivities. These are calculated as the observed test–retest variance (using the LOESS plot in Fig. 2) minus the predicted short-term variance (using the LOESS plot in Fig. 3). To aid interpretation, the \(y\)-axis in Figure 4 shows the SD of the long-term variability (i.e., square root of the calculated variance) rather than the variance itself. The estimates

---

**Figure 2.** The estimated absolute error, \(\text{abs}(\text{Sens}_1 - \text{Sens}_2)/2\), plotted against estimated sensitivity, \((\text{Sens}_1 + \text{Sens}_2)/2\), after 10 (A), 20 (B), and 30 (C) presentations for four locations of 137 eyes tested twice 6 months apart. The thick black curve represents a LOESS fit to the data and indicates the predicted test–retest SD for a new participant with that sensitivity.
Figure 3. The predicted short-term variability of the testing algorithm used in Experiment 2 (expressed as a test–retest SD) for a given estimated sensitivity after 10 (A), 20 (B), and 30 (C) stimulus presentations. One hundred pairs of measurements were simulated for each location tested in Experiment 2 (i.e., 54,800 pairs in total). The “true” sensitivity for each simulation was set to equal the observed estimated sensitivity at the chosen location after 30 presentations, averaged between the two visits. The simulated frequency-of-seeing curve had SDs as predicted at the “true” sensitivity using the linear (blue), exponential (red), or Henson (orange) models from Experiment 1. LOESS fits were derived to predict the mean squared error, \( [(Sens_1 - Sens_2)/2]^2 \), for a pair of simulated measurements with mean sensitivity \( (Sens_1 + Sens_2)/2 \); the square root of this prediction represents the expected SD. The thick black curve shows the equivalent LOESS fit derived from the observed test–retest data in Experiment 2 (as in Fig. 2).

Figure 4. Estimated long-term variability for different sensitivities. Long-term variability was defined as the test–retest variance after 30 stimulus presentations from testing at a 6-month interval in Experiment 2 (see Fig. 2C) minus the short-term variance after 30 presentations from simulations in Experiment 3 (see Fig. 3C). It is displayed as a SD rather than variance to facilitate interpretation. The simulated short-term variability is based on the exponential (red), Henson (orange), or linear (blue) models from Experiment 1.

shown in Figure 4 are based on 30 presentations per location using the LOESS plots shown in Figures 2C and 3C. The estimates based on 20 presentations per location were almost identical. For the linear model, the highest long-term variability estimate based on 30 presentations was 2.39 dB when the sensitivity was 20.7 dB; based on 20 presentations, the maximum was 2.36 dB at a sensitivity of 20.3 dB. Estimates based on 10 presentations were also very similar, but noisier. The estimates of long-term variability were also almost identical between the three models used for the simulations, further supporting the robustness of the results. As seen in Figure 3, the estimated observed test–retest variability (as fit by the LOESS curve) was actually smaller than the simulated short-term variability for sensitivities > 30 dB, an indication that long-term variability constitutes a negligible proportion of the test–retest variability at such locations.

Discussion

The primary aim of this study was to quantify the long-term variability of automated perimetry. By our definition and experimental design, this represents fluctuation in the true sensitivity and hence (unlike short-term variability) is independent of the testing algorithm used. Various factors have been suggested that may cause this kind of fluctuation. However, factors such as seasonality, diurnal cycles, and technician experience would seem to be independent of disease status; yet, we have demonstrated here that this long-term variability increases markedly in regions of glaucomatous loss. For estimated sensitivities of
30 to 32 dB, the observed test–retest SD was actually slightly smaller than the SD of the simulated short-term variability, as can be seen in Figure 3. The simulated variability may have been overestimated at these sensitivities, in particular due to the choice to assume constant variability in the linear model above 28 dB (see Fig. 1). However, we can still infer that, for locations with near-normal sensitivity, long-term variability can be considered to be negligible and test–retest variability is driven almost entirely by the short-term variability caused by the probabilistic nature of the frequency-of-seeing curve. At locations with glaucomatous damage, long-term variability increased. It reached a peak at sensitivities around 20 dB, below which the floor effect of the testing algorithm likely dominated and obscured any further increase.

In these damaged regions of the visual field, detection operates under complete spatial summation, and a small change in stimulus area has a greater effect on sensitivity than at healthy locations.27,37–39 Similarly, a small movement in fixation will alter the number of retinal ganglion cells that are stimulated, and this will have a greater effect on sensitivity when complete spatial summation occurs, compared to healthy locations where only partial spatial summation occurs. Compounding this effect is that the number of cells stimulated may vary more in damaged regions than healthy regions for the same magnitude of fixation shift due to the inhomogeneous nature of glaucomatous loss. It is possible that factors such as fatigue also have a greater influence on sensitivity in a system that is already stressed by ongoing disease processes.22,23 Additionally, pathophysiologic effects such as reduced axonal transport49 and altered autoregulation of blood flow50,51 could cause individual retinal ganglion cells to only function intermittently, causing variations in the true sensitivity at those locations. Transient scotomas have been demonstrated in healthy subjects after IOP elevation,52 and glaucomatous eyes may be more susceptible to such changes.53

There are also consequences for clinical diagnostics. It has been suggested that the standard deviation of the test–retest variability of automated perimetry would have to be reduced by at least 20% to detect functional change one visit sooner without changing the testing frequency.7 It has been reported that the root mean square test–retest error using the SITA Standard algorithm at a location with sensitivity 20 dB is approximately 4 dB,54 meaning that a 0.8-dB reduction in variability would be required. Yet, the long-term variability constitutes 2.39 dB of this total, as suggested by our results above (Fig. 4), and that portion cannot be reduced by altering the testing algorithm. The remaining 1.61 dB is short-term variability that does depend on the testing algorithm. Thus, a requirement of a 0.8-dB reduction in variability would necessitate a 50% reduction of short-term variability from algorithm-dependent sources.

Our results therefore emphasize that adjusting the testing algorithms to reduce short-term variability may not be enough by itself to meaningfully improve the repeatability of perimetry. It is important to also reduce long-term variability, which can be greater than short-term variability in regions of glaucomatous loss.24 Possible approaches could try to shorten the test to reduce fatigue; indeed, this may be one reason why the observed increase in test–retest variability from using the SITA Fast testing algorithm instead of SITA Standard is not as large as might have been predicted.55 Another approach could be to alter the test to make it more engaging and less stressful for the test subject, again with the aim of reducing the effect of fatigue.

Using smaller stimuli could improve the uniformity of healthy sensitivities across the visual field37 and might increase the detectability of defects, especially centrally.38 However, as seen in Experiment 1, reducing stimulus size increases the standard deviation of the frequency-of-seeing curve and hence increases the range, of contrasts over which the test subject is unsure whether or not they saw the stimulus, making the test more mentally taxing. There is an inherent conflict between the desire to use test stimuli smaller than Ricco’s area to increase the short-term signal-to-noise ratio56 versus the likelihood that this may make the test more fatiguing for the patient and hence increase long-term variability.

We can also infer from the results in Experiment 1 that the Henson model of short-term variability10 used in some simulation studies57–59 may be suboptimal. It has previously been suggested that the Henson model overestimates variability at low sensitivities and that, when including such locations, an exponential model with different coefficients giving lower estimates could be more accurate60; this is consistent with the results of fitting the exponential model to our data from Experiment 1. It has also been suggested that the Henson model could be used, but a maximum standard deviation of 6 dB should be imposed to better represent empirical estimates of variability at low sensitivities.31 However those studies and the original study by Henson et al.10 all assumed that the relation between sensitivity and variability should be consistent across the range, of sensitivities. Yet, recent studies have shown that properties of sensitivity estimates from perimetry differ between locations where the stimulus area is within versus outside Ricco’s area.26,27,37–39

We propose that the same may be true of the relation
between sensitivity and variability. Data from this study and from previous studies\(^{31,61}\) are actually more consistent with a linear model. Such a model would assume that, when sensitivity is below around 28 dB, variability increases linearly as sensitivity decreases. Such a model gives a very similar fit to the exponential model from 10 to 28 dB but without the excessively high estimates at lower sensitivities. The apparently better fit of the exponential model is solely due to the influence of locations with sensitivities above this cutoff. The exact upper cutoff that is optimal and the form of the model that could be used above that sensitivity cannot be determined from our data. The linear model used in the simulations of Experiment 3 assumed constant variability at locations above 28 dB, but that assumption was made for simplicity in the absence of better information. The exact sensitivity at which complete spatial summation ends will inevitably vary between individuals, and 28 dB is an approximation based on previous studies\(^{37,39}\) rather than a definitively optimized value. Above whatever cutoff is chosen, it is certainly plausible that variability could still be related to sensitivity among locations undergoing partial spatial summation, just with a shallower slope.\(^{56}\) It should be noted that, when results were based on 30 stimulus presentations per location, the model used did not appreciably impact the estimated short-term variability of the testing algorithm or the consequent estimate of the exact upper cutoff, as seen in Figures 3C and 4. For the purposes of this study, an inaccurate model delays but does not prevent convergence to the sensitivity estimate. Thus, although this issue is important for future studies and indeed our results from Experiment 1 can contribute to those studies, it does not affect the validity of our conclusions concerning long-term variability.

Another interesting finding from Experiment 1 is the marked similarity between the sensitivity–variability relations that were found using a size III stimulus (Fig. 1A) versus a size V stimulus (Fig. 1B). In both cases, variability increased approximately linearly with glaucomatous damage below ~28 dB; the predicted SD at a given sensitivity was within 1 dB of the same value for the two stimuli, and the slope (i.e., increase in SD for a 1-dB worsening of sensitivity) did not differ significantly between the stimulus sizes. The most relevant implication for this study is that this similarity supported using size V stimuli instead of size III for Experiment 2. More generally, it supports the idea that the perimetric response is driven primarily by the number of remaining retinal ganglion cells that are stimulated. If the density of remaining ganglion cells is halved but the stimulus area is doubled, then this should result in very nearly the same sensitivity and variability. This is consistent with the finding that, if stimulus area is modulated while contrast remains constant, the response variability does not vary with defect depth.\(^{27}\) Similarly, although it has been shown that Ricco’s area increases in glaucoma,\(^{26}\) the sensitivity to a stimulus of area exactly equaling Ricco’s area should remain the same. In our linear model from Experiment 1, the transition from constant short-term variability above the cutoff to variability increasing linearly with loss below the cutoff occurs at the same cutoff of 28 dB for both size III and size V stimuli, even though increasing stimulus size means that more locations now have sensitivity greater than this value.\(^{30}\) Interestingly, a very similar relation between variability and sensitivity for size III and V stimuli, with hints of a possible change at around 28 dB, has been found for patients with Leber hereditary optic neuropathy,\(^{62}\) another condition in which scotomas result from retinal ganglion cell loss.

The estimates of long-term variability derived in this study are based on two test dates 6 months apart. It has been suggested that variability may increase with the time between test dates,\(^{24}\) but we are not able to test that idea with the current dataset. The study by Urata et al.\(^{24}\) found that the variability among five weekly tests was lower than the variability among five annual tests. Over longer time periods, the rate of change will often not be constant due to, for example, treatment changes, so the SD of residuals from a linear trend may overestimate the underlying long-term variability. It therefore remains unclear whether long-term variability would increase continually with the intertest interval or plateau when tests are more than some interval apart.

Testing for Experiment 2 was performed as part of a longitudinal testing protocol (Portland Progression Project), consisting of a series of diagnostic tests including standard clinical perimetry with the SITA Standard testing algorithm, retinal blood flow measurements, and a series of optical coherence tomography scans. It is possible then that the participants were more fatigued than a typical clinical patient. Counteracting this, as willing participants in a longitudinal study they are generally more interested and hence more motivated to maintain attention during the test, especially because they have more extensive interaction with the experienced testing technician than would normally be the case in a busy clinic. Another feature of the cohort is that they had extensive perimetric experience, and it is reasonable to assume that the observed test–retest variability would be higher in inexperienced patients.\(^{63,64}\)
In summary, we report substantial long-term variability in the underlying pointwise sensitivity that cannot be explained by short-term intratest variability alone. Among locations with sensitivity greater than approximately 28 dB, where the perimetric stimulus may be larger than Ricco’s area, short-term variability appears to vary little with sensitivity, and long-term variability constitutes only a very small proportion of the total test–retest variability. Among more damaged locations, where the perimetric stimulus is smaller than Ricco’s area and so complete spatial summation occurs, short-term variability and long-term variability both increase with the severity of functional loss.
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