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Abstract—A tight converse bound to channel coding rate in the finite block-length regime and under AWGN conditions was recently proposed by Polyanskiy, Poor, and Verdú (PPV). The bound is a generalization of a number of other classical results, and it was also claimed to be equivalent to Shannon’s 1959 cone packing bound. Unfortunately, its numerical evaluation is troublesome even for not too large values of the block-length \( n \). In this paper we tackle the numerical evaluation by compactly expressing the PPV converse bound in terms of non-central chi-squared distributions, and by evaluating those through an integral expression and a corresponding series expansion which exploit a method proposed by Temme. As a result, a robust evaluation method and new insights on the bound’s asymptotics, as well as new approximate expressions, are given.
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I. INTRODUCTION

Recently, a number of new results for channel coding performance in the (non asymptotic) finite block-length regime have been proposed by Polyanskiy, Poor, and Verdú \([1, 2]\). Of particular interest in their work is a converse theorem \([1, \text{Theo. 27}]\), which was proved to generalize classical results. Its application to the additive white Gaussian noise (AWGN) channel was shown to be as accurate as the 1959 Shannon’s bound based on cone packing \([3]\) error probability lower bound in equation (3), while a formal claim of the identity between the two approaches is available in \([4]\). Numerical evaluation of both Shannon’s and PPV bounds is challenging. The numerical difficulties involved in calculating Shannon’s result are discussed in \([5]\). The PPV bound instead relies on \( \chi^2 \) (chi-squared) distributions which are recognized in \([1]\) to be hard to evaluate even for not too large values of \( n \). As a matter of fact, a number of bounding techniques (not explicitly described in the paper) have been used for numerical evaluation, and, concurrently, a simple asymptotic expression has been identified by using a normal approximation approach.

It should be clarified that the above is only a partial view of the many approaches that have been used over the years to identify the performance limits in the finite block-length regime. To cite a few alternative methods, we recall the classical error exponent approach \([6]\), channel dispersion type of approximations \([7]\), infinite constellation results \([8, 9]\), and also moderate deviations \([10]\).

In this paper we wish to provide new insights on the PPV converse bound by overcoming the difficulty of numerically evaluating it in AWGN conditions. We therefore propose to exploit the results of Temme \([11]\), providing a series expansion for \( \chi^2 \) distributions which is meaningful for large values of \( n \). A single-integral expression is also made available for numerical calculation, together with a method to evaluate the accuracy of the proposed asymptotic expansion. In this way we are able to identify reliable methods for evaluating the bound, and, furthermore, novel simple expressions to fully capture its asymptotic behavior.

The paper is organized as follows. In Section II we depict the scenario of interest, assess notation, and provide the general formulation for the converse bound, as well as its explicit formulation in terms of \( \chi^2 \) distributions. Then, Section III exploits \([11]\), and presents an efficient method for evaluating the PPV bound. Application examples with meaningful performance measures and asymptotic behavior are discussed in Section IV To keep the flow of discussion, all theorems proofs are collected in the Appendix.

II. THE CONVERSE BOUND

A. Notation for the AWGN scenario

We assume a standard communication scenario in AWGN. The transmitted message \( W \in \{1, \ldots, M\} \) is first encoded into a real-valued vector \( \mathbf{x} = c_W \) of length \( n \). The codewords set (or simply the code) is denoted with \( \mathcal{C} = \{c_1, \ldots, c_M\} \), and the information rate with \( R = \frac{1}{n} \log_2 M \). Codewords are assumed to belong to set

\[
\mathcal{F} = \{ \mathbf{x} \mid \| \mathbf{x} \|^2 = n \sigma_x^2 \} \subset \mathbb{R}^n, \tag{1}
\]

namely a constant energy set where \( \sigma_x^2 \) is the average transmitted power, i.e., the power per symbol. Equation (1) sets an equal-power constraint. Generalization of the result to a maximum or average power constraint can be obtained by exploiting \([2, \text{Lemma 65, \S4.2}]\), but see also \([2, \text{Theorem 77, \S4.3.3}]\).

The channel transmission maps the transmitted codeword into a real-valued received vector \( \mathbf{y} \) of length \( n \). The (memoryless) channel is fully described by transition probabilities

\[
p_{\mathbf{y}|\mathbf{x}}(\mathbf{y}|\mathbf{x}) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi \sigma_{y,i}^2}} e^{-\frac{(y_i - x_i)^2}{2\sigma_{y,i}^2}}, \tag{2}
\]
with $\sigma_w^2$ the noise variance. At the receiver side, a decoding algorithm is applied to extract from $y$ an estimate $\hat{W}$ of the transmitted message. The error probability is denoted with $P_e = P[\hat{W} \neq W]$.

For a given choice of the probability density function (PDF) of transmitted codewords $p_x(a)$, we denote the joint PDF with $p_{xy}(a, b) = p_{y|x}(b|a)p_x(a)$, and the received vector PDF with $p_y(b) = \int p_{y|x}(b|a)p_x(a)da$. The capacity $C$ is achieved for a Gaussian input distribution with associated symbol variance $\sigma_x^2$, to have

$$ C = \frac{1}{2} \log_2(1 + \Omega) \, , \quad \Omega = \frac{\sigma_x^2}{\sigma_w^2} \, ,$$

where $\Omega$ is the reference signal to noise ratio (SNR) at the receiver side. It also is $\sigma_x^2 = \sigma_x^2 + \sigma_w^2 = (1 + \Omega)\sigma_w^2$, with $\sigma_y^2$ the received signal variance.

For later use we also introduce the Gaussian complementary cumulative distribution function (CCDF) $Q(x)$. For $x > 0$ we write it in the form $Q(x) = e^{-\frac{x^2}{2}\sigma_y^2}$ where (see, e.g., [12])

$$ q(x) = \frac{1}{2\sqrt{\pi}} \sum_{k=0}^{\infty} (-1)^k \frac{\Gamma(k + \frac{1}{2})}{\Gamma(\frac{1}{2})} \left( \frac{2}{x^2} \right)^{k+\frac{1}{2}} \, ,$$

and where $\Gamma(\cdot)$ is the gamma function. For $x < 0$ we have $Q(x) = 1 + e^{-\frac{x^2}{2}\sigma_y^2}q(x)$.

### B. Notation for binary hypothesis testing

Bounds are related to the performance of a Neyman-Pearson test, namely the uniformly most powerful test in discriminating between two hypotheses (see, e.g., [13]). The test of interest is between hypotheses

$$ H_1 : \quad y \sim p_{y|x} $$
$$ H_0 : \quad y \sim q_y \, ,$$

for a given $x$, and for some choice of the PDF $q_y$. In this context the Neyman-Pearson test is the threshold test that discriminates between $H_0$ and $H_1$ by inspecting the log-likelihood function

$$ \Lambda(x, y) = \frac{1}{n} \ln \frac{p_{y|x}(y|x)}{q_y(y)} \, .$$

Hypothesis $H_1$ is selected if $\Lambda(x, y) \geq \lambda$, with $\lambda$ a given threshold, and hypothesis $H_0$ is selected otherwise. Probabilities of interest are missed detection (MD) and false alarm (FA) probabilities which will be denoted, respectively, with

$$ P_{MD}(x, \lambda) = P\left[ \Lambda(x, y) < \lambda | H_1, x \right] \, , $$
$$ P_{FA}(x, \lambda) = P\left[ \Lambda(x, y) \geq \lambda | H_0, x \right] \, ,$$

to underline their dependency on the values of both $x$ and $\lambda$.

The Neyman-Pearson test applied to hypotheses

$$ H_1 : \quad (x, y) \sim p_{y|x}p_x $$
$$ H_0 : \quad (x, y) \sim q_y p_x \, ,$$
is also built on log-likelihood function (6), and its MD and FA probabilities satisfy the average relations

$$ P_{MD}(\lambda) = \sum_{a \in C} P_{MD}(a, \lambda) p_x(a) \, ,$$
$$ P_{FA}(\lambda) = \sum_{a \in C} P_{FA}(a, \lambda) p_x(a) \, .$$

Note that (9) is in general dependent on the chosen code $C$. However, a result independent of $C$ is obtained under the assumption that both $P_{MD}(x, \lambda)$ and $P_{FA}(x, \lambda)$ are independent of $x$, for $x \in \mathcal{F}$, so that (7) and (9) coincide. This is the case for the AWGN channel when the auxiliary statistical description $q_y$ is set to the capacity achieving output distribution. The result is provided by the following theorem, which is a reformulation of [1, Theorem 40] to exploit the role of non-central $\chi^2$ distributions.

**Theorem 1:** An AWGN channel with constant energy codewords $C \subset \mathcal{F}$, and with $q_y \sim \mathcal{N}(0, I_n \sigma_y^2)$, has Neyman-Pearson FA and MD probabilities (7) which are independent of $x \in \mathcal{F}$, and which are given by

$$ P_{MD}(\lambda) = P_{MD}(x, \lambda) = F_{\chi}(n \lambda; n, \frac{n}{\Omega}) \, ,$$
$$ P_{FA}(\lambda) = P_{FA}(x, \lambda) = F_{\chi}(n \lambda; n, \frac{1 + \Omega}{\Omega}) \, ,$$

where $F_{\chi}(a; n, s)$ and $F_{\chi}(a; n, s)$ denote, respectively, the $\chi^2$ cumulative distribution function (CDF) and CCDF of order $n$ and parameter $s$. In (10), $\lambda$ and $\lambda'$ are in the linear relation

$$ 2\lambda = 1 + \ln(1 + \Omega) - \frac{\Omega}{(1 + \Omega)\lambda'} \, .$$

\[ \square \]

### C. Converse theorem in AWGN

The converse bound is given in [1, Theorem 28] (average probability of error) and [1, Theorem 31] (maximal probability of error). Without any loss in generality, we reshape it into a more explicit form making direct use of Neyman-Pearson FA and MD probabilities. For completeness, a (very short) proof is available in the Appendix.

**Theorem 2:** Assume that: a) the block-length $n$ is finite; b) the input messages are equally likely, $p_x(a) = \frac{1}{m}, a \in C$; c) the error probability is $P_e$ in either the average or the maximum probability sense; d) $q_y$ is chosen in such a way that Neyman-Pearson FA and MD probabilities (7) are independent of $x \in \mathcal{F}$. Then the code rate $R$ satisfies

$$ R \leq \overline{R} = -\frac{1}{n} \ln P_{FA}(\lambda) \, ,$$

where $\lambda$ is set by constraint $P_{MD}(\lambda) = P_e$. \[ \square \]

In the AWGN scenario the natural choice for $q_y$ is the Gaussian choice of Theorem 1 in which case the FA and MD probabilities are given by (10).

Observe that, as a direct consequence of the definition of FA and MD probabilities, the bound $\overline{R}$ is ensured to be non-decreasing in $\epsilon$, and, similarly, the value of $\lambda$ is also non-decreasing in $\epsilon$. Observe also that the result can be used to
obtain a bound to the error probability $P_e$ for a given rate $R$ and block-length $n$. Specifically, it is

$$P_e \geq P_{MD}(\lambda)$$

where $\lambda$ is set by constraint $-\frac{1}{n} \log_2 P_{FA}(\lambda) = R$. This bound is useful for practically assessing the performance of specific encoder/decoder choices.

III. NUMERICAL EVALUATION OF FA AND MD PROBABILITIES

The numerical evaluation of $\chi^2$ CDFs and CCDFs in (10) is troublesome, especially for large values of the order $n$. To overcome this difficulty we exploit the results of [11] (4.2)-(4.3) and obtain an integral form and a series expansion which are meaningful (and applicable) in the present context. The series is in close relation with standard asymptotic expansions for the Gaussian CCDF (4). Incidentally, note that other existing results which could be useful in principle in our context, e.g., the bounds on the Marcum $Q$-function available in [14], are too loose to provide significant results.

A. Integral form

The results of [11] (4.2) provide the following formalization for FA and MD probabilities.

Theorem 4: FA and MD probabilities $P_{MD}$ and $P_{FA}$ can be expressed in the form

$$P_{MD} = 1(s_{MD}(\gamma)) + g_{MD}(\gamma) e^{-\frac{1}{2}n s_{MD}(\gamma)}$$

$$P_{FA} = 1(-s_{FA}(\gamma)) - g_{FA}(\gamma) e^{-\frac{1}{2}n s_{FA}(\gamma)},$$

where $1(\cdot)$ is the unit step function providing 1 for $x \geq 0$ and 0 otherwise, and threshold $\gamma > 0$ is related to $\lambda'$ by

$$\lambda' = \Omega/(4s_{\gamma}^2), \quad s_{\gamma} = \sinh(\gamma).$$

Depending on whether we are dealing with the MD or the FA case, and with a little abuse of notation, functions $s$, $g$ and $v$ in (14) are defined by

$$\theta(\gamma) = \ln(\Omega/(2s_{\gamma})) + \left\{ \begin{array}{ll} 0 & \text{MD} \\ -\ln(1 + \Omega) & \text{FA} \end{array} \right.$$  

$$s(\gamma) = \sinh(\gamma) - \theta(\gamma))$$

$$v(\gamma) = -\alpha(\gamma)/s_{\gamma}$$

$$\alpha(x) = c_{\gamma} - \cosh(x) + s_{\gamma}(x - \gamma), \quad c_{\gamma} = \cosh(\gamma)$$

$$g(\gamma) = \frac{1}{\pi} \int_{3/4}^{\infty} [f(u)] e^{-nu^2/(4s_{\gamma})} du$$

$$f(u) = \frac{t'(u)}{e^u - t(u)}$$

where $t(\cdot)$ is defined by the inverse relation

$$t^{-1}(x) = \sinh(\gamma)(x) \sqrt{2\alpha(\ln(2\gamma))},$$

and where $\Im$ extracts the imaginary part.

The definition of function $g(\gamma)$ in (16) is targeted to an asymptotic expansion of the result, but can be suitably mapped into a form which is more convenient for numerical evaluation of the integral. We therefore exploit the steepest descent path defined in (11) to obtain the following result.

$$\text{Theorem 5: An asymptotic expansion for } g(\gamma) \text{ which holds uniformly with respect to } n \in [1, \infty) \text{ can be expressed in the form}$$

$$g(\gamma) = \frac{1}{2\sqrt{\pi}} \sum_{k=0}^{\infty} c_{2k} \Gamma(k + \frac{1}{2}) \left( \frac{4s_{\gamma}}{n} \right)^{k + \frac{1}{2}}$$

where real valued coefficients $c_{2k}$ are derived from Taylor expansion in $u = 0$ of function $f(u) = \frac{i}{\pi} \int_{3/4}^{\infty} e^{-nu^2/(4s_{\gamma})} du$. \hfill \Box

Observe that the series expressing $g(\gamma)$ in (20) is a diverging series whose correct interpretation is that the remainder of the series after $k$ terms is, in Landau notation, $O(n^{-k-\frac{1}{2}})$ as $n \to \infty$. This behavior is common to a number of widely used series expansions, e.g., the one for the error function (4). High precision can be obtained by appropriately limiting the series to the index providing the smallest contribution. Only the first few terms of this asymptotic expansion are needed, and, typically, in numerical evaluation it is often sufficient to limit the series to a few entries to get very high accuracy (we will comment in later Section III.E on methods to control the accuracy level). Note also that, for numerical stability, it is more appropriate to evaluate FA and MD probabilities in logarithmic form, that is via the evaluation of $-\frac{1}{2}u^2(\gamma) + \frac{1}{\pi} \Im g(\gamma)$. Since [11] only provides expression for coefficients $c_0$ and $c_2$, we address in some detail the expression of the generic coefficient $c_{2k}$. These can be extrapolated by use of Taylor series expansions for nested functions. The result is made available in algorithmic form.

$$\text{Theorem 6: The coefficients } c_{2k} \text{ of Theorem 5 can be evaluated by the following procedure:}$$

$$\text{Step 1: Compute } c_{2k} \text{ for } k = 0, 2 \text{ using the expressions for } c_0 \text{ and } c_2.$$
1) Define the real valued Taylor coefficients of function \( \alpha(x) \) in \( x = \gamma \) according to
\[
\alpha_n = \begin{cases} 
0 & n = 0, 1 \\
-c_{j}/n! & \text{even } n \\
-s_{j}/n! & \text{odd } n .
\end{cases}
\] (21)

2) Derive the real valued Taylor coefficients of function \( \nu(x) = \alpha(\ln(x)) \) in \( x = e^\gamma \) via
\[
\nu_n = \begin{cases} 
0 & n = 0, 1 \\
\sum_{j=2}^{n} \alpha_j Q_{j,n} e^{-n\gamma} & \text{otherwise},
\end{cases}
\] (22)

where real valued constants \( Q_{j,n} \) are iteratively defined by \( Q_{n,n} = 1 \) and
\[
Q_{j,n} = \sum_{k=1}^{n-j} \frac{(\ell j - n + j + \ell)(-1)^\ell}{(n-j)(\ell + 1)} Q_{n,n-\ell} .
\] (23)

3) Derive the imaginary valued Taylor coefficients of function \( \beta(x) = \sqrt{2\alpha(\ln(x))} \) in \( x = e^\gamma \) via
\[
\beta_n = \begin{cases} 
0 & n = 0 \\
-\sqrt{2\gamma} & n = 1 \\
\beta_1^{-1} (\nu_{n+1} - \frac{1}{2} \sum_{k=2}^{n-1} \beta_k \beta_{n+1-k}) & n \geq 2
\end{cases} .
\] (24)

4) Derive Taylor coefficients of function \( t(u) \) in \( u = 0 \) via
\[
t_n = \begin{cases} 
e^\gamma & n = 0 \\
\beta_1^{-1} & n = 1 \\
-\beta_1^n \sum_{j=1}^{n} t_j P_{j,n} & n \geq 2 ,
\end{cases}
\] (25)

where coefficients \( P_{j,n} \) are iteratively defined by \( P_{n,n} = \beta_1^n \) and
\[
P_{j,n} = \sum_{\ell=1}^{n-j} \frac{(\ell j - n + j + \ell) \beta_{\ell+1}}{(n-j) \beta_1} P_{n,n-\ell} .
\] (26)

Note that coefficients \( t_{2n} \) (even entries) are real valued, while coefficients \( t_{2n+1} \) (odd entries) are imaginary valued, and similarly is for coefficients \( P_{j,n} \).

5) Derive Taylor coefficients of function \( \xi(u) = 1/(e^\gamma - t(u)) \) in \( u = 0 \) using
\[
\xi_n = \begin{cases} 
(e^\gamma - e^{-\gamma})^{-1} & n = 0 \\
\sum_{j=1}^{n} (e^\gamma - e^{-\gamma})^{-j+1} S_{j,n} & n \geq 1 ,
\end{cases}
\] (27)

where \( S_{n,n} = t_1^n \) and
\[
S_{j,n} = \sum_{\ell=1}^{n-j} \frac{(\ell j - n + j + \ell) t_{\ell+1}}{(n-j) t_1} S_{j,n-\ell} .
\] (28)

Again, coefficients \( \xi_{2n} \) are real valued, while coefficients \( \xi_{2n+1} \) are imaginary valued.

6) Finally derive Taylor coefficients of \( f(u) \) in \( u = 0 \) using
\[
f_n = i c_n = \sum_{k=0}^{n} (k+1) t_{k+1} \xi_{n-k} .
\] (29)

\[\blacksquare\]

C. Remark on notation

In the following we will respectively denote with \( P_{MD}^{(K)} \) and \( P_{FA}^{(K)} \) the MD and FA asymptotic expressions obtained by limiting the series in (20) to \( K \) contributions, i.e., by setting \( k = 0, \ldots, K - 1 \). The corresponding bounds on rate and error probability will be denoted, respectively, as \( R^{(K)} \) and \( P^{(K)} \).

D. Compact expressions for the first two orders

Theorem 6 is general, in the sense that it provides the coefficients expression (28) for any order \( k \). We now look into the special case \( k = 0, 1 \) to compare to the results of (11). By applying the algorithm of Theorem 6 to the first orders, and by using the shorthand notation
\[
t_\gamma = \tanh(\gamma) ,
\] (30)

we then have
\[
\begin{align*}
\alpha_2 &= -\frac{1}{2} c_\gamma , \\
\alpha_3 &= -\frac{1}{6} c_\gamma , \\
\alpha_4 &= -\frac{1}{24} c_\gamma ,
\end{align*}
\]
\[
\begin{align*}
\nu_2 &= -\frac{1}{2} c_\gamma e^{-2\gamma} , \\
\nu_3 &= \frac{3}{4} c_\gamma (1 - \frac{1}{2} t_\gamma) e^{-3\gamma} , \\
\nu_4 &= -\frac{1}{2} c_\gamma (1 - \frac{1}{2} t_\gamma) e^{-4\gamma} .
\end{align*}
\]
\[
\begin{align*}
\beta_1 &= -\frac{1}{2} \sqrt{c_\gamma} e^{-\gamma} , \\
\beta_2 &= \frac{i}{2} \sqrt{c_\gamma} (1 - \frac{1}{2} t_\gamma) e^{-2\gamma} , \\
\beta_3 &= -\frac{1}{2} \sqrt{c_\gamma} \left[ \frac{3}{4} - \frac{3}{2} t_\gamma - \frac{5}{36} t_\gamma^2 \right] e^{-3\gamma} .
\end{align*}
\]
\[
\begin{align*}
t_1 &= i \frac{e^\gamma}{\sqrt{c_\gamma}} , \\
t_2 &= \frac{1}{2} c_\gamma \left( \frac{1}{2} t_\gamma - 1 \right) e^\gamma.
\end{align*}
\] (31)

\[
\begin{align*}
t_3 &= -\frac{1}{2} \frac{1}{\sqrt{c_\gamma} (e^\gamma - 1)} \left[ \frac{1}{4} - \frac{1}{2} t_\gamma + \frac{5}{36} t_\gamma^2 \right] e^\gamma ,
\end{align*}
\]
\[
\begin{align*}
\xi_0 &= (e^\gamma - e^{-\gamma})^{-1} , \\
\xi_1 &= i c_\gamma (e^\gamma - e^{-\gamma})^{-2} , \\
\xi_2 &= t_\gamma (e^\gamma - e^{-\gamma})^{-2} - \frac{1}{c_\gamma} e^\gamma (e^\gamma - e^{-\gamma})^{-3} .
\end{align*}
\]

To obtain coefficients
\[
\begin{align*}
c_0 &= \frac{1}{\sqrt{c_\gamma} (e^\gamma - 1)} ,
\end{align*}
\]
\[
\begin{align*}
c_2 &= -i (t_1 \xi_2 + 2 t_2 \xi_1 + 3 t_3 \xi_0) ,
\end{align*}
\]

which perfectly match to the expressions in (11).

Further insights can be obtained by assuming that, in the calculation of FA and MD probabilities, the two step functions in (14) are not active, that is
\[
\frac{1}{2} \ln \left( 1 + \frac{1}{\Omega+1} \right) < \gamma < \frac{1}{2} \ln (1 + \Omega) .
\] (33)

This corresponds to avoiding the calculation for FA and MD probabilities which are greater than \( \frac{1}{2} \), which is not a limitation in practice since it corresponds to the cases \( P \approx \frac{1}{2} \) (too large error probability) and \( R < \frac{1}{\Omega} \) (absence of reliable communication, since the available symbols, \( M = 2^{\Omega} \), are less than two). With the above assumption the single-term and two-term asymptotic expansions take the form, respectively, of
\[
\begin{align*}
\ln P_{MD}^{(1)} &= -\frac{1}{2} n v_{MD}(\gamma) - \frac{1}{2} \ln(n) + \ln(g_{0,MD}(\gamma)) , \\
\ln P_{FA}^{(1)} &= -\frac{1}{2} n v_{FA}(\gamma) - \frac{1}{2} \ln(n) + \ln(-g_{0,FA}(\gamma)) ,
\end{align*}
\]
and
\[
\begin{align*}
\ln P_{MD}^{(2)} &= \ln P_{MD}^{(1)} + \ln \left( 1 - \frac{1}{2} g_{1,MD}(\gamma) \right) , \\
\ln P_{FA}^{(2)} &= \ln P_{FA}^{(1)} + \ln \left( 1 - \frac{1}{2} g_{1,FA}(\gamma) \right) .
\end{align*}
\] (35)
where

\[ g_0(\gamma) = \sqrt{\frac{t_\gamma}{\pi} e^{\theta - \gamma} - 1} \]
\[ g_1(\gamma) = t_\gamma \left[ \frac{9 - 12 t_\gamma + 5t_\gamma^2}{12} + \frac{2 + (3 - t_\gamma)(e^{\theta - \gamma} - 1)}{(e^{\theta - \gamma} - 1)^2} \right] \]

with \( \theta \) taking a different value for MD and FA probabilities according to (16). Observe that, under (33) it is \( g_{0, MD}(\gamma) \geq 0 \) for MD probabilities, and \( g_{0, FA}(\gamma) \leq 0 \) for FA probabilities. Hence, the logarithmic expressions in (34) always make sense. With a little effort it can be also verified that \( g_1(\gamma) \geq 0 \), so that the two-terms asymptotic expansion always provides smaller probabilities. Incidentally, since it is \( g_1(\gamma) = -2s_c c_2 / c_0 \) by construction, then we are also guaranteed that \( \text{sign}(c_2) = -\text{sign}(c_0) \).

E. On the accuracy of the asymptotic expansion

A certificate about the approximation error is available under the assumption that consecutive remainders in the series have opposite signs. In this case, Steffensen’s error test [13] guarantees that the error is less than the first neglected term in the series, and has the same sign. There is a strong empirical evidence that this applies to the asymptotic expansion considered in this paper, at least in the SNR ranges and for the parameters choices of interest. In these cases, although the general validity of the alternating rule on remainders’ signs is difficult to demonstrate (this is due to the complexity of the functions involved), some strong results can be in any case given. Specifically, a method to identify whether the \( K \)-term asymptotic series is over/under estimating the true probability can be formalized as follows.

**Theorem 7:** Under assumption (33), a sufficient condition for the validity of bounds

\[ P^{(L)}_{MD} \leq P_{MD} \leq P^{(U)}_{MD} \]
\[ P^{(L)}_{FA} \leq P_{FA} \leq P^{(U)}_{FA} \]

is that

\[ 1 - \sum_{k=1}^{L} \frac{c_{2k}}{c_0} u^{2k}(\phi) \leq c(\phi) / c_0 \leq 1 - \sum_{k=1}^{U} \frac{c_{2k}}{c_0} u^{2k}(\phi) \]

holds in \( \phi \in [0, \pi] \) for both MD and FA probabilities, where

\[ c(\phi) = \tilde{g}(\phi) u(\phi) / h'(\phi) \]
\[ h'(\phi) = \sin(\phi) \cosh(r(\phi)) \left[ 1 + (r'(\phi))^2 \right] \]

and where the remaining functions were defined in (15).\( \square \)

Applicability of Theorem 7 to consecutive series expansion, \( L = U + 1 \) or \( L = U - 1 \), states that the next term in the series limits the residual error in the asymptotic expansion (as it is for the \( Q \)-function series (4)), and can be used to identify the error magnitude (and sign). Moreover, since both MD and FA probabilities (10) are monotone in \( \lambda' \) (or \( \gamma \)), another straightforward consequence of the applicability of Theorem 7 is the following result.

**Corollary 8:** Applicability of Theorem 7 ensures that bounds

\[ R^{(U)} \leq R \leq R^{(L)} \]
\[ P^{(L)} \leq P_e \leq P^{(U)} \]

apply, respectively, to PPV bounds on rate and error probability.\( \square \)

Note that the relation in the first of (40) is reversed with respect to the findings of Theorem 7 due to the fact that the upper bound on rate implies a − sign.

Although (38) does not hold in general for any parameters choice, there is numerical evidence that it holds in the cases of practical interest for application (e.g., for all the numerical examples developed in Section IV). In addition, the property certainly holds with choice \( U = 1 \), as stated by the following theorem.

**Theorem 9:** Under (33), the single-term asymptotic expansion always provides an upper bound to both MD and FA probabilities, that is \( P_{MD} \leq P^{(1)}_{MD} \) and \( P_{FA} \leq P^{(1)}_{FA} \). As a consequence, the following bounds can be established

\[ R^{(1)} \leq R \leq R^{(L)} \]
\[ P_e^{(L)} \leq P_e \leq P^{(1)}_e \]

\( \square \)

IV. APPLICATION EXAMPLES

A. Numerical evaluation of the converse bound

A thorough overview on the converse bound is given in the graphs of Fig. 1 and Fig. 2 showing the spectral efficiency upper limit \( \bar{p} = 2R \) for \( P_e = 10^{-5} \) and for a wide range of values of \( \eta \). The spectral efficiency is plotted in solid lines versus the SNR per symbol (\( \Omega \)) in Fig. 1 and versus the SNR per bit (\( E_b / N_0 = \Omega / \rho \)) in Fig. 2. Note that, in Fig. 1 the
efficiency measure, for some values of $\kappa, \beta$ is always numerically verified to hold, hence a guarantee on the absence of reliable communication (i.e., a single codeword is experienced with $R = 1$).}

Curves are obtained by use of the numerical method developed in Theorems 3, 6. The method is implemented in MatLab, using up to 21 active coefficients for the series of $g$, the series being truncated in correspondence to the smallest contribution to obtain the best accuracy. The assumption of Theorem 7 was always numerically verified to hold, hence a guarantee on precision is available. Precision was found to be well below 1% for rates $\bar{R} > \frac{1}{n}$, which satisfactorily covers the region of practical interest, since its is neglecting only those cases where less than $M = 2^3 = 8$ codewords are available. For rates $\bar{R} < \frac{1}{n}$, which are very close to the absence-of-reliable-communication limit, the integral form was used to get reliable results.

The range of applicability of the first and second-order series expansion (34) and (35) is illustrated in Fig. 2 showing (in dash-dotted lines) the lower bound $\bar{\rho}^{(1)} = 2\bar{R}^{(1)}$ and the two-term approximation $\bar{\rho}^{(2)} = 2\bar{R}^{(2)}$ in the region where their disagreement is limited, which is the region where $\bar{R} > \frac{1}{n}$. We numerically verified that the assumption of Theorem 7 holds in this region with $L = 2$, so that (34) and (35) are guaranteed to be reliable approximations of the true value of $\bar{\rho}$, and $\bar{R}^{(2)}$ is also guaranteed to be an upper bound. In this context, quantity $g_1(\gamma)/n$ is a measure of the (normalized) impact of the residual error.

B. Asymptotic behavior for $n \to \infty$

We observe from Fig. 1 that the bound increases with $n$, until it ultimately touches the Shannon’s limit, $\rho = \log_2(1 + \Omega)$, for $n \to \infty$. This can be easily verified analytically. As a matter of fact, at the limit $n \to \infty$ the constraint $P_{MD} = \epsilon$ provides $v_{MD}(\gamma) = 0$, which implies $\gamma = \theta_{MD}(\gamma)$, and so

$$\lim_{n \to \infty} \gamma = \bar{\gamma} = \frac{1}{2} \ln(1 + \Omega).$$

Hence, by substitution, it is $\theta_{FA}(\bar{\gamma}) = -\frac{1}{2} \ln(1 + \Omega) = -\bar{\gamma}$, and $v_{FA}(\bar{\gamma}) = \ln(1 + \Omega)$. Then we have

$$\lim_{n \to \infty} \bar{R} = C,$$

independently of the value of $\epsilon$ and $\Omega$, but provided they are finite.

C. Optimal parameters choice in the power limited regime

Some further insights can be inferred from Fig. 2. The ultimate limit in figure is $E_b/N_0 = \ln 2 = -1.59 \text{dB}$, reached for $n \to \infty$ and $\bar{\rho} \to 0$. Note that, closing the gap to this ultimate limit requires very long codes: a 1.2 dB gap is experienced with $n = 10^4$, narrowing to 0.6 dB with $n = 10^5$, and to 0.3 dB with $n = 10^6$. Moreover, each block-length is $E_b/N_0$ optimal at a different spectral efficiency, which suggests that the two should be matched for optimal performance. All these results confirm the inner difficulty in optimizing codes performance in the power limited regime. Incidentally, these results are confirmed by Fig. 3 where the converse bound is plotted against the so called $\kappa, \beta$ achievability
bound (see [2] Theorems 25, 42, 43))

\[
R_{\text{FB}} = \max_{\lambda} \frac{1}{\lambda} \log_2 \text{erf} \left( \frac{\sqrt{1+2\lambda}}{1+\Omega} \alpha \right) - \frac{1}{n} \log_2 P_{\text{FA}}(\lambda)
\]
subject to \( P_{\text{MD}}(\lambda) = P_c - \text{erf}(\alpha) \)
\[
0 < \alpha < \text{erf}^{-1}(P_c),
\]
(44)

where erf is the error function, and against the \(O(n^{-1})\) normal approximation (see [2] Theorem 54), and [7]

\[
R_{na} = C - \log_2(e) Q^{-1}(P_c) \left( \frac{\Omega(2+\Omega)}{2n(1+\Omega)^2} + \frac{\log_2(n)}{2n} \right).
\]
(45)

Observe from Fig. 3 that the three curves have a similar behavior, their difference vanishing at large block-lengths. Also observe that the normal approximation is not always a reliable approximation of the PPV bound, especially in the region of small spectral efficiency, and in connection with small block-lengths \(n\).

D. Further relations with the literature

Evaluation of the bound using the settings of [2] is shown in Fig. 4 and Fig. 5. The plots fully adhere to [2] Fig. 6-7], with a fundamental difference: an explicit expression is available, together with a guarantee (given by Theorem 4) on the fact that we are calculating the true upper bound \(R\). Numerical effectiveness can be appreciated by comparing Fig. 5 to [2] Fig. 7], and by observing that: 1) we are obtaining a tighter result \(\overline{R}\) for low values of \(n\); and 2) the proposed numerical approach does not show any numerical inconsistency as \(n\) grows.

E. Deriving the normal approximation

We observe that the proposed expansion allows an easy derivation of the normal approximation [45]. The derivation first requires identifying an asymptotic approximation of the solution to \(P_{\text{MD}}(\gamma) = P_c\). To this aim, by assuming that [33] applies, we write the MD probability [14] in the form

\[
\ln P_{\text{MD}}(\gamma) = \frac{n\alpha(\theta_{\text{MD}}(\gamma))}{2\gamma} - \ln \left( \frac{e^{\theta_{\text{MD}}(\gamma) - \gamma - 1}}{\sqrt{\frac{\gamma}{n\pi}}} \right) + O(1/n)
\]
\[
= \frac{n\alpha(\theta_{\text{MD}}(\gamma))}{2\gamma} + \ln q \left( \frac{e^{\theta_{\text{MD}}(\gamma) - \gamma - 1}}{\sqrt{2\gamma/n}} \right) + O(1/n)
\]
(46)

where we exploited (4). The result in (46) is well defined since, as explained in [11], the error function serie given by \(q(\cdot)\) in (4) is dealing with the presence of a pole in the Laplace domain. By then Taylor expanding (up to the first non null order) the functions in (46) in \(\gamma = \gamma\), which is the limit value according to (42), we obtain

\[
\ln P_{\text{MD}}(\gamma) = \ln Q \left( x\sqrt{1 + O(\gamma - \gamma)} \right) + O(1/n),
\]
(47)

where

\[
x = \sqrt{n} \frac{2(1+\Omega)^2(2+\Omega)}{\gamma^3} \left( \gamma - \gamma \right),
\]
(48)

and where we exploited \(\ln Q(x) = -\frac{1}{2}x^2 + \ln q(x)\). Note from (47) that \(x\) in the limit tends to the non null constant value \(Q^{-1}(P_c)\), and therefore the contribution \(O(\gamma - \gamma)\) can be replaced by \(\Omega(\gamma - \gamma)\). By inverting \(P_{\text{MD}}(\gamma) = P_c\) using (47) we then obtain

\[
\gamma = \gamma - Q^{-1}(P_c) \sqrt{\frac{\Omega^3}{2n(1+\Omega)^2(2+\Omega)}} + O(1/n),
\]
(49)

where the correctness of the big-O notation is ensured by standard series expansions for \(Q^{-1}\). By now switching to the FA probability [14], which does not suffer from the presence of a pole in the Laplace domain at the limit, by Taylor expansion at \(\gamma = \gamma\) we have

\[
-\frac{1}{n} \ln P_{\text{FA}} = -\frac{\alpha(\theta_{\text{MD}}(\gamma))}{2\gamma} + \frac{\log_2(n)}{2n} + O(1/n)
\]
\[
= \gamma - \frac{2 + \Omega}{\Omega} \left( \gamma - \gamma \right) + \frac{\log_2(n)}{2n} + O(1/n)
\]
(50)

Substitution of (49) in (50) finally provides the normal approximation (45). The result identified by [14] is therefore consistent with the findings of the literature.

Incidentally, the above stated relation between the single-term approximation \(\overline{R}\) and the normal approximation \(R_{na}\), further explains why it is empirically observed that \(R_{na} \leq \overline{R}\), the justification being given by Theorem 9.
F. Excess power

Some further useful insights are given in Fig. 6 which shows the excess power, $\Delta \Omega$, over the one predicted by channel capacity to achieve the same spectral efficiency. This corresponds, in Fig. 1, to the value of the horizontal gap with respect to the Shannon bound, that is to

$$[\Delta \Omega]_{\text{dB}} = 10 \log_{10} \Omega - 10 \log_{10} \left( \frac{1}{2} \pi (1) \right).$$

(51)

Interestingly, note how the gap saturates for large SNR, and that small gaps require very large block-lengths. For example, at $\Omega = 0$ dB a 0.1 dB excess power is obtained with block-lengths between $10^5$ and $10^6$. Interestingly, a similar gap is experienced with binary low density parity check (LDPC) codes [16], but we warn the reader that two situations are not fully comparable since the considered LDPCs are built on binary codewords, i.e., on a subset of $F$ in [1].

G. Optimal parameters choice in the bandwidth limited regime

The behavior of the excess power $\Delta \Omega$ (51) of Fig. 6 for $\Omega \to \infty$ (the bandwidth limited regime according to [17]) can be captured in a similar way, but the derivation is more involved, and it is therefore presented in the form of a theorem, whose proof is available in the Appendix.

**Theorem 10:** The asymptotic behavior of the converse bound $\overline{R}$ and of the excess power $\Delta \Omega$ for $\Omega \to \infty$, and for fixed packet error rate $P_e$ and block-length $n$, is given by

$$\overline{R} = \frac{1}{2} \log_2 (\Omega) - \left[ \frac{1}{n} \log_2 q \left( \sqrt{\frac{1}{2}} \right) + \frac{1}{2} \log_2 (\lambda') \right]$$

$$[\Delta \Omega]_{\text{dB}} = \frac{20}{n} \log_{10} q \left( \sqrt{\frac{1}{2}} \right) + 10 \log_{10} (\lambda'),$$

where $q$ was defined in (4), and $\lambda'$ is the solution to equation

$$q \left( \sqrt{\frac{1}{2}} (\lambda' - 1)^2 \right) e^{-\frac{1}{2} n (\lambda' - 1 - \ln(\lambda'))} = P_e. \quad (53)$$

The result for $P_e = 10^{-5}$ is shown in Fig. 7. Note the perfect correspondence with Fig. 6 and how the behavior at large block-lengths $n$ is approximately linear in logarithmic scale. Specifically, for large $n$ the second order approximation $\lambda' - 1 - \ln(\lambda') \approx \frac{1}{2} (\lambda' - 1)^2$ holds in (53), and therefore we have $\Delta \Omega \sim 10 \log_{10} \lambda'$, with $\lambda' = 1 + \sqrt{2x/n}$, and $x$ the solution to $Q(\sqrt{x}) = q(\sqrt{x}) e^{-x/2} = P_e$. The linear approximation follows as

$$[\Delta \Omega]_{\text{dB}} \sim 10 \log_{10} e \cdot \sqrt{\frac{2}{n}} Q^{-1}(P_e), \quad (54)$$

and it is shown in dashed lines in Fig. 7. The corresponding approximation on $\overline{R}$ provides

$$\overline{R} \sim C - \log_2(e) Q^{-1}(P_e) \sqrt{\frac{1}{2n}}, \quad (55)$$

which is in perfect agreement with the normal approximation (55) for $\Omega \to \infty$ (see also the limit expression in [18]).

H. Packet error rate perspective

A different view is finally provided by Fig. 8 which shows packet error rate performance versus SNR for rate $R = \frac{1}{2}$, making use of (13). The converse bound $P_e$ is to be intended, in this case, as a lower bound to the best achievable performance. Note from the figure how for $\Omega > 0$,
the rate achieving SNR, the performance improves with block-length $n$. For completeness, the (achievable) bound for $n = 1$, namely $P_e = Q(\sqrt{\Omega})$, is also shown. The upper bound $P_e^{(1)}$ is illustrated in dash-dotted lines in Fig. 8 and is shown to provide a very good approximation down to very low values of $n$. Comparison with the normal approximation in (43) is illustrated in Fig. 9.

V. CONCLUSIONS

In this paper we provided a means to reliably evaluate the Polyanskiy-Poor-Verdú converse bound in AWGN. The proposal consist of a (single) integral form, and of an asymptotic expansion which allows evaluating the bound with great precision via simple expressions. A method to control the accuracy of the result is also provided. Comparison with the widely used normal approximation suggests that the proposed solution is of interest especially for medium/low block-lengths ($n < 1000$). The importance of the contribution should be also read in connection with the rapidly increasing interest on simple but meaningful descriptions of the communication performance in the finite block-length regime, e.g., to be used in the optimization process of MAC (medium access control) or higher layers in future M2M (machine to machine) communication scenarios.

APPENDIX

Proof of Theorem 1

For the sake of clarity, the result is obtained by application of the Neyman-Pearson test to the AWGN case, rather than from reinterpretation of [11] Theorem 40). In the AWGN case we can write the Neyman-Pearson log-likelihood ratio (6) in the form

$$\Lambda'(x, y) = \frac{1}{n} \left\| \frac{y}{\sigma_w} - \frac{x}{\sigma_x} \frac{1 + \Omega}{\Omega} \right\|^2$$

$$= \frac{1}{n(1 + \Omega)} \left\| \frac{y}{\sigma_y} - \frac{x}{\sigma_x} \sqrt{1 + \frac{\Omega}{\Omega}} \right\|^2,$$

which is equivalent to (5) up to a negative multiplication factor and an addition factor (the relation is equivalent to (11) given for the corresponding decision thresholds $\lambda$ and $\lambda'$). Hence, the correct Neyman-Pearson test formulation is to choose $H_1$ if $\Lambda'(x, y) \leq \lambda'$, and $H_0$ otherwise. In this context for the MD probability we have

$$P_{MD}(x, \lambda)$$

$$= P \left( \left\| \frac{y}{\sigma_w} - \frac{x}{\sigma_w} \frac{1 + \Omega}{\Omega} \right\|^2 > n\lambda' \right| y \sim N(x, I_n \sigma_w^2)$$

$$= P \left( ||s||^2 > n\lambda' \right| s \sim N\left( -\frac{x}{\sigma_w \Omega}, I_n \right)$$

$$= P \left( x > n\lambda' \right| x \sim \chi^2(n, \frac{||x||^2}{\sigma_w^2 \Omega} = \frac{n}{\Omega})$$

(57)
providing the first of (10). For the FA probability we have

\[ P_{FA}(x, \lambda) = P \left[ \frac{y}{\sigma_y} - \frac{x}{\sigma_x} \sqrt{\frac{1 + \Omega}{\Omega}} \right] \leq \frac{n\lambda}{1 + \Omega} \left( \frac{y}{\sigma_y} - \frac{x}{\sigma_x} \sqrt{\frac{1 + \Omega}{\Omega}} \right) \left(y \sim \mathcal{N}(0, I_n \sigma_y^2) \right) \]

\[ = P \left[ \frac{y}{\sigma_y} - \frac{x}{\sigma_x} \sqrt{\frac{1 + \Omega}{\Omega}} \right] \leq \frac{n\lambda}{1 + \Omega} \left( \frac{y}{\sigma_y} - \frac{x}{\sigma_x} \sqrt{\frac{1 + \Omega}{\Omega}} \right) \left(n, \frac{1 + \Omega}{1 + \Omega} \right) \right] \right. \]

providing the second of (10). Since both \( P_{MD}(\lambda|x) \) and \( P_{FA}(\lambda|x) \) are independent of the value of \( x \), they are equal to their average counterparts, and the theorem is proved.

**Proof of Theorem 3** Consider an encoding/decoding procedure ensuring \( P_e \) (average probability of error) with equally likely messages \( p_W(i) = \frac{1}{M} \). Use this setup by assuming that the channel now exhibits transition probabilities \( p_W(x) \) under \( H_1 \), and \( q_W \) under \( H_0 \). Use the above to build a (suboptimal) binary hypothesis test that decides between \( H_1 \) and \( H_0 \) by observing \( (x, y) \). The outcome is built in such a way that \( H_1 \) is selected if \( \hat{W} = W \). MD and FA probabilities for this test are, respectively, \( P_{MD} = P[\hat{W} \neq W|H_1] = P_e \), and \( P_{FA} = P[\hat{W} = W|H_0] \) given by

\[ P_{FA} = \sum_{i=1}^{M} \sum_{a \in A_i} \sum_{b \in A_i} P \left[ \hat{W} = i, y = b, x = a, W = i|H_0 \right] \]

\[ = \sum_{i=1}^{M} \sum_{a \in A_i} \sum_{b \in A_i} P_W|y(i) b \} \cdot q_W(b) \cdot \frac{1}{M} = \frac{1}{M} \cdot \frac{1}{M} . \]

(58)

Observe that \( P_{MD} \) depends upon the chosen encoder/decoder procedure (through \( P_e \)), while \( P_{FA} \) is independent of it. We then exploit the Neyman-Pearson lemma (e.g., see [13]) stating that: between all (possibly randomized) binary hypotheses tests on \( H_0 \) and \( H_1 \) that guarantee a given MD probability, the Neyman-Pearson test is the one providing the smallest FA probability. Hence, by selecting a Neyman-Pearson test with \( P_{MD}(\lambda) = P_e \), we obtain \( P_{FA}(\lambda) \leq \frac{1}{M} \), which proves the theorem for average probability of error.

For maximal probability of error we can use the same argument to write \( P_{MD}(\lambda) \leq P_e \) since average error probability is by definition smaller than or equal to maximal error probability. The inequality \( P_{FA}(\lambda) \leq \frac{1}{M} \) is also valid. The resulting bound is identical to the one of the average probability.

**Proof of Theorem 4** Preliminarily note that, by exploiting standard results on CDFs of non-central chi-square random variables [18], (10) can be written in the form

\[ P_{MD} = Q_{\frac{1}{2}} \left( \sqrt{\frac{n}{\Omega}}, \sqrt{n\lambda} \right) \]

\[ P_{FA} = 1 - Q_{\frac{1}{2}} \left( \sqrt{\frac{n\lambda}{1 + \Omega}}, \sqrt{n\lambda} \right) \],

(60)

where

\[ Q_\nu(a, b) = \int_{b}^{\infty} \frac{\nu^{-1/2}}{\pi^{1/2}} e^{-\frac{1}{2}((z^2 + \nu^{-1}) I_{\nu-1}(az)) dz} \]

\[ = \int_{b}^{\infty} \frac{\nu^{-1/2}}{\pi^{1/2}} e^{-\frac{1}{2}((2z^2 x)) dz} \]

(61)

is the Marcum Q function expressed in the standard form (first line), and in the alternative form used by (11) (second line), where \( x = a^2/\nu \) and \( y = b^2/\nu \). In our context, parameters of the alternative form assume values \( \mu = \frac{a}{b} \) and \( \beta = \frac{b}{\nu} \).

We finally apply (11) (4.2) to our specific setting to obtain (14). Note that in the notation of (11) we have \( \xi = 2\sqrt{x} = n\sqrt{1/\Omega} \), \( \beta = n/(2\xi) = \frac{1}{2} \sqrt{1/\Omega} \), and \( \sinh(\gamma) = \beta \) with \( \gamma > 0 \). Note also that function \( \alpha \) in (15) is different from the \( \alpha \) function used in (11), although closely related to it. The value of \( \lambda \) in (15) is a direct consequence of this result. Also the value of \( \theta = \frac{1}{\nu} \ln(1/\Omega) \) in (16) is a direct consequence of its definition, and of the property \( \frac{1}{\nu} \ln(1/\Omega) = \ln(n) - \ln(2\sinh(\gamma)) \). Value \( s \) in (16) corresponds to the sign of \( u_0 \) in (11), and \( v \) corresponds to \( u_0^2/\nu = 1/\nu \). Differently from (11) (4.2), in our formulation we avoided the erf term by deleting the contribution \( 1/(n - u_0) \) in the definition of \( f(u) \), and by appropriately inserting the unit step function in (14). Finally, note that the integral defining \( g(\gamma) \) is limited to the positive axis thanks to the fact that, by construction, \( \Re[f(u)] \) is odd, and \( \Im[f(u)] \) is even.

**Proof of Theorem 5** The result in (18) is obtained by working on an alternative expression for \( u \), which exploits the way the integral is approached in (11). We therefore use \( r(\phi) \) in (19) to generate \( u \in [0, \infty) \) according to the map \( u(\phi) = \frac{1}{\nu} \psi(e^{\psi+\nu}) = \sqrt{2\lambda}(r(\phi) + \nu i) \) for \( \phi \in [0, \pi] \), which provides the expression in (19). The corresponding value of \( t \) is \( t(u(\phi)) = e^{r(\phi)+\nu i} \). With a little effort we can then write

\[ c(\phi) = \Re[f(u(\phi))] \]

\[ = \Re \left[ \frac{1}{\nu} \psi \left( e^{\psi+\nu} \right) \right] \cdot \frac{u(\phi)}{\nu} \]

\[ = \Re \left[ \frac{1}{\nu} \psi \left( e^{\psi+\nu} \right) \right] \cdot \frac{\nu}{2\lambda} \cdot \frac{2h(\phi)}{h'(-\phi)} \cdot \frac{1}{1/u(\phi)} \]

(63)

where the contribution of \( g(\phi) \) is expressed in a more direct form in (19). The integral form (18) is derived from (16) and (63) by a change of variable. Incidentally, note also that function \( h(\phi) \) is real valued, increasing, and positive by construction. It is in fact built real and positive in order to identify the steepest descent path.

**Proof of Theorem 6** 1) Coefficients (21) are a straightforward consequence of the Taylor expansion of the hyperbolic cosine. 2) We exploit Taylor expansion of \( \ln(x) \) around \( x = e^\gamma \), namely

\[ \ln(x) = \gamma + \sum_{n=1}^{\infty} \frac{(1)^{n+1}}{n} \left( \frac{x - e^\gamma}{e^\gamma} \right)^n \]

(64)
Then, from identity (e.g., see (19))

\[
\left( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} e^n \right)^j = \sum_{k=j}^{\infty} Q_{j,k} e^k ,
\]

where coefficients are defined as in (23), we have

\[
\nu(x) = \sum_{j=2}^{\infty} \sum_{k=j}^{\infty} Q_{j,k} \frac{(x-e^\gamma)^k}{e^\gamma} ,
\]

which proves (22) by swapping the summations order.

3) From equivalence \(2\nu(x) = \beta^2(x)\) we can write

\[
2 \sum_{n=0}^{\infty} n \nu_n (x-e^\gamma)^n = \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} \beta_k \beta_{n-k} \right) (x-e^\gamma)^n ,
\]

providing the equivalences

\[
\beta_0^2 = 0 = 2 \beta_0 \beta_1 = 0 = 2 \beta_0 \beta_2 + \beta_1^2 = 2 \alpha_2
\]

\[
2 \beta_0 \beta_n + 2 \beta_1 \beta_{n-1} + \sum_{k=2}^{n-2} \beta_k \beta_{n-k} = 2 \alpha_n .
\]

These can be exploited to obtain (24). Note that also \(\beta_1 = \sqrt{2}\alpha_2\) is a viable choice for inversion, the difference being a sign inversion on coefficients \(\beta_n\), but this provides an unwanted sign inversion in the evaluation of \(t(u)\).

4) The result is obtained by exploiting the method of (19) for the inverse function \(\beta^{-1}(x)\). The correctness of the result can be checked by recalling from (11) that couples \((u, t(u))\) are obtained from \(t(u) = e^{r(u) + x}\) and \(u(\phi)\) as defined in (19). 5) We exploit the same method used in 2). Specifically, (27) follows from Taylor expansion of

\[
\frac{1}{e^\theta - x} = \sum_{n=0}^{\infty} \frac{(\theta - e^\gamma)^n}{(x-e^\gamma)^n} ,
\]

and from identity

\[
(f(u) - e^\gamma)^j = \sum_{n=1}^{\infty} t_n u^n = \sum_{k=j}^{\infty} S_{j,k} u^k ,
\]

with \(S_{j,k}\) as in (25).

6) The result can be inferred by expressing product \(t'(u)\xi(u)\) in the form

\[
t'(u)\xi(u) = \sum_{k,\ell=0}^{\infty} (k+1) t_{k+1} u^{k+\ell} ,
\]

by then rearranging the summation as a summation in \(k\) and \(n = k + \ell\).

**Proof of Theorem 9**

We prove the upper bound, since the lower bound can be obtained in a perfectly equivalent way. Define \(c(u) = \exists (f(u))\). For MD probabilities it is \(s_{MD}(\gamma) < 0\), hence \(c(u) \leq \sum_{k=0}^{U-1} c_{2k} u^{2k}\) is a sufficient condition for ensuring an upper bound on \(P_{MD}\). A similar expression is obtained for FA probabilities, but in this case there is a sign involved in (14), which turns the condition into \(c(u) \geq \sum_{k=0}^{U-1} c_{2k} u^{2k}\). Given that, under (33), \(c_0\) has positive sign with MD probabilities, and negative sign with FA probabilities, then the condition can be written in the form

\[
\frac{c(u)}{c_0} \leq 1 + \sum_{k=1}^{U-1} \frac{c_{2k}}{c_0} u^{2k}
\]

for both MD and FA probabilities. In order to proceed, it is useful to work on \(u(\phi)\), which provides (38) and (39) because of (63).

**Proof of Theorem 10**

We want to prove that \(c(\phi)/c_0 \leq 1\) for both FA and MD probabilities, in which case the assumptions of Theorem 7 hold, and the theorem is proved. To do so, we first express the fraction \(c(\phi)/c_0\) as the product \(b_1(\phi) b_2(\phi)\) where

\[
b_1(\phi) = \frac{\sqrt{2} h(\phi) c_\gamma}{h'(\phi)},
\]

\[
b_2(\phi) = \frac{(e^{\theta-\gamma} - 1) (e^{\theta-r(\phi)} [\cos(\phi) + r'(\phi) \sin(\phi)] - 1)}{e^{2(\theta-r(\phi))} - 2 \cos(\phi) e^{\theta-r(\phi)} + 1}.
\]

Note that, thanks to the fact that \(-\cos(\phi) \geq 1\), the denominator of \(b_2(\phi)\) is a positive quantity. Also all the factors in \(b_1(\phi)\) are positive by construction. We then identify an upper bound for both \(b_1(\phi)\) and \(b_2(\phi)\), by assuming \(\phi \in [0, \pi]\). By exploiting the fact that \(r(\phi) \geq \gamma\), and that \(\alpha(x)\) is negative for \(x \geq \gamma\) (see the Taylor expansion (21)), we have

\[
1 + \frac{c_0 - s_\gamma}{2 s_\gamma} (1 - \sin^2(\phi)) \leq e^{r(\phi) - \gamma} \sin(\phi) \leq 1 ,
\]

which can be obtained from the equivalence

\[
e^{r(\phi) - \gamma} \sin(\phi) = \frac{s_\gamma + \sqrt{s_\gamma^2 + \sin^2(\phi)}}{s_\gamma + c_\gamma}.
\]

by recalling that \(0 \leq \sin(\phi) \leq 1\) holds for \(\phi \in [0, \pi]\). Now, with MD probabilities we further exploit \(e^{\theta-\gamma} - 1 > 0\) (implied by (33)), and \(r'(\phi) \leq 1/\phi - \cot(\phi)\) (implied by the definition in (19)), to write

\[
b_2(\phi) \leq \frac{(e^{\theta-\gamma} - 1) (e^{\theta-r(\phi)} \sin(\phi) - 1)}{(e^{\theta-r(\phi)} - \sin(\phi))^2}
\]

\[
\leq \frac{e^{\theta-\gamma} - 1}{e^{\theta-r(\phi)} - \sin(\phi)} \sin(\phi)
\]

\[
\leq \sin(\phi) e^{r(\phi) - \gamma}
\]

where the second inequality is a consequence of \(\sin^2(\phi) \leq 1\), and the third inequality is a consequence of the upper bound in (75). For FA probabilities an identical upper bound can be identified, but the derivation is different. By considering
Incidentally, we observe that Fig. 10 for the sake of conciseness. This proves the theorem.

From (80), and by exploiting (4), we have

\[
\begin{align*}
\beta(x) &\sim -\frac{1}{2}(e^{-\gamma/2} - e^{-\gamma/2}) ,
\end{align*}
\]

and therefore

\[
\begin{align*}
t(u) &\sim e^{\gamma} + i\sqrt{2ue^{\gamma/2}}, \\
\beta(u) &\sim -\frac{1}{2} \gamma \beta(x) ,
\end{align*}
\]

By substitution in the last of (20), and by exploiting (4), we have

\[
\begin{align*}
g(\gamma) &\sim -q(u_1 \sqrt{ne^{-\gamma/2}}) ,
\end{align*}
\]

to finally obtain

\[
\begin{align*}
g_{\text{MD}}(\gamma) &\sim q(\sqrt{n l(\lambda^{'})}), \\
g_{\text{FA}}(\gamma) &\sim -q(\sqrt{n/2}) .
\end{align*}
\]

This corresponds to the following asymptotic expression for (14)

\[
\begin{align*}
P_{\text{MD}} &\sim q\left(\sqrt{\frac{n l(\lambda^{'})}{2}}\right) e^{-\frac{1}{2}n l(\lambda^{'}) - l(\lambda')}, \\
P_{\text{FA}} &\sim q\left(\sqrt{\frac{n}{2}}\right) \Omega^{-\frac{1}{2} n(\lambda')^2},
\end{align*}
\]

for some value of the value \(\lambda' > 1\). The theorem is proved by using (87) in (12), and in (51).
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