Thresholds for Particle Clumping by the Streaming Instability

Rixin Li (李日新) and Andrew N. Youdin

1 Center for Astrophysics and Planetary Science, Department of Astronomy, Cornell University, Ithaca, NY 14853, USA
2 Steward Observatory & Department of Astronomy, University of Arizona, 933 N Cherry Ave, Tucson, AZ 85721, USA

(Received –; Revised –; Accepted –)
Submitted to ApJ

ABSTRACT

The streaming instability (SI) is a mechanism to aerodynamically concentrate solids in protoplanetary disks and trigger the formation of planetesimals. The SI produces strong particle clumping if the ratio of solid to gas surface density – an effective metallicity – exceeds a critical value. This critical value depends on particle sizes and disk conditions such as radial drift-inducing pressure gradients and levels of turbulence. To quantify these thresholds, we perform a suite of vertically-stratified SI simulations over a range of dust sizes and metallicities. We find a critical metallicity as low as 0.4% for the optimum particle sizes and standard radial pressure gradients (normalized value of Π = 0.05). This sub-Solar metallicity is lower than previous results due to improved numerical methods and computational effort. We discover a sharp increase in the critical metallicity for small solids, when the dimensionless stopping time (Stokes number) is ≤ 0.01. We provide simple fits to the size-dependent SI clumping threshold, including generalizations to different disk models and levels of turbulence. We also find that linear, unstratified SI growth rates are a surprisingly poor predictor of particle clumping in non-linear, stratified simulations, especially when the finite resolution of simulations is considered. Our results widen the parameter space for the SI to trigger planetesimal formation.
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1. INTRODUCTION

Growth from micron-sized dust to super-kilometer-sized planetesimals constitutes the crucial first step in planet formation (Chiang & Youdin 2010; Johansen et al. 2014). Our understanding of Solar System bodies, exoplanetary systems, and circumstellar disks is tied to the origin of planetesimals.

Recent observations of protoplanetary disks suggest that the formation of planetesimals and planets is well underway at early evolutionary stages (Andrews 2020). Diverse substructures, especially dust rings and gaps, are ubiquitous in nearby disks (ALMA Partnership et al. 2015; Andrews et al. 2016, 2018; Long et al. 2018). These rings may be best explained by dust trapping in pressure bumps (Dullemond et al. 2018), which could facilitate planetesimal formation (Pinilla & Youdin 2017; Stammler et al. 2019; Carrera et al. 2021). However, pressure bumps might be caused by already-formed planets (Dong et al. 2015; Jin et al. 2016; Zhang et al. 2018) and kinematic patterns in disk gas have also been attributed to planets (Pinte et al. 2018; Teague et al. 2019). Moreover, ring substructures have been found in younger Class 0 & I sources, with ages ≲ 0.5 Myr (Segura-Cox et al. 2020; Sheehan et al. 2020; Cieza et al. 2021). If planets are the main cause of observed disk structures, then the first generation planetesimals still need to form in smoother, less structured disks.

The streaming instability (SI) operates in smooth disks, and is one of the leading mechanisms to concentrate solids and rapidly produce planetesimals (Youdin & Goodman 2005, hereafter YG05). The SI arises from the relative drift of solids and gas in the...
midplane of protoplanetary disks, and is currently the best studied example of a broader class of astrophysical drag instabilities (Goodman & Pindor 2000; Lin & Youdin 2017; Squire & Hopkins 2018). High-resolution SI simulations with dust self-gravity produce planetesimals with a broad, top-heavy mass distribution (e.g., Johansen et al. 2015; Simon et al. 2016; Schäfer et al. 2017; Li et al. 2019). The formation of planetesimals by SI, or related gravitational collapse mechanisms, is supported by Solar System observations, including various properties of comets (Blum et al. 2017) and of pristine Kuiper Belt binaries (Nesvorný et al. 2010, 2019, 2021; McKinnon et al. 2020).

The ability of the SI to concentrate particles depends primarily on their size and abundance relative to gas, while the length-scale of particle concentration is set by disk pressure gradients (YG05; Johansen & Youdin 2007). Optimal dust sizes for SI concentration have aerodynamic stopping times close to the orbital time, around 1-10 cm in standard disks. Thus, grain growth by coagulation (Blum 2018) is a prerequisite for the SI mechanism. The midplane (volume) density ratio of dust to gas, $\epsilon$, is the most relevant measure of dust abundance. However, in real disks – and simulations with vertical stratification – $\epsilon$ is controlled by (a) the dust-to-gas surface density ratio, referred to as an effective “metallicity” $Z$, and (b) the stirring provided by the SI and other sources of disk turbulence, which balances particle sedimentation. The amount of stirring by SI in turn scales with disk pressure gradients (Takeuchi et al. 2012; Sekiya & Onishi 2018).

For optimally-sized dust and standard pressure gradients, Johansen et al. (2009b) found that SI triggers strong clumping for $Z \geq 2\%$. This value is close to Solar abundances (Asplund et al. 2009), implying that with only a modest redistribution of disk solids or removal of disk gas (Youdin & Shu 2002) the SI might trigger planetesimal formation. However, higher values of $Z$ could be needed if accounting for a distribution of particle sizes (Krapp et al. 2019; Paardekooper et al. 2020; Zhu & Yang 2021) or additional sources of turbulence (Gole et al. 2020).

Carrera et al. (2015, hereafter C15) investigated the size dependence of the SI clumping boundary, and found that higher $Z$ values are required for particles smaller or larger than the optimum size. However, the non-linear saturation of the SI, including the details of the clumping boundary, is sensitive to the details of numerical simulations, including domain size, resolution, and boundary conditions (Yang & Johansen 2014; Li et al. 2018). With numerical improvements, the clumping threshold for very small solids was reduced to lower $Z$ by Yang et al. (2017, hereafter Y17).

Motivated by this previous work, we revisit the SI clumping boundary across a broad range of particle sizes, using improved numerics and a high level of computational effort for a large suite of simulations. Our updated results favor the formation of planetesimals via SI clumping at lower metallicities than previously shown. Our results are especially useful for planet formation models that include thresholds for planetesimal formation via SI (Dražkowska & Dullemond 2014; Schoonenberg & Ormel 2017; Liu et al. 2019).

The paper is organized as follows. In Section 2, we describe our numerical models and simulation setups. Section 3 details our results, starting with the revised clumping boundary in Section 3.1. Section 3.3 provides fits to the clumping boundary that include generalizations to different disk models and levels of disk turbulence. Section 3.5 compares our clumping results to linear SI growth rates. In Section 4, we discuss the numerical robustness of this work and compare it to previous works. Section 5 lays out our conclusions and their implications.

2. METHODS

To simulate the coupled dynamics of gas and solids in a protoplanetary disk, we use similar methods to L18, which we briefly summarize. We use the ATHENA code (Stone et al. 2008) to model isothermal, un-magnetized gas with the particle module developed by Bai & Stone (2010a).

We use the local shearing box approximation to simulate a vertically stratified small patch of the protoplanetary disk (Hawley et al. 1995). This patch is centered on a fiducial disk radius ($r$) in the midplane, rotating with the corresponding Keplerian frequency ($\Omega_0$), and described by local Cartesian coordinates ($x, y, z$) in the radial, azimuthal and vertical directions (respectively). We apply the standard shearing-periodic boundary conditions (BCs) in $x$ and $y$. In the vertical direction, outflow BCs are imposed, where outflowing gas is replenished by density renormalization (L18).

The code units of our simulations are $p_0$, the midplane gas density; $\Omega_0^{-1}$, the Keplerian orbital timescale, $H$, the vertical gas scale height, and $c_s = H\Omega_0$, the sound speed of the gas, which can be applied to an arbitrary disk and location.

Three dimensionless parameters control the physics of the simulations, with values listed in Table 1. The particle stopping time, $t_s$, is normalized as

$$\tau_s = \Omega_0 t_s,$$  \hspace{1cm} (1)
which measures the strength of coupling between gas and solids (Youdin 2010). We consider only a single particle size in each simulation, with \( \tau_s = 10^{-3} \) to \( \tau_s = 1.0 \) corresponding to particles sizes of \( \text{mm} \) to \( \text{m} \), respectively, at a few AU in standard disk models (Chiang & Youdin 2010). The ratio of the average surface density of solids (\( \Sigma_p \)) to that of gas (\( \Sigma_g = \sqrt{2\pi\rho_0 H} \)) gives our effective metallicity:

\[
Z = \frac{\Sigma_p}{\Sigma_g}.
\]

A global radial pressure gradient is parameterized by

\[
\Pi \equiv \frac{\eta v_K}{c_s} \quad (3)
\]

where the applied forcing produces gas rotation that is sub-Keplerian by a fraction \( \eta \) of the Keplerian velocity \( v_K = \Omega_0 r \) (in the absence of particle feedback, Nakagawa et al. 1986, YG05).

The two most important parameters for vertically stratified SI are \( \tau_s \) and the combination \( Z/\Pi \) (Sekiya & Onishi 2018) because, when radial pressure gradients force the dynamics, midplane dust-to-gas ratios scale with \( Z/\Pi \). Varying \( \Pi \) at fixed \( Z/\Pi \) alters the weak effects of gas compressibility (Youdin & Johansen 2007) but otherwise gives similar SI dynamics in terms of the SI length scale of \( \eta r \) (YG05). Thus, we fix \( \Pi = 0.05 \) without a significant loss of generality.

We initialize the gas density in vertical hydrostatic balance, as a Gaussian of vertical thickness \( H \). We also initialize the particle density about the midplane as a Gaussian of scale height \( H_p = \eta r/2 \), which gives a midplane particle density,

\[
\rho_p = \frac{\Sigma_p}{2\pi H_p},
\]

of \( \rho_p/\rho_g = 2Z/\Pi \) initially. The initial velocities of gas and particles satisfy the Nakagawa et al. (1986) equilibrium.

We neglect self-gravity for simplicity, as it is not required for strong clumping by the SI. However, we are motivated by the formation of planetesimals via gravitational collapse (Youdin & Shu 2002; Johansen et al. 2007). Thus, we define particle clumping as strong when the peak particle density \( \rho_{p,\text{max}} \) exceeds the Roche density, \( \rho_R = 9\Omega_0^2/(4\pi G) \).

For a specific value of \( \rho_R \), we assume a low mass disk with \( Q \equiv c_s\Omega_0/(\pi G\Sigma_g) = 32 \) which gives Roche density

\[
\rho_{R32} \approx 180\rho_g,
\]

as our adopted strong clumping criterion. For more massive disks, with lower \( Q \) values, planetesimal formation could be triggered with even weaker clumping (and vice-versa for less massive disks). Fortunately, for cases with strong SI clumping, \( \rho_{p,\text{max}} \) tends to greatly exceed our adopted threshold (see Table 2). Thus the precise clumping criterion is unlikely to be significant in most cases.

As shown in Table 1, we evolve our 2D (\( x-z \)) models for at least \( 3150\Omega_0^{-1} \) (\( \approx 500 \) orbital periods) except for runs with larger particles (\( \tau_s \geq 0.3 \)) that have shorter global drift timescales given by Adachi et al. (1976; see also Column 7 in Table 1)

\[
t_{\text{drift}} = \left(\frac{1 + \tau_s^2}{2\tau_s}\right)\left(\frac{H}{r}\right)^{-1}\Omega_0^{-1}
\]

\[
= 400 \left(\frac{1 + \tau_s^2}{2\tau_s}\right)\left(\frac{\Pi}{0.05}\right)^{-1}\left(\frac{H/r}{0.05}\right)^{-1}\Omega_0^{-1}
\]

The \( (\tau_s, Z) = (0.001, 0.04) \) simulation has a slightly shorter simulation time due to numerical stiffness when \( \tau_s \ll 1 \) and the local dust-to-gas density ratio \( \epsilon = \rho_p/\rho_g \gg 1 \) (Bai & Stone 2010a). To mitigate the stiffness, we switch to the fully-implicit particle integrator in \( \tau_s = 0.001 \) runs and apply additional measures (see Section 4.1.1) to improve accuracy in this challenging regime.

Our main simulations (all but the double and quadruple resolution tests) have the same high resolution of \( \Delta x = \eta r/56 = H/1280 \) (i.e., 1280 grid cells per gas scale height). Most simulations have a wide radial domain of \( 0.8H \) to capture multiple particle filaments and their interactions in a local box. Only the \( \tau_s = 10^{-3} \) simulations have a radially narrower box of \( 0.2H \) due to computational cost, which was still wide enough to produce multiple clumps. The vertical extent of our simulation boxes is \( 0.2H \) for larger particles and \( 0.4H \) for smaller particles (to account for the possibility of greater stirring of small particles, though this was not in fact seen).

The number of particles in our simulations is set by

\[
N_{\text{par}} = n_p N_{\text{cell}} = 2^{20} \times \frac{L_X L_Z}{(0.8 \times 0.2)H^2};
\]

where \( n_p = 4 \) is the average number of particles per cell, \( N_{\text{cell}} \) is the total number of cells, \( L_X \) and \( L_Z \) are the radial and vertical extent of the box, respectively. Bai & Stone (2010a) find that \( n_p = 1 \) gives numerical convergence of unstratified SI simulations, and that grid resolution is more important for non-linear convergence of the particle clumping (see also Appendix A in Y17).

For a better measure of particle resolution in stratified simulations, the number of particles should be measured relative to \( H_p \) not \( L_z \), because adding dust-free grid
cells away from the midplane does not affect particle resolution. A difficulty with such a measure is that the precise \( H_p \) value is a simulation result, not known in advance. However, we can describe the effective particle resolution more robustly as the number of particles per cell within \( \eta r \) of the midplane, i.e. \( -0.5 < z/(\eta r) < 0.5 \), since \( H_p \) scales with \( \eta r \) (absent stirring by additional turbulence). In this sense, the effective particle resolution in our simulations is 16 (or 32) particles per cell near the particle midplane layer in simulations with \( L_Z = 0.2H \) (or 0.4\( H \) respectively). This particle resolution should be more than sufficient.

3. SIMULATION RESULTS

We conduct a suite of axisymmetric, vertically-stratified SI simulations with parameters listed in Table 1. Figure 1 shows which runs produce strong particle clumping and which do not. The clumping is considered to be strong if the maximum local particle density reaches the Roche density (for a fiducial disk, see Equation 5 and related discussion). We define \( Z_{\text{crit}} \), as the critical metallicity above which strong particle clumping is found in SI simulations, for fixed values of other parameters. Table 2 gives summary statistics of the simulations.

In this section, we present our results for \( Z_{\text{crit}} \) in Section 3.1 and examine average midplane dust-to-gas density ratios in Section 3.2. Section 3.3 provides a revised fitting formula for \( Z_{\text{crit}}(\tau_s) \). These fits address both pure SI, a generalization for additional sources of turbulence, and other choices of the pressure support parameter (that differ from the \( \Pi = 0.05 \) of the simulations). Section 3.4 measures turbulent diffusion from SI and Section 3.5 compares our clumping results to the linear growth rates of unstratified SI.

3.1. Boundary for Strong Particle Clumping

The particle clumping behavior in Figure 1 shows two remarkable features. First, for intermediate \( \tau_s > 0.01 \), particle clumping occurs at lower values of \( Z \), i.e. \( Z_{\text{crit}} \) is lower, than in previous work (C15). The simplest reason for the difference is that C15 investigate clumping while increasing \( Z \) in time, which significantly reduces computational cost. By performing a larger number of fixed-\( Z \) simulations, we allow more time for clumping to develop at lower \( Z \). Section 4.2 compares to previous works on \( Z_{\text{crit}} \) in more detail.

Particle sizes near \( \tau_s = 0.3 \) produce clumping for the lowest amount of solids \( Z = 0.4\% \). Many simulations of the SI have adopted \( \tau_s \simeq 0.3 \) (Johansen et al. 2012; Yang & Johansen 2014; Schäfer et al. 2017; Li et al. 2018), which is clearly a favorable assumption for strong particle clumping and planetesimal formation.

The second remarkable feature in Figure 1 is a sharp decrease of the critical metallicity \( Z_{\text{crit}} \) when \( \tau_s \) increases from 0.01 to 0.02. Variations of \( Z_{\text{crit}} \) vs. \( \tau_s \) are much more gradual elsewhere, i.e. for both \( \tau_s < 0.01 \) and 0.02.

To help understand this transition, Figure 2 illustrates how particles clump radially over time, for \( \tau_s = 0.01 \) vs. 0.02 and 0.03. For \( \tau_s = 0.01 \), clumps form evenly spaced with similar, low amplitudes that persist for many orbits. Only at sufficiently high \( Z \) (\( \geq 0.02 \)) is this uniform arrangement disrupted, so that mergers of filaments result in strong clumping. By contrast, for \( \tau_s = 0.02 \) and 0.03, clumping is initially less uniform with unequal amplitudes, and most clumps are transient. This more stochastic clumping readily leads to clump mergers and the emergence of strong clumping at lower \( Z \).

The ultimate reason why this transition to more stochastic clumping happens at \( \tau_s > 0.01 \) remains elusive. We searched for other quantities that vary significantly across this \( Z_{\text{crit}} \) transition, but none were identified, as we detail in the subsequent analyses of this section.

Our clumping boundary for \( \tau_s = 0.001 - 0.01 \) agrees well, if not precisely, with the current state-of-the-art results by Y17 (see Section 4.2 for more discussion). This agreement is encouraging since numerical stiffness is a significant challenge for \( \tau_s \ll 1 \) simulations, as explained in Section 4.1.1. Since Y17 did not revisit simulations with \( \tau_s > 0.01 \), they were not sensitive to the \( Z_{\text{crit}} \) transition reported here.

3.2. Particle Scale-Height and Midplane Density

Particle settling competes with stirring by the gas to establish the particle scale height \( H_p \) and midplane density \( \rho_{p0} = \epsilon \rho_{g0} \). The density ratio \( \epsilon \) describes the strength of drag feedback and is a fundamental parameter of unstratified SI (YG05).

The condition for particle clumping by the SI is often approximated as \( \epsilon \gtrsim 1 \) in the midplane, due to the increase in linear SI growth rates with \( \epsilon \), which is strong across \( \epsilon = 1 \) if \( \tau_s \ll 1 \) (YG05, Youdin & Johansen 2016).
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Figure 1. Overview of particle clumping by the SI for runs of different stopping times, $\tau_s$, and metallicities, $Z$, with radial pressure gradients set by $\Pi = 0.05$, and no additional sources of turbulence. Strong clumping occurs (or does not occur) for cases with filled (or open) circles. The minimum $Z$ for strong clumping is fit by the solid curve. Previous boundaries are shown by the dashed and dash-dotted curves. See text for additional discussion including generalizations of the clumping boundary in Section 3.3. Table 1 gives additional simulation details. An interactive version of this plot with detailed analysis (i.e., visualizations similar to Figures 2, 3, 5, and 7) of each simulation is available at https://rixinli.com/tauZmap.html and in the online version of the article.

This subsection refines the minimum $\epsilon$ needed for SI clumping with stratification.²

To measure $H_p$, $\epsilon$ and other quantities, we divide our simulations into three phases, illustrated in Figure 3. First, $t < t_{\text{ sedi-tr}}$ is the “transient sedimentation” phase, where particles settle towards, then bounce away from, the midplane. Next, $t_{\text{ sedi-tr}} < t < t_{\text{ pre-cl}}$ is a quasi-equilibrium “pre-clumping” phase, before the “strong clumping” phase which begins if and when $\rho_p,_{\text{max}}$ first exceeds $(2/3)\rho_{R32}$. Table 2 lists these transition times $(t_{\text{ sedi-tr}}, t_{\text{ pre-cl}})$ for all of our simulations.

Our quantitative analyses mainly consider the pre-clumping phase, as this helps to understand the properties of dust layers – including $H_p$ and $\rho_p,_{0}$ – that are capable (or not) of producing strong particle clumping. Only two cases (Zit100 and Zit30) produce strong particle concentrations too quickly $(t_{\text{ sedi-tr}} > t_{\text{ pre-cl}})$, and lack a pre-clumping phase. These cases are omitted and are far from the clumping boundary, our main interest.

We measure $H_p$ as the standard deviation (i.e. square root of the variance) of vertical particle positions. Figure 4 (left panel) presents $H_p$ measured during the pre-clumping phase (see also Table 2). The characteristic $H_p \sim 0.2\eta_r$, with variations about that value that have a complicated $\tau_s$ and $Z$ dependence. We now describe $H_p(\tau_s, Z)$ in the vicinity of the clumping boundary.

² Since Johansen & Youdin (2007) found strong particle clumping for $\epsilon = 0.2$ and $\tau_s = 1.0$, the $\epsilon > 1$ criterion is known to be approximate in unstratified SI simulations.
We first consider the variation of $H_p$ with $\tau_s$ at fixed $Z$, i.e. $\partial H_p/\partial \tau_s$. A flat $\partial H_p/\partial \tau_s = 0$ would arise if the greater settling of larger solids was precisely balanced by the effect of larger solids stirring stronger turbulence. Instead we have an interval from $0.01 < \tau_s < 0.1$ where $\partial H_p/\partial \tau_s > 0$ and greater stirring by larger solids is the stronger effect. And we have two regions, $\tau_s > 0.1$ and $\tau_s < 0.01$, where the greater settling of larger solids is the stronger effect. These $H_p$ trends are interpreted in terms of effective particle diffusion rates in Section 3.4 (see Figure 6).

This complex $H_p$ dependence on $\tau_s$ is reflected in different morphologies of the midplane particle layer, shown in Figure 5. As particle size increases, the vertical structure of the particle layers transitions from “fish-shaped” structures (for $\tau_s = 0.001$), to a layer that is smoothly “feathered” at the surface (for $\tau_s = 0.01$), then developing more prominent low-density cavities (for $\tau_s = 0.03$ and $0.1$, similar to the unstratified runs with $\tau_s = 0.1$ in Johansen & Youdin 2007), and finally a corrugated structure with significant asymmetries about the midplane (for $\tau_s = 0.3$, a structure familiar from previous 3D, stratified SI simulations such as Johansen
This run lasts slightly shorter than the usual because the maximum particle density appears to be in a long-term rising trend and is very close to expensive when the particle density becomes high enough (see also Section 4.1.1).

### Table 1. Simulation Parameters for 2D (x-z) Models

| Run      | $\tau_s$ | $Z$ | $L_X \times L_Z$ | Resolution | $N_{\text{par}}$ | $t_{\text{drift}}$ | $t_{\text{sim}}$ | $\rho_{\text{p,max}} > \rho_{R32}$? |
|----------|-----------|-----|------------------|------------|-----------------|------------------|-----------------|---------------------------------|
| Z1t100   | 1.0       | 0.01| 0.8×0.2          | 1280       | $2^{20}$        | 400              | 420             | Y                               |
| Z0.75t100| 1.0       | 0.0075| 0.8×0.2         | 1280       | $2^{20}$        | 400              | 420             | Y                               |
| Z0.6t100 | 1.0       | 0.006| 0.8×0.2          | 1280       | $2^{20}$        | 400              | 420             | Y                               |
| Z0.5t100 | 1.0       | 0.005| 0.8×0.2          | 1280       | $2^{20}$        | 400              | 420             | Y                               |
| Z0.4t100 | 1.0       | 0.004| 0.8×0.2          | 1280       | $2^{20}$        | 400              | 420             | Y                               |
| Z1t30    | 0.3       | 0.01| 0.8×0.2          | 1280       | $2^{20}$        | 727              | 750             | Y                               |
| Z0.75t30 | 0.3       | 0.0075| 0.8×0.2       | 1280       | $2^{20}$        | 727              | 750             | Y                               |
| Z0.6t30  | 0.3       | 0.006| 0.8×0.2          | 1280       | $2^{20}$        | 727              | 750             | Y                               |
| Z0.5t30  | 0.3       | 0.005| 0.8×0.2          | 1280       | $2^{20}$        | 727              | 750             | Y                               |
| Z0.4t30  | 0.3       | 0.004| 0.8×0.2          | 1280       | $2^{20}$        | 727              | 750             | Y                               |
| Z0.3t30  | 0.3       | 0.003| 0.8×0.2          | 1280       | $2^{20}$        | 727              | 750             | N                               |
| Z1t10    | 0.1       | 0.01| 0.8×0.2          | 1280       | $2^{20}$        | 2020             | 3150            | Y                               |
| Z0.75t10 | 0.1       | 0.0075| 0.8×0.2       | 1280       | $2^{20}$        | 2020             | 3150            | Y                               |
| Z0.6t10  | 0.1       | 0.006| 0.8×0.2          | 1280       | $2^{20}$        | 2020             | 3150            | Y                               |
| Z0.5t10  | 0.1       | 0.005| 0.8×0.2          | 1280       | $2^{20}$        | 2020             | 3150            | Y                               |
| Z0.4t10  | 0.1       | 0.004| 0.8×0.2          | 1280       | $2^{20}$        | 2020             | 3150            | Y                               |
| Z1t5     | 0.05      | 0.01| 0.8×0.4          | 1280       | $2^{21}$        | 4010             | 3150            | Y                               |
| Z0.75t5  | 0.05      | 0.0075| 0.8×0.4      | 1280       | $2^{21}$        | 4010             | 3150            | Y                               |
| Z0.6t5   | 0.05      | 0.006| 0.8×0.4          | 1280       | $2^{21}$        | 4010             | 3150            | Y                               |
| Z0.5t5   | 0.05      | 0.005| 0.8×0.4          | 1280       | $2^{21}$        | 4010             | 3150            | Y                               |
| Z1t3     | 0.03      | 0.01| 0.8×0.4          | 1280       | $2^{21}$        | 6673             | 3150            | Y                               |
| Z0.75t3  | 0.03      | 0.0075| 0.8×0.4      | 1280       | $2^{21}$        | 6673             | 3150            | Y                               |
| Z0.6t3   | 0.03      | 0.006| 0.8×0.4          | 1280       | $2^{21}$        | 6673             | 3150            | Y                               |
| Z0.5t3   | 0.03      | 0.005| 0.8×0.4          | 1280       | $2^{21}$        | 6673             | 3150            | Y                               |
| Z1t2     | 0.02      | 0.01| 0.8×0.4          | 1280       | $2^{21}$        | 10004            | 3150            | Y                               |
| Z0.75t2  | 0.02      | 0.0075| 0.8×0.4      | 1280       | $2^{21}$        | 10004            | 3150            | Y                               |
| Z0.6t2   | 0.02      | 0.006| 0.8×0.4          | 1280       | $2^{21}$        | 10004            | 3150            | N                               |
| Z2t1     | 0.01      | 0.02| 0.8×0.4          | 1280       | $2^{21}$        | 20002            | 3150            | Y                               |
| Z1.33t1  | 0.01      | 0.0133| 0.8×0.4      | 1280       | $2^{21}$        | 20002            | 3150            | N                               |
| Z1.33t1-2x| 0.01    | 0.0133| 0.2×0.4       | 2560       | $2^{21}$        | 20002            | 3150            | N                               |
| Z1.33t1-4x| 0.01    | 0.0133| 0.2×0.2       | 5120       | $2^{22}$        | 20002            | 3150            | N                               |
| Z1t1     | 0.01      | 0.01| 0.8×0.4          | 1280       | $2^{21}$        | 20002            | 3150            | N                               |
| Z0.75t1  | 0.01      | 0.0075| 0.8×0.4      | 1280       | $2^{21}$        | 20002            | 3150            | N                               |
| Z4t0.1   | 0.001    | 0.04| 0.2×0.4          | 1280       | $2^{19}$        | $2 \times 10^5$  | 2952             | Y*                              |
| Z3t0.1   | 0.001    | 0.03| 0.2×0.4          | 1280       | $2^{19}$        | $2 \times 10^5$  | 3500             | Y†                              |
| Z2t0.1   | 0.001    | 0.02| 0.2×0.4          | 1280       | $2^{19}$        | $2 \times 10^5$  | 4200             | N                               |

Note.—Columns: (1) run name (the numbers after $Z$ and $t$ are in units of one hundredth); (2) dimensionless stopping time; (3) metallicity; (4) dimensions of the simulation domain; (5) simulation resolution in units of the number of cells per gas scale height; (6) number of particles (for reference, $2^{20} \approx 1.05 \times 10^6$); (7) global drifting timescale for a test particle (see Equation 7); (8) total simulation time (9) whether or not the maximum particle density has reached the critical Roche density $\rho_{R32}$. For all runs: the radial pressure gradient term is $\Pi = 0.05$.

*This run lasts slightly shorter than the usual 3150/$\Omega_0$ because the stiffness issue makes the simulation extremely computational expensive when the particle density becomes high enough (see also Section 4.1.1).

†In this run, the particle density reaches $\rho_{R32}$ at $t = 3161/\Omega_0$, slightly longer than the standard simulation time limit. We run it a bit longer because the maximum particle density appears to be in a long-term rising trend and is very close to $\rho_{R32}$ at $t = 3150/\Omega_0$. 
This is the dividing line between clumping and non-clumping.

Figure 3. Evolution of the particle scale-height and midplane density from Run Z1t10. This simulation (and most others) can be divided into three phases: transient sedimentation phase, pre-clumping phase, and strong clumping phase, as discussed in the text.

et al. 2009a; L18). Especially at lower \( \tau_s \), higher resolution 3D simulations are needed to confirm these structures. While the origins of these structures are mysterious, their diversity is consistent with complex \( H_p(\tau_s) \) trends.

The metallicity dependence of \( H_p \) is slightly simpler. For \( \tau_s > 0.1 \), \( \partial H_p/\partial Z > 0 \) so that more solids trigger greater stirring. But for \( \tau_s < 0.1 \), \( \partial H_p/\partial Z < 0 \), meaning that the increased inertia of solids reduces stirring in this regime. Note that all of these \( H_p(\tau_s, Z) \) trends hold near the clumping boundary, where our simulations were performed.

We measure the midplane particle density by assuming a Gaussian vertical distribution with the width of the measured \( H_p \), using Equation 4. Figure 4 (right panel) shows the midplane density ratios \( \epsilon = \rho_p/\rho_g \) during the pre-clumping phase. For higher \( Z \), \( \epsilon \) increases, as expected. At fixed \( Z \), \( \epsilon \propto 1/H_p \) reflects the complex \( \tau_s \) dependence that was already described for \( H_p \).

The critical density ratio for strong clumping, \( \epsilon_{\text{crit}} \), is the dividing line between clumping and non-clumping (i.e. weak clumping) cases in Figure 4 (right panel). This \( \epsilon_{\text{crit}} \) is not always unity and varies by almost an order of magnitude across the \( \tau_s \) values considered. The lowest \( \epsilon_{\text{crit}} \simeq 0.35 \) at \( \tau_s = 0.3 \) and the highest \( \epsilon_{\text{crit}} \simeq 2.5 \) at \( \tau_s = 0.01 \) and 0.001. The jump in \( \epsilon_{\text{crit}} \) from \( \tau_s = 0.02 \) to 0.01 is even larger than the corresponding jump in \( Z_{\text{crit}} \) (since \( H_p \) is smaller for \( \tau_s = 0.01 \)). This result makes the jump even more surprising, from the perspective that \( \epsilon \) is more fundamental to the SI.

These variations in \( \epsilon_{\text{crit}} \) demonstrate that the assumption of \( \epsilon_{\text{crit}} > 1 \) for SI clumping should be taken with caution, especially for smaller particles where a higher dust-to-gas ratio is required. Furthermore, our result of \( \epsilon_{\text{crit}} < 1 \) for 0.02 \( \lesssim \tau_s \lesssim 1.0 \) is consistent with Gole et al. (2020). With \( \tau_s = 0.3 \), they found \( \epsilon_{\text{crit}} \simeq 0.5 \) in 3D SI simulations with a forced turbulence characterized by a dimensionless strength \( \alpha = 10^{-3.5} \), similar to the \( \epsilon_{\text{crit}} \simeq 0.35 \) found here (see Section 3.3.2 for more discussion of forced turbulence). We caution again that reported dust-gas ratios apply only to the single size bin considered, not to a broad distribution of particle sizes.

3.3. Fits to the Clumping Boundary

Approximate, analytic fits to the SI particle clumping boundary are useful for estimating when and where SI-triggered planetesimal formation could occur in protoplanetary disks. A well-motivated analytic fit allows the results of simulations with specific parameters to be applied to a wide range of actual disk conditions. Note that our use of a single particle size cannot account for size distributions, which remains a goal of future work.

In Section 3.3.1, we fit the clumping criterion for pure stratified SI, accounting for radial pressure gradients that differ from the value (\( \Pi = 0.05 \)) in our simulations. In Section 3.3.2, we include the effect of additional turbulence, described by a dimensionless \( \alpha \)-parameter.

Strong clumping by these criteria does not guarantee gravitational collapse into planetesimals, especially in lower mass disks (see Section 2). While more simulations of collapse near SI clumping boundaries are needed, most of our strong clumping runs exceeded the clumping threshold by a significant margin in long-lived clumps, which favors collapse in most scenarios.

3.3.1. Fits to the “Pure” SI Clumping Boundary

To account for the range of pressure gradients in disks, we recall that the fundamental parameter of stratified SI is \( Z/\Pi \) (Sekiya & Onishi 2018, see Section 2). Thus, our simulation results for \( Z_{\text{crit}}(\Pi = 0.05) \) now explicitly labelled with our choice of \( \Pi \) are generalized as

\[
Z_{\text{crit}}(\Pi = 0.05) = \frac{\Pi}{0.05} Z_{\text{crit}}(\Pi = 0.05) .
\]

---

3 Direct measurements of the dust density give very similar results, but use an arbitrary, and usually resolution-dependent, averaging length. Vertical \( \rho_p \) profiles (averaged in time and radius) are confirmed to be nearly Gaussian.
This generalization does not account for pressure bumps where $\Pi \to 0$, or a small enough value that $\Pi$ is not constant on scales of interest, usually several $\eta r = \Pi H$. Pressure bumps require a dedicated type of SI simulation (Onishi & Sekiya 2017; Carrera et al. 2021), and can also trigger Rossby wave instabilities (Lovelace et al. 1999).

We fit the clumping boundary with a piecewise quadratic function for $\log (Z_{\text{crit}}/\Pi)$ versus $\log \tau_s$. The function is discontinuous at $\tau_s = 0.015$ as we do not resolve the sharp transition between $\tau_s = 0.01 - 0.02$. After experimenting with different optimization procedures, we ultimately chose the fit parameters by eye, which appropriate for the sparsity of the $\tau_s$ samples (only two for $\tau_s \leq 0.01$ and the somewhat jagged boundary (not exactly obeying any quadratic dividing line) for $\tau_s > 0.01$. Our preferred fit is

$$\log \left( \frac{Z_{\text{crit}}}{\Pi} \right) = A(\log \tau_s)^2 + B \log \tau_s + C, \quad (10)$$

where

$$\begin{cases} A = 0.1, & B = 0.32, & C = -0.24 \quad \text{if } \tau_s < 0.015 \\ A = 0.13, & B = 0.1, & C = -1.07 \quad \text{if } \tau_s > 0.015 \end{cases}$$

3.3.2. SI Clumping Threshold with Extra Turbulence

The fit in Equation 10 does not include additional sources of turbulence beyond the dust gas-interactions that drive the SI. Additional turbulence can provide additional stirring (increase $H_p$) and reduce the midplane particle density. Some sources of turbulence could also generate pressure bumps (Johansen et al. 2009a), but this effect cannot be simply parameterized and generally applied to any disk model. Thus, we conservatively consider turbulence as a source of additional diffusive stirring.

Previous works have included the effects of turbulence on SI clumping by applying two criteria (e.g., Drążkowska et al. 2016; Schoonenberg & Ormel 2017; Stammier et al. 2019). First, a metallicity threshold for pure SI (previous versions of our Equation 10) must be met. Second, the midplane dust-to-gas ratio must exceed unity, $\epsilon > 1$. The approximate nature of this $\epsilon$ requirement is shown in Figure 4.

We offer an improvement on this previous approach in two ways. First, a single criterion to consider for SI clumping instead of two, even with additional turbulence. Second, we apply our more precise results for the $\epsilon_{\text{crit}}$ needed to trigger strong clumping for different $\tau_s$.

As with $Z_{\text{crit}}$, we use a piecewise quadratic function to fit $\log \epsilon_{\text{crit}}$ as a function of $\log \tau_s$. We obtain (again by eye)

$$\log \epsilon_{\text{crit}} \simeq A'(\log \tau_s)^2 + B' \log \tau_s + C', \quad (11)$$
Figure 5. Final snapshots of particle density for a range of particle sizes, increasing from top to bottom in clumping Runs Z4t01, Z2t1, Z1t3, Z1t10, and Z1t30. The diverse structures (discussed in the text) correlate with the irregular variations of $H_p$ with $\tau_s$ as shown in Figure 4. Note that the vertical gas domain is larger than the range of these plots.

We assume that $\epsilon_{\text{crit}}$ applies with additional sources of turbulence. This assumption is roughly justified by the forced turbulence simulations of Gole et al. (2020). In the presence of both SI and additional turbulence, the particle scale-height is

$$H_p = \sqrt{H_{p,\eta}^2 + H_{p,\alpha}^2}.$$  \hfill (12)

We add these effects in quadrature, for simplicity, with $H_{p,\eta} \equiv h_\eta \eta r$, as measured in our SI simulations, and $H_{p,\alpha}/H = \sqrt{\alpha/\left(\alpha + \tau_s\right)}$ for additional turbulence (e.g. Youdin & Lithwick 2007). We use $\alpha$ as the standard dimensionless measure of turbulent diffusivity, $\alpha H^2 \Omega$.

The midplane dust-gas ratio can thus be written as

$$\epsilon_\alpha = \frac{\Sigma_p}{\Sigma_g} \frac{H}{H_p}$$

$$= \frac{Z}{\sqrt{h_\eta^2 \Pi^2 + \alpha/\left(\alpha + \tau_s\right)}}.$$  \hfill (13)

The clumping condition $\epsilon_\alpha > \epsilon_{\text{crit}}$, can be expressed as a condition on the particle metallicity as

$$Z > Z_{\text{crit,}\alpha} \equiv \epsilon_{\text{crit}}(\tau_s) \sqrt{h_\eta^2 \Pi^2 + \frac{\alpha}{\left(\alpha + \tau_s\right)}}$$

$$\simeq \epsilon_{\text{crit}}(\tau_s) \sqrt{\left(\frac{\Pi}{5}\right)^2 + \frac{\alpha}{\left(\alpha + \tau_s\right)}}.$$  \hfill (14)
### Table 2. Time-averaged Disk Properties for 2D (x – z) Models

| Run   | \(\rho_{\text{p, max}}\) | \(\rho_{\text{q0}}\) | \(H_p\) | \(t_{\text{sed, tri}}\) | \(t_{\text{pre-\text{cl}}}\) | \(D_{\text{p, x}}\) | \(D_{\text{p, z}}\) | \(v_{\text{p, x}}\) |
|-------|----------------|--------------|--------|----------------|----------------|----------------|----------------|----------------|
|       | \(\rho_{\text{g0}}\) | \(\eta\) | \(\Omega^{-1}\) | \(\Omega^{-1}\) | \(c_sH\) | \(c_sH\) | \(v_{\text{test}}\) |
| (1)   | (2)  | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Z1t100| 2892.4 | - | - | 35 | 22.9 | - | - | - |
| Z0.75t100 | 1334.8 | 1.02 | 0.147 | 35 | 68.0 | 4.26e−04 | 5.40e−05 | 0.49 |
| Z0.61t100 | 854.7 | 0.91 | 0.132 | 35 | 112.7 | 4.69e−04 | 4.37e−05 | 0.51 |
| Z0.51t100 | 422.2 | 0.90 | 0.112 | 35 | 43.0 | 4.86e−04 | 3.12e−05 | 0.50 |
| Z0.41t100 | 174.3 | 0.72 | 0.111 | 35 | 76.4 | 4.11e−04 | 3.05e−05 | 0.59 |
| Z1t30  | 3808.8 | - | - | 45 | 43.3 | - | - | - |
| Z0.75t30 | 2353.4 | 0.60 | 0.25 | 45 | 73.5 | 2.23e−04 | 4.70e−05 | 0.68 |
| Z0.61t30 | 2097.3 | 0.52 | 0.232 | 45 | 82.4 | 4.50e−04 | 4.05e−05 | 0.66 |
| Z0.51t30 | 1402.3 | 0.40 | 0.25 | 45 | 215.1 | 2.15e−04 | 4.67e−05 | 0.76 |
| Z0.41t30 | 1276.9 | 0.35 | 0.226 | 45 | 355.2 | 1.72e−04 | 3.83e−05 | 0.80 |
| Z0.31t30 | 56.6 | 0.30 | 0.203 | 45 | - | 1.51e−04 | 3.10e−05 | 0.88 |
| Z1t10  | 3114.2 | 0.68 | 0.293 | 50 | 279.3 | 9.07e−05 | 2.15e−05 | 0.82 |
| Z0.75t10 | 841.3 | 0.51 | 0.294 | 50 | 327.6 | 1.10e−04 | 2.16e−05 | 0.87 |
| Z0.61t10 | 452.3 | 0.40 | 0.297 | 50 | 1116.4 | 1.01e−04 | 2.21e−05 | 0.97 |
| Z0.51t10 | 27.7 | 0.34 | 0.291 | 50 | - | 9.70e−05 | 2.12e−05 | 1.02 |
| Z1t5   | 1987.9 | 0.77 | 0.259 | 70 | 257.0 | 4.16e−05 | 8.41e−06 | 0.72 |
| Z0.75t5 | 861.3 | 0.55 | 0.275 | 70 | 624.2 | 4.45e−05 | 9.42e−06 | 0.83 |
| Z0.61t5 | 186.1 | 0.41 | 0.294 | 70 | 1867.8 | 4.04e−05 | 1.08e−05 | 0.95 |
| Z0.51t5 | 6.6 | 0.34 | 0.295 | 70 | - | 3.98e−05 | 1.09e−05 | 1.01 |
| Z1t3   | 428.6 | 1.03 | 0.194 | 120 | 603.0 | 2.16e−05 | 2.83e−06 | 0.53 |
| Z0.75t3 | 1236.8 | 0.67 | 0.224 | 120 | 696.3 | 1.64e−05 | 3.78e−06 | 0.67 |
| Z0.61t3 | 413.7 | 0.50 | 0.241 | 120 | 2363.2 | 1.47e−05 | 4.36e−06 | 0.76 |
| Z0.51t3 | 5.0 | 0.39 | 0.255 | 120 | - | 1.18e−05 | 4.88e−06 | 0.84 |
| Z1t2   | 2081.3 | 1.18 | 0.17 | 150 | 2771.5 | 5.92e−06 | 1.44e−06 | 0.49 |
| Z0.75t2 | 1051.0 | 0.79 | 0.19 | 150 | 1869.7 | 5.07e−06 | 1.80e−06 | 0.59 |
| Z0.6t2 | 4.5 | 0.56 | 0.214 | 150 | - | 3.32e−06 | 2.30e−06 | 0.70 |
| Z21   | 812.6 | 3.54 | 0.113 | 250 | 846.7 | 1.40e−06 | 3.20e−07 | 0.31 |
| Z1.33t1 | 10.1 | 2.18 | 0.122 | 250 | - | 1.31e−06 | 3.74e−07 | 0.40 |
| Z1.33t1-2x | 7.7 | 1.86 | 0.143 | 250 | - | 1.47e−06 | 5.12e−07 | 0.41 |
| Z1.33t1-4x | 6.4 | 1.27 | 0.209 | 250 | - | 2.36e−06 | 1.10e−06 | 0.48 |
| Z1t1   | 7.5 | 1.56 | 0.128 | 250 | - | 1.57e−06 | 4.12e−07 | 0.45 |
| Z0.75t1 | 6.0 | 1.06 | 0.142 | 250 | - | 1.67e−06 | 5.03e−07 | 0.52 |
| Z4t0.1 | 493.3 | 6.20 | 0.129 | 2100 | 2575.1 | 2.27e−07 | 4.17e−08 | 0.34 |
| Z3t0.1 | 327.0 | 3.48 | 0.172 | 2200 | 2955.0 | 2.35e−07 | 7.43e−08 | 0.44 |
| Z2t0.1 | 9.7 | 1.89 | 0.212 | 2500 | - | 2.63e−07 | 1.12e−07 | 0.55 |

Note.—Columns: (1) run name (the numbers after Z and t are in units of one hundredth); (2) maximum particle density in simulations; (3) midplane particle density; (4) particle scale height; (5) end time of the transient sedimentation by eye; (6) end time of the pre-clumping phase (i.e., the first time when \(\rho_{\text{p, max}}\) reaches \((2/3)\rho_{\text{R32}}\); (7) radial diffusion coefficient extracted from \(0.5\rho^2/\partial t\); (8) vertical particle diffusion coefficient derived from \(\langle H_p \rangle^2/\tau_s\); (9) ratio between radial particle velocity and test particle velocity, \(-2\eta_{\text{R32}}/\tau_s/(1 + \tau_s^2)\).

Note.—The time average is taken over the saturated pre-clumping phase, that is, after the transient sedimentation (including the initial settling and the subsequent bounce of \(H_p\)) and before the first time that \(\rho_{\text{p, max}}\) exceeds \((2/3)\rho_{\text{R32}}\).
consistent with simulations than previous approaches. 

Equation 14 is a single criterion for SI clumping that is more consistent with simulations and real disks. Used in this way, Equation 14 which gives \( \tau_\text{crit} \) can be understood in two ways. First, a more vigorous SI at larger \( \tau_\text{s} \) is expected from faster linear, unstratified growth rates (YG05). Also, since \( H_p \) varies only weakly with \( \tau_\text{s} \), stronger diffusion is needed to stir larger particles (as indicated by Equation 16). However, \( H_p \) does vary somewhat with \( \tau_\text{s} \). Correspondingly the scaling of \( D_p \) with \( \tau_\text{s} \) is steeper than linear from 0.01 to 0.1 and shallower outside this range.

While \( D_{p,x} \) and \( D_{p,z} \) show a similar \( \tau_\text{s} \) dependence, the measured values of \( D_{p,z} \) are consistently smaller, by a factor of \( \sim 2 - 10 \). While anisotropic diffusion is a real possibility, we caution against over-interpreting this result. Particle stirring is not precisely described by a diffusive random walk. In the vertical direction, density structures on large scales - up to \( \sim H_p \), see Figure 5 - are inconsistent with a random walk with small steps \( \ll H_p \). In the radial direction, weak particle clumping during the pre-clumping phase biases diffusion measurements. The slower drift of particles in weak clumps makes a non-diffusive contribution to the measured variance \( \sigma_z^2 \). This effect explains the counter-intuitive result that measured \( D_{p,x} \) can be larger for cases that eventually produce strong clumping (e.g. \( \tau_\text{s} = 0.02, 0.03 \) and 0.3 runs). For \( D_{p,z} \), the effect of (early, weak) clumping is opposite at least for \( \tau_\text{s} \leq 0.1 \). Since clumps tend to reside close to the midplane, \( D_{p,z} \) tends to be smaller in the clumping cases. For \( \tau_\text{s} \geq 0.3 \) the corrugation of the dust layer (which is distinctly non-diffusive as noted above) changes this trend.

The final step of Equation 14 approximates \( \tau_\text{sett} \) with Equation 16 which gives

\[
D_{p,z} = \frac{H_p^2}{\tau_\text{sett}} = \frac{H_p^2 \Omega_0}{\tau_\text{s}},
\]

which is valid for \( H_p \ll H \).

Equation 16 shows both diffusion coefficients as a function of \( \tau_\text{s} \) for the Z values simulated (and Table 2 lists the coefficients). The maximum value of the diffusion coefficients (at \( \tau_\text{s} = 1 \)) is roughly \( \alpha \equiv D_p/(c_s H) \sim 10^{-4} \), which is expected from the basic scales of the SI as \( (\eta r)^2 \Omega = 2.5 \times 10^{-4} c_s H \) in our simulations. The trend of diffusion increasing with \( \tau_\text{s} \) can be understood in two ways. First, a more vigorous SI at larger \( \tau_\text{s} \) is expected from faster linear, unstratified growth rates (YG05). Also, since \( H_p \) varies only weakly with \( \tau_\text{s} \), stronger diffusion is needed to stir larger particles (as indicated by Equation 16). However, \( H_p \) does vary somewhat with \( \tau_\text{s} \). Correspondingly the scaling of \( D_p \) with \( \tau_\text{s} \) is steeper than linear from 0.01 to 0.1 and shallower outside this range.

While \( D_{p,x} \) and \( D_{p,z} \), show a similar \( \tau_\text{s} \) dependence, the measured values of \( D_{p,z} \) are consistently smaller, by a factor of \( \sim 2 - 10 \). While anisotropic diffusion is a real possibility, we caution against over-interpreting this result. Particle stirring is not precisely described by a diffusive random walk. In the vertical direction, density structures on large scales - up to \( \sim H_p \), see Figure 5 - are inconsistent with a random walk with small steps \( \ll H_p \). In the radial direction, weak particle clumping during the pre-clumping phase biases diffusion measurements. The slower drift of particles in weak clumps makes a non-diffusive contribution to the measured variance \( \sigma_z^2 \). This effect explains the counter-intuitive result that measured \( D_{p,x} \) can be larger for cases that eventually produce strong clumping (e.g. \( \tau_\text{s} = 0.02, 0.03 \) and 0.3 runs). For \( D_{p,z} \), the effect of (early, weak) clumping is opposite at least for \( \tau_\text{s} \leq 0.1 \). Since clumps tend to reside close to the midplane, \( D_{p,z} \) tends to be smaller in the clumping cases. For \( \tau_\text{s} \geq 0.3 \) the corrugation of the dust layer (which is distinctly non-diffusive as noted above) changes this trend. Despite
these complexities, the similarity of \(D_{p,x}\) and \(D_{p,z}\) values suggests that particle mixing is at least approximately diffusive in nature.

As with the related \(H_p\) values, the diffusion coefficients do not give a clear indication of which cases will or will not clump. The complex balance between clumping and diffusion in nonlinear SI is unfortunately not elucidated in obvious trends of \(D_p\). The diffusion values are useful in another way, indicating the strength of other turbulence needed to interfere with SI clumping. This effect is included in the revised clumping boundary with turbulence, Equation 14.

### 3.5. Comparison to Linear Theory

We examine whether linear, unstratified SI growth rates (YG05; Youdin & Johansen 2007) are a useful predictor of clumping in stratified non-linear simulations. We find that strong clumping does not correlate with linear growth rates. Perhaps a strong connection should not be expected as there are three significant distinctions: linear vs. non-linear, stratified vs. unstratified, and particle clumping vs. growth (e.g., of velocities more than particle densities).

Previous works have already demonstrated a disconnection between linear growth rates and clumping. For unstratified SI, non-linear clumping is weak for \(\tau_s = 0.1, \epsilon = 3\) even though the linear growth rate is faster than the \(\tau_s = 1, \epsilon = 0.2\) case that produces strong clumping (Johansen & Youdin 2007). For related vertical settling instabilities (Squire & Hopkins 2018), simulations show weak particle clumping even for fast linear growth (Krapp et al. 2020).

More studies of these connections are warranted, as linear growth is frequently used as a guide to clumping when simulations are unavailable. The recent development of a linear theory for stratified SI (Lin 2021) is a significant advance, and comparison of simulations to this theory is a goal of future work.

#### 3.5.1. Resolution and size requirements

To find the most relevant unstratified growth rates, we first compare the resolution of our simulations to the wavelengths of linear (unstratified) SI modes. We use dimensionless wavenumbers \(K = k\eta r\) and a grid cell size \(\Delta x = \eta r/N_p\), where \(N_p = 64\) in our simulations. A mode is deemed nominally resolved with \(R_{\text{min}} = 16\) cells per wavelength, \(^4\) i.e. if the wavenumber

\[
K < K_{\text{max},R} = 2\pi N_p/R_{\text{min}} \simeq 25 \left(\frac{N_p}{64}\right).
\]

In practice, we apply Equation 17 individually to both \(K_x\) and \(K_z\), instead of the total \(K\).

Also, the vertical wavelength should be small enough for modes to fit within the particle layer. Specifically, we require that at least half a wavelength fit within the particle layer width, \(2H_p\), i.e.,

\[
K_x > K_{\text{min},H_p} = \frac{\pi}{2H_p} \eta r = \frac{\pi}{2} 0.2f_H \eta r \simeq \frac{8}{f_H}.
\]

where \(f_H \equiv H_p/0.2\eta r \sim 1\) (see Figure 4). This cutoff is the most generous (in terms of number of linear modes) that we could justify. When applying Equation 18 to a specific run, we use the measured \(H_p\), not an approximation of \(f_H\).

Stratified simulations should also resolve the particle scale height, independent of any linear theory. The dust sublayer width in our simulations is well resolved with

\[
\frac{2H_p}{\Delta x} = \frac{2}{\Delta x} 0.2f_H \eta r \simeq 26f_H \left(\frac{N_p}{64}\right) > R_{\text{min}}.
\]

Since this requirement is always satisfied, it doesn’t affect our analysis.

#### 3.5.2. Linear Growth Rates vs. Clumping

To compare unstratified linear theory to our stratified simulations, we use the midplane \(\epsilon\) values as measured in Section 3.2 to calculate linear SI growth rates.\(^5\) Figure 7 maps SI growth rates versus wavenumber for two example cases, corresponding to the parameters of runs Z1t10 and Z1.33t1. These plots show that SI growth is fastest along contours that roughly follow \(K_x \propto K_x^2\) at smaller \(K\) and constant \(K_x\) at larger \(K\) (YG05; Squire & Hopkins 2018). Figure 7 also shows the wavelength restrictions imposed by Equations 17 and 18, and locates the fastest growth rate, \(s_{\text{fastest}}\), that meets these requirements.

The left panel of Figure 8 presents these linear growth rates, \(s_{\text{fastest}}\), for all our runs. The main

\(^4\) Higher resolution may be needed for numerical convergence of slower growth rates (Bai & Stone 2010a). A uniform resolution requirement is not only simpler, but “conservative” in the sense that our surprising findings (i.e. clumping with nominally slow linear growth growth rates) would be reinforced if growth rates were even slower due to stricter resolution requirements.

\(^5\) We include gas compressibility (a weak effect) in the eigenvalue analysis as in Youdin & Johansen (2007) and report the fastest growing of the 8 modes.
Figure 7. Maps of streaming instability growth rates as a function of the radial and vertical wavenumbers, for the parameters of Run Z1t10 (left) and Run Z1.33t1 (right). Simulated $\epsilon$ values are used to compute standard unstratified growth rates. Wavenumbers that meet the resolution requirements of our standard resolution runs must lie below and to the left of the dashed red lines. Wavenumbers must also lie above the solid red line to fit in the dust layer. (See text for details.) The fastest growing modes that meet these requirements are indicated by red dots. A run with 4 times the resolution (right panel only) would have the resolution requirements set by the black long dashed lines (and the size requirement set by the same solid red line), which implies a much faster resolved growth rate, at the location of the black dot.

Figure 8. (Left:) The maximum growth rates of the unstratified streaming instability that satisfy the requirements illustrated in Figure 7. (Right:) The corresponding radial wavelengths. Symbols, lines, and their colors have the same meaning as Figure 4. These growth rates are nearly identical for clumping and non-clumping cases, and thus a poor predictor of clumping. The higher resolution “ResTest” runs nominally resolve fast growth, but still do not produce clumping (see Section 4.1.2). The black dotted line (right panel) indicates the resolution limit at standard resolution.
The numerical code produces results that are robust to the tuning variables, as noted in Section 4.1.2. This is not the case for linear, unstratified simulations. The stability analysis presented here shows that growing modes are disallowed by the size requirement of Equation 18. As above, long wavelengths are disallowed by the size requirement of Equation 18. Even if the radial diffusion coefficient $D_{p,z}$ is replaced by the smaller $D_{p,x}$, the $s_{\text{damped}}$ remain negative.

This strong inconsistency between stratified simulations and linear unstratified theory with turbulent diffusion is discouraging, but an important caution about the over-interpretation of linear theory out of context.

4. DISCUSSION

To better understand the robustness of our numerical results, we analyze relevant numerical issues in Section 4.1 and compare to previous works on the clumping boundary for SI in Section 4.2. A common theme is that improved numerics in SI simulations tend to produce stronger clumping, and the rare exceptions to the rule are cases of weak clumping. These trends suggest, reassuringly, that perfect solutions would have similar, or more, clumping than achievable simulations.

4.1. Numerical Effects

4.1.1. Stiffness

The coupled particle-gas system becomes stiff when the particle size is small and especially when the particle-to-gas density ratio is high. Bai & Stone (2010a) defined a stiffness parameter

$$\chi \equiv \frac{\epsilon \Delta t_{\text{CFL}}}{\max(\tau, \Delta t_{\text{CFL}})},$$

where $\Delta t_{\text{CFL}} \sim C_0 \Delta x/c_s$ is the time step in ATHENA that satisfies the Courant–Friedrichs–Lewy (CFL) stability
condition based on wavespeeds (i.e., of sound waves), where $C_0$ is a fixed CFL number of 0.4 (see also Stone et al. 2008). When $\chi \gtrsim 3$–5, numerical instabilities emerge and may result in unphysically large growth of particle and gas velocities, which inhibit clumping. For our simulations, $\Delta t_{\text{CFL}} \simeq 3 \times 10^{-4}/\Omega_0$ at the standard resolution. Thus, $\chi = \epsilon \Delta t_{\text{CFL}}/\tau_s$, indicating our runs with $\tau_s = 0.001$ are easily unstable when $\epsilon \gtrsim 20$, much smaller than $\rho_{\text{HS2}}$.

Bai & Stone (2010a) implemented a technique to enforce $\chi < 3$ by effectively increasing the value of $\tau_s$ for all local particles within relevant dense regions. In addition, the predicted momentum feedback in the first step of the predictor-corrector scheme is reduced by $\max(\chi, 1)$ to further improve the stability (see Bai & Stone 2010a for more details).

While this technique is adequate for many applications, we noted some difficulties. First, by changing stopping times and momentum feedback, the technique gives an inherently less accurate solution, which might be insufficient for detailed SI dynamics at high $\epsilon$. Second, when using this technique, numerical instabilities still arose in stiff regimes, for example, for Run $Z4t01$ when $\rho_p/\rho_g \gtrsim 20$ (see Figures 9 and 10).

Thus we adopted an alternate technique to handle stiffness, which is both more physically accurate and more computationally expensive. Our brute force approach restricts the timestep to

$$\Delta t = \min \left( \Delta t_{\text{CFL}}, \frac{\chi_{\text{crit}} \Delta t_{\text{CFL}} \tau_s}{\epsilon} \right),$$

(23)

which ensures that the timestep will both satisfy the Courant condition and keep the stiffness parameter below $\chi_{\text{th}} = 0.75$. This conservative limit empirically secured numerical stability in all our runs.

Due to the extra computational expense of this approach, runs with high stiffness must be terminated after strong clumping beings. Specifically, Run $Z4t01$ ends at $t = 2952/\Omega_0$.

4.1.2. Resolution

Since perfect convergence of nonlinear SI simulations is seldom feasible, we consider the effect of numerical resolution on particle clumping and $Z_{\text{crit}}$. We perform our resolution study on the $(\tau_s, Z) = (0.01, 0.0133)$ case, which is of special interest. This $Z$ value lies just below the clumping boundary and $\tau_s = 0.01$ is on the small particle side of the sharp transition in $Z_{\text{crit}}(\tau_s)$. We can thus test if these results are resolution dependent. Furthermore, Figure 7 (left panel) and 8 (right panel) show that higher resolution could resolve significantly faster growing linear (unstratified) modes for this case.

We perform runs $Z1.33t1-2x$ and $Z1.33t1-4x$ with double and quadraple the standard resolution, respectively, and in smaller boxes to reduce computational cost (see Table 1). Figure 11 shows the saturated clumping state of the three runs of this resolution study. All cases produce regularly spaced weak clumps, which (as discussed in Section 3.1) seems to inhibit stronger clumping. With increasing resolution, the clump spacing first narrows then widens, while clumping slightly weakens and $H_p$ slightly increases (see Table 2). These trends could be due to increased resolution and/or decreased box size, which would require more study and computational resources to disentangle.

The fact that higher resolution still fails to produce strong clumping nevertheless has interesting

\[ \begin{align*}
\text{Figure 9.} & \quad \text{Maximum particle density and particle scale height as a function of time for Run $Z4t01$, comparing the results before and after adopting regulated timestep (see Equation 23), which resolves the stiffness issue.}
\end{align*} \]
Figure 10. An example of numerical instability in the particle layer caused by high stiffness. The “explosion” that reinflates the particle layer is unphysical, and preventable with stricter timestep controls (see Figure 9).

Figure 11. Final particle density for the resolution test with $Z = 1.33\%$ and $\tau_s = 0.01$. Resolution increases from top (standard) to bottom (4x higher). This case has $Z$ just below the strong clumping boundary. Higher resolution produces slightly weaker clumping and a thicker particle layer. The smaller box sizes of the higher resolution runs (images do not show the entire domain) contributes to these trends. See Section 4.1.2 for discussion.

Figure 12. Comparison of 2D and 3D runs showing the evolution of maximum particle density and particle scale height for two runs ($Z=0.75t_{10}$ and $3D-Z=0.75t_{10}$) with the same physical parameters, $(\tau_s, Z) = (0.1, 0.0075)$. The azimuthal direction provides another dimension for particles to concentrate, leading to smaller particle scale height and higher maximum particle density.
implications. The jump in $Z_{\text{crit}}$ for $\tau_s = 0.01$ (vs. $\tau_s = 0.02$) persists despite a factor of 4 increase in resolution. Since the higher resolution runs should resolve faster growing linear modes, the lack of clumping supports our finding (in Section 3.5) that unstratified linear growth rates fail to predict non-linear clumping in stratified simulations.

To place our resolution test in context, most previous works show that higher resolution in SI simulations produces stronger clumping. This trend has been demonstrated for unstratified (Bai & Stone 2010a) and stratified simulations (Y17; our standard resolution matches the recommendation of this work). Furthermore, Mignone et al. (2019) found faster particle clumping at higher resolution in unstratified, radially global simulations. Rare cases where higher resolution gives weaker clumping (without the confounding effects of different box sizes) do exist. Bai & Stone (2010b) conducted multi-species, stratified SI simulations with two resolutions. In only one case (their R3023-3D runs) was there strong clumping at only the lower resolution (half our standard resolution). In Y17, the $\tau_s = 0.01$, $Z = 0.04$ simulations in small boxes ($L_z = L_2 = 0.2H$) showed slightly reduced clumping at the highest resolution, though the clumping was increasing sharply at the end of this simulation. In both cases, the stochastic nature of clumping and finite duration of the simulations may be responsible for these exceptions to the usual increase in SI clumping with resolution.

Thus, while higher resolution generally favors strong SI clumping, our limited resolution test – which targets the case where $Z_{\text{crit}}$ seems discontinuously large – suggests that a significant lowering of $Z_{\text{crit}}$ with higher resolution is unlikely. More investigation is certainly warranted.

4.1.3. Comparison to 3D Models

To test the 2D approximation, we conduct a 3D version of the simulation with $\tau_s = 0.1$ and $Z = 0.75\%$ (Run Z0.75t10). Ideally, we would perform a parameter survey in 3D as well, but the computational cost for such high resolution simulations is prohibitive. The case chosen is a good test because it lies near our revised clumping boundary, and probes the interesting regime of $Z < 1\%$ in 3D.

Our 3D run keeps the same grid resolution, with some changes to mitigate computational costs. The vertical size of the domain was reduced, and a total size $L_X \times L_Y \times L_Z = 0.8H \times 0.1H \times 0.15H$ was chosen. The number of particles is $2^{26} \approx 6.71 \times 10^7$, which is larger than the 2D run in total, but a slight reduction in particles per cell (half as many when considering particles per cell within a fixed distance [say $\eta r$] of the midplane). This particle resolution is consistent with previous 3D work (L18, see their Equation 5). Finally, the run time for the 3D case is reduced to $1000/\Omega_0$. 

---

**Figure 13.** Comparison of the radial concentration of particles as a function of time between the 3D (upper) and 2D (lower) models shown in Figure 12.
Figure 14. A comparison of outflow (solid curves) vs. periodic vBCs (dotted curves) showing maximum particle density (top panels) and particle scale height (bottom panels) as a function of time for models with $\tau_s = 0.1$ (left), $0.05$ (right) and $Z = 0.01, 0.0075$. Our preferred outflow vBCs allow greater particle settling and promote particle clumping. See Section 3.1 for discussion.
time. In 2D, a narrow dense filament sporadically appears and dissolves. This dense filament interacts with weaker overdensities, and the faster drift (due to weaker feedback) of these weak overdensities is evident in the more vertical orientation of the lower density structures in the plot. In 3D, a different “filaments-within-filaments” structure arises. The larger “parent” contains many higher density sub-filaments within. While the sub-filaments come and go, the parent filament appears persistent. Moreover, the void regions outside the parent filament are significantly more particle-depleted in 3D compared to 2D. More study is needed to determine how these 3D structures vary across parameter space, as a great diversity of structures is already seen in 2D (Figure 5).

4.1.4. Vertical Boundary Conditions and Box Size

The importance of box size (Yang & Johansen 2014; L18) and vertical BCs (vBCs; L18) on stratified SI simulations has been analyzed. Here we reconsider these effects closer to the clumping boundary.

Larger boxes (in all dimensions) are generally considered more realistic (at a given resolution) as box edges introduce artifacts that can inhibit clumping. In SI simulations, particle-gas interactions very close to the midplane perturb the gas far from the midplane. With outflow vBCs, these perturbed gas motions are allowed to leave the system. With periodic (or reflecting) vBCs, perturbed gas artificially returns to the midplane to provide additional particle stirring.

To demonstrate the importance of vBCs near the clumping boundary, we consider simulations with $\tau_s = 0.1$ or 0.05 and $Z = 0.01$ or 0.0075 (4 combinations). For these choices, Figure 14 compares results using our preferred outflow vBCs to periodic vBCs. With fixed physical parameters, the periodic cases show evidence of additional particle stirring with larger $H_p$, consistent with L18. For the lower $Z = 0.0075$ runs, the outflow cases give strong clumping while the periodic cases do not produce strong clumping. This test explicitly demonstrates that outflow vBCs help to lower $Z_{crit}$.

To demonstrate the importance of box height, we compare our standard runs (with $L_Z = 0.4H$) to shorter box versions (with $L_Z = 0.2H$) for $Z = 0.01$ and $\tau_s = 0.05$, 0.03, or 0.02. Figure 15 shows that our standard runs consistently produce lower $H_p$. The effect on clumping is most evident for the $\tau_s = 0.02$, where strong clumping in the tall box is faster and stronger. This test validates our choice of $L_Z = 0.4H$ and demonstrates that taller boxes can help to lower $Z_{crit}$.

4.2. Comparison with Previous Studies

Figure 15. Similar to Figure 14, but comparing our standard $L_Z = 0.4H$ runs (solid curves) to shorter box simulations with $L_Z = 0.2H$ (dashed curves) for models with $Z = 0.01$ and $\tau_s = 0.05, 0.03, 0.02$. In the taller boxes there is more particle settling, and (for $\tau_s = 0.02$) there is more rapid and stronger particle clumping.

Figure 12 shows that both simulations produce strong particle clumping on similar timescales. It is reassuring that, in 3D simulations, particle clumping still occurs at reduced metallicity compared to previous work. The peak particle density and $H_p$ show stochastic time variations in both 2D and 3D, a characteristic of larger $\tau_s$ runs. In the 3D run, average $H_p$ is lower and peak $\rho_p$ values are somewhat higher and more persistent, compared to 2D. While the azimuthal direction could introduce non-axisymmetric shearing instabilities that increase stirring, instead extra settling and clumping occur. For their $\tau_s = 10^{-3}, Z = 0.04$ simulations, Y17 similarly found stronger clumping in 3D versus 2D runs at the same resolution, $L_X$ and $L_Z$. We thus speculate that a detailed parameter survey of 3D simulations could yield lower $Z_{crit}$ values than reported in this work.

Comparing the 2D and 3D runs, Figure 13 shows interesting differences in the radial structure of dense filaments (integrated over height and azimuth) versus...
As noted in Section 3.1, our simulations find a clumping threshold, $Z_{\text{crit}}$, that is lower than the results of C15, but roughly consistent with (and still slightly lower than) the Y17 results for $\tau_s = 0.001$ and 0.01 (see Figure 1). We now compare to these previous works in more detail. Note that Y17 did not revisit the clumping threshold for $\tau_s > 0.01$. Thus, for $\tau_s > 0.01$ we only need to compare to C15, and for $\tau_s \leq 0.01$ it is best to compare to the updated Y17 results.

The C15 study is similar to ours in finding a $Z_{\text{crit}}$ value from 2D SI simulations with a range of $\tau_s$ values, and has the same $\Pi = 0.05$ for their main clumping analysis. The most significant difference is that C15 gradually increased $Z_s$ with a doubling time of 50 orbits, during runs of a given $\tau_s$, while we ran separate simulations with fixed values of $Z_s$. When C15 reported clumping at a given $Z$ value, it means they found significant clumping during a 25 orbit interval (over which $Z_s$ evolved). This technique can overestimate the reported $Z_{\text{crit}}$, especially when the clumping timescale is longer than 25 orbits, as we find in many of our fixed-$Z$ simulations (see Figures 3, 9, 12, and 14). Compared to simulations with $Z$ increasing in time, our simulations at fixed $Z$ can find clumping at lower $Z_s$.

C15 also use a different definition of strong clumping. They consider not peak densities, but time-averaged deviations from a uniform surface density over the whole box (see their paper for details). Due to time-averaging, their approach reduces or erases rapidly drifting clumps, which is significant for smaller $\tau_s$. This difference helps explain why our $Z_{\text{crit}}$ is so much lower than in C15 for $\tau_s \geq 0.3$. We include clumps that drift, as they could collapse into planetesimals, though 3D self-gravitating simulations are needed to determine which clumps will actually collapse.

Other differences with C15 likely contribute to our lower $Z_{\text{crit}}$ findings as well. Our standard grid resolution is twice as high, and our box sizes are all larger than the $L_X = L_Z = 0.2H$ of C15 in at least one dimension (except for our single $4\times$ resolution test, see Table 1). Our simulations use outflow vertical BCs, compared to the periodic BCs in C15. As described in Section 4.1.4, increased box size and outflow vBCs naturally promote particle sedimentation and clumping (see Figures 14 and 15).

Y17 assessed the clumping properties of smaller particles ($\tau_s = 0.01$ and 0.001) using an improved algorithm (Yang & Johansen 2016) to handle stiff drag forces. While our clumping results are similar to Y17, we did find slightly lower $Z_{\text{crit}}$ (see Figure 1) and it is worth summarizing the main similarities and differences. Y17 also ran simulations with fixed $Z$ values and $\Pi = 0.05$. Their analysis also used $\rho_{p,\text{max}}$ to quantify strong clumping, but Y17 adopted a more generous threshold, with $\rho_{p,\text{max}} \geq 30\rho_e$ considered strong clumping (their $\tau_s = 0.01$, $Z = 0.02$ case). Y17 used periodic vBCs, which is probably the largest reason their $Z_{\text{crit}}$ are slightly larger than our results, as discussed above.

In their suite of 2D simulations, Y17 made different trade-offs in resolution vs. box size. Y17 performed a larger number of high resolution simulations, at 2560/$H$ and 5120/$H$ [i.e. 128/(\eta r) and 256/(\eta r)], equal to our resolution test. However, their higher resolution runs were in smaller $L_X = L_Z = 0.2H$ boxes (except for a single $\tau_s = 0.01$, $Z = 0.02$ run at 2560/$H$). Both works considered long simulation times to allow clumps to develop.

One interesting difference with Y17 is the qualitative appearance of the midplane layers. For $\tau_s = 10^{-3}$, their Figure 4 does not show the “fish-like” structures seen in our Figure 5 (top panel, with more cases at https://rixinli.com/tauZmap.html). For $\tau_s = 10^{-2}$, the differences are more subtle, but noticeable away from the midplane at lower dust densities. Figure 1 of Y17 shows vertically-extended structures of low dust density that can reach their vertical boundaries. By comparison in our Figure 11 (also 5, second panel from the top) the corresponding low density structures have a more disordered appearance and do not extend as far from the midplane. Indeed, our $H_p$ values are generally lower than Y17 found. The differences in vBCs likely play a role in these structural differences, but we cannot rule out other code or algorithm differences at this point.

Both C15 and Y17 used (different versions of) the Pencil code, while we use ATHENA. A detailed code comparison test (which is not our goal) would be needed to attribute any differences to the algorithms, and we note that both codes have been extensively tested. Nevertheless, this study motivates specific tests of nonlinear SI convergence for a range of codes.

Finally, we note that both C15 and Y17 used $n_p = 1$ particle per cell, compared to our choice of $n_p = 4$. As described in Section 2, we probably used more particles than needed, so their $n_p = 1$ choice should be sufficient.

5. CONCLUSIONS

We study the thresholds for strong particle clumping by the streaming instability with a suite of high resolution simulations in stratified disk models. This work neglects self-gravity to focus on particle concentration by the streaming instability. Particle concentration occurs above a critical particle-to-gas surface density ratio, $Z_{\text{crit}}$, which we characterize as a
function of particle stopping time \( \tau_s \) (a proxy for size). Our main results are as follows:

1. We find lower \( Z_{\text{crit}} \) for particle concentration by the SI than previous works, especially for intermediate-sized solids (\( \tau_s > 0.01 \)). In smooth disks with a standard pressure gradient parameter (\( \Pi = 0.05 \)), strong particle clumping occurs at sub-solar metallicities (\( Z_{\text{crit}} < 0.01 \)) for \( \tau_s > 0.01 \), with the smallest \( Z_{\text{crit}} = 0.4\% \) for solids with \( \tau_s = 0.3 \). Smaller particles, with \( \tau_s \leq 0.01 \) require super-solar \( Z_{\text{crit}} \gtrsim 0.02 \). Our revised clumping boundary is shown in Figure 1.

2. We fit our updated \( Z_{\text{crit}} \) and generalize to a range of pressure gradients in Equation 10.

3. We further generalize to include the effects of additional (non-SI) turbulence as \( Z_{\text{crit},\alpha} \) in Equation 14. Our \( Z_{\text{crit},\alpha} \) improves on previous estimates of SI clumping threshold with turbulence. We use our numerical simulations to determine the required midplane dust-to-gas ratios as a function of size, \( \epsilon_{\text{crit}}(\tau_s) \). Previous works assume \( \epsilon_{\text{crit}} = 1 \) for all sizes. We find \( \epsilon_{\text{crit}} \lesssim 0.5 \) for intermediate sizes (\( 0.02 < \tau_s < 1 \)) and \( \epsilon_{\text{crit}} \sim 2.5 \) for \( \tau_s \leq 0.01 \), as shown in Figure 4 and Equation 11.

4. A sharp transition in \( Z_{\text{crit}} \) and in \( \epsilon_{\text{crit}} \) at \( \tau_s = 0.01 \) is discovered, with significantly larger values for smaller solids. While particle diffusion, linear growth rates and numerical resolution are investigated as possible causes of the sharp transition, no fundamental explanation is found.

5. We find that linear, unstratified SI growth rates are not a good predictor for SI clumping in stratified simulations. Calculated growth rates are surprisingly similar in clumping and non-clumping runs (see Figures 7 and 8). In fact, when turbulent diffusion is included at the level measured in our simulations (see Equation 21) standard linear theory predicts no SI growth in any of our runs! We thus urge significant caution when predicting clumping based on linear theory.

Building on previous work on SI clumping thresholds, our results can be used to refine predictions of when protoplanetary disk models – including models based on disk observations – should form planetesimals by the SI mechanism. Future work can make these predictions even more realistic. Self-gravitating, 3D simulations – especially near the clumping boundary – are needed to confirm when strong clumping will actually produce gravitational collapse.

Furthermore, dust particles in disks are expected to have a size distribution. The role of size distributions on linear, unstratified SI has already been investigated (Krapp et al. 2019; Paardekooper et al. 2020; Zhu & Yang 2021). More work is needed on the role of size distributions on particle clumping with particle settling (e.g., Shaffer et al. in prep.). The efficiency of dust growth and resulting size distributions remain uncertain, especially for the young, embedded protoplanetary disks. However, observations of these Class I sources find evidence for grain growth to mm-sizes (Harsono et al. 2018) and for disk substructures that might be caused by already-formed planets (Segura-Cox et al. 2020; Cieza et al. 2021). Our results for SI-induced particle concentration at low metallicity are consistent with these observations, and with a scenario of early planet formation in the core accretion hypothesis (Younid & Kenyon 2013).
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