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Abstract

Stochastic Gradient Descent (SGD) has become the method of choice for solving a broad range of machine learning problems. However, some of its learning properties are still not fully understood. We consider least squares learning in reproducing kernel Hilbert spaces (RKHSs) and extend the classical SGD analysis to a learning setting in Hilbert scales, including Sobolev spaces and Diffusion spaces on compact Riemannian manifolds. We show that even for well-specified models, violation of a traditional benchmark smoothness assumption has a tremendous effect on the learning rate. In addition, we show that for miss-specified models, preconditioning in an appropriate Hilbert scale helps to reduce the number of iterations, i.e. allowing for earlier stopping.

1 Introduction

When solving non-parametric least-squares problems in an RKHS we face the problem that the unknown solution may not have the expected smoothness (regularity) implied by the kernel. Then the question arises whether the use of such mis-specified kernels still allows for good reconstructions yielding errors of optimal order. Although it is a commonly accepted fact that the regularity inherent in the solution has an impact on accuracy and convergence of learning algorithms, there are only poor precise mathematical investigations in the framework of learning in RKHSs using SGD. Mathematically, smoothness can be expressed in various different ways. Classically, the concept of source conditions proved to be useful, expressing the target function as element of the domain of a differential operator, see e.g. [13], hence it can be differentiated and is therefore considered to have a certain degree of smoothness. This approach can be extended to more general source conditions, where the objective function belongs to the domain of a more general unbounded operator. In learning theory, a similar concept is also now state of the art. Here, a minimizer is considered as smooth if it belongs to the range of a function of the integral operator associated to the kernel of the RKHS. Several results showing optimal rates of convergence for different regularization algorithms are available under such a condition. In [7], [36], 
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fast optimal rates of convergence have been established for kernel ridge regression. The authors in [3], [5] consider general spectral algorithms under different assumptions and these results have been extended to more general Hilbert spaces than RKHSs in [24], to name just a few. However, none of these works investigates the learning properties of SGD under more general smoothness properties of the solution, i.e. going beyond the kernel integral operator.

The literature about convergence properties in non-parametric statistical learning of SGD is also vast and different flavors have been investigated. Starting with [40] and then further investigated in [41] [42] [31] [30], one-pass SGD is considered, that is, each data point is used only once. An additional twist here is to establish learning rates by averaging the iterates, which is obtained in [34] [18], dating back to ideas in [39], [33]. More recently, averaging was shown to lead to larger, possibly constant, step-sizes, see [2] [10] [11], but preventing optimal rates in the high smoothness regime. This has been alleviated in [27] by considering tail-averaging with mini-batching. The role of mini-batching has also been considered and shown to potentially lead to linear parallelization speedups in [8] (and references therein). Additionally, there are some results investigating the role of multiple passes for learning [38], [17], [22]. The authors in [23] derive optimal results for multipass SGD considering also the effect of mini-batching. Following the approach in this latter paper, multipass SGD with averaging was analyzed by [32] with no minibatching.

We extend those results to learning with SGD, expressing smoothness of the target in terms of a general Hilbert scale, being a nested sequence of Hilbert spaces, generated by an unbounded operator, e.g. a differential operator. Thus, those spaces are natural candidates for representing a certain degree of regularity of the objective function. Historically, regularization in Hilbert scales was introduced in the context of statistical inverse problems in Hilbert spaces in e.g. [29], [26], [43], [28], [25] to improve convergence rates if the objective function is very smooth. In contrast, if the objective function has only poor smoothness properties it turns out that it is sufficient to regularize in a weaker norm to obtain optimal rates of convergence, see also [12]. A first attempt to introduce regularization in Hilbert scales in the framework of (linear) inverse learning theory has been accomplished in [35] where general spectral algorithms are investigated, but excluding SGD performed directly in an RKHS.

We fill these gaps and investigate the learning properties of tail-averaged Gradient Descent and tail-averaged mini-batch SGD with constant step-size in Hilbert scales under different smoothness assumptions. For well-specified models, i.e. the solution belongs to the RKHS, we show that violation of a given benchmark smoothness slows down convergence. Additionally we show that smoothness promoting SGD, i.e. mapping the kernel into a smaller Hilbert space consisting of more regular functions improves convergence if the target is sufficiently smooth. For mis-specified models, i.e. the objective function does not belong to the RKHS and is less regular than the kernel, we show that preconditioning, that is, performing SGD in a larger Hilbert space with weaker norm, allows to reduce the number of iterations necessary for achieving the minimum. We furthermore investigate the interplay of all parameters involved, i.e. the step-size, mini-batch size, stopping time and smoothness. In this generality, our results are new in the learning theory framework of non-parametric regression with SGD. As a byproduct, we also show the benefit of tail-averaging in the high smoothness regime. Previous results are recovered as a special case.
2 Learning in Reproducing Kernel Hilbert Spaces: State of the Art

We consider a joint probability distribution \( \rho \) on the input/output pair \( X \times Y \), with \( Y \subseteq [-M, M] \), for some \( M > 0 \). By \( \rho_X \) we denote the marginal measure on \( X \) and \( \rho(\cdot|x) \) is the conditional distribution on \( Y \) given \( x \in X \). In least squares regression, we aim at minimizing the expected risk

\[
\inf_{f \in \mathcal{H}} \mathcal{E}(f), \quad \mathcal{E}(f) = \int_{X\times Y} (f(x) - y)^2 \, d\rho(x, y),
\]

where \( \mathcal{H} \) is an appropriate hypothesis space. We focus in particular on \( \mathcal{H} \) being a reproducing kernel Hilbert space (RKHS), see e.g. [1], [41] arising from a kernel \( K : X \times X \to \mathbb{R} \), satisfying:

**Assumption 2.1.** Suppose that \( \sup_{x, x' \in X} K(x, x') \leq \kappa^2 \), for some \( \kappa < \infty \), \( \rho_X \)-almost surely. Note that under this Assumption, the space \( \mathcal{H} \) can be continuously embedded into \( L^2(X, \rho_X) \), the space of square integrable functions on \( X \) with respect to \( \rho_X \). In particular, we let \( S : \mathcal{H} \to L^2(X, \rho_X) \) denote the inclusion. Recall that the function minimizing the expected risk over the set of all measurable functions is the regression function, given by

\[
f_\rho(x) = \int_Y y \, d\rho(y|x), \quad \rho_X - a.s.
\]

A solution \( f_\mathcal{H} \) of (2.1) is given by the projection of \( f_\rho \) onto the closure of Ran(\( S \)) in \( L^2(X, \rho_X) \).

In Section 4 we investigate the learning properties of an approximate SGD minimizer \( \bar{f}_z \) based on i.i.d. data \( z = (x, y) = ((x_i, y_i))_{i=1,...,n} \in (X \times Y)^n \), under different regularity assumptions on \( f_\mathcal{H} \). Important for our analysis will be the covariance operator \( \mathcal{T} := S^*S : \mathcal{H} \to \mathcal{H} \), given by

\[
\mathcal{T} = \int_X \langle \cdot, K_x \rangle_{\mathcal{H}} K_x \, \rho_X(dx),
\]

with \( K_x = (x, \cdot) \). Under Assumption 2.1 the operator \( \mathcal{T} \) is positive and trace class, hence compact and satisfies \( ||\mathcal{T}|| \leq \text{trace}(\mathcal{T}) \leq \kappa^2 \). For more details, we refer to Appendix A.

It is well known that smoothness of \( f_\mathcal{H} \) influences accuracy and convergence of any learning algorithm for solving (2.1). In learning theory, the regularity of \( f_\mathcal{H} \) is measured by means of a source condition, see e.g. [3], [36]. In the most general version, it is assumed that there is an index function, i.e. a non-decreasing continuous function \( \varphi : (0, ||\mathcal{T}||] \to \mathbb{R}_+ \) such that \( f_\mathcal{H} = \varphi(\mathcal{T})h \), with source element \( h \in \mathcal{H} \). That is, \( f_\mathcal{H} \in \text{Ran}(\varphi(\mathcal{T})) \).

The choice \( \varphi(t) = t^r \) for \( r \geq 0 \) is called Hölder source condition and is of special interest. Optimal learning rates for the excess risk for different algorithms such as regularized least squares [7], [14], gradient descent or SGD [5], [10], [32], [27] are of order \( O(n^{-\frac{r+1}{2(r+1)}}) \) under such a condition.
Consequently, the smoother \( f_H \) (i.e. the larger \( r \) is), the faster is the learning rate. These rates can further be enhanced to \( O(n^{-2r+1+\nu}) \), for some \( \nu \in (0, 1] \), if the effective dimension

\[
\mathcal{N}_T(\lambda) := \text{trace}(T(T + \lambda)^{-1}) , \quad \lambda > 0 ,
\]

satisfies \( \mathcal{N}_T(\lambda) \leq \lambda^{-\nu} \). This key quantity, a.k.a. capacity assumption has been introduced in [45] and has been applied since then in a variety of papers for deriving fast learning rates for regularization algorithms, e.g. [7, 14, 24, 5].

However, up to now, smoothness is only expressed as a source condition involving a function of the kernel covariance operator \( T \), i.e. learning rates for more general smoothness assumptions for \( f_H \) are completely missing. We fill this gap by analyzing the regularization properties of SGD in a general Hilbert scale induced by an unbounded operator, see Section 3, and generalize the results from [10], [32], [27] for SGD where only Hölder conditions are considered. In particular, this approach allows now to also consider source conditions arising from other integral (or covariance) operators and thus having a broader applicability. This has not been analyzed for SGD before.

### 3 Hilbert Scales: Theory and Examples

As a preparatory step we briefly review the theory of Hilbert scales from [13], see also [21]. To this end, we assume \( \mathcal{H} \) to be a Hilbert space and we let \( L \) be a densely defined, self-adjoint, linear, unbounded, and strictly positive operator \( L : D(L) \subset \mathcal{H} \to \mathcal{H} \), that is, \( D(L) = D(L^*) \) is dense in \( \mathcal{H} \) with

\[
\langle Lf, g \rangle_\mathcal{H} = \langle f, L^*g \rangle_\mathcal{H} , \quad f, g \in D(L) .
\]

Note that strict positivity implies that \( L^{-1} : \mathcal{H} \to \mathcal{H} \) exists as a bounded operator. By spectral theory, the operator \( L^s : D(L^s) \to \mathcal{H} \) is well-defined for any \( s \in \mathbb{R} \). In particular, for \( s \geq 0 \) we define the Hilbert spaces

\[
\mathcal{H}_s := D(L^s)
\]

with inner product and norm

\[
\langle f, g \rangle_s := \langle L^sf, L^sg \rangle_\mathcal{H} , \quad ||f||_s := ||L^sf||_\mathcal{H} ,
\]

for any \( f, g \in D(L^s) \). We introduce furthermore the dual spaces \( \mathcal{H}_{-s} := \mathcal{H}_s^* \) and the sequence \( \mathcal{H}_s \) is called the Hilbert scale induced by \( L \). In particular, \( \mathcal{H}_0 = \mathcal{H} \) and for any \( -\infty < s \leq t < \infty \) we have \( \mathcal{H}_t \hookrightarrow \mathcal{H}_s \) with dense and continuous embeddings.

Hilbert scales have been introduced in the context of inverse problems where the operator \( L \) is typically a differential operator and the spaces \( \mathcal{H}_s \) are e.g. Sobolev spaces. We provide some examples which are relevant for learning in RKHSs.

**Example 3.1 (Scale of general Reproducing Kernel Hilbert Spaces).** Consider an RKHS \( \mathcal{H} = \mathcal{H}_K \) with kernel \( K : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \). Let \( L : D(L) \subset \mathcal{H}_K \to \mathcal{H}_K \) be as above. Since \( L \) is strictly positive and \( L^{-s} \) is bounded for any \( s \geq 0 \), the operator \( L \) gives rise to a feature map \( \phi_s : \mathcal{X} \to \mathcal{H}_s \)

\[
\phi_s(x) := L^{-s}K_x , \quad K_x := K(x, \cdot) , \quad x \in \mathcal{X} ,
\]
with feature space $\mathcal{H}_s$. The kernel is given by

$$K_s(x,x') := \langle L^{-s}K_x, L^{-s}K_{x'} \rangle_s,$$

with $K_0 = K$. From [41] Theorem 4.21 we know that there exists an associated RKHS $\mathcal{H}_K$, and the map $V : \mathcal{H}_K \rightarrow \mathcal{H}_s$ with $Vf(x) := \langle f, \phi_s(x) \rangle_s$ is a metric surjection. Note that we get a nested sequence $\mathcal{H}_{s_1} \hookrightarrow \mathcal{H}_{s_2} \hookrightarrow \mathcal{H}_K$ of RKHSs, whenever $0 \leq s \leq t$.

Example 3.2 (Covariance Scale). A particular instance arises from the choice $\mathcal{H}_K$ an RKHS and $L = T^{-1}$, where $T : \mathcal{H}_K \rightarrow \mathcal{H}_K$ is the kernel covariance operator, defined as in (2.2). This gives $\mathcal{H}_s = \text{Ran}(T^s)$ and these are the classical smoothness spaces used in the learning framework, see Section 2. We call this Hilbert scale the Covariance scale.

Example 3.3 (Sobolev Spaces). Following [9], we let $\mathcal{M}$ denote a $d$-dimensional Riemannian manifold, which is connected, complete and, with bounded geometry. Typical examples are the space $\mathcal{M} = \mathbb{R}^d$ with the usual Riemannian structure induced by the Euclidean inner product or any compact connected submanifold of $\mathbb{R}^d$, e.g. $\mathcal{M} = S^{d-1} = \{ x \in \mathbb{R}^d : \|x\| = 1 \}$. Letting $\mathcal{D}'(\mathcal{M})$ denote the space of distributions on $\mathcal{M}$, we consider the operator $L := (Id + \Delta)^{1/2} : \mathcal{D}'(\mathcal{M}) \rightarrow L^2(\mathcal{M})$. Given $s \in [0, \infty)$ we define $H^s(\mathcal{M}) := \mathcal{H}_s$ to be space of distributions $f \in \mathcal{D}'(\mathcal{M})$ such that there exists an $g \in L^2(\mathcal{M})$ satisfying

$$f = L^{-s}g = (Id + \Delta)^{-s/2}g,$$

$$\|f\|_s = \|g\|_{L^2(\mathcal{M})}.$$

The spaces $H^s(\mathcal{M})$ become a Hilbert space w.r.t. the inner product $\langle f_1, f_2 \rangle_s = \langle L^s f_1, L^s f_2 \rangle_{L^2(\mathcal{M})}$. Thus, the family $(H^s(\mathcal{M}))_{s \geq 0}$ is part of a Hilbert scale generated by $L$ and are known as Sobolev spaces. These are RKHSs provided the smoothness index satisfies $s > d/2$, see [9] Theorem 8.

Example 3.4 (Diffusion spaces and Gaussian RKHSs). Let $\mathcal{M}$ be as in Example 3.3. For all $s > 0$ we denote by $e^{-\frac{s}{2}\Delta}$ the Heat kernel, defined as bounded operator on $L^2(\mathcal{M})$ by spectral calculus, see [37]. We set $L = e^{\frac{1}{2}\Delta}$ and

$$H_s = \text{Ran}(L^{-s}) = \text{Ran}(e^{-\frac{s}{2}\Delta}).$$

The semi-group property\footnote{That means $e^{-s\Delta} = e^{-s\Delta}e^{-(s'-s)\Delta}$.} of $e^{-s\Delta}$ (see [9] Proposition 1) shows that $H_s \hookrightarrow H_{s'}$ for all $0 < s' \leq s$ and thus the family $(H_s)_{s > 0}$ is part of a Hilbert scale generated by $L$. Moreover, as shown in [9] Theorem 8], the spaces $H_s$ are RKHSs for any $s > 0$, called Diffusion spaces and they satisfy $H_s \hookrightarrow H^s(\mathcal{M})$ for any $s, s' > 0$. In particular, if $\mathcal{M} = \mathbb{R}^d$, the Heat kernel is explicitly given by

$$K_s(x,x') = (4\pi s)^{-d/2}e^{-\frac{1}{4s}\|x-x'\|^2},$$

(3.2)

the so called (normalized) Gaussian kernel, see [16]. Note that the width $s$ serves here as a smoothness parameter.

4 SGD in Hilbert Scales: Learning Rates

4.1 Tail-averaged SGD in $H_s$

We approximately solve the minimization problem (2.1) by performing SGD in appropriate spaces $H_s$. Given $b \in [n]$, the mini-batch SGD recursion with constant step-size $\gamma > 0$ in $H_s$ is
Figure 1: Illustration of the three different smoothness assumptions for the minimizer $f_H$. Regularization by tail-averaging SGD is performed in the space $H_s$. 
(a) $0 \leq s \leq a$: The minimizer lies in $H_a$ and possesses the benchmark smoothness $a > 0$. 
(b) $0 \leq s < a$: The minimizer is less smooth and has a strictly positive distance $d_s$ to $H_a$. 
(c) $-a \leq s \leq 0$: The minimizer does not belong to $H$ and is less regular. Note that $H \subseteq H_s$ in this case.

given by $f_0 = 0$ and

$$
f_{t+1} = f_t - \frac{1}{b_t} \sum_{i=b(t-1)+1}^{b_t} (f_t(x_{j_i}) - y_{j_i})L^{-2s}K_{x_{j_i}},
$$

(4.1)

where $t = 0, ..., T$ and $j_1, ..., j_{bT}$ are i.i.d. random variables, distributed according to the uniform distribution on $[n]$. Here, the number of passes over the data after $T$ iterations is $\lceil bT/n \rceil$. We are particularly interested in tail-averaging with tail-length $T/2$, i.e.

$$
\bar{f}_T := \frac{2}{T} \sum_{t=\lceil T/2 \rceil+1}^{T} f_t.
$$

(4.2)

The reason is twofold: In [10] it is shown that uniform averaging of the iterates leads to the possibility to choose constant step-sizes (instead of decaying $\gamma_t \sim t^{-\alpha}$, for some $\alpha \in (0, 1)$), making the algorithm more stable. However, as pointed out in [27], uniform averaging suffers from saturation, i.e. rates of convergence do not improve if the regularity of the objective function is large. Tail-averaging is known to lead to optimal rates of convergence also in the high smoothness regime.

### 4.2 Smoothness Promoting SGD

Here, we consider the regular case where we assume that $f_H \in D(L^a) = H_a \subseteq H$ for some $a > 0$, i.e. our model is well-specified and the target function $f_H$ is smoother than just being in $H$. The operator $L^{-a}$ enforces smoothness of our SGD iterates $\bar{f}_T$. For establishing the learning bounds in this case, we need:

**Assumption 4.1 (Link Condition).** Assume there exists $a > 0$, $m > 0$ such that for any $h \in H$

$$
m\|h\|_{-a} \leq \|Sh\|_{L^2}.
$$

(4.3)

Note that this assumption implies that $H_a \subseteq \text{Ran}(S)$. We are also interested in analyzing the special case where the benchmark smoothness $a > 0$ is violated, that is $f_H \in H_s$, $0 \leq s < a$, meaning that $f_H \not\in H_a$, see Figure 1 (b). For measuring the degree of violation of the benchmark, the concept of distance functions is well suited, see e.g. [15].
**Theorem 4.3 (Excess Risk).** Suppose Assumptions 2.1, 4.1, and C.4 are satisfied. Let $\nu \in (0, 1]$, $\beta = \frac{a-s}{2(a+s)}$ with $0 \leq s \leq a$, $\gamma \kappa_s^2 < \frac{1}{4}$ and $R > 0$. Assume further that $\text{Tr} |T^\nu_\gamma| < \infty$ and that
\[
n \geq \gamma T \max\{1, N_T(1/\gamma T)\}.
\]
If $f_H \in D(L^\nu)$, the excess risk satisfies\(^2\)
\[
\mathbb{E} \left[ \|S(f_H - f_{\bar{H}})\|^2_{L^\nu} \right] \lesssim (\gamma T)^{-1} \left( d_s(R) + R^2(\gamma T)^{-2\beta} + M^2 \gamma T N_T(1/(\gamma T)) \right)
+ \frac{\Sigma_T(R)}{\nu} (\gamma T)^\nu + \Omega_n(\gamma T),
\]
where the remainder $\Omega_n(\cdot)$ is of lower order and given by
\[
\Omega_n(\gamma T) = \frac{\|L^s f_H\|_\mathcal{H}}{\gamma T} + \sqrt{\frac{\gamma T}{n}} (d_s(R) + R^2(\gamma T)^{-\beta}) + \gamma^2 T^5 \delta_n
\]
with $\delta_n$ defined in (D.3). Moreover, $\Sigma_T(R)$ obeys
\[
\Sigma_T(R) \lesssim M + \|L^s f_H\|_\mathcal{H} + d_s(R) + R(\gamma T)^{-\beta}.
\]

The proof is given in Appendix D.2. We draw now two conclusions, giving learning bounds in the two special well-specified cases. As in the classical approach, we assume a certain behavior for the effective dimension, see (2.3), of a slightly different covariance operator. More precisely, let $B_s := SL^{-s} : \mathcal{H} \to L^2(\mathcal{X}, \rho_\mathcal{X})$ and $T_s := B^*_s B_s : \mathcal{H} \to \mathcal{H}$. Note that $\|T_s\| \leq \kappa_s^2$, for some $\kappa_s > 0$.

**Assumption 4.4 (Complexity).** For some $\nu \in (0, 1]$, the effective dimension obeys
\[
N_T(1/\gamma T) \lesssim (\gamma T)^\nu.
\]

Recall that for $f_H \in \mathcal{H}_a$, see Figure 1 (a), the distance $d_s(R_0)$ appearing in (4.5) vanishes for some $R_0 > 0$. This gives:

**Corollary 4.5.** Let all Assumptions of Theorem 4.3 be satisfied as well as Assumption 4.4. Suppose that $f_H \in \mathcal{H}_a$, for some $a > 0$. Then, for any $n$ sufficiently large, the excess risk satisfies
\[
\mathbb{E} \left[ \|S(f_{\bar{H}} - f_H)\|^2_{L^\nu} \right] \lesssim R_0 \left( \frac{M^2}{R_0^2 \gamma T} \right)^{1+2\beta/(\nu+1)},
\]

\(^2\)Throughout the manuscript we shortly write $A \lesssim B$ for $A \leq cB$ for some $c \in \mathbb{R}_+$. 
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for each of the following choices:

(a) One pass SGD: \( b = 1, T_n \simeq n, \) \( \gamma_n \simeq \frac{R_n^2}{M^2} \left( \frac{M^2}{R_n^2} \right)^{\frac{\nu}{\nu+2s+\nu}}. \)

(b) Early Stopping and one pass SGD: \( b_n \simeq n^{\frac{\nu}{\nu+2s+\nu}}, \gamma = \text{const.}, T_n \simeq \left( \frac{R_n^2}{M^2} n \right)^{\frac{1}{1+2s+\nu}}. \)

(c) Batch GD: \( b = n, \gamma = \text{const.}, T_n \simeq \left( \frac{R_n^2}{M^2} n \right)^{\frac{1}{1+2s+\nu}}. \)

We turn now to the situation where for some \( 0 \leq s < a \) the minimizer \( f_\mathcal{H} \) belongs to \( \mathcal{H}_s \), see Figure 1 (b). In this case, \( d_s(R) > 0 \) and this will affect our learning bounds. In order to derive fast learning rates, we now need to determine the value of \( f_\mathcal{H} \). In other words, rates can be improved by SGD in Hilbert scales if the regularity of \( b, \gamma, T \)

\( (c) \) Batch GD: \( b = n, \gamma = \text{const.}, T_n \simeq \left( \frac{R_n^2}{M^2} n \right)^{\frac{1}{1+2s+\nu}}. \)

We turn now to the situation where for some \( 0 \leq s < a \) the minimizer \( f_\mathcal{H} \) belongs to \( \mathcal{H}_s \), see Figure 1 (b). In this case, \( d_s(R) > 0 \) and this will affect our learning bounds. In order to derive fast learning rates, we now need to determine the value of \( R \), depending on \( \gamma T \), such that the first two terms in (4.5) are balanced: \( d_s(R) \asymp R(\gamma T)^{-\beta} \). Thus, setting \( \Gamma(R) := R/d_s(R) \), leads to

\[ R = R_{\gamma T} = \Gamma^{-1}(\gamma T)^\beta. \]

Actually, if the target satisfies for some \( R_s > 0 \) a more general source condition, see e.g. [20], [36] or [24], i.e.

\[ f_\mathcal{H} = \theta(L^{-1})h, \quad h \in \mathcal{H}, \quad ||h||_{\mathcal{H}} \leq R_s, \]

for some continuous increasing function \( \theta : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \), we can give an upper bound for the distance function. Thanks to [20] Theorem 5.9, see also [35], after rescaling, we obtain

\[ d_s(R) \leq R_{\varphi} \left( \left( \frac{\varphi}{\theta} \right)^{-\beta} \left( \frac{R_s}{R_{\gamma T}} \right) \right), \]

with \( \varphi(t) = t^{a-s}, \theta(t) = t^{-s}\theta(t) \). This finally gives

\[ R_{\gamma T} \asymp (\gamma T)^{\frac{a}{a-s}} \theta \left( (\gamma T)^{-\frac{\beta}{a-s}} \right). \]

Note that the choice \( \theta(t) = t^s \) gives \( f_\mathcal{H} \in \mathcal{H}_s, d_s(R) \leq R_s \) and \( R_{\gamma T} \asymp R_s(\gamma T)^\beta \).

**Corollary 4.6.** Let all Assumptions of Theorem 4.3 be satisfied as well as Assumption 4.4. Suppose additionally that (4.6) holds with \( \theta(t) = t^s \). Then, for any \( n \) sufficiently large, the excess risk satisfies

\[ \mathbb{E}[||S(f_n^h - f_\mathcal{H})||^2_{L_2}] \lesssim R_s^2 \left( \frac{M^2}{R_n^2} \right)^{\frac{1}{1+\nu}}, \]

for each of the following choices:

(a) One pass SGD: \( b = 1, T_n \simeq n, \gamma_n \simeq \left( \frac{R_n^2}{M^2} \right)^{\frac{\nu}{\nu+2s+\nu}}. \)

(b) Early Stopping and one pass SGD: \( b_n \simeq n^{\frac{\nu}{\nu+2s+\nu}}, \gamma = \text{const.}, T_n \simeq \left( \frac{R_n^2}{M^2} n \right)^{\frac{1}{1+2s+\nu}}. \)

(c) Batch GD: \( b = n, \gamma = \text{const.}, T_n \simeq \left( \frac{R_n^2}{M^2} n \right)^{\frac{1}{1+2s+\nu}}. \)

We comment on the results derived above: (a) Cor. 4.5 and 4.6 precisely describe the interplay of \( b, \gamma, T \). Comparing the results shows that violation of a benchmark smoothness in Hilbert scales slows down rates of convergence from \( \mathcal{O}(n^{\frac{1}{1+2s+\nu}}) \) to \( \mathcal{O}(n^{\frac{1}{1+\nu}}) \) for various choices of \( b, \gamma, T \). In other words, rates can be improved by SGD in Hilbert scales if the regularity of \( f_\mathcal{H} \) is sufficiently large. Moreover, comparing the stopping times for one pass SGD in both
(a) (b) reveals that a lack of regularity leads to later stopping, i.e. $T_n$ reduces from $O(n^{\frac{1}{1+2\beta+\gamma}})$ to $O(n^{\frac{1}{1+\gamma}})$.

(b) Comparing further (b), (c) we observe that the setting of $\gamma$ and $T$ is the same and there is a full range of possible values for $b_n \in [n^{-\frac{2\beta+\gamma}{1+2\beta+\gamma}}, n]$ where a const. stepsize is allowed, still ensuring optimality. As noted in [23], [27] where the covariance scale $L = T^{-1}$ is considered, increasing the minibatch size beyond a critical value does not yield any benefit. Compared to [23], with a critical batchsize of $O(n^{\frac{1}{1+2\beta+\gamma}})$, we proved that tail-averaging can lead to a much smaller critical minibatch size also in Hilbert scales, and hence to more efficient computations, see also [27].

(c) In the special case where $L = T^{-1}$ and the minimizer belongs to $\mathcal{H}_{a}$, then $f_{\mathcal{H}}$ satisfies a classical Hölder source condition as described in Section 2. We exactly recover the known optimal bounds from previous works [7], [14] or [5]. In fact, Cor. 4.6 reduces to a special case of [27] where tail-averaging was shown to lead to optimal rates in well-specified models.

(d) Let us consider the Heat kernel $e^{-s\Delta}$ generating the Gaussian RKHSs from Example 3.4 again. From the theory of Hilbert scales, the width $s$ can be viewed as a smoothness parameter. Then Cor. 4.5 states that the rate of convergence explicitly depends on the width appearing in the exponent of the learning rate $\beta$, in terms of $\beta = \frac{a-s}{2(a+s)}$. This naturally occurs in the context of Hilbert scales.

(e) Optimality: The bound in Cor. 4.6 is minimax optimal under the given Assumptions 4.4 and (4.6) with $\theta(t) = t^\beta$ since $f_{\mathcal{H}} \in \mathcal{H}_{a}$, see [7], [5]. However, the learning rate provided in Cor. 4.5 is known to be minimax optimal under the Assumptions 4.4 and $f_{\mathcal{H}} \in \mathcal{H}_{a}$ only if $0 < a \leq 1/4$. Indeed, Lemma B.4 gives

$$||L^{-a} h|| \leq m^{-\frac{1}{2}} ||T_s^{-\frac{1}{2}} h||_{\mathcal{H}} = m^{-\frac{1}{2}} ||T_s^{-\frac{1}{2}} T_s^{1-a} h||_{\mathcal{H}}.$$  

Thus, by Lemma B.3, $f_{\mathcal{H}} = L^{-a} h$ implies $f_{\mathcal{H}} = T_s^{a} \tilde{h}$ with $\tilde{h} = T_s^{\frac{1}{2}} a h$, $||\tilde{h}||_{\mathcal{H}} \leq ||T_s^{1-a}|| ||h||_{\mathcal{H}}$ and $f_{\mathcal{H}}$ satisfies a classical Hölder source condition in terms of the covariance operator $T_s$, ensuring optimality according to [7], [5]. In [35] in the context of inverse problems, the authors derive optimality under an additional lifting condition, relating smoothness as given in terms of $L^{-1}$ to smoothness in terms of $T$. However, it is open to show optimality, i.e. to derive a matching lower bound of our bounds without this extra assumption and for $a > 1/4$.

(f) Tail-averaged Gradient Descent: On our way proving error bounds for tail-averaged SGD we derive in Appendix C also error bounds for tail-averaged Gradient Descent under the same assumptions, being interesting in it's own right.

### 4.3 Preconditioning SGD for mis-specified Models

Now we draw our attention to the case where $f_{\mathcal{H}} \notin \mathcal{H}$ as illustrated in Figure 1 (c). We show that tail-averaging SGD still allows to obtain fast learning rates under an appropriated assumption. This amounts to regularization in a Hilbert space with weaker norm by using $L^{-s}$ as a preconditioner for suitable $s \leq 0$. Note this gives $\mathcal{H} \subseteq \mathcal{H}_{s}$.

---

3For Gaussian RKHSs and uniform distribution, the effective dimension behaves as $N_{\tau_c}(1/\gamma T) \lesssim \log(\gamma T)$ and we consider the worst case scenario where $\nu = 1$. 

Assumption 4.7 (Link Condition). 1. Assume there exists $a > 0$, $\bar{m} > 0$ such that

$$||Sh||_{L^2} \leq \bar{m}||h||_{-a}, \quad h \in \mathcal{H}. \quad (4.8)$$

2. We assume that $\mathcal{H}_{-a} \hookrightarrow L^2(\mathcal{X}, \rho_x)$ and the extension of $S$ to $\mathcal{H}_{-a}$ (again denoted by $S$) is continuous and injective. Moreover, for any $-a \leq s \leq 0$ one has $||B_s|| \leq \kappa_s$ for some $\kappa_s < \infty$, where $B_s = SL^{-s}$.

Note that this assumption implies that for any $-a \leq s \leq 0$, the space $\mathcal{H}_s$ is an RKHS, too. The kernel arises by means of the Riesz Representation Theorem, see [37]. Indeed, since the extension of $S$ to $\mathcal{H}_s$ is continuous we have $Sh(x) = \langle h, \tilde{K}_x \rangle_{\mathcal{H}_s}$ for some $\tilde{K}_x \in \mathcal{H}_s$ and for any $h \in \mathcal{H}_s$. By Cauchy-Schwartz

$$|Sh(x)| = |\langle h, \tilde{K}_x \rangle_{\mathcal{H}_s}| \leq ||h||_{\mathcal{H}_s}||\tilde{K}_x||_{\mathcal{H}_s}.$$

Thus, the evaluation functionals on $\mathcal{H}_s$ are continuous. We give an example where this condition is satisfied.

Example 4.8 (Switching between different Diffusion spaces). Let $t > 0$ and $\mathcal{H} := Ran(e^{-\frac{t}{2} \Delta})$ be the diffusion space, defined in Example 3.4. We show in Appendix E that (4.8) is satisfied for any $0 < a < t$, with $L = e^{\frac{1}{2} \Delta}$. Moreover, $L^s$ maps from $\mathcal{H}$ to $\mathcal{H}_s = Ran(L^{-s})$ for any $0 \leq s < t$ and $B_s$ is bounded for any $-a \leq s \leq 0$. The operator $L^s$ acts as a preconditioner if $f_{\mathcal{H}} \in \mathcal{H}_s \supset \mathcal{H}$.

Example 4.9 (Switching between different orders of smoothness). Let $s \leq 0$, $t > 0$ and $\mathcal{H} := Ran(e^{-\frac{t}{2} \Delta})$ be the diffusion space, defined in Example 3.4. For $u \geq 0$ define

$$L := e^{\frac{1}{2} \Delta}(Id + \Delta)^{-\frac{u}{2}}.$$

We show in Appendix E that $L^{-s}$ maps from the Gaussian RKHS $\mathcal{H}$ into the larger Sobolev space $H^{-su}(\mathcal{M})$ (note $s \leq 0$), see Example 3.3 provided $s + t \leq 0$. Moreover, Assumption 4.7 is satisfied for any $-a \leq s$ with $0 < t \leq a$.

For more examples we refer to Section E in the context of inverse problems we refer to [12].

For deriving our error bounds we assume an a-priori smoothness for $f_{\mathcal{H}}$ in a shifted scale.

Assumption 4.10 (Source Condition). Let $a$, $s$ and $B_s$ as in Assumption 4.7 and let $r > -a$. Assume there exists $R > 0$ and $h \in \mathcal{H}$ satisfying $||h||_{\mathcal{H}} \leq R$ such that

$$f_{\mathcal{H}} = L^{-s}T_s^\beta h, \quad \beta = \frac{r - s}{2(a + s)}.$$

The link condition implies that $Ran(L^{-s}T_s^{\frac{r - s}{2(a + s)}}) \subseteq Ran(T_s^{\frac{r - s}{2(a + s)}})$ and thus $f_{\mathcal{H}} \in \mathcal{H}$ if $r \geq 0$ and $f_{\mathcal{H}} \notin \mathcal{H}$ if $-a < r < 0$, see Lemma B.5. Under the assumptions given above, we can also give learning bounds for preconditioning SGD for mis-specified models.

Theorem 4.11 (Excess Risk). Suppose Assumptions 2.1, 4.7, 4.10 and C.4 are satisfied with $a > 0$, $-a/2 \leq s \leq 0$. Let further $\nu \in (0, 1], \gamma \kappa_s^2 < \frac{1}{2}$, $Tr(T_s^\nu) < \infty$ and 4.4 be satisfied. Then the excess risk for preconditioned tail-averaged SGD satisfies (4.5) with $\beta = \frac{r - s}{2(a + s)}$. 
Corollary 4.12. Suppose all assumptions of Theorem 4.11 and Assumption 4.4 are satisfied. Then the learning rate in (4.5) also holds with $\beta = \frac{r-s}{2(a+s)}$, $r \geq s \geq -a/2$, for any of the choices of $b_n, \gamma_n, T_n$ given in items (a), (b) and (c), provided that $\nu + 2\beta > 0$.

We highlight the most important consequence of our theory: **Preconditioning reduces the number of iterations.** Corollary 4.12 (b) reveals the benefit of preconditioning SGD. For one pass SGD, the number of iterations required is $T_n = O(n^{\frac{1}{1+\nu+2\beta}})$ while one pass SGD in $\mathcal{H}$ requires $T_n = O(n^{\frac{1}{1+\nu}})$ iterations, see [27]. This is substantially more if $s \leq r$.

Minimax optimality of the rate in Cor. 4.12 follows from the classical theory [7], [5] if $\beta = 0$, i.e. $r = s$.

5 Numerical Illustrations

In this section we give some empirical illustration supporting our theoretical findings. We concentrate on three different aspects of our results: The effect of preconditioning, the effect of mini-batching and the relation between stepsize and smoothness. All our experiments are conducted on synthetic data and follow the model $Y_j = f_\mathcal{H}(X_j) + \varepsilon_j$, where $\varepsilon_j \sim \mathcal{N}(0, 0.01)$ and $X_j \sim \mathcal{U}[-1, 1], j = 1, \ldots, n$.

![Figure 2](image1.png)  
**Figure 2:** Illustration of the effect of preconditioning and existence of a critical batchsize. Reported is the excess risk. **Left:** Preconditioning reduces the number of iterations required to get to the minimum. **Right:** Performance does not improve after a critical batchsize is reached.

![Figure 3](image2.png)  
**Figure 3:** Illustration of the relation between stepsize, smoothness and batchsize. Reported is the excess risk. **Left:** Stepsize increases with smoothness along the scale of Sobolev spaces for a smooth well-specified model. **Right:** Stepsize depends linearly on the batchsize.
(1) Preconditioning reduces the number of iterations required to get to the minimum: Here, we pick up Example 4.8 and let $f_H$ be a sum of Gaussians with width $s = 1$. We take $n = 3 \cdot 10^3$, $b = 300$ and $\gamma = 10^{-3}$. Plotted in the left plot in Fig. 7 are the test errors using three different Gaussians generating the Gaussian scale $H_2 \subset H_1 \subset H_{0.5}$ with width $\sigma \in \{0.5, 1, 2\}$. The operator $L = e^{1/2} \Delta : H_2 \rightarrow H_1$ acts as a preconditioner, yielding less iterations as predicted by Cor. 4.12. On the other hand, we also see that a smoother model requires less iterations (see Cor. 4.5 and 4.6), that is, regularization in $H_{0.5}$ slows down convergence.

(2) Existence of a critical batchsize: The minimizer $f_H$ is chosen to be a linear combination of Matérn kernels of order 3 and belongs therefore to the Sobolev space $H^{3 + \frac{1}{2}}(\mathbb{R})$. We perform SGD with constant stepsize $\gamma = 10$, $T = 3$ and $n = 3 \cdot 10^3$ in the Sobolev space $H^{3 + \frac{1}{2}}(\mathbb{R})$. Then our model is well-specified. The batchsize ranges in $\{1, \ldots, n\}$. The result is given in the second plot in Fig. 2. As predicted by Cor. 4.5, 4.6 (see also remark (b) in the discussion), performance does not improve anymore after a critical batchsize is reached.

(3) Stepsize increases with smoothness along the scale of Sobolev spaces for a smooth well-specified model: The minimizer $f_H$ is a linear combination of the Matérn Kernel of order 3. We perform one pass SGD with $n = 10^3$ in Sobolev spaces $H^{s + \frac{1}{2}}(\mathbb{R})$, with $s = 0, 1, 2, 3$ with Matérn Kernels of order $s$. Cor. 4.5 predicts that with increasing degree of smoothness $s$, the stepsize $\gamma$ increases (equivalently, the number of iterations decreases). This is shown in the left plot in Fig. 3.

(4) Stepsize depends linearly on the batchsize: The minimizer $f_H$ is chosen to be a sum of Gaussians as in Eq. 3.2. We perform one pass SGD, i.e. $T = n/b$, with $n = 3 \cdot 10^3$ in the Sobolev space $H^{3 + \frac{1}{2}}(\mathbb{R})$ by utilizing the Matérn Kernel of order 3. Then our model is well-specified. The result is given in the right plot in Fig. 3. As predicted by Cor. 4.5, 4.6, performance remains largely constant as $\gamma \cdot b$ remains constant.
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Appendix

A Notation

To begin with our error analysis we introduce some further notation. We consider the two
different cases where \( s \geq 0 \) and \( s < 0 \). If \( s \geq 0 \) we know that under Assumption 2.1 and by
definition of \( L : D(L) \subset \mathcal{H} \to \mathcal{H} \), the operator \( B_s := SL^{-s} : \mathcal{H} \to L^2(\mathcal{H}, \rho_X) \) is bounded. For
\( s < 0 \) we let Assumption 4.7, 2., be satisfied. We introduce the adjoint \( B_s^* : L^2(\mathcal{H}, \rho_X) \to \mathcal{H} \),
given by
\[
B_s^* g = \int_X g(x)L^{-s}K_x \, d\rho_X(x) .
\]
The non-centered covariance operator \( T_s := B_s^*B_s : \mathcal{H} \to \mathcal{H} \) satisfies
\[
T_s = \int_X \langle \cdot, L^{-s}K_x \rangle_\mathcal{H} L^{-s}K_x \, d\rho_X(x) .
\]
Finally, we define \( L_s := B_sB_s^* : L^2(\mathcal{H}, \rho_X) \to L^2(\mathcal{H}, \rho_X) \). Under the given assumptions, the
operators \( T_s \) and \( L_s \) are positive and trace class and they satisfy
\[
\|T_s\| \leq \text{trace}(T_s) = \int_X \|L^{-s}K_x\|_\mathcal{H}^2 \, d\rho_X(x) \leq \kappa_s^2
\]
as well as \( \text{trace}(T_s) = \text{trace}(L_s) \). In particular, we denote \( B_0 = S, T_0 = T \) and \( L_0 = L \). Moreover, we have the isometry property
\[
\|S f\|_{L^2}^2 = \langle S f, S f \rangle_{L^2} = \langle S^* S f, f \rangle_\mathcal{H} = \langle \sqrt{T} f, \sqrt{T} f \rangle_\mathcal{H} = \|\sqrt{T} f\|_\mathcal{H}^2 , \tag{A.1}
\]
and more generally,
\[
\|S f\|_{L^2} = \|B_s L^s f\|_{L^2} = \|\sqrt{T_s} L^s f\|_\mathcal{H} , \tag{A.2}
\]
for all \( f \in \mathcal{H} \).

In addition, we introduce the empirical counterparts of the above operators. If
\[
(x, y) = ((x_1, y_1), ..., (x_n, y_n)) \in (\mathcal{X} \times \mathcal{Y})^n
\]
is an i.i.d. sample from \( \rho \), we denote:
\[
S_{x,s} : \mathcal{H} \to \mathbb{R}^n , \quad \langle S_{x,s} f \rangle_j = \langle f, L^{-s}K_{x_j} \rangle_\mathcal{H} , \quad j = 1, ..., n ,
\]
\[
S_{x,s}^* : \mathbb{R}^n \to \mathcal{H} , \quad S_{x,s}^* y = \frac{1}{n} \sum_{j=1}^n y_j L^{-s}K_{x_j} ,
\]
\[
T_{x,s} : \mathcal{H} \to \mathcal{H} , \quad T_{x,s} = \frac{1}{n} \sum_{j=1}^n \langle \cdot, L^{-s}K_{x_j} \rangle_\mathcal{H} L^{-s}K_{x_j} ,
\]
\[
L_{x,s} : \mathbb{R}^n \to \mathbb{R}^n , \quad L_{x,s} = \left( \frac{1}{n} \langle L^{-s}K_{x_i}, L^{-s}K_{x_j} \rangle_\mathcal{H} \right)_{i,j=1,...,n} .
\]
B Calculations in Hilbert Scales

In this section we collect some preparatory results related to Hilbert scales.

**Lemma B.1.** Let \( s \geq 0 \) and denote by \( S_s = (S_{|\mathcal{H}_s}) \) the restriction of \( S \) to \( \mathcal{H}_s \subseteq \mathcal{H} \). The adjoint operator \( S_s^* : L^2(\mathcal{H}, \rho_X) \to \mathcal{H}_s \) is given by \( S_s^* = L^{-2s}S^* \).

**Proof of Lemma B.1.** Let \( h \in \mathcal{H}_s \). Then \( S_sh = Sh \) and since \( L^s \) is self-adjoint, we may write

\[
\langle S_s h, g \rangle_{L^2} = \langle Sh, g \rangle_{L^2} = \langle h, S^*g \rangle_{\mathcal{H}}
= \langle L^{-s}L^s h, L^s L^{-2s}S^*g \rangle_{\mathcal{H}} = \langle L^s h, L^s L^{-2s}S^*g \rangle_{\mathcal{H}}
= \langle h, L^{-2s}S^*g \rangle_{\mathcal{H}_s}.
\]

\[ \square \]

**Lemma B.2** (Heinz Inequality [13], Prop.8.21). Let \( A \) and \( B \) be two densely defined unbounded selfadjoint strictly positive operators on \( \mathcal{H} \) with \( \mathcal{D}(A) \subseteq \mathcal{D}(B) \) and

\[
\|Bh\| \leq \|Ah\|, \quad \text{for all } h \in \mathcal{D}(A).
\]

Then, for any \( \nu \in [0, 1] \) we have \( \mathcal{D}(A^\nu) \subseteq \mathcal{D}(B^\nu) \) and

\[
\|B^\nu h\| \leq \|A^\nu h\|, \quad \text{for all } h \in \mathcal{D}(A^\nu).
\]

**Lemma B.3** ([6], Proposition 2.1). Let \( S \) and \( T \) be self-adjoint bounded operators on \( \mathcal{H} \) and suppose that \( T \) is injective. If \( \|Sf\| \leq C\|Tf\| \) for any \( f \in \mathcal{H} \) and for some \( C < \infty \), then \( \text{Ran}(S) \subseteq \text{Ran}(T) \) and \( \|T^{-1}S\| \leq C \).

**Lemma B.4.** Let Assumption 4.1 be satisfied.

1. For any \( \nu \in [0, 1] \) it holds

\[
\mathcal{H}_{\nu(a+s)} \subseteq \text{Ran}(T_s^{\nu/2}) = \mathcal{D}(T_s^{-\nu/2}),
\]

\[
\|T_s^{\nu/2}f\|_{\mathcal{H}} \geq m^\nu\|f\|_{\nu(a+s)}, \quad f \in \mathcal{H}, \quad \text{(B.1)}
\]

\[
\|T_s^{-\nu/2}f\|_{\mathcal{H}} \leq m^{-\nu}\|f\|_{\nu(a+s)}, \quad f \in \mathcal{H}_{\nu(a+s)}. \quad \text{(B.2)}
\]

2. For any \( a > 0, s \geq 0 \) we have

\[
\|L^{-s}f\|_{\mathcal{H}} \leq m^{\frac{s}{\nu+a}}\|T_s^{-\nu(a+s)}f\|_{\mathcal{H}}.
\]

17
3. If \(0 \leq s \leq a\) we have
\[
\|L^{-\alpha-s}f\|_H \leq \bar{m}^{-\frac{\alpha}{\alpha+s}}\|T_s^\beta f\|_H
\]
and therefore
\[
\text{Ran}(L^{-\alpha-s}) \subseteq \text{Ran}(T_s^\beta), \quad \beta = \frac{a-s}{2(a+s)} \leq \frac{1}{2}.
\]

**Proof of Lemma B.4.** 1. The first part follows from [12, Proposition].
2. The second assertion follows from (B.2) by applying the Heinz Inequality, Lemma B.2.
3. The third part follows from (B.1) by applying the Heinz Inequality, Lemma B.2 and Lemma B.3.

---

**Lemma B.5.** Let Assumption 4.7 be satisfied.

1. For any \(\nu \in [0, 1]\) we have
\[
\mathcal{D}(T_s^{-\nu/2}) = \text{Ran}(T_s^{\nu/2}) \subset \mathcal{H}_{\nu(a+s)}.
\]
\[
\|T_s^{\nu/2}f\|_H \leq \bar{m}^\nu\|f\|_{-\nu(a+s)}, \quad f \in \mathcal{H}, \quad (B.3)
\]
\[
\|T_s^{-\nu/2}f\|_H \geq \bar{m}^{-\nu}\|f\|_{\nu(a+s)}, \quad f \in \mathcal{D}(T_s^{-\nu/2}). \quad (B.4)
\]
2. For any \(f \in \mathcal{H}\) and \(-a/2 \leq s \leq 0\) we have
\[
\|L^{-s}f\|_H \leq \bar{m}^{-\frac{s}{a+s}}\|T_s^{r/2(s+a)}f\|_H.
\]
3. Assume that for \(-a/2 \leq s \leq 0\) and \(r \geq 0\)
\[
f = L^{-s}T_s^\beta h, \quad \beta = \frac{r-s}{2(a+s)}
\]
for some \(h \in \mathcal{H}\). Then \(f \in \mathcal{H}\).

**Proof of Lemma B.5.** 1. The first part follows from [12, Proposition].
2. The second assertion follows from (B.4) by applying the Heinz Inequality, Lemma B.2.
3. The third part follows from (ii). Indeed, we have for any \(h \in \mathcal{H}\)
\[
\|L^{-s}T_s^\beta h\|_H \leq \bar{m}^{-\frac{s}{a+s}}\|T_s^{\frac{r}{2(s+a)}}T_s^\beta h\|_H
\]
\[
= \bar{m}^{-\frac{s}{a+s}}\|T_s^{\frac{r}{2(s+a)}}h\|_H.
\]
Thus, thanks to Lemma B.3 we obtain \(\text{Ran}(L^{-s}T_s^\beta) \subseteq \text{Ran}(T_s^{\frac{r}{2(s+a)}})\). The claim follows since \(\text{Ran}(T_s^\alpha) \subseteq \mathcal{H}\) if \(\alpha \geq 0\).
In this section we derive learning rates for tail-averaged Gradient Descent. To this end, we consider the GD recursion in $\mathcal{H}_s$ with constant stepsize $\gamma > 0$ as given by

$$g_{t+1} = g_t - \gamma \frac{1}{n} \sum_{j=1}^{n} (g_t(x_j) - y_j) L^{-2s} K_{x_j},$$

where $t = 0, \ldots, T$. The tail-averaged updates are then defined by

$$\bar{g}_T := \frac{2}{T} \sum_{t=\lceil T/2 \rceil + 1}^{T} g_t .$$

Repeating the arguments in [27] shows that $\bar{g}_T$ can be written in closed form as

$$\bar{g}_T = L^{-s} \tilde{G}_T(\mathcal{T}_{x,s}) B_{x,s}^{*} \bar{y} ,$$

for a filter function $\tilde{G}_T : (0, \kappa^2_s] \to \mathbb{R}$ defined on the spectrum $(0, \kappa^2_s]$ of $\mathcal{T}_s$, see e.g. [3, 13, 5].

More precisely,

$$\tilde{G}_T(\sigma) = \frac{2}{T} \sum_{t=\lceil T/2 \rceil + 1}^{T} G_t(\sigma) ,$$

with $G_t : (0, \kappa^2_s] \to \mathbb{R}$ given by

$$G_t(\sigma) = \gamma \sum_{k=0}^{t-1} (1 - \gamma \sigma)^k ,$$

being the GD filter function. We further introduce the residual $\tilde{R}_T : (0, \kappa^2_s] \to \mathbb{R}$ by

$$\tilde{R}_T(\sigma) = 1 - \sigma \tilde{G}_T(\sigma) .$$

For the filter function properties of $\tilde{G}_T$ and $\tilde{R}_T$ we refer to [27].

### C.1 Smoothness Promoting GD

Let $s \geq 0$. In what follows we bound $||T_s^\alpha L^s(\bar{g}_T - f_\mathcal{H})||_\mathcal{H}$ for any $\alpha \in [0, 1/2]$ and with $f_\mathcal{H} \in D(L^s)$. Remember, according to (A.2), we have

$$||\sqrt{T_s} L^s(\bar{g}_T - f_\mathcal{H})||_\mathcal{H} = ||S(\bar{g}_T - f_\mathcal{H})||_{L^2} ,$$

while choosing $\alpha = 0$ gives

$$||L^s(\bar{g}_T - f_\mathcal{H})||_\mathcal{H} = ||\bar{g}_T - f_\mathcal{H}||_s .$$

We are also interested in deriving the error bound in $\mathcal{H}$-norm. If the link condition in Assumption 4.1 is satisfied, then Lemma B.4 gives us with $\beta = \frac{\alpha-s}{\beta_0(s+\beta)} \leq \frac{1}{2}$

$$||\bar{g}_T - f_\mathcal{H}||_\mathcal{H} = ||L^{-s} L^s(\bar{g}_T - f_\mathcal{H})||_\mathcal{H} \leq m^{-\frac{2\beta}{\beta_0}} ||T^\beta_s L^s(\bar{g}_T - f_\mathcal{H})||_\mathcal{H} .$$
Error Decomposition.

Define
\[
\tilde{g}_T := L^{-\gamma} \bar{G}_T(T_s)B_s^*Sf_H \\
= L^{-\gamma} \bar{G}_T(T_s)T_sL^s f_H 
\] (C.3)
and write
\[
\tilde{g}_T - f_H = \underbrace{(\tilde{g}_T - \hat{g}_T)}_{\text{Estimation error}} + \underbrace{(\hat{g}_T - f_H)}_{\text{Approximation error}}. 
\] (C.4)

Recall that \( f_R \in \mathcal{H}_a \) denotes the minimizer of the distance function \( d_s \), defined in (4.2). Then we obtain
\[
\tilde{g}_T - \hat{g}_T = L^{-\gamma} \bar{G}_T(T_{x,s})B_{x,s}^*\bar{y} - \hat{g}_T \\
= L^{-\gamma} \bar{G}_T(T_{x,s})(B_{x,s}^*\bar{y} - T_{x,s}L^s \tilde{g}_T) + L^{-\gamma} \bar{R}_T(T_{x,s})L^s \tilde{g}_T \\
= L^{-\gamma} \bar{G}_T(T_{x,s})(B_{x,s}^*\bar{y} - B_s^*f_H - (T_{x,s}L^s \tilde{g}_T - T_{x,s}L^s \hat{g}_T)) \\
+ L^{-\gamma} \bar{G}_T(T_{x,s})(B_s^*f_H - T_sL^s \hat{g}_T) + L^{-\gamma} \bar{R}_T(T_{x,s})L^s \hat{g}_T, 
\] (C.5)
and
\[
\tilde{g}_T - f_H = L^{-\gamma} \bar{G}_T(T_s)T_sL^s f_H - L^{-\gamma} L^s f_H \\
= L^{-\gamma} \bar{R}_T(T_s)L^s f_H \\
= L^{-\gamma} \bar{R}_T(T_s)L^s (f_H - f_R) + L^{-\gamma} \bar{R}_T(T_s)L^s f_R. 
\] (C.6)

### C.1.1 Bounding the Approximation Error

**Proposition C.1.** Suppose Assumptions 2.1, 4.1 are satisfied and let \( R > 0 \), \( \beta = \frac{a-s}{2(a+s)} \), \( \alpha \in [0, \frac{1}{2}] \). Then
\[
\|T_s^\alpha \bar{L}^s(\tilde{g}_T - f_H)\|_H \leq c_{a,s}(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} \right), 
\]
for some \( c_{a,s} < \infty \). Moreover, with \( \lambda = (\gamma T)^{-1} \), we also have
\[
\|T_s^\alpha \lambda^\alpha \bar{L}^s(\tilde{g}_T - f_H)\|_H \leq c'_{a,s}(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} \right), 
\]
for some \( c'_{a,s} < \infty \).

**Proof of Proposition C.1.** Recall that \( f_R \) denotes the element in \( \mathcal{H}_a \) realizing the minimum of the distance function in Definition 4.2. Then \( L^s f_R = L^{s-a} h \), for some \( h \in \mathcal{H} \). Applying Lemma B.4 gives \( L^{-(a-s)} h = T_s^\beta \tilde{h} \), for some \( \tilde{h} \in \mathcal{H} \), satisfying \( \|\tilde{h}\| \leq R \) and with \( \beta = \frac{a-s}{2(a+s)} \). By (C.6) and [27] Lemma 3] with \( K = 3 \) we thus obtain
\[
\|T_s^\alpha \bar{L}^s(\tilde{g}_T - f_H)\|_H \leq \|T_s^\alpha \bar{R}_T(T_s)L^s (f_H - f_R)\|_H + \|T_s^\alpha \bar{R}_T(T_s)L^s f_R\|_H \\
\leq d_s(R)\|T_s^\alpha \bar{R}_T(T_s)\| + R\|T_s^{\alpha+\beta} \bar{R}_T(T_s)\| \\
\leq c_{a,s}(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} \right), 
\]
for some \( c_{a,s} < \infty \).

Moreover, by the same reasoning,

\[
\| (T_s + \lambda)\alpha L^s(\tilde{g}_T - f_H) \|_H \leq \| (T_s + \lambda)\alpha \tilde{R}_T(T_s)L^s(f_H - \tilde{f}_R) \|_H + \| (T_s + \lambda)\alpha \tilde{R}_T(T_s)L^s w_R \|_H \\
\leq d_s(R) \| (T_s + \lambda)\alpha \tilde{R}_T(T_s) \| + R \| (T_s + \lambda)\alpha + \beta \tilde{R}_T(T_s) \| \\
\leq c_{a,s}(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} \right),
\]

for some \( c_{a,s} < \infty \).

\[\square\]

**C.1.2 Bounding the Estimation Error**

**Proposition C.2.** Suppose Assumptions 2.1, 4.1 are satisfied. Let \( \alpha \in [0, \frac{1}{2}] \).

1. We have \( \rho^{(n)}_{\mathcal{X}} \)-almost surely

\[
\| T_s^\alpha \tilde{R}_T(T_{x,s})L^s \tilde{g}_T \|_H \leq c_{a,\kappa}(\gamma T)^{-\alpha} \Xi_{x,s}(\lambda) \| L^s \tilde{g}_T \|_H,
\]

for some \( c_{a} < \infty \) and where \( \Xi_{x,s}(\cdot) \) is defined in Proposition E.5.

2. If additionally \( \gamma \) and \( T \) satisfy the condition

\[ n \geq T \max\{1, N_{T_s}((\gamma T)^{-1})\}, \]

we have for any \( \delta \in (0, 1] \) with probability \( \rho^{(n)} \) at least \( 1 - \delta \)

\[
\| T_s^\alpha \tilde{R}_T(T_{x,s})L^s \tilde{g}_T \|_H \leq c'_{a,\kappa,\alpha} \log^{2\alpha}(8/\delta)(\gamma T)^{-\alpha} \| L^s \tilde{g}_T \|_H,
\]

for some \( c'_{a,\kappa,\alpha} < \infty \).

**Proof of Proposition C.2**

1. By [27, Lemma 2], [27, Lemma 3], and since \( \alpha \in (0, 1/2] \) we find with \( \lambda = 1/(\gamma T) \)

\[
\| T_s^\alpha \tilde{R}_T(T_{x,s})L^s \tilde{g}_T \|_H \\
\leq \| (T_s + \lambda)(T_{x,s} + \lambda)^{-\alpha} \| (T_{x,s} + \lambda)^\alpha \tilde{R}_T(T_{x,s}) \| \| L^s \tilde{g}_T \|_H \\
\leq c_{a}(\gamma T)^{-\alpha} \Xi_{x,s}(\lambda) \| L^s \tilde{g}_T \|_H,
\]

for some \( c_{a} < \infty \).

2. The second assertion follows immediately from Proposition E.5.

\[\square\]

**Proposition C.3.** Suppose Assumptions 2.1, 4.1 are satisfied and let \( R > 0, \beta = \frac{a-s}{2(a+s)} \) and \( \alpha \in [0, \frac{1}{2}] \).
1. We have $\rho_X^n$-almost surely

$$\|T_s^a \tilde{G}_T(T_{x,s})(B_s^* S f_H - T_s L^s \tilde{g}_T)\|_H \leq c_{a,s,\alpha,\gamma} \Xi_{x,s}(\gamma) \left( d_s(R) + R(\gamma T)^{-\beta} \right),$$

for some $c_{a,s,\alpha} < \infty$ and where $\Xi_{x,s}(\cdot)$ is defined in Proposition E.5.

2. If additionally $\gamma$ and $T$ satisfy the condition

$$n \geq \gamma T \max \{ 1, N_{T_x}(\gamma T)^{-1} \},$$

we have for any $\delta \in (0, 1]$ with probability $\rho_X^n$ at least $1 - \delta$

$$\|T_s^a \tilde{G}_T(T_{x,s})(B_s^* S f_H - T_s L^s \tilde{g}_T)\|_H \leq c_{a,s,\alpha,\gamma,\kappa} \log^2 (8/\delta)(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} \right),$$

for some $c_{a,s,\alpha,\gamma,\kappa} < \infty$.

**Proof of Proposition C.3**

1. We write

$$\|T_s^a \tilde{G}_T(T_{x,s})(B_s^* S f_H - T_s L^s \tilde{g}_T)\|_H = \|T_s^a \tilde{G}_T(T_{x,s}) T_s L^s (f_H - \tilde{g}_T)\|_H$$

$$\leq \|(T_s + \lambda)^{\alpha} (T_{x,s} + \lambda)^{-\alpha}\| \|T_{x,s} + \lambda\| \alpha \tilde{G}_T(T_{x,s}) (T_{x,s} + \lambda)^{1-\alpha}\|$$

$$\leq \|(T_s + \lambda)^{\alpha} (T_{x,s} + \lambda)^{-\alpha}\| \|T_{x,s} + \lambda\| \alpha \tilde{G}_T(T_{x,s}) (T_{x,s} + \lambda)^{1-\alpha}\|$$

and thus

$$\|(T_s + \lambda)^{\alpha} (T_{x,s} + \lambda)^{-\alpha}\| \leq \|(T_s + \lambda)(T_{x,s} + \lambda)^{-1}\|^{\alpha}$$

and thus

$$\|(T_s + \lambda)^{\alpha} (T_{x,s} + \lambda)^{-\alpha}\| \|T_{x,s} + \lambda\|^{(1-\alpha)} (T_s + \lambda)^{1-\alpha}\| \leq \|(T_s + \lambda)(T_{x,s} + \lambda)^{-1}\|.$$ 

Moreover, [27] Lemma 2] with $K = 3$ gives $\rho_X^n$-almost surely

$$\|(T_{x,s} + \lambda)^{\alpha} \tilde{G}_T(T_{x,s}) (T_{x,s} + \lambda)^{1-\alpha}\| = \|(T_{x,s} + \lambda) \tilde{G}_T(T_{x,s})\| \leq 3.$$ 

Applying now Proposition C.1 leads us to

$$\|T_s^a \tilde{G}_T(T_{x,s})(B_s^* S f_H - T_s L^s \tilde{g}_T)\|_H \leq c_{a,s,\alpha,\gamma} \Xi_{x,s}(\gamma) \left( d_s(R) + R(\gamma T)^{-\beta} \right),$$

for some $c_{a,s,\alpha} < \infty$ and with $\beta = \frac{a-s}{2(a+s)}$.

2. The second assertion follows immediately from Proposition E.5.
Assumption C.4 (Moment Assumption). There exist $M \in \mathbb{R}_+$, $\sigma \in \mathbb{R}_+$ such that for any integer $l \geq 2$

$$\int_{\mathbb{R}} |y|^l \, d\rho(y|x) \leq \frac{1}{2} l! M^{l-2} \sigma^2,$$

$\rho_X$-almost surely.

Proposition C.5. Suppose Assumptions 2.1, C.4 are satisfied. Let $\delta \in (0, 1]$ and set

$$\hat{h}_T := (B^*_x s \bar{y} - B^*_s S f_{\mathcal{H}}) - (T_{x,s} - T_s)L^s \bar{g}_T.$$

Then, with probability $\rho \otimes n$ at least $1 - \delta$ one has

$$\|(T_s + \lambda)^{-1/2} \hat{h}_T\|_{\mathcal{H}} \leq 4 \log(2/\delta) \left( \sqrt{\frac{\gamma T \tilde{M}_T}{n}} + \tilde{\sigma} \sqrt{\frac{\mathcal{N}_T(1/\gamma T)}{n}} + \tilde{\tau}_T \sqrt{\frac{\gamma T}{n}} \right),$$

where

$$\tilde{M}_T := 2 \kappa_s (M + \kappa_s) \|L^s \bar{g}_T\|_{\mathcal{H}},$$

and

$$\tilde{\sigma} := \sigma + 2\|S f_{\mathcal{H}}\|_{\infty}, \quad \tilde{\tau}_T := 2 \kappa_s \|S(\bar{g}_T - f_{\mathcal{H}})\|_{L^2}.$$

Proof of Proposition C.5. The proof follows by repeating the arguments of [24, Lemma 5.6] with a slight adaption to our setting.

Proposition C.6. Suppose Assumptions 2.1, 4.1, and C.4 are satisfied. Assume further that $\gamma$ and $T$ satisfy the condition

$$n \geq \gamma T \max\{1, \mathcal{N}_T((\gamma T)^{-1})\}.$$

Let $\delta \in (0, 1]$ and set

$$\hat{h}_T := (B^*_x s \bar{y} - B^*_s S f_{\mathcal{H}}) - (T_{x,s} - T_s)L^s \bar{g}_T.$$

Then, with probability $\rho \otimes n$ at least $1 - \delta$ one has

$$\|T_s^\alpha \bar{G}_T(T_{x,s}) \hat{h}_T\|_{\mathcal{H}} \leq c_{\kappa_s} \log^{2\alpha+1}(8/\delta)(\gamma T)^{-\alpha} \left( \tilde{M}_T \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma T \mathcal{N}_T(1/\gamma T)}{n}} + \tilde{\tau}_T \frac{\gamma T}{n} \right),$$

for some $c_{\kappa_s} < \infty$ and where $\tilde{M}_T, \tilde{\sigma}, \tilde{\tau}_T$ are defined in Proposition C.5.

Proof of Proposition C.6. We decompose with $\lambda = (\gamma T)^{-1}$ as

$$\|T_s^\alpha \bar{G}_T(T_{x,s}) \hat{h}_T\|_{\mathcal{H}} \leq \|(T_s + \lambda)^\alpha (T_{x,s} + \lambda)^{-\alpha} \| \|(T_{x,s} + \lambda)^\alpha \bar{G}_T(T_{x,s})(T_{x,s} + \lambda)^{-1/2}\| \|(T_{x,s} + \lambda)^{-1/2} (T_s + \lambda)^{1/2}\| \|(T_s + \lambda)^{-1/2} \hat{v}_T\|_{\mathcal{H}}.$$
Observe that [27] Lemma 2 with $K = 3$ gives

$$
||\langle T_{x,s} + \lambda \rangle^{\alpha+1/2}G_T(T_{x,s})|| \leq 3 \cdot 2^{\alpha-1/2}(\gamma T)^{1/2-\alpha}.
$$

Thus, since $\alpha \leq 1/2$ by applying Proposition C.5 and Proposition E.5 we obtain with probability $\rho^{\alpha n}$ at least $1 - \delta$

$$
||T_{x,s}^{\alpha} \hat{G}_T(T_{x,s})h_T|| \leq 3 \Xi_{x,s}^{1/2}(\lambda) ||(T_{x,s} + \lambda)^{-1/2}h_T|| \leq c_\rho \log^{2\alpha+1}(8/\delta)(\gamma T)^{-\alpha} \left( \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma T N_T(1/(\gamma T))}{n}} + \tilde{\tau} \frac{\gamma T}{\sqrt{n}} \right),
$$

for some $c_\rho < \infty$. □

### C.1.3 Learning Rates for smoothness promoting tail-averaged GD

We now combine the results from the previous subsections to derive the learning rates for smoothness promoting tail-averaged GD.

**Theorem C.7** (Excess Risk tail-averaged GD). Suppose Assumptions 2.1, 4.1 and C.4 are satisfied. Let $R > 0$ and $\beta = \frac{a-s}{2(a+s)}$. Assume further that $\gamma$ and $T$ satisfy the condition

$$
n \geq \gamma T \max \{1, N_T((\gamma T)^{-1})\}.
$$

If $f_\mathcal{H} \in \mathcal{D}(L^\alpha)$, the excess risk satisfies for any $\alpha \in [0, \frac{1}{2}]

$$
\mathbb{E}[||T_{x,s}^{\alpha}L^\alpha(\hat{g}_T - f_\mathcal{H})||_2^2] \leq c_{a,s,a,\alpha,\kappa}(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} + \frac{||L^\alpha \hat{g}_T||_\mathcal{H}}{\gamma T} + \tilde{M} \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma T N_T(1/(\gamma T))}{n}} + \tilde{\tau} \frac{\gamma T}{\sqrt{n}} \right),
$$

(C.9)

for some $c_{a,s,a,\kappa} < \infty$ and where $\tilde{M}_T, \tilde{\sigma}, \tilde{\tau}$ are defined in Proposition C.5. In particular,

$$
\mathbb{E}[||\hat{g}_T - f_\mathcal{H}||_2] \leq c_{a,s,\kappa}(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} + \frac{||L^\alpha \hat{g}_T||_\mathcal{H}}{\gamma T} + \tilde{M} \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma T N_T(1/(\gamma T))}{n}} + \tilde{\tau} \frac{\gamma T}{\sqrt{n}} \right),
$$

$$
\mathbb{E}[||S(\hat{g}_T - f_\mathcal{H})||_2^2] \leq c_{a,s,\kappa}(\gamma T)^{-\alpha} \left( d_s(R) + R(\gamma T)^{-\beta} + \frac{||L^\alpha \hat{g}_T||_\mathcal{H}}{\gamma T} + \tilde{M} \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma T N_T(1/(\gamma T))}{n}} + \tilde{\tau} \frac{\gamma T}{\sqrt{n}} \right),
$$

and

$$
\mathbb{E}[||\hat{g}_T - f_\mathcal{H}||_2^2] \leq \tilde{c}_{a,s,\kappa} \left( d_s(R) + R(\gamma T)^{-\beta} + \frac{||L^\alpha \hat{g}_T||_\mathcal{H}}{\gamma T} + \tilde{M} \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma T N_T(1/(\gamma T))}{n}} + \tilde{\tau} \frac{\gamma T}{\sqrt{n}} \right),
$$
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Proof of Theorem C.7. The proof follows immediately from the decomposition in (C.5) and (C.6), combined with Propositions C.1, C.2, C.3 and C.6. The bound in expectation is derived by integrating the high probability bound using e.g. [5, Lemma C.1].

Lemma C.8. Suppose Assumptions 2.1 and 4.1 are satisfied. Recall the definition of the distance function $d_s$ in Definition 4.2. Assume further that $f_H \in H_s$ and let $R > 0$.

1. We have
   \[ ||S(\tilde{g}_T - f_H)||_{L^2} \leq 2(\gamma T)^{-1/2}(d_s(R) + R(\gamma T)^{-\frac{a-s}{2(a+s)}}). \]

2. Let $f_H \in D(L^s)$ and $\beta = \frac{a-s}{2(a+s)}$. Then
   \[ ||L^s \tilde{g}_T||_H \leq c_{a,s}(d_s(R) + R(\gamma T)^{-\beta}) + ||L^s f_H||_H, \]
   for some $c_{a,s} < \infty$.

Proof of Lemma C.8. 1. Recall that according to Lemma B.4 we have $L^s f_R = T_s^\beta h$ with $\beta = \frac{a-s}{2(a+s)}$ and for some $h \in H_s$ satisfying $||h|| \leq R$. By [22, Lemma 3] we thus obtain
   \[ ||S(\tilde{g}_T - f_H)||_{L^2} = ||\sqrt{T_s} \tilde{R}_T(T_s)L^s f_H||_{L^2} \]
   \[ \leq ||\sqrt{T_s} \tilde{R}_T(T_s) L^s(f_H - w_{R,H})||_{L^2} + ||\sqrt{T_s} \tilde{R}_T(T_s)L^s f_R||_{L^2} \]
   \[ \leq \sqrt{2}(\gamma T)^{-1/2}d_s(R) + R||\tilde{R}_T(T_s)T_s^{1/2+\beta}||_{L^2} \]
   \[ \leq 2(\gamma T)^{-1/2}(d_s(R) + R(\gamma T)^{-\beta}). \]

2. For any $f_H \in D(L^s)$ we have by applying Proposition C.1 with $\alpha = 0$
   \[ ||L^s \tilde{g}_T||_H \leq ||L^s(\tilde{g}_T - f_H)||_H + ||L^s f_H||_H \]
   \[ \leq c_{a,s}(d_s(R) + R(\gamma T)^{-\beta}) + ||L^s f_H||_H, \]
   for some $c_{a,s} < \infty$.

Corollary C.9 (Learning Rates GD I). Suppose all assumptions of Theorem C.7 are satisfied with $f_H \in H_s$ for some $0 \leq s < a$. In addition, suppose Assumption 4.4 is satisfied. Then, for any $n$ sufficiently large, the excess risk satisfies for any $\alpha \in [0, \frac{1}{2}]$ the bound
   \[ E[ ||T^s L^s(\tilde{g}_T - f_H)||_{L^2}^2 ] \lesssim R_*^2 \left( \frac{\tilde{\sigma}^2}{R_*^2 n} \right)^{\frac{2\alpha}{1+\nu}}, \]
   for the following choices for $\gamma$ and $T$:

(a) small stepsize: $T \simeq n$, $\gamma_n \simeq \left( \frac{R_*^2}{\tilde{\sigma}^2} \right)^{\frac{\nu}{1+\nu}} n^{\frac{\nu}{1+\nu}}$. 
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(b) early stopping: $\gamma \simeq \text{const.}$ and $T_n \simeq \left( \frac{R^2}{\tilde{\sigma}^2 n} \right)^{\frac{1}{1+\nu}}$.

In particular, with $\beta = \frac{n-\alpha}{2(\alpha+\nu)}$, we obtain

$$
\mathbb{E}[||S(\bar{g}_T - f_H)||_{L^2}^2] \lesssim R^2 \left( \frac{\tilde{\sigma}^2}{R^2 n} \right)^{\frac{1}{1+\nu}},
$$

$$
\mathbb{E}[||\bar{g}_T - f_H||_{H}^2] \lesssim R^2 \left( \frac{\tilde{\sigma}^2}{R^2 n} \right)^{\frac{2\beta}{1+\nu}},
$$

for each of the choices given in (a) and (b).

**Proof of Corollary C.9.** According to (4.7) (see also the remark below), the distance function is bounded as

$$
d_s(R) \leq R \gamma_T \leq R \gamma_T^\beta,
$$

for some $R > 0$. Since $N_T((\gamma T)^{-1}) \lesssim (\gamma T)^\nu$, deriving the learning rate amounts to balance the terms

$$
R + R \gamma_T^\beta (\gamma T)^{-\beta} + \tilde{\sigma} \sqrt{\frac{(\gamma T)^{1+\nu}}{n}},
$$

in (C.9). This leads to the choice

$$
\gamma T \simeq \left( \frac{R^2}{\tilde{\sigma}^2 n} \right)^{\frac{1}{1+\nu}}
$$

and immediately to (a) and (b). From Lemma C.8 we see that the other terms in (C.9) are of lower order. \qed

**Corollary C.10 (Learning Rates GD II).** Suppose all assumptions of Theorem C.7 are satisfied with $f_H \in H$. In addition, suppose Assumption 4.4 is satisfied. Then, for any $n$ sufficiently large, the excess risk satisfies

$$
\mathbb{E}[||T^\alpha_L(\bar{g}_T - f_H)||_{L^2}^2] \lesssim R^2 \left( \frac{\tilde{\sigma}^2}{R^2 n} \right)^{\frac{2\alpha(\alpha+\beta)}{1+2\beta+\nu}},
$$

for the following choices for $\gamma$ and $T$:

(a) small stepsize: $T_n \simeq n$, $\gamma_n \simeq \left( \frac{R^2}{\tilde{\sigma}^2} \right)^{\frac{\nu+2\beta}{1+2\beta+\nu}}$.

(b) early stopping: $\gamma \simeq \text{const.}$ and $T_n \simeq \left( \frac{R^2}{\tilde{\sigma}^2 n} \right)^{\frac{1}{1+2\beta+\nu}}$.

In particular, we obtain

$$
\mathbb{E}[||S(\bar{g}_T - f_H)||_{L^2}^2] \lesssim R^2 \left( \frac{\tilde{\sigma}^2}{R^2 n} \right)^{\frac{1+2\beta}{1+2\beta+\nu}},
$$

$$
\mathbb{E}[||\bar{g}_T - f_H||_H^2] \lesssim R^2 \left( \frac{\tilde{\sigma}^2}{R^2 n} \right)^{\frac{4\beta}{1+2\beta+\nu}},
$$

for each of the choices given in (a) and (b).
Proof of Corollary C.10. If \( f_H \in \mathcal{H}_a \) then \( d_s(R_\star) = 0 \) for some \( R_\star > 0 \). The rest follows as in the proof of Corollary C.9.

C.2 Error Bounds for Preconditioning Gradient Descent

We now derive our error bounds for the case where \( f_H \in \mathcal{H}_a \), for some \(-a/2 \leq s \leq 0\). The result again relies on the classical decomposition (C.4), with a slight adaption of the approximation error bound.

C.2.1 Bounding the Approximation Error

**Proposition C.11.** Suppose Assumptions 2.1, 4.7 and 4.10 are satisfied. Let \( R > 0 \). For \( \beta = \frac{r-a}{2(a-s)} \) and for any \( \alpha \in [0, \frac{1}{2}] \) one has

1. \[ \|T_\alpha^{\star} L^s (\tilde{g}_T - f_H)\|_H \leq c_{\alpha, \beta} R(\gamma T)^{-\alpha + \beta}, \]
   for some \( c_{\alpha, \beta} < \infty \).

2. Additionally, with \( \lambda = (\gamma T)^{-1} \), one has
   \[ \|(T_\alpha + \lambda)^{\alpha} L^s (\tilde{g}_T - f_H)\|_H \leq c'_{\alpha, \beta} R(\gamma T)^{-\alpha + \beta}, \]
   for some \( c'_{\alpha, \beta} < \infty \).

3. Moreover, we have
   \[ \|L^s \tilde{g}_T\|_H \leq R(\gamma T)^{-\beta} + \|L^s f_H\|_H. \]

**Proof of Proposition C.11**

1. Applying [27, Lemma 3] with \( K = 3 \) we get
   \[ \|T_\alpha^{\star} L^s (\tilde{g}_T - f_H)\|_H \leq \|T_\alpha^{\star} R_T(T_\alpha) L^s f_H\|_H \]
   \[ = \|T_\alpha^{\star + \beta} R_T(T_\alpha)\|_H \]
   \[ \leq c_{\alpha, \beta} R(\gamma T)^{-(\alpha + \beta)}, \]
   for some \( c_{\alpha, \beta} < \infty \).

2. The second assertion is a standard calculation, using \((i)\) and [27, Lemma 3].

3. The proof is along the lines of the proof of Lemma C.8.
C.2.2 Bounding the Estimation Error

**Proposition C.12.** Suppose Assumptions 2.1, 4.7, and 4.10 are satisfied. Let \( \beta = r - s^2(a + s) \). Assume \( \gamma \) and \( T \) satisfy the condition
\[
n \geq \gamma T \max\{1, N_{T_0}\}.
\]
Let \( \alpha \in [0, \frac{1}{2}] \). For any \( \delta \in (0, 1] \) with probability \( \rho \otimes n \) at least \( 1 - \delta \)
\[
\|T^\alpha_s G_T(T_{x,s})(B_s S f_H - T_s L^s \tilde{g}_T)\|_H \leq c_{a,s,\alpha,\kappa_s} R \log^2(8/\delta)(\gamma T)^{-(\alpha + \beta)},
\]
for some \( c_{a,s,\alpha,\kappa_s} < \infty \).

**Proof of Proposition C.12.** The proof follows the lines of Proposition C.3 by applying Proposition C.11.

Since Proposition C.6 is still valid we can give now the error bound also in the preconditioning case.

C.2.3 Learning Rates Preconditioning GD

**Theorem C.13.** Suppose Assumptions 2.1, 4.7, 4.10 and C.4 are satisfied. Assume further that \( \gamma \) and \( T \) satisfy the condition
\[
n \geq \gamma T \max\{1, N_{T_0}\}.
\]
The excess risk satisfies for any \( \alpha \in [0, \frac{1}{2}] \)
\[
E[\|T^\alpha_s L^s (\tilde{g}_T - f_H)\|_2] \leq c_{a,s,\alpha,\kappa_s} \gamma T^{\alpha - 1} (R(\gamma T)^{-1} + \|L^s \tilde{g}_T\|_H) + \tilde{M}_T \gamma T \tilde{\sigma} + \tilde{\tau}_T \gamma T \sqrt{n},
\]
for some \( c_{a,s,\alpha,\kappa_s} < \infty \) and where \( \tilde{M}_T, \tilde{\sigma}, \tilde{\tau}_T \) are defined in Proposition C.5.

**Corollary C.14 (Learning rates).** Let all assumptions of Theorem C.13 be satisfied as well as Assumption 4.4. Then the excess risk satisfies the same bounds as in Corollary C.10 with \( \beta = \frac{r - s^2(a + s)}{2} \).

D Error Bounds for SGD in Hilbert Scales

In this section we derive the learning rates for the tail-averaged SGD recursion in Hilbert scales. As usual, the error bounds rely on a suitable error decomposition. Here, we follow the approach in [32, 27] and consider
\[
\tilde{f}_T - f_H = (\tilde{f}_T - \tilde{g}_T) + (\tilde{g}_T - f_H),
\]
(D.1)
where \( \bar{g}_T \) is the tail-averaged GD recursion, defined in (C.2). Recall that the GD recursion defined in (C.1) can be rewritten as
\[
g_t = L^{-s} h_t^{GD}, \quad h_{t+1}^{GD} = h_t^{GD} - \gamma (T_{x,s} h_t^{GD} - B_{x,s}^t). \tag{D.1}
\]
Denoting \((x_t, y_t) := (x_{t_i}, y_{t_i}) = b(t-1)+1, \ldots, b_t \in (X \times Y)^b\) the sample drawn at iteration \( t \), \( t = 1, \ldots, T \) and
\[
B_{x,s} := S_{x,s} L^{-s} : H \to \mathbb{R}^b, \quad T_{x,s} := B_{x,s}^t B_{x,s} : H \to H,
\]
a short calculation shows that the SGD recursion in (4.1) can similarly be rewritten as
\[
f_{t+1} = L^{-s} h_t^{SGD}, \quad h_{t+1}^{SGD} = h_t^{SGD} - \gamma (T_{t+1,s} h_t^{SGD} - B_{t+1,s}^t y_{t+1}).
\]
Thus, the difference
\[
\mu_t := f_t - g_t = L^{-s} \tilde{\mu}_t
\]
with \( \tilde{\mu}_t = h_t^{SGD} - h_t^{GD} \) follows the recursion
\[
\tilde{\mu}_{t+1} = (1 - \gamma T_{t+1,s}) \tilde{\mu}_t + \gamma \xi_{t+1,s},
\]
where \( \xi_{t+1,s} = \xi_{t+1,s}^{(1)} + \xi_{t+1,s}^{(2)} \) and with
\[
\xi_{t+1,s}^{(1)} = (T_{x,s} - T_{t+1,s}) h_t^{GD},
\xi_{t+1,s}^{(2)} = S^*_{t+1,s} y_{t+1} - S^{*}_{x,s} y,
\]
see [27 Appendix E]. We finally set \( \tilde{\mu}_T = L^{-s} \bar{x}_{T, \gamma} \), with \( \bar{x}_{T, \gamma} = \frac{2}{T} \sum_{t=[T/2]+1}^T \tilde{\mu}_t \).

### D.1 Bounding SGD Variance

**Proposition D.1.** Suppose Assumptions 2.1 and 4.1 are satisfied. Let \( s \geq 0, \nu \in [0,1], \gamma \kappa_s^2 < \frac{1}{4}, \beta = \frac{a - \gamma}{2(a + s)} \) and \( f_H \in D(L^\beta) \). Define
\[
\Sigma^2_T(R) = \tilde{M}^2 + ||L^s f_H||_H^2 + \sigma^2_T(R) \tag{D.2}
\]
and
\[
\sigma_T(R) = d_s(R) + R(\gamma T)^{-\beta} + \sigma + M + \frac{||L^s f_H||_H}{\gamma T} + (\gamma T)^{-1} (d_s(R) + R(\gamma T)^{-\beta}).
\]
Assume further that
\[
n \geq \gamma T \max\{1, N_{\gamma T_s}(1/\gamma T)\}.
\]
The SGD variance satisfies
\[
\mathbb{E}[\sqrt{T_{s,x}} \bar{\mu}_T] \leq c_s T_{s,x} \sum_{b} \frac{\Sigma^2_T(R)}{b} \gamma^s T^\nu - 1 + c_s^2 \gamma^s T^\nu \delta_n,
\]
for some \( c_s < \infty, c_s^2 < \infty \) and with
\[
\delta_n = 2 \exp \left( -a \gamma T N_{\gamma T_s}(1/\gamma T) \right),
\]
for some \( a \in \mathbb{R}_+ \).

The same bound holds if \( -\frac{a}{s} / 2(a+s) < 0 \) under Assumption 4.7 instead of Assumption 4.1 and with \( \beta = \frac{a - \gamma}{2(a + s)} \), provided Assumption 4.10 is satisfied.
Proof of Proposition D.1. The proof is along the lines of the proof of \cite{27} Proposition 6, Section D.1 with slight modifications adapted to our setting. Note that Assumption C.4 is satisfied if \( \mathcal{Y} \subseteq [-M, M] \), for some \( M > 0 \), with \( \sigma = M \). The main new ingredient in the proof is a new uniform bound for the GD updates \( ||h_{GD}^t||_H = ||L^s g_t||_H = ||g_t||_s \) based on our Theorem C.7.

This is straightforward by following the arguments as in \cite{27} Lemma 8, Section D.1.

D.2 Final Bounds smoothness promoting SGD

**Theorem D.2** (Excess Risk). Suppose Assumptions 2.1 and 4.1 are satisfied. Let \( \nu \in (0, 1], \beta = \frac{a-s}{2(a+s)} \) and \( \gamma \kappa_s^2 < \frac{1}{4} \). Assume further that \( Tr[T^\nu] < \infty \) and that

\[
    n \geq \gamma T \max\{1, N_{T_s}(1/\gamma T)\}.
\]

If \( f_H \in D(L^s) \), the excess risk satisfies

\[
    \mathbb{E}[||S(f_T - f_H)||^2_{L^2}] \leq c_{a,s,\nu,\nu}(\gamma T)^{-1}\left( d_s^2(R) + R^2(\gamma T)^{-2\beta} + \frac{\gamma^2 T N_{T_s}(1/(\gamma T))}{n}\right) \\
    + \frac{\Sigma_f^2(R)}{bT}(\gamma T)^\nu + \Omega_n^2(\gamma T),
\]

where the remainder \( \Omega_n(\cdot) \) is of lower order and given by

\[
    \Omega_n(\gamma T) = \frac{||L^s \tilde{g}_T||_H}{\gamma T} + \sqrt{\frac{\gamma T}{n}}(d_s(R) + R(\gamma T)^{-\beta}) + \gamma^2 T^5 \delta_n,
\]

and where \( \Sigma_f^2(R) \) is defined in (D.2) and \( \delta_n \) is given by (D.3).

**Proof of Theorem 4.3**. The proof follows by combining (D.1) with Proposition D.1 and Theorem C.7 with \( \alpha = 1/2 \). Moreover, Lemma C.8 gives

\[
    ||L^s \tilde{g}_T||_H \leq c_{a,s}(d_s(R) + R(\gamma T)^{-\beta}) + ||L^s f_H||_H,
\]

for some \( c_{a,s} < \infty \). Thus,

\[
    \tilde{M}_T = 2\kappa_s(M + \kappa_s ||L^s f_H||_H) \\
    \leq c_{a,s}(M + d_s(R) + R(\gamma T)^{-\beta} + ||L^s f_H||_H),
\]

for some \( c_{a,s} < \infty \). In addition, applying Lemma C.8 once more leads to

\[
    \tilde{\tau}_T = 2\kappa_s ||S\tilde{g}_T - f_H||_L^2 \\
    \leq 4\kappa_s(\gamma T)^{-1/2}(d_s(R) + R(\gamma T)^{-\beta}).
\]
Combining Theorem C.7 and Proposition D.1 with (D.4), (D.5), and (D.6) leads to

\[
\mathbb{E}[||S\bar{f}_T - f_H||_2^2] \leq c_{a,s,\kappa,s}(\gamma T)^{-\frac{1}{2}} \left( d_s(R) + R(\gamma T)^{-\beta} + \frac{||L^s\tilde{g}_T||_H}{\gamma T} + \\
+ \tilde{M}_T \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma TN_T(1/(\gamma T))}{n}} + \tilde{\tau}_T^{\gamma T} \gamma T \sqrt{n} \right) \\
+ c'_{s,\kappa,s} \left( Tr[T^\nu_s] \frac{\Sigma^2(R)}{b} \gamma^{\nu T^{\nu - 1}} + c'_s \gamma^{2T^5} \delta n \right) \\
\leq c_{a,s,\kappa,s,\nu}(\gamma T)^{-\frac{1}{2}} \left( d_s(R) + R(\gamma T)^{-\beta} + \tilde{\sigma} \sqrt{\frac{\gamma TN_T(1/(\gamma T))}{n}} + \\
+ \frac{\Sigma^2(R)}{bT}(\gamma T)^\nu + \Omega_n(\gamma T) \right) .
\]

\[\square\]

**Proof of Corollary 4.5** The proof of the learning rate is now a standard calculation. A straightforward calculation shows that all choices of \(\gamma, T, b\) balance the leading order terms in Theorem 4.3 and that \(\Omega_n(\cdot)\) is of lower order. \[\square\]

**Proof of Corollary 4.6** The proof of the learning rate is now a standard calculation. A straightforward calculation shows that all choices of \(\gamma, T, b\) balance the leading order terms in Theorem 4.3 and that \(\Omega_n(\cdot)\) is of lower order. Moreover, \(d_s(R) \leq R_s\) and \(R(\gamma T) \asymp R_s(\gamma T)^\beta\), for some \(R_s > 0\). \[\square\]

### D.3 Final Bounds Preconditioning SGD

**Theorem D.3** (Excess Risk). Suppose Assumptions 2.1, 4.7, and 4.10 are satisfied. Let \(\nu \in (0,1], \beta = \frac{\tau - s}{2(a + s)}\) and \(\gamma \kappa_s^2 < \frac{1}{4}\). Assume further that \(Tr[T^\nu_s] < \infty\) and that

\[
n \geq \gamma T \max\{1,N_T(1/\gamma T)\} .
\]

If \(f_H \in D(L^s)\), the excess risk satisfies

\[
\mathbb{E}[||S\tilde{f}_T - f_H||_2^2] \leq c_{a,s,\kappa,s,\nu}(\gamma T)^{-1} \left( R(\gamma T)^{-\frac{\tau - s}{2(a + s)}} + \frac{||L^s\tilde{g}_T||_H}{\gamma T} + \\
+ \tilde{M}_T \frac{\gamma T}{n} + \tilde{\sigma} \sqrt{\frac{\gamma TN_T(1/(\gamma T))}{n}} + \tilde{\tau}_T^{\gamma T} \gamma T \sqrt{n} \right) \\
+ \frac{\Sigma^2(R)}{bT}(\gamma T)^\nu + \Omega_n(\gamma T) ,
\]

where the remainder \(\Omega_n(\cdot)\) is of lower order and given by

\[
\Omega_n(\gamma T) = \frac{||L^s\tilde{g}_T||_H}{\gamma T} + \sqrt{\frac{\gamma T}{n}} R(\gamma T)^{-\frac{\tau - s}{2(a + s)}} + \gamma^2 T^5 \delta n
\]
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and where $\Sigma_T^2(R)$ is given by

$$
\Sigma_T^2 = \tilde{M}^2 + ||L^* f_H||^2_{\mathcal{H}} + \tilde{\sigma}^2 + M^2 + \sigma_T^2,
$$

with

$$
\sigma_T = R(\gamma T)^{-\frac{5}{2n+4}} + \frac{||L^* f_H||}{\gamma T}.
$$

Proof of Theorem D.3. The proof follows by combining (D.1) with Proposition D.1, Proposition C.11 and Theorem C.13 with $\alpha = 1/2$. \qed

## E Additional Results

### E.1 Supplementary Material for Section 4.3

Here we provide additional examples of Hilbert scales, satisfying Assumption 4.7.

**Example E.1 (Covariance Scale).** Let $\mathcal{H}_K$ be an RKHS with kernel $K$ and covariance operator (2.2). Given $r \geq 0$ let $\mathcal{H} := \text{Ran}(T^r)$ and let $L = T^{-1}$. Then by definition (3.1) we have for any $h \in \mathcal{H}$ the equality $||h||_{\mathcal{H}} = ||T^{-r} h||_{\mathcal{H}_K}$. Thus, for any $a > 0$, by (A.1)

$$
||S h||_{L^2} = ||\sqrt{T} h||_{\mathcal{H}_K} = ||T^{r + \frac{1}{2}} h||_{\mathcal{H}} \\
\leq ||T^{r + \frac{1}{2} - a}|| ||T^a h||_{\mathcal{H}} \\
= ||T^{r + \frac{1}{2} - a}|| ||h||_{-a}.
$$

Thus, (4.8) holds with $\bar{m} = ||T^{r + \frac{1}{2} - a}||$, provided $0 < a \leq r + \frac{1}{2}$.

Moreover, by the same reasoning, for $B_s = S L^{-s} : \mathcal{H} \to L^2(\mathcal{X}, \rho_\mathcal{X})$

$$
||B_s h||_{L^2} = ||S L^{-s} h||_{L^2} = ||T^{\frac{1}{2} + r + s} h||_{\mathcal{H}} \leq ||T^{\frac{1}{2} + r + s}|| ||h||_{\mathcal{H}}.
$$

Thus, $B_s$ is bounded if $s \geq -(\frac{1}{2} + r)$. This is certainly satisfied if $s \geq -a$.

**Example E.2 (Example 4.8: Switching between different Diffusion spaces).** Let $L = e^{\frac{1}{2} \Delta}$, $t > 0$ and $\mathcal{H} := \text{Ran}(e^{-\frac{1}{2} \Delta})$ be the diffusion space, defined in Example 3.4. For $a > 0$ we have

$$
||S h||_{L^2} = ||e^{\frac{1}{2} \Delta} h||_{\mathcal{H}} \leq ||e^{(-\frac{1}{2} + \frac{3}{2}) \Delta}|| ||h||_{-a}.
$$

Hence, (4.8) is satisfied with $\bar{m} = ||e^{(-\frac{1}{2} + \frac{3}{2}) \Delta}||$, being finite if $0 < a \leq t$. In addition,

$$
||B_s h||_{L^2} = ||S L^{-s} h||_{L^2} = ||e^{\frac{1}{2} (s + t) \Delta} h||_{\mathcal{H}}.
$$

Therefore, $B_s$ is finite if $s \geq -a \geq -t$.  
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Example E.3 (Example 4.9) Switching between different orders of smoothness. Let $s \leq 0$, $t > 0$ and $\mathcal{H}_t := \text{Ran}(e^{-\frac{1}{2}t})$ be the diffusion space, defined in Example 3.4. For $u \geq 0$ define

$$L := e^{\frac{1}{2}t}(Id + \Delta)^{-\frac{s}{2}}.$$  

Then, for any $h \in \mathcal{H}_t$ we have $h = e^{-\frac{1}{2}t}g$ for some $g \in L^2(\mathcal{M})$ and

$$L^{-s}h = e^{-\frac{1}{2}t}(Id + \Delta)^{-\frac{s}{2}}e^{-\frac{1}{2}t}g = (Id + \Delta)^{-\frac{s}{2}}e^{-\frac{1}{2}(t+s)\Delta}g.$$  

Thus, $L^{-s}$ maps from the Gaussian RKHS $\mathcal{H}_t$ into the larger Sobolev space $H^{-su}(\mathcal{M})$ (recall that $s \leq 0$), see Example 3.3, provided that $t + s \geq 0$.

Moreover, for $a > 0$, we have

$$||Sh||_{L^2} = ||e^{-\frac{1}{2}t}h||_{\mathcal{H}} \leq ||e^{-\frac{1}{2}t}L^a|| ||h||_{-a}.$$  

Since

$$e^{-\frac{1}{2}t}L^a = (Id + \Delta)^{\frac{su}{2}}e^{-\frac{1}{2}(t-a)\Delta}$$  

is bounded if $0 < a \leq t$, the link condition (4.7) is satisfied under this assumption. Finally, a similar calculation shows that $B_a = SL^{-s}$ is bounded if $0 \geq s \geq -a \geq -t$. Thus, Assumption 4.7 is satisfied.

E.2 Probabilistic Bounds

In this section we collect some basic and well established probability bounds. To this end, let us introduce some notation:

$$B_{n,\lambda}(a,b) := \frac{1}{\sqrt{\lambda}}\left(a \frac{2\kappa_s}{n\sqrt{\lambda}} + b \sqrt{\frac{N_{T_s}(\lambda)}{n\lambda}}\right),$$  

where $a, b > 0$.

Proposition E.4 ([4], Proposition A.1). Fix $\lambda > 0$, $s \geq 0$, let $n \in \mathbb{N}$ and $\delta \in (0,1)$. Then with probability $\rho^{n}$ not less than $1 - \delta$ we have

$$\Upsilon_s(\lambda) := ||(T_s + \lambda)^{-1/2}(T_t - T_{\kappa,s})||_{HS} \leq 2 \log(8/\delta)\sqrt{\lambda}B_{n,\lambda}(\kappa_s, \kappa_s).$$  

In particular, if $\lambda > 0$ satisfies the condition

$$N_{T_s}(\lambda) \leq n\lambda,$$  

we obtain with probability $\rho^{n}$ not less than $1 - \delta$

$$\Upsilon_s(\lambda) \leq C_{\kappa_s} \log(8/\delta)\sqrt{\lambda},$$  

for some $C_{\kappa_s} < \infty.$
Proposition E.5 ([4], Proposition A.1). Let \( \varphi : \mathbb{R}^+ \to \mathbb{R}^+ \) be nondecreasing and sublinear. Fix \( \lambda > 0 \), let \( n \in \mathbb{N} \) and \( \delta \in (0, 1) \). Then with probability \( \rho^{\otimes n} \) not less than \( 1 - \delta \) we have

\[
\Xi^\varphi_{x,s}(\lambda) := ||\varphi(\lambda + T_s)\varphi(\lambda + T_{x,s})^{-1}|| \leq 4 \log^2 (8/\delta) (1 + B_{n,\lambda}(\kappa_s, \kappa_s))^2.
\]

If \( \varphi(t) = t^r \) with \( r \in [0, 1] \), we have with probability \( \rho^{\otimes n} \) not less than \( 1 - \delta \) the sharper estimate

\[
\Xi^r_{x,s}(\lambda) := ||(\lambda + T_s)^r(\lambda + T_{x,s})^{-r}|| \leq 4^r \log^{2r} (8/\delta) (1 + B_{n,\lambda}(\kappa_s, \kappa_s))^{2r}.
\]

In particular, if \( \lambda > 0 \) satisfies the condition

\[
\mathcal{N}_T(\lambda) \leq n \lambda,
\]

we obtain with probability \( \rho^{\otimes n} \) not less than \( 1 - \delta \)

\[
\Xi^\varphi_{x,s}(\lambda) \leq C_{\kappa_s} \log^2 (8/\delta),
\]

for some \( C_{\kappa_s} \infty \) and

\[
\Xi^r_{x,s}(\lambda) \leq C'_{\kappa_s,r} \log^{2r} (8/\delta),
\]

for some \( C'_{\kappa_s,r} \infty \).