Intermittency in the small-time behavior of Lévy processes
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Abstract: In this paper we consider convergence of moments in the small-time limit theorems for Lévy processes. We provide precise asymptotics for all the absolute moments of positive order. The convergence of moments in limit theorems holds typically only up to some critical moment order and higher order moments decay at different rate. Such behavior is known as intermittency and has been encountered in some limit theorems.
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1 Introduction

In classical limit theorems, one typically studies the behavior of some form of aggregated process as time tends to infinity. For example, if \( \{\xi_i, i \in \mathbb{N}\} \) is an i.i.d. sequence and \((a_\lambda) \subset \mathbb{R}, a_\lambda \to \infty\), then it is well known that the class of weak limits of

\[
\left\{ \frac{1}{a_\lambda} \sum_{i=1}^{\lfloor \lambda t \rfloor} \xi_i, t \geq 0 \right\}, \quad \text{as } \lambda \to \infty,
\]

coincides with the class of self-similar Lévy processes, namely, Brownian motion or infinite variance strictly stable processes. If \( \xi_i \) are infinitely divisible, then one-dimensional marginals of (1) may be identified with \( a_\lambda^{-1}X(\lfloor \lambda t \rfloor) \) for a Lévy process \( X \) with increments distributed as \( \xi_i \). The type of the limiting process depends solely on the tail behavior of the distribution of \( \xi_i \). If \( \xi_i \) is infinitely divisible, then this behavior is related to the behavior of the Lévy measure of \( \xi_i \) at infinity.

Alternatively, one may consider limit theorems for a small-time limiting scheme (or “zooming in” as termed by Ivanovs (2018)), where one considers for a Lévy process \( X \) the limit

\[
\left\{ \frac{1}{a_\lambda}X(\lambda t), t \geq 0 \right\}, \quad \text{as } \lambda \to 0.
\]

Although the class of possible limits is the same as for (1), the domains of attraction now crucially depend on the behavior of the Lévy measure of \( X \) near zero (see Doney & Maller (2002), Ivanovs (2018), Maller & Mason (2008)).

In this paper we investigate small-time behavior of absolute moments of Lévy processes. Assuming that (2) converges to some non-trivial process \( \hat{X} \), we show that the normalized absolute moments \( a_\lambda^{-q}E|X(\lambda t)|^q \) converge to the absolute moments of the limit, but this
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typically holds only up to some critical moment order \( \alpha \). Absolute moments of the order \( q \) greater than \( \alpha \) cannot be normalized with \( a_0^q \). This implies that the \( L^q \) norms of \( X(\lambda t) \) decay at different rates for different range of \( q \). Such a behavior is known as intermittency (see Grahovac, Leonenko, Sikorskii & Taqqu (2019), Grahovac et al. (2016)) and resembles a similar phenomenon appearing in solutions of some stochastic partial differential equations (SPDE) (see e.g. Carmona & Molchanov (1994), Chong & Kevei (2019, 2020), Gätzring et al. (2007), Khoshnevisan (2014), Zel’dovich et al. (1987)). Intermittency in the SPDEs usually involves long-term behavior of solutions corresponding to \( \lambda \rightarrow \infty \) and in limit theorems one is likewise interested in the limits of aggregated processes as \( \lambda \rightarrow \infty \) (see e.g. Grahovac et al. (2018), Grahovac, Leonenko & Taqqu (2019), Grahovac et al. (2020, 2021)). Here, however, we find an instance of intermittent behavior appearing in the small-time limit.

We note that there exists a large body of literature related to the small-time behavior of Lévy processes: Aurzada et al. (2013), Bertoin et al. (2008), Doney & Maller (2002), Ivanovs (2018), Maller (2009, 2015), Maller & Mason (2008). Small-time behavior of moments of Lévy processes has been investigated in Guevara-López (2008) (see also Asmussen & Rosiński (2001), Jacod (2007), Woerner (2003)). However, these results apply only to moments of the order greater than the Blumenthal-Getoor index of the process. We provide here the asymptotics for the full range of positive order moments provided that (2) converges to a non-trivial limit. In Deng & Schilling (2015), bounds are established for absolute moments of general Lévy processes applicable both for small and large time.

The paper is organized as follows. We start with some preliminaries in Section 2 and discuss the notion of intermittency in small-time in Section 3. In Section 4 we establish asymptotic behavior of moments. In Section 5 we shortly discuss the so-called multifractal formalism which relates behavior of moments with the sample path properties of the process.

2 Preliminaries

Through the paper, \( X = \{X(t), t \geq 0\} \) will denote a Lévy process. Let \( \Psi \) be its characteristic exponent \( \log \mathbb{E} [e^{i\lambda X(t)}] = t\Psi(\xi) \) for \( t \geq 0, \xi \in \mathbb{R} \), which by the Lévy-Khintchine formula has the following form

\[
\Psi(\xi) = i\gamma \xi - \frac{\sigma^2}{2} \xi^2 + \int_\mathbb{R} \left( e^{i\xi x} - 1 - i\xi x 1_{\{|x| \leq 1\}} \right) \Pi(dx),
\]

with \( \gamma \in \mathbb{R}, \sigma > 0 \) and \( \Pi \) a measure on \( \mathbb{R}\setminus\{0\} \) such that \( \int (1 \wedge x^2)\Pi(dx) < \infty \). We refer to \((\gamma, \sigma, \Pi)\) as the characteristic triplet. The Lévy process has paths of bounded variation if and only if \( \sigma = 0 \) and \( \int_{|x| \leq 1} |x| \Pi(dx) < \infty \). If \( \int_{|x| \leq 1} |x| \Pi(dx) < \infty \), then (3) may be written in the form

\[
\Psi(\xi) = i\gamma' \xi - \frac{\sigma^2}{2} \xi^2 + \int_\mathbb{R} \left( e^{i\xi x} - 1 \right) \Pi(dx),
\]

and \( \gamma' \) will be referred to as drift. For more details see Bertoin (1998), Kyprianou (2014), Sato (1999).

Let \( \{Y(t), t \geq 0\} \) be a general real-valued process. It is said to be self-similar with index \( H > 0 \) if for any \( c > 0 \) it holds that \( \{Y(ct)\} \overset{d}{=} \{c^H Y(t)\} \), where \( \{\} \overset{d}{=} \{\} \) denotes
the equality of the finite dimensional distributions of two processes. If \( X \) is a self-similar Lévy process, then \( X \) is either

- Brownian motion in which case \( H = 1/2 \) and the characteristic triplet is \((0, \sigma, 0)\),
- linear drift in which case \( H = 1 \) and the characteristic triplet is \((\gamma, 0, 0)\), \( \gamma \neq 0 \),
- strictly \( \alpha \)-stable Lévy process with \( 0 < \alpha < 2 \) in which case \( H = 1/\alpha \) and the characteristic triplet is \((\gamma, 0, \Pi)\) with
  \[
  \Pi(dx) = c_+ x^{-1-\alpha} 1_{\{x>0\}} dx + c_- |x|^{-1-\alpha} 1_{\{x<0\}} dx,
  \]
  for some \( c_+, c_- \geq 0 \), \( c_+ + c_- > 0 \) and, additionally, \( c_+ = c_- \) if \( \alpha = 1 \), while \( \gamma \) is given by
  \[
  \gamma = (c_+ - c_-)/(1-\alpha).
  \]

It follows from Lamperti’s theorem (see Lamperti (1962), Pipiras & Taqqu 2017, Thm. 2.8.5) that the class of self-similar Lévy processes coincides with the class of weak limits of
\[
\left\{ \sum_{i=1}^{\lfloor \lambda t \rfloor} \xi_i/a(\lambda), t \geq 0 \right\}
\]
as \( \lambda \to \infty \), where \( \{\xi_i, i \in \mathbb{N}\} \) is an i.i.d. sequence and \( a(\lambda) \) is a nonstochastic function such that \( a(\lambda) \to \infty \) as \( \lambda \to \infty \). By (Kallenberg 2002, Theorem 16.14), a necessary and sufficient coefficient for such convergence to some Lévy process \( \hat{X} = \{\hat{X}(t), t \geq 0\} \) is that
\[
\sum_{i=1}^n \xi_i/a_n \to^d \hat{X}(1).
\]
The characterization of domains of attraction follows from (Gnedenko & Kolmogorov 1954, Thm. 7.35.2), Shimura (1990) and Ivanovs (2018) for the convergence to a linear drift.

In a small-time limiting scheme (or “zooming in” as termed by Ivanovs (2018)) one considers the limit
\[
\left\{ \frac{Y(ts)}{a(t)}, s \geq 0 \right\} \overset{fdd}{\to} \left\{ Z(s), s \geq 0 \right\}, \quad \text{as } t \to 0,
\]
for some processes \( \{Y(s), s \geq 0\} \), \( \{Z(s), s \geq 0\} \), a nonstochastic function \( a(t) \) such that \( a(t) \to 0 \) as \( t \to 0 \), and with convergence in the sense of convergence of all finite-dimensional distributions. By adapting the proof of Lamperti’s theorem, one can show that if (5) holds with \( Z \) stochastically right-continuous and non-trivial (not identically 0), then \( Z \) must be self-similar with some index \( H > 0 \) and \( a(t) \) is regularly varying at zero with index \( H \), which we will denote by \( a(t) \in \text{RV}^0(H) \) (see (Ivanovs 2018, Thm. 1)).

3 Small-time intermittency

Intermittency typically refers to an unusual asymptotic behavior of moments. In Grahovac, Leonenko, Sikorskii & Taqqu (2019), intermittency is defined as a change in the rate of growth of the \( L^q \) norm of the process as time tends to \( \infty \). More precisely, for a general real-valued process \( Y = \{Y(t), t \geq 0\} \) define the scaling function at point \( q \in \mathbb{R} \) as
\[
\tau^\infty(q) = \tau^\infty_Y(q) = \lim_{t \to \infty} \log \frac{\mathbb{E}|Y(t)|^q}{\log t},
\]
The process \( Y \) is then intermittent if
\[
q \mapsto \frac{\tau^\infty_Y(q)}{q} = \lim_{t \to \infty} \frac{\log ||Y(t)||_q}{\log t},
\]
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has points of strict increase, where $\|Y(t)\|_q = (\mathbb{E}|Y(t)|^q)^{1/q}$, which is the $L^q$ norm if $q \geq 1$. The scaling function (6) is tailored for measuring the rate of growth of moments as time tends to $\infty$ of the process whose moments grow roughly as a power function of time. For $H$-self-similar process, for example, $\tau^\infty(q) = Hq$ for $q$ in the range of finite moments.

In the limiting scheme (5), clearly $Y(t) \to P_0$ as $t \to 0$. In this setting we want to measure the rate of decay of absolute moments to zero as $t \to 0$ in (6). Hence, we define the scaling function as

$$\tau^0(q) = \tau_Y^0(q) = \lim_{t \to 0} \frac{\log \mathbb{E}|Y(t)|^q}{\log(1/t)},$$

(7)

where we assume the limit exists, possibly equal to $\infty$. If $\mathbb{E}|Y(t)|^q = \infty$ for $t \geq t_0$, then $\tau^0(q) = \infty$. If $Y$ is $H$-self-similar process, then $\tau^0(q) = -Hq$ for $q$ in the range of finite moments.

We divide by $\log(1/t)$ instead of $\log t$ in (7) for convenience. Namely, we have that $\tau^0_Y(q) = \tau_Y^{\infty}(q)$, where $\tau_Y^{\infty}$ is the scaling function (6) of the process $Y'(t) = Y(1/t)$. From this fact and (Grahovac et al. 2016, Prop. 2.1), we immediately get that $\tau^0$ is convex, hence continuous. Moreover, $q \mapsto \frac{\tau^0(q)}{q}$ is nondecreasing on $\mathcal{D}_{p,0} = \{q \in \mathbb{R}: \tau^0(q) < \infty\}$.

Following Grahovac, Leonenko, Sikorskii & Taqqu (2019), Grahovac et al. (2016), we say that the process $\{Y(t), t \geq 0\}$ with the scaling function $\tau^0$ given by (7) is intermittent (in the small-time limit) if there exist $p, r \in \mathcal{D}_{p,0}$ such that

$$\frac{\tau^0(p)}{p} < \frac{\tau^0(r)}{r}.$$  

The following proposition explains some implications of intermittency related to limit theorems. The proof follows directly from (Grahovac, Leonenko, Sikorskii & Taqqu 2019, Thm. 1) and Lamperti’s theorem for limiting scheme (5) (Ivanovs 2018, Thm. 1).

**Proposition 3.1.** Suppose that $Y$ satisfies (5) for some stochastically right-continuous and non-trivial process $Z$. Then $Z$ is $H$-self-similar and the scaling function (7) of $Y$ is $\tau^0_Y(q) = -Hq$ for every $q$ such that, as $t \to 0$

$$a(t)^{-q} \mathbb{E}|Y(ts)|^q \to \mathbb{E}|Z(s)|^q, \quad \forall s \geq 0.$$

(8)

Proposition 3.1 shows that for intermittent processes obeying limit theorem in the sense of (5), the convergence of moments as in (8) must fail to hold for some range of $q$.

### 4 Small-time moment asymptotics of Lévy processes

Domains of attraction in the limiting scheme (5) have been characterized in Doney & Maller (2002), Ivanovs (2018), Maller & Mason (2008). Suppose $X$ is a Lévy process with characteristic exponent $\Psi$ such that

$$\left\{ \frac{X(ts)}{a(t)}, s \geq 0 \right\} \mathbb{P} \Rightarrow \{\hat{X}(s), s \geq 0\}, \quad \text{as } t \to 0.$$  

(9)

Then $\hat{X}$ must be a Lévy process too with some characteristic exponent $\hat{\Psi}$, the convergence extends to convergence in Skorokhod space of càdlàg functions (Jacod & Shiryaev 1987,
Cor. VII.3.6) and is equivalent to $a(t)^{-1}X(t) \xrightarrow{d} \hat{X}(1)$, as $t \to 0$, which in turn is equivalent to

$$t\Psi(a(t)^{-1}\zeta) \to \hat{\Psi}(\zeta), \quad \text{as} \ t \to 0, \ \forall \zeta \in \mathbb{R}.$$  

(10)

Moreover, if $\hat{X}$ is non-trivial, then it is a $H$-self-similar Lévy process for some $H \in [1/2, 2]$ and $a(t) \in RV^0(H)$. In (Ivanovs 2018, Thm. 2), a complete characterization of domains of attraction is provided in terms of the characteristic triplet $(\gamma, \sigma, \Pi)$ of the Lévy process $X$. Some sufficient conditions can also be found in (Bisewski & Ivanovs 2020, Prop. 2.3).

In the following we denote the characteristic triplet of $X$ by $(\gamma, \sigma, \Pi)$, the characteristic triplet of $\hat{X}$ by $(\gamma, \hat{\sigma}, \hat{\Pi})$ and we assume (9) holds. We also define indices

$$\beta^0 := \inf \left\{ \beta \geq 0 : \int_{|x| \leq 1} |x|\beta \Pi(dx) < \infty \right\},$$

(11)

$$\beta^\infty := \sup \left\{ \beta \geq 0 : \int_{|x| > 1} |x|\beta \Pi(dx) < \infty \right\}. \tag{12}$$

The index $\beta^0$ is known as the Blumenthal-Getoor index Blumenthal & Getoor (1961) and we must have $\beta^0 \in [0, 2]$ since $\Pi$ is the Lévy measure. On the other hand, $\beta^\infty \in [0, \infty]$ is related to the tail behavior of the distribution of $X(1)$. In particular, $\mathbb{E}|X(1)|^q < \infty$ for $q < \beta^\infty$ and $\mathbb{E}|X(1)|^q = \infty$ for $q > \beta^\infty$.

**Lemma 4.1.** If $X$ and $\hat{X}$ are Lévy processes such that (9) holds, then for $0 < q < (1/H) \wedge \beta^\infty$, $\{a(t)^{-q}|X(ts)|^q\}$ is uniformly integrable for every $s \geq 0$ and hence

$$a(t)^{-q}\mathbb{E}|X(ts)|^q \to \mathbb{E}|\hat{X}(s)|^q, \quad \text{as} \ t \to 0.$$ 

**Proof.** It is enough to show that $\{a(t)^{-q}\mathbb{E}|X(ts)|^q\}$ is bounded for arbitrary $0 < q < (1/H) \wedge \beta^\infty$. Let $X(t)(s) = a(t)^{-1}X(ts)$ and let $(\gamma(t), \sigma(t), \Pi(t))$ denote the characteristic triplet of the Lévy process $\{X(t)(s), s \geq 0\}$. Decompose $X(t)$ into independent factors

$$X(t)(s) = \gamma(t)s + X_1(t)(s) + X_2(t)(s), \tag{13}$$

where $X_1(t)$ is a Lévy process with triplet $(0, \sigma(t), \Pi_1(t))$, $\Pi_1(t)(dx) = 1_{\{|x| \leq 1\}}\Pi(t)(dx)$, and $X_2(t)$ is a Lévy process with triplet $(0, 0, \Pi_2(t))$, $\Pi_2(t)(dx) = 1_{\{|x| > 1\}}\Pi(t)(dx)$. By the elementary inequality $|a + b|^r \leq 2^r(|a|^r + |b|^r)$ we have from (13)

$$\mathbb{E}|X(t)(s)|^q \leq C \left( |\gamma(t)|^q s^q + \mathbb{E}|X_1(t)(s)|^q + \mathbb{E}|X_2(t)(s)|^q \right).$$

We now show each of these terms is bounded.

By (10) and (Kallenberg 2002, Thm. 15.14), $\gamma(t)$, $\gamma(t)$ and $\int_{|x| \leq 1} x^2\Pi(t)(dx)$ have finite limits as $t \to 0$ (see also (Bisewski & Ivanovs 2020, Lem. 4.8), (Maller & Mason 2008, Prop. 4.1)). In particular, $\{\gamma(t)\}$ is bounded. Moreover, $\mathbb{E}|X_1(t)(s)|^q$ is bounded. Indeed, since $q \leq 2$, by Jensen’s inequality and (Sato 1999, Exa. 25.12) we have

$$\mathbb{E}|X_1(t)(s)|^q = \mathbb{E} \left( |X_1(t)(s)|^2 \right)^{q/2} \leq \left( \mathbb{E}|X_1(t)(s)|^2 \right)^{q/2} = \left( s \left( \sigma(t) \right)^2 + s \int_{|x| \leq 1} x^2\Pi(t)(dx) \right)^{q/2}.$$
For \( E|X(t)(s)|^q \) we proceed similarly as in the proof of (Bisewski & Ivanovs 2020, Lem. 4.9). By (Bisewski & Ivanovs 2020, Lem. 4.8) it holds that

\[
\int_{|x|>1} |x|^q \Pi(t)(dx) \to \int_{|x|>1} |x|^q \bar{\Pi}(dx) < \infty, \tag{14}
\]

Although the statement of (Bisewski & Ivanovs 2020, Lem. 4.8) is for \( t = 1/n \), the same proof is valid for general \( t \). Note that \( X(t) \) is a compound Poisson process with intensity parameter \( \lambda(t) = \Pi(t)(1, \infty) + \Pi(t)(-\infty, -1) \) and jump distribution \( 1_{\{|x|>1\}} \Pi(t)(dx)/\lambda(t) \).

If \( N(t)(s) \) is Poisson random variable with parameter \( s\lambda(t) \) and \( \xi(t) \) a generic jump, then by conditioning on the number of jumps and using Minkowski inequality we get for \( q \geq 1 \)

\[
E|X(t)(s)|^q \leq E(N(t)(s))^q E|\xi(t)|^q \leq E(N(t)(s))^2 \frac{1}{\lambda(t)} \int_{|x|>1} |x|^q \Pi(t)(dx),
\]

and this is bounded since \( \lambda(t) \) is bounded and (14) holds. For \( q < 1 \) we use the inequality \( (a + b)^q \leq a^q + b^q, a, b \geq 0 \) and get

\[
E|X(t)(s)|^q \leq E N(t)(s) E|\xi(t)|^q = s \int_{|x|>1} |x|^q \Pi(t)(dx),
\]

which is bounded by (14).

Following (Ivanovs 2018, Cor. 1), we have that \( \beta^0 = 1/H \) unless \( \sigma > 0 \) or \( X \) is bounded variation with \( \gamma' \neq 0 \). Lemma 4.1 covers the moment asymptotics for \( q < \beta^0 \wedge \beta^\infty \). For \( \beta^0 < q < \beta^\infty \) we have the following lemma which is based on the results of Figueroa-L´opez (2008) (see also Woerner (2003)).

**Lemma 4.2.** Let \( X \) be a Lévy process with characteristic triplet \((\gamma, \sigma, \Pi)\) such that \( \beta^0 < \beta^\infty \) and let \( I = (\beta^0, \beta^\infty) \), where \( \beta^0 \) and \( \beta^\infty \) are given by (11) and (12).

(i) If \( \sigma = 0 \) and \( \Pi = 0 \), then as \( t \to 0 \)

\[
t^{-q}E|X(ts)|^q \to s^q|\gamma|^q, \quad \text{for } q \in I.
\]

(ii) If \( \sigma \neq 0 \) and \( \Pi = 0 \), then as \( t \to 0 \)

\[
t^{-\frac{q}{2}}E|X(ts)|^q \to s^{\frac{q}{2}}E|\mathcal{N}(0, \sigma^2)|^q, \quad \text{for } q \in I,
\]

where \( E|\mathcal{N}(0, \sigma^2)|^q \) is the \( q \)-th absolute moment of normal distribution with mean 0 and variance \( \sigma^2 \).

(iii) If \( \sigma = 0 \) and \( \Pi \neq 0 \), then as \( t \to 0 \)

\[
t^{-1}E|X(ts)|^q \to s \int_{\mathbb{R}} |x|^q \Pi(dx), \quad \text{for } q \in I \cap (1, \infty). \tag{15}
\]

In case \( \beta^0 < 1 \), if \( \gamma' = 0 \) in (4), then (15) holds for \( q \leq 1 \) also and if \( \gamma' \neq 0 \), then as \( t \to 0 \)

\[
t^{-q}E|X(ts)|^q \to s^q|\gamma'|^q, \quad \text{for } q \in I \cap (0, 1). \tag{16}
\]
(iv) If \( \sigma \neq 0 \) and \( \Pi \neq 0 \), then as \( t \to 0 \)

\[
\begin{align*}
    t^{-1}E|X(ts)|^q &\to s \int_{\mathbb{R}} |x|^q \Pi(dx), & \text{for } q \in I \cap (2, \infty), \\
    t^{-1}E|X(ts)|^q &\to s \sigma^2 + s \int_{\mathbb{R}} |x|^2 \Pi(dx), & \text{for } q = 2 \text{ and } q \in I, \\
    t^{-q}E|X(ts)|^q &\to s^2 E|N(0, \sigma^2)|^q, & \text{for } q \in I \cap (0, 2).
\end{align*}
\]

**Proof.**  
(i) is obvious.

(ii) If we decompose \( X \) as \( X(t) = \gamma t + X_1(t) \) where \( X_1 \) is Brownian motion, then by self-similarity

\[
t^{-\frac{q}{2}}E|X(ts)|^q = E|s\gamma t^{-\frac{1}{2}} + s^\frac{q}{2}X_1(1)|^q \to s^2 E|N(0, \sigma^2)|^q.
\]

(iii) That (15) holds for \( q > 1 \) and for \( q \leq 1 \) if \( \gamma = 0 \), follows from (Figuerola-López 2008, Thm. 1.1). For \( \gamma \neq 0 \), we decompose \( X \) as \( X(t) = \gamma t + X_2(t) \), where \( X_2 \) is a Lévy process with triplet \( (\gamma - \gamma', 0, \Pi) \). Note that the drift term of \( X_2 \) is 0 and by the previous case we have that \( t^{-1}E|X_2(ts)|^q \to s \int_{\mathbb{R}} |x|^q \Pi(dx) \) and hence \( t^{-q}E|X_2(ts)|^q \to 0 \) for \( q < 1 \). It follows that \( t^{-1}X_2(ts)|^q \to 0 \) and \( \{t^{-1}X_2(ts)|^q\} \) is uniformly integrable, but then so is \( |\gamma t + nX_2(t/n)|^q \) which gives (16).

(iv) The cases \( q > 2 \) and \( q = 2 \) follow from (Figuerola-López 2008, Thm. 1.1). For \( q < 2 \) we decompose \( X \) into independent components as \( X(t) = X_1(t) + X_2(t) \) where \( X_1 \) is Brownian motion and \( X_2 \) is Lévy process with triplet \( (\gamma, 0, \Pi) \). We have that \( t^{-\frac{1}{2}}X_1(ts) = s^{\frac{1}{2}}X_1(1) \) and \( t^{-\frac{q}{2}}E|X_2(ts)|^q \to 0 \), by self-similarity and case (iii), respectively. Hence, \( t^{-\frac{1}{2}}X_2(ts)|^q \to 0 \) and \( \{t^{-\frac{1}{2}}X_2(ts)|^q\} \) is uniformly integrable and so is \( |t^{-\frac{1}{2}}X_1(ts) + t^{-\frac{1}{2}}X_2(ts)|^q \) which completes the proof.

By combining the results of Lemmas 4.1 and 4.2 we get the scaling function of the Lévy process satisfying (9).

**Theorem 4.1.** Suppose that \( X \) and \( \tilde{X} \) are Lévy processes such that (9) holds, let \( (\gamma, \sigma, \Pi) \) denote the characteristic triplet of \( X \) and \( \tau^0 \) its scaling function (7).

(i) Suppose that \( \tilde{X} \) is Brownian motion. If \( \Pi \neq 0 \), then for \( q \in (0, \beta^\infty) \)

\[
\tau^0(q) = \begin{cases} 
-\frac{\beta}{q}, & \text{if } 0 < q \leq 2, \\
-1, & \text{if } q > 2.
\end{cases}
\]

If \( \Pi \equiv 0 \), then \( \tau^0(q) = -q/2 \) for \( q \in (0, \beta^\infty) \).

(ii) Suppose that \( \tilde{X} \) is linear drift. If \( \Pi \neq 0 \), then for \( q \in (0, \beta^\infty) \)

\[
\tau^0(q) = \begin{cases} 
-q, & \text{if } 0 < q \leq 1, \\
-1, & \text{if } q > 1.
\end{cases}
\]

If \( \Pi \equiv 0 \), then \( \tau^0(q) = -q \) for \( q \in (0, \beta^\infty) \).
(iii) If \( \hat{X} \) is strictly stable Lévy process, then for \( q \in (0, \beta^\infty) \)

\[
\tau^0(q) = \begin{cases} 
-\frac{1}{\beta^0}q, & \text{if } 0 < q \leq \beta^0, \\
-1, & \text{if } q > \beta^0.
\end{cases}
\]

Proof. From Proposition 3.1 (i) we have that \( \tau^0(q) = -Hq \) for \( 0 < q < (1/H) \wedge \beta^\infty \).

(i) By Lemma 4.1, \( \tau^0(q) = -q/2 \) for \( 0 < q < 2 \). If \( \Pi \not\equiv 0 \), then by Lemma 4.2 (iii) and (iv) we have \( \tau^0(q) = -1 \) for \( q \geq 2 \). If \( \Pi \equiv 0 \), then we must have \( \sigma \not= 0 \) by (Ivanovs 2018, Thm. 2). From Lemma 4.2 (ii) then \( \tau^0(q) = -q/2 \) for \( q \geq 2 \).

(ii) By Lemma 4.1, \( \tau^0(q) = -q \) for \( 0 < q < 1 \). By (Ivanovs 2018, Thm. 2) we must have \( \sigma = 0 \). For \( q > 1 \) we use Lemma 4.2 (iii) if \( \Pi \not\equiv 0 \) and Lemma 4.2 (i) if \( \Pi \equiv 0 \). That \( \tau^0(q) = -1 \) follows by continuity of \( \tau^0 \) since \( \tau^0 \) is convex.

(iii) In this case we must have \( \sigma = 0, \Pi \not\equiv 0 \) and in the bounded variation case \( \gamma' = 0 \) (see (Ivanovs 2018, Thm. 2)) and also \( \beta^0 = 1/H \) by (Ivanovs 2018, Cor. 1). From Lemma 4.1 it follows that \( \tau^0(q) = -q/\beta^0 \) for \( 0 < q < \beta^0 \) and by Lemma 4.2 (iii) \( \tau^0(q) = -1 \) for \( q > \beta^0 \). By continuity of \( \tau^0 \) then \( \tau^0(\beta^0) = -1 \).

\( \square \)

The scaling functions obtained in Theorem 4.1 are plotted in Figure 1. If under the assumptions of Theorem 4.1 we put

\[
\alpha = \begin{cases} 
2, & \text{if } \hat{X} \text{ is Brownian motion}, \\
1, & \text{if } \hat{X} \text{ is linear drift}, \\
\beta^0, & \text{if } \hat{X} \text{ is strictly stable process},
\end{cases}
\]

then, when \( \Pi \not\equiv 0 \), \( \tau^0 \) can be written in a unified way for \( q \in (0, \beta^\infty) \) as

\[
\tau^0(q) = \begin{cases} 
-\frac{1}{\alpha}q, & \text{if } 0 < q \leq \alpha, \\
-1, & \text{if } q > \alpha.
\end{cases}
\]

Provided that the range of finite moments is large enough, the Lévy process exhibits intermittency in small-time as soon as \( \Pi \not\equiv 0 \). Namely, we must have \( \beta^\infty > \alpha \) to cover the non-linearity of \( \tau^0 \) so that

\[
\frac{\tau^0(q)}{q} = \begin{cases} 
-\frac{1}{\alpha}, & \text{if } 0 < q \leq \alpha, \\
-\frac{1}{q}, & \text{if } \alpha < q < \beta^\infty,
\end{cases}
\]

is strictly increasing on \((\alpha, \beta^\infty)\). If \( \beta^\infty < \alpha \), in particular, the variance of \( X(1) \) is infinite, then \( \tau^0 \) is linear in the range of finite moments and there is no intermittency.

We note that Theorem 4.1 (and Lemmas 4.1 and 4.2) establish the moment asymptotics for every finite absolute moment of any Lévy process satisfying (9). The assumption (9) is very weak and is satisfied for almost every Lévy process of practical interest. The most notable exceptions are driftless processes with no Gaussian component such that \( \Pi(x) = \Pi((x, \infty)) + \Pi((-\infty, -x)) \in RV^0(0) \). Particular examples of such processes are driftless compound Poisson process, driftless gamma and driftless variance gamma process. For more details and examples see Bisewski & Ivanovs (2020).
5 A note on the multifractal formalism

The multifractal formalism first appeared in the field of turbulence theory (Frisch (1995), Frisch & Parisi (1985)) and relates local and global scaling properties of an object. For stochastic processes one may describe local regularity by roughness of the process sample paths measured by the pointwise Hölder exponents. Let $t_0 \in [0, \infty)$ and $\gamma > 0$. We say that a function $f : [0, \infty) \to \mathbb{R}$ is $C^\gamma(t_0)$ if there exists a constant $C > 0$ and polynomial $P_{t_0}$ of degree at most $\lfloor \gamma \rfloor$ such that for all $t$ in some neighborhood of $t_0$ it holds that $|f(t) - P_{t_0}(t)| \leq C|t - t_0|^\gamma$. If the Taylor polynomial of this degree exists, then $P_{t_0}$ is that Taylor polynomial. Thus, if $P_{t_0}$ is constant, then $P_{t_0} \equiv f(t_0)$. This happens, in particular, when $\gamma < 1$ (see Riedi (2003)). It is clear that if $f \in C^\gamma(t_0)$, then $f \in C^{\gamma'}(t_0)$ for each $0 < \gamma' < \gamma$. A pointwise Hölder exponent of the function $f$ at $t_0$ is $H(t_0) = \sup \{ \gamma : f \in C^\gamma(t_0) \}$. 
In the multifractal analysis one analyzes the sets $S_h = \{ t : H(t) = h \}$ consisting of the points in the domain where $f$ has the Hölder exponent of value $h$. In the interesting examples, sets $S_h$ are fractal and one typically uses Hausdorff dimension $\dim_H S_h$ of these sets to measure their size. The mapping $h \mapsto d(h) = \dim_H S_h$ is called the spectrum of singularities (also multifractal or Hausdorff spectrum) with the convention that $\dim_H \emptyset = -\infty$. The set of $h$ such that $d(h) \neq -\infty$ is referred to as the support of the spectrum. A function $f$ is said to be multifractal if the support of its spectrum is non-trivial, in the sense that it is not a one point set.

When considered for a stochastic process, Hölder exponents are random variables and $S_h$ random sets. However, in many cases the spectrum is deterministic, that is, for almost every sample path spectrum is the same. Moreover, the spectrum is usually homogeneous, in the sense it is the same when considered over any nonempty subset $A \subset [0, \infty)$.

It is well-known that the sample paths of Brownian motion are monofractal, i.e. $d(1/2) = 1$ and $d(h) = -\infty$ for $h \neq 1/2$. However, other Lévy processes typically have multifractal paths Balança (2014), Jaffard (1999). Namely, if there is no Gaussian component and $\beta_0 > 0$, then the spectrum of singularities is a.s.

$$d(h) = \begin{cases} \beta_0 h, & \text{if } h \in [0, 1/\beta_0], \\ -\infty, & \text{if } h > 1/\beta_0. \end{cases}$$

(17)

Multifractal formalism states that the singularity spectrum of the function or a process can be obtained from some function $\zeta$ by computing

$$d(h) = \inf_q (hq - \zeta(q) + 1).$$

(18)

Here $\zeta$ quantifies some global property of the process and its definition depends on the context. In Frisch & Parisi (1985), $\zeta$ is defined as the asymptotic scaling of moments of increments which would correspond to taking $\zeta(q) = \lim_{t \to 0} \frac{\log \mathbb{E}|X(t)|^q}{\log t}$. In the theory of multifractals processes such $\zeta$ is referred to as the scaling function and describes the asymptotic scale invariance of moments (see e.g. Allez et al. (2013), Muzy & Bacry (2002), Muzy et al. (2013), Rhodes et al. (2014)). In scenario (iii) of Theorem 4.1 we would have that

$$\zeta(q) = \begin{cases} \frac{1}{\beta_0} q, & \text{if } 0 < q \leq \beta_0, \\ 1, & \text{if } \beta_0 < q < \beta_\infty. \end{cases}$$

It is easy to check then that the multifractal formalism (18) holds for Lévy processes, at least when there is no Brownian component. It remains an open problem whether it is possible to derive (17) directly from Theorem 4.1.
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