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Abstract. We study homomorphisms from $\text{Out}(F_3)$ to $\text{Out}(F_5)$, and $\text{GL}_m(K)$ for $m \leq 6$, where $K$ is a field of characteristic other than 2 or 3. We conclude that all $K$-linear representations of dimension at most 6 of $\text{Out}(F_3)$ factor through $\text{GL}_3(\mathbb{Z})$, and that all homomorphisms $\text{Out}(F_3) \to \text{Out}(F_5)$ have finite image.

1 Introduction

This paper constitutes a part of a project of understanding homomorphisms $\text{Out}(F_n) \to \text{GL}_m(K)$ and $\text{Out}(F_n) \to \text{Out}(F_m)$, i.e. the $K$-linear representation theory and the free representation theory of $\text{Out}(F_n)$ respectively (see [13]). The first problem, as well as linear representations of $\text{Aut}(F_n)$, has been studied for example by Potapchik–Rapinchuk [15], and Grunewald–Lubotzky [9]; the latter has been addressed for example by Khramtsov [11], Bogopol’skii–Puga [3], Bridson–Vogtmann [5, 6], and Aramayona–Leininger–Souto [11].

The results obtained so far have a tendency of working only for large $n$; in particular the case of $\text{Out}(F_3)$ has not been studied extensively. It was known (thanks to a result of Khramtsov [11]) that there are no embeddings

$$\text{Out}(F_3) \hookrightarrow \text{Out}(F_4).$$

It was also known that there is an embedding

$$\text{Out}(F_3) \hookrightarrow \text{Out}(F_{55})$$

(this is due to Bridson–Vogtmann [5]).

Our attempt to expand the understanding of free representations of $\text{Out}(F_3)$ follows the same general route as our proof in [13]. First we investigate the linear representation theory of $\text{Out}(F_3)$, and we prove

\[\text{Out}(F_3) \to \text{Out}(F_5)\]
Theorem 3.19. Let $\phi$ be a $K$-linear, six-dimensional representation of $\text{Out}(F_3)$, where $K$ is a field of characteristic other than 2 or 3. Then $\phi$ factors as

$$\text{Out}(F_3) \xrightarrow{\phi} \text{GL}_6(K) \xrightarrow{\pi} \text{GL}_3(\mathbb{Z}) \uparrow,$$

where $\pi$ is the natural projection $\text{Out}(F_3) \to \text{Out}(H_1(F_3, \mathbb{Z})) \cong \text{GL}_3(\mathbb{Z})$.

It is worth noting here that there are no known representations of $\text{Out}(F_3)$ in dimension less than 21 which do not factor through $\pi$ (see [13]). The question of the smallest such dimension remains open. On the other hand, $\text{Out}(F_3)$ is large (i.e. it virtually surjects onto a non-abelian free group), and hence one expects it to have a very rich representation theory.

The second part of this paper deals with the action of two finite subgroups of $\text{Out}(F_3)$ on graphs of rank 5. This was also our strategy in [13], yet the situation here is quite different. The finite groups under consideration do not contain (comparatively) large simple groups, as is the case in the higher rank case; on the other hand, the groups are of order 48, and hence are rather tangible.

Our considerations yield

Theorem 4.10. Suppose $\phi : \text{Out}(F_3) \to \text{Out}(F_m)$ is a homomorphism. Then the image of $\phi$ is finite.

The general question of finding the smallest $m > 3$ such that there is a homomorphism $\text{Out}(F_3) \to \text{Out}(F_m)$ that is injective, or at least has infinite image, remains open.
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2 Notation and preliminaries

Let us first establish some conventions and definitions.

Definition 2.1. We say that $X$ is a graph if and only if it is a 1-dimensional CW complex. The closed 1-cells of $X$ will be called edges, the 0-cells will be called vertices. The sets of vertices and edges of a graph will be denoted by $V(X)$ and $E(X)$ respectively. The points of intersection of an edge with the vertex set are referred to as endpoints of the edge.

We will equip $X$ with the standard path metric in which the length of each edge is 1.

Given two graphs $X$ and $Y$, a function $f : X \to Y$ is a morphism of graphs if and only if $f$ is a continuous map sending $V(X)$ to $V(Y)$, and sending each open edge in $X$ either to a vertex in $Y$ or isometrically onto an open edge in $Y$. Note that a morphism can invert edges.

When we say that a group $G$ acts on a graph $X$, we mean that it acts by graph morphisms.

We say that a graph $X$ is directed if and only if it comes equipped with a map $o : E(X) \to X$ such that $o(e)$ is a point on the interior of $e$ of distance $\frac{1}{3}$.
The graph with one vertex and \( n \) edges will be referred to as the \( n \)-rose.

The graph with two vertices and \( n \) edges, such that each edge has two distinct endpoints, will be referred to as the \( n \)-cage.

**Notation 2.3.** Let \( G \) be a group. We will adopt the following notation:

- for two elements \( g, h \in G \), we define \( g^h = h^{-1}gh \);
- for two elements \( g, h \in G \), we define \([g, h] = ghg^{-1}h^{-1}\);

We will also use \( \mathbb{Z}_k \) to denote the cyclic group of order \( k \).

**Definition 2.4.** Let us introduce the following notation for elements of \( \text{Aut}(F_n) \), the automorphism group of \( F_n \), where \( F_n \) is the free group on \( \{a_1, \ldots, a_n\} \):

\[
\epsilon_i : \begin{cases} a_i \mapsto a_i^{-1}, \\ a_j \mapsto a_j, \quad j \neq i \end{cases}, \quad \sigma_{ij} : \begin{cases} a_i \mapsto a_j, \\ a_j \mapsto a_i, \\ a_k \mapsto a_k, \quad k \neq \{i, j\} \end{cases}, \quad \rho_{ij} : \begin{cases} a_i \mapsto a_i a_j, \\ a_k \mapsto a_k, \quad k \neq i \end{cases}, \quad \lambda_{ij} : \begin{cases} a_i \mapsto a_j a_i, \\ a_k \mapsto a_k, \quad k \neq i \end{cases}.
\]

Let us also define \( \Delta = \prod_{i=1}^n \epsilon_i \) and

\[
\sigma_{i(n+1)} : \begin{cases} a_i \mapsto a_i^{-1}, \\ a_j \mapsto a_j a_i^{-1}, \quad j \neq i \end{cases}.
\]

Below we give an explicit presentation of \( \text{Out}(F_n) \), the outer automorphism group of \( F_n \):

**Theorem 2.5 (Gersten’s presentation \([\mathbb{S}]\)).** Suppose \( n \geq 3 \). The group \( \text{Out}(F_n) \) is generated by \( \{\epsilon_1, \rho_{ij}, \lambda_{ij} \mid i, j = 1, \ldots, n, \ i \neq j\} \), with relations

- \([\rho_{ij}, \rho_{kl}] = [\lambda_{ij}, \lambda_{kl}] = 1 \) for \( k \notin \{i, j\}, l \neq i \);
- \([\lambda_{ij}, \rho_{kl}] = 1 \) for \( k \neq j, l \neq i \);
- \([\rho_{ij}^{-1}, \rho_{jk}^{-1}] = [\rho_{ij}, \lambda_{jk}] = [\rho_{ij}^{-1}, \rho_{jk}] = [\rho_{ij}, \lambda_{jk}^{-1}]^{-1} = \rho_{ik}^{-1} \) for \( k \notin \{i, j\} \);
- \([\lambda_{ij}^{-1}, \lambda_{jk}^{-1}] = [\lambda_{ij}, \rho_{jk}] = [\lambda_{ij}^{-1}, \lambda_{jk}] = [\lambda_{ij}, \rho_{jk}^{-1}]^{-1} = \lambda_{ik}^{-1} \) for \( k \notin \{i, j\} \);
- \( \rho_{ij} \rho_{ji}^{-1} \lambda_{ij} = \lambda_{ij} \lambda_{ji}^{-1} \rho_{ij}, \ (\rho_{ij} \rho_{ji}^{-1} \lambda_{ij})^{4} = 1 \);
- \( \epsilon_1, \rho_{ij} = [\epsilon_1, \lambda_{ij}] = 1 \) for \( i, j \neq 1 \);
- \( \rho_{12}^{-1} = \lambda_{12}^{-1}, \ \rho_{21}^{-1} = \rho_{21}^{-1} \);
- \( \epsilon_1^2 = 1 \);
\[ \prod_{i \neq j} \rho_{ij} \lambda_{ij}^{-1} = 1 \text{ for each fixed } j. \]

Note the action of \( \text{Aut}(F_n) \) on \( F_n \) and \( \text{Out}(F_n) \) on the conjugacy classes of \( F_n \) is on the left.

**Definition 2.6.** Let us define some finite subgroups of \( \text{Out}(F_n) \):

\[
\begin{align*}
S_n &\cong \langle \{ \sigma_{ij} \mid i,j = 1,\ldots,n, i \neq j \} \rangle \\
S_{n+1} &\cong \langle \{ \sigma_{ij} \mid i,j = 1,\ldots,n+1, i \neq j \} \rangle \\
\mathbb{Z}_2 \rtimes S_n &\cong W_n = \langle \{ \epsilon_1, \sigma_{ij} \mid i,j = 1,\ldots,n, i \neq j \} \rangle \\
\mathbb{Z}_2 \times S_{n+1} &\cong G_n = \langle \{ \Delta, \sigma_{ij} \mid i,j = 1,\ldots,n+1, i \neq j \} \rangle.
\end{align*}
\]

We do not give distinctive names to the first two (symmetric) groups; instead, we will usually refer to them as respectively \( S_n \cong W_n \) and \( S_{n+1} \cong G_n \). More generally, whenever we mention \( S_n \) or \( S_{n+1} \) as subgroups of \( \text{Out}(F_n) \), we mean these two groups.

In the case of \( \text{Out}(F_3) \), define \( V_4 \) and \( A_4 \) to be the Klein 4-group and the alternating group of degree 4 satisfying

\[
V_4 < A_4 < S_4 < G_3 < \text{Out}(F_3).
\]

Note that we abuse notation by also using \( S_n \) to denote the abstract symmetric group of degree \( n \), and \( A_n < S_n \) to denote its maximal alternating subgroup.

Note that, if \( i,j \leq n \), we have

\[
\epsilon_i \sigma_{ij} = \lambda_{ij} \lambda_{ij}^{-1} \rho_{ij} = \rho_{ij} \rho_{ji}^{-1} \lambda_{ij},
\]

and

\[
\epsilon_1 \sigma_{i(n+1)} = \prod_{j \neq i} \rho_{ji} = \prod_{j \neq i} \lambda_{ji},
\]

and the subgroup \( S_n < \text{Out}(F_n) \) defined above acts on the sets

\[
\{ \epsilon_i \mid i = 1,\ldots,n \},
\{ \rho_{ij} \mid i,j = 1,\ldots,n, i \neq j \}, \text{ and }
\{ \lambda_{ij} \mid i,j = 1,\ldots,n, i \neq j \}
\]

by permuting the indices in the natural way.

### 3 Representations of \( \text{Out}(F_3) \) in dimensions five and six

Before we start investigating 5- and 6-dimensional representations of \( \text{Out}(F_3) \), let us first prove the following.

**Proposition 3.1.** Suppose \( \phi : \text{Out}(F_3) \to G \) is a group homomorphism such that its kernel contains \( V_4 \). Then \( \phi \) factors as

\[
\phi : \text{Out}(F_3) \to \mathbb{Z}_2 \to G,
\]

and the map is determined by the image of \( \epsilon_1 \).
Proof. Since $V_4$ lies in the kernel, we have $\phi(\sigma_{14}) = \phi(\sigma_{23})$. Hence

\[
\phi(\rho_{21}) = \phi(\rho_{21}^2 \rho_{31}) = \phi(\rho_{21}) \phi(\sigma_{14}) = \phi(\rho_{31}^{-1})
\]

and so

\[
\phi(\rho_{21}) = \phi(\rho_{31}^{-1}) = \phi(\rho_{31}^{-1})^{\phi(\epsilon_1)} = \phi(\lambda_{31}).
\]

Now

\[
\phi(\rho_{31}^{-1}) = \phi([\rho_{32}^{-1}, \rho_{21}^{-1}]) = [\phi(\rho_{32}^{-1}), \phi(\lambda_{31}^{-1})] = 1.
\]

Thus $\rho_{31}$ lies in the kernel of $\phi$. We can however conjugate $\rho_{31}$ to each $\rho_{ij}$ using $S_3$, and so all elements $\rho_{ij}$ lie in the kernel. The result follows.

Let us recall some basic terminology of the representation theory of symmetric groups.

**Remark 3.2.** Let $S_n$ be a symmetric group of rank $n$, and let $\mathbb{K}$ be a field with $\text{char}(\mathbb{K}) = 0$ or $\text{char}(\mathbb{K}) > n$. Then there is a one-to-one correspondence between irreducible $\mathbb{K}$-linear representations of $S_n$ and partitions of $n$. In particular the representation corresponding to

- $(n)$ is called **trivial**;
- $(1^n)$ is called **determinant**;
- $(n-1, 1)$ is called **standard**;
- $(2, 1^{n-1})$ is called **signed standard**.

Moreover, a direct sum of the standard and trivial representation is known as the **permutation** representation, and a direct sum of the signed standard and determinant representation is known as the **signed permutation** representation.

Now let us turn our attention to representations of the group $W_n$.

**Definition 3.3.** Let $V$ be a representation of $W_n$. Let $N = \{1, \ldots, n\}$. Define

- for each $I \subseteq N$, $E_I = \{v \in V \mid \epsilon_i v = (-1)^{\chi_I(i)} v\}$, where $\chi_I$ is the characteristic function of $I$;
- $V_i = \bigoplus_{|I| = i} E_I$.

We will slightly abuse notation, and often omit parentheses and write $E_1$ for $E_{\{1\}}$, etc.

**Lemma 3.4.** Let $V$ be a representation of $W_n$. Then $\dim V_i = \binom{n}{i} \dim E_I$ where $|I| = i$.

**Proof.** The symmetric group $S_n < W_n$ acts on $\{\epsilon_1, \ldots, \epsilon_n\}$ by permuting the indices in the natural way. Hence its action on $V_i$ will permute subspaces $E_I$ by permuting subsets of $N$ of size $i$. Thus each $E_I$, for a fixed size of $I$, has the same dimension. The result follows.

An immediate consequence of the above is the following.
Lemma 3.5. Let \( V \) be a 2-dimensional \( \mathbb{K} \)-linear representation of \( \text{Out}(F_3) \), where \( \text{char}(\mathbb{K}) \neq 2 \). Then the representation factors as

\[
\text{Out}(F_3) \to \mathbb{Z}_2 \to \text{GL}_2(\mathbb{K})
\]

and is determined by the image of \( \epsilon_1 \).

Proof. Let \( \phi : \text{Out}(F_3) \to \text{GL}_2(\mathbb{K}) \) be the representation. Lemma 3.4 tells us that (with the notation of Definition 3.3)

\[
V = V_0 \oplus V_3.
\]

Since \( S_4 < G_3 \) commutes with \( \Delta \), \( V = V_0 \oplus V_3 \) is a decomposition of \( S_4 \)-modules. Now each of these submodules has dimension at most 2. There are at most three irreducible \( \mathbb{K} \)-linear representations of \( S_4 \) of dimension at most 2: the trivial representation (corresponding to partition (4)), the determinant representation (corresponding to partition (1^4)), and the one given by a partition (2, 2) (note that the latter might not be irreducible when \( \text{char}(\mathbb{K}) = 3 \)). In all three cases, the action of \( V_4 < S_4 \) is trivial. This implies that we have satisfied all the requirements of Proposition 3.1, and the result follows.

Lemma 3.6. Let \( V \) be a \( \mathbb{K} \)-linear representation of \( \text{Out}(F_n) \), where \( \mathbb{K} \) is a field of characteristic other than 2. Then, with the notation above, we have

\[
V = \bigoplus_{i=0}^n V_i
\]

and for each \( i \neq j, J \subseteq N \setminus \{i, j\} \) we have

\[
\rho_{ij}(E_I \oplus E_{J \cup \{i\}} \oplus E_{J \cup \{j\}} \oplus E_{J \cup \{i, j\}}) = E_I \oplus E_{J \cup \{i\}} \oplus E_{J \cup \{j\}} \oplus E_{J \cup \{i, j\}}.
\]

An identical statement holds for \( \lambda_{ij} \).

Proof. The first statement follows directly from the fact that we can simultaneously diagonalise commuting involutions \( \epsilon_i \), since we are working over a field \( \mathbb{K} \) whose characteristic is not 2.

For the second statement, let us note that \( [\rho_{ij}, \epsilon_k] = 1 \) for each \( k \notin \{i, j\} \). Hence for each \( I \subseteq N \):

\[
\rho_{ij}(E_I) \leq \bigoplus_{J \triangle I \subseteq \{i, j\}} E_J,
\]

where \( A \triangle B \) denotes the symmetric difference of two sets \( A \) and \( B \). An identical argument works for \( \lambda_{ij} \). 

To help us visualise the combinatorics of representations of \( \text{Out}(F_n) \) we are going to use the following diagrams.

Definition 3.7. Suppose \( V \) is a finite dimensional, \( \mathbb{K} \)-linear representation of \( \text{Out}(F_n) \) over any field \( \mathbb{K} \), and let \( x \in \text{Out}(F_n) \). Let us use the notation of Definition 3.3. We define the minimal diagram for \( x \) over \( V \) (often abbreviated to the minimal diagram for \( x \)) to be a directed graph \( D \) with the vertex set equal to a subset \( S \) of the power set of \( N = \{1, 2, \ldots, n\} \), where \( I \in S \) if and only if \( E_I \neq \{0\} \), and the edge set given by the following rule: there is a directed edge from \( I \) to \( J \) if and only if \( p_J(x(E_I)) \neq \{0\} \), where \( p_J : \bigoplus_{K \subseteq N} E_K \to E_J \) is the natural projection.

We also say that a graph \( D' \) is a diagram for \( x \) over \( V \) if and only if the minimal diagram \( D \) for \( x \) is a subgraph of \( D' \).
In practice, when realising these diagrams in terms of actual pictures, we are going to align vertices corresponding to subsets of $N$ of the same cardinality in horizontal lines; each such line will correspond to some $V_i$. We are also going to represent edges as follows: if two vertices are joined by two directed edges, we are going to draw one edge without any arrowheads between them; we are not going to draw edges from a vertex to itself – instead, if a vertex does not have such a loop, then all edges emanating from it will be drawn with a tail (see example below):

\[ \text{becomes } \]

To get a firmer grip on these diagrams, let us have a look at a number of facts one can easily deduce from (not necessarily minimal) diagrams.

**Example 3.8.** Let $\Gamma_0$ be a connected component of $\Gamma$, a diagram for $x$. Let $v \in \bigoplus_{I \in V(\Gamma_0)} E_I$ be a vector. Then $v = \sum v_I$ where $v_I \in E_I$. Let $J \notin V(\Gamma_0)$. Note that there are no edges between $J$ and $V(\Gamma_0)$, and so $p_J(x(e_I)) = 0$ for all $I \in V(\Gamma_0)$. Hence $x(e_I) \in \bigoplus_{I \in V(\Gamma_0)} E_I$ and therefore

\[ x\left( \bigoplus_{I \in V(\Gamma_0)} E_I \right) = \bigoplus_{I \in V(\Gamma_0)} E_I. \]

The following illustrates the relationship between our diagrams and matrices.

**Example 3.9.** Suppose we have a diagram for $x$ with two vertices, $I$ and $J$ say, such that the union of the connected components containing these vertices does not contain any other vertex. Fix a basis for $E_I$ and $E_J$. The following illustrates the way the $x$ action on $E_I \oplus E_J$ (seen as a matrix) depends on the diagram:

- $e_I \rightarrow \bullet_{E_J}$ corresponds to \( \begin{pmatrix} \ast & 0 \\ \ast & \ast \end{pmatrix} \),
- $e_I \rightarrow \bullet_{E_J}$ to \( \begin{pmatrix} 0 & \ast \\ \ast & \ast \end{pmatrix} \), and
- $e_I \rightarrow \bullet_{E_J}$ to \( \begin{pmatrix} 0 & \ast \\ \ast & 0 \end{pmatrix} \).

**Example 3.10.** Suppose we have a diagram $\Gamma$ for $x$ such that $\Gamma$ has a connected component with only two vertices, $I$ and $J$ say, as depicted below.

\[ E_I \] \begin{center} \begin{tikzpicture}
  \node (x) at (0,0) {$E_J$};
  \draw (0,0) -- (0,-1); % Vertical edge
end{tikzpicture} \end{center}

The previous exercise tells us that $x|_{E_I \oplus E_J}$ is an isomorphism. Let $\{v_1, \ldots, v_k\}$ be a basis for $E_I$. Our diagram tells us that $p_I(x(v_i)) = 0$ for each $i$, and so $x(v_i) \in E_J$. Since $x$ is an isomorphism, we immediately see that

\[ \{x(v_1), \ldots, x(v_k)\} \]

is a linearly independent set, and hence $\dim E_J \geq \dim E_I$. 
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**Example 3.11.** Let $\Gamma$ be a diagram for $x$. Note that $p_J(x^v) = \pm p_J(x(v))$ whenever $v \in E_I$ for some $I$. Therefore $p_J(x^v(E_I)) = \{0\}$ if and only if $p_J(x(E_I)) = \{0\}$, and so $\Gamma$ is also a diagram for $x^v$.

Now consider $\sigma \in S_n$. We have $p_J(x^v(x^v(E_I))) = \sigma(p_J(x^v(E_{\sigma(I)})))$, and so the image of $\Gamma$ under the graph morphism induced by $I \to \sigma(I)$ is a diagram for $x^\sigma$.

**Lemma 3.12.** Let $\phi : \text{Out}(F_3) \to V$ be a representation such that we have a diagram for $\rho_{21}$ of the form

$$
\begin{array}{c}
V_3 \bullet \\
V_1 \bullet\bullet E_2 \bullet E_1 \bullet E_3
\end{array}
$$

where $\dim E_i = 1$ for all $i$. Then $\rho_{21}$ has a diagram

$$
\begin{array}{c}
V_3 \bullet \\
V_1 \bullet\bullet E_2 \bullet E_1 \bullet E_3 \text{ or } \bullet E_2 \bullet E_3 \bullet E_1
\end{array}
$$

Proof. Suppose for a contradiction that $p_1(\rho_{21}(E_2)) \neq \{0\}$ and $p_2(\rho_{21}(E_1)) \neq \{0\}$. We claim that then $\rho_{21}$ has a diagram

$$
\begin{array}{c}
V_3 \bullet \\
V_1 \bullet\bullet E_2 \bullet E_1 \bullet E_3
\end{array}
$$

Once we have proven the above claim, take $x \in E_2$. Then, by our assumptions, $p_1(\rho_{21}(x)) \neq 0$ and so (again by assumption)

$$
p_3(\rho_{31}\rho_{21}(x)) \neq 0.
$$

But $\rho_{31}(x) \in E_2$ and thus $\rho_{21}\rho_{31}(x) \in E_2 \oplus E_1$. This contradicts the relation $[\rho_{21}, \rho_{31}] = 1$, and our proof is complete.

Now, to prove the claim, let $v_1 \in E_1 \setminus \{0\}$. Then $v_3 = \sigma_{23}p_2(\rho_{21}(v_1))$ generates $E_3$. Now if

$$
p_{1,2,3}(\rho_{21}(v_3)) = 0
$$

then we have proven our claim. If not, let $U = \langle u \rangle$ be a subspace of $V_3$ of dimension 1, where $u = p_{1,2,3}(\rho_{21}(v_3))$. Note that $\rho_{21}v_3 \in u + E_3$, and so

$$
\rho_{21}(-v_3) = e_1\rho_{21}e_1(-v_3) \in u + E_3.
$$
In particular, \( \rho_21^1(−v_3) − v'_3 = u \) for some \( v'_3 ∈ E_3 \). Now
\[
ρ_21u = ρ_21(ρ_21^1(−v_3) − v'_3) ∈ E_3 ⊕ U,
\]
and hence \( U ⊕ E_3 \) is \( ρ_21 \)-invariant.

Let us rewrite \( ρ_21ρ_31 = ρ_31ρ_21 \) as
\[
ρ_21σ_23ρ_21σ_23 = σ_23ρ_21σ_23ρ_21
\]
which yields \([ρ_21σ_23ρ_21,σ_23] = 1\). But now \( v_1 \) lies in the \( μ \)-eigenspace of \( σ_23 \) where \( μ = ±1 \), and hence so does \( ρ_21σ_23ρ_21(v_1) \), and in particular also
\[
p_{1,2,3}(ρ_21σ_23ρ_21(v_1)) = p_{1,2,3}(ρ_21(u)) ,
\]
since \( V_3 \) is \( S_3 \)-invariant. Therefore \( U \) lies in the \( μ \)-eigenspace of \( σ_23 \).

Note that the eigenspaces of \( ∆ \) are \( V_0 ⊕ V_2 \) and \( V_1 ⊕ V_3 \), and on each \( ∆ \) acts as \( ±1 \). Hence, since \( V_0 ⊕ V_2 = \{0\} \), we see that \([φ(ρ_21), φ(Δ)] = 1\). Therefore, since \( ρ_0^Δ = λ_{ij} \), the elements \( ρ_{ij} \) and \( λ_{ij} \) act identically for each \( i \) and \( j \). This in turn implies that \([φ(ρ_21), φ(ρ_23)] = 1 \) since \([ρ_21, λ_{23}] = 1 \). Rewriting the first relation as before we get \([φ(ρ_21σ_{13}ρ_{21}), φ(σ_{13})] = 1\).

Let \( v_2 ∈ E_2 \setminus \{0\} \). Then \( \langle p_{1,2,3}(ρ_21σ_23ρ_21(v_2)) \rangle = U \) as before. The group \( S_3 \) can act on \( V_3 \) in two ways: via the permutation or the signed permutation representation. In each case however, if \( E_1 \) is in the \( μ \)-eigenspace of \( σ_23 \), then \( E_2 \) is in the \( μ \)-eigenspace of \( σ_{13} \). Thus \( σ_{13}(v_2) = μv_2 \) and so \( U \) lies in the \( μ \)-eigenspace of \( σ_{13} \). Therefore it also lies in the \( μ \)-eigenspace of \( σ_{12} = σ_{23}^{σ_{13}} \), just like \( E_3 \). This shows that
\[
φ(ρ_{12})|_{E_3 ⊕ V_3} = φ(ρ_{21}^{σ_{12}})|_{E_3 ⊕ V_3} = φ(ρ_{21})|_{E_3 ⊕ V_3},
\]
and therefore that
\[
φ(ρ_{21})|_{E_3 ⊕ V_3} = φ(ρ_{21}ρ_{12}^{-1}λ_{21})|_{E_3 ⊕ V_3} = φ(ε_{2σ_{12}})|_{E_3 ⊕ V_3}.
\]
But \( ε_{2σ_{12}}(E_3) = E_3 \) and so \( ρ_{21} \) has a diagram of the form claimed. \( □ \)

We shall now focus on five- and six-dimensional representations of \( \text{Out}(F_3) \).

**Lemma 3.13.** Let \( V \) be a \( \mathbb{K} \)-linear, six-dimensional representation of \( \text{Out}(F_3) \), where \( \text{char}(\mathbb{K}) ≠ 2 \). Suppose that, with notation of Definition 3.3,
\[
\dim V_1 ⊕ V_2 ≤ 3.
\]
Then, if \( V_2 = \{0\} \), we have a (not necessarily minimal) diagram for \( ρ_{21} \) of the form

![Diagram](https://via.placeholder.com/150)

\( V_0 \)
and if $V_1 = \{0\}$ of the form

\[
V_3 \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \right}
We can therefore conclude that $p_2(\rho_{21}(V_0)) = \{0\}$, and so that we have a diagram for $\rho_{21}$ as follows:

```
• — — •
  \\
```

Again, by Example 3.8, $\rho_{31}|_{E_2 \oplus V_3}$ is an isomorphism. Hence there exists $v \in E_2 \oplus V_3$ such that $\langle \rho_{31}(v) \rangle = E_2$. Since $v \in E_2 \oplus V_3 \leq V_1 \oplus V_3$, also $\epsilon_1 \sigma_{14}(v) \in V_1 \oplus V_3$. Now $\epsilon_1 \sigma_{14}(v) = \rho_{21} \rho_{31}(v)$ and so we conclude that $\rho_{21}$ has a diagram

```
• — — •
  \\
```

Note that $\rho_{21}$ either has a diagram

```
• — — •
  \\
```

or $p_1(\rho_{21}(E_2)) = E_1$, since $\dim E_1 = 1$.

If $\rho_{21}(E_2)$ projects surjectively onto $E_1$, applying $\rho_{31} \rho_{21} = \epsilon_1 \sigma_{14}$ to $E_2$ yields a diagram for $\rho_{31}$ of the form

```
• — — •
  \\
```

and, after conjugating by $\sigma_{23}$ (see Example 3.11), $\rho_{21}$ has a diagram

```
• — — •
  \\
```
Requiring $\rho_{21} = \rho_{21}^{-1}$ yields two possibilities for a diagram for $\rho_{21}$:

\[ \text{Diagram 1: } \bullet \rightarrow \bullet \quad \text{or} \quad \bullet \rightarrow \bullet \]

The first diagram is as required. The second diagram gives a required diagram after applying Lemma 3.12.

We still have to consider the case of a diagram for $\rho_{21}$:

\[ \text{Diagram 2: } \bullet \rightarrow \bullet \]

for $\rho_{21}$. Applying $\epsilon_1 \sigma_{14} = \rho_{21} \rho_{31}$ to $V_0$ yields a diagram for $\rho_{21}$ of the form:

\[ \text{Diagram 3: } \bullet \rightarrow \bullet \quad \text{or} \quad \bullet \rightarrow \bullet \]

The second of these diagrams is as required.

Let us now focus on the first of the above diagrams. Note that, by Example 3.11, this is also a diagram for $\lambda_{21}$, and that a diagram for $\rho_{12}^{-1}$ is as follows:

\[ \bullet \rightarrow \bullet \]

Let $v_1$ be a generator of $E_1$. Apply $\epsilon_2 \sigma_{12} = \rho_{21} \rho_{12}^{-1} \lambda_{21}$ to $v_1$ and observe that $\epsilon_2 \sigma_{12}(v_1) = v_2$, a generator of $E_2$. Now let $x$ be the $E_1$ component of $\lambda_{21}(v_1)$. Note that $\rho_{12}^{-1} \lambda_{21}(v_1)$ has a non-trivial $E_1$ component if and only if $x$ is not zero. But such a non-trivial component yields a non-zero component in $E_1 \oplus V_0$ of $\rho_{21} \rho_{12}^{-1} \lambda_{21}(v_1)$. This is impossible, since $\epsilon_2 \sigma_{12}(v_1) = v_2$ has no such components. Thus $x = 0$, $\lambda_{21}(v_1)$ lies in $V_0$, and $\rho_{12}^{-1} |_U : U \rightarrow E_2$.
is an isomorphism, where \( U = \langle \lambda_3(v_1) \rangle \). Hence \( \rho_{12}|_{E_2} : E_2 \to U \) is an isomorphism as well.

We claim that \( \rho_{12}^{-1} \big|_{E_1}, \lambda_3 \big|_{E_1} : E_j \to U \) are all isomorphisms. We have established this for \( \lambda_{21} \) and \( \rho_{12} \). Conjugating by \( \epsilon_1 \) and \( \epsilon_2 \) establishes the claim also for \( \rho_{21}^{-1}, \rho_{21}, \lambda_{21}, \rho_{12}, \lambda_{12}, \) and \( \lambda_{12}^{-1} \). Using the fact that \( \epsilon_1 \sigma_{14} = \rho_{31} \rho_{21} \) preserves \( V_1 \oplus V_3 \) we immediately conclude that the claim also holds for \( \rho_{31}^{-1} \), and hence in particular also for \( \rho_{13} \) (repeating the argument above). Now the relation \( \epsilon_3 \sigma_{34} = \rho_{31} \rho_{23} \) establishes the claim for \( \rho_{23} \), and the claim follows.

Our calculations enable us to deduce that diagrams for \( \rho_{21} \) and \( \lambda_{23} \) respectively are as follows

\[
\begin{array}{c}
\bullet \quad \bullet \quad \bullet \\
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\bullet \quad \bullet \quad \bullet \\
\end{array}
\]

But \( \rho_{21} \) and \( \lambda_{23} \) commute, and this together with the fact that \( \rho_{21}(E_1) = U = \lambda_{23}^{-1}(E_3) \) yields a diagram for \( \rho_{21} \) of the form

\[
\begin{array}{c}
\bullet \\
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\bullet \\
\end{array}
\]

In particular Example 3.10 implies that \( \dim V_0 \neq 0 \).

Now let us define \( A_2 = \rho_{21}(E_3) \leq V_3 \). Note that \( \dim A_2 = 1 \). Since \( \rho_{21} \) commutes with \( \lambda_{23} \), examining the respective diagrams yields \( \lambda_{23}(A_2) = E_1 \).

Now, observing that each \( \epsilon_i \) preserves each subspace of \( E_1 \), we see that in fact for all \( i \)

\[
A_2 = \rho_{21}^{-1}(E_j) = \lambda_{2i}^{-1}(E_j)
\]

where \( j \) satisfies \( \{i, j\} = \{1, 3\} \). We can define \( A_1 \) and \( A_3 \) similarly.

The relations \( [\rho_{21}, \rho_{31}] = [\rho_{23}, \rho_{13}] = 1 \), together with the structure of our diagrams, tell us that \( A_2 \cap (A_1 \oplus A_3) = \{0\} \). The relation \( [\rho_{32}, \rho_{12}] = 1 \) informs us that \( A_1 \cap A_3 = \{0\} \) and so that \( \dim(A_1 \oplus A_2 \oplus A_3) = 3 \). This is a contradiction, since \( V_0 \neq \{0\} \) and so \( \dim V_3 = 2 \).

We have thus shown that \( \rho_{21} \) has a diagram as claimed. Observe that, since the subgroup \( W_3 < \text{Out}(F_3) \) preserves each \( V_i \) by construction, having a diagram for \( \rho_{21} \) of the form described in the statement of this lemma immediately implies that at least one of \( V_0 \oplus V_2 \) and \( V_1 \oplus V_3 \) is preserved by \( \text{Out}(F_3) = \langle W_3, \rho_{21} \rangle \).

**Lemma 3.14.** Let \( V \) be a \( \mathbb{K} \)-linear, six-dimensional representation of \( \text{Out}(F_3) \), where \( \mathbb{K} \) is a field of characteristic other than 2 or 3. Suppose that, with notation of Definition 3.3, \( \dim V_1 \oplus V_2 = 6 \). Then \( V = V_1 \oplus V_2 \) as an \( \text{Out}(F_3) \)-module.

**Proof.** If \( \dim V_1 = 6 \) or \( \dim V_2 = 6 \) then the result is trivial.
Suppose that \( \dim V_1 = \dim V_2 = 3 \) and so \( V = V_1 \oplus V_2 \) as a vector space. We know (using Maschke’s Theorem and our assumption on \( \text{char}(K) \)) that each \( V_i \) (for \( i = 1, 2 \)) is either a sum of standard and trivial or a sum of signed standard and determinant representations of \( S_3 \); we can therefore pick vectors \( v_i \in E_i, w_i \in E_{(1, 2, 3) \setminus \{i\}} \) so that each \( v_i - v_j \) and \( w_i - w_j \) is an eigenvector of an element of \( S_3 \setminus \{1\} \).

We have a diagram for \( \rho_{21} \) of the form

\[
\begin{array}{cccc}
E_{2,3} & E_{1,3} & E_{1,2} \\
E_1 & E_2 & E_3
\end{array}
\]

and analogously one for \( \rho_{31} \) of the form

\[
\begin{array}{cccc}
E_{2,3} & E_{1,3} & E_{1,2} \\
E_1 & E_2 & E_3
\end{array}
\]

Since \( S_4 \) commutes with \( \Delta \), its action has to preserve the \( (+1) \)-eigenspace of \( \Delta \) (which is equal to \( V_1 \) in our case) as well as the \( (-1) \)-eigenspace (which equals \( V_2 \) in this case). We also have \( [\epsilon_4, \Delta] = 1 \), and so \( \epsilon_4 \sigma_{14} = \rho_{31} \rho_{21} \) preserves \( V_2 \). Hence, evaluating \( \rho_{31} \rho_{21} \) on \( E_{1,2} \) (an observing that \( \dim E_I \leq 1 \) for all \( I \)) gives us either a diagram for \( \rho_{21} \) of the form

\[
\begin{array}{cccc}
E_{2,3} & E_{1,3} & E_{1,2} \\
E_1 & E_2 & E_3
\end{array}
\]

or a diagram for \( \rho_{31} \) of the form

\[
\begin{array}{cccc}
E_{2,3} & E_{1,3} & E_{1,2} \\
E_1 & E_2 & E_3
\end{array}
\]

Suppose (for a contradiction) that we are in the latter case. Evaluating \( \rho_{21} \rho_{31} \) on \( E_1 \) (and observing that the diagrams for \( \rho_{31} \) and \( \rho_{21} \) are related by conjugation by \( \sigma_{23} \)) yields diagrams for \( \rho_{21} \) and \( \rho_{31} \) respectively of the form

\[
\begin{array}{cccc}
E_{2,3} & E_{1,3} & E_{1,2} \\
E_1 & E_2 & E_3
\end{array}
\]

and

\[
\begin{array}{cccc}
E_{2,3} & E_{1,3} & E_{1,2} \\
E_1 & E_2 & E_3
\end{array}
\]

Now \( \rho_{21} \rho_{31}(E_1) = E_3 \) and \( \rho_{31} \rho_{21}(E_1) = E_2 \). But \( \rho_{31} \) commutes with \( \rho_{21} \), which yields a contradiction.

We can repeat the argument after evaluating \( \rho_{31} \rho_{21} \) on \( E_3 \) and conclude that we have a diagram for \( \rho_{21} \) of the form

\[
\begin{array}{cccc}
E_{2,3} & E_{1,3} & E_{1,2} \\
E_1 & E_2 & E_3
\end{array}
\]
Two diagram chases, starting at $E_3$ and $E_{1,2}$, show $\rho_{21}^{-1} = \rho_{21}^\epsilon$ requires $\rho_{21}$ to have a diagram of the form

Suppose we are in the third case. We have diagrams for $\rho_{21}$ and $\rho_{31}$ respectively

Evaluating $\epsilon_1 \sigma_{14} = \rho_{31} \rho_{21}$ on $E_1$ (and observing that $\epsilon_1 \sigma_{14} (V_2) = V_2$) yields a diagram for $\rho_{21}$ of the form

The first case is impossible, since we could have $E_1 = 1(E_1) = \epsilon_1 \rho_{21} \epsilon_1 \rho_{21} (E_1) \not\leq E_2 \oplus E_{1,2}$.

After repeating the argument for $E_{2,3}$ we conclude that we have diagrams for $\rho_{21}$ and $\rho_{31}$ respectively as follows

Suppose that $\sigma_{14}$ preserves each $E_i$. Then so does $\sigma_{24} = \sigma_{14}^{\sigma_{12}}$. But $\sigma_{24} = \sigma_{12}^{\sigma_{14}}$, and $\sigma_{12}(E_1) = E_2$. This is a contradiction. We can apply an analogous argument to the $\sigma_{14}$-action on the subspaces $E_{i,j}$. Now we easily deduce from $\epsilon_1 \sigma_{14} = \rho_{31} \rho_{21}$ that

$\rho_{21}(E_1) \not\leq E_1$ and $\rho_{21}(E_{2,3}) \not\leq E_{2,3}$.

We can now evaluate $\epsilon_1 \sigma_{14} = \rho_{31} \rho_{21}$ and $\rho_{21}^{-1} = \rho_{21}^\epsilon$ on $E_1$ and $E_{2,3}$ and conclude that we have a diagram for $\rho_{21}$ of the form

which shows that both $V_1$ and $V_2$ are $\text{Out}(F_n)$-invariant.

Suppose now that we are in one of the first two cases, namely that there is a diagram for $\rho_{21}$ of the form
Verifying that \( \rho_{31} \rho_{21} \) keeps \( V_1 \) and \( V_2 \) invariant immediately tells us that in fact we have a diagram for \( \rho_{21} \) of the form

\[
\begin{array}{ccc}
E_2 & \rightarrow & E_1 \\
\uparrow & & \uparrow \\
E_1 & \rightarrow & E_3
\end{array}
\]

The element \( \rho_{11} \) keeps \( E_2 \) and \( E_{1,3} \) invariant, and so, observing that \( \epsilon_1 \sigma_{14} = \rho_{21} \rho_{31} \) preserves \( V_1 \oplus V_3 \), we actually have diagrams for \( \rho_{21} \) and \( \rho_{31} \) respectively

\[
\begin{array}{ccc}
E_2 & \rightarrow & E_1 \\
\uparrow & & \uparrow \\
E_1 & \rightarrow & E_3
\end{array}
\]

and

\[
\begin{array}{ccc}
E_2 & \rightarrow & E_1 \\
\uparrow & & \uparrow \\
E_1 & \rightarrow & E_3
\end{array}
\]

But, in order for \( \rho_{21} \rho_{31} \) to keep \( V_1 \) and \( V_2 \) invariant, we need to have

\[
\begin{array}{ccc}
\cdot & \rightarrow & \cdot \\
\cdot & \rightarrow & \cdot \\
\cdot & \rightarrow & \cdot \\
\end{array}
\]

as a diagram for \( \rho_{21} \). This finishes the proof.

Now let us investigate 5-dimensional representations of \( \text{Out}(F_3) \) – we hope to be able to say more in this case!

**Proposition 3.15.** Let \( V \) be a 5-dimensional, \( \mathbb{K} \)-linear representation of \( \text{Out}(F_3) \), where \( \mathbb{K} \) is a field of characteristic other than 2 or 3. Suppose that, with the notation of Definition 3.3, \( V \neq V_0 \oplus V_3 \). Then \( V = V_0 \oplus V_1 \oplus V_2 \oplus V_3 \) is a decomposition of \( \text{Out}(F_3) \)-modules, and, as \( S_4 \)-modules, \( V_0 \) is a sum of trivial, \( V_1 \) of standard, \( V_2 \) of signed standard, and \( V_3 \) of determinant representations.

**Proof.** Since \( \dim V = 5 \), we have \( V_1 = \{0\} \) or \( V_2 = \{0\} \). Let us suppose that we have the latter, the other case being entirely similar.

**Step 0:** We first claim that \( V_0 \) is a sum of trivial \( S_4 \)-modules.

Lemma 3.13 gives us two possibilities for a diagram for \( \rho_{21} \), namely

\[
\begin{array}{ccc}
E_2 & \rightarrow & E_1 \\
\uparrow & & \uparrow \\
E_1 & \rightarrow & E_3
\end{array}
\]

or

\[
\begin{array}{ccc}
E_2 & \rightarrow & E_1 \\
\uparrow & & \uparrow \\
E_1 & \rightarrow & E_3
\end{array}
\]

The same lemma also tells us that \( V/(V_1 \oplus V_3) \) is a representation of \( \text{Out}(F_3) \). Its dimension is at most 2 and therefore Lemma 3.1 tells us that it is a direct sum of two trivial representations of \( \text{Out}(F_3) \) (since we know how \( \epsilon_1 \) acts), and so the same statement holds for \( V/(V_1 \oplus V_3) \) as an \( S_4 \)-module. Hence it also holds for \( V_0 \), since \( V_0 \) is an \( S_4 \)-module isomorphic to \( V/(V_1 \oplus V_3) \).
Note that an identical argument shows that $V_3$ is a sum of determinant $S_4$-modules in the case when $V_1 = \{0\}$.

**Step 1:** We now claim that $V_0 \oplus V_1$ is $\text{Out}(F_3)$-invariant. Suppose for a contradiction that it is not the case.

Let $U$ be the projection of $\rho_{21}(E_3)$ onto $V_3$. Note that $\dim U = 1$ since we have assumed $V_0 \oplus V_1$ not to be $\text{Out}(F_3)$-invariant. Our aim now is to show that $U$ is $\text{Out}(F_3)$-invariant.

If $V_3$ is $\text{Out}(F_3)$-invariant, then it is an $\text{Out}(F_3)$-module of dimension at most two, and hence we can use Lemma 3.5 to conclude that it is in fact a sum of determinant representations. Hence, in particular, $U$ is $\text{Out}(F_3)$-invariant.

Now suppose that $V_3$ is not $\text{Out}(F_3)$-invariant. Checking that $\rho_{31} \rho_{21}(E_3) = \rho_{21} \rho_{31}(E_3)$ on both of our diagrams for $\rho_{21}$ yields that $\rho_{31}(U) = U$. Note that $U$ is the unique non-trivial invariant subspace of $V_3$ for both $\rho_{21}$ and $\rho_{31}$, as otherwise $V_3$ would be invariant under the action of $\langle S_3, \rho_{21} \rangle = \langle S_3, \rho_{31} \rangle = \text{Out}(F_3)$.

Hence $U$ is $\sigma_{23}$-invariant. But $V_3$ is a 2-dimensional $S_3$-module, and if it were irreducible, then the trace of each transposition would be zero. Hence $V_3$ is a sum of two 1-dimensional modules of $S_3$, and therefore $S_3$ preserves $U$. From this we conclude that $\text{Out}(F_3)$ preserves $U$.

Lemma 3.5 informs us that $U$ is a determinant representation of $\text{Out}(F_3)$. Since $\rho_{21} = \rho_{21}^{-1}$, we must have

$$\forall v \in E_3 : \rho_{21}(v) \in v + U.$$ 

Using similar relations we establish that, when restricted to $E_3 \oplus U$, $\lambda_{21}$ acts as $\rho_{21}$, and $\rho_{12}$ acts as $\rho_{21}^{-1}$. Hence, taking $v \in E_3$,

$$v + (2 \mp 1)u = \rho_{21}^{2 \mp 1}(v) = \rho_{21} \rho_{12}^{-1} \lambda_{21}(v) = \epsilon_1 \sigma_{12}(v) \in E_3$$

where $u = \rho_{21}(v) - v \in U$. This shows that $u = 0$, and hence $V_0 \oplus V_1$ is $\text{Out}(F_3)$-invariant, which is the desired contradiction.

We have thus shown that there is a diagram for $\rho_{21}$ of the form

```
E_2 E_1 E_3 or E_2 E_1 E_3
```

**Step 2:** We claim that $V_1$ is a standard $S_4$-module.

As an $S_3$-module, both $V_1$ and $V_2$ are sums of one standard and one either trivial or determinant representation. The branching rule tells us that therefore, as $S_4$-modules, each of the subspaces can be either a standard or a signed standard representation, or the one corresponding to partition $(2, 2)$. The last case is ruled out by Lemma 3.1, since $(V_0 \oplus V_1)/V_0$ is clearly not a sum of trivial and determinant $\text{Out}(F_3)$-modules.
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Focusing only on $V_1$, we have a diagram for $\rho_{21}$ of the form

$$
\begin{array}{ccc}
\bullet & \longrightarrow & \bullet \\
\bullet & \longrightarrow & \bullet
\end{array}
$$

or

$$
\begin{array}{ccc}
\bullet & \longrightarrow & \bullet \\
\bullet & \longrightarrow & \bullet
\end{array}
$$

Note that in both cases these are the minimal diagrams for $\rho_{21}$ when restricted to $V_1$, since otherwise $\sigma_{12}$ could not permute $E_1$ and $E_2$.

Let us pick vectors $v_i \in E_i$ in such a way that each $v_i - v_j$ is an eigenvector of $\sigma_{ij}$. Let us also set $v = v_1 + v_2 + v_3$. The way in which $S_4$ acts on $V_1$ in our case is determined by one parameter; we can calculate it by finding $\mu \in \mathbb{C}$ such that $v_1 + \mu v$ is an eigenvector of $\sigma_{14}$. The eigenvalue of this eigenvector will also determine the way in which $S_4$ acts. Let us note that we can also find this parameter $\mu$ by computing $\sigma_{14}(v_2 - v_1) = \mu v + v_2$.

In the case of the first diagram for $\rho_{21}$, we immediately see that

$$\sigma_{14}(v_2 - v_1) = \epsilon_1 \rho_{21} \rho_{31} (v_2 - v_1) \in E_1 \oplus E_2,$$

and hence $\mu = 0$. Now both $\rho_{23}$ and $\rho_{31}$ preserve $E_1$, and so observing that $\rho_{21}^{-1} = [\rho_{23}^{-1}, \rho_{31}^{-1}]$ yields that $\rho_{21}$ acts trivially on $E_1$. By an analogous argument so does $\rho_{31}$. Hence $\sigma_{14}(v_1) = \epsilon_1(v_1)$. In our case this shows that we are dealing with a standard representation; if however $V_1$ is trivial, $\epsilon_1$ acts as plus one on the appropriate vector, and we see that $V_2$ is a signed standard $S_4$-module.

In the case of the second diagram we immediately see two eigenspaces of $\sigma_{14}$, namely $E_2$ and $E_3$. These spaces are interchanged by the action of $\sigma_{23}$ which commutes with $\sigma_{14}$, and hence must have the same eigenvalue. In a standard or a signed standard representation of $S_4$ each $\sigma_{ij}$ has always exactly two repeated eigenvalues, and it is this eigenvalue that determines the representation. It is enough for us then to find a third eigenvector of $\sigma_{14}$ and compute its eigenvalue. The vector must have a non-trivial $E_1$-component, and our diagram tells us that it is enough to check how $\sigma_{14}$ acts on $E_1$. By an argument similar to the one above we show that $\epsilon_1 \sigma_{14}(v_1) \in v_1 + E_2 \oplus E_3$, and the claim follows.

**Step 3:** We now claim that $V_3$ is a sum of determinant $S_4$-representations.

As an $S_3$-module, $V_1 \oplus V_3$ is a sum of one standard, one trivial and some number of determinant representations (depending on the dimension of $V_3$). We have already found one standard representation of $S_4$, and the branching rule tells us that there can only be determinant representations of $S_4$ left. If at least one of them does not lie entirely in $V_3$, then it would appear in $(V_1 \oplus V_3)/V_3$ by Schur’s Lemma. This is not possible, since $(V_1 \oplus V_3)/V_3$ is a standard representation of $S_4$. Hence all the other irreducible $S_4$-modules lie within $V_3$.

**Step 4:** Our last claim is that each $V_i$ is $\text{Out}(F_3)$-invariant.

We have already shown this for $V_1 \oplus V_0$. We have just shown that $V_3$ is $S_4$ invariant, and so, $\rho_{21} \rho_{31} = \epsilon_1 \sigma_{14}$ keeping $V_3$ invariant yields a diagram for $\rho_{21}$ of the form

$$
\begin{array}{ccc}
\bullet & \longrightarrow & \bullet \\
\bullet & \longrightarrow & \bullet
\end{array}
$$

or

$$
\begin{array}{ccc}
\bullet & \longrightarrow & \bullet \\
\bullet & \longrightarrow & \bullet
\end{array}
$$
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We have already shown in step 2 that in both cases $\rho_{21}(v) \in v + E_2 \oplus V_0$ for each $v \in E_1$. Also, $(V_0 \oplus V_1)/V_1$ is an $\Out(F_3)$-module of dimension at most 2, and hence is described by Lemma 3.3. In particular $\rho_{21}(w) = w + E_1$ for all $w \in V_0$. Analogous statements hold for $\rho_{21}$ and so observing that $\sigma_{23}$ acts as $\pm 1$ on $E_1 \oplus V_0$ and that $\rho_{21} = \rho_{21} \sigma_{23}$ yields that $\psi_{1} \sigma_{12} = \psi_{1} \sigma_{23}$ for all $V_0$-component if and only if $\rho_{21}(V_0)$ does. Hence we have a diagram

\[
\begin{array}{ccc}
E_2 & \rightarrow & E_1 \\
\downarrow & & \downarrow \\
E_3 & \rightarrow & E_1
\end{array}
\]

or

\[
\begin{array}{ccc}
E_2 & \leftarrow & E_3 \\
\uparrow & & \uparrow \\
E_1 & \leftarrow & E_1
\end{array}
\]

for $\rho_{21}$, which was what we claimed.

\begin{lemma}
Suppose $V$ is a $\mathbb{K}$-linear representation of $\Out(F_3)$, such that, using notation of Definition 3.3, $V_0 \oplus V_2$ and $V_1 \oplus V_3$ are $\Out(F_3)$-invariant. Then the representation factors through the natural projection

\[\pi : \Out(F_3) \rightarrow \GL_3(\mathbb{Z}).\]

\end{lemma}

\begin{proof}
Note that $\phi(\Delta)$ lies in the product

\[Z(\GL(V_0 \oplus V_2)) \times Z(\GL(V_1 \oplus V_3))\]

of the centres of the general linear groups of the components $V_0 \oplus V_2$ and $V_1 \oplus V_3$. Therefore we have $\phi(\rho_{ij}) = \phi(\rho_{ij})^{\phi(\Delta)} = \phi(\lambda_{ij})$ for each $i \neq j$, and so $\phi$ factors as

\[
\begin{array}{ccc}
\Out(F_3) & \xrightarrow{\phi} & \GL(V) \\
\downarrow & & \downarrow \\
\Out(F_3)/\langle \{\rho_{ij} \lambda_{ij}^{-1} \mid i \neq j\} \rangle & \xrightarrow{\cong} & \GL_3(\mathbb{Z}).
\end{array}
\]

This finishes the proof.

\end{proof}

Observe an immediate consequence of the above.

\begin{lemma}
Suppose $V$ is a $\mathbb{K}$-linear representation of $\Out(F_3)$ of dimension at most 5, where the characteristic of $\mathbb{K}$ is not 2 or 3. Then the representation factors through the natural projection $\pi : \Out(F_3) \rightarrow \GL_3(\mathbb{Z})$.

\end{lemma}

\begin{proof}
Using the notation of Definition 3.3, we have $V = V_0 \oplus V_1 \oplus V_2 \oplus V_3$ as a vector space. Suppose first that $V_1 \oplus V_2$ is trivial. Then Lemma 3.6 tells us that $V = V_0 \oplus V_3$ as an $\Out(F_3)$-module.

Supposing that $V_1 \oplus V_2 \neq \{0\}$ allows us to use Proposition 3.15 and conclude that each $V_i$ is $\Out(F_3)$-invariant. We can now use Lemma 3.16 and finish the proof.

\end{proof}
Before proceeding further we need to recall a standard fact of representations theory.

**Proposition 3.18.** Let $A$ be the kernel of the map $\text{SL}_3(\mathbb{Z}) \to \text{SL}_3(\mathbb{Z}_2)$ induced by the surjection $\mathbb{Z} \to \mathbb{Z}_2$. Let $V$ be the standard, 3-dimensional $K$-linear representation of $\text{GL}_3(\mathbb{Z})$. Suppose further that $K$ is a field of characteristic 0 or at least 3. Then $U = \text{Sym}^2(V^*)$, the second symmetric power of the dual module of $V$, is irreducible as an $A$-module.

**Proof.** Let $U \leq V$ be an irreducible $A$-submodule of $V$, and let $\{v_1, v_2, v_3\}$ be the standard basis of $V$. Suppose $v \in U \setminus \{0\}$. Then

$$v = \sum_{i<j} \mu_{ij} v_i \otimes v_j$$

for some collection of scalars $\mu_{ij}$.

We are going to abuse notation by using the symbols $\epsilon_i$ and $\rho_{ij}$ to denote the images of respective elements under $\pi : \text{Out}(F_3) \to \text{GL}_3(\mathbb{Z})$. Note that $\epsilon_i \epsilon_j \epsilon_j \epsilon_i \in A$ and $\rho^2_{ij} \in A$ for each appropriate $i \neq j$.

Hence, if $\mu_{ij} \neq 0$ for some $i \neq j$, then $v_i \otimes v_j \in U$.

Furthermore

$$\rho^2_{13}(v_1 \otimes v_3) - v_1 \otimes v_3 = -2 v_1 \otimes v_1$$

and

$$\rho^2_{23}(v_1 \otimes v_3) - v_1 \otimes v_3 = -2 v_1 \otimes v_2,$$

and therefore if $\mu_{ij} \neq 0$ for some $i \neq j$, then $U = V$.

Suppose that

$$v = \sum_i \mu_i v_i \otimes v_i.$$

Without loss of generality let us assume that $\mu_{11} \neq 0$. Then

$$\rho^2_{21}(v) - v = -\mu_{11} (2v_1 \otimes v_2 - 4v_2 \otimes v_2) = v' \in U.$$

We can now apply our argument to $v'$ and conclude that $U = V$. \qed

We are now ready for the main result of this section.

**Theorem 3.19.** Suppose $V$ is a $K$-linear representation of $\text{Out}(F_3)$ of dimension at most 6, where the characteristic of $K$ is not 2 or 3. Then the representation factors through the natural projection $\pi : \text{Out}(F_3) \to \text{GL}_3(\mathbb{Z})$.

**Proof.** Let $\phi : \text{Out}(F_3) \to \text{GL}(V)$ be our representation. Using the notation of Definition 3.3, we have $V = V_0 \oplus V_1 \oplus V_2 \oplus V_3$ as a vector space. We need to consider a number of cases.

Suppose first that $V_1 \oplus V_2$ is trivial. Then Lemma 3.6 tells us that $V = V_0 \oplus V_3$ as an $\text{Out}(F_3)$-module. Suppose now that $V_0 \oplus V_3$ is trivial. Lemma 3.14 tells
us that $V = V_1 \oplus V_2$ as an $\Out(F_3)$-module. In both situations we can apply Lemma 3.16.

We are left with the most general case: suppose that $\dim V_1 \oplus V_2 = 3$. We are going to assume that in fact $V_2 = \{0\}$, the other case being analogous. Applying Lemma 3.13 gives us two $\Out(F_3)$-representations $r : \Out(F_3) \to V/(V_1 \oplus V_3)$ and $s : \Out(F_3) \to V/V_0$, where at least one of them occurs as a submodule of $V$. Also, $r$ and $s$ factor through $\pi$ by Lemma 3.16. If any of these representations has dimension 0, then we are done. In what follows we shall suppose that the dimension of both $r$ and $s$ is non-zero, and thus that $V$ is reducible as an $\Out(F_3)$-module. We can choose a basis for $V$ so that the matrices in $\phi(\Out(F_3))$ are all in a block-upper-triangular form, with diagonal blocks corresponding to representations $r$ and $s$.

Let $\overline{T}_3 = \ker \pi$ be the Torelli subgroup. Our aim is to show that $\overline{T}_3$ lies in the kernel of $\phi$.

Elements in $\overline{T}_3$ map to matrices with identities on the diagonal, and all non-zero entries located in the block in the top-right corner. Hence $\overline{T}_3$ maps to an abelian group isomorphic to $K^m$, where $m \in \{5, 8, 9\}$ depends on the dimension of $r$.

Note that all products $\epsilon_i \epsilon_j$ lie in the kernel of $r$, and hence so do all elements

$$\rho_{kj}^2 = (\rho_{kj} \rho_{kj}^{-1})^{-1},$$

where we took $k \neq i$. The work of Mennicke [14] now shows that in fact $r$ factors through a finite group: when restricted to $\SOut(F_3) = \pi^{-1}(\SL_3(\mathbb{Z}))$, it factors through

$$\SOut(F_3) \to \SL_3(\mathbb{Z}) \to \SL_2(\mathbb{Z}).$$

Let $A$ denote the kernel of this map. Note that $\overline{T}_3 \triangleleft A$.

We have shown above that $r|_A$ is trivial, and so $A$ maps to the identity matrix in the block corresponding to $r$. Note that $\phi(A)$ acts by conjugation on the abelian group of matrices with identity blocks on the diagonal, and a trivial block in the bottom-left corner. As remarked above, this group is isomorphic to $K^m$. Each row or column (depending on which diagonal block corresponds to $r$) in the top-right corner corresponds to an $A$-submodule, and so the group $K^m$ splits as an $A$-module into

$$K^5, 2.K^1, 3.K^3, 4.K^2 \text{ or } 5.K,$$

depending on the dimension of $r$, where the multiplicative notation indicates the number of direct summands.

Let $T = \overline{T}_3/[\overline{T}_3, \overline{T}_3]$ denote the abelianisation of the Torelli group seen as an $\Out(F_3)/\overline{T}_3 = \GL_3(\mathbb{Z})$-module, where the action is the one induced by the conjugation action $\Out(F_3) \cap \overline{T}_3$. The structure of this module is known (see Kawazumi [10]) – it is the second symmetric power of the dual of the standard $\GL_3(\mathbb{Z})$-module. After tensoring $T$ with $K$, we can apply Proposition 3.18 and conclude that $T \otimes K$ is an irreducible $A$-module of dimension 6. By Schur’s Lemma, if we have an $A$-equivariant quotient of $T$, it is either isomorphic to $T$ or equal to $\{0\}$.

Now consider the action of $\phi(A)$ on $\phi(\overline{T}_3) \otimes K$ by conjugation. It is at the same time an equivariant quotient of an irreducible 6-dimensional module and a submodule of

$$K^5, 2.K^1, 3.K^3, 4.K^2 \text{ or } 5.K.$$
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This implies that the image of $IA$ under $\phi$ is trivial. This finishes the proof. □

4 Small graphs with transitive automorphism groups

In this section we will establish some lemmata concerning graphs of rank at most 5 with groups $W_3$ and $G_3$ acting on them.

**Definition 4.1 (Admissible graphs).** Let $X$ be a connected graph with no vertices of valence 2, and suppose we have a group $G$ acting on it. We say that $X$ is $G$-admissible if and only if there is no $G$-invariant non-trivial (i.e. with at least one edge) forest in $X$. We also say that $X$ is admissible if and only if it is $\text{Aut}(X)$-admissible.

The following theorem is due to Marc Culler [7], Dmitri Khramtsov [12] and Bruno Zimmermann [16] (each independently).

**Theorem 4.2 (Culler [7]; Khramtsov [12]; Zimmermann [16]).** Suppose

$$G \hookrightarrow \text{Out}(F_m)$$

is an embedding of a finite group $G$. Then there exists a finite $G$-admissible graph $X$ of rank $m$ (with a fixed isomorphism $\pi_1X \cong F_m$), so that the composition

$$G \rightarrow \text{Aut}(X) \rightarrow \text{Out}(F_m)$$

is the given embedding.

Since we will be dealing with homology of finite graphs quite frequently in this section, let us observe the following.

**Lemma 4.3.** Let $X$ be a finite, oriented graph. Recall that Definition 2.7 gives us two maps $i, \tau : E(X) \rightarrow V(X)$. We have the following identification

$$H_1(X, \mathbb{C}) \cong \left\{ f : E(X) \rightarrow \mathbb{C} \mid \forall v \in V(X) : \sum_{i(e)=v} f(e) = \sum_{\tau(e)=v} f(e) \right\}.$$  

We will often refer to each such function $f$ as a choice of weights of edges in $X$.

Before proceeding any further, we need to introduce a concept of collapsing maps of graphs.

**Definition 4.4 (Collapsing map).** Let $\pi : X \rightarrow X'$ be a surjective morphism of graphs $X$ and $X'$. We say that $\pi$ is a collapsing map if and only if the preimages of points in $X'$ under $\pi$ are path-connected.

**Remark 4.5.** Let us observe three facts:

1. for a given graph $X$, giving a subset of $E(X)$ which will be collapsed specifies a collapsing map $\pi$;

2. any collapsing map $\pi : X \rightarrow X'$ induces a surjective map on homology by pushing forward weights of edges which it does not collapse. We will often abuse notation and refer to this induced map as $\pi$.
3. if \( \pi : X \to X' \) is a \( G \)-equivariant collapsing map (where \( G \) is a group acting on \( X \) and \( X' \)), then the induced map on homology is also \( G \)-equivariant.

It is now time to focus on the main area of our interest here.

**Definition 4.6.** Let \( G \) be a group acting on a graph \( X \), and let \( e \) be an edge of \( X \). We define \( X_e \) to be the graph obtained from \( X \) by collapsing all edges not contained in the \( G \)-orbit of \( e \).

Note that the action of \( G \) on such an \( X_e \) is edge-transitive.

**Lemma 4.7.** Suppose \( X \) is a \( G \)-admissible graph of rank at most 5, where \( G \) is a group, and \( e \) is any edge of \( X \). Then \( X_e \) has no vertices of valence 1 or greater than 10 and satisfies

\[
8 \geq 2v_2 + v_3 + 2v_4 + 3v_5 + 4v_6 + 5v_7 + 6v_8 + 7v_9 + 8v_{10}, \quad (*)
\]

where \( v_i \) is the number of vertices of valence \( i \) in \( X_e \).

**Proof.** First note that there are no vertices of valence 1 in \( X_e \), since they could only occur if there were separating edges in \( X \). But \( X \) is admissible, and so there are no such edges.

A simple Euler characteristic count yields

\[
2(\text{rank}(X_e) - 1) \geq \sum_{i=3}^{\infty} (i - 2)v_i,
\]

and hence in particular \( v_i = 0 \) for all \( i > 10 \), as \( X_e \) has rank at most 5.

Since \( X \) is admissible, each vertex of \( X_e \) of valence two comes from collapsing a subgraph of \( X \) which is not a tree, hence

\[
\text{rank}(X_e) \leq 5 - v_2
\]

and the result follows.

We will now consider graphs satisfying \( \square \) with a transitive action of \( W_3 \cong G_3 \) yielding particular representations on the \( \mathbb{C} \)-homology of the graph.

**Proposition 4.8.** Let \( X \) be a graph of rank 5 on which \( G \in \{W_3, G_3\} \) acts so that the representation of \( G \) on \( V = H_1(X, \mathbb{C}) \) induced by the action decomposes as \( V = V_0 \oplus V_1 \oplus V_2 \oplus V_3 \), where

- if \( G = W_3 \) then the decomposition is the one described in Definition \( \mathbb{D} \) and, as \( S_3 \)-modules, \( V_1 \) is a permutation, \( V_2 \) signed permutation, \( V_0 \) a sum of trivial and \( V_3 \) a sum of determinant representations;

- if \( G = G_3 \) then \( \Delta \) acts as identity on \( V_0 \oplus V_2 \) and as minus the identity on \( V_1 \oplus V_3 \), and as \( S_4 \)-modules, \( V_1 \) is a standard, \( V_2 \) signed standard, \( V_0 \) a sum of trivial and \( V_3 \) a sum of determinant representations.

Then, there is a subgraph \( Y \leq X \) isomorphic to a 3-rose, on which \( G \) acts in such a way that, as an \( S_3 \)-module (where \( S_3 < W_3 \cap G_3 \)), \( H_1(Y, \mathbb{C}) \) contains the standard representation.
Proof. Let \( v \in V \) be a vector belonging to a standard representation of \( S_3 < G \). It is represented by a choice of weights on edges of \( X \). Let \( e \) be an edge with a non-zero weight. Then the image of \( v \) in \( H_1(X_e, \mathbb{C}) \) is non-trivial, and hence Schur’s Lemma informs us that \( H_1(X_e, \mathbb{C}) \) contains a standard \( S_3 \)-module. Let \( Z = X_e \). Lemma 4.7 tells us that \( Z \) satisfies (\( \ast \)). Also, since \( G \) acts transitively on edges of \( Z \), there are at most two vertex-orbits of this action, and hence in particular at most two values \( v_i \) can be non-zero. Let us list all possible values of \( v_i \), noting that \( iv_i = jv_j \) if there are vertices of valence \( i \) and \( j \) in \( Z \), and that \( v_i \) must be even if \( i \) is odd and there are only vertices of valence \( i \) in \( Z \). All possible cases are summarised in Figure 4.1.

Now, in order to have a standard representation of \( S_3 \), we need at least 3 edges in \( Z \), and the rank of \( Z \) has to be at least 2. We can therefore immediately rule out cases (1), (3), (5), (6) and (15). Also, since the action of \( G \) on the edges of \( Z \) is transitive, their number has to divide \( |G| = 48 \). Hence we can additionally rule out cases (8), (16) and (20). We are left with the cases listed in Figure 4.2.

We will need to deal with these cases one by one:

Case (2): Here we have three vertices of valence two, on which \( S_3 \) has to act transitively. Each of these comes from collapsing a graph of non-zero rank in \( X \), hence the sum of homologies of these graphs contains another standard representation of \( S_3 \). This contradicts our assumptions.

Case (4): Here \( Z \) is a subdivided 2-rose, so we cannot get a standard representation of \( S_3 \) on the homology of this graph.

Case (7): There are four graphs with an edge-transitive group action with at most 8 vertices each of valence 3, namely a 3-cage, the 1-skeleton of a tetrahedron, the complete bipartite graph \( K(3,3) \), and the 1-skeleton of a cube.

### Figure 4.1: Case table

| Case number | \( v_2 \) | \( v_3 \) | \( v_4 \) | \( v_5 \) | \( v_6 \) | \( v_7 \) | \( v_8 \) | \( v_{10} \) | edges | rank |
|-------------|---------|---------|---------|---------|---------|---------|---------|---------|-------|------|
| (1)         | 4       |         |         |         |         |         |         |         | 4     | 1    |
| (2)         | 3 2     |         |         |         |         |         |         |         | 6 2   |      |
| (3)         | 3       |         |         |         |         |         |         |         | 3 1   |      |
| (4)         | 2 1     |         |         |         |         |         |         |         | 4 2   |      |
| (5)         | 2       |         |         |         |         |         |         |         | 2 1   |      |
| (6)         | 1       |         |         |         |         |         |         |         | 1 1   |      |
| (7)         |         | 8       |         |         |         |         |         |         | 12 5  |      |
| (8)         |         | 6       |         |         |         |         |         |         | 9 4   |      |
| (9)         |         | 4       |         |         |         |         |         |         | 6 3   |      |
| (10)        | 2 1     |         |         |         |         |         |         |         | 6 4   |      |
| (11)        | 2       |         |         |         |         |         |         |         | 3 2   |      |
| (12)        |         | 4       |         |         |         |         |         |         | 8 5   |      |
| (13)        |         | 3       |         |         |         |         |         |         | 6 4   |      |
| (14)        |         | 2       |         |         |         |         |         |         | 4 3   |      |
| (15)        |         | 1       |         |         |         |         |         |         | 2 2   |      |
| (16)        |         |         | 2       |         |         |         |         |         | 5 4   |      |
| (17)        |         |         | 2       |         |         |         |         |         | 6 5   |      |
| (18)        |         |         | 1       |         |         |         |         |         | 3 3   |      |
| (19)        |         |         |         | 1       |         |         |         |         | 4 4   |      |
| (20)        |         |         |         |         | 1       |         |         |         | 5 5   |      |
Clearly, only the last one has the required number of vertices. An $S_3$-action yielding a standard representation has to be the one given by fixing two vertices and permuting 3 edges incident at one of them in a natural way. This however yields two copies of the standard representation when acting on homology, which contradicts our assumptions.

**Case (9):** In this case we are dealing with an edge-transitive $G$-action on 1-skeleton of a tetrahedron. Such an action has to also be vertex-transitive, but $S_3$ cannot act transitively on 4 points.

**Case (10):** In this case $Z$ is obtained by taking a wedge of two 3-cage graphs, $C_1$ and $C_2$, say. Since the action of $G$ is edge-transitive, for any edge $e$ in $Z$ we have

$$|\text{Stab}_G(e)| = 8$$

and hence each 3-cycle acts freely. Since a 3-cycle cannot swap $C_1$ and $C_2$, it must act in the natural way on edges of both. Hence there have to be two copies of the standard representation of $S_3$ in $H_1(Z, \mathbb{C})$, which is not the case.

**Case (11):** In this case $Z$ is a 3-cage. If $G = G_3$, then $S_4 < G_3$ cannot act on $Z$ yielding the desired standard or signed standard representation. Suppose now that $G = W_3$. If $\epsilon_1$ preserves exactly one edge, then so do $\epsilon_2$ and $\epsilon_3$; these edges are distinct, as otherwise we would have some $\epsilon_i$ and $\epsilon_j$ acting in the same way where $i \neq j$, and so $H_1(Z, \mathbb{C}) \leq V_0 \oplus V_3$, where $S_3$ cannot have a standard representation. Since the edges are distinct, $\epsilon_1$ and $\epsilon_2$ cannot commute. This shows that each $\epsilon_i$ preserves all edges of $Z$, and hence $H_1(Z, \mathbb{C}) \leq V_0 \oplus V_3$, which is a contradiction.

**Case (12):** The graph $Z$ is a bipartite graph with 4 vertices and exactly zero or two edges connecting each pair of vertices. Hence $Z$ admits a $G$-equivariant quotient map to a square (i.e. a single cycle made of 4 edges) which is a 2-to-1 map on edges. Each 3-cycle acts trivially on the square; moreover it cannot act non-trivially on the preimages of edges of the square. We conclude that each 3-cycle acts trivially, which is a contradiction.

**Case (13):** We easily check that the graph $Z$ consists of three vertices, each of which has exactly two edges connecting it to each of the other two. Since the 3-cycle in $S_3$ acts non-trivially, it has to act transitively on vertices, and so either each vertex in $Z$ comes from collapsing a subgraph which was not a tree.
in X, or none of them does. Neither of these two cases is possible, since the rank of X is 5.

**Case (14):** In this case Z is a 4-cage. Each edge in Z has a corresponding edge in X, and the fact that X is G-admissible implies that these edges do not form a forest. Hence they can form either a single simple loop, a pair of simple loops, or a 4-cage in X. The first two cases are impossible, since they would yield a trivial action of the 3-cycle of S_3 on Z. Hence X contains Z as a subgraph.

Our assumption on the representations of G tells us that either ∆ or each transposition in S_3 has to flip Z, and so X is a 4-cage with a loop of length one attached to each vertex. Let a and b be two vectors in H_1(X, C), each given by putting a weight 1 on exactly one of the loops.

If ∆ flips the graph, then a+b and a−b span two one-dimensional eigenspaces of ∆, one with eigenvalue +1, and one with eigenvalue −1. Hence transpositions in S_3 have to map one of these vectors to itself, and the other to minus itself; this is only possible if they flip the graph, which contradicts our assumptions. A similar argument works if the transpositions in S_3 flip X.

**Case (17):** In this case Z = X is a 6-cage. As before we have |Stab_G(e)| = 8 for any edge e in Z. Hence each 3-cycle in S_3 acts freely and so we have two copies of the standard S_3-representation, which is a contradiction.

**Case (18):** In this case Z is a 3-rose. If Z is actually a subgraph of X, then we are done. Suppose it is not. As Z only has one vertex, there is a connected subgraph X’ of X that we collapsed when constructing Z. Since X’ is of rank 2, after erasing vertices of valence 2 (in X’), we are left with two cases: a 2-rose or a 3-cage. Since Z is not a subgraph of X, and the preimages of edges of Z in X cannot form a forest, they either form a simple loop (of length three), or a disjoint union of three loops (each of length one). In any event, we have three vertices on which the 3-cycle in S_3 acts transitively. Hence X’ has to be a 3-cage, with the three vertices lying on the three edges of the cage. But then we get two standard representations of S_3 inside the homology of X, which is a contradiction.

**Case (19):** In this case Z is a 4-rose. The 3-cycle in S_3 acts by permuting three petals, and fixing one; let us call this fixed edge f. We easily check that f is preserved setwise by S_3, and hence also by ∆, since ∆ commutes with S_3.

If G = W_3 then the one-dimensional subspace in H_1(Z, C) spanned by a vector corresponding to f is contained either in V_0 or in V_3, and hence f has to be preserved by all elements in G. This contradicts transitivity of the action of G on Z.

Suppose G = G_3. Note that there is only one way (up to isomorphism) in which S_4 can act on a set of four elements transitively. Therefore, as ∆ commutes with S_4, ∆ acts as plus or minus the identity on H_1(Z, C). Now H_1(Z, C) as an S_4-representation is a sum of standard and trivial or signed standard and determinant representations. In particular, our hypothesis tells us that ∆ cannot act as either plus or minus the identity. This is a contradiction.

**Lemma 4.9.** Suppose \( \phi : \text{Out}(F_3) \to \text{Out}(F_5) \) is a homomorphism. Let

\[
\varphi : \text{Out}(F_5) \to \text{GL}(V) \cong \text{GL}_5(\mathbb{C})
\]
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be the natural map, where \( V = H_1(F_5, \mathbb{C}) \). Note that \( \psi \circ \phi \) gives a representation of \( \text{Out}(F_3) \) on \( V \). If, as a \( W_3 \)-module, \( V \) splits as \( V_0 \oplus V_3 \) (with the notation of Definition 3.3) then the image of \( \phi \) is finite.

**Proof.** The fact that \( V = V_0 \oplus V_3 \) as a \( W_3 \)-module implies that \( \psi \circ \phi(\epsilon_i \Delta) = 1 \) for each \( i \). Now a result of Baumslag–Taylor [2] tells us that the kernel of \( \psi \) is torsion-free, and so \( \phi(\epsilon_i \Delta) = 1 \). But this means that we have the following commutative diagram:

\[
\begin{array}{ccc}
\text{Out}(F_3) & \overset{\phi}{\longrightarrow} & \text{Out}(F_5) \\
\downarrow \quad & \quad & \downarrow \phi' \\
\text{Out}(F_5)/\langle \{ho_{ij} = \lambda_{ij} : i \neq j\} \rangle & \cong & \text{GL}_3(\mathbb{Z})
\end{array}
\]

This allows us to use a result of Bridson and Farb [4], who have shown that such a \( \phi' \) necessarily has finite image. Therefore the image of \( \phi \) is finite. \( \square \)

**Theorem 4.10.** Suppose \( \phi : \text{Out}(F_3) \rightarrow \text{Out}(F_5) \) is a homomorphism. Then the image of \( \phi \) is finite.

**Proof.** Consider the natural map \( \psi : \text{Out}(F_5) \rightarrow \text{GL}_5(\mathbb{C}) \cong \text{GL}(V) \) as above. Again as above, the composition \( \eta = \phi \circ \psi \) gives us a 5-dimensional complex linear representation \( \eta : \text{Out}(F_3) \rightarrow \text{GL}_5(\mathbb{C}) \).

Suppose first that, with the notation of Definition 3.3 \( V \) satisfies

\[
V = V_0 \oplus V_3.
\]

Then Lemma 4.10 yields the result.

Now suppose that \( V = V_0 \oplus V_1 \oplus V_2 \oplus V_3 \) where \( V_1 \oplus V_2 \neq \{0\} \). We apply Proposition 3.15 to \( \eta \).

We will now apply Theorem 4.2 to two finite subgroups of \( \text{Out}(F_5) \), namely \( \phi(G_3) \) and \( \phi(W_3) \), to obtain two graphs \( X \) and \( Y \) respectively, on which the groups \( G_3 \) and \( W_3 \) act. Note that \( H_1(X, \mathbb{C}) \cong H_1(Y, \mathbb{C}) \cong V \), and the representations of \( G_3 \) and \( W_3 \) induced by the actions of the groups on homology of the respective graphs are isomorphic to the ones given by restricting \( \eta \). Hence the conclusions of Proposition 3.15 apply to these representations, and so we can apply Proposition 4.8 to the actions \( G_3 \rtimes X \) and \( W_3 \rtimes Y \).

We conclude that both \( X \) and \( Y \) have a subgraph, preserved by the action of the respective group, isomorphic to a 3-rose. We also know that we can label the petals as \( e_1, e_2, e_3 \), so that \( S_3 \) acts on this rose by permuting petals in the natural way, with the transpositions potentially also flipping all petals.

Knowing that \( V_1 \oplus V_2 \neq \{0\} \) implies that in the \( W_3 \) case, either each \( e_i \) flips \( e_i \) and leaves the other petals fixed, or each \( e_i \) fixes \( e_i \) and flips the other petals. In the \( G_3 \) case, we see that there is only one way in which \( S_3 \) can act on the 3-rose inducing a standard or a signed standard representation. Each \( \sigma_i \) has to interchange the two petals with labels different than \( e_i \) and preserve the third one; additionally, it either flips \( e_i \) and keeps some orientation of the other two fixed, or it flips the other two and fixes \( e_i \). These two cases depend on the action of \( \sigma_{ij} \) for \( i, j \leq 3 \).

In any case, we have

\[
\phi(\sigma_{14}) = \phi(\sigma_{23}e_2e_3)
\]
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and so

\[ \phi(\lambda_{21}) = \phi(\lambda_{21}^{-1}) = \phi(\Delta_{22}) = \phi(\rho_{31}). \]

Therefore

\[ 1 = \phi([\rho_{21}^{-1}, \lambda_{21}^{-1}]) = \phi([\rho_{21}^{-1}, \rho_{31}^{-1}]) = \phi(\rho_{21})^{-1}. \]

It follows that all Nielsen moves (which generate an index 2 subgroup of Out(F_3)) lie in the kernel of \( \phi \), and so the image of \( \phi \) is of size at most 2, determined by \( \phi(c_1) \).
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