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Abstract: The effect of vegetation in hydraulic computations can be significant. This effect is important for flood computations. Today, the necessary terrain information for flood computations is obtained by airborne laser scanning techniques. The quality and density of the airborne laser scanning information allows for more extensive use of these data in flow computations. In this paper, known methods are improved and combined into a new simple and objective procedure to estimate the hydraulic resistance of vegetation on the flow in the field. State-of-the-art airborne laser scanner information is explored to estimate the vegetation density. The laser scanning information provides the base for the calculation of the vegetation density parameter \( \omega_p \) using the Beer–Lambert law. In a second step, the vegetation density is employed in a flow model to appropriately account for vegetation resistance. The use of this vegetation parameter is superior to the common method of accounting for the vegetation resistance in the bed resistance parameter for bed roughness. The proposed procedure utilizes newly available information and is demonstrated in an example. The obtained values fit very well with the values obtained in the literature. Moreover, the obtained information is very detailed. In the results, the effect of vegetation is estimated objectively without the assignment of typical values. Moreover, a more structured flow field is computed with the flood around denser vegetation, such as groups of bushes. A further thorough study based on observed flow resistance is needed.
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1. Introduction

Discharge in watercourses is extremely retarded by vegetation. The flow resistance increases significantly in cases of scarce vegetation with just a few branches per square meter. Dense vegetation drastically reduces the discharge in watercourses.

In most engineering applications, the effect of the vegetation is accounted for by modifying the bed resistance factor, such as the Manning–Strickler coefficient \( k_s \). Despite the strong effect on the discharge, there is not much information available to perform this. The most often used sources of information are maps of land use, aerial photography and perpetration by engineers with experience in this type of model. Guidelines for finding the coefficients are of the type given by Arcement and Schneider [1].

At present, inundation maps are calculated repeatedly using two-dimensional flow models. The guidelines for the determination of the resistance coefficients refer to the maps of land use. In Germany, these maps are available as ATKIS data from governmental agencies. The land use types are converted to values of the bed friction coefficient. This procedure is, however, not very specific, and does not account for the actual vegetation.

Some proposals of using airborne laser scanner data to define vegetation resistance can be found in the literature [2–6]. The method of Järvellä [2] is based on sound hydraulic principles and investigates the resistance of non-submerged vegetation. However, the method needs plant structure parameters, such as diameter, branching and length ratios of the plant parts, as a starting point for the calculation. The values should be taken from the
Flow resistance induced by obstacles in turbulent flows is governed by Newton’s law:

\[
\tau = \frac{1}{2} c_D \rho_f \omega_f h |\mathbf{v}| |\mathbf{v}|
\]

where \( A_f \) is the area of the projection of the vegetation parts on a plane normal to the average flow direction, \( c_D \)—the drag coefficient, \( \rho_f \)—the density of the fluid, \( |\mathbf{v}| \)—the undisturbed flow velocity vector and \( h \)—the water depth. Vegetation is often idealized in laboratory flumes by cylinders standing vertically in the flow. The projected area \( A_f \) of the cylinders is the sum of the vertical cross-sections \( A_i \) of all individual cylinders, \( A_f = \sum A_i \), from the flume floor to the water level. The hydraulic resistance is measured precisely in the laboratory through the water level gradient. In numerous experiments [7–9] with different
densities of cylindrical obstacles and different Froude and Reynolds numbers, Equation (1) is well established.

For the drag coefficient \( c_D \), a constant value of 1.2 is used in this study, even though more accurate values are known from the literature [7–11]. The drag coefficient \( c_D \) is a function of the Reynolds number in general. The range of Reynolds numbers that is important for flow computations is well within the Newton range of the resistance curve, where the \( c_D \) value is almost constant. Laboratory values for different densities, arrangements, Reynolds numbers and Froude numbers are reported in [7], and range between 0.93 and 2.0 with an average value of 1.36. The \( c_D \) value of groups of cylinders was investigated thoroughly in the laboratory in [8]. Methodology for the estimation is given in [7]. However, the practical application of these findings is limited due to limited knowledge of the actual distribution patterns of the obstacles in the field. In this paper, a constant value is considered sufficiently accurate [12].

The computation of flow velocities is based on the momentum conservation equations. The force defined by Equation (1) can be added to the momentum equations after dividing it by the volume \( V \), and within that the vegetation cross-section \( A_f \) is determined:

\[
\frac{\partial \vec{v}}{\partial t} + \frac{\partial}{\partial x}(u \vec{v}) + \frac{\partial}{\partial y}(v \vec{v}) + \frac{1}{\rho_0} \text{grad}(p) = -\frac{1}{2} c_D \frac{A_f}{V} |\vec{v}| \cdot |\vec{v}|
\]  
(2)

In the vertically integrated two-dimensional shallow water flow models, the momentum equation for the specific discharge vector \( q_h \) with the unit m²/s contains additionally the bed friction term:

\[
\frac{\partial \vec{q_h}}{\partial t} + \frac{\partial}{\partial x}(u \vec{q_h}) + \frac{\partial}{\partial y}(v \vec{q_h}) + g \cdot h \cdot \text{grad}(\zeta) = -\frac{g h}{2St} |\vec{v}_h| \cdot |\vec{v}_h| - \frac{1}{2} c_D \frac{A_f}{V} |\vec{v}_h| \cdot |\vec{v}_h|
\]  
(3)

In this equation, the water level elevation above reference level is denoted by \( \zeta \). Adding the depth of the bottom below the reference level to \( \zeta \), we obtain the water depth \( h \). In both Equations (2) and (3), and, moreover, in general volume-integrated hydraulic computations, this relation of the cross-section of the vegetation \( A_f \) with the volume it occupies \( V \) is the relation relevant for the computation. The relation is given the symbol \( \omega_p \) and has been named the vegetation density by Arcement and Schneider [1] and Petryk and Bosmajan [13] and the “specific vegetation projected cross-section” by Schröder [7]. In the two-dimensional case (Equation (3)) the volume of water above ground area \( A_g \) can be computed with the water depth \( h \):

\[
\omega_p = \frac{A_f}{V} = \frac{A_f}{h \cdot A_g}
\]  
(4)

It is important to note that the parameter \( \omega_p \) is purely geometric. Therefore it is possible to determine this parameter in the field. This geometric vegetation parameter has the unit m⁻¹ and may take values ranging from 0 to infinity.

Many flow models account for the vegetation resistance by increasing the bed resistance factor. In this case, the vegetation resistance is added to the Darcy–Weisbach surface friction coefficient of the bed after conversion by Equation (5). The Darcy–Weisbach friction coefficient can be calculated.

\[
\lambda = 4 \cdot c_D \cdot \omega_p \cdot h
\]  
(5)

The Manning–Strickler coefficient, which is the inverse of Manning’s coefficient, can be computed from the total Darcy–Weisbach friction factor by the formula:

\[
k_{St} = \sqrt{\frac{8 \cdot g}{\lambda \cdot h^{1/3}}}
\]  
(6)
In Table 1, the possible range of coefficients is exemplified for two different flow depths for the average slope of the example given in Section 4. Clearly, the conversion of the bed-related resistance coefficients depends on the flow depth. In the flow models, the Manning–Strickler coefficient is not recalculated for different local flow depths. Therefore, the assumption about the flow depth inherited in the resistance coefficients remains during computations with flow models that are based on Manning–Strickler coefficients. The effect on the coefficients is given in Table 1. To evaluate the effect of a falsely assumed flow depth on the finally computed flow depth, we keep the slope and the discharge constant and consider the case of normal flow without side wall and bed friction. In this case, for a given vegetation density \( \omega_p \), the Darcy–Weisbach resistance coefficient increases linearly with flow depth \( h \). At the same time, the gravity force in the momentum balance increases linearly with \( h \). The flow velocity is therefore independent from the flow depth for a constant vegetation parameter \( \omega_p \). If, however, the Darcy–Weisbach resistance coefficient is kept constant, the flow velocity increases with flow depth raised to the power 1/2. If the Manning–Strickler coefficient is kept constant, the flow velocity increases with the flow depth raised to the power 1/3. It becomes clear that the computational flow models need to use the depth-independent approach using the parameter \( \omega_p \). In [14], the authors investigate the influence of depth-varying vegetation and resistance parameters.

Table 1. Value ranges of the vegetation parameter when recomputed to skin friction parameters for two different flow depths.

| \( \omega_p \) [m\(^{-1}\)] | \( \lambda \) [-] | \( k_{St} \) \([\text{m}^{1/3}\text{s}]\) | Flow velocity [m/s] for slope \( S = 1.5\% \) \( h = 1 \text{ m} \) | \( \lambda \) [-] | \( k_{St} \) \([\text{m}^{1/3}\text{s}]\) | Flow velocity [m/s] for slope \( S = 1.5\% \) \( h = 0.5 \text{ m} \) |
|---|---|---|---|---|---|---|
| 0.01 | 0.048 | 40.4 | 1.56 | 0.024 | 80.8 |
| 0.03 | 0.144 | 23.3 | 0.90 | 0.072 | 46.7 |
| 0.1 | 0.48 | 12.8 | 0.49 | 0.24 | 25.6 |
| 1 | 4.8 | 4.0 | 0.16 | 2.4 | 8.1 |

The twigs and leaves of plants are flexible [15–20]. Under the load of the flow, they tend to align to the streamlines. The vegetation area becomes smaller and the resistance diminishes. This effect depends strongly on the type and density of the vegetation. In [15,16], due to the flexibility of the vegetation, Newton’s law of resistance was modified. The plants bended with the flow, thus reducing the area withstanding the flow and thus reducing their resistance force. This results in a nearly linear relationship between flow velocity and resistance force in the laboratory for small flexible plants. New coefficients were introduced based on laboratory measurements of small plants bending in the flow:

\[
\lambda = 4 \cdot c_{dx} \cdot LAI \cdot \left( \frac{v_m}{v\_x} \right)^{\chi}
\]

where the \( LAI \) is the leaf area index given in Section 2.3, \( \chi \) is a species-specific coefficient [15], \( v_m \) is the mean velocity, \( v_x \) is the lowest velocity used in determining \( \chi \) and \( c_{dx} \) is a species-specific drag coefficient. In [16,20] the same effect was investigated.

Comparing Equations (5) and (7) reveals the general relation \( \omega_p = LAI / h \) for the geometric part of the vegetation. The velocity correction proposed in Equation (7) by [15] can thus be used with \( \omega_p \) as well.

2.2. Vegetation Parameter

For flood-routing computations, a systematic approach to estimating the flow resistance was defined in [1]. A direct and an indirect approach are given for the estimation of the area \( A_f \). However, both are very difficult to apply in the field and most importantly give only one value for a distinct location in the field [21,22]. For practical purposes, tabulated
values of increased bed friction are used in models today [10,11,23,24]. The modeler has to select a type of vegetation such as “moderate to dense bush” [3] or “light bush and trees in winter” [14,24] and assign this type of vegetation to a larger area of typically more than 100 m$^2$.

Laser scanner data has been used in forestry for a long time to quantify the volume of organic material and the leaf area in different forest stands, using various methods. Well accepted are the destructive method, which directly measures the leaf area, and the optical method of light penetration through the canopy and lidar systems. In the destructive method, every leaf of the sample branch is measured exactly in size for a complete sample branch or a complete tree.

Some practical methods exist to estimate the vegetation density. The Leaf Area Index (LAI) can be estimated by the proportion of sky that you see under the trees. This makes it very popular and sufficient data are available for different tree species. The exact definition of the LAI is the relation of the (one-sided) area of the leaves to the area of the ground. It should thus be the pure leaf area that is important for photosynthesis. It is accurately measured by the actual number and area of all leaves of a tree, explicitly excluding the stems, and related to the ground area the tree occupies. Values of the LAI range from 0.2 to 5 [15]. The leaf to stem area relation differs, depending on the type of plant. It ranges from 3 to 20 [15] for plants selected for laboratory experiments. In [25], the authors used the LAI to directly compute the resistance at different flow depths.

The LAI, however, describes the complete tree or bush from the ground level up to its top. The amount of material in a certain volume above the ground is described by the Leaf Area Density (LAD). The LAI is dimensionless, whereas the LAD is the area of the leaves divided by the sampled volume. The LAD has the unit m$^{-1}$. The ratio between the stem volume and the leaf area varies by tree type.

$$\text{LAD} = \frac{\text{LAI}}{h}$$

where $h$ is the height of the tree or plant.

Even though the above parameters are widely in use, other parameters are much better suited for the hydraulic resistance computation considered in Section 2.1. To exactly address the total vegetation surface, the Plant Area Index (PAI) was introduced by [26–28]. In contrast to the LAI, this parameter does not distinguish between the photosynthetic and non-photosynthetic surfaces of plants. The seasonal change of this index is significant, as shown by [27,29]. The ratio between summer and winter PAI amounts to about five for deciduous woodland. In [3], even further coefficients are discussed. Peduzzi et al. [30] use a Laser Penetration Index (LPI) to estimate the LAI.

2.3. Terrestrial Laser Scanning

Terrestrial laser scanners (TLS) are used for the estimation of leaf areas. The laser beam has a small (size 1 mm) diameter and remains small within the measuring distance. Despite the small diameter of the laser beam, these scanners are full-waveform scanners that detect several return pulses per laser pulse. The number of points obtained commonly lies in the several million and they are obtained within a few minutes of measurement. Thus, TLS seems to be the fastest and most reliable method.

Parker et al. [31] determined the size variation of the laser spot of a Riegl LD90-3100HS laser beam. It increases in height and diminishes in width with distance over the distance of 50 m. This scanner is a range-finder that returns the first pulse. The area of the spot increased from 12 to 26 cm$^2$ over the 50 m distance. The relative ranging error for cylindrical targets of diameters starting at 3 mm up to 2.5 cm showed that the scanner gave reliable distance information above 1 cm.

The small spot of the laser lets us anticipate that the complete surface of a plant is scanned and reproduced. This may be possible for larger-scale vegetation, such as trees. In the case of bushes, which are most important for hydraulic resistance, the size and number
of small shoots are still too large to be scanned completely. The small shoots of a bush are numerous and have a diameter of just a few millimeters. Three-dimensional reconstruction of the complete bush surface with triangulated surfaces is still not possible. Instead, a method based on surface point density is used. Using full-waveform laser scanners a cross-section of the reflecting surface is derived and a three-dimensional volume model filled with this information. Pure distance rangers offer the possibility to compute the density of points.

Hosoi et al. [32] described a voxel model for trees fed by final reflexion points per laser pulse of the TLS scanners. They worked in three steps: (1) remove leaves from trees to obtain the tissue with no photosynthesis, (2) compute contact frequency in each layer and (3) correct for the inclination of the leaf surface with respect to the laser beam direction. Tracing the laser rays, they interpreted the free voxels (value 0) that were passed and the filled voxels (value 1). The filled voxels of one millimeter size were interpreted as plant material and processed further with corrections for the projected area to obtain the real leaf area and thus the LAI and LAD.

It is important to note that the LAI is not the density of leaves, but the leaf area integrated over the complete height of the plant related to the ground area. More specifically, it is the area of the leaves only, and does not include the area of the stems and root. The definition of this parameter puts its use in resistance computations under question.

Jalonen et al. [33] used TLS data and selected typical vegetation areas. They investigated foliated vegetation (deciduous tree) with the TLS method with high data density. They interpreted only valid data pulses. Using the data they constructed 3D voxels that reproduced the solid vegetation surface. The finer the voxels, the larger the surface. The same triangulation method was applied in [15] when analyzing a small laboratory bush.

2.4. Airborne Laser Scanning

An airborne prototype LVIS (Laser Vegetation Imaging Sensor) that employs a digitizer sampling rate of 500 Msamples per second was described in [34]. This corresponds to a range sampling interval of 0.3 m.

The amount of information received from Airborne Laser Scanning (ALS) has much increased. The scanners were waveform scanners before but delivered only first and last pulse information. Today, intermediate information of the full waveform scanners is available from ALS over large areas. A comparison between ALS data and hemispherical canopy photography in [35] yielded an agreement of about 8%. The ALS point density was however only two points per square meter in [35]. Today, ten times more information is available that increase the accuracy significantly. Eight years later the authors in [36] showed the usefulness of these data. Straatsma et al. [3] use ALS and parameterize floodplain roughness. They also select certain areas with a typical vegetation type. Wessels et al. [37] show that even underwater topography can be measured by the laser technique down to a water depth of some meters.

Good agreement between.

ALS data were used in [38] to derive detailed voxel data with LAD values for the Ducke Forest Reserve (Brazil, Amazonas State, Rain Forest). They investigated the influence of the voxel size and the number of returns on the computed LAD values in a three-dimensional voxel space and compared it to common methods, such as LAI sensor and destruction of the canopy. They concluded that voxel sizes below 5 m and return numbers higher than 5 per square meter yield stable results for the investigated canopy, with an average LAI of 5.7.

3. Procedure to Process ALS Data

3.1. Processing of the Laser Scanner Data

Laser scanners transmit short laser pulses in well-defined directions and receive the energy of each laser pulse that returns from this direction. The very high time resolution of the receiver determines the spatial resolution of the laser scanner. For airborne laser
scanners, the time base of the detector is one nano-second. One nano-second corresponds to a travel distance of 0.3 m for the laser pulse. The laser pulse has a length that is even a bit longer.

The amount of energy returning to the scanner depends on the properties of the air and the objects hit by the ray. Most objects scatter the light in all directions so that only a small part of the original light energy returns to the scanner. For perfectly reflecting surfaces, such as the water surface, no light returns to the instrument at all for almost all angles of incidence. The energy returning is best described by the radar equation [39]:

\[ P_E = \frac{P_s \cdot D_E^2}{4\pi \cdot R^4} \cdot \eta_{sys} \cdot \eta_{ATM} \cdot \sigma \]  

(9)

The instrument parameters are \( P_s \), the transmitted laser optic power density (W/m²), \( D_E \), the diameter of the laser ray, and \( \beta \), the divergence of the laser ray with distance \( R \) to the backscatter point. The object property \( \sigma \) is the scattering cross-section that is the product of the real cross-section \( dA \).

\[ \sigma = 4 \cdot \rho \cdot dA \]  

(10)

where \( \rho \) is the reflectance of the object. The reflectance \( \rho \) varies between 0.01 for water and 0.9 for corn leaves or copper (values are taken from compilation in [40]). Tree leaves reflect the laser light with a reflectance of about 0.5 to 0.6, slightly depending on the type of tree. Grass and corn plants reflect better.

The parameter “intensity” is scanner specific and has a value between 0 and 65,536. The intensity of the last pulse is normally high. The ground is completely covered with reflecting objects, such as grass blades and earth. The leaves above reflect the laser lightlessly. The optical cross-section of those leaves may be underestimated.

The amount of energy returning to the scanner depends on the properties of the air and the objects hit by the ray. Most objects scatter the light in all directions so that only a small part of the original light energy returns to the scanner. For perfectly reflecting surfaces, such as the water surface, no light returns to the instrument at all for almost all angles of incidence. The energy returning is best described by the radar equation [39]:

\[ P_E = \frac{P_s \cdot D_E^2}{4\pi \cdot R^4} \cdot \eta_{sys} \cdot \eta_{ATM} \cdot \sigma \]  

(9)

The instrument parameters are \( P_s \), the transmitted laser optic power density (W/m²), \( D_E \), the diameter of the laser ray, and \( \beta \), the divergence of the laser ray with distance \( R \) to the backscatter point. The object property \( \sigma \) is the scattering cross-section that is the product of the real cross-section \( dA \).

\[ \sigma = 4 \cdot \rho \cdot dA \]  

(10)

where \( \rho \) is the reflectance of the object. The reflectance \( \rho \) varies between 0.01 for water and 0.9 for corn leaves or copper (values are taken from compilation in [40]). Tree leaves reflect the laser light with a reflectance of about 0.5 to 0.6, slightly depending on the type of tree. Grass and corn plants reflect better.

The parameter “intensity” is scanner specific and has a value between 0 and 65,536. The intensity of the last pulse is normally high. The ground is completely covered with reflecting objects, such as grass blades and earth. The leaves above reflect the laser lightlessly. The optical cross-section of those leaves may be underestimated.

The diameter of the laser ray varies from one device to the next. It diverges slightly with distance from the scanner. For airborne laser scanners, the diameter of the laser ray is of the order of 0.3 m. In this case, most vegetation objects are smaller than the laser ray. The light is scattered on its path according to the projected area of the scattering surface. The surface is to be treated as porous. This situation is sketched in Figure 2.

---

Figure 2. Sketch of a laser beam in grey hitting two sampling volumes (boxes) from the left side. The vegetation parts are drawn in green color. They are of smaller diameter than the beam.

The laser beam entering the sketched volume from the left side arrives directly from the laser scanner. It hits some vegetation parts as drawn. At these surfaces, the light is scattered and part of the light returns to the scanner in the direction to the left in the sketch. The light scattered back from the vegetation parts can freely return to the scanner device without hitting any other object. Behind the vegetation parts—to the right in the sketch—is a shadow of the laser light. Any object shadowed this way cannot be detected by the laser.
scattered and part of the light returns to the scanner in the direction to the left ... reduces the number of 
direct rays by $dN_{\text{refl}}$ over one sampling volume length $dz$ and can be used in Equation 
11:

Figure 3. Sketch of a single sampling volume completely covered by many test beams approaching 
from the left side and hitting some vegetation parts, drawn in green.

Figure 3 is a two-dimensional cross-section of a sampling volume hit by a larger 
number of test beams from the left side. The length of this sampling volume in the direction 
of the laser beam is $dz$. If the number of test rays is $N_G$ and $N_I$ is the number of reflected 
beams, the relation $N_I/N_G$ corresponds to the projection of all vegetation parts in the 
direction of the laser beam. If a plant part covers an area of $A_{f,i}$ within the sampling 
volume $V_g$, then its relation to the sampling area cross-section $V_g/dz$ is given by $A_{f,i}dz/V_g$ 
and describes the probability of a random laser ray to hit this surface and give a point. For 
a very long sampling volume, the probability to hit the surface $A_{f,i}$ tends to one when $A_{f,i}$ approaches $dz/V_g$. For a very short sampling volume with a small $dz$ in the direction 
of the laser light, the number of vegetation parts diminishes, and thus the area $A_{f,i}$. If $dz$ 
is smaller than the diameter of the vegetation part then reflection occurs only at the real 
surface within this slice and the surface cutting the vegetation part is not to be accounted 
for. Thus, the number of reflection points in the sampling volume per $dz$ approaches the 
value corresponding to the real vegetation density parameter we are looking for.

The shadowing (or clumping) of different vegetation parts appears only for larger 
lengths of sampling volumes $dz$. Therefore we keep the length $dz$ small. The following law 
for the number of the reflected beams $N_I$ is then valid:

$$N_I = \frac{A_{f,i}}{V_g} \cdot N_G \cdot dz$$

(11)

where $N_G$ is the number test rays. In the direction of the laser beam we may consider 
the difference between the numbers of test beams entering the sampling volume and the 
number leaving it. This difference is the number of hits $N_I$ that are reflected back along the 
free pathway and finally detected by the scanner. This difference reduces the number of 
direct rays by $dN_G$ over one sampling volume length $dz$ and can be used in Equation (11):

$$N_I = -dN_G$$

(12)

$$dN_G = -\frac{A_{f,i}}{V_g} \cdot N_G \cdot dz$$

(13)
The integration of Equation (13) shows that even for a constant vegetation density $A_{f,i}/V_S$ the number of test rays $N_G$ decays exponentially with distance $z$:

\[
\ln(N_G) = -\frac{A_{f,i}}{V_S} z
\]  
(14)

\[
N_G(z) = e^{-\frac{A_{f,i}}{V_S} z}
\]  
(15)

\[
\ln\left(\frac{N_{G0}}{N_{Gf}}\right) = -\frac{A_{f,i}}{V_S} dz
\]  
(16)

This damping law is the Beer–Lambert law when the number of beams is taken as the concentration and the attenuation coefficient is one. The shadowing or clumping of vegetation parts is accounted for by this law. The number of beams decreases with distance $z$ as in a common exponential decay function. This law gives the integral form to be used when analyzing sampling volumes of larger thickness $dz$ and with larger vegetation densities to inherit the shadowing effect. It returns the homogenized vegetation density for that part. The Beer–Lambert law was described in [41].

3.2. Full Waveform Laser Processing

The standard processing of ALS data does not deliver the extensive information of the complete waveforms. Several methods [39] (1. zero crossings, 2. maximum, 3. center of gravity, 4. threshold, 5. constant fraction) exist for the processing of the backscatter signal to detect the ground surface or other objects. As shown in [39], the shift of the detected pulses to the true distance depends on the specific scatterer type. The ground level can be detected best. The detected peaks of the backscatter signal are selected and transformed into geodetic coordinates. In the examples below, the number of recorded return pulses ranged from one to four. Because of this procedure, the derivation of the cross-section for the case of a beam that has a larger diameter than the objects is not directly applicable to the three-dimensional laser scanning information. Nevertheless, the return pulses correspond to a significant level of backscattered energy. This energy corresponds to a significant cross-section of the scatterer. Therefore, they may be treated as individual reflections as in the case when the scatterer is larger than the beam diameter, depicted in Figure 3.

The accuracy of the ALS data is limited by the laser pulse length and the diode sampling interval. The scanner LMS-Q780 has a sampling interval of 1 ns and a pulse length of 4 ns. The laser is infrared with a 1 $\mu$m wavelength. In the air, the pulse is about 1.2 m long. The diameter depends on the distance from the instrument but amounts to about 0.3 m for common utilization. The original laser pulse may be thought of as a very long cylinder in the direction of the laser as sketched in Figure 4. In full-waveform processing, the recording of the return pulse starts when a threshold value in the return signal is exceeded. The accuracy is increased by interpolating between the samples. Targets that are less than 0.3 m apart cannot be distinguished by this technique ("dead time").
Figure 4. Sketch of a laser pulse in the canopy investigated in the example. In the left figure the return pulses are colored by classification into ground (blue) and vegetation (red), and in the right figure by intensity. All together 2,974 return pulses were available on the square with a side length of five meter.

The final reflexion coordinates were computed after convolution. To test the resolution of the ALS data for the small spot shown in Figure 4, the vertical profiles of the number of pulses per 0.5 m cell height are shown. Clearly, the terrain surface gives the sharpest pulse and the vegetation above is much less dense.

To test the separation sharpness, the distance between consecutive return pulses of each individual laser pulse was computed from the data set shown in Figure 4. Of course, not all laser pulses resulted in several reflection points. These were not considered. Figure 5 shows that the distance is not as random as should be expected, but has two clearly visible maxima and a very clear minimum for short distances. At the left side of the figure, the minimum indicates that the method cannot distinguish between objects that are less than 1 m apart. The first maximum at a bit less than 2 m indicates that in dense vegetation most of the closest reflection points are at this distance. Most frequent flooding occurs in this range close to the ground. To utilize the ALS data for flood modeling, we should connect the last pulses together. We can only estimate the ground vegetation layer by the information from one meter elevation above the ground. The second maximum in the right half of Figure 6 indicates higher vegetation that is evidently sensed well.

Figure 5. Vertical profile of return pulses in sample area shown in Figure 4 of size 5 m by 5 m.
3.3. Description of the Proposed Procedure

The vegetation parameter is determined in a coarse three-dimensional voxel grid. The voxel size is a few meters in the horizontal and half a meter in the vertical direction. The area fraction is the area of the projection of all vegetation parts onto a surface or screen. In hydraulic computations, the flow resistance should be calculated for surfaces with normal directions oriented horizontally. ALS is sensing surfaces with vertically oriented normal directions.

The procedure proposed here relies on the following assumptions:
1. The laser ray shedding is nearly parallel.
2. The direction of the rays is nearly vertical downward; ±20° in practice.
3. The vertical projection and the horizontal projection of the vegetation area are the same.
4. The number of reflection points of the laser rays divided by the number of imposed rays gives the area fraction of the vegetation inside each voxel.

The number of rays that went through each individual voxel without hitting a vegetation part is estimated by the reflection points below that voxel, including the reflection points at the ground surface. After the passage of each voxel, the number of test rays diminishes. The calculation procedure is as follows:

1. For each voxel, the number of reflection points \( N_i \) is counted. Additionally, a ground box or voxel of different height may be defined, where the number of reflection points is counted as well.
2. Summing up the reflection points from the ground vertically upwards to the top gives the number of test rays that entered a voxel column \( N_{in,i} \) at the top:

\[
N_{in,i} = \sum_1^i N_j \tag{17}
\]

where the index \( i \) steps through the voxel domain, starting from the ground level that is given the index 1 here. The number of rays that are leaving the voxel at its bottom without hitting a vegetation part gives the desired information of the area fraction of vegetation. It is simply the number of rays that enter the next voxel that have the lower index:

\[
N_{out,i} = N_{in,i-1} \tag{18}
\]
The relevant vegetation parameter $\omega_p$ is computed using the Beer–Lambert law:

$$\omega_{p,i} = \ln \left( \frac{N_{out,j}}{N_{in,j}} \right) / \Delta z \quad (19)$$

The vegetation density in voxel $i$ above ground $A_{f,i}$ is computed as:

$$A_{f,i} = \frac{N_i}{N_{in,j}} \quad (20)$$

The area fraction $A_{f,i}$ gives numbers between 0 and 1. At the ground surface, an area fraction of 1 would be computed by the last pulse data. This is depicted in Figure 7.

Figure 7. Schematic of calculation of the area fraction of vegetation by the test rays and the reflexion points.

4. Case Study for the Kinzig Watercourse

4.1. Study Area

The Kinzig is a small watercourse north-west of Frankfurt-Main in Germany. It originates between the hilly regions of the Rhön and the Spessart and discharges into the river Main in the town Hanau. The complete length of the Kinzig is 86 km and its mean discharge at the mouth is 10 m$^3$/s. The complete catchment area is 1058 km$^2$.

To test the method, a model of the river meadow of the Kinzig watercourse of width 3 km and length 4.8 km was set up with a one-meter resolution. This area can be seen in Figure 8. The Kinzig flows through a valley with field crops and different land use. Along the banklines, a dense canopy develops. The riparian vegetation is kept in a natural state. Deadwood is frequent in the river course.

The discharge was measured at a gauging station 200 m upstream of the model boundary. The discharge with a 100-year recurrence interval was 202 m$^3$/s. The downstream water level was only roughly estimated and had no effect on the flow depth in the center part of the model. The water level difference was 7.1 m over the straight distance of 4.8 km, resulting in a general slope of 1.5‰. The Kinzig has a sinuosity in this reach but during a flood, the river flows in the more or less straight valley. A highway crossing the Kinzig dams the flood and concentrates the flow at only two passages. The study site was located downstream of that barrage. The ground roughness was chosen to be a constant for simplicity. The Manning–Strickler value of 40 m$^{1/3}$/s was used.
assumed that the laser beam met a water surface. Here, the ground level was derived from the interpolated bankline level and set 0.3 m deeper to account for the watercourse.

Figure 8. Image of the model area of the Kinzig floodplain. The dam that divides the image in the right side is a highway connection. The Kinzig flows from right to left in the figure. Land use is mostly farming. Higher vegetation occurs along the river course.

4.2. Flood Model Results

The vegetation density $\omega_p$ was derived from the complete three-dimensional ALS cloud with all return pulses for the complete domain. The vertical size of the voxels was 0.5 m and the horizontal size was one meter. At the ground level, a distance of 0.2 m was attributed to ground roughness. Therefore, the grid starts 0.2 m elevated above the ground. The densities were kept as short integer values to save memory and disk space. For the two-dimensional computation, the densities were averaged vertically from ground level to each 0.5 m voxel before the computation to obtain an averaged density for the depth-integrated computation. Depending on the water level, the densities were updated every second of model time.

To show the influence of the vegetation in this study area, two cases were considered: one with vegetation, and the other without vegetation and accounting only for the ground roughness. First the case with vegetation is shown.

In Figure 9, the distribution of the vegetation density $\omega_p$ is plotted for the model area. The largest values, as shown by the scale in yellow, appear along the banklines of the Kinzig watercourse. These are bushes and trees, as well as deadwood in the watercourse. Most area is used for farmland and was flat during wintertime when the ALS data were derived.
The numerical shallow water model is described in [12,42]. It was started from dry conditions and reached a steady state with stationary values after three hours of model time. The computational time step was fixed with 0.01 s. The resulting flow depth is shown in Figure 10. Clearly, the largest water depth is observed within the original watercourse Kinzig. In the upper-right part of the figure, a backwater effect is observed, induced by the highway dam, resulting in a light blue color. In the central part of the figure, water depth is about 0.5 to 1 m where a small woodland is located. The flow velocities are shown in Figure 11. They reach the maximum values under the two bridges of the highway. In most parts of the model, the velocities reach values of 0.3 to 0.4 m/s. At these velocities, the flow resistance of the bed and the vegetation is significant.

Figure 9. Vegetation density parameter $\omega_p$ from 0.005 to 0.1 m$^{-1}$ in the model area.

Figure 10. Flow depth for the stationary state. At some locations the flow depth of one meter is exceeded. Grey indicates dry areas.
Figure 11. Flow velocities for the stationary state. Grey indicates dry areas.

To quantify the influence of the vegetation resistance an additional model run was carried out without the vegetation resistance, and thus accounting only for the ground roughness by the Manning–Strickler value of 40 m$^{1/3}$/s. As can be seen in Figure 12, the vegetation is responsible for up to 40 cm water level differences in some parts of the computational domain. Clearly, the differences are largest where the flow velocities are highest. This is around the main course of the river and in constrictions. The constriction in the upper part of the image is clearly highly influenced by vegetation, as can be seen in Figure 9. At this location, bushes grow upstream and downstream of the constriction. The second constriction in the middle of the figure is almost free of vegetation. The differences are correspondingly small; almost less than 10 cm.

A woodland is located in the central part of the model that floods even during less severe flood events. The three-dimensional ALS data for the woodland are shown in Figure 13. The example box is shown in Figure 1 by the yellow box. It is located at the coordinates 509,760, 5,560,550 and has a size of 50 m by 50 m. In this box, 184,986 return pulses
were recorded. The density is 74 points per square meter. Even individual larger trees can be identified in the dataset. Some smaller bushes are also visible near the ground surface.

Figure 13. Return pulse intensities for a young forest shown in greyscale for the sample area.

For the same area as in Figure 13, the derived vegetation density $\omega_p$ values are shown in Figure 14 for four different voxel sizes. On the right-hand side of the figures, the woodland ended, as can be seen in Figure 11. Here, the vegetation density is zero above the 0.2 m voxel for the ground zone. Clearly, the larger the voxels, the smoother the vegetation density distribution. De Almeida et al. [38] determined 5 m as the best voxel size. Here, the ALS data density is higher. The 2 m voxel size shows a good and smooth distribution of the vegetation parameter. Values for the derived vegetation density up to $0.5 \, \text{m}^{-1}$ can be seen in Figure 14. At several spots close to the ground, inside the volume even higher values are computed. The density compares well with a loose woodland density during wintertime.

Figure 14. Cont.
Figure 14. Vegetation parameter for a young forest close to the river Kinzig derived from ALS data with three different resolutions. Grids are 1, 2, 5 and 10 m. The vertical grid is terrain fitted, and the complete block is 8 m high, which is less than the tree height.

The front of the woodland is shown in Figure 15. The photograph was taken near a maintenance road, in the direction opposite to the view direction in Figures 13 and 14. The density of the trees is not very high. During wintertime, it is possible to see objects up to a distance of more than 50 m. This corresponds roughly to a vegetation density of 0.02 m\(^{-1}\). It can also be observed that at the edge of the woodland the branches of the trees grow to the side, where they obtain more sunlight. Some bushes and brambles also grow in this part. The brambles were dense enough to blot out the laser pulse completely. Here, the model ground level shows a little bump.

Figure 15. Photo of the woodland shown in Figures 13 and 14 above.
5. Conclusions

Flood water levels are highly influenced by the presence of vegetation in the flow. The incorporation of the hydraulic vegetation resistance in the flood computations is straightforward using the vegetation density $\omega_p$ as given in Equation (4). In the field this geometric parameter can only be estimated from maps or from local measurements. The most recent airborne laser scanning (ALS) campaigns deliver high-quality three-dimensional data sets with a point density of more than 10 points per square meter. The data density reached a level that made the data suitable for the estimation of vegetation flow resistance. A procedure to derive the corresponding vegetation density and flow resistance coefficients is described in this paper.

The data available are not the full waveform data. Nevertheless, the data volume is very high and can amount to over 70 points per square meter, as in the case study. This amount of information is sufficient to estimate the vegetation density at different levels above the ground. A horizontal resolution of one meter is possible. The laser scanner data acquisition technique sets limits regarding the differentiation of individual plants. The relation between the diameters of the laser beam and the vegetation parts is considered for ALS and TLS data and the computation procedure described in Section 3.3. This procedure is independent from human interference and thus can be seen as an objective grounds for the estimation of the vegetation-induced flow resistance.

The proposed procedure was applied in a case study for the river Kinzig. The vegetation densities and the corresponding flow resistance coefficients were evaluated. The values compare well with those given in the literature. The resistance approach was implemented and used in a two-dimensional flow model. The computed water level differences due to vegetation are shown by a comparison of two model computations.

The detailed and complete new ALS data allow for very detailed flow computations, as shown in Figure 11. The very heterogeneous vegetation close to a river is well sensed and reproduced in the flood model by the method described here.

Even though the obtained values compare well with the standard values tabulated for use in practical applications, it is desirable to confirm the values and the method by extensive field measurements. Field data for the actual hydraulic resistance of specific stands and types of vegetation are hard to obtain and still scarce.
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