Survey of $A_{LT'}$ asymmetries in semi-exclusive electron scattering on $^4$He and $^{12}$C
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Single spin azimuthal asymmetries $A_{LT'}$ were measured at Jefferson Lab using 2.2 and 4.4 GeV longitudinally polarised electrons incident on $^4$He and $^{12}$C targets in the CLAS detector. $A_{LT'}$ is related to the imaginary part of the longitudinal-transverse interference and in quasifree nucleon knockout it provides an unambiguous signature for final state interactions (FSI). Experimental values of $A_{LT'}$ were found to be below 5%, typically $|A_{LT'}| \leq 3\%$ for data with good statistical precision. Optical Model in Eikonal Approximation (OMEA) and Relativistic Multiple-Scattering Glauber Approximation (RMSGA) calculations are shown to be consistent with the measured asymmetries.

PACS numbers: 24.70.+s, 25.30.Dh, 27.10.+h
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I. INTRODUCTION

Although quasielastic ($\omega \approx Q^2/2m_p$) ($e, e'p$) reactions have been a well-used tool for the study of nuclear structure [1, 2, 3, 4, 5] and received considerable attention from the theorists [6, 7, 8], gaps in our understanding of this reaction still persist. One issue that stands out is the necessity of a thorough understanding of final state interactions (FSI). Understanding FSI is crucial in being able to understand short-range correlations in nuclei [9], effects such as the transition to a quark-gluon picture at higher $Q^2$, and nuclear transparency [10, 11, 12]. It is also important in testing the predictions of perturbative QCD and understanding dense nuclear matter.

There are numerous approaches to FSI: distorted wave impulse approximation (DWIA), the eikonal approximation, Glauber theory, etc. [13], but exact calculations are only possible for $A \leq 3$ at low momentum. The effects of FSI must therefore be measured experimentally, but they cannot be isolated directly in a cross-section measurement. They can only be identified through their interference with the dominant process, i.e. by separating the interference terms of the polarised cross-section [14]. This is now possible following the commissioning of reliable, high-current polarised sources at facilities such as Mainz, MIT-Bates, NIKHEF and TJNAF.

The beam helicity asymmetry $A_{LT'}$ turns out to be the ideal observable for the study of FSI. In general, $A_{LT'}$ corresponds to the imaginary part of the longitudinal-transverse interference component of the hadron tensor and it vanishes whenever the reaction proceeds through a channel with a single dominant phase [15, 16]. Indeed, in the plane wave impulse approximation (PWIA) where the rescattering is ignored and the hadron tensor is real and symmetric, $A_{LT'}$ is zero.

In quasifree proton knockout, $A_{LT'}$ is almost entirely due to the interference of the the two dominant channels: direct knockout and rescattering through FSI. Because $A_{LT'}$ is much less sensitive to other effects such as meson-exchange currents (MEC), it is considered the best observable for monitoring rescattering effects in knockout reactions [17].

A measurement of $A_{LT'}$ requires a polarised electron beam. When polarised beam is used, the differential cross-section contains two terms [14]: a helicity-independent term $\Sigma$ and a helicity-dependent term $h\Delta$,
with \( h \) standing for the electron helicity \( h = \pm 1 \). They can be separated in the helicity asymmetry \( A_{LT'} \) defined as

\[
A_{LT'} = \frac{d\sigma^+ - d\sigma^-}{d\sigma^+ + d\sigma^-} = \frac{\Delta}{\Sigma} \tag{1}
\]

and measured by simply flipping the beam helicity. In this formula, the \( d\sigma^+ \) and \( d\sigma^- \) denote differential cross-sections corresponding to the +1 and −1 helicities, respectively. Practical advantages of extracting this observable are that detector efficiencies cancel out in the ratio and that spectroscopic factors are not required for comparison with theory.

Two previous measurements of \( A_{LT'} \) on \(^{12}\)C were carried out at MIT-Bates by Mandeville et al. \[18, 19\] and Jiang et al. \[20\]. However, while the data were seen to be consistent with DWIA, they were too limited to draw further conclusions. More data with higher statistical accuracy, are necessary to differentiate among the models. To date, no measurements of \( A_{LT'} \) in \(^4\)He have been done although theoretical predictions have been made by Laget \[21\]. \(^4\)He is interesting because, despite being a four-body system, it is a high density nucleus. A comprehensive analysis of FSI effects in \(^4\)He will provide good insight into the significance of these effects in heavier nuclei.

This article presents a survey of \( A_{LT'} \) asymmetries in \((\vec{e}, e' p)\) reactions on \(^{12}\)C and \(^4\)He in the quasielastic regime, exploring kinematics not previously accessible. The questions addressed are: what is the strength of \( A_{LT'} \)?

II. KINEMATIC VARIABLES AND RESPONSE FUNCTIONS

Electron scattering in the one-photon-exchange approximation (OPEA) is schematically shown in Fig.\[1\]. An electron of initial energy \( E_e \) and momentum \( \vec{k} \) scatters through an angle \( \theta_e \) to a final energy \( E'_e \) and momentum \( \vec{k'} \). The reaction plane is rotated by an angle \( \phi_{pq} \) relative to the scattering plane. The target nucleus is denoted by \( A \) and the undetected recoiling system by \( B \). The ejected proton is detected in coincidence with the scattered electron \( e' \). The coordinate system is chosen such that the \( z \)-axis lies along the momentum transfer \( \vec{q} \) and the \( y \)-axis is perpendicular to the scattering plane, parallel to \( \vec{k} \times \vec{k'} \). For \( Q^2 \) we use the convention \( Q^2 = -q_x q_y' \geq 0 \), where \( q \) is the four-momentum of the virtual photon.

The missing energy \( E_m \) and momentum \( p_m \) for this semi-exclusive channel can be reconstructed as:

\[
E_m = \omega - T_p - T_r, \quad p_m = q - p. \tag{2}
\]

where \( q = \vec{k} - \vec{k'} \) and \( \omega = E_e - E'_e \) are the momentum and energy transferred by the electron, respectively, \( T_p \) is the kinetic energy of the outgoing proton and \( T_r \) is the kinetic energy of the recoiling system (see Fig.\[1\]).

In the absence of detected initial or final hadronic-state polarisation, the cross-section for polarised electron scattering in the laboratory frame can be expressed as \[14\]:

\[
\frac{d^5\sigma}{dE'_e d\Omega_e d\Omega_p} = K \sigma_M (v_T f_T + v_L f_L) \tag{3}
\]

\[
+ v_{TT} f_{TT} \cos 2\phi_{pq} \\
+ v_{LT} f_{LT} \cos \phi_{pq} \\
+ h v_{LT'} f_{LT'} \sin \phi_{pq},
\]

where \( \sigma_M \) is the Mott cross section and \( K \) includes the phase-space and recoil factors. In the ultra-relativistic limit, the electron helicity states \( h = +1 \) and \( h = -1 \) correspond to spin parallel and anti-parallel to \( \vec{k} \), respectively.

The labels \( L \) and \( T \) refer to the longitudinal and transverse components of the virtual photon polarisation and therefore correspond to the electromagnetic current components with respect to the direction of \( q \). Double subscripts indicate interference terms. The coefficients \( v_i \) (\( i = T, L, TT, LT \) and \( LT' \)) are known functions of the electron kinematics. The response functions \( f_i \) are proportional to bilinear combinations of the nuclear current matrix elements and contain all of the nuclear structure information.

From equations \[1\] and \[3\], the single spin asymmetry \( A_{LT'}(\phi_{pq}) \) can be written as:

\[
A_{LT'}(\phi_{pq}) = \frac{v_{LT'} f_{LT'} \sin \phi_{pq} / \Sigma + v_{TT} f_{TT} \cos 2\phi_{pq} + v_{LT} f_{LT} \cos \phi_{pq}}{v_{TT} f_{TT} \cos \phi_{pq} + v_{LT} f_{LT} \cos \phi_{pq}}, \tag{4}
\]

FIG. 1: Kinematics for the semi-exclusive \( A(\vec{e}, e' p)B \) reaction.
where \( f_d = v_T f_T + v_L f_L \) denotes the \( \phi \)-independent term.

### III. EXPERIMENT

The data were taken during the e2a period between April 15 and May 27, 1999 in Hall B at Jefferson Laboratory using polarised electron beams of energy \( E = 2.261 \text{ GeV} \) and \( E = 4.461 \text{ GeV} \) at beam currents of \( 2 - 10 \text{ nA} \).

The electron beam at CEBAF was produced by a strained GaAs crystal optically pumped by circularly polarised laser light [22]. This setup permits the rapid flipping of the sign of the electron helicity. Helicity pulses were associated in pairs of opposite helicity and the leading pulse helicity was chosen by a pseudorandom number generator in order to eliminate helicity-correlated fluctuations. The electron polarisation was determined by frequent Møller polarimeter measurements to be \( \langle P_B \rangle = 0.63 \pm 0.02 \text{(stat.)} \pm 0.03 \text{(syst.)} \). The polarisation measurements and the helicity decoding procedure are described in [23].

The \(^{12}\text{C}\) target was a 1 x 1 cm\(^2\) plate of 1 mm thickness and density \( \rho_C = 1.786 \text{ g/cm}^3 \). The helium target consisted of liquid \(^4\text{He} \) \( (\rho_{\text{He}} = 0.139 \text{ g/cm}^3) \) contained in a cylindrical aluminium cell. Two cells were used during our data taking: 1) 4.99 cm long and 0.97 cm in diameter and 2) 3.72 cm long and 2.77 cm in diameter.

Final state particles were detected in the CEBAF Large Acceptance Spectrometer (CLAS) which is described in detail in [24]. CLAS consists of a superconducting toroidal magnet and drift chambers to reconstruct the momenta of the tracks of charged particles between 8\(^{0}\) and 142\(^{0}\) in polar angle and with roughly 80\% azimuthal coverage. It has gas Cherenkov counters (CC) for electron identification, scintillation counters for measurement of the time-of-flight (TOF) and electromagnetic calorimeters (EC) to identify showering particles such as electrons and photons. The trigger was formed by fast coincidences between the CC and EC at 2.261 GeV and by EC alone at 4.461 GeV. Data were taken at an acquisition rate of approximately 2.2 kHz and an average (nucleon) luminosity during the run of \( \mathcal{L} = 7 \times 10^{33} \text{ s}^{-1}\text{cm}^{-2} \).

### IV. DATA REDUCTION AND ANALYSIS

Data were acquired with the CLAS “single electron trigger” configuration described above. Further improvements in the electron identification were performed offline, where the total energy deposited in EC was used to identify electrons and eliminate background such as negative pions. Protons were identified by time-of-flight. The reconstructed electron and proton vertex coordinates were used to eliminate events originating in the windows and temperature shield of the liquid-target cells. Electron momentum corrections were applied to compensate for drift chamber misalignments and uncertainties in the magnetic field mapping. These corrections were in the range of 1–3\%.

With CLAS, it is customary to use software fiducial cuts to exclude regions of non-uniform detector response. However, we will show later on in this paper how these detector responses cancel out in the ratio Eq. (1).

For that reason no fiducial cuts are deemed necessary for the present analysis. Also, since the statistics are low and integration over a relatively large missing energy range is employed, we considered it unnecessary to apply radiative corrections on the data. The systematic error introduced on \( A_{LT} \) by this omission is estimated to be below 2\%. This figure is based on calculations done for [25] using the program EXCLUSURAD [26].

Data recorded during the run [38] amounted to 323 M triggers at 2.261 GeV and 346 M triggers at 4.461 GeV for carbon, and 310 M triggers at 2.261 GeV and 442 M triggers at 4.461 GeV for helium. After data reduction and the quasielastic cut described below, the statistics corresponding to the two beam settings were 3.8 M and 0.3 M for carbon, and 2.7 M and 0.25 M for helium, respectively.

The quasielastic (QE) kinematics region was selected by a cut along the quasielastic ridge \( \omega = Q^2/2m_p + \Delta E \) with the condition \( \omega_1 < \omega < \omega_2 \) and limits given by the equation:

\[
\omega_{1,2} = (1/2 + \xi)Q^2/m_p + \Delta E,
\]

where \( \xi = 0.2 \) sets the width of our cut and \( \Delta E \) is a shift due to the momentum dependence of the nucleus-nucleon potential, taken to be equal to 0.03 GeV. This cut is roughly equivalent to \( 0.7 < x_B < 1.6 \), where \( x_B \) is the Bjorken variable. In conjunction with \( 5 \) we rejected events with \( E_m > 0.1 \text{ GeV} \) to reduce the contribution of multi-particle final states.

The \( Q^2 \) coverage of the selected data was 0.35 – 1.80 GeV\(^2\)/c\(^2\) at 2.261 GeV beam energy and 0.80 – 2.40 GeV\(^2\)/c\(^2\) at 4.461 GeV. For the study of the quasielastic regime we divided the kinematics explored into four \( Q^2 \) bins, nine \( p_m \) bins and sixty \( \phi_{pq} \) bins. The cut from \( 5 \) is applied for each case so that in practise we work with 4-dimensional bins in coordinates \( Q^2, p_m, \omega \) and \( \phi_{pq} \).

For the investigation of the missing energy dependence of \( A_{LT} \), outside the quasielastic regime, we used 0.1 GeV bins in \( E_m \) and we integrated over \( Q^2 \) while splitting \( p_m \) into two large bins. Consequently, we worked with 3-dimensional bins in coordinates \( E_m, p_m \) and \( \phi_{pq} \).

To measure the beam helicity asymmetry defined in Eq. (1) we calculated the ratio

\[
A_m = \frac{N^+ - N^-}{N^+ + N^-},
\]

where \( N^+ \) and \( N^- \) are, respectively, the number of \((e, e'p)\) events with positive and negative helicity within the chosen kinematic bin.
False asymmetries were investigated by assigning helicities randomly to each event and comparing the resulting \( A_{\text{random}} \) asymmetry with zero. The false asymmetry values were much smaller than the statistical errors.

The yields \( N^+ \) and \( N^- \) from (5) were corrected for beam charge asymmetry (BCA). Since the BCA corrections are extracted from inclusive data, the systematic uncertainty introduced by this procedure is approximately 1% of the statistical error on \( N^\pm \) [27].

This procedure described in the previous paragraph was repeated for all 60 bins in \( \phi_{pq} \). Then these values were used to extract \( A_{\exp} \) by fitting the \( \phi_{pq} \) dependence with the one-parameter function:

\[
A_m(\phi_{pq}) = A_{\exp} \sin \phi_{pq}, \tag{7}
\]

The \( TT \) and \( LT \) contributions were neglected in this fit but the systematic uncertainty introduced by this approximation was estimated to be below 5% [27]. A fit with function (7) is shown in Fig. 2.

For small measured asymmetries the statistical uncertainty on \( A_m(\phi_{pq}) \) from (5) was dominated by the \( 1/N \) dependence (where \( N = N^+ + N^- \)):

\[
\delta A_m(\phi_{pq}) \approx \sqrt{(1 - A_m^2(\phi_{pq}))/N} \approx 1/\sqrt{N}, \tag{8}
\]

The MINUIT [28] fit uncertainty for \( A_{\exp} \) dominated the statistical uncertainty on \( A_m(\phi_{pq}) \), which was in the range of \( \pm 20\% \).

To account for the partial polarisation of the incident beam, the extracted asymmetry \( A_{\exp} \) was scaled by the beam polarisation \( P_B \) to obtain the true asymmetry \( A_{LT^*} \):

\[
A_{LT^*} = A_{\exp}/P_B, \tag{9}
\]

The beam polarisation was measured with a relative uncertainty of less than 5%. This, added in quadrature to the other sources of systematic errors mentioned before (radiative effects, BCA and choice of fit function), yield a systematic error < 8%. Thus, the data presented herein is dominated by the fit uncertainty which is the only one shown on the plots.

V. THEORETICAL CALCULATIONS

The experimental results are compared with theoretical models developed by the Ghent group [13, 29, 30]. Both models employ bound-state wavefunctions calculated within the context of a mean-field approximation to the \( \sigma - \omega \) model [31, 32]. In all calculations, the \( \Gamma_{c2} \) hadronic current operator and the Coulomb gauge were used and the spectroscopic factors for \(^{12}\text{C}\) were set equal to \( S = 2j + 1 \). The electron distortion - i.e. the distortion of the electron wave function in the Coulomb field of the nucleus - has been neglected, since its effect for nuclei as light as \(^4\text{He}\) and \(^{12}\text{C}\) is very small. All calculations presented here are relativistic and include the spinor distortion [33] of the lower components in the bound-state wave function due to the scalar and vector potential of the \( \sigma - \omega \) model.

The Optical Model in the Eikonal Approximation (OMEA) is based on the relativistic eikonal approximation for the ejectile scattering wave function and a relativistic mean-field approximation to the Walecka model [33]. The optical potential used in the OMEA calculations is EDAIC, of Cooper et al. [34]. The only basic difference between OMEA and the traditional distorted-wave impulse approximation (DWIA) [17] is the use of the eikonal approximation to construct the scattering wave function in OMEA. While in DWIA the exact solutions to the equations determining the scattering wave function are used, the OMEA adopts the approximate eikonal solutions to the same equation [13]. The eikonal solution approaches the exact one if the missing momentum of the ejectile is sufficiently small in comparison with the momentum transfer \( q \).

An extension of the eikonal method is introduced to cope with high proton kinetic energies (\( T_p \geq 1 \text{ GeV} \)) where the elementary proton-nucleon scattering becomes highly inelastic and the use of optical potentials is no longer a natural choice for describing final-state interactions. The Relativistic Multiple-Scattering Glauber Approximation (RMSGA) is a relativistic generalisation of the Glauber approach described in [35]. Whereas the optical potential approaches model the FSI effects through estimating the loss of flux from elastic proton-nucleus data, Glauber approaches rely on elastic proton-nucleon data. The Glauber model is an A-body multiple-scattering theory, which relies in addition
to the eikonal on the so-called frozen approximation. This requires the spectator nucleons to be stationary during the time that the ejectile travels through the target nucleus.

We investigate here missing momenta up to 0.6 GeV/c. However, we would like to note that, as illustrated by the measurements of Liyanage et al. [36], at missing momenta above 0.3 GeV/c it is very likely that more complicated reaction mechanisms (channel coupling, two-nucleon knockout, etc.) come into play and can contribute by up to 50% of the cross-section \( \Delta Q \) can contribute by up to 50% of the cross-section [12]. Comparisons between theory and data above \( p_m = 0.3 \) GeV/c should be viewed in this context.

VI. ACCEPTANCE AND BIN AVERAGING EFFECTS

Bin averaging effects are not negligible when summing over relatively wide kinematics. This was a concern in the case of our \( Q^2 \) and \( \omega \) coordinates (see section IV) since the bins are 0.36 to 0.40 GeV/c² wide in \( Q^2 \) and about 50 MeV in \( \omega \). These widths were chosen in order to keep the statistical errors reasonably small, but then the theory calculations must account for the resulting bin averaging, as described in the following.

Let us consider an arbitrary bin \( B_n \) of width \( \Delta \chi = \Delta Q^2 \Delta \omega \Delta \phi_{pq} \) and denote by \( \chi_n \) its centre of weight. Let us observe that the r.h.s. of Eq. (6) can be put in the form below:

\[
A_m(\chi_n) = \sum_{k=1}^{K} (N_k^+ - N_k^-) \equiv \sum_{k=1}^{K} \sigma^h_k \epsilon_k,
\]

where we formally divided the \( \omega \times Q^2 \) subspace within bin \( B_n \) into \( K \) sub-bins and denoted by \( \epsilon_k \) the (unknown) detector acceptance within sub-bin \( b_k \). We used the shorthand notations \( \sigma^h = \sigma^+ - \sigma^- \) and \( \sigma^0 = \sigma^+ + \sigma^- \) for the polarised and unpolarised parts of the total cross-section, respectively.

After some manipulation, Eq. (10) can be written as

\[
A_m(\chi_n) = \sum_{k=1}^{K} \left( \frac{\sigma^h_k}{\sigma^0_k} \right) \left( \frac{\sum_{k'=1}^{K} \sigma^0_k \epsilon_{k'}}{\sum_{k'=1}^{K} \sigma^0_k} \right) \equiv \sum_{k=1}^{K} A_m(\chi) w_k, \tag{11}
\]

where we separated the weights \( w_k \) defined as

\[
w_k = \frac{\sigma^0_k \epsilon_k}{\sum_{k'=1}^{K} \sigma^0_k \epsilon_{k'}} = \frac{N_k}{N}, \quad N = N^+ + N^-,
\]

which can be easily calculated using the experimental yields. Then theory calculations can be done for each \( k \) sub-bin and added up within \( B_n \), i.e.

\[
A_t(\chi_n) = \sum_{k=1}^{K} A_t(\chi)_k w_k,
\]

where \( A_t(\chi)_k \) are pure model calculations for the kinematics \( \chi_k \).

To determine the optimal number of sub-bins, \( K \), a compromise was sought between a small number that minimises both the statistical error on \( w_k \) and the computational time, and a large number that better compensates for kinematic averaging. The value fulfilling these conditions was found to be \( K = 4 \) with negligible statistical error on \( w_k \). [27].

Smooth theoretical curves are obtained by cubic spline interpolation of the \( A_t(\chi)_n \) array.

VII. RESULTS

Two variations of the \( A_{LT'} \) asymmetry are presented: A) the missing momentum dependence at quasielastic kinematics with \( E_m < 0.1 \) GeV and B) the missing energy dependence up to \( E_m = 0.9 \) GeV. Theoretical calculations accompany the missing momentum plots.

The \(^{4}\)He data is consistent with zero except for a possible small positive region at missing momentum around \( 0.15 < p_m < 0.3 \) at \( Q^2 < 1.4 \) GeV. The \(^{12}\)C 2.282 GeV data are negative for \( 0.1 < p_m < 0.2 \) and become mostly consistent with zero for missing momenta above 0.3 GeV and for all \( p_m \) range at 4.462 GeV.

A. Missing momentum dependence

The dependence of \( A_{LT'} \) at quasielastic kinematics as a function of \( p_m \) is presented in Fig. 3–4. The data were divided into four \( Q^2 \) bins for each beam energy setting. There is a direct mapping between \( \theta_{pq} \) and \( p_m \), such that low \( p_m \) corresponds to low \( \theta_{pq} \). The equivalent angular range covered by the mentioned plots would be \( 0^\circ < \theta_{pq} < 27^\circ \).

The \(^{12}\)C data are accompanied by OMEA calculations at all kinematics and by RMSGA calculations in the range \( |q| > 1 \) GeV/c, where the latter model is applicable. The \(^{4}\)He data is compared with RMSGA only. The error bars shown on the data are fit uncertainties as explained in section IV.

A first observation is that measured asymmetries are very small at low \( p_m \). This is to be expected as low \( p_m \) corresponds to low \( \theta_{pq} \) where the helicity asymmetry vanishes with the phase-space: \( A_{LT'} \sim \sin^2 \theta_{pq} \). The sharp rise of \( A_{LT'} \) at low missing momentum shown by the low \( Q^2 \) calculations from [19] is at our energy setting seen neither in the measurement nor in the calculations shown herein. There are at least two reasons...
for the smaller asymmetries here: a) at higher energy
the effects of FSI are smaller and the calculation would naturally produce a smaller oscillation in $A_{LT'}$. In the case of $^{12}\text{C}$, cancellation of unresolved $1s$ and $1p$ contributions significantly reduces the inclusive asymmetry.

The overall aspect of the plots is almost independent of $Q^2$. This is an important point to note when integrating over $Q^2$ in the next subsection.

Although the statistical significance is not remarkably high, the 2.262 GeV data suggest a structure between 0.1 < $p_m$ < 0.3 GeV/c. Its position appears to not vary much with $Q^2$ and, in the case of $^{12}\text{C}$, both models more or less reproduce this feature.

The large change in slope seen on the 1.2 GeV calculations at $p_m$ = 0.3 GeV/c is likely due to the dip in the $1s_{1/2}$ and $1p_{3/2}$ momentum distributions at slightly higher $p_m$ as calculated in [33]. This effect, attributed to bound-nucleon and ejectile spinor distortion [12], is shifted to lower missing momenta and partially washed out by the FSI. The difference between the two calculations is due to the fact that RMSGA will locate the effect at higher $p_m$ compared with OMEA, reflecting the fact that the predicted effect of FSI on the observables is smaller in Glauber approaches than in optical potential-based models.

Although carbon data (Fig. 4) benefit from higher statistical precision than the helium data, separation of the $s$- and $p$-shell contributions are of opposite sign [27, 37]. The effect of the $s$-shell can be visualised by comparing the 2.262 GeV helium and carbon plots: both targets feature the mentioned structure between 0.1 < $p_m$ < 0.3 GeV/c. But while the $^4\text{He}$ asymmetry stays positive in this missing momentum range, the $^{12}\text{C}$ asymmetry goes through negative values, most likely due to the interplay between the two shell components.

### B. Missing energy dependence

The missing energy dependence of $A_{LT'}$ was further studied over a range spanning up to $E_m$ ≤ 0.8 GeV. The plots are shown in figures 5(a–h). The very first point on all the plots corresponds to the valence knockout kinematics, investigated in the previous subsection, but integrated over a larger $p_m$ interval (see figure caption).

In accordance with the $s$-shell effect mentioned in subsection VII A the lowest $E_m$ sample point shows negative asymmetries for $^{12}\text{C}$ compared with positive asymmetries in the case of $^4\text{He}$ (Fig. 5, plots a and e).

There is a clear and dramatic increase in $A_{LT'}$ at $E_m = 0.25$ GeV where the pion production channel opens. It is very likely that this extra channel interferes with the other open channels to produce a larger $A_{LT'}$. This feature is less pronounced at higher $p_m$ since here other processes besides direct knockout and pion production are smearing the interference peak.

Theoretical calculations at higher missing energy to accompany these data would be valuable.
VIII. SUMMARY

We have measured the $A_{LT}$ asymmetry in quasielastic ($\omega \approx Q^2/2m_p$) reactions on $^{12}$C and $^4$He in order to determine the contribution of final state interactions in the one-proton knockout reaction.

Overall, the measured asymmetries in the quasielastic region were below 5%, typically in the range of 0-3% for data with good statistics. This seems to indicate that FSI are very small and unimportant for these light nuclei at these energy settings. Nevertheless, the results presented herein confirm the presence of asymmetry signals in $(e,e'p)$ data and complement the (scarce) world data on this subject. Our survey could indicate the regions of interest for future investigations, such as $p_{cm}$ $\geq$ 0.3 GeV/c or higher missing energies, for which in this paper the calculations either differ or were unavailable, and the statistics used were relatively scarce.

While areas of disagreement were observed, all models showed qualitative agreement with the experiment. A detailed comparison with theory for $^{12}$C would require separation of major shells, since they are predicted to contribute with opposite sign to the asymmetry. Within the range of validity of the models and summing over the final states, one can assert that the theoretically modelled FSI are consistent with the experiment.
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