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Abstract
We introduce and study a class of optimization problems we call replenishment problems with fixed turnover times: a very natural model that has received little attention in the literature. Clients with capacity for storing a certain commodity are located at various places; at each client the commodity depletes within a certain time, the turnover time, which is constant but can vary between locations. Clients should never run empty. The natural feature that makes this problem interesting is that we may schedule a replenishment (well) before a client becomes empty, but then the next replenishment will be due earlier also. This added workload needs to be balanced against the cost of routing vehicles to do the replenishments. In this paper, we focus on the aspect of minimizing routing costs. However, the framework of recurring tasks, in which the next job of a task must be done within a fixed amount of time after the previous one is much more general and gives an adequate model for many practical situations. Note that our problem has an infinite time horizon. However, it can be fully characterized by a compact input, containing only the location of each client and a turnover time. This makes determining its computational complexity highly challenging and indeed it remains essentially unresolved. We study the problem for two objectives: MIN–AVG minimizes the average tour cost and MIN–MAX minimizes the maximum tour cost over all days. For MIN–MAX we derive a logarithmic factor approximation for the problem on general metrics and a 6-approximation for the problem on trees, for which we have a proof of NP-hardness. For MIN–AVG we present a logarithmic factor approximation on general metrics, a 2-approximation for trees, and
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a pseudopolynomial time algorithm for the line. Many intriguing problems remain open.
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1 Introduction

Imagine the following particular inventory-routing problem. A set of automatic vendor machines are spread over a country or a city. They have a certain turnover time: the number of days in which a full machine will be sold out. Replenishment is done by vehicles. Let us assume that turnover times are machine/location dependent but not time dependent, and that it is highly undesirable to have an empty machine. However, the holding costs of a machine are negligible, so that we will always fill a machine to capacity. There is nothing against replenishing a machine before it has become empty, but then the next replenishment will be due earlier as well. That is, the deadline of the next replenishment is always within one turnover time after the last replenishment. Equivalently, in any consecutive number of days equal to the turnover time, at least one replenishment has to take place. Replenishing a machine earlier to combine it with the replenishment of another machine that is due earlier may lead to cost savings in routing of the vehicles. The feature that makes this problem special w.r.t. those in the existing literature is that it can be compactly modeled by only specifying for every machine its location and its turnover time. The feature is very natural but has hardly been studied in the existing literature. There are intriguing basic open complexity questions, and some highly non-trivial results.

The motivation for studying this problem comes directly from a business project for the replenishment of ATMs in the Netherlands, in which some of the co-authors are involved. Of course the real-life ATM replenishment problem is not as stylized as described above; the turnover time is not strictly the same over time but subject to variability, there are restrictions on the routes for the vehicles, etc. But the feature that is least understood in the ATM-problem is exactly the problem of how to deal with the trade-off between replenishing an ATM earlier than its due date, leading to a higher frequency of replenishments, and the savings on vehicle routing costs.

Formally, an instance of the problem that we study in this paper, which we name the **replenishment problem with fixed turnover times** (RFTT), consists of a pair \((G, \tau)\), where \(G = (V \cup \{s\}, E, c)\) is a weighted graph with a designated root vertex \(s\), costs on the edges \(c : E \to \mathbb{R}_+\), and turnover times \(\tau \in \mathbb{N}^{|V|}\), indicating that \(v_j \in V\) should be visited at least once in every interval of \(\tau_j\) days. Throughout the paper we use day as our standard time unit.

A solution consists, for each day \(k\), of a tour \(T_k\) in \(G\) starting in and returning to the root \(s\) and visiting a subset of the vertices \(J_k \subseteq V\). It is feasible if \(v_j \in \bigcup_{t=t+1}^{t+\tau_j} J_k, \forall t\) and \(\forall v_j \in V\). We will focus on solutions that repeat themselves after a finite amount of time, that is, in which \((T_k, ..., T_{k+\ell}) = (T_{k+\ell+1}, ..., T_{k+2\ell})\) for some \(\ell\), and all \(k\). Since all turnover times are finite, this is no real restriction.

\(\copyright\) Springer
Since $\ell$, the length of the schedule, can be exponential in the size of the graph, we need to restrict our solution space in order to obtain polynomial time algorithms. We choose to consider only periodic solutions, which have the property that the time between each two consecutive visits to a vertex is a fixed quantity. To efficiently represent periodic solutions that repeat after time $\hat{t}$ we use an array that for each vertex $v \in V$ stores two positive values $h(v)$ and $p(v)$; $h(v) + \hat{t}$ denotes the first day $v$ is visited after $\hat{t}$, while $p(v)$ stores the period of consecutive visits to $v$. Therefore for $t > \hat{t}$ we have that $v$ is visited at days $h(v) + \hat{t} + kp(v)$, $k = 0, 1, 2, \ldots$. The above data structure easily allows to represent the set of vertices to be visited for each day $t$, $t > \hat{t}$; in fact on day $t$ we have to visit vertices such that $t - h(v) - \hat{t}$ is congruent to $p(v)$. Algorithms presented in the sequel directly compute or will allow to easily compute values $h(v)$ and $p(v)$ for each vertex $v$ in the case $\hat{t} = 0$.

We consider two versions of RFTT. In the first version, called MIN–AVG RFTT, the goal is to find a feasible solution that minimizes the average tour cost. Note that this is well-defined since we consider solutions that repeat themselves after a finite amount of time. In MIN–MAX RFTT we aim to find a feasible solution that minimizes the maximum tour cost over all days.

We emphasize that the particular feature of this model, that visits to vertices recur and need to be carried out within each vertex-specific consecutive time interval, occurs naturally in many problem settings. It allows any job of a recurring task to be done before its deadline, but then the next job of the task comes earlier and hence its deadline. This is a feature that, despite its natural applicability, has hardly been studied in the literature from a theoretical point of view.

**Related work.**

Our problem can be seen as a special case of the **Inventory Routing Problem** (IRP) [12]. Here, clients have their own storage with a certain capacity and for each day a demand is specified. The clients pay holding cost over their inventory. However, omitting inventory cost, we can interpret our problem as such an inventory routing problem in which the demand at any given location is the same every day, leading to a very small input description of our problem consisting only of a location and a turnover time (storage capacity divided by daily demand), which makes it incomparable to the inventory routing problem from a complexity point of view. Indeed it is unclear if the decision version of our problem is in NP or in co-NP.

Another closely related problem is the **Periodic Latency Problem** [13], which features the recurring visits requirement of RFTT. We are given recurrence length $q_i$ for each client $i$ and travel distances between clients. Client $i$ is considered served if it is visited every $q_i$ days. The server does not return to the root at the end of each day, but keeps moving continuously between clients at uniform speed. Another difference between Periodic Latency and RFTT is the objective function. Coene et al. [13] study two versions of the problem: one that maximizes the number of served clients by one server, and one that minimizes the number of servers needed to serve all clients. They resolve the complexity of these problems on lines, circles, stars, trees, and general metrics. In the Periodic Latency Problem, each client is assigned to one server. The case in which a client can be served by multiple servers is studied in patrolling problems [11, 14].
A problem that does share the compact input size and is in fact a very special case of our problem is known under the guise of Pinwheel Scheduling. It has been introduced to model the scheduling of a ground station to receive information from a set of satellites without data loss. This corresponds to the version of our problem where no more than one vertex can be replenished per day and all distances to the root are the same; the interesting question here is if there exists a feasible schedule for replenishing the vertices. Formally, a set of jobs \(\{1, \ldots, n\}\) with periods \(p_1, \ldots, p_n\) is given, and the question is whether there exists a schedule \(\sigma: \mathbb{N} \rightarrow \{1, \ldots, n\}\) such that \(j \in \bigcup_{k=t+1}^{t+p_j} \sigma_k, \forall t \geq 0\) and \(\forall j\).

Pinwheel Scheduling was introduced by Holte et al. [24], who showed that it is contained in PSPACE. The problem is in NP if the schedule \(\sigma\) is restricted to one in which for each job the time between two consecutive executions remains constant throughout the schedule, a so-called periodic schedule. In particular this holds for instances with density \(\rho = \sum_j 1/p_j = 1\) [24]. They also observed that the problem is easily solvable when \(\rho \leq 1\) and the periods are harmonic, i.e. \(p_i\) is a divisor of \(p_j\) or vice versa for all \(i\) and \(j\). As a corollary, every instance with \(\rho \leq \frac{1}{2}\) is feasible.

Chan and Chin [10] improved the latter result by giving an algorithm that produces a feasible schedule for Pinwheel Scheduling whenever \(\rho \leq \frac{5}{10}\). In [9], they improved this factor to \(\frac{7}{10}\). Later, Fishburn and Lagarias [20] showed that every instance with \(\rho \leq \frac{3}{4}\) has a feasible schedule. All these papers work towards the conjecture that there is a feasible schedule if \(\rho \leq \frac{5}{6}\). That this bound is tight can be seen by the instance with \(p_1 = 2, p_2 = 3\) and \(p_3 = M\), with \(M\) large. This instance cannot be scheduled, but has a density of \(\frac{5}{6} + \frac{1}{M}\).

The complexity of Pinwheel Scheduling has been open since it was introduced. It was only recently shown by Jacobs and Longo [25] that there is no pseudopolynomial time algorithm solving the problem unless SAT has an exact algorithm running in expected time \(n^{O(\log n \log \log n)}\), implying for example that the randomized exponential time hypothesis fails to hold [8, 15]. Since the latter is unlikely, one could conclude that Pinwheel Scheduling is not solvable in pseudopolynomial time. It remains open whether the problem is PSPACE-complete.

Similar to Pinwheel Scheduling, the \(k\)-server periodic maintenance problem [3, 17, 27] has \(n\) jobs. Each of the \(k\) servers may serve at most one job per time unit/day. Each job \(j\) has a specified periodicity \(m_j\) and a processing time \(c_j\). However, job \(j\) is required to be served exactly every \(m_j\) days apart rather than within every \(m_j\) days. The case \(k = 1, c_j = 1\) for all \(j\) is analogous to Pinwheel Scheduling, except for the exact periodicity constraint. For any \(k \geq 1\), Mok et al. [27] have shown it is NP-complete in the strong sense. For the special case when \(m_j\) are multiples of each other or when there are at most 2 different periodicities, they have shown it is in P.

Other related problems with a compact input representation include real-time scheduling of a set of recurrent sporadic tasks [2, 5], where two consecutive jobs of the same task are released at least some time interval apart and each of them has a processing time and a deadline.

On a single machine, EDF (Earliest Deadline First) answers correctly if the task system is feasible or not. However, because of the concise input, the complexity of this
question remained open for a long time. Only recently it has been proved that deciding feasibility on a single processor is \text{coNP-hard}, even if the utilization is bounded [18].

Another related problem is the (discrete) \textsc{Bamboo Garden Trimming Problem} introduced by Gasieniec et al. [23]. There are $n$ bamboos, each having a given growth rate, which may be viewed as inducing a periodicity. On each day, a robot may trim at most one bamboo back to height 0. The goal is to minimize the maximum height of the bamboos. Gasieniec et al. provide a 2-approximation. The approximation ratio has subsequently been improved to 1.888 [16] and $\frac{12}{7}$ [28]. The problem was also considered by Bilò et al. [4], who studied the approximation ratio of simpler algorithms, like cutting down the largest bamboo every day.

\textit{This paper}. We investigate the computational complexity of both $\text{MIN–MAX RFTT}$ and $\text{MIN–AVG RFTT}$. Apart from an NP-hardness proof for $\text{MIN–MAX RFTT}$ on a tree, most of the complexity is related to the complexity of \textsc{Pinwheel Scheduling}. Some interesting inapproximability results follow from this relation. After that, we will start with some special cases. In Sect. 3, we give our most remarkable result, a constant factor approximation for $\text{MIN–MAX RFTT}$ on a tree, next to a less remarkable constant factor approximation for the version of $\text{MIN–AVG RFTT}$ on a tree. In the same section, we show for $\text{MIN–AVG RFTT}$, that the problem can be solved to optimality in pseudo-polynomial time on line metrics. Finally, in Sect. 4, we present logarithmic factor approximations for both problem versions on general metrics.

\section{2 Complexity}

In this section, we investigate the computational complexity for both objectives. First note that in case all turnover times are equal to 1, both $\text{MIN–AVG}$ and $\text{MIN–MAX RFTT}$ are equivalent to the \textsc{Traveling Salesman Problem} (TSP).

Moreover, as Theorem 1 shows, the $\text{MIN–MAX RFTT}$ remains NP-hard even on star graphs (where TSP is trivial) using a reduction from 3\textsc{-Partition}. Here, we are given $3m$ integers $a_1, \ldots, a_{3m}$ such that $\frac{B}{4} < a_i < \frac{B}{2}$ for all $i$, where $B = \frac{1}{m} \sum_i a_i$. The question is whether we can partition the integers into $m$ sets of three integers that add up to $B$ [22].

\textbf{Theorem 1} $\text{MIN–MAX RFTT}$ is NP-hard on star graphs.

\textbf{Proof} Given an instance of 3\textsc{-Partition}, create a weighted star graph $G$ with the root at the center and for every integer $a_i$ a leaf vertex attached to the center with an edge with cost $a_i/2$. Finally set the turnover time to $m$ for every leaf. We will show that the RFTT instance has value $B$ if and only if we have a YES-instance for 3\textsc{-Partition}.

Given a valid 3-partition of the integers, clearly one can assign every set of 3 integers a unique day in $1, \ldots, m$ and visit the associated leaves on every multiple of that day for a valid RFTT solution. For the opposite direction note that $\frac{B}{4} < a_i$ for all $i$. Hence, we cannot visit more than 3 vertices on one day. Since after $m$ days all vertices must have been visited due to the turnover times, it follows that the first $m$ days of the schedule correspond to a valid 3-partition. \hfill $\Box$
Interestingly, we can also relate the complexity of MIN–AVG and MIN–MAX-RFTT to the complexity of PINWHEEL SCHEDULING. We note that PINWHEEL SCHEDULING is neither known to be NP-hard nor in NP, although it is conjectured to be PSPACE-complete. We also note that reductions to PINWHEEL SCHEDULING are used in [1] to classify the complexity of some capacitated inventory routing problems. Next, we show that for $\alpha < 2$, there is no $\alpha$-approximation for MIN–MAX-RFTT on star graphs, assuming that PINWHEEL SCHEDULING is intractable.

Theorem 2 For $\alpha < 2$, there is no $\alpha$-approximation for MIN–MAX-RFTT on star graphs, unless PINWHEEL SCHEDULING is polynomially solvable.

Proof Given an instance of PINWHEEL SCHEDULING, construct a star graph with the root at the center, each leaf corresponding to a job in the PINWHEEL SCHEDULING-instance. The turnover time of the leaves is equal to the periods of the corresponding jobs in the PINWHEEL SCHEDULING-instance. Furthermore, all edges have cost equal to 1. If the instance of PINWHEEL SCHEDULING is a yes-instance, then we have a feasible schedule that visits one leaf per day. Hence, the tour cost is equal to 2 each day. If the instance of PINWHEEL SCHEDULING is a no-instance, we have to visit at least two leaves on some day in order to get a feasible schedule. Hence, the maximum tour cost is at least 4. Thus, an $\alpha$-approximation, with $\alpha < 2$, for MIN–MAX-RFTT could distinguish between yes- and no-instances of PINWHEEL SCHEDULING. $\square$

Using a reduction from PINWHEEL SCHEDULING, we can also show that MIN–AVG-RFTT is hard on series-parallel graphs.

Theorem 3 PINWHEEL SCHEDULING polynomially reduces to MIN–AVG-RFTT on series-parallel graphs.

Proof Given an instance $p_1, ..., p_n$ of PINWHEEL SCHEDULING, create an instance $(G, \tau)$ of MIN–AVG-RFTT. We define

$$V = \{s, w^1, w, w^2\} \cup V^1 \cup V^2,$$

where $V^i = \{v^i_1, ..., v^i_n\}$ for $i = 1, 2$,

$$E = \{(s, v) | v \in V^1 \cup V^2\} \cup \{(w^i, v^j) | j = 1, ..., n; i = 1, 2\} \cup \{(w^1, w), (w^2, w)\},$$

and $\tau_{w^1} = \tau_{w^2} = \tau_w = 1$, $\tau_{v^1} = \tau_{v^2} = p_j$. All edge costs are 1 and $s$ is the root. See Fig. 1 for an illustration.

We claim that the instance $(G, \tau)$ has a solution of average cost at most 6 if and only if $p_1, ..., p_n$ is a feasible PINWHEEL SCHEDULING instance.

For the ‘if’-direction, suppose we have a feasible pinwheel schedule. Then we create a replenishment schedule as follows: we take as the set of vertices visited on day $k$, $J_k = \{v^j_k, w^1, w, w^2, v^j_k\}$, where job $j$ is the job scheduled on day $k$ in the pinwheel solution (when no job is visited, pick an arbitrary vertex in $V^1$ and $V^2$). The pinwheel schedule then guarantees that the periods of vertices in $V^1 \cup V^2$ are satisfied, while vertices $w^1, w, w^2$ are visited every day, as required. Now since any tour $(s, v^j_k, w^1, w, w^2, v^j_k, s)$ has cost 6, we can do this within the claimed cost.
For the ‘only if’-direction, note that any replenishment schedule must have cost 6 at least, since no tour that visits \( w^1, w, \) and \( w^2 \) costs less than that. Moreover, any tour visiting those three vertices that is not of the form \((s, v_1^j, w^1, w, w^2, v_j^2, s)\), will cost strictly more than 6. It follows that if the average cost of the replenishment schedule is 6, every tour visits exactly one vertex from both \( V^1 \) and \( V^2 \). Since \( \tau_{v_1^j} = p_j \) for all \( j \), this directly implies that the Pinwheel Scheduling instance is feasible.

\[ \square \]

3 Approximation on Trees

In this section we give a 2-approximation for Min–Avg \( \text{RFTT} \) and a 6-approximation for Min–Max \( \text{RFTT} \) on trees. We start out by showing we lose a factor of 2 in the approximation guarantee if we round each turnover time down to a power of 2.

**Lemma 1** Given an instance \((G, \tau)\) of \( \text{RFTT} \), let \( \tau' \) be obtained by rounding every turnover time in \( \tau \) down to a power of 2. Then \( \text{OPT}(G, \tau') \leq 2 \text{OPT}(G, \tau) \) for both Min–Avg and Min–Max objectives.

**Proof** Let \((G, \bar{\tau})\) denote the instance found from \((G, \tau)\) by rounding every turnover time up to a power of 2. Since any schedule remains feasible if we round up the turnover times, we have that \( \text{OPT}(G, \bar{\tau}) \leq \text{OPT}(G, \tau) \leq \text{OPT}(G, \tau') \) for both objectives.

Suppose we have an optimal solution for \((G, \bar{\tau})\) for any of the Min–Avg or the Min–Max version. Let \( \bar{T}_k \) denote the tour at day \( k \). We can construct a feasible schedule for \((G, \tau')\) by scheduling the concatenation of \( \bar{T}_{2k-1} \) and \( \bar{T}_{2k} \) on day \( k \). In case of the Min–Max version, the maximum tour cost in this schedule is at most twice that of the optimal solution for \((G, \bar{\tau})\), i.e., at most 2 \( \text{OPT}(G, \bar{\tau}) \), which is at most 2 \( \text{OPT}(G, \tau) \). For the Min–Avg version notice that all tours of the original schedule are executed in half the number of days. Hence, the new schedule has average cost at most 2 \( \text{OPT}(G, \bar{\tau}) \leq 2 \text{OPT}(G, \tau) \).

In the remainder we assume w.l.o.g. that every vertex has a turnover time, and that \( G \) is rooted at \( s \). Since any tour visiting a vertex automatically visits all the vertices on the unique path from the root to this vertex, we assume w.l.o.g. that turnover times are non-decreasing on any path from the root to a leaf vertex in \( G \). Furthermore, for
an edge $e$ in $E$ we define $D(e)$ to be the set of vertices that are a descendent of $e$. We also need the following definition.

**Definition 1** (tt-weight of an edge) For any edge $e$ in $G$ we define:

$$q(e) = \min_{v_j \in D(e)} \tau_j.$$ 

We call this quantity the tt-weight (turnover time-weight) of $e$.

So, under the assumption we make on $G$, $q(e)$ is equal to the turnover time of the incident vertex of $e$ furthest from the root. This definition allows us to express the following lower bound, recalling that $c(e)$ is the cost of edge $e$.

**Lemma 2** (tt-weighted tree) For an instance $(G, \tau)$ of the RFTT on trees it holds that the average tour cost is at least:

$$L(G, \tau) := 2 \sum_{e \in E} \frac{c(e)}{q(e)}.$$ 

**Proof** Note that edge $e$ has to be traversed, back and forth, at least once every $q(e)$ days in order to satisfy the turnover times of its descendants. Hence, it contributes at least $2c(e)/q(e)$ to the average tour cost. Summing over all edges gives the desired lower bound. 

Since the maximum tour cost is at least the average tour cost, Lemma 2 also provides a lower bound for the MIN–MAX objective.

An approximation for MIN–AVG RFTT is found by rounding down all turnover times to powers of 2 and then visit each vertex $j$ on every day that is a multiple of the rounded turnover time $\tau'_j$.

**Theorem 4** There is a 2-approximation for MIN–AVG RFTT on trees.

**Proof** Consider an edge $e$. Since all turnover times in the rounded instance are powers of 2, the turnover times of the descendents of $e$ are multiples of $q(e)$. By visiting each vertex $j$ on every day that is a multiple of $\tau'_j$, edge $e$ is traversed exactly once in every $q(e)$ consecutive days. Since this holds for any edge, the average tour cost of the solution is equal to $L(G, \tau')$. Hence, by Lemma 2 this solution is optimal for this rounded instance. Since Lemma 1 says that this rounding procedure loses us a factor of 2 in the approximation, we have obtained a 2-approximation for MIN–AVG RFTT on trees.

3.1 MIN–MAX

We will now show that we can achieve a 6-approximation for MIN–MAX RFTT on trees. The main ingredient is a 3-approximation algorithm for the case that all turnover times are powers of 2, the general case then follows by applying Lemma 1.

We first present an introductory high-level description explaining the overall structure and idea of the algorithm. The algorithm produces a solution by recursively fixing
the schedules of vertices with increasing turnover times; namely the algorithm computes for each vertex \( v \) values \( h(v) \) and \( p(v) \) that denotes the day of the first visit and the number of days between two consecutive visits, respectively. At the top level, it fixes all vertices \( v_j \) with \( \tau_j = 1 \), who need to be visited daily from which we will have \( h(v) = p(v) = 1 \). It then splits the remaining vertices into two new instances, each containing only vertices with turnover time at least 2. One instance will use only odd days and the other one only even days.

We want the recursive splitting of the subtrees to distribute the vertices evenly over the days, in the sense that each day must get a subtree of approximately equal cost. To guide this we use an optimal TSP tour in the tree that we compute prior to the start of the algorithm. This tour is split into two parts in each recursive step, and each part is passed on to one of the child calls of the algorithm. The set of vertices covered by the part of the tour a child receives determines which vertices are in its instance. Since every child receives a connected part of the tour, the subtree induced by the covered set of vertices will form a single connected component, implying it is sensible to visit vertices there simultaneously.

The most important aspect of making this work is to ensure that the tour is split in a balanced way. In particular, we want its cost to be balanced, taking into account the tt-weights. Before we describe more precisely what this means, we will introduce some formal definitions.

**Preliminaries** In the context of this section, a walk \( W = (v_1, e_1, v_2, \ldots, v_k) \) is given by an alternating sequence of vertices and edges, each edge between its two incident vertices. A TSP tour is a walk that contains every vertex in \( G \) and starts and ends with the root. We use \( v \in W \) or \( e \in W \) to denote that a vertex or edge occurs (at least once) in the walk.

**Definition 2** Let \( W = (v_1, \ldots, v_j, e_j, v_{j+1}, \ldots, v_k) \) be a walk in the tree \( G \). A split of \( W \) is a pair of walks \( W_{pre} = (v_1, e_1, v_2, \ldots, v_j) \) and \( W_{suf} = (v_{j+1}, e_{j+1}, v_{j+2}, e_{j+2}, \ldots, v_k) \). We call these walks the prefix and the suffix, respectively.

**Definition 3** A split is *tt-balanced* if:

\[
\sum_{e \in W_{pre}} c(e)/q(e) \leq \frac{1}{2} \sum_{e \in W} c(e)/q(e) \quad \text{and} \quad \sum_{e \in W_{suf}} c(e)/q(e) \leq \frac{1}{2} \sum_{e \in W} c(e)/q(e).
\]

Since the tt-weights are a measure of how often an edge is visited, a balanced split essentially partitions the work equally between the two parts.

We also need the concept of edge contraction, which is defined in Definition 4, and illustrated in Fig. 2.

**Definition 4** Let \( e \in G \) be an edge, with endpoints \( u, v \). The operation of contracting \( e \) in \( G \), merges \( u \) and \( v \) into a single vertex, that is adjacent to every vertex that was adjacent to \( u \) or \( v \).

We denote the contracted graph by \( G/e \). If \( F \) is an edge set in \( G \), \( G/F \) denotes the graph found by contracting all edges in \( F \) (in any order). Similarly if \( W \) is a walk in \( G \), we denote \( W/F \) the walk in the contracted graph \( G/F \).
Fig. 2 Illustration of contracting edge $e$. Note that we only allow contraction of adjacent vertices. This means that for every walk $W$ and edge $e$ in $G$, there is an obvious mapping to a walk in $G/\overline{e}$, as shown by the blue dotted path here.

Decontraction is simply the operation that reverses a previously executed edge contraction.

In a call of procedure MAXTREESCHEDULE the algorithm receives, among the input parameters, a walk $W$ and a list of unscheduled vertices $U$ from its parent call, and integers $t$ and $k$. In the first call it receives a TSP tour and the values $t = 1$ and $k = 0$. If the walk $W$ contains at least one edge then the call considers the unscheduled vertices in the walk, schedules the first visit to every vertex $v_j$ for which $\tau_j = 2^k$ on day $t$, sets the time between two consecutive visits to vertex $v_j$ equal to $2^k$, and then removes these vertices from the list $U$. Next, it contracts edges in $G$ with $q(e) = 2^k$, and walk $W$ is adjusted to a walk in the contracted metric by deleting the contracted edges from the walk. It now computes a tt-balanced split $W_0, W_1$ of $W'$, where $W'$ is the walk in the contracted metric, and passes each one to a separate child call of the algorithm. Each child call returns a schedule that visits vertices with period at least $2^k + 1$. This will lead to a schedule such that all vertices visited during the first call ($k = 0$), if any, are visited daily and all vertices scheduled by the first (second) child of the first call get scheduled on odd (even) days.

Algorithm 1 provides a description of the main algorithm, whereas Algorithm 2 provides a detailed description of the subroutine. The main algorithm takes as input an instance $(G, \tau)$ with $\tau$ powers of two, and computes for each vertex $v$ values $h(v)$ and $p(v)$, that represent the day of the first visit of $v$ and the number of days between two consecutive visits, respectively. Since our metric is a tree, the optimal solution for each day is a depth-first search. Hence, this information is sufficient to represent the route for each day.

Algorithm 1 Approximation algorithm for MIN–MAXRFTT on trees

1: Compute an optimal TSP tour $W$ in $G$, the tt-weights $q$ and set $U \leftarrow V$.
2: MAXTREESCHEDULE($G, U, W, 1, 0$).
3: Return for each vertex $v$ values $h(v)$ and $p(v)$ that store the day of the first visit and the period between two consecutive visits.
Algorithm 2 MaxTreeSchedule($G, U, W, t, k$)

1: if $W$ contains a single vertex $v$ then return

$$h(v) = t, \quad p(v) = \tau_v.$$  

2: if $W$ contains two or more vertices then determine the set of vertices $X$ with turnover time $2^k$ and edges connecting them (note that $X$ can be the empty set) then

$$h(v) = t, \quad p(v) = 2^k \text{ for all } v \in X$$

$$X \leftarrow \{v_j \in U : v_j \in W \text{ and } \tau_j = 2^k\} \quad \text{and} \quad Y \leftarrow \{e \in W : q(e) = 2^k\}.$$  

3: Remove the covered vertices from $U$ and contract edges $Y$

$$U' \leftarrow U \setminus X \quad \text{and} \quad G' \leftarrow G/Y.$$  

4: Create $W_0, W_1$ as $t$-balanced split of $W/Y$.  
5: Compute the child schedules recursively

$$\text{MaxTreeSchedule}(G', U', W_0, t, k+1), \text{MaxTreeSchedule}(G', U', W_1, t + 2^k, k+1)$$

Feasibility First of all we observe that, at the end of the algorithm, values $h(v)$ and $p(v)$ are computed for each vertex. Feasibility of the schedule follows by observing that every vertex with turnover time $2^k$ is scheduled for the first time at time $t$, $t \leq 2^k$, and then periodically every $	au_k = 2^k$ days.

Cost analysis In the sequel we will prove that the approximation ratio between the cost of the solution returned by Algorithm 1 and that of the optimum is constant. We first note that step 1 is essential for us to bound the running time of the algorithm when the procedure is called in case $W$ does not contain an edge, but that this step is not essential for the cost analysis. We observe that if we modify the recursive procedure by eliminating step 1 and introducing a stopping rule when $W$ is empty, and therefore recursively applying the procedure in steps 2 to 5 when $W$ is a singleton vertex, then we obtain the same solution. Hence, in the cost analysis, we can assume that every call to MaxTreeSchedule uses the procedure in steps 2 to 5.

The height of a tree $\text{Height}(G)$ is the maximum cost of a root-leaf path in $G$. Note that every leaf of the tree represents a vertex that must be visited, and hence $2\text{Height}(G)$ is a lower bound on OPT, the optimal value. We will prove that the cost of a tree connecting the vertices on any day $t$ is bounded from above by:

$$L(G, \tau) + \text{Height}(G).$$

After doubling the edges of the tree to get a tour this gives a cost of $2L(G, \tau) + 2\text{Height}(G)$. By Lemma 2, this is at most $3OPT$, as required.

It will be more convenient to look at leaves of the recursion instead of days though. Define a leaf-call as a call to MaxTreeSchedule that does not have any child calls, i.e., a call for which $U' = \emptyset$. Note that the set of vertices scheduled at day $t$ by the procedure is generated from the set $X$ scheduled in a leaf-call of the recursion together
with all the sets scheduled by ancestor calls of that leaf-call. Hence, if we can bound the cost of every set of vertices generated by a leaf-call and its ancestors, we immediately bound the cost of the sets scheduled on every day.

In the rest of this section, we will use the following conventions. $G^{un}$ will always refer to the original (uncontracted) metric. Given a call to MaxTreeSchedule, $X$ and $Y$ refer to the sets defined in Step 2 of that call.

We say that a set of edges $E'$ spans a set of vertices $V'$ if the edges in $E'$ form a spanning tree containing all vertices in $V'$. We will start with the following (visually intuitive) observation illustrated in Fig. 3.

**Lemma 3** In any call to MaxTreeSchedule, $Y$ spans $X$ (in the contracted tree).

**Proof** Assume $|X| > 1$ otherwise there is nothing to be done. Any shortest path between vertices in $X$ must be completely made up of edges $e$ with $q(e) = 2^k$, and therefore is completely contained in $Y = \{ e \in W : q(e) = 2^k \}$. So, $Y$ spans $X$. \[ \]

In any call to MaxTreeSchedule, let $Y_{anc}$ be the set of edges that have been contracted so far by ancestor calls. Then, we have the following lemma.

**Lemma 4** The set $Y_{anc} \cup Y$ spans a set of vertices that contains $X$ in $G^{un}$.

**Proof** By Lemma 3, $Y$ spans $X$ in the contracted tree $G$. Now, if we uncontract any single previously contracted edge $e$, then $Y \cup \{ e \}$ spans a set of vertices containing $X$ in the uncontracted graph. The lemma follows by repeatedly applying this principle to every edge in $Y_{anc}$. \[ \]

So, we only need to connect the connected components in $Y_{anc} \cup Y$, at most one for each ancestor call, to the root. The next lemma will help in showing that we can do this at the cost of a single root-leaf path.

**Lemma 5** In any call to MaxTreeSchedule, if a non-empty set of edges $Y$ is contracted, the vertex $v \in W$ that is closest to the root is also in the subtree spanned by $Y$, and has the property that all vertices $v_\ell \in W$ with $\tau_\ell > 2^k$ are descendants of $v$ in $G$.

**Proof** Notice that either, $W$ contains the vertex of $G$ that is obtained after contracting $Y_{anc}$, which is in fact the root of $G$ and is picked as $v$, or, if that vertex is not in $W$ then $v \in W$ is the root of the subtree that is traversed in a depth-search manner by $W$. Since $Y$ is contracted it must contain vertices with turnover times $2^k$. Hence, given our assumption that turnover times of vertices are non-decreasing on any path directed away from the root, any vertex $v_\ell \in W$ with $\tau_\ell > 2^k$ must be a descendent of $v$ in $G$. \[ \]

**Lemma 6** In any call to MaxTreeSchedule that contracts a non-empty set of edges $Y$, let $v_\ell$ be an arbitrary vertex in $X$ and $P$ a shortest path from $v_\ell$ to the root in $G^{un}$. Let $Y_{anc}$ be the set of edges contracted and $X_{anc}$ the set of vertices scheduled in ancestor calls.

Then $Y_{anc} \cup Y \cup P$ contains a tree connecting $X \cup X_{anc}$ to the root of $G^{un}$. \[ \]
Fig. 3 Illustration of Lemma 3. The number next to each edge $e$ represents its tt-weight $q(e)$. The blue dotted indicates the walk $W$ received by the call. The emphasized fat green edges are in $Y$ and will be contracted in the current iteration.

**Proof** By Lemma 5, any previously contracted set of edges is incident to a vertex $v_j$ that is an ancestor of $v_\ell$, and therefore lies on $P$. It follows that $P$ connects every connected component in $Y^{anc} \cup Y$ to the root. Using Lemma 4 it now follows that $Y^{anc} \cup Y \cup P$ contains a tree spanning every vertex scheduled by an ancestor call plus the root.

It remains to show that the cost of $Y^{anc} \cup Y \cup P$ is at most $L(G^{un}, \tau) + \text{Height}(G^{un})$. For this, we need the following lemma.

**Lemma 7** In any call to MAXTREESCHEDULE, let $Y^{anc}$ be the set of edges that have been contracted so far by ancestor calls. Then

$$\sum_{e \in Y^{anc}} c(e) + 2^k \sum_{e \in W} c(e)/q(e) \leq L(G^{un}, \tau).$$

**Proof** We prove this by induction on the depth of the recursion. For the base case ($k = 0$) it clearly holds since $Y^{anc}$ is empty and $W$ is a TSP tour, where, as it contains every edge twice, we have

$$\sum_{e \in W} c(e)/q(e) = 2 \sum_{e \in E} c(e)/q(e) = L(G^{un}, \tau).$$
Suppose the statement of the lemma holds for depth \( k \). We will prove it holds for depth \( k + 1 \), i.e., for \( i = 0, 1 \):

\[
\sum_{e \in Y^{\text{anc}} \cup Y} c(e) + 2^{k+1} \sum_{e \in W_i} c(e) / q(e) \leq L(G^{\text{un}}, \tau).
\]

Since \( q(e) = 2^k \) for all \( e \in Y \), and since \( W_0, W_1 \) is a tt-balanced split of \( W/Y \), we have for \( i = 0, 1 \):

\[
\sum_{e \in Y^{\text{anc}} \cup Y} c(e)/2^k = \sum_{e \in Y} c(e)/q(e)
= \sum_{e \in W} c(e)/q(e) - \sum_{e \in W/Y} c(e)/q(e)
\leq \sum_{e \in W} c(e)/q(e) - 2c(e)/q(e).
\]

Hence, we get for \( i = 0, 1 \):

\[
\sum_{e \in Y^{\text{anc}} \cup Y} c(e) + 2^{k+1} \sum_{e \in W_i} c(e)/q(e)
= \sum_{e \in Y^{\text{anc}}} c(e) + \sum_{e \in Y} c(e) + 2^{k+1} \sum_{e \in W_i} c(e)/q(e)
\leq \sum_{e \in Y^{\text{anc}}} c(e) + \sum_{e \in Y} c(e) + 2^k \sum_{e \in W} c(e)/q(e) - \sum_{e \in Y} c(e)
\leq L(G^{\text{un}}, \tau)
\]

\[\square\]

This brings us to the main result of our cost bound.

**Lemma 8** Let \( S \) be the schedule returned by Algorithm 1 on instance \((G, \tau)\). For any day \( t \), the maximum cost of a shortest tour visiting all vertices to be visited at day \( t \), is at most

\[
2L(G, \tau) + 2\text{Height}(G).
\]

**Proof** Since the cost of any root-leaf path is at most \( \text{Height}(G^{\text{un}}) \), it is enough to show that the cost of the contracted edges \( Y^{\text{anc}} \cup Y \) is at most \( L(G^{\text{un}}, \tau) \), i.e.,

\[
\sum_{e \in Y^{\text{anc}} \cup Y} c(e) \leq L(G, \tau).
\]

Since \( q(e) = 2^k \) for all \( e \in Y \), in any call to \textsc{MaxTreeSchedule} we have:

\[
\sum_{e \in Y} c(e) = 2^k \sum_{e \in Y} c(e)/q(e) \leq 2^k \sum_{e \in W} c(e)/q(e).
\]
Using this fact and Lemma 7, we have:

\[ \sum_{e \in Y_{anc} \cup Y} c(e) = \sum_{e \in Y_{anc}} c(e) + \sum_{e \in Y} c(e) \leq \sum_{e \in Y_{anc}} c(e) + 2^k \sum_{e \in W} c(e)/q(e) \leq L(G^{\text{gun}}, \tau). \]

Since a tour passes through all edges twice, the lemma follows. \( \square \)

Observe that every split of a walk removes one edge and if there are no edges in \( W \) then no further calls are made. Therefore the number of recursive calls is bounded by \( 2|E| \) where \( |E| \) denotes the number of edges.

Hence, by Lemma 8 we obtained a 3-approximation for MIN–MAX RFTT on trees if turnover times are powers of 2. To apply Algorithm 1 to general instances, we need to round the turnover times, losing a factor of two on the bound according to Lemma 1. Taking all this into account, we state our main result.

**Theorem 5** There is a 6-approximation for MIN–MAX RFTT on trees.

### 3.2 MIN-AVG RFTT on the Line

As an even more special underlying metric, we might consider MIN–AVG RFTT on the line (on a path). For the MIN–MAX version this case is trivial, but for the MIN–AVG version its complexity is unclear: we do not know whether it is in NP, although we expect it to be NP-hard. On the positive side we can show that the problem is not strongly NP-hard.

In this section we will show how to solve MIN–AVG RFTT on the line in pseudopolynomial time. Since we are minimizing the average, we can reduce this problem to two times the MIN–AVG RFTT on the half-line (a path with the root in one of the leaves). To see this, note that any solution on the line is a concatenation of two solutions, one for each side of the line. On the positive half-line each vertex \( v_i \) has a distance \( d_i \in \mathbb{N} \) from the origin. Suppose vertices are numbered such that \( d_1 \leq \ldots \leq d_n \). We present a pseudopolynomial time dynamic programming algorithm for this problem, based on the following observations.

First of all, we note that any tour visiting vertex \( v_j \) automatically visits every vertex \( v_i \) with \( i < j \). As in the tree case, we therefore assume that \( \tau_i \leq \tau_j \) for \( i < j \). Thus, after visiting \( v_j \), all \( v_i \) with \( i \leq j \) have a remaining turnover time of \( \tau_i \). In particular, after visiting vertex \( v_n \), each vertex \( v_i \) has a remaining turnover time equal to \( \tau_i \). Hence, if we visit vertex \( v_n \) for the first time on day \( L \), we can create a schedule by repeating the obtained schedule up to day \( L \). For the dynamic program to work, we guess \( L \), and try all guesses between \( 1 \) and \( \tau_n \).

The dynamic program now works as follows. Suppose we are given the optimal solution for vertices \( v_1, \ldots, v_{i-1} \) when only considering the days \( 1, \ldots, k \). Now we want to include \( v_i \) in the optimal solution for the first \( k \) days. If \( k < \hat{\tau}_i := \min\{\tau_i, L\} \), it is not necessary to visit \( v_i \) during the first \( k \) days, and hence it is optimal to take...
the optimal solution for the first $i - 1$ vertices and $k$ days. Otherwise, we need to visit $v_i$ on some day $\ell$ in $\{1, \ldots, \hat{\tau}_i\}$. Before day $\ell$, we only need to visit the vertices $v_1, \ldots, v_{i-1}$. Thus, we take the optimal $\ell - 1$ tours for visiting the first $i - 1$ vertices in the first $\ell - 1$ days. After day $\ell$, all vertices have the same remaining turnover time as they had at time zero. Hence, we can take the optimal tours for the first $i$ vertices and $k - \ell$ days.

Let $\phi_L(i, k) :=$ the minimum cost of the first $k$ tours visiting vertices $v_1, \ldots, v_i$. We initialize $\phi_L(0, k) = \phi_L(i, 0) = 0$ and we use the recursion:

$$\phi_L(i, k) = \begin{cases} 
\phi_L(i - 1, k) & \text{if } k < \hat{\tau}_i, \\
\min_{\ell=1,\ldots,\hat{\tau}_i} \phi_L(i - 1, \ell - 1) + d_i + \phi_L(i, k - \ell) & \text{otherwise.}
\end{cases}$$

For a given $L$, the average cost of the optimal solution, given that vertex $n$ is visited on day $L$, is equal to $\phi_L(n, L)/L$. Hence, the optimal solution is the schedule that corresponds to the value $L \in \{1, \ldots, \tau_n\}$ minimizing $\phi_L(n, L)/L$. Note that the algorithm runs in time $O(n\tau_n^3)$, implying the following.

**Theorem 6** MIN–AVG RFTT on the line can be solved in pseudopolynomial time.

4 Approximation on General Graphs

We will now present logarithmic approximations for both objectives. To facilitate the exposition, we omit the description of how to obtain $h(v)$ and $p(v)$ in each of the algorithms. In what follows, we use log to denote the logarithm with base 2.

**Theorem 7** There exists an $O(\log \tau_{\text{max}})$-approximation for MIN–MAX and MIN–AVG RFTT.

**Proof** By Lemma 1 we may assume every $\tau_j$ is a power of 2 so that there are at most $\log \tau_{\text{max}}$ different turnover times. We simply treat the sets of vertices with the same turnover time as separate instances and concatenate the solutions. Our result then follows from the fact that for each of these instances a constant factor approximation is available. In the case of the MIN–MAX objective we get the $k$-TSP problem [21], where $k$ is equal to the turnover time of the vertices in the instance. In the case of MIN–AVG, we need to minimize the sum over all $k$ tours. But since all turnover times are equal there is no advantage to visiting vertices on different days, hence we recover a simple TSP problem on these vertices. \(\square\)

In the case of the MIN–MAX objective, it is relatively simple to adapt this idea to obtain an $O(\log n)$-approximation by appropriately reassigning vertices to lower turnover times, as per Theorem 8.

**Theorem 8** MIN–MAX RFTT has an $O(\log n)$-approximation.

**Proof** We start by assuming that every turnover time is a power of 2. Next, we split up the instance into two new instances. To this end we first define a turnover time $k$ to be saturated if $|\{v_j \in V | \tau_j = k\}| \geq k$. In the first instance we retain the set
of vertices $V_1$ with saturated turnover times, and in the second all vertices $V_2$ with unsaturated turnover times. Now if all turnover times are saturated, as is the case in $V_1$, then $\tau_{\max} = O(n)$ and we can find an $O(\log n)$-approximation using Theorem 7. So what remains is to find an $O(\log n)$-approximation for the second instance.

Since in $V_2$ no turnover time is saturated, it is easy to see that we can partition the vertices in $V_2$ into $\lceil \log n \rceil$ sets $X_1, X_2, X_4, \ldots, X_{2^\lceil \log n \rceil}$, such that $|X_i| \leq i$, and such that $\tau_j \geq i$ for all $v_j \in X_i$. For example we could first add all vertices $v_j$ with $\tau_j = i$ to $X_i$ for each $i \leq 2^\lceil \log n \rceil$, and then arbitrarily distribute vertices $v_j$ with $\tau_j > 2^\lceil \log n \rceil$ among the sets that have space. Note that assigning a vertex to $X_i$ implies that the turnover time is rounded to $i$. We now produce a schedule by visiting all vertices in any set $X_k$ on different days. Since turnover times are rounded down, and since there is enough space for $n$ vertices in $X_1, X_2, X_4, \ldots, X_{2^\lceil \log n \rceil}$, this is feasible. Moreover, at most $\lceil \log n \rceil$ vertices are visited on a given day, which leads to an $O(\log n)$-approximation factor, as required. \hfill \Box

The approach of Theorem 7 does not trivially extend to the MIN–AVG case. However, applying the FRT tree embedding [19] of the initial instance and then using the 2-approximation for tree metrics to obtain the final solution leads straightforwardly to a randomized $O(\log n)$-approximation.

A more direct, and deterministic $O(\log n)$-approximation is possible as well. In particular, we use the simple heuristic of visiting each vertex on every day that is a multiple of its turnover time, when turnover times are powers of 2. We call such a schedule a synchronized solution, and show that this gives a logarithmic approximation. We will describe the details of the algorithm while proving the following theorem.

**Theorem 9** MIN–AVG RFTT has a deterministic $O(\log n)$-approximation.

We start the algorithm by rounding all periods to powers of 2 and delay visiting any vertex for as long as possible. Next, for every day we use any constant factor approximation for TSP to calculate a tour on the vertices whose visit can no longer be delayed. We call this a synchronized solution. It takes some work to show this does indeed provide a logarithmic approximation. We do this by showing that any synchronized solution is no more costly than a non-decreasing solution, in which every tour is based on a tree that has the vertices ordered by ascending turnover times from root to leaves. We then show that such a non-decreasing solution costs at most $O(\log n)$ times the optimal solution, and also provide an example showing this ratio can be as large as $\Omega(\log \log n)$. Moreover, we show that the optimal non-decreasing solution is at most twice as costly as the optimal synchronized solution. This also implies that that any better (e.g. constant factor) approximation algorithm must avoid finding such solutions.

As always we will assume that turnover times are rounded down to powers of 2. Let us define a synchronized solution, as one where each vertex with turnover time $2^i$ is visited on each day that is a multiple of $2^i$, for all $i$. We define a non-decreasing tree as a tree on the root and a subset of vertices, such that the turnover times on every path from the root to the leaves are non-decreasing. A non-decreasing solution is a solution in which for each day the tour is given by visiting the vertices of a non-decreasing tree in depth first order.
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The following two lemmas show that optimal synchronized and non-decreasing solutions differ in cost by at most a constant factor.

**Lemma 9** For any non-decreasing solution there exists a synchronized solution with at most twice the cost.

**Proof** Suppose we have a non-decreasing solution. Let $T_i$ be the non-decreasing tree associated with day $i$, for $i \in \mathbb{N}$. We will show that we can find a tree $T'_i$ for each $i \in \mathbb{N}$ that costs at most as much as $T_i$ on average, and such that any vertex $v$ appears in tree $T'_i$ if $i$ is a multiple of $\tau_v$. A synchronized solution can then be found by taking the tour on day $i$ to be a depth first search trail in $T'_i$, thus losing a factor 2 in the cost of the trail w.r.t. the tree.

Iteratively, from $j = 0, \ldots, \log \tau_{\text{max}}$, we build the trees for the synchronized solution. In iteration $j$ and for all $i$, select all unmarked edges in $T_i$ that are used on some path from the root to a vertex $v$ with $\tau_v = 2^j$, and mark them. Then insert these edges in the tree $T'_k$ for the earliest following day $k$ that is a multiple of $2^j$, so $k = \lceil \frac{i}{2^j} \rceil 2^j$.

We now show by induction that after iteration $j$, for each day $k$ that is a multiple of $2^j$, $T'_k$ is a tree connecting the root to all vertices $v$ with turnover time $2^j$. The base case $j = 0$ follows from the fact that the trees $T_i$ are non-decreasing and must contain every vertex with turnover time 1. For higher $j$, it is easy to see that $T'_k$ must contain a path from $v$ to $w$ for all vertices $v$ with $\tau_v = 2^j$ and some $w$ with $\tau_w < 2^j$. But $T'_k$ already contains $w$ by our inductive hypothesis and the result follows. \hfill \Box

We have the corresponding converse result, as per Lemma 10.

**Lemma 10** The optimal non-decreasing solution costs at most two times the optimal synchronized cost.

**Proof** Recall that we rounded down all turnover times to powers of 2, and that we defined a synchronized solution as one where each vertex with turnover time $2^i$ is visited on each day that is a multiple of $2^i$. Hence, we may assume that any synchronized solution uses at most $\log \tau_{\text{max}} + 1$ distinct tours, let us label them $T_0, \ldots, T_{\log \tau_{\text{max}}}$, where $T_j$ visits all vertices with turnover time at most $2^j$. Furthermore define $\Delta_0 = c(T_0)$ and $\Delta_j = c(T_j) - c(T_{j-1})$, for $j = 1, \ldots, \log \tau_{\text{max}}$. Then it holds that the cost of the synchronized solution is

$$c_{\text{sync}} = \sum_{j=0}^{\log \tau_{\text{max}}} \frac{1}{2^j} \Delta_j.$$  

To see this, consider the following. We have to visit vertices with turnover time 1 each day. To account for this, we add $c(T_0) = \Delta_0$ to the objective value. Once every two days, we have to visit vertices with turnover time 2, which are visited by $T_1$ together with the vertices with turnover time 1. So, on these days we do not have to use $T_0$. Hence, we add $\frac{1}{2}(c(T_1) - c(T_0))$ to the objective value. Repeating this reasoning gives the desired formula.
Now we can create a non-decreasing solution for any day with $2^j$ as its largest power of 2 from the synchronized solution, by taking the concatenation of $T_0, \ldots, T_j$ while short-cutting already visited vertices. In other words, we first follow tour $T_0$, then tour $T_1$ without the vertices with turnover time 1, then tour $T_2$ without vertices with turnover time 1 and 2, etc. Now the cost of such a solution is

$$c_{ndecr} \leq \sum_{j=0}^{\log \tau_{\max}} \frac{1}{2^j} c(T_j)$$

$$= \sum_{j=0}^{\log \tau_{\max}} \frac{1}{2^j} \sum_{i=0}^{j} \Delta_i$$

$$= \sum_{i=0}^{\log \tau_{\max}} \sum_{j=i}^{\log \tau_{\max}} \frac{1}{2^j} \Delta_i$$

$$< 2 \sum_{i=0}^{\log \tau_{\max}} \frac{1}{2^i} \Delta_i = 2c_{sync}.$$ 

\[\square\]

Our main result follows from showing that we can always find a non-decreasing solution of cost $O(\log n)$ times the optimal value. We use the following tree pairing Lemma by Klein and Ravi [26]. For this lemma, we need some additional terminology. A pairing of vertices is a collection of disjoint pairs of vertices. We say that a pairing covers an even subset $S$ if each vertex in $S$ is contained in one of the pairs in the pairing. Furthermore, we call the unique path between two vertices in a given tree the tree-path induced by that pair.

**Lemma 11** ([26]) Given any tree $T$ and an even subset $S$ of its vertices, there is a pairing of vertices covering $S$ such that the tree-paths induced by the pairs are edge-disjoint.

Using the tree pairing Lemma 11, we will construct non-decreasing trees to approximate arbitrary trees. First we define the notations needed for the algorithm.

A non-decreasing arc $a([u, v])$ of $\{u, v\}$ is the arc between $u$ and $v$ that points from the vertex with lower turnover time to the one with higher turnover time (ties are broken arbitrarily). The vertex with the lower (higher) turnover time is denoted by $L([u, v])$ ($H([u, v])$). We denote by $U$ the set of unpaired vertices and by $A$ the set of arcs of the non-decreasing tree being constructed, and require that all arcs must eventually point away from the root. The procedure is described in Algorithm 3.

**Lemma 12** Given an arbitrary tree $T$ of cost $c(T)$, there is a non-decreasing tree of cost at most $\lceil \log n \rceil c(T)$.

**Proof** Let $T$ be a tree. We will construct a non-decreasing tree $T'$ by iteratively pairing the vertices and directing each pair in a non-decreasing manner. In each round, we pair a largest even subset $S$ of $U$. So, if $|U|$ is even, we choose $S = U$, and if $|U|$ is odd,
Algorithm 3 Algorithm to create non-decreasing tree from arbitrary tree

1: Initialize $U \leftarrow V$ and $A \leftarrow \emptyset$.
2: while $|U| > 1$ do:
3:   Find an edge-disjoint pairing $P$ of a largest even subset of $U$.
4:   for $\{u, v\} \in P$ do:
5:      $A \leftarrow A \cup a(\{u, v\})$.
6:   $U \leftarrow U \setminus H(\{u, v\})$.
7:   end for
8: end while

we choose $S = U \setminus \{v\}$, where vertex $v \in U$ is chosen arbitrarily. By Lemma 11, there
exists a pairing of vertices in $S$ such that the tree-paths induced by the pairs are edge-
disjoint. We pick an arbitrary pairing with this property. Then we direct each pair $\{u, v\}$
in ascending order of turnover times and delete the vertex with higher turnover time
from $U$. Here, ties are broken arbitrarily. For each pair $\{u, v\}$, arc $a(\{u, v\})$ is added
to the arc set of $T'$. The cost of arc $a(\{u, v\})$ is equal to the cost of the corresponding
tree-induced path in $T$.

Eventually, there is only one vertex left in $U$. This is one of the vertices with
minimum turnover time. By our construction, there is a path from this vertex to any
other vertex such that the turnover times along this path are non-decreasing. Since the
number of arcs we added to $T'$ is equal to the number of vertices we deleted from $U$,
which was initially set to be equal to $V$, we know that the number of arcs is equal to
$n - 1$. This implies that we constructed a tree. Combining these observations shows
that we have constructed a non-decreasing tree $T'$.

In each round, we used each edge of $T$ at most once since all pair-induced paths
were edge-disjoint. Let $\kappa(t)$ be the number of vertices in $U$ at the beginning of round
$t$. Hence, $\kappa(1) = n$. Since each round paired off either all vertices or all but one vertex,
we have $\kappa(t) = \lceil \kappa(t - 1)/2 \rceil$, for $t \geq 2$. So the total number of rounds is $\lceil \log n \rceil$.
Hence $c(T') \leq \lceil \log n \rceil c(T)$.

Proof of Theorem 9 Given an optimal solution, let $T_i$ be the minimum Steiner tree on
the set of vertices visited on day $i$, whence the sum of costs over all edges in the Steiner
tree is no more than the cost of the tour of that day. Using Lemma 12 we can find
non-decreasing trees $T'_i$ of cost at most $O(\log n)c(T_i)$. Turning the trees into tours,
by doubling the edges and traversing a depth-first search, loses only a constant factor,
which gives us a non-decreasing solution of cost $O(\log n)$ times the optimal value.
By Lemma 9 we may then turn this solution into a synchronized one as required,
concluding the proof.

Next, we show that our algorithm is not a constant factor approximation, by showing
that there exists a class of instances where requiring a solution to be non-decreasing
introduces an $\Omega(\log \log n)$ gap. Together with Lemma 10, this implies that our algo-
rithm does no better than $O(\log \log n)$ as well.

We first show that Lemma 12 is tight. Consider the following sequence of sequences
$(a^0, a^1, \ldots)$ where $a^0 = (1)$ and $a^{i+1}$ is generated by alternatingly taking an element
from $a^i$ and then from the sequence $b^i = (2^i + 1, 2^i + 2, \ldots, 2^i + 1)$. The beginning
of the sequence looks like this:

\[2, 3, 5, 7, 9, 13, 17, 19, 25, 31, 37, 41, 49, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97, 101, 103, \ldots\]
Then define for each $i$ the (unweighted) graph $G_i$ as the path graph with $2^i$ vertices, where the $j$th vertex, $v_j$, has turnover time $2^{a_j-1}$. See Fig. 4 for an example.

A minimum spanning tree in $G_i$, which is $G_i$ itself, costs $2^i - 1$, since $G_i$ contains $2^i$ vertices. Algorithm 3 will first choose $2^{i-1}$ edges of length 1. After deleting half of the vertices, it will choose $2^{i-2}$ edges of length 2. This repeats until only two vertices are left, which will be connected with one edge of length $2^{i-1}$. Hence, the non-decreasing spanning tree produced by Algorithm 3 costs $i2^{i-1}$. Moreover, since the solution produced attaches every vertex to a nearest vertex with lower turnover time, it must be optimal.

To show our lower bound, we will define another class of graphs $H_i$ for $i \geq 1$ that are constructed from $\{G_i\}$. The idea is to make $\tau_j$ copies of each vertex $v_j$, and then connect them in a regular way, for example like in Fig. 5.

Formally, $H_i$ is constructed as follows. For simplicity of description, we assume that $G_i$ is planarly embedded from left to right, and we assume that we keep a planar embedding of $H_i$ during construction.

We first copy vertex 1 to $H_i$. Now we work from left to right, starting from the second vertex. When we are at vertex $v_j$, we put $\tau_j$ copies of $v_j$ vertically above each other and to the right of the copies of $v_{j-1}$ in $H_i$. Then we connect them to the copies of $v_{j-1}$ in $H_i$ such that the graph remains planar and all copies of $v_{j-1}$ have the same degree, and all copies of $v_j$ have the same degree. This can be done in only one way, and it can always be done, since turnover time are powers of 2. Furthermore we identify vertex 1 with the root.
**Theorem 10** The instance induced by $H_i$ has an $\Omega(\log \log n)$ gap between the optimal and the optimal non-decreasing solution.

**Proof** There exists a solution that visits exactly one vertex of each turnover time per day, that costs $2(2^i - 1)$. In this solution, we visit the first vertex with turnover time 2 on every odd day, and the other vertex with turnover time 2 on every even day. Then, we recursively apply this procedure, e.g., on days when we visit the first vertex with turnover time 2, we alternatingly visit the first and second vertex with turnover time 4.

Now suppose we impose non-decreasing constraints. In this case we need to use, for each $j$, one edge pointing from a vertex with turnover time less than $2^j$ to a vertex with turnover time $2^j$ at least once every $2^j$ days. Since there are $2^j$ vertices with turnover time $2^j$ in $H_i$, we need to use at least one edge, on average, pointing from a vertex with a lower turnover time to one with a higher turnover time per day. We now observe that the cost of the cheapest set of edges that contains at least one edge that enters a vertex with turnover time $2^j$ pointing from a vertex with lower turnover time for all $j$, is at least the cost of the optimal non-decreasing tree in $G_i$. Hence, as explained before, we get an average cost of at least $i2^{i-1}$, which is a factor $\Omega(i)$ more expensive than the optimal value. Since the number of vertices in $H_i$ is equal to $2(2^i - 1)$, it follows that $i = \log \log(n + 1)$, and the optimal solution under non-decreasing constraints is at least an $\Omega(\log \log n)$ factor more expensive than the optimal solution.

It is an open question whether there exists a constant factor approximation algorithm for the general case. We observe that the approach of first finding a tree spanning all vertices and then using the algorithm of Sect. 3 is unsuccessful. In fact there exist instances of the problem on a graph $G$ with $n$ vertices, such that if we limit our attention to tours that for each day use only edges of a spanning tree of $G$ then the obtained solution is $\Omega(\log n)$ worse. This implies that we need some new ideas, in order to improve the $O(\log n)$ approximation of the previous theorem.

Recently, Bosman and Olver have devised a new algorithm with an improved performance ratio of $O(\log \log n)$ for the MIN–AVG objective. A first version of this result is included in the PhD-thesis of Bosman [6].

### 5 Conclusion

In this paper, we considered replenishment problems with fixed turnover times, a natural inventory-routing problem that has not been studied before. We formally defined the RFTT problem and considered the objectives MIN–AVG and MIN–MAX. For the MIN–AVG RFTT, we showed that it is at least as hard as the intractable PINWHEEL SCHEDULING PROBLEM on series-parallel graphs and we gave a 2-approximation for trees. For the MIN–MAX objective we showed NP-hardness on stars and gave a 6-approximation for tree metrics. We also presented a DP that solved the MIN–AVG RFTT in pseudopolynomial time on line graphs. Finally, we gave an $O(\log n)$-approximation for both objectives on general metrics.

The results that we present should be considered as a first step in this area and many problems remain open. An intriguing open problem is the complexity of RFTT on a
tree. Namely, for MIN–AVG variant we conjecture that the problem is hard, and we ask whether the simple 2-approximation we provide can be improved. For the MIN–MAX variant it is open whether the problem is APX-hard and whether we can improve the 6-approximation.

Other than replenishing locations with routing aspects that we studied in this paper, scheduling problems modeling maintenance or security control of systems form a class of problems to which this model naturally applies. It would also be interesting to study such fixed turnover time problems in combination with scheduling. Would this combination allow for more definitive results?
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