Exact relations for dipolar quantum gases
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We establish that two-dimensional dipolar quantum gases admit a universal description, i.e., their thermodynamic properties are independent of details of the interaction at short distances. The only relevant parameters are the dipole length as well as the scattering length of the combined short-range plus dipolar interaction potential. We derive adiabatic relations that link the change in the thermodynamic potentials with respect to the scattering length and the dipole length to a generalized Tan contact parameter and a new dipolar contact, which involves an integral of a short-distance regularized pair distribution function. These two quantities determine the scale anomaly in the difference between pressure and energy density and also the internal energy in the presence of a harmonic confinement. For a weak transverse confinement, configurations with attractive interactions appear, which lead to a density wave instability beyond a critical strength of the dipolar interaction. We show that this instability may be understood in terms of a quantum analog of the Hansen-Verlet criterion for freezing of a classical fluid. Moreover, we argue that the experimentally observed supersolid phase beyond the instability is a superfluid version of the smectic A phase of liquid crystals. The associated hydrodynamic modes contain a propagating second sound mode which arises from the diffusive permeation mode of a normal smectic phase. In particular, the velocities of first and second sound provide a direct measure of both the effective layer compression modulus and the superfluid fraction.

I. INTRODUCTION

Interactions in ultracold gases are usually described in terms of the two-body scattering length $a$ as a single parameter, which characterizes the complicated and in detail unknown microscopic interaction. Such a reduced description is possible because at low energies and densities, only two-particle $s$-wave collisions occur. Specifically, for low-energy scattering in potentials with a van der Waals tail, both the typical magnitude of the scattering length and the effective range $r_e \approx \frac{a_{vdW}}{c}$ are of the order of the van der Waals length $\ell_{vdW} = (\frac{mC_6}{\hbar^2})^{1/4}$, which is completely determined by the atomic mass $m$ and the strength $C_6$ of the long-range interaction $-C_6/r^6$ [1]. The consequences of a description that only involves the $s$-wave scattering length for the associated many-body problem have been elucidated in the independent works by Tan [2–4] and by Zhang and Leggett [5] for two-component Fermi gases with a scattering length that is much larger than the typical interaction range $r_e$. They rely on the existence of a well-defined scaling limit $r_e \to 0$ at a fixed value of the scattering length $a$, for which the detailed form of the combined interatomic short-range and van der Waals potential becomes irrelevant. In particular, the zero-range limit leads to a set of exact relations for thermodynamic properties like the pressure or the energy of a trapped gas and also the behavior of the momentum distribution $n(q)$ at large wave vectors $q$. Since these relations are based on operator identities, they hold for arbitrary phases of the many-body problem [6]. The temperature and the strength of the interaction enter only through a single parameter known as the contact [2–4]. The contact $\mathcal{C}$ is a measure for two atoms to be in close proximity and sets the magnitude of the short-distance and short-time behavior of various correlation functions [7]. It remains finite even at infinite scattering length, a limit that may be reached intentionally by the use of Feshbach resonances [8]. Related strong coupling situations also appear accidentally in other areas of physics, for example, in the interaction between two $^4$He atoms or in nuclear or high-energy physics, where the binding energies of the deuteron or the molecule $X(3872)$ of two charmed mesons are much smaller than the characteristic energy scale $\hbar^2/mr_e^2$ set by the range of the underlying interaction [9].

In this work, we establish that there exists an extended universal description for neutral atoms or molecules with a permanent magnetic or electric dipole moment, at least in the case of tight confinement into a two-dimensional configuration. Following the realization of a chromium BEC [10], the study of ultracold gases with dipolar interactions has become a major research field, in particular after both Bose and Fermi gases of dysprosium [11, 12] and erbium [13, 14] have been cooled into the deeply degenerate regime. In addition, stable quantum gases of molecules with a strong electric dipole moment have been created in RbCs [15, 16] and NaK [17]. More recently, considerable interest in dipolar gases has been triggered by the observation of supersolid phases, which appear in
weakly-confined two-dimensional BECs beyond a critical strength of the dipolar interaction \cite{20}. The presence of attractively interacting dipoles in this case opens the possibility for an instability of the homogeneous superfluid into phases with spatial order. While there is no universal description of the short-distance correlations and thermodynamic properties in the limit of weak confinement, we derive exact results for the behavior of the static structure factor at large wave vectors. They allow to distinguish the transition to a phase with spatial order and the underlying onset of a roton minimum in the excitation spectrum from the classic example of $^4$He. In addition, it is shown that the experimentally observed supersolid phase may be viewed as a superfluid version of the smectic A phase of liquid crystals. Exact results are derived for the associated hydrodynamic modes, which contain a second sound mode even at zero temperature. The velocities of longitudinal first and second sound turn out to be determined by only three low-energy parameters, which are the bulk and layer compression modulus and the superfluid fraction.

For dipolar gases, even with all dipoles aligned, the two-body interaction $-C_3 P_2(\cos \theta) / r^3$ depends on the angle $\theta$ between the direction of alignment and the relative separation. This anisotropic form of the interaction gives rise to a number of complications compared to the case of isotropic interactions with a van der Waals tail. Indeed, in three dimensions, a pure dipolar interaction gives rise to an ill-defined many-body problem due to its singular behavior at both short and long distances. At the two-body level, the spectrum of bound states is not bounded from below unless a non-universal short-distance cutoff is introduced \cite{21}. Moreover, for scattering states, the phase shifts $\delta_l(k) = -\tilde{a}_l + O(k^2)$ start at linear order for all angular momentum channels. The associated effective scattering lengths $\tilde{a}_l \approx \ell_d / \ell^2$ are determined by the characteristic dipolar length $\ell_d = mc^3/h^2$ and they decay only slowly with increasing $l$ \cite{22}. Unlike the case of isotropic short-range interactions, the s-wave scattering length is therefore not sufficient to describe the two-body interaction at low energy. More generally, the s-wave scattering phase shift depends strongly on how the interaction is cut off at short distances and a universal scattering regime does not exist \cite{23}. At the many-body level, the dipolar interaction decays too slowly to guarantee the independence of thermodynamic properties on the boundary conditions \cite{24}. It is therefore far from evident that the thermodynamics and the behavior of correlation functions at large momenta in the many-body problem can be described in a universal manner that is insensitive to details of the interaction at short distances.

As will be shown below, a universal description of the many-body problem with dipolar interactions exists in the case of two dimensions, where the dipoles are tightly confined in a plane and aligned perpendicular to it. As a result, the dipolar interaction

$$V_d(r) = \frac{d^2}{r^3}$$

is purely repulsive in addition to some unknown short-range potential. It decays sufficiently fast to give rise to proper thermodynamics with a finite value of the free energy per particle in the thermodynamic limit. In practice, the power-law form \cite{11} is valid beyond a characteristic short-range cutoff $r_c$. As discussed by B"uchler et al. \cite{25}, the effective range in the presence of a transverse confinement with oscillator length $\ell_z$ is of order $r_c \approx (\ell_z / \ell_d)^{1/5} \ell_d$. The existence of a proper zero-range scaling limit thus requires a tight transverse confinement with an associated length $\ell_z$ considerably smaller than the dipolar length $\ell_d$. In this limit, the many-body problem with dipolar interactions allows a universal description because, at the two-body level, the scattering states at low energy are fully characterized by a single parameter, namely the scattering length $a_2$ defined formally in Eq. (1) below. For a two-body interaction of the form (1) at arbitrary distance, this length coincides with the dipolar length $\ell_d = mc^3/h^2$ up to a numerical factor of order one, but in general with an additional short-range part of the interaction, the scattering length $a_2$ will be an independent parameter in addition to $\ell_d$.

This paper is broadly split into two parts, where in the first part in Sec. [11] we provide exact results for the strictly two-dimensional gas, and in the second part in Sec. [II] we consider the weakly-confined system. In detail, the paper is structured as follows: We begin in Sec. [11] by considering the strictly two-dimensional dipolar gas where the confinement length $\ell_z$ is much smaller than $\ell_d$. Based on the solution of the associated two-body scattering problem in Sec. [II-A], we derive the short-distance properties of a many-particle wave function in Sec. [II-B]. It involves a generalized version of the Tan contact, which determines the magnitude of the pair distribution function at short distances. In Section [II-C] we discuss the related adiabatic relations and, in particular, define a new dipolar analog of the contact parameter. Moreover, using an extension to dipolar interactions of an approach due to Fisher and Hohenberg \cite{26} to determine the equation of state of dilute Bose gases in two dimensions, explicit results for both contact parameters are derived in the low-density limit at zero temperature. The two independent contact parameters are linked to universal relations for the pressure and the virial theorem in Sec. [II-D]. In Sec. [II-E] we discuss the behavior of the momentum distribution and the static structure factor at large wave vectors. Based on previous numerical results for the ground state energy of a purely repulsive dipolar gas in both the low density fluid and the crystalline phase at high densities, quantitative results for the dipolar contact covering the full range of dimensionless coupling constants $\sqrt{\pi} \ell_d$ are presented in Section [II-F]. In Section [III] we proceed to discuss the limit of weak transverse confinement, directly relevant to present experiments. It is shown that...
the onset of a roton minimum in the excitation spectrum coincides with the quantum version of the Hansen-Verlet criterion, which determines the point at which the fluid becomes unstable towards a phase with broken translation symmetry. We derive exact results for the behavior of the static structure factor at large wave vectors which allow to distinguish the case of partially attractive interactions in weakly confined dipolar gases from the classic example of $^4$He, where the interactions are dominantly repulsive. Moreover, in Sec. [IIB] we argue that the experimentally observed supersolid phase, exhibiting a mass density wave along a single direction, is a superfluid analog of a classical smectic A liquid crystal. We determine the resulting spectrum of both hydrodynamic and Goldstone modes along the direction of spatial order. The resulting first and second sound velocities depend on the bulk and layer compression modulus together with the superfluid fraction, which is smaller than one even at zero temperature. The paper is concluded by a summary in Sec. [IV]

II. UNIVERSAL RELATIONS FOR THE STRICTLY TWO-DIMENSIONAL DIPOLAR GAS

In this section, we derive universal relations for a quantum Bose gas in two dimensions with dipole interactions. The many-body Hamiltonian of such a system with $N$ particles is

$$\hat{H} = -\frac{\hbar^2}{2m} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i<j} V(\mathbf{r}_i - \mathbf{r}_j). \quad (2)$$

Here, $V(\mathbf{r})$ is the complete effective interaction as truncated to motion in the plane. For separations $r > r_e$ larger than the effective range, the potential is assumed to be of the pure dipolar form given in Eq. (1) while for $r < r_e$, it changes to an unknown short-range dependence. In the following, we will consider the regime where both the scattering length $a_2$ associated with the full two-body interaction $V(\mathbf{r})$ and also the dipolar length $\ell_d$ are much larger than $r_e$ (note that the scattering length in two-dimensions is denoted by a subscript $a_2$).

Throughout the paper, we consider a system of bosons, where only s-wave scattering is relevant at low energies. However, our results on the short-distance correlations and their connections to thermodynamic properties also hold for two-component Fermi gases with only minor modifications by factors of two. In fact, the latter problem is of relevance not only in the context of ultracold atoms but also arises in two-dimensional electron gases (2DEG). As discussed by Spivak and Kivelson [27], a realization of a two-component Fermi gas with dipolar interactions is provided by a 2DEG in a MOSFET device with a ground plane at a distance $d$. The interaction between the electrons in the 2DEG is then of a pure dipolar form at distances larger than $d$ with an effective dipole moment $d_{\text{eff}}^2 = 4e^2d^2/\epsilon$, where $\epsilon$ is the dielectric constant of the host semiconductor. Since the electrons are in an equal mixture of spin-up and spin-down state, scattering appears both in a relative singlet state associated with even angular momenta $m$ or in relative triplet states which involves odd $m$. At low densities, where the Fermi wave vector $k_F$ obeys $\ln(1/k_Fa_\text{eff}) \gg k_F\ell_d^{-1}$, the s-wave contribution dominates and thus electron-electron interactions in relative triplet states become irrelevant. More generally, however, the scattering phase shifts $\delta_m(k) \sim k\ell_d$ associated with the long-range dipolar interaction in two dimensions are of the same order for arbitrary finite angular momenta $m \neq 0$ [28, 29]. A proper discussion of the electronic many-body problem at realistic densities, where $k_Fa_\text{eff} \sim (4/r_e)(d/a_B)^2$ is much larger than one, thus requires to include all possible values of $m$. (Here, $a_B = \hbar^2\varepsilon/mc^2$ is the effective Bohr radius and $r_ea_B = 1/\sqrt{\pi n}$ [30].) This is also the case for fermionic dipolar gases in a situation where only a single hyperfine state is present and thus all odd values of $m$ contribute.

A. Two-body scattering

Before turning to the full many-body problem, we consider the two-body problem with the pure dipolar potential $V_d(\mathbf{r})$. The scattering wave function may be expanded in partial waves as $\psi(\mathbf{r}) = \frac{1}{\sqrt{\pi}} \sum_{m \in \mathbb{Z}} e^{im\varphi} \phi_m(\mathbf{r})$, where $m \in \mathbb{Z}$ is the integer angular momentum and $\varphi$ the angle in the 2D plane. Introducing $\tilde{r} = r/\ell_d$ as the dimensionless radius and $\tilde{k} = k\ell_d$ as the corresponding relative wave vector, the Schrödinger equation for the relative motion reads

$$\left[ -\frac{d^2}{d\tilde{r}^2} + \frac{m^2}{\tilde{r}^2} + \frac{1}{\tilde{r}^2} - \tilde{k}^2 \right] \phi_m(\tilde{r}) = 0. \quad (3)$$

At large distances, the angular momentum contribution $\sim 1/\tilde{r}^2$ dominates. It is a peculiar property of scattering in two dimensions that this contribution gives rise to an attractive inverse square potential in the s-wave channel $m = 0$ while the standard repulsive behavior only applies for partial waves with $m \neq 0$. The low-energy scattering properties are therefore dominated by the s-wave solution. The associated scattering-phase shift $\delta_0(k)$ has a logarithmic dependence on momentum, which is characteristic for short-range interactions in two dimensions [31]. It is parametrized by a scattering length $a_2$ defined by the dominant first term in the effective range expansion

$$\cot \delta_0(k) = \frac{2}{\pi} \ln \frac{ka_2\gamma e}{2} - \frac{4a}{k\ell_d} \ln \frac{k}{a_2} + \mathcal{O}(k), \quad (4)$$

where $a$ is a positive numerical factor of order one. Note that for a dipolar interaction in two dimensions, the standard effective-range expansion does not hold [32]. The subleading term in the scattering phase shift is therefore not of the usual form $\sim k^2$ but is non-analytic $\sim |k|$ in momentum and also contains an additional logarithmic factor [33]. Moreover, note that
the numerical factor \(\exp(\gamma E) / 2\) in the leading contribution has been chosen such that no corrections of order \(k^0\) are present. While this factor is often absorbed in the definition of \(a_2\) (see, for example, Ref. [24]), our convention for the phase shift \(\gamma\) ensures that the asymptotic form \(\lim_{r \to \infty} \lim_{\ell_d \to 0} \phi(r) \sim \ln(r/a_2)\) of the two-body wave function at zero energy has no corrections of order \(O(r^0)\). The scattering states \(\phi_n\) at small energies can be determined analytically in terms of modified Bessel functions \([28]\). For a pure dipolar interaction, one thus obtains \(a_2^2 = e^{2\gamma} \ell_d \) \([28]\), as mentioned above. In order to deal with the realistic situation of an additional short-range part of the interaction at distances below the effective range \(r_c\), it is sufficient to add the irregular solution in a pure dipolar potential with a prefactor \(\ln(a_2/\ell_d^2)\). As a result, the two-body wave function is of the form

\[
\phi(r) = 2K_0\left(\frac{4d}{r}\right) - \ln\left(\frac{a_2}{\ell_d}\right) I_0\left(\frac{4d}{r}\right). \tag{5}
\]

At short distances \(r \ll \ell_d\), the regular and irregular parts scale as an exponential with \((r/\ell_d)^{1/4} \exp \sqrt{4d/r}\), which follows from a WKB approximation \([8]\). An important point to note is that the singular behavior \(\sim 1/r^n\) with \(n > 2\) of the dipolar potential at short distances \([35, 36]\) does not allow to include the scattering length \(a_s\) of the bare short-range potential as a boundary condition as in the Bethe-Peierls approach. The relevant parameter is therefore the full scattering length \(a_2\) of the combined short-range plus dipolar potential in addition to the dipolar length \(\ell_d\).

\[\text{B. Pair distribution function and contact}\]

A systematic method that connects the short-distance properties of a many-body system and two-body wave functions in vacuum is the operator product expansion (OPE) \([6, 7, 37, 38]\). For power-law interactions, this technique has been used previously in the Coulomb problem in Ref. \([39]\). Here, we follow a more intuitive approach that relies on the short-distance factorization of many-body wave functions. Specifically, we consider the pair distribution function \(g(r)\), which describes the probability density of detecting pairs of particles separated by \(r\). Its formal expression

\[
g(R, r) = \frac{N(N-1)}{n^2} \int dX |\Psi(R - \frac{r}{2}, X) + \frac{r}{2})|^2 \tag{6}
\]

contains the \(N\)-particle wave function \(\Psi\) in position space, where we introduce the short-hand \(X = (r_1, \ldots, r_N)\) for those coordinates which are integrated over. We also use relative and centre-of-mass coordinates \(r\) and \(R\) for the first two particle coordinates. For a homogeneous system, there will be no dependence on \(R\). The basic assumption, which can be proven formally within the OPE, is that whenever two particle coordinates are close to each other, the wave function should approach the relative two-body solution up to a factor which is finite at \(r = 0\). The many-body wave function thus factorizes according to

\[
\lim_{r_1 \to r_2} \Psi(r_1, r_2, X) = \phi(r)A(R; X), \tag{7}
\]

where \(\phi(r)\) is defined in Eq. (5) and \(A(R; X)\) is a remainder that does not depend on the relative coordinate \(r\). Using Eq. (7) in the definition of the pair distribution function gives the universal short-distance behavior

\[
\lim_{r \to 0} n^2 g(R, r) = \frac{|\phi(r)|^2}{(2\pi)^2} C(R), \tag{8}
\]

where we introduce the contact density \(C(R)\)

\[
C(R) = (2\pi)^2 N(N-1) \int dX |A(R; X)|^2. \tag{9}
\]

FIG. 1. Schematic plot of the pair distribution function for a system with combined dipole and short-range interaction (red line). For comparison, we also include the restricted case of a pure dipole interaction without a short-range part, for which \(a_2 = e^{2\gamma} \ell_d\) (blue line). For distances that are small compared to the inter-particle separation \(1/\sqrt{n}\) but still larger than the effective range \(r_c\), the pair distribution function is universal [Eq. (8)], with a magnitude set by the contact \([9]\).
average interparticle distance, the pair distribution function exhibits a logarithmic dependence \( g(r) \sim \ln^2(r/a_2) \), which is the standard result for a two-dimensional system with finite scattering length \[11\]. Note that this latter regime only exists in the low-density limit \( \sqrt{\pi a_2} \ll 1 \), where the dipole length is much smaller than the interparticle separation.

As indicated in Fig. [1], the pair distribution function has a universal form also at large distances: At zero temperature and for any compressible fluid phase, it approaches the asymptotic value one from below with an inverse cube power law

\[
\lim_{r \to \infty} g(r) = 1 - \frac{\xi}{2\sqrt{2} nr^3} + \ldots
\]

This dependence is a consequence of the non-analytic behavior \( S(q \to 0) = |q| \xi/\sqrt{2} + \ldots \) of the static structure factor at small momentum that defines the characteristic length \( \xi \). The large-distance result \[10\] then follows using the standard connection

\[
S(q) = 1 + n \int dr \, e^{-iq \cdot r}(g(r) - 1)
\]

between the static structure factor and the pair distribution function. A quite general upper bound on the length \( \xi \) has been derived by Price [42] using a combination of the \( f \)-sum rule and the compressibility sum rule. Defining \( \kappa = \partial n/\partial \mu \) as an effective compressibility, it reads

\[
\xi \leq \hbar \sqrt{\frac{\kappa}{2mn}}.
\]

Within a single-mode approximation, where the density fluctuation spectrum at long wavelengths is exhausted by a single collective mode, the bound becomes an equality. In this case the length \( \xi = \hbar/\sqrt{2mc_s} \) is uniquely determined by the speed of sound \( c_s \).

**C. Adiabatic relation**

In the zero-range limit \( a_2, \ell_d \gg r_e \), all information on the interaction is contained in the total scattering length \( a_2 \) and the dipolar length \( \ell_d \). One may therefore consider the change (here \( A \) denotes the area of the system)

\[
d\Omega = -SdT - PdA - N d\mu + X_a d(\ln a_2) + X_d d(\ln \ell_d),
\]

of the grand canonical potential \( \Omega = -PA \) in response to changes of these two parameters, which defines two extensive quantities \( X_a \) and \( X_d \). They are the generalized forces conjugate to the variables \( \ln a_2 \) and \( \ln \ell_d \) in \( \Omega(T, A, \mu, a_2, \ell_d) \). In physical terms, \( X_a \) and \( X_d \) describe the work done on the system under changes in the scattering length or the dipole length at fixed temperature \( T \), area \( A \), and chemical potential \( \mu \). As shown in App. A, these forces are related to the contact parameter defined in Eq. [9] in the following manner:

\[
\frac{X_a}{A} = \frac{\partial \varepsilon}{\partial (\ln a_2)}\bigg|_{\ell_d} = \frac{\hbar^2 C}{4\pi n m},
\]

\[
\frac{X_d}{A} = \frac{\partial \varepsilon}{\partial (\ln \ell_d)}\bigg|_{a_2} = D,
\]

where the partial derivatives of the energy density \( \varepsilon = E/A \) are taken at fixed dipole length and scattering length, respectively, as well as at fixed entropy \( S \), particle number \( N \), and area \( A \). In particular, the quantity \( D \) is defined in terms of the pair distribution function as follows

\[
D = \frac{d^2}{2} \int dr \, r^2 g(r) - \frac{C}{(2\pi)^2} \frac{d^2}{r^3}.
\]

The first expression \[14\] is the standard Tan adiabatic theorem in two dimensions, generalized to the situation where the scattering length also includes the contribution from the dipolar interaction. It establishes the fact that the contact is finite and positive also in the presence of dipolar interactions. As a result, the energy is an increasing function of the scattering length \[2\]. The second relation is new and specific for gases with dipolar interactions. It defines a dipolar analog \( D \) of the contact, which may be negative in general as shown below but is always finite. Indeed, the second term in the integral in Eq. \[16\] precisely cancels the short-distance divergence of the pair distribution function, Eq. \[10\], and thus renders the expression finite and independent of short-distance details. As will be shown in Eq. \[28\] below, the dipolar contact \( D \) may be understood as a non-anomalous contribution measuring the deviation in the difference \( P - \varepsilon \) between pressure and energy density due to the fact that a \( 1/r^3 \)-interaction violates scale invariance explicitly. The adiabatic relations \[14\] and \[15\] are stated for a homogeneous system, however the extension to inhomogeneous or few-body states is straightforward. In this case, the pair distribution function \( g(R, r) \) and both contact densities \( C(R) \) as well as \( D(R) \) depend on the centre-of-mass coordinate \( R \). Upon integration over \( R \), they give rise to extensive values of \( X_a \) and \( X_d \).

For a vanishing dipolar interaction, the full scattering length \( a_2 \) reduces to the two-dimensional scattering length of the short-range potential. The first adiabatic relation \[14\] then coincides with the standard adiabatic relation for bosons with short-range interactions \[11\]. Since the pair distribution function in this case behaves as

\[
n^2 g(r)|_{d=0} = \ln^2(r/a_2) + C + O(r^2)
\]

at short distances, the integral in Eq. \[16\] converges. The dipolar contact density \( D \) thus vanishes as \( O(d^2) \) (with logarithmic corrections in \( na_2^2 \), see below), as expected.
In the opposite limit of a negligible short-range contribution, the scattering length \(a_2 = a_d^2 \simeq \ell_d\) is fixed at the value obtained for a pure dipolar interaction. It is then no longer an independent thermodynamic variable separate from \(\ell_d\). As a result, the derivative with respect to \(\ell_d\) gives a single adiabatic relation that is the sum of (14) and (15). Using the fact that the second term in the integral of Eq. (16) is finite for a pure dipolar interaction and cancels the contact term stemming from Eq. (14), one obtains
\[
\bar{D} = \frac{\partial \varepsilon}{\partial (ln \ell_d)} \bigg|_{a_2 = a_d^2} = \frac{d^2}{2} \int d\rho \frac{n^2 q(r)}{r^3},
\]
which is just the interaction energy density. This result can also be obtained directly using the Hellmann-Feynman theorem.

As emphasized above, the thermodynamic relations (14) and (15) hold for arbitrary states of the many-body problem, both at vanishing and at finite temperature. The calculation of the associated contact coefficients requires, however, a quantitative solution of the many-body problem, which is in general possible only numerically. Explicit results can be derived at zero temperature and low densities and probably also in the non-degenerate limit by means of a virial expansion, following the approach in Ref. [44] for the two- and three-body contacts of Bose gases with short-range interactions in three dimensions. In order to determine the contact densities \(\bar{C}\) and \(\bar{D}\) in the ground state at low densities, we use an approach due to Fisher and Hohenberg [20]. Based on results by Popov [44], they showed that for a quite general form of the two-body interaction, the dependence \(\mu(n)\) of the chemical potential on the density \(n\) at small densities can be obtained from a perturbative solution of the implicit equation
\[
\mu = n[t(0,0,E = \mu)] = \frac{4\hbar^2 n/m}{\cot \delta_0(k = \sqrt{\mu m\hbar^2}) - i},
\]
which involves the two-body T-matrix at vanishing total momentum evaluated at a finite energy \(E = \mu\) in the center-of-mass frame.

In the presence of long-range dipolar interactions, the effective range expansion of the scattering phase shift in Eq. (2) gives rise to an equation of state at low densities of the form
\[
n(\mu) = \frac{m\mu}{4\pi\hbar^2} \left\{ \frac{1}{\varepsilon(\mu)} + \frac{8\hbar^2}{\pi} \left( 1 + \frac{\varepsilon(\mu)}{2} \right) + \alpha \ell_d \sqrt{\frac{m\mu}{\hbar^2}} \frac{1}{\varepsilon(\mu)} + \ldots \right\},
\]
where \(\varepsilon^{-1}(\mu) = \ln[4\hbar^2/(m\mu a^2_2 e^{2\gamma_E} + 1)]\). The first term is the universal result for the chemical potential of a Bose gas with scattering length \(a_2\) [20, 45]. In addition, we also include the leading and universal logarithmic corrections in the small parameter \(\varepsilon(\mu) \ll 1\) which were determined by Mora and Castin [16], with \(I = 1.0005\) a numerical constant. These corrections are not contained in the Fisher-Hohenberg ansatz [19]. In the ultra-low density limit, where \(\varepsilon(\mu) \ll 1\), the equation of state only depends on the low-energy scattering length \(a_2\) [47], and there is no separate dependence on the dipole length \(\ell_d\).

The correction in Eq. (20) proportional to \(\sqrt{\ell_d}\) arises from the long-range nature of the dipolar interaction and becomes relevant beyond the limit of ultra-low densities. For example, for a pure dipolar gas with \(a_2 = a_d^2\), this term will dominate over the Castin-Mora correction for \(m\mu a_d^2/\hbar^2 \gtrsim 2 \cdot 10^{-3}\), corresponding to densities \(\sqrt{\ell_d} \gtrsim 10^{-3}\), which covers most of the relevant range in Fig. 3 below. This is indeed the point at which numerical calculations of a dipolar gas observe deviations from the equation of state of a Bose gas with short-range interactions [47]. The contact parameter can be determined from Eq. (19) or (20) using
\[
nd\mu = dP - sdT + \frac{\hbar^2}{4\pi m} \bar{C} d(\ln a_2) + \bar{D} d(\ln \ell_d),
\]
which follows from the definition of the contacts [13] and the Gibbs-Duhem relation. At low densities, the resulting contact
\[
\bar{C}(a_2) = \left( \frac{4\pi n}{\ln[4e^{-2\gamma_E}/(na_2^2)]} \right)^2 + \ldots
\]
only involves the scattering length and — apart from the logarithmic factor — essentially vanishes with the square of the density. The dipolar contact arises from the contribution \(\sim \ell_d\) in Eq. (20) and is given by
\[
\bar{D} = -\frac{16\hbar^2\alpha}{5m} \left( \frac{\pi^{3/2} n^{5/2} \ell_d}{\ln^{1/2}[4e^{-2\gamma_E}/(na_2^2)]} \right) + \ldots
\]
It is negative but vanishes faster with density than \(\bar{C}\). A similar behavior is found in the two-body limit, where a bound state of the combined short-range plus dipolar interaction exists whenever \(a_2 > a_d^2\) [48]. Using the adiabatic relation \(dE/d\ln a_2 = \hbar^2 C/(4\pi m)\), the resulting (integrated) contact \(C_{2-body} = 32\pi e^{-2\gamma_E}/a_2^2\) is positive while \(D_{2-body} = -\text{const} \cdot \hbar^2/(m\ell_d^2)\) is negative with a numerical prefactor const of order one. In the special case of a pure dipole interaction, where \(a_2 = a_d^2 \sim \ell_d\), only the dipolar contact remains. At low densities, it is determined by the perturbative result (22) apart from a trivial factor, i.e.,
\[
\bar{D} = \frac{\hbar^2}{4\pi m} C(a_2 = a_d^2).
\]

D. Pressure relation and virial theorem

The adiabatic relations give rise to two additional exact expressions for the pressure in a uniform situation or the total energy in a harmonic trap. To derive these
relations, we write the grand canonical potential in dimensionless form

\[
\Omega(T, \mu, A, 1/a, 1/\ell_d) = k_B T \tilde{\Omega}(\frac{\mu}{k_B T}, \frac{\hbar^2/mA}{k_B T}, \frac{\hbar^2/ma_2^2}{k_B T}, \frac{\hbar^2/m\ell_d^2}{k_B T}).
\]  

(25)

This relation implies the scaling law

\[
\Omega(\lambda T, \lambda \mu, A/\lambda, \sqrt{\lambda/a_2}, \sqrt{\lambda/\ell_d}) = \lambda \Omega(T, \mu, A, 1/a_2, 1/\ell_d).
\]

(26)

Taking the derivative of this expression with respect to \(\lambda\) and evaluating the result at \(\lambda = 1\) gives

\[
(T \frac{\partial}{\partial T} + \mu \frac{\partial}{\partial \mu} - A \frac{\partial}{\partial A} - \frac{1}{2} \frac{\partial}{\partial (\ln a_2)} - \frac{1}{2} \frac{\partial}{\partial (\ln \ell_d)}) \Omega = \Omega.
\]

(27)

Using \((T \frac{\partial}{\partial T} + \mu \frac{\partial}{\partial \mu} - A \frac{\partial}{\partial A} - \Omega)\) for dipolar gases that are confined by a harmonic radial trapping potential \(V_{\text{ext}}(r) = m \omega^2 r^2/2\) with frequency \(\omega\) (for simplicity, we assume an isotropic trap, however the final result holds also in the anisotropic case). The associated grand canonical potential can then be written in dimensionless form as

\[
\tilde{\Omega}(T, \mu, \omega, 1/a_2, 1/\ell_d) = k_B T \tilde{\Omega}(\frac{\mu}{k_B T}, \frac{\hbar \omega}{k_B T}, \frac{\hbar^2/ma_2^2}{k_B T}, \frac{\hbar^2/m\ell_d^2}{k_B T}).
\]

(31)

A similar scaling analysis as above gives

\[
(T \frac{\partial}{\partial T} + \mu \frac{\partial}{\partial \mu} + \omega \frac{\partial}{\partial \omega} - \frac{1}{2} \frac{\partial}{\partial (\ln a_2)} - \frac{1}{2} \frac{\partial}{\partial (\ln \ell_d)}) \Omega = \Omega.
\]

(32)

Using \((T \frac{\partial}{\partial T} + \mu \frac{\partial}{\partial \mu} - 1)\) \(\Omega = -TS - \mu N - \Omega = -E\) and that the partial derivative of the grand canonical potential with respect to the trapping frequency is equal to the derivative of the energy (at fixed entropy), we obtain

\[
(\omega \frac{\partial}{\partial \omega} - \frac{1}{2} \frac{\partial}{\partial (\ln a_2)} - \frac{1}{2} \frac{\partial}{\partial (\ln \ell_d)}) E = E.
\]

(33)

Now, using \(\omega \partial E/\partial \omega = 2(V_{\text{ext}})\), we obtain the virial theorem

\[
E = 2\langle V_{\text{ext}} \rangle - \frac{\hbar^2}{8\pi m} \int_\mathbb{R} C(\mathbf{r}) - \frac{1}{2} \int_\mathbb{R} \tilde{D}(\mathbf{R}).
\]

(34)

Again, the first two terms are the standard virial theorem for 2D quantum gases \[41, 49, 50\]. For a pure dipolar interaction, the virial theorem reduces to

\[
E = 2\langle V_{\text{ext}} \rangle - \frac{1}{2} \int_\mathbb{R} \tilde{D}(\mathbf{R}).
\]

(35)

This result can be compared with a virial theorem by Góral et al. \[52\] that was derived for trapped single-component dipolar Fermi gases in three dimensions in the semi-classical Thomas-Fermi limit. For spin-polarized fermions, there is no short-range contribution to the interaction energy and the virial theorem reported in Ref. \[52\] involves the 3D interaction energy associated with the long-range part \(-C_3 P_3(\cos \theta)/r^3\) of the 3D dipolar interaction. Their result is consistent with Eq. \ref{35} which applies in the presence of a tight confinement along the \(z\)-direction. Note, however, that the dipolar contact \[18\] is effectively evaluated with \(g(\mathbf{r}) \equiv 1\) in Ref. \[52\]. Due to trap-average, the \(1/r^3\)-divergence of the dipole potential \[1\] at short distances is removed and thus the integral is finite despite neglecting short-range pair correlations. More generally, in three dimensions, the anisotropy of the interaction even in the case of oriented dipoles requires two independent scalar functions \(g(r)\) and \(g_0(r)\) to fully characterize the pair distribution function \(g(1, 2) = g(r) + g_0(r) \cdot 2P_3(\cos \theta)\), where \(\theta\) is the angle between the separation vector \(\mathbf{r}\) and the dipole direction \[53, 54\]. This problem does not arise in two dimensions, where our general results \[34\] and \ref{35} establish the virial theorem for arbitrary states of the many-body problem, including the realistic case of an interaction that differs from the dipolar form at short distances.

### E. Momentum distribution and static structure factor

The short-distance factorization of the many-body wave function \[7\] also determines the high-momentum tails of various correlation functions, such as the momentum distribution and the static structure factor. Specifically, the momentum distribution is given by the Fourier
In an intermediate momentum region $\sqrt{n} \ll q \ll 1/\ell_d$, the logarithmic dependence of the pair distribution function gives rise to a power-law momentum tail

$$S(q) - 1 = \frac{C}{4\pi n q^2} \ln \left(\frac{q a_2 e^{\gamma E}}{2}\right) + \ldots,$$

(39)

which is modified by a logarithmic factor. For even larger momenta $q \gg 1/\ell_d$, this tail will be exponentially suppressed. The domain of validity $\sqrt{n} \ll q \ll 1/\ell_d$ for the expression (39) shows that the power-law decay is accessible only in the low-density regime $\sqrt{n} \ell_d \ll 1$, where the details of the long-range dipole potential are not important. The power-law tail (39) predicts a negative correction below $q < 2e^{-\gamma E}/a_2$ while above that, the structure factor is larger than unity. Thus, a maximum appears at $q = 2e^{1/2-\gamma E}/a_2$ which equals $q \approx 0.58/\ell_d$ in the case of a pure dipolar interaction. Such a non-monotonic behavior has been observed in numerical calculations of the static structure factor by Astrakharchik et al. [57] close to the transition to a crystalline phase at high density $\sqrt{n} \ell_d \gtrsim 20$. This will be discussed in more detail in the following.

F. Numerical values of the dipolar contact

The result in Eq. (23) for the dipolar contact $D$ only covers the limit of ultra-low densities. In order to determine the contact quantitatively over a wider range — at least for a system with pure dipolar interactions, where $D \rightarrow \tilde{D}$ — we apply the adiabatic derivative [13] to the numerical results obtained in Ref. [57]. As shown in Fig. 3 the dimensionless dipolar contact increases monotonically with the ratio of the dipolar length $\ell_d$ and the average interparticle spacing, ranging over almost six orders of magnitude in a relevant range of densities.

In the low-density limit $\sqrt{n} \ell_d \ll 1$, the contact (24) follows the logarithmic dependence (22) derived in Sec. II C. In the opposite high-density limit $\sqrt{n} \ell_d \gtrsim 20$, the system forms a regular triangular lattice. The asymptotic dependence of the dipolar contact is then determined by the purely classical energy density of the crystal:

$$\tilde{D}_{\text{crystal}} = \frac{n}{2} \sum_{\mathbf{R} \neq 0} \left| \mathbf{a}^2 - \frac{\hbar^2 n}{m \ell_d^2} (n \ell_d^2)^{3/2} \right| \sum_{\mathbf{R} \neq 0} \frac{1}{n^{3/2} |\mathbf{R}|^3}.$$

(40)
The sum runs over the sites \( \mathbf{R} \) of a triangular lattice and the factor 1/2 avoids double-counting. For a triangular lattice, the last purely numerical factor is 4.4462, which agrees with the corresponding constant \( a_1 = 4.43(1) \) obtained numerically in Ref. [57]. In a square lattice, instead, one obtains a larger value \( a_1^\text{d} = 4.5168 \) and thus a higher ground state energy. This is a reflection of the fact that for purely repulsive interactions the triangular lattice is the one with the lowest energy. Note that for a given density and strength \( d^2 \) of the dipolar interaction, \( D_\text{crystal} \) is independent of \( \hbar \). Quantum corrections to this purely classical energy arise from the zero point motion of the crystal. This leads to an additional contribution to the energy per particle of order \( \epsilon_\text{phon} \simeq \hbar c_s / b \sim n^{3/4} \) because the sound velocity scales like \( c_s \sim n^{3/4} \), while the lattice constant decreases like \( b \sim 1/\sqrt{n} \) with density. The resulting quantum corrections to \( D_\text{crystal} \), which are of order \( \mathcal{O}(n(n\ell_d)^{5/4}) \), are quite small, however. Indeed, as shown in Fig. 3 the full result hardly differs from the dashed blue line representing the contribution \( \delta \) even in the regime close to the transition.

In the context of the fluid-to-crystal transition found numerically in Refs. [23, 57], two points merit further discussion. First of all, in two dimensions and in the presence of dipolar or even longer-range interactions, a direct first order transition from a fluid to a crystalline phase has been excluded by Spivak and Kivelson on quite general grounds [27, 58]. Indeed, such a transition requires a positive value of the surface tension. For interactions decaying like \( V(r) \sim 1/r^n \) at large distances with \( n \leq 3 \), however, the fluctuation contributions to the surface tension in \( d = 2 \) become negative for large domain sizes [58]. As a result, one expects an inhomogeneous stripe or micro-emulsion phase intervening between the fluid and crystalline ground states. Such phases have been predicted for fast rotating gases in the presence of dipolar interactions by Cooper et al. [59, 60]. In a non-rotating situation, where the projection to the lowest Landau level does not apply, they are difficult to resolve in numerical simulations, however, because in the special case of dipolar interactions the characteristic domain sizes are expected to be larger than the microscopic length scales \( \ell_d \) or \( 1/\sqrt{n} \) by an exponentially large factor. To account for the presence of such intermediate phases, in Fig. 3 we have left open a finite interval in the vicinity of the critical dimensionless coupling \( \sqrt{n\ell_d} \).

As a second point, we note that starting from a homogeneous fluid, the point of instability towards phases with a nontrivial modulation of the density may be inferred from a criterion which only involves knowledge of the static structure factor. In classical liquids, this is known as the Hansen-Verlet criterion. It states that freezing appears when the dominant first peak of the static structure factor reaches a critical value \( S(q_0) = 2.85 \) [61]. As discussed by Babadi et al. [62], a modified version of his criterion turns out to determine the limit of stability also for various two-dimensional quantum fluids at zero temperature. The associated critical value \( S(q_0) \) is substantially lower than the classical Hansen-Verlet value, but does not change much with particle statistics or the specific form of the repulsive interactions. In the particular case of Bose fluids with dipolar interactions, the value extracted from the numerical results in Ref. [57] is \( S(q_0) \simeq 1.7 \) [62] (an even smaller value \( S(q_0) \simeq 1.4 \) applies for dominantly repulsive Bose fluids in \( d = 3 \) like \( ^4 \text{He} \)) [63]. In the following section, we will show that a criterion of this type also determines the position of an instability towards a ground state with a density wave which is found in dipolar gases in a situation where the transverse confinement length is much larger than the dipolar length and, therefore, the dipole part of the interaction is no longer purely repulsive.

### III. Exact Relations for Weakly Confined Dipolar Gases

The results derived in the previous section apply for dipolar gases in the limit \( r_c, l_z \ll a_2, \ell_d \), where the solution of the two-body problem takes the form \( \delta \) appropriate for scattering in two dimensions. In practice, such a strong confinement has not yet been reached. Indeed, typical dipolar lengths are below 100 \( a_B \) and are thus much smaller than the transverse confinement lengths on the order of \( l_z \simeq 0.5 \mu \text{m} \) [64]. In such a case, the short-distance behavior is determined by a solution of the full three-dimensional Schrödinger equation in the presence of both a short-range and the dipolar potential:

\[
V(r) = V_\text{sr}(r) + \frac{d^2}{r^3} \left( 1 - \frac{3z^2}{r^2} \right) - \frac{8\pi d^2}{3} \delta(3)(r). \tag{41}
\]

Here, the attractive delta-function term is specific to the case of magnetic point dipoles and ensures that \( \text{div} \mathbf{B} = 0 \) holds globally [65]. As discussed in the introduction, the
associated scattering problem is not universal. Nevertheless, a number of exact results can be obtained for the weakly confined dipolar gas, where the motion along the confined z-direction is restricted to the lowest transverse single-particle eigenstate. This requires the chemical potential to obey the condition \( \mu < \hbar \omega_z \) which excludes a high-density crystalline phase as discussed in the previous section.

The aim of this section is to show that the low-density system differs in key aspects from the dense quantum liquids commonly discussed in the literature. We begin in Sec. III A by demonstrating that the density-wave instability anticipated in early work on dipolar gases \(^{66}67\) and recently observed by a number of groups \(^{18}20\) can be inferred from a quantum version of the Hansen-Verlet criterion for the static structure factor. In particular, we infer from this criterion that the region in parameter space where the homogeneous fluid shows a roton minimum is very limited, in contrast to dense quantum liquids like \(^4\)He. Moreover, a universal relation for the high-momentum tail of the static structure factor suggests that the decay from the dominant peak at \( q_0 \approx 1/l_z \) to the asymptotic limit is monotonous, rather different from the non-monotonic behavior found for purely or dominantly repulsive systems like 2d gases with dipolar interactions \(^{67}\) or superfluid \(^4\)He \(^{68}\). Finally, in Sec. III B we analyze the spectrum of hydrodynamic and Goldstone modes in a special case of the symmetry-broken super-solid phase which may be thought of as a superfluid version of a classical smectic A liquid crystal. Due to the broken translation symmetry along a single direction, the superfluid mass density tensor is anisotropic and there is a finite normal fluid density for longitudinal motion even at zero temperature. As as result, both first and second sound appears. The associated velocities are determined by a combination of the bulk and the layer compression modulus together with the superfluid fraction.

We begin with a brief discussion of the effective dipole interaction in the presence of a weak transverse confinement. The effective two-body interaction \( V_{\text{dd}}(q) \) which results from projecting the three-dimensional dipole interaction \(^{41}\) onto the lowest transverse oscillator level, has been determined by Fischer \(^{69}\). Its explicit form is given by

\[
V_{\text{dd}}(q) = -g_{\text{dd}}^2 \sqrt{\frac{\pi}{2}} (ql_z) \text{erf}^2(q/l_z). \tag{42}
\]

Here, following the notation in Ref. \(^{34}\), we have introduced a coupling constant \( g_{\text{dd}}^2 = \hbar^2 / m g_{\text{dd}}^2 \) with a dimensionless factor \( g_{\text{dd}}^2 = 8\pi \ell d / l_z \) for dipolar interactions, which is much less than one in practice. The effective interaction \( V_{\text{dd}}(q) \) is always negative and approaches the constant value \( -g_{\text{dd}}^2 \) in the limit \( ql_z \gg 1 \). In physical terms, this describes attractive head-to-tail collisions between aligned dipoles with an effective 3D scattering length \(-\ell_d\). Due to \( \int r_{\text{mag}}(r) = 0 \), the projected dipolar interaction \( V_{\text{dd}}(q) \sim -2\pi d^2 q \) vanishes in the limit \( q/l_z \ll 1 \) with a linear slope, reflecting the repulsive \( d^2 / r^3 \) potential at distances much larger than \( l_z \).

The total momentum-dependent interaction \( V_{\text{tot}}(q) = g_2 + V_{\text{dd}}(q) \), which arises from the combination of a short-range part described by an associated scattering length \( a_s \) via \( g_2 = (\hbar^2 / m) \sqrt{8\pi a_s / l_z} \) \(^{34}\) and the magnetic dipolar potential gives rise to a thermodynamically stable low-density gas provided that \( a_s > 0 \). In physical terms, this is equivalent to a positive value of the effective scattering length for head-to-head collisions between aligned dipoles. Note that this is a weaker condition compared to the case without a confining potential, where the effective scattering length \( a_s^\text{eff} = a_s - \ell_d \) for head-to-tail collisions must be positive \(^{70}\). For quasi-2D systems, \( a_s^\text{eff} \) may become negative despite overall stability. It is the presence of attractively interacting dipoles in a weakly confined configuration with \( l_z \gg \ell_d \) that opens the possibility for an instability of the homogeneous superfluid into phases with spatial order.

### A. Static structure factor and Hansen-Verlet criterion

In the following, we will show that the critical strength of dipolar interactions where a density-wave instability occurs essentially coincides with the onset of a roton minimum in the excitation spectrum and may be understood in terms of a quantum version of the Hansen-Verlet criterion. The roton instability, where the excitation gap vanishes at some finite momentum \( q_0 \), is thus preempted by a first order transition to a phase with a weak density modulation. In contrast to the case of \(^4\)He, however, where the ground state changes from a superfluid to a normal solid at a critical pressure \( p_c \approx 25 \text{ atm} \), the inhomogeneous phase of dipolar gases retains its superfluid properties and thus realizes an example of a supersolid \(^{18}20\). This aspect will be discussed in more detail in the following section. Here, we will focus on the
Hansen-Verlet criterion and, moreover, provide exact results for the static structure factor at large momentum. This allows to distinguish the instability to a supersolid phase due to attractive interactions from the transition to an incompressible, commensurate crystal in the tightly confined limit discussed in the preceding section. It is important to note that the Hansen-Verlet criterion only determines the instability point of the homogeneous fluid phase. It does not fix the nature of the spatial order beyond the instability nor does it provide a microscopic description of the underlying first-order quantum phase transition. For the special case of weakly confined dipolar gases, various approaches to address the latter problem have been suggested, such as adding a repulsive three-body interaction on top of a Bogoliubov approximation, which may lead to either stripe or triangular spatial order [71]. In our present work, the problem of describing the transition to the supersolid phase is not addressed. Instead, we focus on exact results for the static structure factor at large momentum and on the hydrodynamic, low-energy description of an effectively one-dimensional supersolid phase beyond the instability.

As noted above, for dipolar interactions in two dimensions, the Hansen-Verlet criterion states that the dominant peak in the static structure factor reaches a critical value $S(q_0) \simeq 1.7$ at the transition to a phase with an inhomogeneous density. At the level of a Bogoliubov approximation, this criterion can be tested easily by noting that the resulting static structure factor

$$S_{Bog}(q) = \left[1 + 2n_0 V_{tot}(q)/\varepsilon_q\right]^{-1/2}$$

is completely determined by the effective interaction and the condensate density $n_0$ ($\varepsilon_q = \hbar^2 q^2/2m$ is the single particle energy). Based on the expression (42) for the momentum dependent interaction, Fig. 4 shows the static structure factor at a dimensionless dipolar interaction strength $n_0 \ell_z^2 \tilde{g}_d^d = 1$ and a negative effective short-range interaction $n_0 \ell_z^2 \tilde{g}_d^{dd} = -0.5$. This parameter regime corresponds to the onset of the roton minimum in the excitation spectrum — which within Bogoliubov theory — is given by the single-mode expression $E_q = \varepsilon_q/S(q)$. In Fig. 5, we show the associated stability diagram. Here, the blue line marks the roton instability, where the excitation energy reaches zero at finite momentum $q_0$ due to a formally divergent value of the static structure factor. Remarkably, the line where the excitation spectrum $E_q$ starts to develop a roton minimum (orange line) as determined by Blakie et al. [72] essentially coincides with the Hansen-Verlet criterion $S(q_0) \simeq 1.7$ (green line). This suggests that — in contrast to the case of Helium $4$ — a fluid phase with a well-developed roton minimum exists at most within a small range of parameter values: near the point where the roton minimum starts to develop, a first-order transition to an inhomogeneous phase appears. This appears in line with the experimental results obtained by Petter et al. [64], where a shallow minimum in the excitation spectrum near $q l_z \simeq 1.3$ is observed to decrease upon lowering the short-range scattering length $a_s$, ending at a finite value $\omega_{rot} \simeq 0.5 \omega_z$. An important point to note in this context is that the single-mode approximation for the excitation spectrum, which allows to extract a well-defined excitation energy for a given wave vector $q$, is valid in the relevant range $q \simeq 1/l_z$ only for confinement lengths $l_z$ that are considerably larger than the effective healing length $\xi = h/\sqrt{m\mu}$. At dimensionless coupling strengths $\tilde{g}_d^{dd} \simeq \ell_z/a_s$, however, this is incompatible with the condition $nl_z \xi \ll 1$ arising from the truncation $\mu \ll \hbar \omega_z$ to the lowest transverse eigenstate. In fact, as observed in Ref. [64], the excitation spectrum in the relevant range $q l_z \gtrsim 1$, covers a broad continuum at any given wave vector rather than a single sharp peak. This has been discussed in detail in Ref. [73] for the case of Bose gases with short range interactions in three dimensions. For tightly confined dipolar gases in 2D, it has been seen in numerical simulations by Mazzanti et al. [74].

In order to determine to which extent features in the static structure factor provide information about the nature of the instability towards inhomogeneous phases that remain valid beyond the Bogoliubov approximation, we first note that the associated high-momentum tail

$$\lim_{q l_z \gg 1} S_{Bog}(q) = 1 - \frac{4\sqrt{2\pi n_0 a_s^{eff}}}{\ell_z q^2} + \ldots$$

is determined by the effective scattering length $a_s^{eff} = a_s - \ell_d$. The trivial asymptotic limit $S(q) = 1$ is thus approached from above provided $a_s^{eff} < 0$ is negative. It turns out, however, that the Gaussian approximation does not account for the correct asymptotic behavior of the static structure factor at large momentum. In fact, the tail of $S(q)$ for large in-plane momenta $q$ probes dipoles at lateral separations $p$ that are much smaller...
than the vertical displacement in the transverse direction. This can be seen from the definition of the static structure factor in terms of the pair distribution function

\[ S(q) = 1 + n_3 \int dp \, e^{-ia \cdot p} \int dz (g(\rho, z) - 1). \quad (45) \]

In the limit \( q \ell_z \gg 1 \), the dominant contribution comes from dipoles with lateral separation \( |\rho| \ll \ell_z \), which is averaged over the direction \( z \) of the dipoles. Quite different from the fluid-to-crystal transition discussed above, which is driven by purely repulsive interactions, the dipoles now may interact attractively. In particular, for distances below \( \ell_z \), the transverse confinement is not felt and the scattering problem is of a three-dimensional nature with an effective negative scattering length \( a_\text{eff} < 0 \), which describes the strength of head-to-tail collisions. For this parameter regime, the short-distance behavior of the pair distribution function is quite generally of the form [2]

\[ g(\rho, z) \sim \left( \frac{1}{r} - \frac{1}{a_\text{eff}^2} \right)^2. \quad (46) \]

Performing the Fourier transform in Eq. (45), the high-momentum tail of the structure factor is given by the exact result for three-dimensional systems [75]

\[ S(q) - 1 \sim \frac{1}{8n_3q} \left( 1 - \frac{4}{\pi q a_\text{eff}^2} + \ldots \right). \quad (47) \]

This result holds for wave vectors larger than the inverse oscillator length \( 1/\ell_z \), yet smaller than inverse dipole length \( 1/\ell_d \), beyond which the details of the dipole interaction become important. With \( \ell_z/\ell_d \approx 150 \) in current experiments [64], this is a broad window. Independent of the sign of \( a_\text{eff}^2 \), the static structure factor thus always approaches unity from above as \( 1/q \). For negative values \( a_\text{eff}^2 < 0 \), which is the case relevant to current experiments [64, 75], also the subleading contribution is positive. As a result, the static structure factor exhibits a monotonic decay from its dominant peak at \( q_0 \ell_z = O(1) \) towards the limiting value one, as shown in Fig. 4. This is quite different from the situation found with purely repulsive interactions, where \( S(q) \) exhibits both a minimum and a maximum at wave vectors beyond \( \sqrt{n} \), see, for example, Ref. [77] and the discussion at the end of the previous section.

The Bogoliubov approximation [14], by contrast, fails to correctly describe the asymptotic form of the static structure factor [47] and only captures the subleading contribution \( \sim 1/q^2 \), missing the exact behavior [47] that always approaches unity from above. A similar situation is also found for Bose gases with pure short-range interactions and in the absence of a confinement [75].

**B. Hydrodynamic and Goldstone modes in a superfluid smectic**

In the following, we present exact results on the low-energy excitations of a particularly simple example of a superfluid phase with broken translation symmetry where the periodic modulation of the density is unidirectional. As mentioned above, such a phase has been observed experimentally [18, 20]. It may be considered as a superfluid version of the smectic A phase of classical liquid crystals [76]. The results below are exact in a rather different sense than those of previous sections: they refer to the collective modes at long wavelengths and low energy. As emphasized by Martin et al. [77], the structure of such excitations is completely fixed by the number of conserved variables and that of broken symmetries. The superfluid smectic phase, where two separate symmetries — gauge invariance and translational invariance — are independently spontaneously broken, exhibits a distinct excitation spectrum with two independent Goldstone modes. Specifically, we focus on hydrodynamic modes propagating along the direction of the periodic modulation, which have recently been studied in experiments [78–80]. Besides the standard bulk sound mode, there is a separate second-sound type mode whose velocity is set by a combination of the layer compression modulus and the superfluid fraction. This is different from the individual cases of a smectic phase, where a secondary sound mode vanishes for propagation both along or perpendicular to the layer [76], or a homogeneous superfluid, where second sound is an entropy wave which becomes ill-defined at low temperatures.

In order to elucidate the similarities and differences between standard liquid crystals and the superfluid version of the smectic phase considered below, we start with the case where no superfluidity is present. Specifically, we consider a two-dimensional situation where the smectic order shows up as a weak periodic modulation

\[ n_{eq}(r) = \bar{n} + \sum_{l=1}^{\infty} n_l \cos (l q_0 y) \approx \bar{n} + n_1 \cos (q_0 y) + \ldots \quad (48) \]

of the density along the \( y \)-direction with a fundamental reciprocal lattice vector \( q_0 \). This type of ordering is observed for confined gases in the regime \( \ell_z \ll \ell_d \) beyond the Hansen-Verlet bound for the critical value of the dipolar interaction. In the experiments, there is also an in-plane harmonic potential, which is very weak along the direction of ordering [20, 64]. For the following discussion, the in-plane trap frequencies \( \omega_{x,y} \) are set to zero for simplicity. In particular, we assume translation invariance along the \( x \)-direction (i.e., transverse to the smectic order). Since our main focus lies on the longitudinal excitations, this assumption does not affect our conclusions below.

For a non-vanishing Fourier component \( n_1 \neq 0 \) in Eq. (48), translation invariance along \( y \) is broken. The associated new hydrodynamic variable is a scalar field
\( u(x, y) \), which is called the layer phase \[76\]. It is defined by considering deviations from the equilibrium density \[48\] of the form
\[
n(x, y) = \bar{n} + n_1 \cos [q_0 y - q_0 u(x, y)]. \tag{49}
\]
In view of the four conserved quantities, which are particle number, momentum and energy combined with the single symmetry-breaking variable \( u \), there must be five hydrodynamic modes. Only one of them is a Goldstone mode that counts twice in the hydrodynamic count because it is necessarily a propagating mode. As found by Martin \textit{et al.} \[77\], the Goldstone mode of a smectic A liquid crystal is a transverse sound mode whose frequency \( \omega_t(q) \simeq \sqrt{B/\rho q^2} q_x q_y \sim \sin \psi \cos \psi \) depends on the angle \( \psi \) of the wave vector \( q \) with the direction of the density order. Here, \( \rho \) is the total equilibrium mass density and \( B \) the layer compression modulus. It is defined by the elastic contribution \( f_{el} = B (u^2)^2/2 + \ldots \) to the free energy density associated with small longitudinal distortions \( u' = \partial_\nu u \) of the smectic order \[76\]. Due to the peculiar angular dependence \( c_2(\psi) \sim \sin \psi \cos \psi \) of the transverse sound velocity, this mode is absent for wave vectors \( q \) along the \( y \)-direction. The spectrum of longitudinal excitations thus only contains a propagating bulk sound mode \( \omega = \pm c_2 q \) and three diffusive modes, one of which describes heat diffusion. The velocity
\[
c_2 = \frac{K + B}{\rho}, \tag{50}
\]
of the bulk sound mode is determined by the sum of the (isentropic) bulk modulus \( K = \rho \partial p/\partial \rho \bigg|_{\rho, x, u'} \) and the layer compression modulus \( B \) \[77\]. For weak modulations of the density \( n_1 \ll \bar{n} \), the bulk modulus dominates and thus the longitudinal sound velocity is essentially that of a fluid phase.

By mode counting at \( q_x = 0 \), there must be two further modes beyond heat diffusion. One is a transverse momentum diffusion mode with frequency \( \omega = -ivq^2 \), where \( v \) is a kinematic viscosity \[76\]. The other one with frequency \( \omega = -iD_p q^2 \) is special to smectic A liquid crystals and is called the permeation mode \[76\]. It describes a diffusive process in which particles are exchanged between adjacent layers without changing the average periodic structure. The associated diffusion constant \( D_p = \zeta B \) is determined by the layer compression modulus \( B \) and a dissipative coefficient \( \zeta \). The permeation mode may be viewed as an analog of vacancy diffusion, a process which gives rise to an independent hydrodynamic mode in any crystal \[77\]. As will be shown below, it is precisely the permeation mode in combination with the heat diffusion mode that turns into the Goldstone mode of the superfluid smectic phase, where exchange between the layers occurs in a reversible manner by non-dissipative, propagating mass currents.

For a description of the low-energy excitations of a superfluid smectic phase, the presence of superfluidity needs to be included on a thermodynamic level by expressing the differential of the entropy density \( s \)
\[
Tds = d\varepsilon - (\mu/m)d\rho - \mathbf{v}_n dg - \mathbf{h}d(\nabla u) - \mathbf{j}_s d\mathbf{v}_s \tag{51}
\]
as a function of the conserved variables energy \( \varepsilon \), mass density \( \rho \), and momentum density \( g = \rho_0 \mathbf{v}_n + \rho_0 \mathbf{v}_s \) together with the gradient \( \nabla u \) of the layer phase and the superfluid velocity \( \mathbf{v}_s \), which characterize the two broken symmetries. The thermodynamic field
\[
\mathbf{h} = \frac{\partial f_{el}}{\partial (\nabla u)} \bigg|_{T,A,N,v_n,v_s} = Bu' \mathbf{e}_y - K_1 \partial_y^2 \mathbf{e}_x + \ldots \tag{52}
\]
conjugate to the gradient \( \nabla u \) of the layer phase determines the elastic free energy of the smectic. Note that for longitudinal modes, only the layer compression modulus \( B \) plays a role. A different, Gaussian curvature type elasticity appears for excitations with a finite component \( q_s \) of the wave vector parallel to the layers. It involves the splay elastic constant \( K_1 \) \[76\], which is relevant for the dispersion of Goldstone modes in a Larkin-Ovchinnikov phase of imbalanced Fermi superfluids as discussed by Radzihovsky and Vishwanath \[81\] \[82\], see the discussion in Appendix C.

The conjugate variable to the momentum density \( g \) is the normal velocity \( \mathbf{v}_n \), which also appears in the superfluid mass current density \( \mathbf{j}_s = \rho_0 (\mathbf{v}_s - \mathbf{v}_n) \). Quite generally, for superfluids with an underlying periodic structure, the normal velocity \( \mathbf{v}_n = \partial_\nu \mathbf{u} \) is determined by the time derivative of the displacement field \( \mathbf{u} \). This relation — which is valid at the linearized level around equilibrium and is thus sufficient for the derivation of the hydrodynamic modes — may formally be derived as a consequence of Galilei invariance \[83\]. In particular, for hydrodynamic modes with wave vector \( q \) along the \( y \)-direction, the associated normal velocity \( \mathbf{v}_n'y = \partial_\nu u \) is just the time derivative of the scalar layer phase variable \( u \). Similar to the elastic constants \( B \) and \( K_1 \), the superfluid and normal mass density tensors \( \rho_0 \) and \( \rho_n \) which are constrained by \( \rho_0 + \rho_n = \rho \perp \) are thermodynamic variables defined via \( \mathbf{j}_s \) as the conjugate field to \( \mathbf{v}_s \). These relations are a straightforward tensor generalization of those from standard two-fluid hydrodynamics. For translation-invariant fluids, the normal fluid density \( \rho_n \sim T^{d+1} \) vanishes as the temperature approaches zero \[20\]. A rather different situation arises for a superfluid with smectic order, where the breaking of translation invariance along one of the directions gives rise to a finite value of the corresponding component \( \rho_0 \perp \simeq \rho \cdot (n_1/\bar{n})^2 \) of the normal fluid density even at zero temperature. A strict lower bound for \( \rho \perp \) follows from a variational argument due to Leggett \[84\], which is discussed in Appendix B.

The complete set of hydrodynamic modes in a superfluid smectic phase follows from the equations of motion for the conserved densities together with the two, effectively scalar, variables which describe the underlying broken symmetries. The latter are the superfluid velocity \( \mathbf{v}_s \) and the gradient of the layer phase \( \nabla u \), which are both
longitudinal vectors. Adding the particle density $\rho$, together with the momentum and energy densities $g$ and $\varepsilon$, the resulting equations of motion are given by

\[
\begin{align*}
\partial_t \rho + \nabla \cdot g &= 0 \\
\partial_t g_i + \partial_j \pi_{ij} &= 0 \\
\partial_t \varepsilon + \nabla \cdot J &= 0 \\
\partial_t (\nabla u) - \nabla \Delta n_{xy} &= 0 \\
\partial_t v_s + \nabla \mu/m &= 0.
\end{align*}
\]

The first three equations (53)-(55) are continuity equations that link the time derivatives to the divergences of the momentum density $g$, the stress tensor $\pi_{ij}$, and the energy current $J$, respectively. As already discussed above, Eq. (56) follows from Galilean invariance and expresses the fact that a constant shift along the direction of smectic order changes the stress tensor. For the inviscid fluid considered here, there is no entropy production (neglecting a quadratic term in the velocities) that modifies the particle and energy current, while the momentum degree of freedom decouples and gives rise to a diffusion mode. For the remaining degrees of freedom, we obtain the characteristic equation

\[
\begin{pmatrix}
-\omega/q & 1 & 0 & 0 & 0 \\
K/\rho & -\omega/q & 0 & 0 & -B \\
0 & sT\rho_2/\rho_0 & -\omega/q & -\rho sT\rho_2/\rho_0 & 0 \\
K/\rho^2 & 0 & -sT/\rho_0 \varepsilon & -\omega/q & 0 \\
0 & 1/\rho_0 & 0 & -\rho_0 s/\rho_0 & -\omega/q
\end{pmatrix}
\begin{pmatrix}
\delta \rho \\
g_L \\
\delta \varepsilon \\
v_s \\
u'
\end{pmatrix}
= 0.
\]

Here, $\omega$ is the frequency of the mode and $q$ the associated longitudinal momentum. Moreover, we introduce a heat current density variable $\delta \varepsilon = \delta \varepsilon + \frac{s}{\rho} \delta \rho$ where $\delta = s/\rho$ is the entropy per particle, and $c_V = T/\rho \partial \varepsilon/\partial T$ is the specific heat per particle at constant area. Apart from the transverse momentum diffusion mode mentioned above, Eq. (61) contains another diffusive zero mode with eigenvector $(\delta \rho, g_L, \delta \varepsilon, v_s, u') = (-Bp/K, 0, -Bc_V/s, 0, 1)$. In the absence of superfluidity, this mode splits into two separate diffusion modes, one that describes heat diffusion, and one permeation mode that involves an interchange between the layer phase and the particle density. In the superfluid smectic phase, only the above combination remains, while an orthogonal complement will couple to the superfluid velocity and give rise to a propagating sound mode.

The determinant of Eq. (61), which determines the longitudinal hydrodynamic modes, reads

\[
\omega^4 + \omega^2 q^2 \left[ -\frac{K}{\rho} - \frac{B}{\rho_0} + \frac{s^2 T \rho_2}{c_V \rho_0} \right] + q^4 \left[ \frac{BK \rho_0}{\rho^2 \rho_0} + \frac{s^2 T \rho_2}{c_V \rho_0} \frac{K - B}{\rho} \right] = 0.
\]

Neglecting the terms of order $s^2 T/c_V$ at low temperatures, we obtain two undamped propagating modes $\omega = \pm c_{1,2} q$ with velocities

\[
c_{1,2}^2 = \frac{K}{2\rho} + \frac{B}{2\rho_0} \pm \frac{1}{2} \left( \left( \frac{K}{\rho} + \frac{B}{\rho_0} \right)^2 - 4f_s KB \rho \rho_0 \right)^{1/2}.
\]

The result turns out to be a special case of those obtained by Yoo and Dorsey \cite{Yoo2005} for the hydrodynamic modes of a crystalline supersolid. Indeed, Eq. (63) agrees with their Eqs. (48) and (49) if we identify the parameters $1/\chi \rightarrow K$ with the bulk compression modulus and $\lambda \rightarrow B$ with the layer compression modulus. Moreover, we do not include a strain-density coupling and thus $\gamma = 0$ in the notation of Ref. \cite{Yoo2005}. However, heat currents are neglected in Ref. \cite{Yoo2005} and therefore the contribution $O(s^2 T/c_V)$ in Eq. (62) is absent. As briefly discussed in App. C this is of relevance if one considers the hydrodynamic modes parallel to the layers which involve a conventional entropic second sound mode. In general, therefore, the hydrodynamic modes of a superfluid smectic phase differ from those of a crystalline supersolid. It is only in the specific case of purely longitudinal propagation that both systems behave in a similar manner. This also applies for the supersolid phase of a 2D gas with dipolar interactions, whose longitudinal modes have been determined numerically \cite{Yoo2005}.

In crystalline supersolids, which have been studied in most of the literature so far, the superfluid fraction $f_s \ll 1$ is expected to be small. In this limit, the velocities reduce to $c_{1,2}^2 = (K + B)/\rho$ and $c_2^2 = f_s B/\rho$ if $K \gg B$. In particular, for $f_s = 0$, one recovers the normal state result from Eq. (50) together with $c_2 = 0$, as expected. The superfluid smectic phase of interest here is closer to
the opposite limit, however, with a small normal fraction $f_n \ll 1$ on top of a dominant homogeneous superfluid. The contribution $B/\rho_n$ in Eq. (63) then appears to diverge. This is not the case, however, since in the limit $f_n \approx (n_1/\bar{n})^2 \to 0$ of a vanishing density modulation, the elastic constant $B$ approaches zero too. The way it does has been discussed in the context of the nematic-to-smectic-A transition of normal liquid crystals [76]: Within a mean-field approximation, the layer compression modulus $B \sim |n_1|^2$ vanishes like the square of the order parameter $n_1$. As a result, the ratio $B/\rho_n$ turns out to be finite in the limit of $n_1 \to 0$ where the smectic order disappears [85]. The ratio $B/\rho_n$ is therefore a thermodynamic parameter that is finite in the superfluid smectic but vanishes in the homogeneous superfluid below the critical strength of the dipolar interaction. Using again that $K/\rho \gg B/\rho_n$ for a weak density modulation, it is straightforward to see that the velocity approach $c_1^2 = (K + B)/\rho$ and $c_2^2 = B/\rho_n$. The velocity of the compression mode is thus unchanged compared to the normal phase and is dominated by the bulk compression modulus $K$. The second sound mode, by contrast, only involves the ratio $B/\rho_n$ of the layer compression modulus $B$ and the normal fluid density. Physically, it describes the oscillatory motion of the periodic layer structure, which replaces the diffusive permeation mode of a normal smectic phase.

Experimentally, the existence of two independent modes $\omega_q = c_1 q q$ with a linear dispersion at small wave vectors has been observed in the excitation spectrum of the dipolar supersolid phase by Natale et al. [78]. The analytical results for the mode velocities in Eq. (63) thus allow to quantitatively determine the three parameters involved in the thermodynamic description of the superfluid smectic phase. Specifically, the bulk compression modulus $K$ is fixed by the velocity $c_1^2 = K/\rho$ of first sound in the homogeneous superfluid before the density wave instability. It is expected to remain essentially unchanged in the supersolid phase, at least for small modulations $n_1 \ll \bar{n}$ of the density. A measurement of the two velocities in the superfluid smectic will then uniquely determine the two remaining parameters $B/\rho_n$ and $f_s$, using, e.g., $c_1^2 + c_2^2 = K/\rho + B/\rho_n$ and $c_1^2 c_2^2 = f_s \cdot (K/\rho) (B/\rho_n)$. Beyond a direct measurement of the layer compression modulus $B$, this might allow to check the values of the superfluid fraction $f_s$ extracted from the contrast $C = (n_{\max} - n_{\min})/(n_{\max} + n_{\min})$ of the density profiles in Ref. [75] via the Leggett bound.

IV. SUMMARY

In summary, we have shown that tightly confined dipolar gases admit a universal description that extends those developed by Tan and by Zhang and Leggett in the case of zero-range interactions. The description is based on only two experimentally tunable parameters, the two-dimensional scattering length and the dipolar length scale. The associated adiabatic derivatives of the grand canonical potential define a generalized contact parameter and an additional dipolar analog of the contact. These two contact parameters determine thermodynamic relations such as the pressure of a homogenous system as well as the virial theorem in a trapped gas. Explicit results for both contacts have been given for zero temperature in the limit of low densities. In addition, we have discussed the behavior of the momentum distribution $n(q)$ and the static structure factor at large wave vectors. The standard $C/q^2$-tail in $n(q)$ for short range interactions is replaced by a more complicated structure, exhibiting a characteristic minimum around $q_f \approx 10$.

The results presented in the first part of this paper apply in the limit of strong transverse confinement, a limit that has not yet been realized experimentally. A number of exact results, however, have also been derived for dipolar gases in a quasi-two-dimensional configuration. In particular, the high-momentum behavior of the static structure factor allows to distinguish the density wave instability in weakly confined dipolar gases from those in dense quantum liquids. Specifically, we show that in the former case one expects a monotonic decay from the dominant peak in the static structure factor towards the asymptotic value of unity. Moreover, we have shown that the quantum phase transition from a homogeneous fluid to a state with a finite density-wave modulation can be inferred from a quantum version of the classical Hansen-Verlet criterion for freezing. This criterion suggests that the appearance of a roton minimum with increasing strength of the dipole interaction is preempted by a first-order transition to a crystalline state. Finally, we have derived the hydrodynamic spectrum of a supersolid phase with a density wave along a single direction. This state may be viewed as a superfluid version of a classical smectic A liquid crystal. It has a highly anisotropic spectrum of modes which is entirely determined by the number of broken symmetries and a few thermodynamic parameters. In particular, the longitudinal excitations exhibit a second sound mode that remains well defined even at zero temperature. Together with the standard first sound, analytical results have been derived for the associated velocities. They may allow to experimentally determine both the superfluid fraction and the layer compression modulus as the characteristic elastic constant of a smectic phase.
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Appendix A: Derivation of the adiabatic relations

In this appendix, we present the derivation of the adiabatic relations \([14]\) and \([15]\) using the short-distance factorization of the many-body wave function \([4]\). We begin by considering two energy eigenstates of the Hamiltonian \([2]\) with different total scattering length and dipole strength, denoted by an index \(\alpha\) and \(\beta\), respectively: \(H_\alpha|\Psi_\alpha\rangle = E_\alpha|\Psi_\alpha\rangle\) and \(H_\beta|\Psi_\beta\rangle = E_\beta|\Psi_\beta\rangle\). The difference in energy is
\[
(E_\alpha - E_\beta)|\Psi_\beta\rangle|\Psi_\alpha\rangle = \langle \Psi_\alpha | H | \Psi_\beta \rangle - \langle \hat{H} \Psi_\alpha | \Psi_\beta \rangle
\]
\[
= \int d(r_1, r_2, X) \left\{ \sum_{i=1}^{N} \left[ \Psi_\alpha^* \nabla_i^2 \Psi_\beta - \Psi_\beta \nabla_i^2 \Psi_\alpha^* \right] + \sum_{i<j} \left[ V_\alpha(r_i - r_j) \Psi_\alpha^* \Psi_\beta - V_\beta(r_i - r_j) \Psi_\alpha \Psi_\beta^* \right] \right\}. \tag{A1}
\]

The prime on the integral denotes a restriction to a domain that excludes short-distance regions where two particle coordinates are close to each other, \(|r_i - r_j| < \epsilon\). The hypothesis is that if the system is universal, we are free to exclude this region in Eq. (A1) and then take the limit \(\epsilon \to 0\) such that the result is independent of \(\epsilon\). Applying the divergence theorem at the short-distance boundaries gives
\[
(E_\alpha - E_\beta)|\Psi_\beta\rangle|\Psi_\alpha\rangle = \frac{N(N-1)}{2} \int d(r, X) \left\{ \frac{-\hbar^2}{2m} \sum_{i=1}^{N} \left[ \Psi_\alpha^* \frac{\partial^2}{\partial r_i^2} \Psi_\beta - \Psi_\beta \frac{\partial^2}{\partial r_i^2} \Psi_\alpha^* \right] + \sum_{i<j} \left[ V_\alpha(r_i - r_j) \Psi_\alpha^* \Psi_\beta - V_\beta(r_i - r_j) \Psi_\alpha \Psi_\beta^* \right] \right\}. \tag{A2}
\]

For small variations \(\delta a_2 = a_{2,\alpha} - a_{2,\beta}\) and \(\delta \ell_d = \ell_{d,\alpha} - \ell_{d,\beta}\), the boundary term in Eq. (A2) is evaluated using Eq. (7) along with the relation
\[
\epsilon \left[ \phi_\alpha^* \frac{\partial \phi_\alpha}{\partial r} - \phi_\beta \frac{\partial \phi_\beta^*}{\partial r} \right] = \frac{-\delta a_2}{a_2} + \delta \ell_d \int_\epsilon^\infty dr \frac{\phi(r)^2}{r^2}. \tag{A3}
\]

Substituting this result in Eq. (A2) and varying with respect to the universal parameters \(ln a_2\) and \(ln \ell_d\), we obtain the adiabatic relations for the energy density \(\epsilon = E/A\) stated in Eqs. (14) and (15).

Appendix B: Leggett bound on the superfluid fraction

An upper bound for the superfluid fraction \(f_s\) in a ground state with broken gauge and translation invariance, which only involves the microscopic density profile has been derived by Leggett [84]. In the special case of a purely one-dimensional configuration, Leggett’s result states that
\[
f_s = \frac{\rho_s}{\rho} \leq \frac{b}{\bar{n} \int_0^b dy/\langle n(y) \rangle} \tag{B1}
\]
is bounded from above by an integral over a unit cell of the lattice (taken to be along the \(y\)-direction as in Eq. (48) with lattice constant \(b = 2\pi/q_0\) and average density \(\bar{n}\). It is important to note that the bound does not rely on any commensurability condition: it applies both to a commensurate situation where the product \(\bar{n}b = k\) of the average density and the lattice constant \(b\) is an integer \(k = 1, 2, \ldots\) or the generically incommensurate case associated with a weak mass-density wave, which is of relevance for the superfluid smectic. The bound becomes increasingly tight for densities that are strongly suppressed at intermediate points within a unit cell, as expected in a real crystal. In turn, superfluidity is favored if the density exhibits only small fluctuations around its average \(\bar{n}\). Of course, the bound (B1) does not provide a sufficient criterion for superfluidity in a state with broken translation invariance: a finite value of the bound is still compatible with no superfluidity at all. What it shows, however, is that a ground state of bosons with non-uniform density necessarily has a finite normal fluid fraction.

Within a Gross-Pitaevskii description of the superfluid smectic phase (see, for example, Ref. [72]), it is assumed that the one-particle density operator \(\hat{\rho}_1 = \sum_\alpha \lambda_\alpha^{(1)} |\psi_\alpha\rangle \langle \psi_\alpha|\) is dominated by a single macroscopic eigenvalue \(\lambda_0^{(1)} \approx N\). In the regime, where the ground state exhibits a weak density wave, the associated eigenfunction \(\langle x|\psi_0\rangle \approx 1 + \delta \cos(q_0y) + \ldots\) involves a small admixture of order \(|\delta| \ll 1\) which breaks translation symmetry along the \(y\)-direction (in Ref. [75], this is called the sine ansatz). The resulting equilibrium density
\[
n_{eq}(x) = \langle x|\hat{\rho}_1|x\rangle \to \frac{\bar{n}}{\left(1 + \delta^2/2\right)} \left[ 1 + \delta \cos(q_0y) \right]^2, \tag{B2}\]
is then of the form assumed in Eq. (48) with \(n_1/\bar{n} \approx 2\delta\) to linear order in \(\delta\). For \(|\delta| \geq 1\), the density (B2) vanishes quadratically at either one (for \(|\delta| = 1\)) or two different points within the unit cell, which leads to a divergent integral in the denominator of Eq. (B1). This is revealed by the special form
\[
f_s \leq \frac{(1 - \delta^2)^{3/2}}{1 + \delta^2/2} \to 1 - 2\delta^2 \text{ for } \delta \to 0 \tag{B3}\]
of the Leggett bound for the Gross-Pitaevskii state, which becomes increasingly tight for a large density modulation and is ill-defined for \(|\delta| > 1\). As pointed out in the main text, the Leggett bound implies that the normal fluid fraction \(f_n \geq 2\delta^2 + \ldots\) in a state of the form (B2) is bounded from below by a finite value even at zero temperature. Unfortunately, the precise numerical factor connecting \(f_n\) with the square of the density modulation is not determined by this variational argument.
Appendix C: Hydrodynamic equations of a smectic A superfluid

In this appendix, we provide a few results on hydrodynamic modes of the smectic A superfluid beyond the purely longitudinal situation discussed in Sec. 11D. We begin by collecting the dynamical equations for the hydrodynamic variables \((\delta p, g_L, g_T, \delta \varepsilon, v_s, \nabla u)\) written in Fourier space for arbitrary angles \(\psi\) between the direction of propagation and the direction of smectic order. For this, it is helpful to decompose the current into a longitudinal and a transverse part defined by

\[
g_L = \frac{q_x}{q} g_x + \frac{q_y}{q} g_y, \quad g_T = \frac{q_x}{q} g_y - \frac{q_y}{q} g_x. \tag{C1}
\]

The continuity equation \([53]\) can then be rewritten in terms of the longitudinal part of the current:

\[
- \frac{\omega}{q} \delta \rho + g_L = 0. \tag{C3}
\]

To rewrite the expression \([54]\) for the longitudinal current, we introduce the longitudinal and transverse part of the conjugate field \(h\), which read with our choice \([52]\) of the elastic free energy

\[
h_{u,L} = u' B \cos^2 \psi \tag{C4}
\]

\[
h_{u,T} = u' B \cos \psi \sin \psi. \tag{C5}
\]

Moreover, in expanding the pressure in terms of the hydrodynamic variables, we neglect its dependence on entropy, superfluid velocity, and layer phase gradient \([59]\). We obtain

\[
- \frac{\omega}{q} g_L + p - h_{u,L} \cos \psi = \frac{-\omega}{q} g_L + [K \delta \rho - B \cos^3 \psi u] = 0. \tag{C6}
\]

Likewise, the equation \([54]\) for the transverse current component becomes

\[
- \frac{\omega}{q} g_T - h_{u,L} \sin \psi = \frac{-\omega}{q} g_T - B \cos^2 \psi \sin \psi u' = 0. \tag{C7}
\]

In order to derive an expression for the energy density \([55]\), we use the continuity equation \([C3]\), the constitutive relations for the current \([58]\), as well as the expression for the pressure,

\[
-p = \varepsilon - s T - \mu \rho - \mathbf{j} \cdot \mathbf{v}_s, \tag{C8}
\]

which has the thermodynamic differential

\[
dp = s dT + \rho d\mu + \mathbf{j} \cdot d\mathbf{v}_n - \mathbf{j}_s \cdot d\mathbf{v}_s - \mathbf{h} \cdot d(\nabla u). \tag{C9}
\]

In addition, we use the decomposition of the superfluid current

\[
j_{s,L} = -g_L \left[ \frac{\rho^y}{\rho^n} \cos^2 \psi + \frac{\rho^x}{\rho^n} \sin^2 \psi \right] \tag{C10}
\]

\[
j_{s,T} = g_L \cos \psi \sin \psi \left[ \frac{\rho^x}{\rho^n} - \frac{\rho^y}{\rho^n} \right] \tag{C11}
\]

in the definition \([60]\) of the energy current. Here, we abbreviate the \(xx\) and the \(yy\) components of the superfluid and normal tensor by a superscript \(x\) and \(y\), respectively. Collecting all terms, we obtain

\[
- \frac{\omega}{q} \delta \varepsilon + \mathbf{q} \cdot \mathbf{j} = - \frac{\omega}{q} \delta \rho - s T \left\{ g_T \cos \psi \sin \psi \left[ \frac{\rho^x}{\rho^n} - \frac{\rho^y}{\rho^n} \right] \right. \tag{C12}
\]

\[
- g_L \left[ \frac{\rho^y}{\rho^n} \cos^2 \psi + \frac{\rho^x}{\rho^n} \sin^2 \psi \right] + \rho v_s \cos \psi \sin \psi \left[ \frac{\rho^y}{\rho^n} - \frac{\rho^x}{\rho^n} \right] \right\} = 0.
\]

In a similar way, the equation for the gradient of the layer phase becomes

\[
- \frac{\omega}{q} u + v_{n,y} = - \frac{\omega}{q} u + \cos \psi \left( g_T - j_{s,T} \right) + \sin \psi \left( g_L - j_{s,L} \right) \tag{C13}
\]

\[
- \frac{\omega}{q} u + g_L \cos \psi + g_T \sin \psi - v_s \frac{\rho^y}{\rho^n} \cos \psi = 0.
\]

To simplify the equation \([57]\) for the superfluid velocity, we use the differential \([59]\) to leading order in the velocities in order to replace \(d\mu\):

\[
- \frac{\omega}{q} v_s + \frac{1}{\rho} \frac{\partial p}{\partial \rho} \delta \rho - \frac{s}{pcV} \delta q = 0. \tag{C14}
\]

Collecting the equations \([C3]\), \([C6]\), \([C7]\), \([C13]\), and \([C14]\) gives the characteristic equation (abbreviating \(c = \cos \psi\) and \(s = \sin \psi\))
The associated characteristic determinant is

$$\begin{pmatrix} -\omega/q & 1 & 0 & 0 \\ K/\rho & -\omega/q & 0 & 0 \\ 0 & 0 & \rho_{\parallel}^2 & 0 \\ 0 & sT[\rho_{\parallel}^B \rho_{\parallel}^3 + \rho_{\perp}^B \rho_{\perp}^3] & 0 & -\omega/q \end{pmatrix} = 0. \tag{C15}$$

In general, there are three distinct propagating modes. One of them is a generalized transverse sound mode \(\omega_1\), which is the Goldstone mode associated with smectic order found by Martin et al. \cite{Martin1980}. As noted in Sec. \(\text{III}B\) its velocity vanishes in the special case of purely parallel and perpendicular propagation. Formally, this is due to the fact that the last term of the characteristic polynomial vanishes, giving rise to only two sound modes plus two diffuse ones. For propagation in the longitudinal direction \((c = 1, s = 0)\), the matrix \([\text{C15}]\) reduces to the expression \([61]\) in the main text (the transverse current component decouples and can be omitted). In the opposite limit \(\psi \to \pi/2\), where propagation is parallel to the smectic layers, we find instead

$$\omega^2 + \omega_\perp^2 q^2 \left[ \frac{K}{\rho} - \frac{s^2 T \rho_{\perp}^3}{cV} \rho_{\parallel}^3 \right] = 0. \tag{C16}$$

Note that there is no dependence on \(B\), \(\rho_{\parallel}^B\), and \(\rho_{\parallel}^0\). We find the standard first and second sound modes with speed

$$c_1^2(\psi = \pi/2) = \frac{K}{\rho}, \quad c_2^2(\psi = \pi/2) = \frac{s^2 T \rho_{\perp}^3}{cV \rho_{\parallel}^3}, \tag{C18}$$

which is as expected: in the special case of propagation along the smectic layers, the density wave structure does not affect the hydrodynamic modes, which are the same as for a homogenous superfluid. Since the normal fraction \(\rho_{\parallel}^n\) vanishes at low temperature, the second sound velocity will diverge as \(T \to 0\) and the mode becomes ill-defined.

The results above also allow to compare the superfluid smectic phase with two quite different examples that exhibit a similar symmetry breaking pattern. As discussed in Sec. \(\text{III}B\) the superfluid smectic realizes two independent broken \(U(1)\) symmetries that are associated with the thermodynamic variables \(v_s\) and \(\nabla u\) in Eq. \((51)\). The superfluid velocity \(v_s = (h/m)\nabla \theta_{\text{sf}}\) may be derived from an angular variable \(\theta_{\text{sf}} \in (-\pi, \pi]\). Moreover, since \(g_0(u, x, y) = g_0(u, x, y) + 2\pi\) gives rise to identical distortions of the smectic order [cf. Eq. \((49)\)], the same type of symmetry breaking characterizes a smectic phase. Its fluctuations may thus be described by a different angle \(\theta_{\text{sm}} \in (-\pi, \pi]\) such that \(\nabla u = (1/g_0)\nabla \theta_{\text{sm}}\). As pointed out by Radzihovsky and Vishwanath \cite{Radzihovsky2011}, these symmetry-breaking variables also appear in a Larkin-Ovchinnikov phase of an imbalanced Fermi superfluid, where the mismatch \(g_0 = k_F - k_F\) of the two Fermi surfaces results in an uni-directional periodic modulation of the complex gap parameter \(\Delta_{g_0}\). The associated low energy theory derived by these authors and discussed in much more detail in Ref. \cite{Radzihovsky2011} is of the form

\[ \mathcal{H}_{\text{LO}} = K_1/2 (\nabla^2 u)^2 + B/2 \left( \partial_i u - 1/2 (\nabla u)^2 \right) + \rho_{\parallel}^s (\nabla \theta_{\text{sf}})^2 \tag{C20} \]

where \(i = \parallel\) or \(i = \perp\) refer to the directions parallel and transverse to the ordering vector. The two Goldstone modes associated with the Hamiltonian density \((C20)\) are determined by the elastic constants \(K_1\) and \(B\) together with the two different superfluid densities \(\rho_{\parallel}^s\) and \(\rho_{\perp}^s\) and a finite compressibility \(\chi\) in the form

$$\omega_{\text{sf}}(q) = \sqrt{(\rho_{\parallel}^s q_{\parallel}^2 + \rho_{\parallel}^s q_{\perp}^2)/\chi}, \quad \omega_{\text{sm}}(q) = \sqrt{(K_1 q_{\parallel}^2 + B q_{\perp}^2)/\chi}. \tag{C21}$$

The first mode is an anisotropic version of the Bogoliubov-Anderson mode of a neutral superfluid while the smectic phonon \(\omega_{\text{sm}}(q)\) is unique for the uni-directional LO state. It has a linear spectrum determined by the layer compression modulus \(B\) for wave vectors along the direction of ordering but turns into a mode with quadratic dispersion for \(q \perp q_0\). The predicted mode structure differs from that of the superfluid smectic phase discussed above and indeed there are important differences between both phases. First of all, the uni-directional LO state only exists in the superfluid
regime of the imbalanced Fermi gas. The elastic constants $B$ and $K_1$ therefore derive from a single complex order parameter $\Delta_0$. Moreover, in contrast to the superfluid smectic phase of dipolar BECs, it is assumed that the spatial structure in $\Delta_0$ is not associated with a real density modulation and also that the fermionic superfluid has no underlying zero-momentum condensate. These assumptions are valid for essentially incompressible Fermi systems in the BCS limit, where the condensate fraction is exponentially small. They imply that real density modulation and also that the fermionic superfluid has no underlying zero-momentum condensate. The solution of these coupled equations does — of course — reproduce our result (63), where now the corresponding dimensionless eigenvectors are $(\delta \rho_\Delta/\rho, u') = (c^2_1/(K/\rho), 1)$ for the first sound mode with speed $c_1$ and $(\delta \rho_\Delta/\rho, u') = (c^2_1/(K/\rho), 1)$ for the second sound mode with speed $c_2$. In the limit $B/\rho_n \ll K/\rho$, the compression mode with speed $c_1$ does not involve an oscillation of the defect density and only contains the layer phase variable, which means that the density variation in this sound mode is solely due to changes in the periodic structure of the smectic. In the same limit, the second sound mode contains both an oscillation in the longitudinal strain as well as the defect density, which describes density transport independent of variations in the smectic lattice structure.

A second example where superfluidity appears simultaneously with a periodic density modulation along a single direction is provided by the stripe phase of BECs in the presence of spin-orbit coupling. The momentum transfer associated with the Raman coupling between two internal states may then lead to a density modulation of the type assumed in Eq. (18) with wave vector $q_0 = 2k_1$. In particular, the amplitude $n_1$ may be tuned by the strength $\Omega$ of the Raman coupling [93]. The role of the layer phase variable $u$ is played by the relative phase $\phi$ between the complex coefficients $C_1$ and $C_2$ in the Gross-Pitaevskii ansatz [93]

$$\begin{align*}
\begin{pmatrix}
\psi_a \\
\psi_b 
\end{pmatrix}
= \sqrt{\frac{N}{V}} \left[ C_1 \begin{pmatrix} \cos \theta \\ -\sin \theta \end{pmatrix} e^{ik_1 x} + C_2 \begin{pmatrix} \sin \theta \\ -\cos \theta \end{pmatrix} e^{-ik_1 x} \right]
\end{align*}$$

for the spinor wave function, where $\theta$ is a variational parameter. Expanding the resulting energy density $\varepsilon(k_1)$ to quadratic order around the optimum value of the wave vector $k_1$ will give rise to a finite elastic contribution $f_{el} = \bar{B} (\nabla \phi)^2/2 + \ldots$ to the free energy density, where $\bar{B}$ plays the role of an effective layer compression modulus. The stripe phase is thus expected to behave in an analogous manner as the superfluid smectic phase of dipolar gases discussed here. A detailed analysis of this problem is left for future investigation.
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