ON THE HILBERT FUNCTION OF ARTINIAN LOCAL COMPLETE INTERSECTIONS OF CODIMENSION THREE
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ABSTRACT. In singularity theory or algebraic geometry, it is natural to investigate possible Hilbert functions for special algebras $A$ such as local complete intersections or more generally Gorenstein algebras. The sequences that occur as the Hilbert functions of standard graded complete intersections are well understood classically thanks to Macaulay and Stanley. Very little is known in the local case except in codimension two. In this paper we characterise the Hilbert functions of quadratic Artinian complete intersections of codimension three. Interestingly we prove that a Hilbert function is admissible for such a Gorenstein ring if and only if it is admissible for such a complete intersection. We provide an effective construction of a local complete intersection for a given Hilbert function. We prove that the symmetric decomposition of such a complete intersection ideal is determined by its Hilbert function.

1. INTRODUCTION

Let $(A, m)$ be an Artinian local $K$-algebra where $K \cong A/m$. Its most important numerical invariant is the Hilbert function of its associated graded ring $\text{gr}_m(A) := \bigoplus_{i \geq 0} m^i/m^{i+1}$. Possible Hilbert functions are characterized by Macaulay’s bound [BH98, 4.2.10] and called $O$-sequences. For applications, in particular in singularity theory or algebraic geometry, it is natural to investigate possible Hilbert functions for special algebras $A$ such as local complete intersections or more generally Gorenstein algebras. A further recent important motivation for this question comes from motivic homotopy theory, where local complete intersections parametrize the algebraic cobordism spectrum [BEH+21]. Determining all possible Hilbert functions of complete intersections would be a step in analysing the Białynicki-Birula decomposition of the local complete intersection locus of the Hilbert scheme of points, which is key in an approach to the Wilson space conjecture [BEH+21].

The possible Hilbert functions for graded complete intersections are classically known and depend only on the degrees of the generators of the homogeneous ideal $I$ and on the embedding dimension [Mac1916], [Sta78, Theorem 4.2]. In the local case to determine the Hilbert function of a complete intersection is a difficult task because the associated graded ring does not need to be a complete intersection. A characterization of the Hilbert function of a local complete intersection of codimension two was done by Macaulay, see [Mac1904, Iar94, GHK06, GHK07, Bri77, Ber09, Kot78].
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Complete intersection rings are in particular Gorenstein rings and the two notions coincide in codimension two. In codimension three Stanley characterized the possible Hilbert functions of graded Gorenstein algebras by proving that they are symmetric and their first difference is an admissible Hilbert function of a codimension two Artinian algebra, see [Sta78]. However, it is an open question which numerical functions can occur as the Hilbert functions of local complete intersections or, more in general, of Gorenstein local rings of codimension three, despite Buchsbaum-Eisenbud structure theorem for such rings [BE77]. This problem was stated by Iarrobino in [Iar94] and it is one of the open problems published in occasion of the Joint International Meeting of the AMS, European Mathematical Society (EMS) and Portuguese Mathematical Society (SPM) Porto, Portugal, June 2015, workshop “Commutative Artinian Algebras and Their Deformations”. The first open case is when $I$ is generated by a regular sequence $(f, g, p)$ in $R = K[x, y, z]$ the formal power series ring in three variables where $f, g, p$ have nonzero and linearly independent quadratic parts. In the current paper we completely resolve this case.

Let us introduce formally the setup. An O-sequence $h$ is a complete intersection (resp. Gorenstein) sequence if $h$ is the Hilbert function of some complete intersection (resp. Gorenstein) $K$-algebra $A$ as above. Now let $A = R/I$ be an Artinian Gorenstein ring where $R = K[x, y, z]$ and $I \subseteq (x, y, z)^2$ an ideal of $R$ such that the Hilbert function $h$ of $A$ satisfies $h_1 = h_2 = 3$. Write $h$ as a vector $h = (1, 3, 3, h_4, \ldots, h_s = 1)$ where $s$ is the socle degree, that is the maximum integer $j$ such that $m^j \neq 0$. For simplicity we call an O-sequence of the form $h = (1, 3, 3, h_4, \ldots, h_s = 1)$ a $(1, 3, 3)$ sequence. In this paper we will characterize the $(1, 3, 3)$ sequences which are Gorenstein sequences and, in particular, those which are complete intersection sequences.

For an O-sequence $h$, we set $\max h := \max\{h_i : i \geq 0\}$ and

$$\Delta(h) := \max\{|h_i - h_{i-1}| : i = 3, \ldots, s\}.$$  

We say that $h$ has a fall by $m$ at $i$ (resp. a fall $m$) if $h_{i+1} = h_i - m$ (resp. $h_{i+1} = h_i - m$ for some $i$). By Macaulay’s bound, if $h$ is an $(1, 3, 3)$ sequence, then $h_3 \leq 4$, and $h$ is unimodal. The smallest $t$ such that $h_{t+1} < h_t$ is called the peak position of $h$. The following is the first main result of the paper.

**Theorem 1.** Let $h$ be a $(1, 3, 3)$ sequence. Then the following statements are equivalent:

(i) $h$ is a complete intersection sequence;
(ii) $h$ is a Gorenstein sequence;
(iii) $h$ satisfies one of the following conditions:
(I) $h_3 \leq 3$;
(II) $h_3 = 4$ and $\Delta(h) = 1$;
(III) $h_3 = 4$, $\Delta(h) = 2$ and $h$ has a unique fall by two at the peak position. In this case, $h$ is of the following form:

$$h_i = \begin{cases} 
i + 1 & \text{for } i \leq d - 2 \\
d & \text{for } i = d - 1, d, \ldots, d + r - 1 \\
d - 2 & \text{for } i = d + r \\
h_{i-1} \text{ or } h_{i-1} - 1 & \text{for } i \geq d + r + 1 \end{cases}$$

for some integers $d = \max h \geq 4$ and $r \geq 0$.

It is clear that (i) implies (ii). We prove that (ii) implies (iii) in Section 3 and (iii) implies (i) in Section 4. In each case we give constructive methods and examples: see Theorem 4.1 for $h$ of type (I), see Theorem 4.14 and Example 4.15 for type (II) and (III). We remark that Artinian Gorenstein algebras with Hilbert function $(1, 3, 3, 3, 1)$ have been classified in [Jel17].
After proving Theorem 1, we discuss the realizable symmetric decompositions of \((1, 3, 3)\) sequences. It is well-known that the Hilbert function of graded Artinian Gorenstein \(K\)-algebra is symmetric, that is, \(h_i = h_{s-i}\) for all \(i = 0, 1, \ldots, s\). This is no longer true for local Artinian Gorenstein \(K\)-algebras. In [Iar94] Iarrobino proved that the Hilbert function of Artinian Gorenstein \(K\)-algebra admits a symmetric decomposition (see Section 2.2). It is natural to ask what are the possible symmetric decompositions for a complete intersection ideal. In two variables, where being Gorenstein is equivalent to being a complete intersection, Iarrobino showed that the Hilbert function determines the symmetric decomposition [Iar94, Theorem 2.2]. We observe that this is the case also for complete intersection ideals with Hilbert function as \((1, 3, 3)\) sequence. This is the second main result of the paper.

**Theorem 2.** Let \(h\) be a \((1, 3, 3)\) complete intersection sequence. Then the following hold for ideals with Hilbert function \(h\):

(a) there is a unique possible symmetric decomposition for a complete intersection ideal,
(b) when \(\Delta(h) = 2\), there is a unique possible symmetric decomposition for a Gorenstein ideal,
(c) when \(\Delta(h) = 1\) there are two possible symmetric decompositions for a Gorenstein ideal.

In fact, we give a precise description of symmetric decompositions for Gorenstein and complete intersection ideals in Propositions 5.1 and 5.3. Theorem 2 is one of the few known results where complete intersections can be distinguished numerically from Gorenstein algebras. In [Iar83] Iarrobino asks for the dimension of the family of complete intersections with a given Hilbert function. While our results give partial structure theorems for ideals with the Hilbert functions above, this question remains open even in those cases. In general, it is now understood to be very non-trivial: while deforming a local complete intersection is trivial, keeping track of the fact that it is local and of its Hilbert function is hard.

We have used the computer algebra systems [Macaulay2, Singular] and the library [Eli15] for various computations in this paper.

## 2. Preliminaries

In this section we fix the notations and present the basic tools that will be used in the paper. We also give the references for a more complete background.

### 2.1. Macaulay’s inverse system.

As a consequence of Matlis duality, Macaulay’s inverse system plays an important role in the construction of a Gorenstein \(K\)-algebra.

Let \(R = \mathbb{K}[x_1, \ldots, x_m]\) and \(D := D_{DP}[x_1, \ldots, x_m]\), which we view as a polynomial ring with \(\deg X_i = 1\) for all \(i\). The vector space \(D\) has a structure of \(R\)-module via the contraction action, as follows. For \(n = (n_1, \ldots, n_m), n' = (n'_1, \ldots, n'_m) \in \mathbb{N}^m, x^n = x_1^{n_1} \cdots x_m^{n_m} \in R\) and \(x^n' = x_1^{n'_1} \cdots x_m^{n'_m} \in D\) we define

\[
X^n \circ X^{n'} := \begin{cases} 
X_1^{n'_1 - n_1} \cdots X_m^{n'_m - n_m} & \text{if } n' \geq n \\
0 & \text{otherwise},
\end{cases}
\tag{2.1}
\]

where by \(n' \geq n\) we mean that \(n'_i \geq n_i\) for all \(i = 1, \ldots, m\). The contraction action is extended \(K\)-linearly to \(R\) and \(D\). For the experts we note that \(D\) has another, more canonical, ring structure of a divided power ring, see [Nor74, Theorem 3] or [IK99, Appendix A]. To make the paper more accessible, we ignore this ring structure as we will not need it.

On the one hand, to an ideal \(I \subseteq R\) we associate an \(R\)-submodule of \(D\)

\[
I^\perp := \{ F \in D : f \circ F = 0 \text{ for all } f \in I \}.
\]
This submodule of $\mathcal{D}$ is called the Macaulay’s inverse system of $I$. On the other hand, for an $R$-submodule $W$ of $\mathcal{D}$, its annihilator is an ideal of $R$ defined as follows:

$$\text{Ann}_R(W) := \{ f \in R : f \circ F = 0 \text{ for all } F \in W \}.$$ 

For $F_1, \ldots, F_k \in \mathcal{D}$, we write $\langle F_1, \ldots, F_k \rangle$ for the $R$-submodule of $\mathcal{D}$ generated by $F_1, \ldots, F_k$ and $\text{Ann}_R(F_1, \ldots, F_k)$ for $\text{Ann}_R(\langle F_1, \ldots, F_k \rangle)$. For $F \in \mathcal{D}$, we set $A_F := A/\text{Ann}_R(F)$ and call it the apolar algebra of $F$.

By Matlis duality, $R/I$ is Artinian Gorenstein $K$-algebra if and only if $(R/I)^\vee \cong I^\perp$ is a cyclic $R$-submodule of $\mathcal{D}$ (see [BH98, Section 3.2]). Emsalem in [Ems78, Proposition 2] and Iarrobino in [Iar94], based on the work of Macaulay in [Mac1916], gave a more precise description of the inverse system of Artinian Gorenstein $K$-algebras:

**Proposition 2.2.** There is a one-to-one correspondence between ideals $I$ such that $R/I$ is an Artinian Gorenstein local $K$-algebra of socle degree $s$ and cyclic $R$-submodules of $\mathcal{D}$ generated by a nonzero polynomial of degree $s$. The correspondence is defined as follows:

$$\begin{align*}
\{ I \subseteq R \text{ such that } R/I \text{ is an Artinian Gorenstein local } K\text{-algebra of socle degree } s \} & \leftrightarrow \{ \langle F \rangle \subseteq \mathcal{D} \text{ submodule generated by a nonzero polynomial } F \text{ of degree } s \} \\
I \subseteq R & \overset{1-1}{\mapsto} I^\perp \\
\text{Ann}_R(W) \subseteq R & \mapsto W
\end{align*}$$

In this paper we are interested in Artinian $K$-algebras of codimension three. Hence for simplicity we set $R = K[x,y,z]$ and $\mathcal{D} := K_{DP}[X,Y,Z]$.

### 2.2. Hilbert function and symmetric decomposition

The Hilbert function of a local ring $A$ with maximal ideal $m$ and residue field $K \cong A/m$ is defined as follows: for every $t \geq 0$

$$\text{HF}_A(t) = \dim_K \left( \frac{m^t}{m^{t+1}} \right).$$

Then $\text{HF}_A(t)$ is equal to the minimal number of generators of the ideal $m^t$ and the Hilbert function of the local ring $A$ is the Hilbert function of the standard graded algebra

$$\text{gr}_m(A) = \oplus_{t \geq 0} m^t/m^{t+1}.$$ 

This algebra is called the associated graded ring of the local ring $(A,m)$. It has a geometric interpretation in the case when $A$ is the localization at the origin $O$ of the coordinate ring of an affine variety $V$ passing through $O$: then $\text{gr}_m(A)$ is the coordinate ring of the tangent cone of $V$ at $O$, which is the cone composed of all lines that are the limiting positions of secant lines to $V$ in $O$.

It is possible to compute the Hilbert function of $A = R/I$ via the inverse system. Namely, with the previous notation,

$$\text{HF}_{R/I}(i) = \dim_K (I^\perp)_i$$

where

$$(I^\perp)_i := \frac{I^\perp \cap \mathcal{D}_{<i} + \mathcal{D}_{<i}}{\mathcal{D}_{<i}}.$$ 

If $A$ is Artinian, then $\text{HF}_A(i) = 0$ for all $i > s$ where $s$ is the socle degree of $A$. In accordance with the notation of Section 1, we recall that the Hilbert function is represented by a vector $h$ where $h_i = \text{HF}_A(i)$. 


It is well-known that the Hilbert function of an Artinian graded Gorenstein $K$-algebra is symmetric. This is no longer true in the local case. The problem comes from the fact that, in general, the associated algebra $G := \text{gr}_m(A)$ of an Artinian Gorenstein local algebra $A$ is no longer Gorenstein. However, in [Iar94] Iarrobino proved that the Hilbert function of an Artinian Gorenstein local $K$-algebra $A$ admits a “symmetric” decomposition. To be more precise, consider a filtration of $G$ by a descending sequence of ideals:

$$G = C(0) \supseteq C(1) \supseteq \cdots \supseteq C(s) = 0,$$

where

$$C(a)_i := \frac{(0 : m^{s+1-a-i}) \cap m^i}{(0 : m^{s+1-a-i}) \cap m^{i+1}}.$$

Let $Q(a) = C(a)/C(a+1)$, then $\{Q(a) : a = 0, \ldots, s-1\}$ is called the symmetric decomposition of the associated graded ring $G$. We write $\mathcal{D}(a)$ for the Hilbert function of $Q(a)$ and say that $\mathcal{D}_A = (\mathcal{D}(0), \mathcal{D}(1), \ldots, \mathcal{D}(s-2))$ is the symmetric decomposition of $A$ or of $\text{HF}_A$. The latter is an abuse of language: $\mathcal{D}(a)$ cannot be reconstructed from $\text{HF}_A$. We simply write $\mathcal{D}$ for $\mathcal{D}_A$ if $A$ is clear from the context. By a symmetric decomposition of an ideal $I$ we mean the symmetric decomposition of $R/I$. We have

$$\text{HF}_A(i) = \dim_K G_i = \sum_{a=0}^{s-1} \mathcal{D}(a)_i.$$

We say that a symmetric decomposition $\mathcal{D}$ of a given Gorenstein sequence is realizable if there exists a Gorenstein ideal with the symmetric decomposition $\mathcal{D}$. Iarrobino [Iar94, Theorem 1.5] proved that if $A = R/I$ is a Gorenstein local ring then for all $a = 0, \ldots, s-1$, $Q(a)$ is a reflexive graded $G$-module, up to a shift in degree: $\text{Hom}_K(Q(a)_i, K) \cong Q(a)_{s-a-i}$. Hence the Hilbert function of $Q(a)$ is symmetric about $\frac{s-a}{2}$. Moreover, he showed that $Q(0) = G/C(1)$ is the unique graded Gorenstein quotient of $G$ with socle degree $s$. Let $f = f_s + \text{lower degree terms}$ be a polynomial in $\mathcal{D}$ of degree $s$ where $f_s$ is the homogeneous part of degree $s$ and consider $A_f$ the corresponding Gorenstein local $K$-algebra. Then, $Q(0) \cong R/\text{Ann}_R(f_s)$, see [Ems78, Proposition 7] and [Iar94, Lemma 1.10]. See also [IM21A] for a useful discussion on the symmetric decomposition.

### 2.3. Hilbert function and standard bases.

Let $I$ be an ideal of $R = K[x_1, \ldots, x_m]$ and consider the local ring $A = R/I$ whose maximal ideal is $m := (x_1, \ldots, x_m)/I$. Since the Hilbert function of a local ring $A$ is the same as that of the associated graded ring $\text{gr}_m(A)$, it will be useful to recall the presentation of this standard graded algebra. Let $P = K[x_1, \ldots, x_m]$ be the standard graded polynomial ring. For every power series $f \in R \setminus \{0\}$ we can write $f = f_v + f_{v+1} + \cdots$, where $f_v$ is not zero and $f_j$ is a homogeneous polynomial of degree $j$ in $P$ for every $j \geq v$. We say that $v$ is the order of $f$, we denote $f_v$ by $f^*$ and call it the initial form of $f$. If $f = 0$ we agree that its order is $\infty$. It is well known that $\text{gr}_m(A) = P/I^*$, where $I^*$ is the homogeneous ideal of $P$ generated by the initial forms of the elements of $I$. A set of power series $f_1, \ldots, f_r \in I$ is a standard basis of $I$ if $I^* = (f^*_1, \ldots, f^*_r)$. Every ideal $I$ has a standard basis and every standard basis is a system of generators of $I$. However, not every system of generators is a standard basis. To determine a standard basis of a given ideal of $R$ is not straightforward, the task is similar in flavour to computing a Gröbner basis. We denote by $T$ the set of terms or monomials of $P$; let $\tau$ be a term ordering in $T$. We define a new total order $\overline{T}$ on $T$ in the following way: given $m_1, m_2 \in T$ we let $m_1 \succ_{\overline{T}} m_2$ if and only if $\deg(m_1) < \deg(m_2)$ or $\deg(m_1) = \deg(m_2)$ and $m_1 \succ_{\tau} m_2$. Given $f \in R$, there is a monomial which is the maximum of the monomials in the support of $f$ with respect to
τ: namely, since the support of \( f^* \) is a finite set, we can take the maximum with respect to τ of the elements of this set. This monomial is called the leading monomial of \( f \) with respect to \( \tau \) and is denoted by \( \text{LT}_\tau(f) \). By definition, we have

\[
\text{LT}_\tau(f) = \text{LT}_\tau(f^*).
\]

As usual, we define the leading term ideal associated to an ideal \( I \subset R \) as the monomial ideal \( \text{LT}_\tau(I) \) generated in \( P \) by \( \text{LT}_\tau(f) \) with \( f \) running in \( I \), see [GP08]. In [Ber09] a set \( \{ f_1, \ldots, f_r \} \) of elements of \( I \) is called an enhanced standard basis of \( I \) if the corresponding leading terms generate \( \text{LT}_\tau(I) \). Every enhanced standard basis is also a standard basis, but the converse is not true: an example is given by the ideal \( I = (x^2 + y^2, xy + y^3) \) in the power series ring \( K[x,y] \). In [GP08] an enhanced standard basis of \( I \) is simply called a standard basis. We have \( \text{LT}_\tau(I) = \text{LT}_\tau(I^*), \) see [Ber09, Proposition 1.5], so that

\[
\text{HF}_R/I = \text{HF}_{P/I^*} = \text{HF}_{P/\text{LT}_\tau(I)}.
\]

In the theory of enhanced standard bases a crucial result is Grauert’s Division theorem [GP08, Theorem 6.4.1]. It claims the following: given a set of formal power series \( f, f_1, \ldots, f_m \in R \) there exist power series \( q_1, \ldots, q_m, r \in R \) such that \( f = \sum_{j=1}^{m} q_j f_j + r \) and, for all \( j = 1, \ldots, m, \)

1. No monomial of \( r \) is divisible by \( \text{LT}_\tau(f_j), \)
2. \( \text{LT}_\tau(q_j f_j) \leq \text{LT}_\tau(f) \) if \( q_j \neq 0. \)

Using this we can obtain in the formal power series ring all the properties of Gröbner bases analogous to those proved in the classical case for polynomial rings.

### 3. Necessary Conditions for Gorenstein Sequences

In this section we give a necessary condition for a \((1, 3, 3)\) sequence to be Gorenstein. In particular we prove \((ii) \implies (iii)\) of Theorem 1. By Macaulay’s bound we know that if \( h \) is a \((1, 3, 3)\) sequence, then \( h_3 \leq 4 \). If \( h_3 \leq 3 \), the condition \((iii)\) of Theorem 1 is clear, hence in this Section from now onwards we assume that \( h \) is a \((1, 3, 3, 4)\) sequence, that is \( h_3 = 4 \).

Throughout this section we fix a term order \( \tau \) on the set of monomials of \( P = K[x,y,z] \) such that \( z > y > x \).

**Lemma 3.1.** Let \( h \) be a \((1, 3, 3, 4)\) sequence and let \( A = R/I \) be an Artinian algebra with the Hilbert function \( h \). Then there exist \( f, g, p \in I \) such that up to a change of coordinates the quadratic parts of \( f, g, p \) are \( xz, yz, z^2 \), respectively.

**Proof.** Since \( h_2 = 3 \), there exist elements \( f, g, p \in I \) whose quadratic parts are linearly independent. Consider the graded ideal \( I^* \subset P \) and its graded subideal \( J = (f^*, g^*, p^*) \). We have \( \text{HF}_{P/J}(2) = 3 \) and \( \text{HF}_{P/J}(3) \geq \text{HF}_{P/J^*}(3) = \text{HF}_{R/J}(3) = 4 \). By Macaulay’s bound, we have \( \text{HF}_{P/J}(3) \leq 4 \), hence \( \text{HF}_{P/J}(3) = 4 \). Let \( J' \) be the ideal generated by \( J \) and linear forms \( \ell \in P_1 \), if any, such that \( P_1 \ell \subset J \). Thanks to this last condition, we have \( \text{HF}_{P/J'}(i) = \text{HF}_{P/J}(i) \) for all \( i \geq 2 \). In the language of [CJN15] the ideal \( J' \) is 2-saturated, so by [CJN15, Lemma 2.9] we obtain \( H_{P/J'}(1) = 2 \). Hence \( f^*_1 \neq 0 \) and up to coordinate change we assume \( f^*_1 = Kz \), so that \( xz, yz, z^2 \in J \). Since \( J \) is generated by \((f^*, g^*, p^*)\) up to coordinate change we have \( f^* = xz, g^* = yz, p^* = z^2 \). \( \square \)

Below in this section we assume that the change of coordinates from Lemma 3.1 is already done. Our key idea in order to classify the Gorenstein sequences of type \((1, 3, 3, 4)\) is to analyse the inverse system of \( I \cap K[x,y] \) in \( K_{DP}(X,Y) \). This reduces the problem to codimension two, where we can take advantage of the rich literature (see [Ber09], [Bri77], [GHK06], [HW20], [Iar94], [MR15], [Mac1904]). We recall the following well-known result on the characterization of Hilbert
functions of codimension two complete intersections which we will use frequently in the paper: the O-sequence \( h = (1, 2, h_2, \ldots, h_{s-1}, h_s = 1) \) is a complete intersection (equivalently, Gorenstein) sequence if and only if

(3.2) \[ |h_i - h_{i-1}| \leq 1 \text{ for all } i = 1, \ldots, s. \]

This result was first obtained by Macaulay in [Mac1904], and well-described by Briançon in [Bri77] and Iarrobino in [Iar77]. See [Iar84, Theorem 4.6B], [Iar94, p. 23] for a recent version of this result. We refer to [Ber09, Theorem 2.6] for the construction of Gorenstein ideals with the Hilbert function \( h \) satisfying (3.2).

**Proposition 3.3.** Let \( A = R/I \) be an Artinian algebra such that the ideal \( I \) contains elements \( f, g, p \) with \( \text{LT}_f(f) = xz, \text{LT}_g(g) = yz, \text{LT}_p(p) = z^2 \). Set \( S := K[x,y] \) and \( J = I \cap S \). Then \( S/J \) has the Hilbert function

\[
\text{HF}_{S/J}(i) = \begin{cases} 
2 & \text{if } i = 1 \\
\text{HF}_{R/I}(i) & \text{if } i \neq 1.
\end{cases}
\]

**Proof.** Recall the notation \( P = K[x, y, z] \). We know that

\[
\text{HF}_{R/I} = \text{HF}_{P/\text{LT}_f(I)}.
\]

Similarly,

\[
\text{HF}_{S/J} = \text{HF}_{K[x,y]/\text{LT}_f(J)}.
\]

We have \( xz, yz, z^2 \in \text{LT}_f(I) \). Therefore by Grauert’s Division theorem (see Section 2.3), we deduce

\[
\text{LT}_f(I) = (xz, yz, z^2) + \text{LT}_f(J).
\]

Thus we have an exact sequence

\[
0 \longrightarrow (\text{LT}_f(J) + (z))/\text{LT}_f(I) \longrightarrow K[x, y, z]/\text{LT}_f(I) \longrightarrow K[x, y, z]/(\text{LT}_f(J) + (z)) \longrightarrow 0.
\]

Let \( M := (\text{LT}_f(J) + (z))/\text{LT}_f(I) \). Since \( P/(\text{LT}_f(J) + (z)) \cong K[x, y]/\text{LT}_f(J) \), we get

(3.4) \[
\text{HF}_{R/I} = \text{HF}_{S/J} + \text{HF}_M.
\]

Now

\[
M = ((\text{LT}_f(J) + (z))/((xz, yz, z^2) + (\text{LT}_f(J))))
\]

\[
\cong (z)/((z) \cap \text{LT}_f(J) + (xz, yz, z^2))
\]

\[
\cong (z)/z(\text{LT}_f(J) :_p z + (x, y, z)) = (P/(x, y, z))(1).
\]

Therefore from (3.4) we get the required result.

The following is a crucial result in establishing the numerical criteria for a sequence to be Gorenstein.

**Proposition 3.5.** Let \( R/I \) be an Artinian Gorenstein local ring with the Hilbert function of type \((1, 3, 3, 4)\). Set \( S := K[x, y] \) and \( J = I \cap S \). Then there exist \( F, G \in \mathcal{K}_D[X,Y] \) such that

(a) \( x \circ G, y \circ G \in (F) \);
(b) \( I^\perp = (F, G) \).

In this case, \( \text{HF}_{S/J}(i) = \text{HF}_{R/I}(i) \) for all \( i \neq 1 \).

In particular, if \( h \) is a Gorenstein sequence of type \((1, 3, 3, 4)\), then \( \Delta(h) \leq 2 \), and there exists at most one position with a fall by two.
Proof. By Lemma 3.1 the ideal $I$ contains elements of the form $f = xz - U, g = yz - V, p = z^2 - W$, where $U, V, W \in R_{\geq 3}$. We may assume that $U, V, W \in S_{\geq 3}$ by taking into account the particular form of $f^*, g^*, p^*$ and the fact that $(x, y, z)^k \subseteq I$ for $k \gg 0$: as long as some of $U, V, W$ depend on $z$, we subtract an appropriate combination of $f, g, h$. This procedure stops as it increases the order and the order $\geq k$ part can be discarded. This is essentially the procedure described by Grauert’s Division Theorem quoted above, which implies that each of $U, V, W$ can be written as a combination of $f, g, p$ plus a remainder $r$ where no monomial of $r$ is divisible by the leading monomials of $f, g, p$, that is, by $xz, yz, z^2$.

Since $R/I$ is Gorenstein, there exists $T \in K_{DP}[X, Y, Z]$ such that $I^\perp = (T)$. Write

$$T = T_0 + Z \cdot T_1 + Z^2 \cdot T_2 + \ldots + Z^n \cdot T_n + \ldots, \tag{3.6}$$

where $T_i \in K_{DP}[X, Y]$. Since $p \circ T = 0$, we obtain $z^2 \circ T = W \circ T$, so that

$$T_{n+2} = W \circ T_n \quad \text{for all } n \geq 0. \tag{3.7}$$

Therefore, $(T_{n+2}) \subseteq (T_n)$ for all $n \geq 0$. In particular, $(T_{2n}) \subseteq (T_{2n-2}) \subseteq \ldots \subseteq (T_0)$ and similarly $(T_{2n+1}) \subseteq (T_1)$ for all $n \geq 0$. Moreover, $f \circ T = 0$ and $g \circ T = 0$ translate into the conditions

$$x \circ T_{n+1} = U \circ T_n, \quad y \circ T_{n+1} = V \circ T_n \quad \text{for all } n \geq 0. \tag{3.8}$$

Let $F := T_0$ and $G := T_1$. Then by (3.8)

$$x \circ G = U \circ F \in (F) \quad \text{and} \quad y \circ G = V \circ F \in (F).$$

Since $I \cap S, J = \text{Ann}_R(T) \cap S = \text{Ann}_S(T) = \bigcap_{i \geq 0} \text{Ann}_S(T_i)$, as $(T_2) \subseteq (F)$ and $(T_{2n+1}) \subseteq (G)$, we have $J = \text{Ann}_S(F) \cap \text{Ann}_S(G)$, hence $I^\perp = (F, G)$ as required. By [Ber09, Theorem 2.3] we have $\Delta \text{HF}_{S/I} \leq 2$. By (a)-(b) it follows that $\text{HF}_S/I(i) = \text{HF}_{S/\text{Ann}_S(F)}(i)$ for all $i$ except one position. By the above cited result, we have $\Delta \text{HF}_{S/\text{Ann}_S(F)} \leq 1$, so $\text{HF}_{S/I}$ has at most one fall by two. By Lemma 3.1 and Proposition 3.3, we have $\text{HF}_{R/I}(i) = \text{HF}_{S/I}(i)$ for all $i \geq 2$, so also $\text{HF}_{R/I}$ satisfies $\Delta \text{HF}_{R/I} \leq 2$ with a single possible position with a fall by two. \hfill \square

The converse of Proposition 3.5 is not true. That is, let $F$ and $G$ in $K_{DP}[X, Y]$ be such that $x \circ G, y \circ G \in (F)$, and assume there exists an ideal $I$ in $R$ with the Hilbert function of type $(1, 3, 3, 4)$ such that $I \cap S = \text{Ann}_S(F, G)$. Then $I$ is not necessarily a Gorenstein ideal. The following example illustrates this.

Example 3.9. Let $I = (xz, yz, z^2 - y^3, x^4)$ be an ideal in $R$. Then $R/I$ is an Artinian local ring with the Hilbert function $h = (1, 3, 3, 4, 2, 1)$. Consider $F = X^3Y^2, G = Y^3 \in K_{DP}[X, Y]$. Then $x \circ G, y \circ G \in (F)$. Also $I \cap S = (x^4, xy^3, y^4) = \text{Ann}_S(F, G)$. But $I$ is not a Gorenstein ideal by Buchsbaum-Eisenbud structure theorem since $I$ is 4-generated.

The following simple example shows that $h$ is not necessarily a Gorenstein sequence even if $h$ is a $(1, 3, 3, 4)$-sequence with $\Delta(h) = 2$. Recall that in codimension two $\Delta(h) = 1$ was sufficient for being a Gorenstein sequence.

Example 3.10. Consider the O-sequence $h = (1, 3, 3, 4, 3, 1)$. Here $\Delta(h) = 2$, but is not a Gorenstein O-sequence since it does not admit a symmetric decomposition.

Now we investigate at which position the fall by 2 can occur if $h$ is a $(1, 3, 3, 4)$-sequence with $\Delta(h) = 2$. For this first we look for the unique position at which $\text{HF}_{S/I}$ and $\text{HF}_{S/\text{Ann}_S(F)}$ in Proposition 3.5 possibly differ.
**Lemma 3.11.** Let \( k \geq 3 \) and let \( J \subseteq I \) be ideals in \( S := K[x, y] \) such that \( I \) is a Gorenstein ideal and

\[
\text{HF}_{S/I}(i) = \begin{cases} 
\text{HF}_{S/I}(i) & \text{for } i \neq k \\
\text{HF}_{S/I}(i) + 1 & \text{for } i = k.
\end{cases}
\]

Then \( I \) has a minimal generator of order \( k \) and \( k \) is the peak position of \( \text{HF}_{S/I} \).

**Proof.** Since \( J \subseteq I \), we have \( \dim_K I/J = \dim_K S/J - \dim_K S/I = 1 \). Hence \( m_S(I/J) = 0 \) where \( m_S = (x, y)_S \). Therefore \( m_S I \subseteq J \). Since \( I \) is a complete intersection ideal, \( \dim_K I/m_S I = 2 \).

Therefore

\[
\dim_K J/m_S I = \dim_K I/m_S I - \dim_K I/J = 2 - 1 = 1.
\]

Choose \( g_1 \in J \setminus m_S I \). For \( g \in J \), let \( \overline{g} \) denote the image of \( g \) in \( J/m_S I \). Then \( K\overline{g_1} = J/m_S I \). Therefore \( J = (g_1)S + m_S I \). Choose \( g_2 \in I \setminus m_S I \) such that \( \overline{g_1} \) and \( \overline{g_2} \) are \( K \)-linearly independent elements of \( I/m_S I \). Then by Nakayama’s lemma \( I = (g_1, g_2) \). Also,

\[
J = (g_1) + m_S I = (g_1) + (x, y)g_1g_2 = (g_1) + (x, y)g_2.
\]

Recall that the Hilbert function of \( S/J \) is the Hilbert function of \( K[x, y]/J^* \). Without loss of generality we may assume that the initial forms of \( g_1 \) and \( g_2 \) are \( K \)-linearly independent. Then \( I^* = (\overline{g_2}) + J^* \). Since the Hilbert functions of \( K[x, y]/I^* \) and \( K[x, y]/J^* \) are the same except at the position \( k \), \( g_2 \) is of degree \( k \) in \( I^* \). Therefore \( g_2 \) has order \( k \).

Let \( h_j := \text{HF}_{S/I} \), \( h_I := \text{HF}_{S/I} \) and \( d := \max h_j \). If \( \max h_j = d - 1 \), then \( k = d - 1 \), and \( h_I(k) = d - 1 \). Hence \( k \) is the peak position of \( h_I \).

Proposition 3.12. Let \( h \) be a \((1, 3, 3, 4)\) Gorenstein sequence with \( \Delta(h) = 2 \). Let \( d := \max h \) and let \( r \) be a nonnegative integer such that \( d \) is repeated \( r + 1 \) times in \( h \). Then

\[
h_I = \begin{cases} 
i + 1 & \text{for } i \leq d - 2 \\
d & \text{for } i = d - 1, \ldots, d + r - 1 \\
d + r - 2 & \text{for } i = d + r \\
h_{i-1} \text{ or } h_{i-1} - 1 & \text{for } i \geq d + r + 1.
\end{cases}
\]

**Proof.** Let \( h \) be a \((1, 3, 3, 4)\) Gorenstein sequence with \( \Delta(h) = 2 \). By Proposition 3.5 \( h \) has a unique fall by two, say at position \( m \). By Proposition 3.5 there exist \( F, G \in KDP[X, Y] \) such that \( \text{HF}_{S/\text{Ann}_S(F)} \) and \( \text{HF}_{S/\text{Ann}_S(F, G)} \) differ, possibly, at one position, say \( k \), and moreover \( \text{HF}_{S/\text{Ann}_S(F, G)} \) and \( h \) differ only at position 1. Let \( J = \text{Ann}_S(F, G) \). Hence

\[
\text{HF}_{S/J} = (1, 2, 3, 4, \ldots, h_{m-1}, h_m, h_{m+1} = h_m - 2, \ldots, 1).
\]

By (3.2) we have \( \Delta(\text{HF}_{S/\text{Ann}_S(F)}) = 1 \), thus \( \text{HF}_{S/\text{Ann}_S(F)} \) and \( \text{HF}_{S/J} \) differ at position \( m \). Since they differ in at most one position, we have

\[
\text{HF}_{S/\text{Ann}_S(F)} = (1, 2, 3, 4, \ldots, h_{m-1}, h_m - 1, h_{m+1} = h_m - 2, \ldots, 1).
\]

Therefore \( k = m \). By Lemma 3.11 the position \( k \) is the peak position of \( \text{HF}_{S/J} \), and so \( k = m \) is the peak position of \( h \). Now it is easy to check that \( h \) has the required form. \( \square \)
Proof of (ii) $\implies$ (iii) of Theorem 1: Let $h$ be a $(1,3,3)$ Gorenstein sequence. Then $h_3 \leq 4$ because $h$ is an O-sequence. If $h_3 \leq 3$, then the result is clear. Let $h_3 = 4$. Then $\Delta(h) \leq 2$ by Proposition 3.5. Hence $\Delta(h) = 1$ or, by Proposition 3.12, $h$ is a $(1,3,3,4)$ sequence with a unique fall by two at the peak position. 

We now give an example of a non-Gorenstein sequence using the above proven implication in Theorem 1. This example is a particular case of a more general result [IM21B, Corollary 3.12].

Example 3.13. Consider the O-sequence $h = (1,3,3,4,5,4,2,1)$. As a consequence of [IM21B, Corollary 3.12] it follows that $h$ is not a Gorenstein sequence. We show that $h$ is not a Gorenstein sequence using Theorem 1. Here $d = \max h = 5$ and hence the only possibility for a fall by 2 is the position 4. The fall occurs elsewhere, and hence this sequence is not a Gorenstein sequence.

Similarly the sequence $(1,3,3,4,3,3,3,1)$ is not Gorenstein because here a fall by 2 can occur only at the position 3 by Theorem 1. See [Iar94, p.100] for an alternative argument.

4. Construction of $(1,3,3)$ complete intersection sequences

In this section we will construct an ideal which is a complete intersection with the Hilbert function $h$ in each of the following cases:

(a) $(1,3,3, \leq 3)$ sequence, that is a $(1,3,3)$ sequence with $h_3 \leq 3$,

(b) $(1,3,3,4)$ sequence.

This proves (iii) $\implies$ (i) of Theorem 1. In the case $h_3 \leq 3$, we give a polynomial $F \in K_{DP}[X,Y,Z]$ such that $\text{Ann}_R(F)$ is a CI ideal with the Hilbert function $h$. If $h_3 = 4$, by reducing to the codimension two case, we give an explicit algorithm to construct a CI ideal with the Hilbert function $h$.

4.1. Construction of a complete intersection ideal with the Hilbert function $(1,3,3, \leq 3)$. In the following theorem we prove that any $(1,3,3)$ sequence $h$ with $h_3 \leq 3$ is admissible for a complete intersection. In fact, we give an explicit $F \in D$ such that $A_F$ is a complete intersection with the Hilbert function $h$. Notice that $h$ is a $(1,3,3, \leq 3)$ sequence implies that $h$ is of the form $(1,3,3,\ldots,3,2,\ldots,2,1\ldots,1,1)$ by Macaulay’s condition.

Theorem 4.1. Let

$h := \left(\begin{array}{c}
1,3,3,\ldots,3,2,\ldots,2,1,\ldots,1,1
\end{array}\right)
$ be an O-sequence. Then there exists a complete intersection $A = R/(f,g,p)$ with the Hilbert function $h$. More precisely,

(a) (trivial case) Suppose that $u = v = w = 0$. Then $\text{Ann}_R(\text{XYZ}) = (x^2, y^2, z^2)$ is a complete intersection and $R/\text{Ann}_R(\text{XYZ})$ has the Hilbert function $h = (1,3,3,1)$.

(b) Suppose that at least one of the $u, v, w$ is nonzero. Then

$\text{Ann}_R(F) = (yz - x^{u+v+w+2}, xz - y^{u+v+2}, xy - z^{u+2})$

where $F := X^{u+v+w+3} + Y^{u+v+3} + Z^{u+3} + \text{XYZ}$ is a complete intersection and $A_F$ has the Hilbert function $h$.

Proof. The case $u = v = w = 0$ is trivial. Hence we assume that at least one of the $u, v, w$ is nonzero. Let $A := u + v + w + 2$, $B := u + v + 2$ and $C := u + 2$. Then $A \geq B \geq C \geq 2$ and $A > 2$. Note that the polynomial $F = X^{A+1} + Y^{B+1} + Z^{C+1} + \text{XYZ}$ has the same Hilbert function as $F_0 = X^{A+1} + Y^{B+1} + Z^{C+1}$. Indeed, for any operator $\partial$ of order at least two the polynomial
\[ \partial \circ F - \partial \circ F_0 \] is at most linear, so the leading forms of \( \partial \circ F \) and \( \partial \circ F_0 \) agree. We use (2.3) to conclude that the Hilbert functions of \( A_F \) and \( A_{F_0} \) agree. We check directly that \( A_{F_0} \) has the Hilbert function \( h \), \( A_F \) also has the Hilbert function \( h \). (The algebra \( A_{F_0} \) is not a complete intersection; we use it only to compute the Hilbert function.)

It is easy to verify that

\[ I := (x^A - yz, y^B - xz, z^C - xy) \subseteq \text{Ann}_R(F). \]

We claim that \( I = \text{Ann}_R(F) \), so \( I \) is a complete intersection. We prove this below. First we show that \( \text{HF}_{R/1}(i) \leq h_i \) for all \( i = 0, \ldots, A + 1 \). Note that

\[ x^A + 2 \equiv x^2yz = (xz)(xy) \equiv y^Bz^C = y^B-C(yz)^C \equiv y^B-Cx^{AC} \pmod{I}, \]

so that \( x^A+2 (1 - y^B-Cx^{AC-A-2}) \in I \). We have \( AC - A - 2 \geq 2A - A - 2 = A - 2 > 0 \) and \( B - C \geq 0 \). Thus \( y^B-Cx^{AC-A-2} \in (x, y, z) \). Therefore \( 1 - y^B-Cx^{AC-A-2} \) is invertible and hence

\[ x^A+2 \in I. \]

Moreover,

\[ xyz \equiv x^{A+1} \equiv y^{B+1} \equiv z^{C+1} \pmod{I}. \]

Let \( I^* \) be the ideal generated by the initial forms of elements of \( I \). Then \( \text{HF}_{R/1} = \text{HF}_{P/1} \) where \( P = K[x, y, z] \). The equations (4.2), (4.3) imply that each monomial may be reduced modulo \( I^* \) to a monomial of one of the forms \( x^a, y^b, \) or \( z^c \), for \( a \leq A + 1, b \leq B \) and \( c \leq C \). Therefore \( \text{HF}_{P/1}(i) \leq h_i \) for all \( i = 0, \ldots, A + 1 \) and so \( \text{dim}_K(R/I) \leq \sum_{i=0}^A h_i = \text{dim}_K A_F \). Since \( I \subseteq \text{Ann}_R(F) \), this proves the claim and hence the result.

\[ \square \]

**Remark 4.4.** The reason to distinguish \( u = v = w = 0 \) case is that the ideal \( (yz - x^2, xz - y^2, xy - z^2) \) is not a complete intersection. This case is special in that there is no pure power of higher degree, so the division procedure hidden in the proof of Theorem 4.1 does not stop.

We remark that there are Gorenstein \( K \)-algebras with the Hilbert function a \((1, 3, 3, \leq 3)\) sequence that are not complete intersections.

**Example 4.5.** Let \( F = X^4 + Y^3 + Z^3 \) and \( I = \text{Ann}_R(F) = (xy, xz, yz, x^4 - z^3, y^3 - z^3) \). Then \( R/I \) is Gorenstein with the Hilbert function \((1, 3, 3, 1, 1)\), but \( I \) is not a complete intersection.

### 4.2. Construction of a complete intersection ideal with the Hilbert function of \((1, 3, 3, 4)\) type.

First we prove the following proposition to construct a complete intersection ideal starting from \( F, G \in K_{DP}[X, Y] \) satisfying certain conditions, compare Proposition 3.5.

**Proposition 4.6.** Let \( F, G \in K_{DP}[X, Y] \) be minimal generators of the \( S \)-submodule \( \langle F, G \rangle \) and further assume that

\[ x \circ G, y \circ G \in m_S^2 \circ F \]

where \( m_S = (x, y) S \) is the maximal ideal of \( S = K\langle x, y \rangle \). Let \( J := \text{Ann}_S(F, G) \). Then there exists a complete intersection ideal \( I \) in \( R \) such that \( I \cap S = J \). Moreover, if \( S/J \) has the Hilbert function \( h' \), then \( R/I \) has the Hilbert function \( h \) where

\[ h_i = \begin{cases} h'_i & \text{if } i \neq 1 \\ 3 & \text{if } i = 1. \end{cases} \]
Proof. Let $J = \Ann_S(F, G)$. Then $\omega_{S/J} = \Ann_S(F) \cap \Ann_S(G)$. Let $\omega_{S/J}$ be the canonical module of $S/J$. Then $\omega_{S/J} \cong \mathcal{J}$ is the $S$-submodule of $K_{DP}[X, Y]$ generated by $F$ and $G$. First, we do a change of coordinates. Write $y \circ G = a_2 \circ F$ for $a_2 \in m_S^2$. Let $a_2 = xa_2' + ya_2''$ for some $a_2', a_2'' \in m_S$ and $G' = G - a_2' \circ F$. Then the inverse systems $\langle F, G \rangle$ and $\langle F, G' \rangle$ are equal. Moreover,

$$y \circ G' = y \circ G - (ya_2'') \circ F = a_2 \circ F - (ya_2'') \circ F = (a_2 - ya_2') \circ F = (xa_2') \circ F.$$  

Hence by replacing $G$ by $G'$ we may assume that $a_2$ is divisible by $x$ and so $a_2 = xa'_2$ for $a'_2 \in m_S$. The relations $x \circ G, y \circ G \in m_S^2 \circ F$ give rise to syzygies of $\omega_{S/J}$. As $G \not\in \langle F \rangle$, these syzygies are minimal, so the minimal resolution of $\omega_{S/J}$ is

$$0 \longrightarrow S \longrightarrow S^3 \overset{N}{\longrightarrow} S^2 \longrightarrow 0,$$

where $N$ has, up to coordinate change, the form

$$N = \begin{pmatrix} d_11 & d_12 & -xa'_2 \\ d_21 & -x & y \end{pmatrix}$$

with $d_12 \in m_S^2$. As noted above, $G \not\in \langle F \rangle$. By (4.7) also $F \not\in \langle G \rangle$. Hence $d_11, d_21 \in m_S$. By further column operations one could assume $d_21 = 0$, but this will not be important for us. Let $d_12 = xd_12' + yd_12''$ where $d_12', d_12'' \in m_S$. Let $U_1 = -\frac{1}{2}(d_12' + d_21)$, $U_2 = -d_12', V_1 = -a'_2, V_2 = \frac{1}{2}(d_12' - d_21)$.

By construction $U_1, U_2, V_1, V_2 \in m_S$. Let further

$$U = xU_1 + yU_2, \quad V = xV_1 + yV_2, \quad W = U_2V_1 + V_2 - d_11.$$  

By construction we have $U, V \in m_S^2$ and $W \in m_S$. By duality, the minimal resolution of $S/J$ is

$$F_\bullet : 0 \longrightarrow S^2 \overset{N^T}{\longrightarrow} S^3 \longrightarrow S \longrightarrow 0$$

where

$$N^T = \begin{pmatrix} d_11 & U_2V_1 + V_2^2 - W & d_21 = -U_1 - V_2 \\ d_12 = -U + xV_2 & -x & y \\ -xa'_2 = xV_1 \end{pmatrix}.$$  

Therefore $J$ is the ideal generated by the $2 \times 2$ minors of $N^T$. Thus

$$J = (-yU + xV, -UV_1 - VV_2 + yW, -UU_1 - VU_2 + xW).$$

Let us define an ideal $I \subset K[[x, y, z]]$ by $I = (f := xz - U, g := yz - V, p := z^2 - W)$. We have

(4.8) \quad -yU + xV = yf - xg 

(4.9) \quad -UV_1 - VV_2 + yW = fV_1 + (z + V_2)g - yp 

(4.10) \quad -UU_1 - VU_2 + xW = (z + U_1)f + gU_2 - xp.$$

Hence $J \subseteq I \cap K[[x, y]]$. In particular $(x, y)^t \subseteq I$ for $t \gg 0$. Since also $z^2 - W \in I$ and $W \in m_S$, we have $z^2 \in I$. Hence we conclude that $R/I$ is Artinian. Thus $I$ is a complete intersection.

Claim: $J = I \cap K[[x, y]]$.

Proof of claim: Clearly, $J \subseteq I \cap K[[x, y]]$. Suppose that $j = \alpha f + \beta g + \gamma p \in K[[x, y]]$ for some $\alpha, \beta, \gamma \in R$. We want to prove that $j \in J$. By adding suitable multiples of (4.10) and (4.9) to $j$, we may assume $\gamma \in K[[z]]$. But then $0 \equiv j \equiv z^2 \mod (x, y)$, hence $\gamma = 0$. Thus $j = \alpha f + \beta g$. After adding a multiple of (4.8) to $j$, we may assume that $\beta \in K[[y, z]]$. Assume $j \neq 0$. Fix a term ordering $\tau$ on the set of monomials of $P = K[[x, y, z]]$ such that $x < y < z$. Then with the notation fixed in Section 2.3 it follows that $\LT_\tau(f) = xz$ and $\LT_\tau(g) = yz$. Hence $\LT_\tau(\beta g)$ is divisible by $x$ while $\LT_\tau(\alpha f) \in K[[y, z]]$. Thus $\LT_\tau(\alpha f) + \LT_\tau(\beta g) \neq 0$. Therefore $\LT_\tau(j) = \LT_\tau(\beta g)$ or $\LT_\tau(j) = \LT_\tau(\alpha f)$.  


Now by assumption \( j \in K[x, y] \), hence \( LT(f) \in K[x, y] \) while \( LT(af), LT(bg) \in zK[x, y, z] \). Thus \( LT(f) = 0 \), so \( j = 0 \) is indeed an element of \( I \).

Therefore, by Proposition 3.3, \( R/I \) has the Hilbert function \( h \).

In the following Lemma 4.12 we will need the following observation on the symmetric decomposition. Since it is disconnected from the remaining part of the proof of the Lemma and unimportant for us except for the proof, we leave it as a remark.

**Remark 4.11.** Suppose \( h \) is a Hilbert function of a Gorenstein algebra \( B \) with embedding dimension \( h_1 = 2 \). Then the symmetric decomposition of \( h \) is unique [Iar94, Theorem 2.2]. Let \( t = \max(i \mid h_i \geq 2) \). It can be directly verified that \( Q(a)_1 \neq 0 \) if and only if \( a = 0 \) or \( a = s - t - 1 \), where \( s \) is the socle degree of \( B \). This implies that \( Q(a) = 0 \) for all \( a \geq s - t \), so \( C(a) = 0 \) for all \( a \geq s - t \). It follows from the definition of \( C(a) \) that \( (0 : m'_B) \cap m_B = (0 : m^d_B) \cap m^2_B \) for all \( d \leq t \), where \( m_B \) is the maximal ideal of \( B \).

**Lemma 4.12.** Let \( F \in K_{DP}[X, Y] \) be such that \( A_F \) has the Hilbert function

\[
h = (1, 2, 3, 4, \ldots, d - 1, d, d, \ldots, d, d, h_k = d - 1, h_{k+1}, h_{k+2}, \ldots, 1),
\]

where \( d = \max h \). Assume \( d \geq 3 \). Then there exists \( G \in K_{DP}[X, Y] \) such that \( S/ \text{Ann}_S(F, G) \) has the Hilbert function

\[
h' = (1, 2, 3, \ldots, d - 1, d, d, \ldots, d, d, h'_k = d, h_{k+1}, h_{k+2}, \ldots, 1).
\]

Moreover, \( F \) and \( G \) satisfy the conditions of Proposition 4.6.

**Proof.** Let \( m_S = (x, y)S \). We know that \( \text{Ann}_S(F) \) is a complete intersection \((f, g)\) where \( \text{order}(f) = d \) and \( \text{order}(g) = k \). Consider the ideal \( I = (f, xg, yg) \). The vector space \((f, g) / I \) is nonzero and spanned \( K \)-linearly by \( g \), hence it is one-dimensional. Therefore, also the space \( I^+/(f, g)^+ = I^+/(F) \) is nonzero and one-dimensional. Choose \( G \in I^+ \setminus \langle F \rangle \) such that the image of \( G \) spans \( I^+/(F) \). Then on the one hand, we have \( G \not\equiv (F) \), so \( \langle G \rangle \cap \langle F \rangle \subset m_S \circ \langle G \rangle \). On the other hand, \( \langle G \rangle \subset I^+ \), which implies that \( \dim_K (G) / (\langle F \rangle \cap \langle G \rangle) \leq 1 \). Since \( \dim_K (G) / m_S \circ \langle G \rangle = 1 \), this shows that \( \langle F \rangle \cap \langle G \rangle = m_S \circ \langle G \rangle \), so \( x \circ G, y \circ G \in \langle F \rangle \). Since \( \langle F, G \rangle = I^+ \), it follows that \( I = \text{Ann}_S(F, G) \).

We now compute the Hilbert function. Since \( g \) has order \( k \), we have \( xg, yg \in m_S^{k+1} \). Since \( g \not\equiv (f) \cap m_S^k + m_S^{k+1} \) we see that the natural surjection

\[
\frac{m_S^k + m_S^{k+1}}{m_S^{k+1} + (f) \cap m_S^k} \to \frac{m_S^k + m_S^{k+1} + (f, g) \cap m_S^k}{m_S^{k+1} + (f) \cap m_S^k + (g)}
\]

is not an isomorphism. This shows that the Hilbert functions of \( S/(f, g) \) and \( S/I \) differ in position \( k \). Since the difference of dimensions of these algebras is one, \( k \) is the only position where they differ, which proves that \( S/I \) has the Hilbert function \( h' \). From the equality of \( h \) and \( h' \) for arguments higher than \( k \), we deduce \( \langle F, G \rangle \cap K_{DP}[X, Y]_{\leq i} + K_{DP}[X, Y]_{< i} = \langle F \rangle \cap K_{DP}[X, Y]_{\leq i} + K_{DP}[X, Y]_{< i} \) for all \( i > k \). Hence we may assume that \( \text{deg}(G) \leq k \). Indeed, suppose \( c := \text{deg}(G) > k \). Then by the equality \( \langle F, G \rangle \cap K_{DP}[X, Y]_{\leq c} + K_{DP}[X, Y]_{< c} = \langle F \rangle \cap K_{DP}[X, Y]_{\leq c} + K_{DP}[X, Y]_{< c} \), we deduce that \( G \in \langle F, G \rangle \cap K_{DP}[X, Y]_{\leq c} + K_{DP}[X, Y]_{c} \). Write \( G = u \circ F + H \) where \( u \circ F \in K_{DP}[X, Y]_{c} \) and \( H \in K_{DP}[X, Y]_{< c} \). We have \( I^+/(F) = K \{G\} = K \{H\} \), so we can replace \( G \) by \( H \) and hence assume that it has degree \( c \). Continuing like this we may assume that \( G \) has degree \( \leq k \). In fact, its leading form is a nonzero element of degree \( k \) even modulo \( F \), hence \( \text{deg}(G) = k \).

Let \( t = \max(i \mid h(i) \geq 2) \). Since \( d \geq 3 \), we have \( t \geq k \). Since \( \text{deg}(G) \leq k \), we have \( \text{deg}(x \circ G), \text{deg}(y \circ G) \leq k - 1 \). The map \( f : S/ \text{Ann}_S(F) \to \langle F \rangle \) given by \( f(\pi) = u \circ F \) is an isomorphism.
where \( \pi \) denotes the image of \( u \) in \( S / \Ann_S(F) \). Since \( x \circ G \in (F) \), there exists \( \alpha \in S \) such that \( f(\pi) = \alpha \circ F = x \circ G \). Then \( \pi \in \mathfrak{m}_F \cap (0 : m_F^k) \), where \( \mathfrak{m}_F \) is the maximal ideal of \( S / \Ann_S(F) \). Indeed \( \deg(x \circ G) \leq k - 1 \) implies that \( m_F^k \circ (x \circ G) = 0 \), which gives that \( m_F^k \circ (\alpha \circ F) = 0 \). Hence \( m_F^k \alpha \in \Ann_S(F) \), that is, \( \pi \in (0 : m_F^k) \). By Remark 4.11 we have \( m_F \cap (0 : m_F^k) = m_F^2 \cap (0 : m_F^k) \), so that \( \pi \in m_F^2 \). Hence \( x \circ G = \alpha \circ F \in m_F^2 \circ F \). Similarly, \( y \circ G \in m_F^2 \circ F \). Hence \( F \) and \( \mathcal{G} \) indeed satisfy the conditions of Proposition 4.6. This concludes the proof. \( \square \)

**Remark 4.13.** Lemma 4.12 can be made constructive for certain \( F \) as follows. Fix any \( h \) as in the Lemma and take \( F = \sum_{i=1}^s e_i^{[\alpha_i]} \); where \( e_1 \geq e_2 \geq \ldots \geq e_s \) exist and are determined uniquely by requiring that \( h \) is the Hilbert function of \( S / \Ann_S(F) \), while \( \ell_i \in K_{DP}[X,Y]_{[1]} \) for all \( i \) are \( K \)-linearly independent. We then see that \( \langle F \rangle \cap K_{DP}[X,Y]_{[\leq k - 1]} = \langle \ell_1^{[k-1]}, \ldots, \ell_s^{[k-1]} \rangle \) (modulo \( K_{DP}[X,Y]_{[< k - 1]} \)). If \( s \geq k + 1 \), then \( G = \ell_{\bar{i}}^{[k]} \) satisfies the conditions of Proposition 4.6.

**Theorem 4.14.** Let \( h \) be a \((1, 3, 3, 4)\) sequence with \( \Delta(h) = 1 \) or \( \Delta(h) = 2 \) having a unique fall by two at the peak position. Then there exists a complete intersection ideal \( I \) having the Hilbert function \( h \).

**Proof.** Let \( d := \max h \) be repeated \( r + 1 \) times in \( h \). Let \( h' \) be the Hilbert function \( h \) with a single change so that \( (h')_1 = 2 \). Let \( h'' \) be the Hilbert function \( h' \) with a single change at the peak position so that the last \( d \) is replaced by \( d - 1 \). Then \( h'' \) is unimodular and \( \Delta(h'') = 1 \), hence by (3.2) there exists a complete intersection algebra \( S / \Ann_S(F) \) with Hilbert function \( h'' \).

We will now construct \( G \) such that \( F, G \) satisfy the conditions of Proposition 4.6 and, moreover, \( S / \Ann_S(F,G) \) has the Hilbert function \( h' \).

Consider first the case \( r \geq 1 \). Then \( \max h'' = d \) and we take \( G \) as in Lemma 4.12. It remains to consider the case \( r = 0 \). In this case \( h'' = (1, 2, 3, \ldots, d - 1, d - 1, \ldots) \). It follows that \( (F) \) contains the space of degree \( \leq d - 2 \) polynomials, but there exists a polynomial \( G \in K_{DP}[X,Y] \) of degree \( d - 1 \) not in \( (F) \). Then \( x \circ G, y \circ G \in m_F^2 \circ F \) by the comparison between \( h' \) and \( h'' \). Such a \( G \) satisfies all our conditions. Moreover, \( S / \Ann_S(F,G) \) has the Hilbert function \( h' \). Hence by Proposition 4.6 there exists a complete intersection ideal \( I \) with the Hilbert function \( h \). \( \square \)

We remark that the proof of the above theorem is constructive. That is, given a \((1, 3, 3, 4)\) sequence \( h \) with \( \Delta(h) = 1 \) or \( \Delta(h) = 2 \) having a unique fall by two at the peak position, the above result gives an algorithm to construct a complete intersection ideal \( I \) with the Hilbert function \( h \). In fact, the following is an algorithm for this. Recall that if \( h \) is a \((1, 3, 3)\) sequence with \( h_3 \leq 3 \), then Theorem 4.1 gives an explicit construction of a complete intersection ideal \( I \) with the Hilbert function \( h \).

**Algorithm:**

*Given:* a \((1, 3, 3, 4)\) sequence \( h \) with \( \Delta(h) = 1 \) or with \( \Delta(h) = 2 \) having a unique fall by two at the peak position.

* Aim: * To construct a complete intersection ideal \( I \) with the Hilbert function \( h \).

**Step 1:** Let \( d = \max h \) and \( t \) be the peak position of \( h \). Define

\[
h'_i = \begin{cases} h_i & \text{if } i \neq 1 \text{ or } t \\ 2 & \text{if } i = 1 \\ d - 1 & \text{if } i = t. \end{cases}
\]

**Step 2:** Construct \( F \in K_{DP}[X,Y] \) such that \( \Ann_S(F) \) has the Hilbert function \( h' \).

**Step 3:** Let \( \Ann_S(F) = (f, g) \) with \( \text{order}(f) \leq \text{order}(g) \).
Step 4: If \( \max h' = d - 1 \), then choose any \( G \notin \langle F \rangle \) of degree \( d - 1 \). Suppose \( \max h' = d \). Then consider \( I = (f, xg, yg) \) and find \( G \in I^1 \) such that \( G \notin \langle F \rangle \) and \( \deg(G) \leq t \). Then \( x \circ G, y \circ G \in m_2^2 \circ F \). Replace \( G \) by \( G' \), if necessary, so that \( y \circ G = a_2 \circ F \) and \( x \) divides \( a_2 \).

Step 5: Write \( y \circ G = (xa'_2) \circ F \).

Step 6: Find the syzygy matrix in a minimal S-free resolution of \( S/\Ann_S(F, G) \). It will be of the form

\[
N = \begin{pmatrix} d_{11} & d_{12} & -xa'_2 \\ d_{21} & -x & y \end{pmatrix}^t.
\]

Step 7: Write \( d_{12} = xd'_1 + yd'_2 \). Set \( U = xU_1 + yU_2, V = xV_1 + yV_2 \) where \( U_1 = -\frac{1}{2}(d'_1 + d_{21}), U_2 = -d'_1, V_1 = -a'_2, V_2 = \frac{1}{2}(d'_1 - d_{21}), \) and \( W = U_2V_1 + V_2^2 - d_{11} \).

Step 8: Then \( I = (xz - U, yz - V, z^2 - W) \) is an Artinian complete intersection ideal with the Hilbert function \( h \).

We illustrate this algorithm by the following example.

Example 4.15. Consider the O-sequence \( h = (1, 3, 3, 4, 2, 1) \) which is a \((1, 3, 3, 4)\) sequence with \( \Delta(h) = 2 \) having a unique fall by two at the peak position. Let us find a complete intersection ideal with the Hilbert function \( h \). Define \( h' = (1, 2, 3, 3, 2, 1) \). We first find a complete intersection ideal with the Hilbert function \( h' \) (see for instance [Ber09], [MR15] and [HW20] for the possible constructions). Consider \( F = X^3Y^2 \). Then \( A_F \) has the Hilbert function \( h' \). Here \( \max h' = 3 = \max h - 1 \). Hence we choose \( G \notin \langle F \rangle \) of degree 3. Let \( G = Y^3 \). Then \( G \notin \langle F \rangle \) and \( x \circ G, y \circ G \in m_2^3 \circ F \). Moreover, \( S/\Ann_S(F, G) \) has the Hilbert function \((1, 2, 3, 3, 4, 2, 1)\). The syzygy matrix of \( J := \Ann_S(F, G) = (x^4, y^4, y^3x) \) is

\[
\begin{bmatrix} y^3 & 0 & -x^3 \\ 0 & -x & y \end{bmatrix}^t.
\]

Following Proposition 4.6, we put \( U = 0, V = -x^3, W = -y^3 \), so that \( I = (xz, yz + x^3, z^2 + y^3) \) and indeed this is a complete intersection ideal with the Hilbert function \( h = (1, 3, 3, 4, 2, 1) \).

5. Realizable symmetric decompositions of \((1, 3, 3)\) Gorenstein sequences

In this section we discuss the symmetric decomposition of \((1, 3, 3)\) Gorenstein sequences and prove Theorem 2. We know that every Gorenstein sequence admits a symmetric decomposition, but in general the symmetric decomposition is not unique. In two variables, where Gorenstein is equivalent to complete intersection, the Hilbert function determines the symmetric decomposition. We show that this is the case also for the complete intersection rings with a \((1, 3, 3)\) sequence. Moreover, we describe all possible symmetric decompositions of Gorenstein ideals.

Proposition 5.1. Let

\[
h := \begin{pmatrix} 1, 3, 3, \ldots, 3, 2, \ldots, 2, 1, \ldots, 1, 1 \end{pmatrix}_u \text{ and } \begin{pmatrix} 1, 3, 3, \ldots, 3, 2, \ldots, 2, 1, \ldots, 1, 1 \end{pmatrix}_w
\]

be an O-sequence. Let \( I \) be a Gorenstein ideal with the Hilbert function \( h \). Then
(a) If $I$ is additionally a complete intersection, then its symmetric decomposition is unique and given by\[D_1 = (D(0), D(w), D(w + v)),\]
where
\[D(0) = (1, 1, \ldots, 1, 1),\]
\[D(w) = (0, 1, 1, \ldots, D(w)_{u+v+2} = 1),\]
\[D(w + v) = (0, 1, 1, \ldots, D(w + v)_{u+2} = 1),\]
with the understanding that if $w$ is zero, then $D(0), D(w)$ are replaced by a single vector which is their sum, if $v$ is zero then the same happens for $D(w), D(v + w)$, and if $w = v = 0$ then the symmetric decomposition consists of a single $D(0)$ which is the sum of the three.

(b) If $\Delta(h) = 2$, then the symmetric decomposition of $I$ is $D_1$.

(c) If $\Delta(h) = 1$, then the symmetric decomposition of $I$ is either $D_1$ or $D_2$, where $D_2$ is the following: let $D(0), D(1), \ldots, D(s-2)$ be the unique symmetric decomposition of $h - \delta$. Then
\[D_2 = (D(0), D(1), \ldots, D(s-2) + \delta).\]

The decompositions are realizable in appropriate classes. The quotient by the complete intersection ideal in Theorem 4.1 has symmetric decomposition $D_1$. If $h - \delta$ is as in (c) and $F' \in K_{DP}[X, Y]$ is such that $A_{F'}$ has Hilbert function $h - \delta$, then the Gorenstein algebra $A_{F' + Z2}$ has symmetric decomposition $D_2$.

Proof. We prove all three points together. As remarked above, $D_1$ and $D_2$ are realizable. We prove that there are no symmetric decompositions for $h$ other than $D_1$ and $D_2$. Take any decomposition $D$. Observe that any $(1, 3, 3)$ O-sequence is unimodal. Also, for any $a$, the partial sum of the first $a$ rows of $D$ is an O-sequence, and hence in particular, is unimodal in our case. Let $a$ be the smallest integer such that $\sum_{i=0}^{a-1} D(a) = 3$. Consider $D(<a) := \sum_{i=0}^{a-1} D(a)$. If $\max D(<a) = 2$ then by unimodality of $D(<a) + D(a)$ we see that $D(a) = (0, 1, \ldots, 1)$. It follows also that $h = D(<a) + D(a)$ and hence $D(<a)$ is uniquely determined as the unique decomposition of $h - D(a)$. Similar argument works for $\max D(<a) = 1$. In both cases we recover $D = D_1$. In the case $\max D(<a) = 3$ it follows that $D(<a)_{2} = 3$. By unimodality of $D(<a)$ this vector agrees with $h$ for all arguments greater than one. Hence $a = s - 2$ and so $D = D_2$. By construction of $D_2$, we have $\Delta(\sum D_2) = 1$, hence this case cannot occur for $\Delta(h) = 2$.

We claim that the decomposition $D_2$ is not realized by a complete intersection ideal. Indeed, suppose that $D_2$ is realized by a complete intersection ideal $I \subset R$. Since the $(s - 2)$-th part of $D_2$ is non-zero, by [JCN15, Proposition 4.5] the algebra $R/I$ is isomorphic to $R/\Ann_R(F)$ where $F = F' + Z2$ and $F' \in K_{DP}[X, Y]$. We have $xz, yz, z^2 - \sigma \in \Ann_R(F)$, where $\sigma \in K[x, y]$ is such that $\sigma \circ F' = 1$. Since $\Ann_R(F)$ is a complete intersection ideal, these form its minimal generating set. This is a contradiction because any minimal generator $g \in \Ann_{K[x, y]}(F')$ is in $\Ann_R(F) \setminus (xz, yz, z^2 - \sigma)$. Hence $D_2$ is not realized by a complete intersection ideal.

This proves that if $I$ is a complete intersection ideal with the Hilbert function $h$, then its symmetric decomposition is determined by $h$, namely is $D_1$. \qed

We illustrate the above discussion by the following example.

Example 5.2. Let $h = (1, 3, 3, 2, 1)$. Then $h$ is a complete intersection sequence by Proposition 5.1 and, in its language, has $(u, v, w) = (0, 1, 0)$. Here $h$ admits two symmetric decompositions each of which is realizable by a Gorenstein ideal, yet only one by a complete intersection ideal. The decomposition
\[D_1 = (D(0) = (1, 2, 2, 2, 1), D(1) = (0, 1, 1))\]
is realized by a complete intersection $A_F$ where $F = X^4 + Y^4 + Z^3 + XYZ$. The decomposition
\[ D_2 = (D(0) = (1, 2, 3, 2, 1), D(2) = (0, 1)) \]
is realized by $A_F$ where $F = X^2 Y^2 + Z^2$. See [MR18, Discussion 3.7].

Now we discuss realizable symmetric decompositions of $(1, 3, 3, 4)$ Gorenstein sequences.

**Proposition 5.3.** Let $h$ be a $(1, 3, 3, 4)$ complete intersection sequence and $I$ is a Gorenstein ideal with
$\text{HF}_{R/I} = h$. Then

(a) if $I$ is a complete intersection, then the symmetric decomposition for $I$ is determined by $h$ as follows. Let $k$ be the peak position of $h$ and let $\delta = (0, 1, 0, \ldots, 0, 1, 0)$ be a vector with ones at position $1$ and $k$. Then the symmetric decomposition $D$ of $h$ is obtained as the unique decomposition of $h - \delta$ into symmetric vectors, with $\delta$ added to the appropriate symmetric vector.

(b) If $\Delta(h) = 2$, then the symmetric decomposition for $I$ is again unique, equal to $D$ above.

(c) If $\Delta(h) = 1$, then the symmetric decomposition for $I$ is either $D$ above or $D'$ where $D'$ is the following: let $\delta' = (0, 1)$ and $(D(0), D(1), \ldots, D(s - 2))$ be the unique symmetric decomposition of $h - \delta'$. Then
\[ D' = (D(0), D(1), \ldots, D(s - 2) + \delta'). \]

Again, the symmetric decompositions are realizable in appropriate classes. The complete intersection ideal constructed in Theorem 4.14 has symmetric decomposition $D$. The decomposition $D'$ is realized by $A_{F + Z^2}$ where $F' \in K_{DP}[X, Y]$ is such that $A_{F'}$ has the Hilbert function $h - \delta'$.

**Proof.** $S := K[x, y]$. Proof of (a): let $I$ be a complete intersection ideal with the Hilbert function $h$. As in the proof of Proposition 3.5 we may assume that the ideal $I$ contains elements of the form $f = xz - U, g = yz - V, p = z^2 - W$, where $U, V, W \in S_{\geq 3}$. Let $T \in K_{DP}[X, Y, Z]$ be such that $I = \text{Ann}_R(T)$. We write
\[ T = T_0 + Z \cdot T_1 + Z^2 \cdot T_2 + \ldots + Z^n \cdot T_n + \ldots, \]
where $T_i \in K_{DP}[X, Y]$. Recall from the proof of Proposition 3.5 that $F := T_0$ and $G := T_1$ satisfy (a) and (b) of Proposition 3.5, and $S/\text{Ann}_S(F, G)$ has Hilbert function $h - \delta'$. Since $\text{HF}_{R/I}(1) = 3$, we have $Z \in \langle T \rangle$. Let $\sigma \in R$ be an element such that $\sigma \circ T = Z$. Subtracting an element of $(f, g, p)$ from $\sigma$, we put it in the form $\sigma = c_0 + \lambda z$, where $c_0 \in S$ and $\lambda \in K$. Suppose $\lambda \neq 0$. Since $\sigma \circ T \in K_{DP}[Z]$, we have $(x\sigma) \circ T = (y\sigma) \circ T$. Therefore, the elements $x\sigma, y\sigma$ lie in the complete intersection $I$. Since the quadratic parts of $x\sigma$ and $y\sigma$ are linearly independent, they are part of a minimal generating set of $I$. In particular, $x\sigma, y\sigma$ is an $R$-regular sequence. But the linear syzygy $y \cdot (x\sigma) - x \cdot (y\sigma) = 0$ has coefficients outside $I$, a contradiction. This shows that $\lambda = 0$ and $\sigma \in S$. Expanding $T$ as in (5.4), we get
\[ Z = \sigma \circ F + Z(\sigma \circ G) + Z^2(\sigma \circ T_2) + \cdots + \cdots, \]
which shows that $\sigma \circ G = 1$ and $\sigma \circ F = 0$. In particular, we get $G \not\subset \langle F \rangle$.

Set $A = R/I$. Let $m_A \subset A$ be the maximal ideal of $A$. Observe that $\sigma \mod I$ lies in $(0 : m_A^2)$. By the above considerations, the element $\sigma$ is unique modulo $I$. Let $i$ be the maximal number such that $\sigma \mod I \in m_A^i$. Then $\sigma \mod I$ is a nonzero element of $Q(a)_i$, where $a = s - 1 - i$, and hence there is a nonzero element of $Q(a)_i$ as well.

We claim that $i$ is the peak position of $h$. First we show that $\text{HF}_{S/\text{Ann}_S(F, G)}$ and $\text{HF}_{S/\text{Ann}_S(F)}$ differ at the position $i$. Denote by $m_S$ the maximal ideal of $S$. The kernel of the natural surjection
\[ \frac{m_s^i}{m_s^{i+1} + m_s \cap \text{Ann}_S(F, G)} \rightarrow \frac{m_s^i}{m_s^{i+1} + m_s \cap \text{Ann}_S(F)} \]
is spanned by the class of $\sigma$, so the Hilbert functions of $S/\text{Ann}_S(F,G)$ and $S/\text{Ann}_S(F)$ differ at the position $i$. Therefore, by Lemma 3.11, the position $i$ is the peak position of $\text{HF}_S/\text{Ann}_S(F,G)$. Since the Hilbert function of $S/\text{Ann}_S(F,G)$ is $h$ except at position one, $i$ is the peak position of $h$. Therefore $h-\delta \geq 0$ position-wise. In fact, $h-\delta$ is a codimension two O-sequence with $\Delta(h-\delta) = 1$, and so $h-\delta$ is a Gorenstein sequence by (3.2). Hence by [Iar94, Theorem 2.2], the vector $h-\delta$ admits a unique symmetric decomposition, say $(\mathcal{D}(0),\mathcal{D}(1),\ldots,\mathcal{D}(s-2))$. Then

$$
\mathcal{D} = (\mathcal{D}(0), \mathcal{D}(1), \ldots, \mathcal{D}(a-1), \mathcal{D}(a) + \delta, \mathcal{D}(a+1), \ldots, \mathcal{D}(s-2))
$$

is the unique symmetric decomposition of $R/I$.

Proof of (b) and (c): let $I$ be a Gorenstein ideal with the Hilbert function $h$. Let $f,g,p,T,\sigma$ be as in the proof of (a). After adding suitable multiples of $f,g,p$, we may assume that $\sigma = \sigma_0 + \lambda z$, where $\sigma_0 \in K[[x,y]]$ and $\lambda \in K$. If $\lambda = 0$, then the same argument as in (a) shows that $G \notin \langle F \rangle$, and $Q(x)_1 \neq 0$ where $a = s - 1 - k$ and $k$ is the peak position of $h$. Hence $R/I$ has decomposition $\mathcal{D}$.

Suppose $\lambda \neq 0$. Let $A = R/I$ and $m_A$ denote the maximal ideal of $A$. In this case, $\sigma \mod I \in m_A \setminus m_A^2$. Also, $\sigma \mod I \in (0 : m_A^2)$. Hence $\sigma \mod I$ is a nonzero element of $Q(s-2)_1$.

We claim that in this case $\Delta(h) = 1$. Recall from the proof of Proposition 3.5 that $F := T_0$ and $G := T_1$ are the required elements in $K_{DP}[X,Y]$ in Proposition 3.5. Since $\sigma \circ T = Z$, using (5.4) we get

$$
\sigma_0 \circ F + \lambda G + Z(\sigma_0 \circ G + \lambda T_2) + \cdots = Z.
$$

Therefore, $\sigma_0 \circ F + \lambda G = 0$ and hence $G \notin \langle F \rangle$. Thus $h_I := \text{HF}_{S/\text{Ann}_S(F)}$ and $h_I := \text{HF}_{S/\text{Ann}_S(F,G)}$ are the same. Since $\Delta(h_I) = 1$ by (3.2), $\Delta(h_I) = 1$. As $h$ and $h_I$ are the same except at position one, $\Delta(h) = 1$.

Therefore in this case we have the following symmetric decomposition. Let $\delta' = (0,1)$. The sequence $h - \delta' \geq 0$ point-wise. In fact, $h - \delta'$ is a codimension two O-sequence with $\Delta(h - \delta') = 1$. Hence $h - \delta'$ is a Gorenstein sequence by (3.2). Therefore by Theorem [Iar94, Theorem 2.2] $h - \delta'$ admits a unique symmetric decomposition, say $(\mathcal{D}(0),\mathcal{D}(1),\ldots,\mathcal{D}(s-2))$. Then

$$(\mathcal{D}(0), \mathcal{D}(1), \ldots, \mathcal{D}(s-2) + \delta')$$

is the symmetric decomposition of $h$.

It is clear that if $F' \in K_{DP}[X,Y]$ and $A_{F'}$ has the Hilbert function $h - \delta'$, then $A_F$ has the decomposition $\mathcal{D}'$ where $F = F' + Z^2$. \hfill $\square$

We illustrate the above result by the following example.

**Example 5.5.** Let $h = (1,3,3,4,3,2,1)$. Then $h$ is admissible for a complete intersection by Theorem 1. In fact, let $F = X^4Y^2$ and $G = Y^3$. Then $F$ and $G$ satisfy the conditions of Proposition 4.6. Also, $J = \text{Ann}_S(F,G) = (x^5,y^4,xy^3)$ has the syzygy matrix

$$
\begin{bmatrix}
y^3 & 0 & -x^4 \\
0 & -x & y
\end{bmatrix}.
$$

We take $U = 0, V = -x^4, W = -y^3$. Then $I = (xz, yz + x^4, z^2 + y^3)$ is a complete intersection ideal with the Hilbert function $h$. By [Iar94, p.94] the function $h$ admits two symmetric decompositions. In fact, each symmetric decomposition is realizable. By Proposition 5.3(a), Hilbert function of $R/I$ has the decomposition

$$
\mathcal{D} = (\mathcal{D}(0) = (1,2,3,3,3,2,1), \mathcal{D}(2) = (0,1,0,1)).
$$

The other symmetric decomposition of $h$, namely

$$
\mathcal{D}' = (\mathcal{D}(0) = (1,2,3,4,3,2,1), \mathcal{D}(4) = (0,1)),
$$
is realized by $A_F$ where $F = X^3Y^3 + Z^2$. By Proposition 5.3 the decomposition $\mathcal{D}'$ is not realizable by a complete intersection ideal.

**Proof of Theorem 2.** This follows from Propositions 5.1 and 5.3. □
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