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I. INTRODUCTION

Connectivity allows existing automated driving functions to be substantially improved and entirely new functions to be conceived [1], [2]. Cloud-based data processing makes advanced hardware, capable of running large and powerful models, available to connected vehicles or other connected entities. In addition, data sharing enables the combination of data from multiple road users, which allows solving challenges such as occlusions in sensor data or the prediction of road users’ behavior. There is a trend towards extremely large models in deep learning. Larger models usually show better performance [3]–[6] but also require more energy during...
training and inference [7]. This makes offloading functions for automated driving more and more relevant, because vehicles have relatively limited computational resources and a limited supply of energy. Since a safe operation of an automated vehicle relies on models of high performance, there exists a substantial incentive to offload functions to more powerful servers with more powerful models, and to overcome the challenges associated with this task. In the past, offloading automated vehicle functions to external servers has been challenging, especially due to the limited bandwidth and large latencies in cellular networks. With the introduction of 5G, remote processing becomes more feasible. While earlier concepts based on 4G usually processed small data such as object lists remotely [8], 5G also allows to process raw sensor data [9] such as images and point clouds. Such large unstructured types of data are especially suited to be processed by large deep learning models.

A prerequisite for exchanging data between connected entities is to have a flexible communication interface, which is integrated into both the software architecture of connected agents and that of supporting infrastructure such as cloud servers. Such an interface is developed, evaluated, and released as part of this paper.

A. Contribution

The contribution of this work is three-fold:

- We motivate, explain, and implement a novel MQTT-based communication interface for robotic entities, and apply it in the context of connected automated driving.
- We present an in-depth analysis of using the new interface and presented alternatives for a promising use case in automated driving, namely edge-cloud lidar object detection. We detail the various solutions and their associated advantages and disadvantages. This can help other researchers to choose and build upon the best solution for their use case.
- We release the newly implemented communication interface as free and open-source code, such that it gets substantially easier for anyone to develop connected robotics systems capable of exchanging and processing large data at low latencies. All additional tooling and data for the use case analysis is also made available. This allows others to analyze the presented use case in their own network and hopefully facilitates other researchers’ work.

II. RELATED WORK

Before explaining the approach developed as part of this work, we will first give a brief overview of use cases in the context of automated driving that could benefit from our developed solutions. Then, we provide an overview of publications that present system architectures into which our solutions could be incorporated. Next, we present studies that compare different communication protocols, which compete with the ones presented here. Last, we summarize studies that are similar to the one at hand and to which the performance indicators presented in this work can be compared.

A. Connected Driving Functions

Connected driving functions can be structured into cooperative, collective, and supportive functions. These categories differ with respect to whether the data is processed centrally vs. decentrally, whether data from multiple entities is combined, and whether the benefits of the data exchange are symmetric.

In cooperative functions, data is shared among connected entities and processed decentrally in these entities. Connected agents may use this data exchange to cooperate. A prominent example is cooperative perception. A description of how perceived objects can be shared with other vehicles such that they can incorporate them into their environment model can be found in [10] and [11].

In collective functions, data is collected from multiple connected entities and processed centrally. The results may be transmitted to and used by the collective of connected entities. Examples include collective environment modeling and collective learning. [2] describes how environment models of connected automated vehicles can be combined in an edge-cloud server. The collective environment model is then shared with relevant connected entities. [12] describes how data from a fleet of vehicles can be collected to create new training samples for improving existing functions of connected vehicles. The authors of [13] describe how data from connected infrastructure stations can be used for the development and validation of automated driving functions.

For supportive functions, a connected entity provides data or processing power as a service to other individual connected entities. Examples include the provision of traffic light states, traffic monitoring and function offloading. In [14], we find an overview of how the transmission of traffic light states to automated vehicles can improve behavior planning. In [8], infrastructure sensors are used to provide detected objects and predictions to automated vehicles. The authors of [15] describe how automated vehicles can offload parts of the environment perception and planning to a cloud server.

B. Connected Driving System Architectures

Another useful categorization concerns the communication architecture used for connected driving. The architecture particularly follows the latency requirements of the respective use cases. Among other aspects, the limited speed of light requires that the stricter the latency requirements, the closer the data processing entity needs to be to the data source. A use case such as collective learning does not rely on very low latencies, so a single centralized cloud architecture may handle numerous connected entities in a large area. For latency-sensitive use cases such as function offloading in the form of lidar object detection, multi-access edge computing (MEC) may be preferred, because the decreased distance between connected agents and the data processing server leads to lower latencies. A generalized concept of MEC and cloud computing is called fog computing, where there exists a mix
of data processing entities responsible for different use cases depending on the respective latency requirement. In [16], we find a general overview of research regarding MEC and fog computing applications, whereas [17] specifically focuses on aspects regarding automated driving.

C. Communication Protocols

The protocol stack used in connected driving use cases consists of multiple layers, e.g., as described by the OSI-model. While technologies such as 5G, ITS-G5, and DSRC relate to the lower layers in the protocol stack, applications may choose among different options on the application, presentation, and session layer. A survey conducted by [18] analyzes different protocols such as MQTT, AMQP, DDS, HTTP, and CoAP in the context of the Internet of Things (IoT) in a fog computing architecture. They conclude that MQTT and RESTful HTTP are the most mature choices to consider. MQTT is more similar to ROS-based systems in that it supports a publish-subscribe type of interaction. It is also better suited for systems in which the communication and battery consumption are restrained.

D. Reference Solutions and 5G Studies

There exists one reference implementation of a ROS- and MQTT-based communication interface published at [19] to which our developed MQTT-based communication interface can be compared. [20] shows how this reference solution can be used to securely exchange data in a network of ROS-based robots. The authors of [21] evaluate a ROS-MQTT interface against a FastRTPS-based approach. There also exist implementations [22]–[25] that may represent viable alternatives to the solutions described in this paper but exceed the scope of this work. Especially ROS 2 [25] is promising as soon as it has matured sufficiently to be used in a wide variety of applications.

Some real-world studies evaluating automated driving use cases with respect to latencies in 5G networks have already been conducted. The authors of [26] report latencies between 43 ms and 130 ms depending on the chosen experimental setup. They analyze the use case of sending data from a road side unit to an automated vehicle via a 5G NSA network. The authors of [27] report mean round trip times of 8.1 ms as measured with the ping tool and a mean application-specific round trip time of 16.8 ms for the use case of anticipated cooperative collision avoidance. In [28], we find the evaluation of latencies in a 5G NSA network using a moving vehicle. They report mean latencies between 9.2 ms and 18.6 ms depending on message size.

There have also been studies of using a 5G network indoors in an Industry 4.0 setting. The authors of [29] report one-way latencies of around 2 ms when controlling a robot arm. The work of [30] reports median latencies of below 0.8 ms in uplink and 0.8–0.9 ms in downlink. The authors of [31] report latencies below 10 ms in their indoor tested setup.

All studies have in common that their results are very difficult to reproduce, since the transmitted data, the experiment software and the evaluation software are not made publicly available. Since transmission delays are very sensitive to the experimental setup, reported network performance indicators are difficult to compare. Our work therefore aims to provide an easy to use implementation that can be used for various use cases and that makes results easy to compare.

III. Methodology

Data exchange among connected entities or to a cloud system is facilitated by a tight integration into the software architectures of all involved clients. In the domain of robotics, the Robot Operating System (ROS) is by far the most popular framework and collection of open-source software components. It is therefore advantageous if a data interface for the communication between ROS-based entities is easy to integrate with ROS.

Our proposed interface connects agents running ROS via the MQTT protocol. In the following, we first motivate the overall architecture and then detail the capabilities of our open-sourced ROS-MQTT interface.

A. Communication Interface for Connected Driving

Apart from performance requirements and its integration ability with ROS, a communication protocol for connected entities should fulfill additional demands that arise in the context of connected driving.

Single points of failure should be avoided. If the connection between clients is impaired, entities should be able to remain operational with respect to non-connected functions. This suggests to separate local coordinator functions (e.g., a ROS master process or another kind of orchestrator [32]) from communication-coordinating functions. In general, the system architecture should be able to handle transmission disturbances as well as entire interruptions of communication with stable and defined behavior, ideally reconnecting automatically.

The security and integrity of transmitted data has to be ensured at all times, if safety-relevant data is concerned, as is usually the case with automated driving functions. Data security is also required to protect sensible data under privacy concerns.

Derived from the requirements mentioned above, we propose using a universal data interface based on MQTT for connecting agents running ROS. As a publish-subscribe network protocol, MQTT is similar to the communication pattern used within ROS itself. MQTT usually runs on the TCP transport layer. Communication among many MQTT clients is coordinated through an MQTT broker, which routes messages based on current message subscriptions to their designated destination. MQTT supports different Quality-of-Service (QoS) levels, authentication, as well as the encryption of all transmitted data.

Our proposed ROS-based interface for connectivity among intelligent agents, enabled via MQTT, is illustrated in Fig. 1. All involved entities, i.e., both intelligent clients such as automated vehicles and remote servers, run their functions on ROS. The server has access to data shared by the intelligent...
clients, enabling it to realize connected driving functions. Bi-
directional data transmission between cloud and clients is
relayed via the MQTT broker (Eclipse Mosquitto [33] in our
case), which also runs on the cloud node. The transfer between
ROS and MQTT protocols is handled via a dedicated ROS-
MQTT interface, which is running on all clients including the
cloud. The approach is also equivalently applicable to other
kinds of communication among participants, e.g., V2V in a
connected driving setting. Note that all major components of
this approach are open-source tools.

B. ROS-MQTT Interface

Our ROS-MQTT interface is specifically implemented in
consideration of the requirements described before. It is
designed as a generic and use case-agnostic interface between
ROS and MQTT. The interface is released as a ROS package
called mqtt_client\(^1\) and is made open-source and free to
use.

Although one such implementation already exists in the
ROS ecosystem (packaged as mqtt_bridge [19]), it does
not seem to be focused on performance as a ROS Python
node. Our novel interface is instead implemented as a C++
ROS nodelet. Compared to Python, this not only improves
general performance in theory, but also enables no-copy ROS
message transfers to and from the interface.

Regarding universal application to arbitrary types of data,
a challenge with C++ is its lack of runtime introspection
capabilities, which the Python bridge fundamentally relies on.
Through generic topic subscribers and publishers, our C++
interface nonetheless is universally compatible with arbitrary
ROS message types, including custom ones. Any published
ROS topic can simply be mapped to an MQTT topic and
vice-versa. Note that the interface is primarily designed to
exchange data with other instances of mqtt_client. In
principle however, it is also possible to communicate with
MQTT clients not powered by ROS, e.g., microcontrollers or
constrained IoT devices.

Under the hood, the Paho MQTT C++ Client [34] library is
used to connect to an MQTT broker. All configuration options
provided by the library are exposed as ROS parameters:
this includes authentication, encryption, QoS, buffering, and
more. An exemplary configuration for a simple communication
between a vehicle and a cloud is presented in Fig. 2.

C. Use Case: 5G Edge-Cloud Lidar Object Detection

We choose 5G-enabled edge-cloud lidar object detection as
the connected driving-related use case for the evaluation of
our proposed data interface.

An automated vehicle running ROS is connected to a
powerful edge-cloud server via 5G. The vehicle transmits
point clouds to the server, where an artificial neural network
processes the data and computes lists of objects detected in
the point clouds. The object lists are transmitted back to
the vehicle, where they could be incorporated into vehicle

\(^1\)github.com/ika-rwth-aachen/mqtt_client

functions such as behavior planning. The analysis splits the
total latency into all relevant parts, namely the propagation,
computation, and communication latencies [16], which are
associated with the different sections of the data pipeline.

IV. EXPERIMENTAL SETUP

In order to evaluate our MQTT-based approach to connected
driving – as presented in Section III – we run multiple
experiments and measure relevant metrics as performance
indicators. In the following, we present the experimental setup
and benchmarking process.

A. Benchmarking Methodology

The main experimental setup involves the following steps:
1) send a lidar point cloud from a 5G-connected vehicle to
a cloud server;
2) perform neural network-based lidar object detection in
the cloud to infer a list of objects from the point cloud;
3) send the list of detected objects back to the vehicle.

The dataflow described in the following is illustrated in
Fig. 3. The starting point for each experiment is the availability
of a ROS message containing a point cloud, as would be
published by any lidar ROS driver. In our case, this means
having a velodyne_msgs::VelodyneScan ROS message
available in memory, which is the output of one 360°
scan of a Velodyne VLP-32C lidar sensor. To ensure a fair
comparison between multiple experiments, we work with a
fixed point cloud. The point cloud used for the experiments
contains a total of 49,016 points, each including coordinates in
3D space as well as an intensity value. Unless stated otherwise,
we publish this point cloud at 10 Hz.

The published point cloud ROS message is subscribed by
an instance of mqtt_client, which serializes the message
and publishes it to a MQTT broker. As broker, we use the

broker:
    host: cloud
    user: admin
    pass: password
    client: vehicle

broker:
    host: localhost
    user: admin
    pass: password
    client: cloud

(a) Vehicle configuration

(b) Cloud configuration

Fig. 2. Exemplary configuration of mqtt_client for simple ping-pong
communication from vehicle to cloud and back: ROS messages on
topic /ping on the vehicle are forwarded to MQTT topic ping, which
is re-published as /ping in the cloud’s ROS network. This message is
instantly returned back to MQTT topic pong, which at the end is re-
published as /pong on the vehicle’s ROS network. The initial message
can be of arbitrary ROS message type.
popular open-source Eclipse Mosquito [33], which we run on the edge-cloud server. The broker’s main task is to distribute data published by its clients to other clients subscribing to that particular data topic. In our case, the point cloud message is forwarded to a second instance of mqtt_client, this time running on the edge-cloud server. There, the message is converted back to its original ROS message format and then published on the ROS network.

On the edge-cloud server, we run a neural network-based object detection algorithm. It is implemented as a TensorFlow [35] model, executed together with necessary preprocessing and postprocessing steps in a C++ ROS nodelet. Note that neither the prediction performance nor the runtime performance of the object detection algorithm are optimized or evaluated in this work. The object detection nodelet expects a sensor_msgs::PointCloud2 message as input, which is the most commonly used format for working with point clouds in ROS. In order to convert the transmitted VelodyneScan message, we additionally run a transformation nodelet that is part of the official Velodyne ROS driver packages [36]. The output of the object detection nodelet is an object list containing object poses as detected in the point cloud. The inferred object list is published as a ROS message of custom message type.

In the same way as the point cloud, the object list is transmitted back to the vehicle via the two mqtt_client instances running on the edge-cloud and the vehicle computer, respectively.

In order to measure relevant performance indicators for the process and its parts, we log in- and out-timestamps at every component that data passes through. These timestamps are aggregated on the vehicle computer to compute live metrics during the experiments. The timestamps taken on the edge-cloud’s components are also transmitted to the vehicle via the MQTT interface. Note that while we set up the vehicle computer to synchronize its clock with the edge-cloud, the two clocks are not guaranteed to be synchronized exactly. Due to possible clock offsets, timestamps from vehicle and cloud cannot be compared directly to compute 5G communication latencies. Instead, we assign the same unique identifier to each sample and its corresponding timestamps, such that the total round trip communication latency between the two mqtt_client instances can be computed as the difference between the total latency and the sum of all other propagation and computation latencies.

Each experiment averages metrics over 600 point cloud transmissions, i.e., over a duration of 60 s, if run at 10 Hz. During each experiment, our research vehicle is standing still within ~150 m distance of the next 5G antenna. The vehicle computer is equipped with two 10-core Intel XEON E5-2650V4 CPUs and an NVIDIA GeForce GTX 1080. The server is equipped with two 64-core AMD EPYC 7742 CPUs and four NVIDIA A100 GPUs with 40 GB memory each. All software components are executed in Docker containers running Ubuntu 20.04, ROS Noetic, and TensorFlow 2.6. All ROS components are implemented in C++ and launched as ROS nodelets to avoid memory copies between nodelets on the same machine.

As testbed, we use the 5G-Industry Campus Europe at RWTH Aachen University’s Melaten campus [37]. The 5G NSA network operates within a frequency band of 3.7–3.8 GHz and is accompanied by a 2.3 GHz 4G anchor band. The edge-cloud server is connected to the university network, which the 5G network is directly tied to as well.

B. Baselines

In addition to the our custom MQTT-based approach to which we refer to as mqtt_client in the following, we perform experiments for three different baselines:

1) mqtt_bridge: replacing our own C++ ROS-MQTT interface implementation with the publicly available ROS package mqtt_bridge [19], which is based on Python;
2) overlay: connecting all involved ROS nodelets via an overlay network and using a single multi-host ROS master;
3) in-vehicle: running object detection inference locally on the vehicle computer, i.e., not relying on cloud connectivity at all.

mqtt_bridge — The ROS Python package mqtt_bridge [19] can be integrated as a drop-in replacement for our own C++ ROS-MQTT interface. The data flow illustrated in Fig. 3 remains unchanged.

overlay — The direct connection between ROS nodelets on vehicle and edge-cloud can be achieved by launching only a
single ROS master on one of the machines and connecting nodelets on the other machine to the same master via the ROS_MASTER_URI environment variable. As we run all software in isolated Docker containers, we use a Docker swarm overlay network to connect the two containers among the two vehicle and cloud Docker daemon hosts. The data flow illustrated in Fig. 3 changes in the way that point clouds published in-vehicle are directly transmitted to the object detection nodelet running in the edge-cloud and vice-versa for the computed object lists.

**in-vehicle** — For the baseline case of local processing only, the published point cloud again is directly delivered to the object detection nodelet, this time running on the vehicle computer as well. In fact, all in-vehicle data transfers don’t require any data copying. The object detection component in the data flow illustrated in Fig. 3 moves to the vehicle side on the left, all other components are dropped.

### C. Experimental Variations

Apart from the baselines presented in Section IV-B, we also evaluate the impact of several experimental variations on the measured metrics:

1) **Encryption:** we enable encryption or use a VPN to secure the network traffic.
2) **QoS:** we test different MQTT QoS strategies;
3) **Data Type:** instead of sending messages of type VelodyneScan, we convert to PointCloud2 before transmission;
4) **Data Size:** we evaluate the effect of data size by downsampling the transmitted point cloud.

**Encryption** — An important consideration in the context of connected driving is how to ensure a secure data transmission, which does not expose transmitted data to all potential listeners. The MQTT protocol supports exchanging data via SSL/TLS-encrypted communication channels. Similarly, all traffic via a Docker swarm overlay network can be AES-encrypted. As an alternative, we also consider connecting the vehicle to the university network via a VPN-tunnel.

**QoS** — For the MQTT-based experiments, we test different Quality-of-Service (QoS) levels. There are three QoS levels in MQTT, which formulate a guarantee of delivery of a specific message: the message is either delivered at most once (0), at least once (1), or exactly once (2).

**Data Type** — The object detection nodelet expects PointCloud2 as input. Instead of sending the point cloud as VelodyneScan and converting it on the cloud server, we can also transmit the more common format PointCloud2. While the Velodyne format is storing point cloud points as pairs of distance and azimuth angle values, the PointCloud2 format instead stores 3D-coordinates, thereby increasing the message size in our case from 0.18 MB to 1.08 MB per point cloud.

**Data Size** — We also evaluate the effect of decreasing the data size of the transmitted point cloud. To this end, the point cloud is randomly downsampled to 75 %, 50 %, 25 %, and 0 % of its original size before being published. The VelodyneScan format is composed of many so-called packets, each of which presents an equidistant azimuth range of the entire 360° sweep. Randomly removing certain packets therefore allows to downsample the point cloud to the desired ratio. 0 % then relates to an empty point cloud (0 point cloud packets), with the payload only consisting of a standard ROS message header of type std_msgs::Header. Note that in all cases the same object list is sent back to the vehicle.

### D. Evaluation Metrics

For each point cloud sample published, the total round trip latency (in-vehicle ROS point cloud to in-vehicle ROS object list) as well as all partial latencies (cf. points of timestamping in Fig. 3) are measured. This includes propagation latencies between components on the same machine, communication latencies between the two machines, and computation latencies of individual components.

Our main performance-indicating metric is the mean of all measured latencies of a single 60 s experiment. Additionally, we also compute minimum, maximum, and median latency as well as the corrected standard deviation (jitter).

### V. Evaluation

In this section, we compare the performance of our MQTT-based approach for 5G-enabled edge-cloud lidar object detection to the baselines presented in Section IV-B. We also evaluate the impact of multiple variations to the default experimental setup, as outlined in Section IV-C.

Additionally, we analyze the results of experiments specifically designed to evaluate the capabilities of the 5G-network in terms of latency and throughput.

#### A. Benchmarking of 5G Edge-Cloud Lidar Object Detection

The mean latencies measured for the proposed MQTT-based approach as well as the three baselines are reported in Table I. The total latency is split into partial contributions from different steps of the entire data flow, as illustrated in Fig. 3.

| Method          | mqtt_client | mqtt_bridge | overlay | in-vehicle |
|-----------------|-------------|-------------|---------|------------|
| → MQTT interface| 0.2         | 2.9         |         |            |
| MQTT interface  | 0.3         | 4.5         |         |            |
| → object detection| 0.1        | 0.9         | 3.6     | 2.7        
| → MQTT interface| 43.4        | 43.2        | 44.2    | 72.2       |
| MQTT interface  | 0.1         | 0.7         |         |            |
| → benchmark IO  | 0.2         | 0.7         |         | 0.2        |
| Total           | 86.1        | 116.7       | 83.2    | 75.9       |
**mqtt_bridge** — The direct comparison between our own C++- and the publicly available Python version of the ROS-MQTT interface reveals the superiority of C++: all partial latencies related to the interface are more than one magnitude faster than their Python counterparts, such that the total latency can be reduced from 116.7 ms to 86.1 ms. Apart from the obvious speed-up related to the interface implementation itself, message transmission to other ROS nodes on the same host is also faster most of the time, since no-copy message transfers between ROS C++ nodelets are possible.

**in-vehicle** — The lowest mean total latency is achieved with in-vehicle processing: object lists are available on average 75.9 ms after a point cloud scan has taken place. This latency, however, is entirely dominated by the performance of the object detection algorithm on the local vehicle hardware. In fact, our edge-cloud runs are only ∼ 10 % slower than local processing thanks to an object detection runtime decrease by ∼ 40 %.

**overlay** — Compared to the single-ROS-master overlay network approach, our MQTT-based approach is slightly outperformed in terms of mean total latency (83.2 ms vs. 86.1 ms), but brings advantages discussed further below. Although the baseline’s summed communication latency between vehicle and cloud seems 1 ms slower, here it also contains the conversion of point cloud packets to the PointCloud2 format, which we have not measured separately. Based on the propagation latency between interface and object detection in the MQTT-based runs, we can estimate the point cloud conversion latency to ∼ 3 ms. Overall, both approaches perform similarly and are mostly bound by the performances of their common components: the actual data transmission (communication latency) and the object detection algorithm.

In addition to the partial latencies given in Table I, the empirical cumulative distribution function (ECDF) of total latency measurements is plotted in Fig. 4. The distribution shows that the in-vehicle approach is associated with the lowest and the Python MQTT interface comes with the highest variance in total latency. For our `mqtt_client` and for the overlay network approach, we measure similar standard deviations of total latency: 6.7 ms and 6.1 ms, respectively. It is also worth noting that in both these cases 99.5 % of the 600 total latencies are below 100 ms.

Even though our proposed MQTT interface incurs a little overhead compared to the overlay network solution, it successfully separates local coordinator functions in vehicle and cloud from communication-coordinating functions, i.e., the MQTT broker. Computation and communication in the overlay solution is entirely dependent on the one ROS master process, thus posing a single point of failure. The single master process also makes scaling to many intelligent agents a lot harder, whereas the separate publish-subscribe framework of MQTT is well suited for e.g. transmitting data from many agents to one edge-cloud server. Finally, the MQTT-based approach can also integrate with non-ROS clients running on, e.g., constrained IoT devices or microcontrollers.

**Encryption** — Table II contains measured mean latencies for experiments, where encrypted communication channels have been established to secure the data transmission. The introduced overhead is visible in the partial latencies of the MQTT interface processing and the communication latencies, any other partial latencies should not be affected. While the sum of the `mqtt_client` latencies increases by ∼ 67 % due to en- and decryption, it still only makes up ∼ 1 % of the total latency. Whether the equally small increase in communication latency can be attributed to encryption, cannot be answered with certainty. The effect of encryption is more noticeable in the overlay approach, where communication latencies increase by ∼ 20 %.

Using a VPN-tunnel to connect to the MQTT broker introduces a similarly large overhead on communication latency as the overlay network encryption.

| Method | Encryption | MQTT Client | Vehicle ↔ Cloud | Overlay |
|--------|------------|-------------|-----------------|---------|
| MQTT interfaces | none | 0.6 | 1.0 | 1.0 |
| Vehicle ↔ Cloud | SSL | 38.0 | 39.0 | 44.4 |
| | VPN | 38.9 | 46.6 |
| Total | | 38.6 | 40.0 | 45.4 |

**QoS** — Table III reports measurements for experiments with `mqtt_client` at varying MQTT QoS levels. One thing to note is that a significant part of the communication latencies moves to the measurements of MQTT interface latencies for QoS values greater than 0. This effect is due to the implemented timestamping mechanism in `mqtt_client`: the final timestamp is not taken until the send-function has returned, which in the case of higher QoS values has to wait for a message reception acknowledgement from the broker.

For QoS 1, only a little overhead of ∼ 5 % in the sum of interface and communication latencies is observed. A QoS value of 2 however — guaranteeing that the messages are delivered exactly once — more than doubles the transmission latency to 93.1 ms. The latency increase with higher QoS levels is expected, since a single message transmission then
comprises one (QoS 1) or two request/response flows (QoS 2). Also note that the guarantee of delivery is enforced for the vehicle-broker-, broker-cloud-, cloud-broker-, and broker-vehicle-transmissions.

**TABLE III.** Effect of MQTT QoS level on relevant mean latencies [ms]

| Method | QoS | mqtt_client | 0 | 1 | 2 |
|--------|-----|-------------|---|---|---|
| MQTT interfaces | 0.6 | 38.2 | 58.3 |
| vehicle ↔ cloud | 38.0 | 2.2 | 34.8 |
| Σ | 38.6 | 40.4 | 93.1 |

**Data Size and Type** — Table IV shows how the measured latencies depend on data size. For interface processing and object detection latencies, a near-linear trend can be observed. Any differences in communication latencies are however still within the bounds of network noise. Since the communication and object detection latencies are dominated by a constant overhead, irrelevant of data size, the total latency of the process can only be decreased by ∼ 13 %, even when discarding ∼ 75 % of the original point cloud data.

At 0 % point cloud size, the message payload only consists of a header. Still, the summed communication latency incl. MQTT interface only falls to ∼ 74 % of that of the full point cloud reference case. Note that the full object list is sent back to the vehicle though.

One variation related to data size is transmitting `PointCloud2` messages instead of point cloud packets. The effect of a 6-times larger payload size is clearly visible in both MQTT interface as well as communication latencies.

**TABLE IV.** Effect of data size on relevant mean latencies [ms].

| Method | Type | Size | 0 % | 25 % | 50 % | 75 % | 100 % | 100 % |
|--------|------|------|-----|------|------|------|-------|-------|
| MQTT interfaces | VelodyneScan | 26.8 | 0.3 | 0.4 | 0.5 | 0.6 | 6.1 |
| vehicle ↔ cloud | 1.8 | 34.6 | 33.0 | 33.0 | 38.0 | 140.4 |
| object detection | 0.0 | 38.9 | 40.3 | 42.8 | 43.4 | 47.6 |
| Σ | 28.6 | 73.8 | 73.7 | 76.3 | 82.0 | 194.1 |

**B. Additional Benchmarking of 5G Network Performance**

In order to separately evaluate the potential of the MQTT-based connection via 5G, unrelated to the presented use case of edge-cloud lidar object detection, we also report one-way communication latency measurements for transmission-only experiments. To this end, we measure round trip times of sending point clouds from the vehicle to the MQTT broker and back, while averaging communication latencies.

Table V includes one-way 5G communication latency metrics compared to a physical Ethernet connection. The ECDF of all transmitted samples is additionally plotted in Fig. 5.

Communication via 5G is on average more than 10 times slower than transmission via Ethernet. Still, a one-way communication latency as low as 18.5 ms for a full point cloud sample can be reached via 5G. The displayed distribution however also highlights that 5G communication is subject to a lot more variance as compared to Ethernet.

**TABLE V.** One-way communication latency metrics [ms] via 5G and Ethernet.

| Method | mqtt_client | Network Size | 0% | 100% | 0% | 100% |
|--------|-------------|--------------|-----|------|-----|------|
| 5G     | 5G          | Ethernet 0%  | 13.6 | 21.9 | 0.3 | 1.9 |
|        | Ethernet    | Ethernet 100%| 12.9 | 22.1 | 0.3 | 1.9 |
| Mean   | Min         | Max          | Std  | 20.2 | 63.0 | 1.6 | 2.0 |

We also try to push the 5G connection to its limits by increasing publishing rates beyond 10 Hz. To this end, the same setup as illustrated in Fig. 3 is used, except that the object detection component is replaced with a simple loop-through of the point cloud, which is also being sent back to the vehicle.

At a publishing rate of 55 Hz, the maximum sustainable throughput with a symmetric up- and downlink of ∼ 10 MB/s is reached. Communication becomes unstable at 56 Hz (10.27 MB/s) in the sense that latencies fluctuate heavily. The 5G transmission is verifiably identified as the bottleneck at this data rate, since no point cloud sample is being dropped, despite restricting the ROS-MQTT interface to process only one sample at a time. Note that the limiting factor here is upload and not downlink. It is also noteworthy that mean latencies show no clear dependence on data rate up to the critical point.

**VI. CONCLUSION**

We have proposed a novel MQTT-based universal communication interface for intelligent robotic agents running ROS. The interface has been evaluated in an extensive 5G case study in the context of connected automated driving, involving edge-cloud object detection in lidar point clouds.
We have compared our interface against multiple alternative approaches, highlighting the on-par latency of our solution compared to the best baseline, while at the same time bringing more flexibility, reliability, and scalability. Additionally, we have analyzed latencies under multiple experimental variations such as encryption and data size.

The developed ROS-MQTT interface as well as all tooling and data involved in benchmarking is released open-source and free to use. Step-by-step guides enable anyone to analyze the presented use case in their own network. Furthermore, the released mqtt_client ROS package contributes not only to automated driving applications, but also to the robotics and IoT ecosystems as a whole.

The work at hand motivates further research in both mobile networking technologies as well as other potential use cases in the field of connected driving and beyond. The released tools enable benchmarking comparisons between 4G, 5G, and future 6G communication technology. Based on realizable latencies, bandwidth, and availability, offloading entire driving functions to edge-clouds or remote operators becomes imaginable.
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