Smart sentiment analysis system for pain detection using cutting edge techniques in a smart healthcare framework
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Abstract
A sentiment analysis system has been proposed in this paper for pain detection using cutting edge techniques in a smart healthcare framework. This proposed system may be eligible for detecting pain sentiments by analyzing facial expressions on the human face. The implementation of the proposed system has been divided into four components. The first component is about detecting the face region from the input image using a tree-structured part model. Statistical and deep learning-based feature analysis has been performed in the second component to extract more valuable and distinctive patterns from the extracted facial region. In the third component, the prediction models based on statistical and deep feature analysis derive scores for the pain intensities (no-pain, low-pain, and high-pain) on the facial region. The scores due to the statistical and deep feature analysis are fused to enhance the performance of the proposed method in the fourth component. We have employed two benchmark facial pain expression databases during experimentation, such as UNBC-McMaster shoulder pain and 2D Face-set database with Pain-expression. The performance concerning these databases has been compared with some existing state-of-the-art methods. These comparisons show the superiority of the proposed system.
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1 Introduction
In present days Internet of Things (IoTs) has gained immense popularity. Thus, IoT has been applied in smart homes, automatic driving, and traffic congestion monitoring. Like the field mentioned above, the IoT can also be used in artificial intelligence (AI) with a healthcare framework. The healthcare Industries is an essential sector in employment, health-related facilities, revenue, and contributor for healthy civilization in smart cities. These Industries include clinical trials, hospitals, medical equipment and devices, telemedicine, outside patient clinic, health insurance, doctors, nurses, and other medical professionals [1]. A new era of technologies has enriched healthcare industries by introducing mobile-Health, and electronic-Health facilities.

The daily healthcare supports about the medicines to the patients are provided by the mobile-Health system [1]. The electronic-Health services use the information and communication technology for delivering facilities through computers and drugs to both doctors and patients with...
digitally processing. Hence, in smart cities, e-Healthcare systems are supported by both mobile-Health and electronic-Health with technological advancement. These e-Healthcare systems benefit all medical professionals, doctors, patients, and businesses to build a healthy civilization in smart cities. Here the e-Healthcare system works for the patients by localizing their facial expressions, speech, voice, and gesture movement to monitor their health status. This work aims to build a sentiment analysis system (SAS) for detecting pain levels in patients by analyzing their expressions on the facial region. This SAS will enrich the facilities of the e-Healthcare system to make it easier to decide by doctors and nurses [2]. This proposed system provides less costly and more efficient health services to the patients. During integrating the proposed SAS to the e-Healthcare system, the other healthcare system requirements such as privacy, authenticity, security, access, and sophisticated tools have also been considered.

The proposed SAS will work together with the help of IoT, AI, and facial expression [3] of a person that the intensity of pain can be analyzed using their sentiments. In the real-time scenario, the SAS detects and analyzes the facial images of patients for deriving feelings remotely [1]. The pain analysis [4] is crucial for providing legitimate patient care and evaluating its effectiveness within the clinical ambiance. In general, a patient’s self-report is used as the ‘gold standard’ reporting pain with the help of non-automatic pain evaluation appliances, which includes a visual analog scale and verbal numerical scale. After all, human realization and verdict on pain are distinctive, and the scale report may differ surprisingly among individuals. A patient’s behavioral consciousness, especially the utilization of facial expression, is regarded as the essential critical behavioral pointer of pain, has been considered as a valuable process for the assessment of pain [5], most notably when the ability of the patient to communicate to pain is harmed. Patient’s who are passing away, rationally paralyzed [6], badly ill and composed [7], or having mental decay [8], cancer in head and neck or brain realignment [9, 10] are specifically weak and requiring technology for providing faithful and authentic alerts about their pain to busy psychoanalyst. There may be other SASs related to facial emotion analysis, depression analysis, Parkinson’s disease, contextual semantic search, intent analysis, etc. These SASs are based on text, images, and videos. Several statistical and deep learning techniques are employed to analyze the patterns for classifying the sentiments. Hence, the employed methodology for building the proposed system can also be employed for the other SAS discussed above.

The sentiment on pain assessment for nonverbal patients [4] has been described by the American Society for Pain Management Nursing (ASPMN). A hierarchical structure of pain estimation is noted in the description, which includes facial expression-based observation as a valid approach for pain estimation. McGuire et al. [6] concluded that for the non-intellectual population, pain may be under-treated and under-realized, mainly for those who are not having the proper capacity for communicating their discomfort. In a study of patients on procedural pain [10], it is observed that procedural pain has a strong relationship with behavioral responses like shutting of eyes, wincing, and grimacing. It is comparatively infrequent that no facial development is present in the face during some painful procedure. Payen et al. [7] highly concluded that facial development can be used as a pain appraiser for critically ill unruffled patients. A pain assessment [8] study on older patients having intense mental illness gives proof that patients having pain display more conspicuous response in comparison with patients having no pain. It is also notable that medical inspections of facial development are exact in assessing the appearance of pain for those patients who cannot verbally communicate due to progressive mental illness. From the research, it is observed that facial development gives accurate measures for pain across cultural varieties [5] and the entire human lifespan, and there found a tremendous compatible facial development for painful impulses.

Measurement of facial development for pain not only introduces increased value in the presence of verbal reports but also is a crucial appraiser for pain in non-interacting patients. Despite several pain detection algorithms, there is a scope for introducing better approaches for pain recognition. This paper presents a deep learning-based approach and statistical approaches to building a SAS in a healthcare framework for smart cities. This system can classify the intensity of pain of patients into three different categories such as high pain (HP), low pain (LP), and no pain (NP). To fulfill the above objectives, the contributions of this paper are as follows:

- A novel method of statistical-based feature extraction has been adopted, which has been applied in different ways of image partitioning the facial region. The features extracted from various segments are well represented from its local to global representation that performs well for predicting pain expression in the proposed SAS.
- An efficient convolutional neural network (CNN)-based end-to-end deep learning framework has been proposed for deriving patterns as texture information from the facial region to improve the generalization and robustness of the prediction model for pain analysis.
- The obtained predictive models detect and learn powerful high-level features from the input image and extract more distinctive and discriminant features that
give effective result for the proposed SAS under various illumination changes, pose and age variations artifacts in the facial region.

- The proposed system can monitor different sentiments such as pain expression, anxiety, and depression to measure the treatment level in the smart healthcare framework.

This paper is organized as follows: Sect. 2 describes the related works for the proposed methodology with some basic terminology employed for the implementation of the proposed system. The implementation of the proposed system has been elaborated in Sect. 3. All the experiments with results and discussions have been reported in Sect. 4. Section 5 concludes this paper.

## 2 Related work

The following section describes the studies related to pain recognition from facial expressions, including the existing research, overall neural network, and general synopsis of deep learning methods. There exist several automatic pain detection methods, who are capable of recognizing pain from facial expressions. Some of them are non-deep learning methods, and the others are deep learning methods that have been introduced to detect pain from different facial expressions. The progress in this particular research field is also observed significantly over the past recent years. In terms of the general classification problem, the classification is done on the extracted facial features, where some traditional feature extraction techniques do feature extraction. Some supervised machine learning techniques like logistic regression (LR), support vector machine (SVM) and K-nearest neighbour have been used for classification purposes. In the case of traditional feature extraction methods, there exist some well-known methods like local binary pattern (LBP), active shape model (ASM), active appearance models (AAM), and Gabor wavelets employed for pain recognition systems. As an example [11, 12] used AAM based features while [13, 14] used Gabor wavelet and LBP features for detecting pain with SVM classifier.

For efficient identification of face and other objects from images as some deep learning-based CNN architectures have also been used in [15, 16]. In the case of CNN-based feature representation followed by classification for pain-type has been performed by [17]. In recent years it has been observed that the performances of CNN models are very high using GoogleNet [18], and AlexNet [19] CNN architectures. A new method of emotional analysis based on CNN-BiLSTM hybrid neural network has been proposed by Liu et al. [20]. A comparative study on bio-inspired algorithms for sentiment analysis had been done by Yadav and Vishwakarma [21].

In computer vision, extracted features by pre-trained CNNs are used for various objectives such as object identification, emotion recognition, etc. It is also observed that the CNN pulled features’ performances are pretty better than handcrafted features. In recent years the growth in the research field associated with deep learning provides solutions to several cutting edge problems. Deep learning-based algorithms are capable of revealing inherently obscured patterns in complicated datasets, thus for feature extraction and classification purposes [19]. A novel context-aware multimodal framework for Persian sentiment analysis [22] has been proposed by Dashitipour et al. Sagum [23] has proposed a method of measuring sentiments using emotion analysis based on the review comments on movies. Performance comparison of supervised machine learning models for COVID-19 tweets sentiment analysis has been built by Rustam et al. [24].

- Local binary pattern, LBP Reference [25] is a very well-known and robust technique for texture identification from images. Previously the LBP technique was used to full fill the necessary measures of image contrast in the local scope. In the present scenario, the modification of image texture and local primitives LBP technique is used broadly. The working principle of the LBP operator is as follows: at first, consider an input image \( I \) and label every pixel with the help of a threshold value. Now select a particular pixel as a central pixel and consider a \( 3 \times 3 \) neighborhood around that central pixel. Perform a comparison between each of the \( 3 \times 3 \) neighborhood pixel values and central pixel values. Each cell value of the neighborhood is labeled by 0 or 1 depending on the cell value is less than or greater than that of the central value. Following this approach, binary bits will be generated based on that a bit string is considered. This binary string gives a local pattern of LBP codes computed for the entire image. Each LBP code for the entire input image \( I \) is considered as a micro-texton, and using these textons; a 256-bin histogram is prepared.

- Histogram of oriented gradients, HoG Reference [26] feature mainly retains the shape and texture oriented information. Further, it is successfully used for human detection; now, it is efficiently applied for improved face recognition. HoG [27] technique has similarity with scale-invariant feature transformation (SIFT) method. HoG feature techniques are determined using block-wise orientation with the help of Sobel edge detectors to measure horizontal and vertical gradient details. These details play an important role in determining whether feature representation’s orientation and...
magnitude information correspond to an image. This feature extraction technique considers an image size \(128 \times 128\), then computes an 81-dimensional feature vector.

- **Convolution neural network, CNN** from the above discussion, we have observed that the previous two techniques are mainly related to image feature extraction. To extract detailed and essential features from images, various researchers have introduced different feature extraction methodologies like binary robust independent elementary features (BRIEF), features from accelerated segment test (FAST), scale-invariant feature transform (SIFT), speeded up robust features (SURF), etc. [28]. Over time, it has been observed that these proposed feature extraction techniques mainly suffered from two types of problems: too over-engineered or too general as a result of that designing process of the filter becomes hard to generalize or too simple. To overcome these situations, some feature learning techniques have been proposed. Using these feature learning techniques, all the relevant and available features from the images are extracted automatically, which replaces the efforts of manual feature engineering. Neural networks are there to help in feature learning with multi-layer perceptron (MLP). Concerning image processing, MLP’s have various drawbacks. For RGB images, the perceptrons are used by MLP’s, and as a result, the weight amount within the network becomes unhealable within a short period. Another common problem of MLP is they are translation variants; thus, MLP’s reaction to an input image and its shifted version is different. In the case of CNN mainly various kinds of filters are applied to capture relevant image features with the help of convolution operation. This convolution operation takes place throughout the image, and the filter is shifting pixel by pixel, starting from the top-left corner to the bottom-right corner. With the extracted feature for any particular object within an image, the filters always guide how strongly a particular object can be found within an image. In that context, the location of the object and how many times the object appears within the image the performance does not get affected. In CNN, various layers are used, such as convolution, pooling, fully connected, and dense layers during the feature representation of an image.

### 3 Proposed method

In present days, cloud-based mobile applications associated with streaming data and real-time video processing are gaining popularity. In this type of application, we usually find two components related to it: front-end and back-end. Front-end components run within the mobile device itself, and the back-end components run on the cloud. In the cloud, the facilities of improved data processing and computing capabilities are available. Our proposed methodology helps for running complex applications smoothly on devices with available processing resources and power. In this section, we have presented a SAS for predicting pain intensity on a human facial region of a patient. This work may migrate cache and computer facilities near the end-user to provide quality modules for a smart healthcare framework. To carry out the implementation of the proposed system, this work has been divided into four components. The block diagram of the proposed SAS is shown in Fig. 1 as follows.

#### 3.1 Image pre-processing

The actual research activity depends on the acquisition of pain-based facial expression as an image from video sources. The addition of pain-based facial expression always suffers from different noises during data acquisition. These noises affect the images heavily concerning the
quality and information available within that image, resulting in inappropriate experimentation. In the image preprocessing task, a color image $I$ is considered for extracting facial region for pain emotion detection. Here, for face detection, a tree-structured part model [29] has been employed, which works for all variants of face poses. This method computes 68 landmark points for the frontal face, while 39 landmark points have been extracted for the profile face. After face detection, the extracted facial region undergoes for normalization process. For this process, the bilinear image interpolation method has been employed to normalize the extracted face region $F$ for a fixed image size of $N \times N$. The face detection process for the proposed SAS has been shown in Fig. 2.

Now, the normalized facial region $F$ undergoes for feature computation task. Here for extracting valuable and distinctive features, (i) statistical-based feature representation followed by machine learning-based classification techniques and (ii) deep learning-based approaches have been employed. Both these approaches have been implemented individually. The responses generated from each approach are fused to make the final decision for the proposed system. The fusion of performance not only improves the performance but also increases the robustness of the proposed method.

### 3.2 Statistical based approach followed by machine learning techniques

The method that transforms an input image into a collection of features capable of representing and discriminating the input image is feature extraction. From the above face preprocessing steps shown in Fig. 2, the extracted face regions contain tones in regular or irregular patterns. We have analyzed these texture characteristics during feature computation to extract more discriminant and disjunctive features that overcome intra-inter class similarity or dissimilarity and poor image quality problems due to different noise artifacts. For discriminatory feature representation techniques, the textures in the facial region are mainly analyzed using three approaches: (i) structural, (ii) statistical, and (iii) transformed-based approaches. Non-rigid facial muscular action exposes emotions. The feature extraction module works as an interpreter to extract admissible non-rigid information, which is very important for manifesting action units from the perceptions of computer vision. The non-rigid facial details can be customized broadly within the framework structure and a wealthy alternate of feature descriptors. There can be two categories of features such as appearance-based and geometric-based. Various geometric measurements related to coordinates and fiducial points are extracted in the geometric-based feature extraction technique. Similarly, the appearance-based approach extracts various features from pixel intensity values.

The statistical analysis of the texture pattern is more convenient and practical than the structural and transformed-based approaches. This analyzing approach evaluates more information from the pixel intensity values of the image. It helps to compile and present the appearance-based features from an image. Since the preprocessed face image $F$ may have both regular and non-regular patterns [30]. So, the statistical-based approaches are more suitable to analyze regular as well as non-regular patterns. Here, during feature computation, both global and local to global feature representation schemes have been considered. During statistical-based feature computation, the facial image $F$ of $N \times N \times 3$ is converted to a gray-scaled image $N \times N$. Then LBPHoG features are computed from whole $F$ to obtain its global feature representation as $f_G$. To extract more local features, each $F$ is divided into either two-equal halves (horizontally/vertically) ($f_{H, V} | f_{F, Y}$), or four-equal halves ($f_{G}$). Here, $f_G$ indicates feature computed globally, $f_{H, V}$ indicates feature computed horizontally local, $f_{F, Y}$ indicates feature computed vertically local, and $f_{G}$ indicates feature computed locally to globally [31]. The $f_{H, V}$ is a feature vector obtained by concatenation of features extracted from two horizontal halves of $F$. Similarly, $f_{F, Y}$ is a feature vector obtained by concatenation of features extracted from two vertical halves of $F$. $f_{G}$ is a feature vector obtained by concatenation of features extracted from four vertical halves (horizontally and then vertically) of $F$. The feature extraction of these schemes have been demonstrated in Fig. 3 where $f_G$, $f_{H, V}$, $f_{F, Y}$, and $f_{G}$ feature vectors are described.

Now the features extracted from the different schemes (shown in Fig. 3) undergoes for machine learning classification task. The objective of the classification task is to
recognize the pain-intensity types on the facial region of the patients. Due to the presence of various discriminant values in the extracted feature vectors, the classification task gives a predictive decision on the learned features by the classifier [32]. For classification purpose, the decision tree [33], SVM [32], K-nearest neighbour [34] and LR [35] classifiers have been employed. The functionality of these classifiers is based on (i) input, (ii) learning algorithm, and (iii) target function (model). The mathematics behind these classifiers differ, and thus the different performances are obtained for the same training–testing datasets. In this work, the pain-detection on the facial region is 2-class ([NP], and Pain (P)) or 3-class [NP, LP, and HP] problem. So, both binary and multi-class classification techniques have been employed. The proposed system’s classification
performance due to these features is represented in terms of Accuracy [correct recognition rate (%)] and F1-Score.

3.3 Deep learning based approach

Recently in various fields, the deep learning-based approaches successfully developed discriminative features from images and videos using convolution neural network (CNN) techniques. The CNN approaches have gained much popularity and have shown remarkable efficiency for complex domain image analysis problems. In CNN, the neural network mainly uses various kernels for performing mixed convolution operations on images. After these convolution operations, the pooling technique is operated by a neural network with weight sharing for preparing different training parameters of the network [36]. Nowadays, it has been observed that different research-based problems such as scene understanding, object recognition, object detection, face recognition, texture classification, and many more from the computer vision field are looked over and worked out comfortably with the help of CNN models [18]. The modern state-of-the-art edge caching of generic CNN feature representation for facial expression recognition problems [37] could compete with computer vision’s statistical and structural-based methods. These generic CNN features can cope with the articulation and occlusion face images captured in an unconstrained environment and obtain better performance. A SAS for analyzing facial expressions in a facial expression recognition with trade-offs between data augmentation and deep learning features has been proposed in [28].

In this work, we have employed deep learning-dependent convolution neural network (CNN) architectures [18] to perform feature learning followed by classification of images into two or three pain classes based on analysis of emotions on the facial region. Since the facial expression recognition system suffers from the over-fitting problem, the lack of sufficient training samples and bias cause expression variations such as age variation, head-pose, identity bias, and illumination variation. The proposed methods focus on these issues and overcome the computational complexity of the CNN model [38]. The CNN architectures’ hybrid nature helps extract both the shape and texture information from the images. These shapes and textural information provide both geometrical and texture information from the images. These shapes and textural information help overcome substantial computational power, which is the main drawback of the CNN model. The GPUs are basically intended to accomplish huge amounts of computational tasks like numerous representation levels and abstraction to manage complex data patterns, transfer learning, pretraining, and fine-tuning methods that can be applied to existing CNN models. To train the CNN architecture, a bulky database has been used and the weights of the network are adjusted as per the number of classes of the given problem [39].

Here, a CNNs architecture using a deep learning approach has been proposed to perform feature analysis to classify the discriminating patterns from the facial region. This proposed CNN architecture contains six to eight layers of deep image perturbation. Each layer of the architecture performs operations first convolution, then activation function (rectified linear unit) is applied on the convolved feature maps. To extract discriminant features from rectified feature maps, the max-pooling operations have been performed that bring most prominent features which undergo the batch normalization layer to introduce regularization within the standardized features. At the end of the CNN layers, two fully connected layers are added that flatten the extracted features from the top of the previous layers. To enhance the performance of the proposed CNN, some novel mechanisms such as fine-tuning, regularization, and transfer learning techniques are employed to reduce data imbalanced and over-fitting problems. The introduction of batch normalization, label smoothing, regularization, and the mixture of optimizers bring advantages to the used CNN architecture.

The convolution operation is the primary operator in this network, the main building block of a CNN architecture. This layer is used to extract features from the images by performing convolution operations. The convolution operation is executed over the input image with the help of a \( t \times t \) sized kernel or filter and then generates feature maps. The convolution operation is performed by sliding the filter followed by non-linearity over the input. At every location, matrix multiplication is performed and sums the result onto the feature map. Finally, we use a method of fine-tuning parameters to enhance the performance of the proposed SAS. The max-pool calculates the maximum value for patches of a feature map and uses it to create a down-sampled feature map. It is usually used after a convolutional layer. The benefits of the max-pooling layer are: (i) it is translation invariance; (ii) reduced computational costs; (iii) faster matching; and (iv) improved accuracy. A fully connected layer of a CNN architecture reduces the full feature maps to a single vector of class scores and produces a resulting vector of size of class labels. In a dense layer, all input layers are connected to the output layers by a weight value. Batch normalization acts as a regularizer and allows the model to use higher learning rates [40]. It is used in various image classification problems and achieves higher accuracy with fewer training steps. Batch normalization also has a beneficial effect on the gradient flow through the network by reducing the dependence of gradients on the scale of the parameters or
their initial values. Therefore in this research work, we have proposed a CNN architecture using the above-discussed layers. The design of the proposed CNN architecture has been provided in Fig. 4. The detailed description of this CNN architecture with employed input–output hidden layers, output shapes of the convoluted image, input image size, and parameters generated at each layer have been shown in Table 1 respectively for better understanding and clarity about the models.

Here, the input layer always accepts the image as input data. On the other hand, different kernels (filter banks) perform the convolution operation to get the convoluted image (feature map) for individual filters. The convolution exertion enhances the difficulties with the improved image size, and with the incremented number of filters, the network will require massive computations [41]. Here for the filter sets, the parameters are regarded as fine-tuned weights. In max-pooling layers [42], the computational barrier gets reduced with the decrements in the number of parameters inside the network. For maximum occasion in the max-pooling layer, the size of the engaged filter for every individual feature map (fetched from the previous layer) is $2 \times 2$. After that, a 2-down-sample step with the gained average or minimum or maximum values are calculated between 4 digits alongside horizontal and later on in a vertical direction. The next layer is the fully connected layer. In fully connected layer [39] all the features are transformed from the previous layer to the 1-dimensional vector. Another kind of fully connected layer is the dense layer [39] which performs a linear operation in it. In linear operations, input and output are connected, and as an outcome, it generates the probability scores with the help of an activation function like Softmax.

Here some factors such as fine-tuning and transfer learning affect the performance of the proposed CNN architecture. The fine-tuning allows the based CNN model to derive the higher-order feature representations from building more discriminant features for the proposed SAS. The fine-tuning techniques freeze some layers and respective parameters and retrain the model to reduce computational overheads. Transfer learning helps a trained model of a specific problem be effectively used as a generic model for other related issues. The model that has been trained earlier is known as the pre-trained model. Our proposed deep learning convolution neural network model uses a transfer learning technique. The weights of the pre-trained model and or a set of layers from the pre-trained model are further used in the new model to solve such similar problems. The benefits of using transfer learning are that it reduces the training time and results in lower generalization error.

### 3.4 Fusion techniques

Hence to improve the performance of the proposed SAS for pain classification, the scores of the SVM classifier using features extracted from the Statistical based approach and the scores from the deep learning-based approach are fused with the help of different score level fusion techniques: *Sum*, *Product* and *Weighted-sum*. Let the post-classification scores using the statistical-based approach with LBP feature, the statistical-based approach with HoG feature, and the deep learning-based approach be $d_1$, $d_2$ and $d_3$ respectively. So, the rule-based techniques with (i) *Sum* is defined as $\delta = \delta_1 + \delta_2 + \delta_3$, (ii) *Product* is defined as $\delta = \delta_1 \times \delta_2 \times \delta_3$ and (iii) *Weighted-sum* is defined as $\delta = \omega_1 \times \delta_1 + \omega_2 \times \delta_2 + \omega_3 \times \delta_3$, where $\delta$ is considered as fused score on the other hand $\omega_1$, $\omega_2$ and $\omega_3$ are the corresponding weights so that $\omega = \omega_1 + \omega_2 + \omega_3$.

### 4 Experiments

In this research work, for the proposed SAS, Python language is used, and as an operating system, Windows-10 along with 16 GB RAM and Intel Core i5 processor 3.20 GHz has been used. At the time of implementation, we have used various packages of Python with Theano [43], and Keras [44] essential packages. For deep learning-oriented approaches like the proposed CNN architecture, the Theano and Keras packages have been employed, and for other work, various Python libraries have been employed.
Table 1 The proposed CNN architecture for the input size $96 \times 96$ with layers, output shape, image size and parameters

| Layers       | Output shape | Image size | Parameters |
|--------------|--------------|------------|------------|
| Block-1      |              |            |            |
| Conv2D$(3 \times 3)@32$ | $(n, n, 32)$ | $(96, 96, 32)$ | 896 |
| Batch norm   | $(n, n, 32)$ | $(96, 96, 32)$ | 128 |
| Activation ReLU | $(n, n, 32)$ | $(96, 96, 32)$ | 0 |
| Maxpool2D$(2 \times 2)$ | $(n_1, n_1, 32), n_1 = n/2$ | $(48, 48, 32)$ | 0 |
| Dropout      | $(n_1, n_1, 32), n_1 = n/2$ | $(48, 48, 32)$ | 0 |
| Block-2      |              |            |            |
| Conv2D $(3 \times 3)@32$ | $(n, n, 32)$ | $(96, 96, 32)$ | 896 |
| Batch norm   | $(n, n, 32)$ | $(96, 96, 32)$ | 128 |
| Activation ReLU | $(n, n, 32)$ | $(96, 96, 32)$ | 0 |
| Maxpool2D$(2 \times 2)$ | $(n_2, n_2, 32), n_2 = n/2$ | $(24, 24, 32)$ | 0 |
| Dropout      | $(n_2, n_2, 32)$ | $(24, 24, 32)$ | 0 |
| Block-3      |              |            |            |
| Conv2D$(3 \times 3)@64$ | $(n_2, n_2, 64)$ | $(96, 96, 64)$ | 55,360 |
| Batch norm   | $(n_2, n_2, 64)$ | $(96, 96, 64)$ | 12,96 |
| Activation ReLU | $(n_2, n_2, 64)$ | $(96, 96, 64)$ | 0 |
| Maxpool2D$(2 \times 2)$ | $(n_3, n_3, 64), n_3 = n_2/2$ | $(12, 12, 64)$ | 0 |
| Dropout      | $(n_3, n_3, 64)$ | $(12, 12, 64)$ | 0 |
| Block-4      |              |            |            |
| Conv2D$(3 \times 3)@96$ | $(n_3, n_3, 96)$ | $(96, 96, 96)$ | 83,040 |
| Batch norm   | $(n_3, n_3, 96)$ | $(96, 96, 96)$ | 12,96 |
| Activation ReLU | $(n_3, n_3, 96)$ | $(96, 96, 96)$ | 0 |
| Maxpool2D$(2 \times 2)$ | $(n_4, n_4, 96), n_4 = n_3/2$ | $(6, 6, 96)$ | 0 |
| Dropout      | $(n_4, n_4, 96)$ | $(6, 6, 96)$ | 0 |
| Block-5      |              |            |            |
| Conv2D$(3 \times 3)@64$ | $(n_5, n_5, 64)$ | $(96, 96, 64)$ | 32 |
| Batch norm   | $(n_5, n_5, 64)$ | $(96, 96, 64)$ | 12,96 |
| Activation ReLU | $(n_5, n_5, 64)$ | $(96, 96, 64)$ | 0 |
| Maxpool2D$(2 \times 2)$ | $(n_6, n_6, 64), n_6 = n_5/2$ | $(1, 1, 64)$ | 0 |
| Dropout      | $(n_6, n_6, 64)$ | $(1, 1, 64)$ | 0 |
| Block-6      |              |            |            |
| Flatten      | $(1, n_6 \times n_6 \times 64)$ | $(1, 64)$ | 0 |
| Dense        | $(1, 256)$ | $(1, 256)$ | $(1 + 64) \times 256 = 16,640 |
| Batch norm   | $(1, 256)$ | $(1, 256)$ | 1024 |
| Activation ReLU | $(1, 256)$ | $(1, 256)$ | 0 |
| Dropout      | $(1, 256)$ | $(1, 256)$ | 0 |
| Dense        | $(1, 256)$ | $(1, 256)$ | $(256 + 1) \times 256 = 65,792 |
Here the pain intensity of a person has been analyzed using image data (image data contains pain emotion on faces).

### 4.1 Database used

In this work, for the proposed SAS, we have employed two image datasets. Our first employed dataset is UNBC-McMaster [45] shoulder pain expression archive database. This database comprises 129 participants (63 male and 66 female), where the participants have shoulder pain, and three physiotherapy clinics have identified their problems. The videos are captured on the campus of McMaster University. During data acquisition, the participants are assumed to have suffered from tendinitis, bursitis, rotator cuff injuries, arthritis, bone spur, dislocation, subluxation, impingement syndromes, capsulitis, and these causes shoulder pain. Here from each video, the images are extracted where each image is assigned a label from ‘No pain’ to ‘High-intensity pain’ classes. In this work, we have categorized these images into three categories, i.e., non-aggressive (NAG) (NP) ($U^1$), covertly aggressive (CAG) (LP) ($U^2$) and overtly aggressive (OAG) (HP) ($U^3$). The description of the samples of these three classes has been demonstrated in Table 2. Some images of this database have been shown in Fig. 5. Our second employed database is 2D Face set database with Pain-expression Set [46] $D_2$ database. This database is composed of 599 images from 10 men and 13 women subjects. Usually, this database has a 2-class problem. There are 298 images have ‘No-pain’ ($W^1$) while 298 has ‘Pain’ ($W^2$) expression. The image samples of this database are shown in Fig. 6 (Table 3).

### 4.2 Results and discussion

In this work, during image preprocessing, the tree-structured part model is employed for extracting the face region and then normalized the image into $F$ of size $200 \times 200 \times 3$ from the input image. This work aims to identify the pain level among three classes ‘No-Pain’, ‘Low-Pain,’ and ‘High-Pain’. Here both statistical-based followed by machine learning approach and deep learning-based approach classification techniques have been employed individually for the proposed system. Then, the scores due to these techniques are fused to enhance the performance of the proposed system. In Sect. 3.2, the variants of statistical-based feature representation schemes have been demonstrated using HoG and LBP feature extraction techniques. Hence using these features, from the facial region $F f^{HoG}_{HoG} \in \mathbb{R}^{1 \times 81}$ and $F f^{LBP}_{LBP} \in \mathbb{R}^{1 \times 256}$ feature vectors are obtained using Scheme1 (P1). The feature vectors extracted from the facial regions undergo different classifiers such as LR [35], K-nearest neighbour [34], decision...
tree [33], Random Forest, and SVM [32]. Each employed dataset is divided into 50% of data in the training set and 50% of data in the testing set. Then, a 10-fold cross-validation technique was used, and the average performance for testing data was reported for the proposed system. The performance of the proposed system for the UNBC 2-class problem due to these classifiers has been shown in Table 4.

From Table 4, it has been observed that among LR, K-nearest neighbour, decision tree, Random Forest, and SVM classifier, the proposed system has attained better performance for the SVM classifier. So, for further experiment the SVM classifier has been employed. Now using Scheme 1 ($P_1$), Scheme 2 ($P_2$), Scheme 3 ($P_3$), and Scheme 4 ($P_4$), from each facial region $F$, using HoG features, $f_{y}^{HoG} \in \mathbb{R}^{1 \times 81}$, $f_{x}^{HoG} \in \mathbb{R}^{1 \times 162}$, $f_{y}^{HoG} \in \mathbb{R}^{1 \times 162}$, and $f_{x}^{HoG} \in \mathbb{R}^{1 \times 162}$.
feature vectors are obtained. Similarly, using LBP features,
\[ f_{\text{LBP}}^G \in \mathbb{R}^{1 \times 256}, \quad f_{\text{LBP}}^{\mathcal{F}} \in \mathbb{R}^{1 \times 512}, \quad f_{\text{LBP}}^{\mathcal{F}} \in \mathbb{R}^{1 \times 1024}, \] feature vectors are obtained from \( \mathcal{F} \) facial region. The purpose of these feature extraction is to extract more and more local features such that the performance of the proposed system is increased. The performance due to these feature vectors for UNBC 2-class problem has been reported through the bar graphs in Fig. 7 where the x-axis shows the schemes types while the y-axis shows the performance of the SVM classifier with respect to each feature vector scheme.

From Fig. 7 it has been observed that for Scheme4 (P4), the performance is better for both HoG, and LBP features. Hence, the performance of the Scheme4 (P4) statistical-based feature representation scheme has been adopted for further experiment for UNBC 2-class, UNBC 3-class, and \( \mathcal{D}_2 \) 2-class dataset, and these performances are reported in Table 5. From this table, it has been observed that the proposed system has achieved 78.34% accuracy with 0.7723 F1-Score using HoG, 80.29% accuracy with 0.7977 F1-Score using LBP feature for UNBC 2-class problem. Similarly, the maximum accuracy of the UNBC 3-class problem is 79.14% using HoG and 80.08% using LBP features. For \( \mathcal{D}_2 \) database 2-class problem, the maximum accuracy is 61.40% using HoG, and 63.12% using the LBP feature.

### 4.3 Feature learning and classification

In feature learning with classification mechanism, there exist two particular activities such as (i) image preprocessing and (ii) feature learning with classification. This image preprocessing technique is the same as mentioned above (using the TSPM method). Then the normalized face

| Table 3 | Description of image database \( \mathcal{D}_2 \) for the proposed system |
|----------------|-----------------------|
| 2-Class problem | Sample |
| No-pain (\( \mathcal{W}_1 \)) | 298 |
| Pain (\( \mathcal{W}_2 \)) | 298 |

| Table 4 | Performance due to Scheme1 (P1) feature extraction followed by different machine learning classifiers |
|----------------|-----------------------|
| Classifier | HoG | LBP |
| ------------ | ------------- | ------------- |
| Logistic regression | 74.28 | 74.39 |
| K-nearest neighbour | 71.33 | 73.56 |
| Decision tree | 75.44 | 73.62 |
| Random Forest | 74.45 | 76.07 |
| Support vector machine | 75.85 | 76.87 |

| Table 5 | The proposed system’s performance using HoG and LBP statistical based approaches |
|----------------|-----------------------|
| 2-Class problem using UNBC database |
| Scheme | HoG | LBP |
| | Accuracy (%) | F1-Score | Accuracy (%) | F1-Score |
| P1 | 75.85 | 0.7405 | 76.87 | 0.7551 |
| P4 | 78.34 | 0.7723 | 80.29 | 0.7977 |
| 3-Class problem using UNBC database |
| Scheme | HoG | LBP |
| | Accuracy (%) | F1-Score | Accuracy (%) | F1-Score |
| P1 | 77.85 | 0.7533 | 78.71 | 0.7702 |
| P4 | 79.14 | 0.7751 | 80.08 | 0.7891 |
| 2-Class problem using \( \mathcal{D}_2 \) database |
| Scheme | HoG | LBP |
| | Accuracy (%) | F1-Score | Accuracy (%) | F1-Score |
| P1 | 58.19 | 0.5678 | 55.03 | 0.5218 |
| P4 | 61.40 | 0.5954 | 63.12 | 0.6191 |

region \( \mathcal{F} \) is resized to 96 \( \times \) 96 image size. Then the resized face images from the training data set to go through the proposed CNN architecture (Fig. 4) where the input to the
architecture is $96 \times 96 \times 3$ image. The CNN architecture (Fig. 4) is trained in such a way that it would perform both feature computation and pain classification tasks. For a better understanding of the functionality of these architectures, at first, we have started the experiment with training the CNN architecture with training samples. In contrast, the performance of the trained CNN model is evaluated using the remaining testing samples. Learning the parameters in any CNN architecture is a crucial task, and it depends on two factors, i.e., epochs and batches. Both these factors affect the learning capabilities of the architecture during training the samples in the network. So, for this work, a trade-off between 700 epochs and 16 batches has been established that improves the performance of the proposed SAS. To improve the performance of the proposed system, both fine-tuning and transfer learning techniques have been employed. Hence, the performance of the proposed system using UNBC 2-class, UNBC 3-class, and $D_2$ 2-class have been demonstrated in Table 6. These performances have been reported in terms of Accuracy, F1-Score, Training-time, and Testing-time, respectively.

From Table 6, it has been observed that the proposed system attains 81.54% accuracy for UNBC 2-class problem, 81.33% accuracy for UNBC 3-class problem, and 74.59% accuracy for $D_2$ 2-class problems. Compared to these performances with the performances achieved due to the statistical-based feature approach, the proposed system gives better results for the deep learning-based approach. Hence, the deep learning approach better represents facial features for pain analysis than the statistical-based features. In this work, the facilities of both these approaches are fused to enhance the performance of the proposed system. The fused performance is discussed below section.

### 4.4 Fusion

Here, the classification scores are obtained using statistical (HoG and LBP features) and deep-learning-based features. During fusion, post-classification techniques have been employed. These classification scores are generated by the corresponding machine learning classifiers and CNN models. In post-classification fusion, the Sum-rule, Product-rule, and Weighted Sum-rule methods are applied on the classification scores. The fused performance of the proposed system due to different combinations of the fusion methods has been demonstrated in Table 7. From this table it has been observed that among Sum-rule, Product-rule, and Weighted Sum-rule methods, the proposed

| Method                  | 2-Class UNBC Accuracy (%) | 3-Class UNBC Accuracy (%) | 2-Class $D_2$ Accuracy (%) |
|-------------------------|---------------------------|---------------------------|---------------------------|
| HoG                     | 78.34                     | 79.14                     | 61.40                     |
| LBP                     | 80.29                     | 80.08                     | 63.12                     |
| CNN                     | 81.54                     | 81.33                     | 74.59                     |
| Sum-rule (HoG–LBP)      | 80.39                     | 80.13                     | 63.40                     |
| Sum-rule (HoG–CNN)      | 81.54                     | 81.27                     | 69.52                     |
| Sum-rule (LBP–CNN)      | 81.45                     | 81.11                     | 70.81                     |
| Sum-rule (HoG–LBP–CNN)  | 81.33                     | 81.21                     | 72.65                     |
| Product-rule (HoG–LBP)  | 80.71                     | 80.34                     | 65.11                     |
| Product-rule (HoG–CNN)  | 81.02                     | 81.56                     | 71.54                     |
| Product-rule (LBP–CNN)  | 82.29                     | 82.32                     | 71.39                     |
| Product-rule (HoG–LBP–CNN) | 82.54                  | 83.71                     | 75.67                     |
| Weighted Sum-rule (HoG–LBP) | 79.92                   | 78.93                     | 71.03                     |
| Weighted Sum-rule (HoG–CNN) | 80.71                   | 80.21                     | 73.85                     |
| Weighted Sum-rule (LBP–CNN) | 81.29                   | 81.23                     | 74.45                     |
| Weighted Sum-rule (HoG–LBP–CNN) | 81.67                  | 81.23                     | 74.19                     |
The proposed system has better performance for Product-rule fusion method with fusion of classification scores due to LBP, HoG, and CNN feature representation schemes. Hence, the proposed system attains accuracy of 82.54% for 2-class UNBC, 83.71% for 3-class UNBC, and 75.67% for 2-class $D_2$ database. These performances are considered for comparison purposes in the next section.

### 4.5 Comparison

During the comparison, we have compared the performance of this proposed system with some existing state-of-the-art methods for the 3-class UNBC-McMaster shoulder pain database and 2-class $D_2$ database. We have implemented Vgg16 [47], ResNet50 [48], Inception-v3 [49], Werner et al. [50], and Lucey et al. [45] methods and obtain the performance of the proposed system under the same training–testing protocol as used in the proposed system. The comparison of the proposed system for 3-class UNBC and for 2-class $D_2$ database have been reported in Tables 8 and 9. From these performances, it has been observed that the proposed system has obtained better performance than the other competing methods concerning both the employed databases.

### 5 Conclusion

The IoT-based low-power sensors improve the functionality of smart healthcare systems. A smart healthcare system intelligently handles the patient monitoring system remotely. Smart devices compatible with the implanted sensors under the skin continuously monitor glucose levels in a diabetic patient. Similarly, a smart imaging device can monitor different sentiments such as anxiety, depression, and drug addiction to measure the dose level. This paper proposes a SAS by capturing the facial region to predict the pain intensity level as sentiments. The implementation of the proposed system has four components. In the first component, the face region is detected from the input image. The extracted face region undergoes both statistical and deep learning-based feature analysis in the second component. A prediction model based on statistical feature analysis derives scores; similarly, the deep learning-based prediction model computes scores for the pain intensities (NP, LP, and HP) on the facial region. These scores are used to obtain the performance of the proposed system in the third component. Finally, the scores due to the statistical feature analysis and deep feature analysis are fused to enhance the performance of the proposed method in the fourth component. For the experimental purpose, two databases are used: UNBC-McMaster shoulder pain and the 2D Face-set database with Pain-expression. The performance of the proposed system has been compared with some existing methods for these databases. Comparing the performance of the competing methods and the proposed method shows the superiority of the proposed approach.
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