Fracton physics of spatially extended excitations. II. Polynomial ground state degeneracy of exactly solvable models
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Generally, “fracton” topological orders are referred to as gapped phases that support point-like topological excitations whose mobility is, to some extent, restricted. In our previous work [Phys. Rev. B 101, 245134 (2020)], a large class of exactly solvable models on hypercubic lattices are constructed. In these models, spatially extended excitations possess generalized fracton-like properties: not only mobility but also deformability is restricted. As a series work, in this paper, we proceed further to compute ground state degeneracy (GSD) in both isotropic and anisotropic lattices. We decompose and reconstruct ground states through a consistent collection of subsystem ground state sectors, in which mathematical game “coloring method” is applied. Finally, we are able to systematically obtain GSD formulas (expressed as $\log_2 GSD$) which exhibit diverse kinds of polynomial dependence on system sizes. For example, the GSD of the model labeled as $[0, 1, 2, 4]$ in four dimensional isotropic hypercubic lattice shows $12L^2 - 12L + 4$ dependence on the linear size $L$ of the lattice. Inspired by existing results [Phys. Rev. X 8, 031051 (2018)], we expect that the polynomial formulas encode geometrical and topological fingerprints of higher-dimensional manifolds beyond toric manifolds used in this work. This is left to future investigation.
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I. INTRODUCTION

Topological orders are gapped phases of matter that cannot be characterized by symmetry-breaking order parameters and are robust without the need of symmetry protection [1]. To characterize topological orders, topological order parameters, such as braiding statistics and ground state degeneracy (GSD) are applied to characterize topological orders, as long as the bulk gap is not closed [2, 3]. Recently, a new kind of orders, dubbed fracton (topological) order, has been drawing much attention [4–54]. Fracton orders exhibit an interesting interplay of topology and geometry in quantum many-body physics. One of remarkable topological properties is the restricted mobility of topological excitations. More precisely, topological excitations in disorder-free fracton order systems cannot be moved away from their initial locations by local operators or more general local noise. In the extreme case where mobility towards all spatial directions is entirely frozen, such a kind of topological excitations is dubbed “fracton” following nomenclature widely used in the literature. The remaining excitations are “subdimensional particles” that have partial mobility and are thus movable within certain subspaces. Such a restriction on mobility of excitations is essentially rooted in topological
reasons, which becomes crystal clear in exactly solvable model construction in terms of stabilizer codes [12]. Recently, there have been multidisciplinary research activities in quantum information, condensed matter physics, and high energy physics, e.g., fragmentation of Hilbert space, robust storage of quantum memory, new duality, gravity, and higher rank gauge theory.

In the literature, most of exactly solvable models of fracton orders only contain point-like topological excitations with restricted mobility. Nevertheless, in 3D and higher-dimensional pure topological orders, we have been witnesses to ongoing research progress on fruitful physics of spatially extended topological excitations, such as strings and membranes [55–80]. Therefore, it is fundamentally important to explore fracton-type physics of spatially extended excitations. For this goal, in the work [50], we proposed a series of exactly solvable lattice models that are uniquely labeled by a group of four integers: \([d_n, d_s, d_l, D]\). Here, \(D\) means \(D\)-dimensional cubic lattice. To our surprise, these models contain not only point-like subdimensional excitations, but also spatially extended excitations whose mobility and deformability are restricted to some extent. Besides, we construct spatially extended excitations with stable non-manifold-like shapes, which are termed “complex excitations”. Excitations with stable disconnected shapes are also discussed. In conclusion, we classify topological excitations into 4 sectors, which are respectively trivial, simple, disconnected and complex excitations.

In conventional topological orders, GSD depends on topology of base manifolds where many-body systems are spatially defined, and cannot be lifted by local operators in the thermodynamical limit. In fracton orders, GSD is also robust against local operators and ground states are indistinguishable from each other via local measurements. But GSD of fracton orders is no longer uniquely determined by topology of base manifolds. Rather, GSD quantitatively depends on various topological and geometric properties, such as foliation and boundary conditions [6, 7, 10–12, 18, 19, 81–83]. For example, GSD of fracton orders in the X-cube model exponentially explodes with respect to the linear size \(L\) of the system, i.e., \(GSD \sim 26^L\). In the literature, the coefficients of linear terms of \(\log_2 GSD\) have been identified as the first Betti numbers with \(\mathbb{Z}_2\) coefficients of leaves [18], which opens a new condensed-matter window into mathematics. In short, GSD is a very important topological order parameter, and also a significant character that explicitly distinguishes fracton orders from conventional topological orders.

As a series work, in this paper, we move forward and study GSD of \([d_n, d_s, d_l, D]\) models constructed in Ref. [50]. As an initial attempt, we present a combinatorial method to rigorously derive GSD formulas of a subset of \([d_n, d_s, d_l, D]\) models, which are summarized in Table. I. Our results show that GSD values are expressed as diverse kinds of polynomial dependence on the linear sizes of both isotropic and anisotropic cubic lattices. As we shall discuss in the main text, the polynomial expressions of \(\log_2 GSD\) of \([0, 1, 2, D]\) models are fundamentally rooted in exotic multi-level foliation structures of the models \((D \geq 4)\). Here, multi-level foliation means that a ground state of a \([0, 1, 2, D]\) model restricted in a \((D - 1)\)-dimensional subspace is a \([0, 1, 2, D - 1]\) ground state which again exhibits a foliation structure. A comprehensive discussion on restriction of ground states will be given in Sec. III. Inspired by elegant results in Ref. [18], we expect these polynomials may potentially encode rich mathematics of topology and geometry, which will be one of appealing future directions.

To obtain GSD formulas, we technically perform an exotic decomposition of base manifolds for \([d_n, d_s, d_l, D]\) models, which can be intuitively recognized as a class of foliation structures of different dimensions. Accordingly, we also need to decompose Ising configurations (in spin-z basis), stabilizers and ground states of \([d_n, d_s, d_l, D]\) models. By proving that there is a one-to-one correspondence between a ground state sector in the fracton ordered model and a consistent collection of subsystem ground state sectors, we finally obtain GSD with a combinatorial algorithm. The latter is an interesting math game: coloring method.

This paper is organized as follows. In Sec. II, we introduce some useful preliminary materials that are critical to our proof and computation. In Sec. III, we present the details of representing ground states with lower-dimensional data. With the preparations in the former two sections, Sec. IV is devoted to the general steps toward the ground state degeneracy. In Sec. V, we demonstrate the calculation of GSD of some typical \([d_n, d_s, d_l, D]\) models following the general steps. In Sec. VI, we give a brief summary of our computation of GSD and potential implications, and tentatively discuss about some relevant questions yet to be solved. There are also two useful appendix at the end of the paper.

II. PRELIMINARIES

A. Geometric notations

To refer to objects of all dimensions, it is useful to introduce a series of geometric notations. We begin with an introduction of a coordinate system. In this paper, as we mainly focus on cubic lattice, we can refer to a \(d\)-cube denoted as \(\gamma_d\) via the coordinate of its geometric center. Here a \(d\)-cube is a \(d\)-dimensional analog of a cube\(^1\). Furthermore, by setting the lattice constant to be 1, the coordinate of a \(d\)-cube in a \(D\)-dimensional cubic lattice always contains \((D - d)\) integers and \(d\) half-integers. For example, in a 3-dimensional cubic lattice, \((0, 0, 0)\) refers

\(^1\) For example, 0-cubes are vertices, 1-cubes are links, and 2-cubes are plaquettes.
TABLE I.  Ground state degeneracy (GSD) results of \([d_n, d_s, d_l, D]\) models on both isotropic and anisotropic lattices with periodic boundary conditions (PBC). GSD as a function of \(L\) is computed in isotropic lattices with linear size \(L\). Otherwise, GSD is computed in anisotropic lattices, where \(L_n\) is the linear size along the \(\hat{x}_n\) direction of lattices. It is known that in X-cube model, the coefficients of the linear terms are the first Betti numbers of leaves. Therefore, these coefficients reflect the topological properties of leaves. While as we can see, in \([0, 1, 2, D]\) models with \(D \geq 4\), except for the linear term, we also obtain terms of higher degrees. Moreover, in anisotropic models, there are also crossing terms between sizes along different directions. Such terms of higher degrees call for further investigation on their relations to topological and geometric properties of the models.

| Model | \(\log_2 \text{GSD} \) |
|-------|-----------------|
| X-cube | \(6L - 3\) |
| \([0, 1, 2, 4]\) | \(12L^2 - 12L + 4\) |
| \([1, 2, 3, 4]\) | \(12L - 6\) |
| \([0, 1, 2, D]\) | \(\sum_{n}^{D+2} D \times \left(\frac{D}{n}\right)\left(-1\right)^{D+n} L^n\) |
| \([D - 3, D - 2, D - 1, D]\) | \(\left(\frac{D}{2}\right)^2 \times (2L - 1)\) |
| X-cube | \(2L_1 + 2L_2 + 2L_3 - 3\) |
| \([0, 1, 2, 4]\) | \(2 \sum_{i<j} L_i L_j - 3 \sum_i L_i + 4\) |
| \([1, 2, 3, 4]\) | \(3L_1 + 3L_2 + 3L_3 + 6L_4 - 6\) |
| \([0, 1, 2, 5]\) | \(2 \sum_{i<j<k} L_i L_j L_k - 3 \sum_{i<j} L_i L_j + 4 \sum_i L_i - 5\) |
| \([2, 3, 4, 5]\) | \(4L_1 + 4L_2 + 4L_3 + 4L_4 + 4L_5 - 10\) |

To a 0-cube, i.e., a point \((0, 0, 0)\); \((\frac{1}{2}, 0, 0)\) refers to a 1-cube, i.e., a link whose center is \((\frac{1}{2}, \frac{1}{2}, 0)\); \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\) refers to a 2-cube, i.e., a plaquette whose center is \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\); \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\) refers to a 3-cube, i.e., a common cube whose center is \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\).

Next, we explain the meaning of “nearest to”. In a \(D\)-dimensional cubic lattice, for \(\gamma_{d_s} = (x_1, x_2, \ldots, x_D)\) and \(\gamma_{d_l} = (y_1, y_2, \ldots, y_D)\), we say they are nearest to each other if and only if:

\[
L_1(\gamma_{d_s}, \gamma_{d_l}) \equiv |x_1 - y_1| + |x_2 - y_2| + \cdots + |x_D - y_D| = \frac{|d_i - d_j|}{2}, \quad (d_i \neq d_j),
\]

\[
L_1(\gamma_{d_s}, \gamma_{d_l}) \equiv |x_1 - y_1| + |x_2 - y_2| + \cdots + |x_D - y_D| = 1, \quad (d_i = d_j).
\]

Moreover, given \(d_i < d_j\), \(\gamma_{d_l}\) being inside \(\gamma_{d_s}\) is equivalent to that \(\gamma_{d_s}\) being nearest to \(\gamma_{d_l}\). A more detailed introduction of this notation is given in Sec. II of Ref. [50].

Furthermore, in order to give an intuitive picture of the definition of \([d_n, d_s, d_l, D]\) models, here we give a heuristic introduction of foliation. For a more detailed discussion, see Ref. [84]. In general, foliation is the partition of a manifold into a set of submanifolds, where each submanifold is dubbed “leaf”. For a regular foliation, where all leaves are of the same dimension, the dimension of leaves is defined as the dimension of the foliation. In this paper, as we only consider lattices defined on toric manifolds and regular foliations, we will treat leaves simply as sublattices. An example of foliation is pictorially illustrated in Fig. 1. For foliated fracton orders, two systems belong to the same phase if they can be transformed to each other under addition or removal of subdimensional topologically ordered phases. Therefore, their physical properties, like ground state degeneracy, have direct relationship with their foliation structures. A large amount of type-I fracton orders have been proved to be foliated fracton orders, like X-cube model and checkerboard model [10, 11, 85].

Last but not least, inspired by the idea of higher-order topological insulator [86], here we give a rough definition of higher-order boundary in cubic and hypercubic lattices, in order to refer to the higher-dimensional analogs of hinges of a cuboid. Firstly, we consider the \(d\)-dimensional analogs of cuboid, denoted as \(S^d\). For example, an \(S^1\) is a straight string, an \(S^2\) is a flat membrane, and an \(S^3\) is a cuboid\(^2\). See Ref. [50] for more details of \(S^n\) notations. Then, for such an \(S^d\), we can define its \(d_i\)-dimensional boundary as follows (here \(d_i < d\) is assumed):

- The \(d_i\)-dimensional boundary of an \(S^d\) is composed of \(\gamma_{d_i}\)’s.

- A \(\gamma_{d_i}\) belongs to the \(d_i\)-dimensional boundary of the \(S^d\) if and only if it is nearest to exactly one \(\gamma_d\) in the \(S^d\).

We can check that such a definition is consistent with our intuition. For example, the 0-dimensional boundary of a plaquette is composed of the 4 vertices of the plaquette, and the 1-dimensional boundary of a common cube is composed of the 12 hinges of the cube. While for a cuboid extended along one spatial direction, we can see that its 1-dimensional boundary is composed of only 4 hinges.

\(^2\) Here it is important to notice that \(S^d\) is always “flat”. For example, an “L”-shaped string is composed of 2 \(S^1\)’s, and the turning point of the string should be recognized as a vertex emanating 2 perpendicular \(S^1\)’s.
FIG. 1. Decompositions of 3-torus for X-cube model, where spins are located on links. As we can see, while the decomposition in (a) shows a regular 2-dimensional foliation of the original 3-manifold, the decomposition in (b) additionally gives a foliation structure to each 2-dimensional leaf space in (a).

B. Review of \([d_n, d_s, d_l, D]\) models

As we shall exemplify our GSD computing algorithm with the \([d_n, d_s, d_l, D]\) models proposed in Ref. [50], it would be beneficial to give a review of the definition of the models at first. \([d_n, d_s, d_l, D]\) models are defined on \(D\)-dimensional cubic lattice with \(1/2\)-spins as basic degrees of freedom. There is a spin (i.e., a qubit) at the center of each \(\gamma_{d_s}\). The Hamiltonian is defined as below:

\[
H_{[d_n, d_s, d_l, D]} = -J \sum_{\{\gamma_D\}} A_{\gamma_D} - K \sum_{\{\gamma_{d_n}\}} \sum_l B^l_{\gamma_{d_n}},
\]

where \(J, K > 0\) are coupling constants. \(d_n < d_s < d_l < D\) is assumed. Apparently, there are two typical terms in the Hamiltonian, namely, \(A\)-term and \(B\)-term.

- First, given a \(\gamma_D\), the Hermitian operator \(A_{\gamma_D}\) is the product of all \(x\)-components (i.e., \(\sigma^x\)) of spins whose corresponding \(\gamma_{d_s}\)’s are nearest to the \(\gamma_D\). The definition of “nearest to” can be found in Sec. II A.
- Second, in order to determine the \(B^l_{\gamma_{d_n}}\) term, we need to choose a \(d_l\)-dimensional sublattice \(l\) in which the \(\gamma_{d_n}\) cube is embedded\(^3\). Then we need to find all \(\gamma_{d_n}\)’s which are not only nearest to the \(\gamma_{d_n}\) but also totally embedded in \(l\). Then \(B^l_{\gamma_{d_n}}\) is just the product of the \(z\)-components of all the spins at the centers of such \(d_s\)-cubes.

We note that, in general, there are infinite “parallel” sublattices if we only specify \(d_l\) orthogonal directions. But the requirement of “\(\gamma_{d_n}\) being embedded in the sublattice” unambiguously leads to a unique sublattice. Therefore, we only need to give \(d_l\) orthogonal directions that unambiguously constitute the label \(l\). For example, in X-cube model, where \(d_l = 2\), we use \(\langle x_1 \rangle\), \(\langle x_1 x_3 \rangle\) and \(\langle x_2 x_3 \rangle\) as the superscripts of \(B\) terms. See Eq. (2) for an instance.

According to the definition of Hamiltonians, we can see that the numbers in the label of a \([d_n, d_s, d_l, D]\) model are just dimension indices. In Ref. [50], it has been proved that a \([d_n, d_s, d_l, D]\) model is exactly solvable when \(d_n, d_s, d_l\) and \(D\) satisfy \((d_l - d_n) \mod 2 = 0\) together with \(d_n < d_s < d_l < D\). Among them, there are two specially interesting branches of such exactly solvable models, \([0, 1, 2, D]\) and \([D - 3, D - 2, D - 1, D]\). In this paper, we will mainly focus on these two branches of models.

In \([D - 3, D - 2, D - 1, D]\) models with \(D \geq 4\), our previous work [50] demonstrates that there are extended excitations with fracton physics. That is to say, both mobility and deformability of spatially extended excitations (e.g. loop excitations and membrane excitations) in these models can be restricted. What is more, some topological excitations can even have non-manifold shapes. Such excitations with non-manifold-like shapes are dubbed “complex excitations”. For complex excitations, as long as the connectivity of their shapes is preserved, they cannot be deformed to be manifold-like objects by any local unitary operators. Similarly, we can also define (intrinsically) disconnected excitations, whose shapes cannot be deformed to be connected by any local

---

\(^3\) By “sublattice”, we mean that the sublattice is a part of the whole \(D\)-dimensional cubic lattice in the usual sense. For example, a flat plane formed by plaquettes is a \(d_l=2\) sublattice. By “embed”, we mean that the \(\gamma_{d_n}\) cube is exactly an ingredient of the sublattice.
unitary operators. In conclusion, topological excitations in \([d_n, d_s, d_l, D]\) models can be classified into 4 sectors, which are respectively trivial excitations, simple excitations, disconnected excitations and complex excitations. The latter 2 sectors only exist in fracton orders.

Following the aforementioned rules of construction of Hamiltonians, we express explicitly Hamiltonians of some models when \(D = 3, 4\):

- **X-cube model (i.e., \([0, 1, 2, 3]\) model)** In our notation, X-cube model is denoted as \([0, 1, 2, 3]\). Thus, \(d_n = 0, d_s = 1, d_l = 2\) and \(D = 3\). Since \(d_n = 1\), spins are located at the centers of links. The Hamiltonian is composed of \(B_{\gamma_0}^l\) and \(A_{\gamma_3}\) terms defined on vertices and cubes respectively. And since we have \(d_l = 2\), such a \(B_{\gamma_0}^l\) term equals to the product of 4 \(\sigma^z\)'s sitting on the 4 links which are (a) embedded in the plane \(l\) and (b) nearest to the vertex \(\gamma_0\). Similarly, an \(A_{\gamma_3}\) term is the product of 12 \(\sigma^x\)'s sitting on the 12 links that are nearest to the \(\gamma_3\). For example, for a common cubic lattice, we have

\[
B_{(0,0,0)}^{(\vec{x},\vec{z})} = \sigma^z_{(0,\frac{1}{2},0)}\sigma^z_{(-\frac{1}{2},0,0)}\sigma^z_{(\frac{1}{2},0,0)}\sigma^z_{(0,-\frac{1}{2},0)},
\]

and

\[
A_{(\frac{1}{2},\frac{1}{2},\frac{1}{2})} = \sigma^x_{(0,\frac{1}{2},\frac{1}{2})}\sigma^x_{(\frac{1}{2},0,\frac{1}{2})}\sigma^x_{(\frac{1}{2},\frac{1}{2},0)}\sigma^x_{(1,\frac{1}{2},\frac{1}{2})}.
\]

\[
\sigma^x_{(0,\frac{1}{2},\frac{1}{2})}\sigma^x_{(\frac{1}{2},0,\frac{1}{2})}\sigma^x_{(\frac{1}{2},\frac{1}{2},0)}\sigma^x_{(1,\frac{1}{2},\frac{1}{2})}.
\]

where subscript coordinates like \((0,0,0)\) and \((1,0,\frac{1}{2})\) respectively refer to a \(\gamma_0\) and a \(\gamma_1\), as they are exactly the geometric centers of these two objects. In X-cube model, we have fractons and lineons as fundamental excitations. These excitations respectively correspond to the eigenvalue flips of \(A_{\gamma_4}\) and \(B_{\gamma_0}^l\) terms. A pictorial demonstration of such an \(A_{\gamma_4}\) term is given in Fig. 2.

- **[1, 2, 4] model** The Hamiltonian of \([0, 1, 2, 4]\) model is composed of \(B_{\gamma_0}^l\) and \(A_{\gamma_3}\) terms. And since we have \(d_l = 2\), such a \(B_{\gamma_0}^l\) term equals to the product of 4 \(\sigma^z\)'s sitting on the 4 links which are \(a\) embedded in the plane \(l\) and \(b\) nearest to the vertex \(\gamma_0\). Similarly, an \(A_{\gamma_3}\) term is the product of 32 \(\sigma^x\)'s sitting on the 32 links that are nearest to the \(\gamma_4\). For a common hypercubic lattice, we have

\[
P_{(0,0,0,0)} = \sigma^z_{(0,\frac{1}{2},0,0)}\sigma^z_{(-\frac{1}{2},0,0,0)}\sigma^z_{(\frac{1}{2},0,0,0)}\sigma^z_{(0,-\frac{1}{2},0,0)},
\]

and

\[
A_{(\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2})} = \sigma^x_{(0,\frac{1}{2},\frac{1}{2},\frac{1}{2})}\sigma^x_{(\frac{1}{2},0,\frac{1}{2},\frac{1}{2})}\sigma^x_{(\frac{1}{2},\frac{1}{2},0,\frac{1}{2})}\sigma^x_{(\frac{1}{2},\frac{1}{2},\frac{1}{2},0)}.
\]

In \([0,1,2,4]\) model, we have fractons and lineons as fundamental excitations. These excitations respectively correspond to the eigenvalue flips of \(A_{\gamma_4}\) and \(B_{\gamma_0}^l\) terms. A pictorial demonstration of such an \(A_{\gamma_4}\) term is given in Fig. 2.

- **[1, 2, 3, 4] model** The Hamiltonian of \([1, 2, 3, 4]\) model is composed of \(B_{\gamma_0}^l\) and \(A_{\gamma_3}\) terms. And since we have \(d_l = 3\), such a \(B_{\gamma_0}^l\) term equals to the product of 4 \(\sigma^z\)'s sitting on the 4 plaquettes which are \(a\) embedded in the 3-dimensional space \(l\) and \(b\) nearest to the link \(\gamma_1\). Similarly, an \(A_{\gamma_3}\) term is the product of 24 \(\sigma^x\)'s sitting on the 24 plaquettes that are nearest to the \(\gamma_4\). For a common hypercubic lattice, we have

\[
P_{(0,0,0,\frac{1}{2})} = \sigma^z_{(\frac{1}{2},0,0,\frac{1}{2})}\sigma^z_{(-\frac{1}{2},0,0,\frac{1}{2})}\sigma^z_{(0,\frac{1}{2},0,\frac{1}{2})}\sigma^z_{(0,-\frac{1}{2},0,\frac{1}{2})},
\]

and

\[
A_{(\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2})} = \sigma^x_{(0,\frac{1}{2},\frac{1}{2},\frac{1}{2})}\sigma^x_{(\frac{1}{2},0,\frac{1}{2},\frac{1}{2})}\sigma^x_{(\frac{1}{2},\frac{1}{2},0,\frac{1}{2})}\sigma^x_{(\frac{1}{2},\frac{1}{2},\frac{1}{2},0)}.
\]
satisfying certain SGS and ground states. And finally, we prove that in certain cases, there is a one-to-one correspondence between a collection of subsystem ground state sectors (SGS) satisfying certain consistent conditions (to be defined in this section) and a ground state of the original system. Consequently, it is plausible to compute the GSD of a \([d_n, d_s, d_l, D]\) model by counting the number of possible combinations of subsystem states.

### A. Decomposition of lattices

To define a decomposition of a ground state in a general \([d_n, d_s, d_l, D]\) model, we find that it is necessary to first consider a decomposition of manifolds. More concretely, because the “ground state degeneracy” of a leaf can also be subextensive, in some higher-dimensional models, we can consider “leaves of a leaf.” From another view, a higher-dimensional \([d_n, d_s, d_l, D]\) model may admit foliation structures of various dimensions. As a result, we believe it is beneficial to define a “decomposition” of the base manifold. Besides, in this paper, as we are mainly interested in lattice models, manifolds are always assumed to be equipped with a lattice structure (i.e., cellulation) given by the definition of a \([d_n, d_s, d_l, D]\) model. Therefore, when the lattice structure is specified, we will alternatively use “(sub-)lattice” and “(sub-)manifold”. For simplicity, in the paper we only consider toric base manifolds.

For a base manifold \(M^D\), we define a \((d_1, d_2, \cdots, d_k)\)-decomposition (denoted by \(\mathcal{M}\)) as a collection composed of sets of lower-dimensional manifolds

\[
\mathcal{M} \equiv \{M^{d_1}\} \cup \{M^{d_2}\} \cup \cdots \cup \{M^{d_k}\},
\]

where the notation \(\{M^{d_i}\}\) denotes a set in which all manifolds are \(d_i\)-dimensional. The above definition of decomposition, i.e., Eq. (8) satisfies the following (without loss of generality, we always assume \(d_1 < d_2 < \cdots < d_k\)):

- For any \(\{M^{d_i}\}\), we have \(\cup_{M \in \{M^{d_i}\}} M = M^D\). Specifically, for lattices, this condition requires that every spin belongs to at least one sublattice \(M \in \{M^{d_i}\}\), \(\forall d_i\).
- For any two sets of lower-dimensional manifolds \(\{M^{d_i}\}\) and \(\{M^{d_j}\}\) with \(d_i < d_j\), we require that for any \(M^{d_j} \in \{M^{d_j}\}\), there exists a subset \(\{\tilde{M}^{d_i}\} \subset \{M^{d_i}\}\), such that \(\cup_{M^{d_i} \in \{\tilde{M}^{d_i}\}} M^{d_i} = M^{d_j}\). For lattices, this condition requires that every spin in \(M^{d_j}\) belongs to at least one sublattice \(M^{d_i} \in \{\tilde{M}^{d_i}\}\).

Here, it should be noted that these conditions show that a decomposition of a manifold equipped with a lattice structure can only be determined when the \([d_n, d_s, d_l, D]\) model is specified. The reason is rather obvious: specifying a model can tell how spins (qubits) are distributed spatially. In the simplest decomposition, the collection \(\mathcal{M}\) contains only subsystems of the same dimension, i.e., \(\mathcal{M} = \{M^{d_i}\}\) with \(d_i < D\), a regular foliation of \(M^D\) is achieved \([84]\). When the collection contains sets of sublattices of different dimensions, the decomposition gives foliation structures with different dimensional sublattices, too (see Fig. 1).
In this paper, as we do not discuss about the influence of the topology of sublattices in detail, we always assume that the decompositions are isotropic and composed of toric sublattices. The effect of different boundary conditions is definitely very interesting, which will be studied separately.

B. Decomposition of Ising configurations and quantum operators

Next, for a given decomposition $\mathcal{M}$ of the base manifold $M^D$, we can define the decomposition of Ising configurations and operators. Without special note, in this paper we only consider $\frac{1}{2}$-spins as basic degrees of freedom, and the $\sigma^z$ (Ising) basis is always assumed. Given a model defined on $M^D$ and one of its decomposition $\mathcal{M}$, when there is an inclusion $I: M^d_{i_1} \hookrightarrow M^d_{i_2}$, we can define the restriction of an arbitrary Ising configuration:

$$\rho^c|_{M^d_{i_1}}(c^M_{i_2}) = c^M_{i_1}.$$  \hspace{1cm} (9)

It maps $c^M_{i_2}$ to $c^M_{i_1}$ by simply dropping all degrees of freedom out of $M^d_{i_2}$. Here, $c^M_{i_1}$ and $c^M_{i_2}$ are Ising configurations respectively defined on $M^d_{i_1}$ and $M^d_{i_2}$. In the notation $\rho^c$, the superscript $c$ literally stands for “configuration”. Then, for a given Ising configuration $c$ and manifold decomposition $\mathcal{M}$, we can define the decomposition of the Ising configuration $c$ on $\mathcal{M}$ as $\Omega^c_{\mathcal{M}}(c)$, by taking the set of all restrictions of $c$ onto sublattices inside $\mathcal{M}$. That is to say, we have

$$\Omega^c_{\mathcal{M}}(c) \equiv \{c^M_{i_1}\} \cup \{c^M_{i_2}\} \cup \cdots \cup \{c^M_{i_k}\},$$  \hspace{1cm} (10)

where $c^M_{i_1}$ refers to the restriction of the Ising configuration $c$ onto a $d_i$-dimensional sublattice $M^d_{i_1}$. According to the definition of $\mathcal{M}$, the original Ising configuration $c$ can be reconstructed from one of its decomposition $\Omega^c_{\mathcal{M}}(c)$. A pictorial demonstration of the restriction of Ising configurations is given in Fig. 3.

Similarly, with a given model and a decomposition $\mathcal{M}$, for a class of specially interesting operators, which are composed of $\sigma^z$ operators (called “X-operator” for simplicity), we can also define their restriction and decomposition. When there is an inclusion $I: M^d_{i_1} \hookrightarrow M^d_{i_2}$, the restriction

$$\rho^o|_{M^d_{i_1}}(o^M_{i_2}) = o^M_{i_1}$$  \hspace{1cm} (11)

maps $o^M_{i_2}$ to $o^M_{i_1}$ by dropping all $\sigma^z$ operators defined on $\gamma_{d_i}$’s out of $M^d_{i_2}$. Here, $o^M_{i_2}$ and $o^M_{i_1}$ are respectively X-operators totally supported on $M^d_{i_2}$ and $M^d_{i_1}$. In the notation $\rho^o$, the superscript $o$ literally stands for “operator”. Again, for a given X-operator $o$ and manifold decomposition $\mathcal{M}$, we can define the decomposition of the X-operator $o$ on $\mathcal{M}$ as $\Omega^o_{\mathcal{M}}(o)$, by taking the set of all restrictions of $o$ onto sublattices inside $\mathcal{M}$. That is to say, we have

$$\Omega^o_{\mathcal{M}}(o) \equiv \{o^M_{i_1}\} \cup \{o^M_{i_2}\} \cup \cdots \cup \{o^M_{i_k}\},$$  \hspace{1cm} (12)

where $o^M_{i_1}$ refers to the restriction of the X-operator $o$ onto a $d_i$-dimensional sublattice $M^d_{i_1}$. Since all $\sigma^x$ operators commute with each other, an arbitrary X-operator $o$ can also be reconstructed from one of its decomposition $\Omega^o_{\mathcal{M}}(o)$.

C. Subsystem ground state sector (SGS) as a holographic shadow of ground states

Then, we can define the decomposition of a ground state sector with a given manifold decomposition $\mathcal{M}$. Nevertheless, we have to at first consider how to define a ground state on a sublattice, as it is not as intuitive as the restriction of an Ising configuration. To solve this problem, we need to utilize the properties of ground states of $[d_n, d_s, d_l, D]$ models. For a ground state $|x\rangle$ of a $[d_n, d_s, d_l, D]$ model, it must satisfy the following conditions:

$$B_{\gamma_{d_n}}|x\rangle = |x\rangle, \quad \forall l, \gamma_{d_n}; A_{\gamma_{d_l}}|x\rangle = |x\rangle, \quad \forall \gamma_{d_l}.$$  \hspace{1cm} (13)

We use “ground state sectors” instead of “ground states” in this section to emphasize that they can be regarded as sets of Ising configurations, as demonstrated in this subsection.
In $\sigma^2$ basis, the constraints given by $B_{\sigma_1 \sigma_3}^i$ terms can be realized by requiring all Ising configurations in $|x\rangle$ to satisfy certain conditions. As an example, in X-cube model denoted as $[0, 1, 2, 3]$, the constraints given by $B_{\sigma_1 \sigma_3}^i$ terms require that a configuration $c$ can only contain strings (formed by down spins) with trivalent vertices (see Sec. II B). The constraints given by $A_{\gamma_{\beta D}}$ terms require that, all Ising configurations, which can be transformed to each other by applying $A_{\gamma D}$ operators, must be equally superpositioned in a ground state $|x\rangle$. Consequently, a ground state $|x\rangle$ of a $[d_n, d_s, d_l, D]$ model can be regarded as a set of Ising configuration $c$’s, and the set satisfies constraints given by both $A$ and $B$ terms.

Similarly, we can define a subsystem ground state sector (SGS) on sublattice $M^d_i$, denoted as $x_{M^d_i}$. The SGS is a set of $c_{M^d_i}$’s. This set satisfies the following conditions:

- $c_{M^d_i}$ can be obtained as the restriction of a configuration $c$ satisfying $B$ constraints onto $M^d_i$. This condition results from the $B$ constraints over original ground states.

- Two $c_{M^d_i}$’s belong to the same SGS, i.e., $x_{M^d_i}$, if and only if they can be connected under the action of $[\rho^0]_{M^d_i}(A_{\gamma_{\beta D}})$. This condition results from the $A$ constraints over original ground states. In other words, all elements in the SGS denoted as “$x_{M^d_i}$” can be mapped to each other by $[\rho^0]_{M^d_i}(A_{\gamma_{\beta D}})$.

Now we can see that, according to our definition of SGS, there is a well-defined restriction of a ground state $x^B$:

$$[\rho^0]_{M^d_i}(x) = x_{M^d_i}$$

which maps a ground state to an SGS on $M^d_i$ (to see the existence of this map, we only need to notice that by definition, the restriction of $A_{\gamma_{\beta D}}$ operators does not change any subsystem ground state sectors). Then we can define the decomposition of a ground state $x$ on $M$ following exactly the same manner as Ising configurations and X-operators, by taking the set of all restrictions of $x$ onto sublattices inside $M$. So we have

$$\Omega_M(x) \equiv \{x_{M^d_1} \cup \{x_{M^d_2} \cup \cdots \cup \{x_{M^d_s}\}\}\}$$

where $x_{M^d_i}$ refers to the restriction of the ground state $x$ on a $d_i$-dimensional sublattice $M^d_i$. Intuitively, SGS can be regarded as a shadow of original ground states. ($x_{M^d_i}$) is the shadow.

Finally, we indicate that a ground state $x$ of a $[d_n, d_s, d_l, D]$ model can be completely reconstructed from a decomposition of $x$ on $M$, as long as (a) $M$ contains $(d_s + 1)$-dimensional subsystems, (b) $d_s - d_n = 1$ and (c) the base manifold $M$ is a torus (a proof and some discussion about the cases when $M$ has more complicated topology are given in Appendix B). For this reason, SGS can be regarded as a holographic shadow of original ground states.

In this paper, we only consider $[d_n, d_s, d_l, D]$ models defined on toric base manifolds with $d_s - d_n = 1$, and we always assume that our manifold decompositions contain $(d_s + 1)$-dimensional subsystems. Thereupon, we can reconstruct ground states from SGS’s. Nevertheless, not all combinations correspond to original ground states. In fact, a combination of SGS’s has to satisfy certain consistent conditions to be corresponding to an original ground state. Obviously, all such consistent combinations are decompositions of original ground states, so we can use this property as a formal definition of the consistent conditions. More concrete description of consistent conditions depend on concrete models. In Sec. III D, we give a concrete example of consistent conditions in X-cube model.

In summary, once we have found the SGS’s of a manifold decomposition $M$ and their consistent conditions, the ground state degeneracy can be obtained by counting the number of consistent combinations of SGS’s. Nevertheless, it seems that there is no general method to derive the consistent conditions systematically.

### D. Application in [0, 1, 2, 3] model (X-cube model)

As an example, let us consider the ordinary (2)-decomposition (i.e. 2-dimensional foliation) of X-cube model on a 3-torus [18]. As we have reviewed in Sec. II B, the $B$ constraints of Ising configurations require that all configuration $c$’s can only have trivalent vertices. On 2-dimensional subsystems, this constraint requires a $c_{M^2} = [\rho^0]_{M^2}(c)$ in an SGS to be a closed string configuration. And the restriction of $A_{\gamma_3}$ stabilizers on 2-dimensional subsystems are just plaquette operators

$$A_{\gamma_3} = [\rho^0]_{M^2}(A_{\gamma_3}) = \sigma^x_{\gamma_1^2} \sigma^x_{\gamma_2^2} \sigma^x_{\gamma_3^2} \sigma^x_{\gamma_4^2},$$

where $\gamma_1^2, \gamma_2^2, \gamma_3^2, \gamma_4^2$ are four links of a plaquette $\gamma_2$.

Therefore, an X-cube ground state can be determined by a consistent combination of 2D SGS’s, and here an SGS can be identified as a 2D toric code ground state. Fig. 4 demonstrates such a restriction of a ground state. Then, we can see that the consistent condition is simply resulted from the fact that a logical operator $W(S^1) = \prod_{\gamma_1 \in S^1} \sigma^x_{\gamma_1}$ in X-cube model simultaneously change the SGS’s on 2 intersecting $M^2$’s. In consequence, we can obtain all consistent combinations of SGS’s by acting $W(S^1)$ operators on two intersecting $M^2$’s simultaneously from the combination where all SGS’s have no non-local strings.

In general, we develop a method to represent all such consistent combinations with coloring patterns of certain graphs. In Sec. IV B, we demonstrate this coloring...
method in detail, and give a concrete calculation of the GSD of X-cube model.

IV. GENERAL PROCEDURES AND COLORING METHOD

A. General procedures

Below we give a brief introduction of the key steps of the calculation. For $[0,1,2,D]$ and $[D-3,D-2,D-1,D]$ models, similar to X-cube model (see Sec. III D), their SGS’s on $M^{d_s+1}$’s can be identified as ground state sectors of some pure topological orders. That is to say, these SGS’s can be obtained by exactly the same manner as ground states of some pure topological orders. As a result, in general, we can obtain the GSD of these models by the following steps:

- First, determine all SGS’s on $(d_s+1)$-dimensional subsystems $x_{M^{d_s+1}} = [ρ^s]_{M^{d_s+1}}$ according to the definition of SGS given in Sec. III C.

- Second, find the consistent conditions between SGS’s $x_{M^{d_s+1}}$’s.

- Third, calculate the number of consistent combinations of SGS’s with a combinatorial method.

Here the counting of consistent combinations is not completely intuitive, since it involves the counting of high-dimensional objects. To avoid direct discussion about high dimensional geometric objects, it is convenient to use a combinatorial method, which converts the calculation to a coloring problem. In the rest part of this subsection, we will briefly demonstrate the construction of such coloring problems, and how to obtain GSD from them.

B. Coloring method: general description and application in $[0,1,2,3]$ model (i.e., X-cube model)

In $[D-3,D-2,D-1,D]$ and $[0,1,2,D]$ models with $σ^z$ basis, logical operators are all generated by $W(S^{d_s}) = \prod_{ρ_{d_s} ∈ S^{d_s}} σ_{d_s}^{ρ_{d_s}}$ operators, where $S^{d_s}$ is closed. Therefore, the SGS’s on $M^{d_s+1}$’s are also distinguished by the action of $W(S^{d_s})$ operators (see Sec. VA and Sec. VC for a more detailed demonstration). So the consistent condition of these SGS’s is simply resulted from the geometric fact that an $S^{d_s}$ is always the intersection of $(D-d_s) M^{d_s+1}$’s. Furthermore, as there are $\binom{D}{d_s}$ possible directions of $S^{d_s}$, and $W(S^{d_s})$ operators with $S^{d_s}$’s along different directions are independent, we can separate all ground states and SGS’s into $\binom{D}{d_s}$ parts according to the direction of $S^{d_s}$. In general, the consistent condition of $x_{M^{d_s+1}}$’s in $[D-3,D-2,D-1,D]$ and $[0,1,2,D]$ models is that we can only change SGS’s of the same part on $(D-d_s)$ intersecting $M^{d_s+1}$’s simultaneously.

Therefore, we can use a coloring problem to visualize the consistent combinations of SGS’s. We can construct a characteristic graph of a $[D-3,D-2,D-1,D]$ or $[0,1,2,D]$ model for a given part of ground states. The construction is composed of the following steps:

- First, in a characteristic graph, we use a vertex to refer to an $S^{d_s}$ belonging to the given part (i.e. along certain direction), and a straight line composed of edges to refer to an $M^{d_s+1}$.

- Second, lines intersecting at a vertex means that the corresponding $M^{d_s+1}$’s intersect at the $S^{d_s}$ represented by the vertex.

- Then, we use colors of a line to refer to SGS’s on the $M^{d_s+1}$. Because we only consider $Z_2$ degrees of freedom in this paper, there are only 2 colors of lines. So we can simply label lines as “colored” and “uncolored”.

7 As all edges along the same line are always colored simultane-

FIG. 4. Restriction of a ground state in X-cube model. The notation in this figure is the same as in Fig. 3. As we can see, the restriction of the ground state of X-cube model in (a) is equivalent to a ground state of a 2D toric code model.
Finally, we require that all coloring operations should be done for a group of lines intersecting at one vertex simultaneously. Besides, we only consider coloring patterns that can be obtained by coloring the completely uncolored pattern.

In this manner, we can use a coloring pattern to represent a consistent combination of SGS’s, and the computation of GSD is just equivalent to counting such coloring patterns.

As an example, we consider X-cube model. A brief introduction of the ground states of X-cube model is given in Sec. II B. In X-cube model, we have logical operators generated by $W(S^1) = \prod_{\gamma_d \in S^1} \sigma^x_{\gamma_d}$ operators. Thereupon, SGS’s on $M^2$’s can also be changed by $W(S^1)$ operators. Obviously, $W(S^1)$ with $S^1$ along different directions are independent, so we can consider logical operators along the three spatial directions separately to obtain the GSD. Without loss of generality, here we consider the part of $S^1$’s along $\hat{x}_1$ direction. After that, we can see the consistent condition is resulted from the fact that a non-local $S^1$ along $\hat{x}_1$ must be the intersection of two perpendicular $M^2$’s respectively of $\langle \hat{x}_1, \hat{x}_2 \rangle$ and $\langle \hat{x}_1, \hat{x}_3 \rangle$ directions. So the consistent condition between $x_{M^2}$’s is that we can only change the SGS’s on such two perpendicular $M^2$’s simultaneously. Due to that, for a X-cube model of the size $L \times L \times L$ with periodic boundary condition (PBC), the characteristic graph of the above mentioned part is just a square lattice of the size $L \times L$ with PBC. An example of the characteristic graph of X-cube model and its correspondence with ground states is given in Fig. 5.

Furthermore, in order to count the number of possible edge coloring patterns, we introduce a “characteristic group” based on following rules:

- An edge-coloring pattern of a characteristic graph is recognized as a group element.
- A vertex in the characteristic graph corresponds to a generator of the group, which is the edge-coloring pattern obtained by coloring all lines that intersect at the vertex. Different vertices correspond to different generators.
- The multiplication result of two elements is the pattern generated by the product of the corresponding $W(S^{d})$ operators. We can see the multiplication is equivalent to $\mathbb{Z}_2$ addition of coloring of lines. Fig. 6 gives an example of such a multiplication in X-cube model.
- Every generator defined above is its own inverse element.

![FIG. 5. An example of the correspondence between an Ising configuration with non-contractible loops in X-cube model and the associated characteristic graph.](image)

- The completely uncolored pattern is the identity element.

As the identity elements and inverse elements are already given in the above rules, we only need to check whether the above defined structure is closed and associative. According to our definition of the multiplication,
all multiplication results can be generated by vertex generators, so the structure is closed. And since the multiplication is equivalent to the $\mathbb{Z}_2$ addition of coloring of lines, the multiplication is associative and commutative. Therefore, we can see that the structure is an Abelian group.

For an $n$-dimensional characteristic graph, the product of the vertex generators which form an $n$-cube equals to the identity. That is to say, not all vertex generators are independent. We need to find the number of independent generators to obtain the order of the characteristic group.

In the X-cube case, we continue with the discussion of characteristic graph of the $\hat{x}_1$ part, which is a square lattice of the size $L \times L$ with PBC. If we ignore the constraints given by 2-cubes in the graph, the characteristic group has $L^2$ vertex generators, so it should be a direct product of $L^2 \times \mathbb{Z}_2$ groups. When constraints are taken into consideration, we notice that only $(L-1)^2$ constraints correspond to the $\gamma^1_2$'s (i.e. plaquettes)\(^8\) in the characteristic graph are necessary to generate all constraints. We can use each independent constraint to eliminate one generator in a plaquette. At last, only $L^2 - (L - 1)^2 = 2L - 1$ independent $\mathbb{Z}_2$ degrees of freedom remain, so the group has $2^{2L-1}$ elements in total (Fig. 7 gives a pictorial demonstration of the elimination of degrees of freedom). Therefore, the ground state degeneracy of a X-cube model defined on a lattice of the size $L \times L \times L$ with PBC should be $2^{2L-1} \times (2^{2L-1} - 1)^3 = 2^{6L-3}$ (since we have dismantled the ground states into 3 independent parts), that is to say, we have $\log_2 \text{GSD} = 6L - 3$, which is consistent with the known result [18].

In conclusion, once we have determined the SGS’s and consistent conditions of a $[D - 3, D - 2, D - 1, D]$ or $[0, 1, 2, D]$ model, we can then write down a series of characteristic graphs corresponding to ground states of different parts, and obtain the GSD by computing the orders of characteristic groups.

V. TYPICAL EXAMPLES

A. GSD of $[0, 1, 2, D]$ models on isotropic lattices

We begin with the discussion about $[0, 1, 2, D]$ models of the size $L \times L \times ... \times L$ with PBC.

- First, we analyze the ground states of a $[0, 1, 2, D]$ model to identity the SGS’s. As a stabilizer code model, a ground state $|\phi\rangle$ of a $[0, 1, 2, D]$ model has to satisfy the following conditions:

$$B_{i_0}^l |\phi\rangle = |\phi\rangle, \forall i_0, l;$$

$$A_{x_D} |\phi\rangle = |\phi\rangle, \forall x_D.$$

In $\sigma^z$ basis, conditions given by $B$ terms require in ground states, all Ising configurations $c$ can only have $S^1$ (i.e. straight strings) and vertices emanating $D$ perpendicular $S^1$'s. And conditions given by $A$ terms require all Ising configuration $c$'s that can be connected by action of $A$ terms to belong to the same ground state.

For SGS’s on $M^2$, we can see that subsystem Ising configurations $c_{M^2}$'s can only have $S^1$ and vertices emanating 2 perpendicular $S^1$'s, that is to say, $[\rho^c_{M^2}] = c_{M^2}$ only can have closed loops. And an SGS is composed of all such $c_{M^2}$'s that can be connected by $[\rho^c_{M^2}] (A_{x_D}) = A_{x_D} = \prod_{\gamma_1 \in \gamma^2_1} \sigma^z_{\gamma_1}$ operators. In summary, an SGS on an $M^2$ is equivalent to a ground state of a 2D toric code model. Different SGS’s can be distinguished by the action of non-local $W(S^1) = \prod_{\gamma \in W_1} \sigma^z_{\gamma}$ operators.

- Second, we consider the consistent conditions between these SGS’s. Since $W(S^1)$’s with $S^1$ along different directions contribute to SGS’s independently, without loss of generality, now we restrict our discussion to $S^1$’s along $\hat{x}_1$ direction. As discussed in Sec. IV, the consistent conditions requires a $W(S^1)$ operator to simultaneously act on $(D - 1)$ intersecting $M^2$’s. For $S^1$’s along $\hat{x}_1$ direction, the $(D - 1)$ $M^2$’s must be respectively of the $\langle \hat{x}_1, \hat{x}_2 \rangle$, $\langle \hat{x}_1, \hat{x}_3 \rangle$, $\langle \hat{x}_1, \hat{x}_4 \rangle$, $\cdots$, and $\langle \hat{x}_1, \hat{x}_D \rangle$ directions.

- Third, we summarize the above data of SGS’s and their consistent conditions in the characteristic graph, and obtain the GSD from the graph. For the part with $S^1$’s along $\hat{x}_1$ direction, the characteristic graph is a $(D - 1)$-dimensional hypercubic

\[^8\] Apparently, there are $L^2 \gamma^1_2$’s in the characteristic graph, but we can verify that the extra $\gamma^1_2$’s resulted from the PBC can always be generated only by the $\gamma^1_2$’s that exist with OBC. It is a general rule due to the correspondence between vertices and generators.
lattice with PBC. So according to our discussion in Sec. IV, the characteristic group has \( L^{(D-1)} \) generators (corresponding to the vertices in the graph) and \((L - 1)^{(D-1)}\) constraints (corresponding to the \((D-1)\)-cubes in the graph). Because the system we are considering is isomorphic, all the \( D \) parts give the same results, and the final GSD is just given by the product of the results of different parts.

Finally, we obtain that the GSD of \([0,1,2,D]\) models is given by:

\[
\log_2 GSD = D \times (L^{D-1} - (L - 1)^{D-1})
= D \times \sum_{n=0}^{D-2} \binom{D-1}{n} (-1)^{D+n} L^n. \tag{17}
\]

When \( D = 3 \), the result automatically restores to the X-cube case.

B. GSD of \([0,1,2,D]\) models on anisotropic lattices

For a \([0,1,2,D]\) model defined on a lattice of the size \( L_1 \times L_2 \times L_3 \times \cdots \times L_D \) with PBC, a ground state follows exactly the same manner as in the isotropic case. That is to say, the SGS’s are also equivalent to 2D toric code ground states. Besides, the consistent conditions are also the same. The anisotropic condition only influence the sizes of characteristic graphs.

For the part of \( S^1 \)'s along \( \hat{x}_i \) (\( 1 \leq i \leq D \)) direction, the characteristic graph is a \((D-1)\)-dimensional hypercubic lattice of the size \( L_1 \times L_2 \times L_3 \times \cdots \times L_i \times \cdots \times L_D \). Here \( L_i \) means that \( L_i \) is not included in the product. Therefore, the corresponding characteristic group has \( L_1 \times L_2 \times L_3 \times \cdots \times L_i \times \cdots \times L_D \) \((D-1)\)-cubes \( (L_1 - 1) \times (L_2 - 1) \times \cdots \times (L_i - 1) \times \cdots \times (L_D - 1) \) independent constraints.

As the contribution of other parts can be similarly obtained, the GSD of a \([0,1,2,D]\) model defined on an anisotropic lattice is given by:

\[
\log_2 GSD = \sum_{j=1}^{D} \left( \frac{L_j}{L_j - 1} \prod_{i \neq j} (L_i - 1) \right) - 1
= 2 \times \sum_{k_1}^{L_1 - 1} \sum_{k_2}^{L_2 - 1} \prod_{n} L_n
- 3 \times \sum_{k_1}^{L_1 - 1} \sum_{k_2}^{L_2 - 1} \sum_{k_3}^{L_3 - 1} \prod_{n} L_n
+ 4 \times \sum_{k_1}^{L_1 - 1} \sum_{k_2}^{L_2 - 1} \sum_{k_3}^{L_3 - 1} \sum_{k_4}^{L_4 - 1} \prod_{n} L_n
- \cdots
+ (-1)^{D-1}(D-1) \sum_{n} L_n
+ (-1)^D D.
\]

C. GSD of \([D-3, D-2, D-1, D]\) models on isotropic lattices

Then we consider \([D-3, D-2, D-1, D]\) models of the size \( L \times L \times \cdots \times L \) with PBC.

- First, we analyze the ground states of a \([D-3, D-2, D-1, D]\) model to identify the SGS’s. As a \([D-3, D-2, D-1, D]\) model is also a stabilizer code, a ground state \( |\phi \rangle \) of a \([D-3, D-2, D-1, D]\) model analogously satisfy the following conditions:

\[
B_{\gamma_{D-3}, l}^i |\phi \rangle = |\phi \rangle, \forall \gamma_{D-3}, l;
A_{\gamma_D} |\phi \rangle = |\phi \rangle, \forall \gamma_D.
\]

Here we should notice that the definition of \( A_{\gamma_D} \) terms are different from the A terms in a \([0,1,2,D]\) models, though they share the same form (see Sec. II B). In \( \sigma^z \) basis, conditions given by \( B \) terms require that in ground states, all Ising configuration \( c \)'s can only have \( S^{D-2} \)'s and \( S^{D-3} \)'s emanating 3 perpendicular \( S^{D-2} \)'s. And conditions given by \( A \) terms require all \( c \)'s that can be connected by action of \( A \) terms to belong to the same ground state.

For SGS’s on \( M^{D-1} \), we can see that subsystem Ising configurations \( c_{\gamma_{D-1}} \)'s can only have \( S^{D-2} \)'s and \( S^{D-3} \)'s emanating 2 perpendicular \( S^{D-2} \)'s, that is to say, \( \rho^M_{\gamma_{D-1}} (c) = c_{\gamma_{D-1}} \) can only have closed \((D-2)\)-dimensional objects. And an SGS is composed of all such \( c_{\gamma_{D-1}} \)'s that can be connected by \( \rho^M_{\gamma_{D-1}} (A_{\gamma_D}) = A_{\gamma_{D-1}} \) operators. Different SGS’s can be distinguished by the action of non-local \( W(S^{D-2}) = \prod_{\gamma_{D-2} \in S^{D-2}} \sigma_{\gamma_{D-2}}^+ \) operators, where \( S^{D-2} \) is closed.
Second, we consider the consistent conditions between these SGS’s on \( M^{D-1} \)'s. Again, \( W(S^{D-2}) \)’s with \( S^{D-2} \) along different directions contribute to SGS’s independently. Without loss of generality, we restrict our discussion to \( S^{D-2} \)’s along \( \langle \hat{x}_1, \hat{x}_2, \hat{x}_3, \ldots, \hat{x}_{D-2} \rangle \) direction. As discussed in Sec. IV, the consistent condition requires a \( W(S^{D-2}) \) operator to simultaneously act on 2 intersecting \( M^{D-1} \)'s. For \( S^{D-2} \)’s along \( \langle \hat{x}_1, \hat{x}_2, \hat{x}_3, \ldots, \hat{x}_{D-2} \rangle \) direction, the 2 \( M^{D-1} \)'s must be respectively of the \( \langle \hat{x}_1, \hat{x}_2, \hat{x}_3, \ldots, \hat{x}_{D-2}, \hat{x}_{D-1} \rangle \) and \( \langle \hat{x}_1, \hat{x}_2, \hat{x}_3, \ldots, \hat{x}_{D-2}, \hat{x}_D \rangle \) directions.

Third, we summarize the above data of SGS’s and their consistent conditions in the characteristic graph, and obtain the GSD from the graph. For the part with \( S^{D-2} \)’s along \( \langle \hat{x}_1, \hat{x}_2, \hat{x}_3, \ldots, \hat{x}_{D-2} \rangle \) direction, the characteristic graph is a 2-dimensional square lattice with PBC. So according to our discussion in Sec. IV, the characteristic group has \( L^2 \) generators (corresponding to the vertices in the graph) and \((L - 1)^2 \) constraints (corresponding to the 2-cubes in the graph). Because the system we are considering is isomorphic, all the \( \langle D \rangle_{D-2} \) parts give the same results, and the final GSD is just given by the product of the results of different parts.

Finally, we obtain that the GSD of \([D - 3, D - 2, D - 1, D]\) models is given by:

\[
\log_2 GSD = \left( \frac{D}{D - 2} \right) \times (L^2 - (L - 1)^2)
= \left( \frac{D}{D - 2} \right) \times (2L - 1)
= (D^2 - D) \times L - \frac{D^2 - D}{2}.
\]

Again, when \( D = 3 \), the result will restore to the X-cube case.

D. GSD of \([D - 3, D - 2, D - 1, D]\) models on anisotropic lattices

The difference between a \([D - 3, D - 2, D - 1, D]\) model defined on a lattice of the size \( L_1 \times L_2 \times L_3 \times \cdots \times L_D \)
and the isotropic case is similar to a \([0, 1, 2, D]\) model. All SGS’s and their consistent conditions stay the same, we only need to consider variance of the characteristic graphs.

For the part of \( S^{D-2} \)’s along \( \langle \hat{x}_1, \hat{x}_2, \hat{x}_3, \ldots, \hat{x}_{D-2} \rangle \) direction, the characteristic graph is a 2-dimensional square lattice with the size \( L_{D-1} \times L_D \). Therefore, the corresponding characteristic group has \( L_{D-1} \times L_D \) generators and \((L_{D-1} - 1) \times (L_D - 1)\) independent constraints.

As the contribution of other parts can be similarly obtained, the GSD of a \([D - 3, D - 2, D - 1, D]\) model defined on an anisotropic lattice is given by:

\[
\log_2 GSD = \sum_{i=1}^{D} \sum_{j=1}^{i-1} \{ L_i \times L_j - (L_i - 1) \times (L_j - 1) \}
= \sum_{i=1}^{D} \sum_{j=1}^{i-1} \{ L_i + L_j - 1 \}
= \sum_{i=1}^{D} \{ (D - 1) \times L_i - \frac{D^2 - D}{2} \}.
\]

VI. DISCUSSIONS AND CONCLUSIONS

By comparing the GSD of X-cube, \([0, 1, 2, D]\) and \([D - 3, D - 2, D - 1, D]\) models summarized in Table I, we have the following observations. First, in a \([0, 1, 2, D]\) model, the \( \log_2 GSD \) becomes a polynomial. Such a polynomial contains not only the linear and constant terms, but also terms of any degrees that are smaller than \( D - 1 \). Besides, in a \([D - 3, D - 2, D - 1, D]\) model, the \( \log_2 GSD \) is of the same form as X-cube model.

The polynomials \( \log_2 GSD \) in \([0, 1, 2, D]\) models are the most interesting and unprecedented result here, while a complete understanding of these polynomials is still lacking. Here we believe it is beneficial to give some primary discussions about the relation between polynomials \( \log_2 GSD \) and other features of fracton orders.

First, as we have mentioned in Sec. I, in \([0, 1, 2, D]\) models, from the perspective of foliated fracton orders, their leaves admit foliation structures as well. Therefore, we may recognize the orders in \([0, 1, 2, D]\) models as multi-level foliated fracton orders. Or from the perspective of decomposition, it means that when the whole system is in a ground state, the SGS in a \((D - 1)\)-dimensional subsystem also looks like a ground state of a fracton model (more exactly, it looks like a ground state of a \([0, 1, 2, D - 1]\) model). Mathematically, we have already known the relation between the coefficients in the \( \log_2 GSD \) of X-cube model and the 2-foliation of the manifold where the system is defined [18]. The coefficients in all polynomials found in this work are expected to reflect a series of topological and geometric properties of the quantum models and background lattice. For example, as the multi-level foliation structure suggests, the coefficients are likely to contain information of subsystems of various dimensions. Now, as a rigorous and complete discussion of multi-level foliation is still under exploration, some future works seem to be necessary to clarify the relationship between models like \([1, 2, 3, D]\) and multi-level foliation structures.

Second, in our previous work, topological excitations are classified into trivial excitations (denoted as I), simple excitations (denoted as \( E^1 \)), complex excitations (denoted as \( E^2 \)) and intrinsically disconnected excitations
(denoted as $E^d$) in $[d_n, d_s, d_t, D]$ models [50], according to mobility and deformability of topological excitations. Fracton physics of spatially extended excitations can exist in all nontrivial excitations, i.e., $E^a$, $E^c$ and $E^d$, as studied in Ref. [50]. While the GSD polynomials are also derived from $[d_n, d_s, d_t, D]$ models, one may wonder what is the relation between GSD polynomials and existence of nontrivial excitations. A similar question can be answered in $(2+1)$ Abelian topological order where GSD on a torus is equal to the number of distinct topological excitations. But it is hard to firmly answer the question in the present fracton models, which is left to future work.

Besides, we believe the mathematical aspect of polynomial $\log_2 GSD$ may be particularly interesting. Inspired from the foliated fracton orders, we believe the coefficients of such polynomials may reflect the properties of various subsystems. While we consider such a polynomial as a whole, the polynomial itself may represent a novel characteristic of topology and geometry of a high-dimensional object. That is to say, how these coefficients interact each other, and how this information of different subsystems are integrated into a whole, may require more mathematical exploitation. These questions may be answered by considering $[d_n, d_s, d_t, D]$ models on general manifolds [18] which are beyond toric manifolds used in this work.

From another perspective, we can see that the relation between $[0, 1, 2, 4]$ and X-cube model is similar to the relation between X-cube and 2D toric code model. It makes $[0, 1, 2, 4]$ model kind of a “fracton order of fracton order”. Such an observation makes us believe that better knowledge about the relation between higher-dimensional fracton orders and 3D fracton orders may be beneficial to gain deeper insights about a general theory of fracton orders and especially the physics of non-manifold excitations found in Ref. [50].

In this paper, as we have restricted our discussion to models with $[d_n, d_s, d_t, D]$ models with $d_s - d_n = 1$, the generality of computing GSD based on SGS’s is still kind of vague. If it is possible to generalize our computation to other foliated fracton orders, or even Type-II fracton orders, like Haah’s code, is quite worth exploring. Nonetheless, until now we can only case-by-case check if the SGS method works for a given model. Besides, as in principle, we need to exhaust all manifold decomposition $\mathcal{M}$ to assert the SGS method does not work for a model, it seems difficult to understand when the SGS method would fail.

In order to compute the GSD, we demonstrate a method to represent a ground state with a collection of lower-dimensional data. Then it is a natural question to ask if such lower-dimensional representations can be applied to excited states. Since excitations can have representations as composites of collections of subsystem superselection sectors with the form of $(e \ m) + (m \ e)$, such composites may be recognized as being composed of “entangled” topological excitations. Therefore, we believe the decomposition of excitations may also reveal some interesting features of fracton orders, which will be presented in [87].
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Appendix A: Notations and conventions

- $\gamma_d$: d-cube. Firstly appears in Sec. IIA.
- $S^d$: a d-dimensional analog of a cuboid. Firstly appears in Sec. IIA.
- $M^d$: a d-dimensional manifold. Firstly appears in Sec. III.
- $\mathcal{M}$: a $(d_1, d_2, \ldots, d_k)$-decomposition of a given D-dimensional base manifold $M^D$. Firstly appears in Sec. III.
- $[\rho\gamma]^M_{M^d_i}$: a restriction of an Ising configuration on $M^d_i$ to one of its subsystem $M^d_i$. Firstly appears in Sec. III.
- $\Omega_i^\mathcal{M}(c)$: a decomposition of an Ising configuration $c$ on the base manifold to a collection of subsystem specified by $\mathcal{M}$. Firstly appears in Sec. III.
- $[\rho\gamma]^M_{M^d_i}$: a restriction of an X-operator on $M^d_i$ to one of its subsystem $M^d_i$. Firstly appears in Sec. III.
- $\Omega^\mathcal{M}_i(\mathcal{M})$: a decomposition of an X-operator $\mathcal{M}$ on the base manifold to a collection of subsystem specified by $\mathcal{M}$. Firstly appears in Sec. III.
- $c_M$: an Ising configuration $c$ on manifold $M$. When the manifold can be specified from the context, we may omit the subscript $M$.
- $[\rho\gamma]^M_{M^d_i}(x)$: a restriction of a ground state $x$ on the base manifold $M^D$ to one of its subsystem $M^d_i$. Firstly appears in Sec. III.
- $\Omega^\mathcal{M}_i(o)$: a decomposition of an a ground state $x$ on the base manifold to a collection of subsystem specified by $\mathcal{M}$. Firstly appears in Sec. III.
- GSD: ground state degeneracy. Firstly appears in Sec. I.
- SGS: subsystem ground state sector. Firstly appears in Sec. III.
• PBC: periodic boundary condition. Firstly appears in Sec. IV.
• OBC: open boundary condition. Firstly appears in Sec. IV.

Appendix B: Proof of the isomorphism between ground states and consistent combinations of SGS’s

In this Appendix, we prove that for a \([d_n, d_s, d_t, D]\) model defined on toric \(M\) with a manifold decomposition \(\mathcal{M}\), given that (a) \(\mathcal{M}\) contains \((d_s + 1)\)-dimensional subsystems and (b) \(d_s - d_n = 1\), then there is always an isomorphism between ground states of a \([d_n, d_s, d_t, D]\) model and consistent combinations of SGS’s on \(\mathcal{M}\). That is to say, if a combination of SGS’s can be obtained as a decomposition of a ground state \(x\) on \(\mathcal{M}\), then we can always obtain the original ground state \(x\) merely from the information of these SGS’s.

**Proof.** We use contradiction to prove it. For a given \(\mathcal{M}\) including \(\{M^{d_s+1}\}\), we assume that there exists a pair of ground states \(x_1 \neq x_2\), such that

\[
\Omega^s_{\mathcal{M}}(x_1) = \Omega^s_{\mathcal{M}}(x_2). \tag{B1}
\]

As \(x_1\) and \(x_2\) are different ground states, they can always be connected by a logical operator denoted as \(o_x\). So we have

\[
o_x|x_1⟩ = |x_2⟩. \tag{B2}
\]

In a \([d_n, d_s, d_t, D]\) model, when \(d_s - d_n = 1\), we can consider a complete set of logical operators generated by \(W(S^{d_s}) = \prod_{\gamma_{d_s} \in S^{d_s}} \sigma_{\gamma_{d_s}} \), where \(S^{d_s}\) is closed. These logical operators are composed of \(\sigma\)'s operators along closed \(S^{d_s}\)'s. Here, as an \(S^{d_s}\) is required to be totally flat, a closed \(S^{d_s}\) must be extended along all \(d_s\) directions to avoid any boundaries.

Then, we need to notice not all such \(W(S^{d_s})\) generators are independent to each other. The product of \(2^D-d_s\) \(W(S^{d_s})\)'s equals to the trivial logical operator, when these \(S^{d_s}\)' form the \(d_s\)-dimensional boundary of an \(S^D\) that is extended along \(d_s\) directions. That is to say, these \(S^{d_s}\) satisfy the following conditions:

- All \(S^{d_s}\)’s are parallel;
- There are only 2 or 0 \(S^{d_s}\)’s in an \(M^{d_s+1}\).

Such a product is trivialized as it can be written as a product of \(A_{\gamma_D}\) operators.

As \(o_x\) preserves all SGS’s, from Eq. B1, we can see that \(\forall M^{d_s+1} \in \mathcal{M}\), \((\rho^s_{\mathcal{M}})_{M^{d_s+1}}(o_x)\) must be a product of parallel pairs of \(W(S^{d_s})\) operators. Therefore, \(\forall M^{d_s+2} \subset M\), \((\rho^s_{\mathcal{M}})_{M^{d_s+2}}(o_x)\) must be a product of parallel quadruples of \(W(S^{d_s})\) operators. Iteratively, we obtain that \(o_x\) must be the product of groups of \(2^{D-d_s}\) parallel \(W(S^{d_s})\) operators. Consequently, on a toric base manifold \(M\), by removing \(W(S^{d_s})\) operators which compose trivial logical operators, \(o_x\) can be transformed to the identity operator, whose restrictions on all \(M^{d_s+1}\)’s are trivial. As a result, \(o_x\) has to be the trivial logical operator, and it is against our assumption that \(x_1 \neq x_2\).

Thereupon, the map from ground states to combinations of subsystem ground state sectors is an injection. So a ground state \(x\) of a \([d_n, d_s, d_t, D]\) model can be reconstructed from its decomposition on \(\mathcal{M}\).

Finally, we make some comments about the case when \(M\) is not a torus, but a manifold with more complicated topology. Then, the above proof may fail as even though \((\rho^s_{\mathcal{M}})_{M^{d_s+1}}(o_x)\) is a product of 2 \(W(S^{d_s})\)’s, for an arbitrary \(M^{d_s+1} \in \mathcal{M}\), it may be impossible to find a product of \(A_{\gamma_D}\) operators to reduce all these \(W(S^{d_s})\) operators simultaneously. In that case, to reconstruct the original ground state, except for SGS’s, we may also need additional information depending on the topology of the base manifold \(M\). Nevertheless, it is also possible that the original ground state can be reconstructed by adding new subsystems to manifold decomposition \(\mathcal{M}\). As far as we know, more works are needed to obtain a systematic understanding of such problems.
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