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Abstract—This paper presents a set of novel scan-matching techniques for vehicle pose estimation using automotive radar measurements. The proposed approach modifies the Normal Distributions Transform (NDT) — a state-of-the-art scan-matching SLAM technique, widely used in lidar-based localization — to account for particular aspects of radar environment perception. First, the polar NDT (PNDT) is introduced by solving the NDT problem in the polar coordinate system, natural for radar measurements. A better agreement between the measurement uncertainties and their representation in the scan-matching algorithm is achieved. Second, the extension of PNDT to take into account the Doppler measurements — Doppler polar NDT (DPNDT) — is proposed. Third, the SNR of detected targets is added to the optimization procedure to minimize the impact of RCS fluctuation. The improvement over the conventional NDT is demonstrated in numerical simulations and real data processing, showing the ability to decrease the localization error by a factor of 3 to 5, depending on the scenario, with a negligible increase in computational complexity. Finally, a DPNDT extension with the capability to compensate angular bias in array beam-forming is presented. Simulation results and real data processing show the possibility to correct it with the accuracy of 0.1° almost in real-time.
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I. INTRODUCTION

DEVELOPMENTS in the automotive industry show a trend towards a higher level of automation. Current estimates predict that approximately 2% of car sales in the UK alone will comprise of vehicles capable of conditional automation. By 2035, it is projected that 40% of car sales will be Connected and Autonomous Vehicles (CAVs) [1]. CAV refers to a vehicle which accommodates autonomy levels of 3 (conditional automation) and above as defined by the SAE International Standard J3016 [2]. From this 40% around 65% is expected to refer to cars with autonomy levels 4 and 5, meaning high (level 4) to full (level 5) automation will be the standard in these types of vehicles. Examples of high automation are human-activated systems such as automated driving on the freeway with presence of the driver or even automated parking in absence of the driver. Full automation refers to a fully automated driving system without intervention of a human driver [2]. These developments pose additional requirements on the on-board sensor systems, as they are expected to accommodate more complex tasks such as object recognition and localization in urban environments [3].

The most used approach to perform localization in automotive applications is through the Global Positioning System (GPS). However, especially in urban environments, GPS does not provide high enough accuracy for automated driving application due to multi-path interference and non-line-of-sight reception [4]. A technique known as differential GPS uses ground-based reference stations to improve on accuracy, however the accuracy of such systems is only around 1-3 meters [5]. In the applications of highly and fully automated driving, such low accuracy is unacceptable. Solutions to the localization problem exist that make use of range scanning sensors to estimate the vehicle location within a map of its surroundings. This map can be made a priori [6] or simultaneous with the estimation of the vehicle location, which is known as the Simultaneous Localization and Mapping (SLAM) problem [7]. The area of SLAM can be divided into two main groups, techniques that perform full SLAM and techniques that perform online SLAM [4]. Full SLAM techniques aim to construct the whole trajectory and map using all measurements and control inputs, whereas online SLAM typically only uses the current sensor inputs. The full SLAM problem is most often solved using the so-called optimization-based approaches. Examples of this are bundle adjustment [8], [9], and graph SLAM [10], [11], [12]. The working principle of optimization-based SLAM solutions is a two-step approach. First, the measurements and control inputs are used to construct constraints after which both the vehicle location and the map are optimized to conform to these constraints. The methods for solving full SLAM are considered to be too complex to perform in real-time [4].

Online SLAM methods, on the other hand, are well suited for real-time implementation and are solved using filter-based approaches. These filter-based approaches rely on a prediction step and an update step. The prediction step is based on a dynamic evolution model of the vehicle and the control inputs and produces a predicted estimate of the vehicle and map states. The update step in turn uses the sensor inputs to adjust this estimate. Over the years, a variety of implementations of these so-called Bayesian filters have been proposed, some of which are the Kalman filter [13], the extended Kalman filter [14], [15], the Unscented Kalman filter [16], and the particle filter [17]. Over longer distances, SLAM techniques are known to suffer from drift in their location estimates, this is especially common in the filter-based approaches [4]. A
way to compensate for this drift is by using a scan-matching approach. These techniques estimate the pose, i.e. position and heading, of the vehicle relative to a different point in time by maximizing the overlap between the respective range scans. Scan-matching does not require the creation and maintenance of a map of the surroundings [18].

Scan-matching techniques use the point clouds that result from 2D or 3D range scans to estimate the relative pose. Range scans at two different time instances are considered, the so-called “reference scan” and the “current scan”. The objective is to find the relative pose of the vehicle between these two scans. The relative pose is estimated by finding the transformation of the current scan point cloud that results in maximum overlap with the reference scan and in turn relating this transformation of the point cloud to the vehicle pose change [19]. The scan-matching techniques can be divided into two main groups, the feature-based techniques [18], [19], [20], and the distribution-based approaches [21], [22]. The feature-based approaches aim to find the maximum overlap between the scans by minimizing the Euclidean distance between individual features, such as points, lines or surfaces, explicitly. The distribution-based techniques represent the reference scan as a piecewise continuous distribution after which the point of maximum overlap is found by maximizing the probability of the points of the current scan to be at a certain location within this distribution.

Pioneering the distribution-based approaches is the Normal Distributions Transform (NDT) [21]. The NDT converts the 2D range scans from the native polar coordinate frame to Cartesian coordinates, after which the reference scan is represented by a combination of bivariate Gaussian distributions on a fixed Cartesian grid comes with drawbacks such as convergence to local minima which have been addressed in proposed techniques [23], [24]. Additional extensions have been proposed to perform scan-matching using three-dimensional scans [22], [25].

Due to the high resolution of laser scanners (LiDAR), especially in the angular domain [3], [25], [26], and due to the popularity of both laser sensors and scan-matching techniques within the robotics community, existing scan-matching techniques have been optimized to accommodate LiDAR technology. Laser scanners, however, come at a higher cost [26] and perform poorly in bad weather conditions such as heavy rain or fog [27]. Another line of research is devoted to the application of scan-matching techniques to (stereo) cameras [28], [29], which also become sensitive to weather and lighting conditions when mounted on a car.

These shortcomings of laser and optical sensors can be overcome with a complementary mm-wave radar available in the majority of cars with a high automation level. However, the existing scan-matching techniques cannot be applied to radar measurements directly. The feature-based scan-matching approaches are especially not well suited for radar measurements, due to the fluctuations in radar cross section (RCS) for changing observation angles. The RCS of a target is highly dependent on the observation angle, especially in the case of a complex shape [30]. This in turn results in inconsistency in the reflected power of the same target after movement of the vehicle, which can result in missed detections in one of the scans used for scan matching, causing the point clouds to suffer from “floating points” — the primitive detections which do not have a counterpart in the other scan. Another problem that is encountered when using radar scans is the low angular resolution. In radar systems the angular resolution is determined by the antenna dimensions in terms of the wavelength. For uniform linear arrays (ULA) or MIMO radars with a virtual array, it is determined by the number of spacial channels. The current generation of automotive radar offers electronic scanning in azimuth realized via 3 Tx × 4 Rx MIMO arrays [31], [32], which can provide angular resolution of an order of $\Delta \theta_{rad} = 5-10^o$ at the broadside of the radar [33], degrading with deviation from the broadside. This is significantly worse than LiDAR measurements, which have angular resolution of an order of $\Delta \theta_{LiDAR} = 1^o$ [25]. The low angular resolution of radar results in substantial spreading of the target response in the cross-range dimension, depending on target range. The response looks even more complicated after transformation to the Cartesian grid for the conventional NDT, which does not take this effect into account. Moreover, the standard output of the radar (considering standard range-Doppler-angular processing followed by CFAR detection) offers additional information, which can be beneficial for localization, in particular, measurements of the signal-to-noise ratio (SNR) of detected objects and their relative radial velocity with respect to the radar due to Doppler processing. The access to Doppler measurements firstly provides the possibility to filter out the majority of moving targets — the ones which have radial velocity — undesirable in scan matching approaches. Secondly, the access to Doppler measurements is foreseen to give and improvement in cross-range resolution for stationary targets. In application to forward-looking radars, this processing is referred to as Doppler beam sharpening [34], [35]. Thirdly, Doppler measurements provide a reference to a target’s bearing relative to the motion of the vehicle, which can be exploited to estimate an angular bias in the measurements. These particular aspects of radar data are however not exploited in the current state-of-the-art localization techniques.

In this paper we propose a set of novel scan matching techniques for vehicle localization using radar data. We recall the scan matching solution of the NDT and address it directly in polar coordinates, native for the sensor. The proposed technique, called polar normal distribution transform (PNDT), allows us to add Doppler measurements into the scan-matching algorithm. We refer to this extension as Doppler polar NDT (DPNDT). Further, we demonstrate the ability to incorporate measurements of target SNR in the localization problem and the benefits of this approach. Moreover, we show that Doppler measurements enforce a particular structure of the data, which gives the potential for radar angular bias estimation and correction in the operational mode.

Footnote:
FMCW radars have a range estimation bias due to target movements and target migration. We assume that it is properly compensated in the point cloud radar output.
The structure of the paper is as follows: First, the principles of the NDT and its use in finding the maximum overlap are explained in detail in Section II. Section III elaborates on the transformation of the original NDT to accommodate radar measurements. The extension of the DPNDT to perform sensor bias estimation is presented in Section IV. Simulation results of the different techniques can be found in Section V and verification using real data is presented in Section VI. Finally, in Section VII conclusions are drawn.

II. THE NORMAL DISTRIBUTIONS TRANSFORM

The objective of scan-matching SLAM techniques is to find the relative pose $p$ of the vehicle between the two sequential measurements of the environment, referred to as the “reference scan” and the “current scan”. For plane geometry, the relative pose $p = [t_x, t_y, \phi]^T$ defines the translation of the vehicle between two scans along axes $x$ and $y$ (we consider that axis $x$ aligns with the heading of the vehicle), together with the change of heading $\phi$ between the two scans.

The Normal Distributions Transform (NDT) is a scan-matching technique, which utilizes a combination of scaled Normal (Gaussian) distributions defined on a regular subdivision of the plane to represent a scan. This piecewise continuous and twice differentiable description of the map allows for formulation of the objective function as a function of the relative pose $p$ and for solving this optimization problem using Newton’s method. The NDT algorithm is shortly described below; for more details the reader is referred to [21].

A. Scan representation

The conventional implementations of NDT assumes that in each frame the sensor provides a point cloud in 2D Cartesian coordinates corresponding to the detector output. The sensors installed on a car – lidar, camera and radar – perceive the environment in polar coordinates; therefore a polar to Cartesian coordinates mapping (2) of each point is performed. For each frame the sensor provides a point cloud in 2D Cartesian coordinates corresponding to the detector output. The sensors

\[
x'_m = x_m \cos(\phi) - y_m \sin(\phi) + t_x;
\]

\[
y'_m = x_m \sin(\phi) + y_m \cos(\phi) + t_y,
\]

where $[x_m, y_m]$ are the coordinates of point $m$ in the current scan, and $[x'_m, y'_m]$ are the coordinates of point $m$ in the reference scan according to the pose change $p$.

For each mapped point $m$ the corresponding cell in the grid of the reference scan is found and a score is calculated as the value of the scaled Normal probability density function:

\[
\text{score}(x'_m) = \exp\left(\frac{- (x'_m - q_k)^T \Sigma_k^{-1} (x'_m - q_k)}{2}\right),
\]

for $x'_m = [x'_m, y'_m]^T \in C_k$. The objective function of the NDT optimization is then defined as a negative sum of the scores for each point in the current scan:

\[
\min_p - \sum_{m=1}^{M} \exp\left(\frac{- (x'_m - q_k)^T \Sigma_k^{-1} (x'_m - q_k)}{2}\right).
\]

The negative sign is added to formulate a minimization problem to be solved for $p$, which is involved in (4) through the coordinates mapping (2) of each point $x'_m$.

C. The Optimization

The NDT optimization problem (4) is solved using Newton’s method. It requires the definition of the gradient and the Hessian of the objective function with respect to $p$. Data representation via a combination of Normal distributions ensures that both the gradient and the Hessian of the objective function exist at any location within the scan. They are defined from (3) per data point $m$, respectively, via:

\[
g'_m = q'_m \Sigma_k^{-1} \frac{\partial q_m}{\partial p_i} \exp\left(-\frac{q_m^T \Sigma_k^{-1} q_m}{2}\right);
\]

\[
H_{i,j}^m = - \exp\left(-\frac{q_m^T \Sigma_k^{-1} q_m}{2}\right) \left[\begin{array}{c}
\frac{\partial q_m^T \Sigma_k^{-1} \partial q_m}{\partial p_i} \\
\frac{\partial q_m^T \Sigma_k^{-1} \partial q_m}{\partial p_j}
\end{array}\right] + \left(\begin{array}{c}
\frac{\partial^2 q_m^T \Sigma_k^{-1} \partial q_m}{\partial p_i^2} \\
\frac{\partial^2 q_m^T \Sigma_k^{-1} \partial q_m}{\partial p_i \partial p_j} + \frac{\partial^2 q_m^T \Sigma_k^{-1} \partial q_m}{\partial p_j \partial p_i}
\end{array}\right).
\]

Here $q_m = x'_m - q_k$ with $x'_m = [x'_m, y'_m]^T \in C_k$, $g'_m$ is the $i$-th entry of the gradient vector $g_m \in \mathbb{R}^{3 \times 1}$, corresponding to the $i$-th element of $p$ and $H_{i,j}^m$ defines the entry on the $i$-th row and $j$-th column of the Hessian $H_m \in \mathbb{R}^{3 \times 3}$, corresponding to entries $i$ and $j$ of $p$. The subscripts ($\cdot$)$_m$ refer to the calculation of the gradient and Hessian for each data point $m$. The increment step is calculated by averaging gradient and Hessian matrices over the measured point cloud in the current scan and the four overlapping grids to obtain $g$ and $H$; see [21] for the explicit derivations of (5) and (6).

At each iteration, the current scan point cloud is first transformed according to the mapping equations (2), then a
single Newton step is taken to calculate the increment $\Delta p$ by solving the following equation:

$$H \Delta p = -g$$

(7)

$\Delta p$ is added to the previous estimate of $p$ to obtain a new pose estimate, to be used in the next iteration for mapping the point cloud. This process repeats until convergence.

D. Discussion

The NDT provides a powerful tool for scan matching of high-resolution images collected with laser or camera. In radar, the range and angular resolutions are much worse than those of the aforementioned sensors. This leads to spreading of the target responses in these dimensions and significant uncertainty of range and angular measurements of the targets. NDT can be considered as a smoother of these artifacts, but its applicability is limited to the targets representation in the Cartesian grid, while the radar data is naturally represented in polar coordinates. Moreover, conventional automotive radars provide the detection cloud supplemented by additional information, such as Doppler velocity and RCS (or signal-to-noise ratio (SNR), which are related to each other by the radar equation), which is not exploited by the standard NDT. This motivates formulating and solving the scan-matching problem in polar coordinates.

III. The Radar Normal Distributions Transform

The necessary changes to allow for the application of the NDT to radar measurements are detailed in this section.

A. The Polar NDT (PNDT)

In this section, we apply the principles of the NDT to the sensor’s (not particularly radar) range and angle measurements. The proposed technique is called the Polar Normal Distributions Transform (PNDT). The PNDT performs the methodology of the NDT in polar coordinates: Reference scan representation by means of local Normal distributions is created in polar coordinates and the modified mapping equations relate the range-angular measurements of the current scan to the polar coordinates of the reference scan for the given pose change. This leads to new definitions of the Hessian and gradient to be calculated at the optimization step.

1) The Piecewise Continuous Distribution: The steps in which the distribution is created are the same as for the NDT, the difference being the dimensions of the cells that constitute the grids. That leads to the following PNDT representation of the $k$-th grid cell in the reference scan:

$$\tilde{L}(r, \theta) \propto \mathcal{N} \left( \begin{bmatrix} r \\ \theta \end{bmatrix}; \tilde{\mathbf{q}}_k, \tilde{\mathbf{\Sigma}}_k \right).$$

(8)

Note that despite the similarity with (1), the change of coordinates from Cartesian to polar coordinates completely changes the representation of the map (Fig. 1, b, c). Similarly to the above, four overlapping grids are constructed, each with cells with fixed lengths in the range and angle direction. This causes the surface of the cells to become bigger at larger ranges due to the fixed cell width in degrees. By constructing the grid in this way, the resulting distribution shows a more authentic representation of the received radar measurements: both range and azimuth profiles have a Gaussian shape, which is a reasonable main beam approximation of conventional range-angular processing [30].

2) The Point Cloud Mapping Equations: The individual points in the point clouds are now represented by their range $r$ and angle $\theta$. The point cloud of the current scan has to be transformed to the coordinate system of the reference scan given the pose change $p = [t_x, t_y, \phi]^T$, similar to (2). Consider
the geometry of the problem depicted in Fig. 2, the mapping equations are given by:

\[ r_m' = \sqrt{(t_x + r_m \cos(\phi + \theta_m))^2 + (t_y + r_m \sin(\phi + \theta_m))^2}; \]
\[ \theta_m' = \tan^{-1}(t_y + r_m \sin(\phi + \theta_m), t_x + r_m \cos(\phi + \theta_m)). \]  

(9)

Here, \( r_m \) and \( \theta_m \) denote the range and angle measurements of point \( m \) in the current scan, \( r_m' \) and \( \theta_m' \) stand for their mapping in the reference scan. The mapping equations of the form (9) have been used for a point-to-point scan-matching technique in polar coordinates [19].

3) The Optimization: Define the objective function similarly to NDT:

\[
\min \limits_{\mathbf{p}} - \sum_{m=1}^{M} \exp \left[ - \frac{(\mathbf{x}_m' - \mathbf{q}_k)^T \Sigma_k^{-1} (\mathbf{x}_m' - \mathbf{q}_k)}{2} \right],
\]  

(10)

where \( \mathbf{x}_m' = [r_m', \theta_m'] \), and \( \mathbf{q}_k \) and \( \Sigma_k \) are the counterparts of (4) for the distribution in polar coordinates. The optimization is performed with Newton's method, similarly to the NDT.

Since the objective function (10) has the same form as for the NDT, its gradient and Hessian for each data point \( m \) can be expressed similarly to (5), (6) in terms of the first and second order partial derivatives of the term containing the mapped points \( \mathbf{q}_m \) and \( \Sigma_k \) being substituted by their counterparts \( \mathbf{q}_m' \) and \( \Sigma_k' \). The partial derivatives of the polar measurement equations (9) are derived in Appendix A. These expressions are more involved than those of the conventional NDT (21). This, however, has little impact on the overall computational complexity of the algorithm, as demonstrated below.

B. The Doppler Polar NDT (DPNDT)

By addressing the scan matching problem in polar coordinates, a direct reference to the angular measurements becomes available in the mapping equations. This reference can be used to relate the bearing of an object to its measured Doppler velocity. In doing so, the possibility arises to match not only the range and bearing measurements, but also the Doppler measurements.

The relation between the angle of incidence and the Doppler measurements depends on the vehicle's velocity; for a stationary target this relation is given by

\[ v_m = v_{car} \cos(\theta_m). \]  

(11)

Here, \( v_m \) is the measured Doppler velocity of a stationary target \( m, \theta_m \) is the target incident angle and \( v_{car} \) is the velocity of the vehicle in the direction of the broadside of the radar, i.e. in the direction of \( t_x \) (Fig. 2).

It is evident from (11) that in order to incorporate the Doppler measurements and create the Doppler Polar Normal Distributions Transform (DPNDT), an estimate of the velocity of the vehicle should be available. Upon inspection of the geometry in Fig. 2 and by assuming a nearly constant velocity, the vehicle velocity can be calculated using the Euclidean distance of \( t_x \) and \( t_y \), along with knowledge of the frame rate:

\[ v_m = f \sqrt{t_x^2 + t_y^2} \cos(\theta_m). \]  

(12)

with \( f \) the frame rate in hertz. The point cloud in each scan is characterized by their range-angular-Doppler measurements:

\[ \mathbf{x}_m' = [r_m', \theta_m', v_m]^T. \]

1) The Piecewise Continuous Distribution: The goal is to now optimize the overlap between the range, angle and Doppler measurements of the current scan and the reference scan. For this, the 2-dimensional distribution of the PNDT has to be extended to a 3-dimensional distribution spanning not only the range and angle, but also the Doppler measurements:

\[ \tilde{L}(r, \theta, v) \propto N\left((r, \theta, v)^T; \mathbf{q}_k, \Sigma_k\right). \]  

(13)

In the range and angle plane the four overlapping grids are kept and a single additional grid is constructed over the Doppler measurements. The result is four overlapping grids with 3-dimensional cells. For each cell meeting the minimum of three points requirement, again the (now 3-dimensional) mean vector \( \mathbf{q}_k \) and covariance matrix \( \Sigma_k \) are calculated for the reference scan.

2) The Point Cloud Mapping Equations: At each iteration, the point cloud of the current scan has to be transformed according to the estimate of the relative pose. In addition to the range and angle measurements (9), the Doppler measurements are mapped via:

\[ \theta_m' = \tan^{-1}(t_x + r_m \sin(\phi + \theta_m), t_x + r_m \cos(\phi + \theta_m)). \]  

(14)

where \( \theta_m' \) is the mapped angle according to (9).

3) The Optimization: The objective function again takes the shape of (10), (10):

\[
\min \limits_{\mathbf{p}} - \sum_{m=1}^{M} \exp \left[ - \frac{(\mathbf{x}_m' - \mathbf{q}_k)^T \Sigma_k^{-1} (\mathbf{x}_m' - \mathbf{q}_k)}{2} \right],
\]  

(15)

\( \mathbf{x}_m' \) now denoting the three dimensional measurement vector of point \( m \) containing range, bearing and Doppler velocity, and \( \mathbf{q}_k \) and \( \Sigma_k \) the three-dimensional mean and covariance.
The optimization steps are the same as previously. For the optimization of the score function, the partial derivatives of the new mapping equations \(14\) involved in the gradient \(3\) and Hessian \(6\) are derived in Appendix B.

With these preparations, the Newton optimization can be applied to the range-angular-Doppler point cloud directly.

**C. RCS Dependent Scan Matching**

An additional improvement to the construction of the piece-wise continuous distribution is proposed. In addition to the position and Doppler measurements, the power of the received signal can be extracted by means of SNR. Measured SNR can be taken into account at the NDT scan representation and at the optimization step to improve the stability of the algorithm against RCS fluctuations and scintillation of detection points. The received power can be considered as a weight for the optimization step to improve the stability of the algorithm. The modified mapping equations then become:

\[
r'_m = \left( [r_x + r_m \cos(\phi + \theta_m - \epsilon_\theta)]^2 + [r_y + r_m \sin(\phi + \theta_m - \epsilon_\theta)]^2 \right)^{1/2};
\]

\[
\theta'_m = \arctan2 \left( r_y + r_m \sin(\phi + \theta_m - \epsilon_\theta), r_x + r_m \cos(\phi + \theta_m - \epsilon_\theta) \right);
\]

\[
\theta'_m = \theta'_m + \epsilon_\theta;
\]

\[
v'_m = \sqrt{r_x^2 + r_y^2 \cos(\theta'_m, true)}.
\]

Here, the true, i.e. unbiased, mapped bearing of point \(m\) is denoted by \(\theta'_m, true\). The matching of bearings, however, is based on the biased measurements, which are denoted by \(\theta'_m\). By now including the sensor bias \(\epsilon_\theta\) in the estimation vector \(p\) and defining the gradient and Hessian for this new parameter, the sensor bias can be found through the standard optimization steps. The gradient and Hessian are closely related to those regarding the heading \(\phi\) and are presented in Appendix C.

The accuracy of potential bias estimation depends on the available Doppler resolution. To distinguish between any angles \(\theta\) and \(\theta + \Delta \theta\), the Doppler measurements should be able to distinguish between \(v_1 = v_{car} \cos(\theta)\) and \(v_2 = v_{car} \cos(\theta + \Delta \theta)\), in other words, the Doppler resolution should satisfy:

\[
\Delta v \leq |v_{car} (\cos(\theta) - \cos(\theta + \Delta \theta))| = \left| v_{car} \sin \left( \frac{\theta + \Delta \theta}{2} \right) \sin \left( \frac{\Delta \theta}{2} \right) \right| \approx v_{car} \sin \left( \left| \theta \right| \right) |\Delta \theta|,
\]

where we assume that \(\Delta \theta\) is small. Substituting the maximum observation angle for \(\left| \theta \right|\) (typically observation angle is limited to \(\left| \theta \right| \leq 60^\circ\)) in (19) defines a simple relation between the achievable accuracy of angle bias correction and radar Doppler resolution. It shows that more accurate bias estimation can be archived by increasing the velocity of the vehicle or by improving Doppler resolution. The latter comes at the price of decreased frame rate and may be not feasible in automotive radars with a fixed data processing chain. Moreover, it explicitly shows that the proposed technique is not applicable in the case of a stationary platform.

For example, consider an automotive radar with 3 Tx and 4 Rx channels operating at 79 Ghz with the frame rate 40 frames per second (FPS). It provides Doppler measurements with velocity resolution \(\Delta v = \lambda/T_{frame} \approx 0.15\) m/s, where \(\lambda\) is the wavelength at the carrier frequency. Considering maximum observation angle \(\left| \theta \right| = 60^\circ\) and a velocity of the car \(v_{car} = 20\) m/s, the achievable accuracy of angular bias estimation is \(\Delta \theta \approx \Delta v / (v_{car} \sin (\left| \theta \right|)) \approx 0.5^\circ\).

**V. SIMULATIONS**

For the verification of the proposed techniques and the comparison to the conventional NDT, a ground truth of the
vehicle location is required. In Section VI the procedures and results of an experiment using an automotive radar in a dense environment are presented. In this experiment, GPS data is used as a reference. However, as mentioned in Section I the accuracy of GPS is not sufficient to function as a ground truth, even more so in a dense environment. To test the algorithms with reference to a ground truth, realistic simulations of radar data were undertaken and used for performance assessment of the proposed techniques.

A. Simulating Radar Measurements

A gray-scale map is created of the surroundings of a vehicle. Different shapes are used to simulate different types of objects, each object being characterized by a certain RCS which is represented by its gray-scale value. The resulting map is shown in Fig. 3. Within this map, a starting position is chosen which will serve as the reference pose.

From this starting position, 100 relative poses are randomly generated. These realizations are in line with an almost constant-velocity linear trajectory of a vehicle moving at approximately 15 km/h and a frame rate of 10 Hz. At each pose, a radar frame is generated according to the following steps:

1) Extract part of the image around the current pose;
2) Interpolate the Cartesian image to polar coordinates over a fine grid, restricting the field of view to ±60°;
3) Add the Doppler signature in the slow time dimension for each range-angle cell by calculating the Doppler velocity (11);
4) Apply the inverse Fast Fourier Transform in the angular dimension to obtain a range-Doppler-spacial frequency element cube. Apply a low-pass filter for the spacial frequencies and down-sample it to create the response of a 12 (3 Tx × 4 Rx) element array with λ/2 spacing;
5) Add thermal noise;
6) Perform target detection in the range-Doppler domain and apply classical beam-forming for the detected targets to find the corresponding angle.

The result is a collection of scans each containing detected targets with corresponding range, angle, Doppler velocity and SNR values.

The radar signals are simulated as if they were acquired by a 3 Tx × 4 Rx automotive radar, capable of measuring at a range resolution of ΔR ≈ 17 cm and a Doppler resolution Δv ≈ 0.02 m/s with a maximum measurable range of 40 meters. The measurements are simulated using a signal to noise ratio of 30 dB and a detection threshold of 15 dB.

For the validation of the sensor bias estimation, an artificial bias of −0.5° is added to all measured angles. As mentioned in Section IV in order to estimate such a small angular bias, a high Doppler resolution is required, the chosen Doppler resolution of Δv ≈ 0.02 m/s will suffice.

B. Results of the Algorithms Applied to Simulation Data

The proposed scan-matching techniques are now evaluated on these simulated scans. The resulting pose estimates are compared to the ground truth by calculating the Euclidean distance to the actual position and the root mean square error (RMSE) of the heading, along with their standard deviations, over the 100 frames. Additionally, the execution time is compared and the performance of the sensor bias estimation is examined.

In order to ensure convergence to the correct minimum, initialization of the estimation vector is needed. This is done by estimating the vehicle velocity by rewriting (11) into the following form:

\[ \hat{v}_{\text{car},m} = \frac{v_m}{\cos(\theta_m)} \]

which results in an estimate of the vehicle velocity based on each point m. By taking the median value of these individual values, the vehicle velocity \( \hat{v}_{\text{car}} \) can be estimated. Here \( \hat{v}_{\text{car}} \) is used to initialize \( t_x \), by taking into account the frame rate.

1) Pose Estimates: Fig. 4 shows the average errors of pose estimation over the 100 realisations. In the plots, the performance of the conventional NDT is compared to that of the proposed PNDT and DPNT by showing their respective errors for different grid cell sizes (2 m, 3 m and 5 m) and the different methods of SNR incorporation. From these figures it is clear that both the PNDT and the DPNT show significant improvements over the conventional NDT. The incorporation of the SNR has minor impact on the performance of all techniques, which can be partially explained by the simplicity of the simulated scene. The cell size also seems to have little influence on the results.

2) Execution Time: The average execution times per frame of the PNDT and DPNT are compared to the execution time of the NDT in Tab. 4. It shows the average execution time per frame, normalized through division by the average execution times of the NDT for the different simulation set-ups under
It is seen that the considerable improvement of the PN DT over the NDT comes at only a very small increase in the execution time. The DPNDT consumes a factor of 1.4 - 1.7 more computational time than the NDT, slightly more than the PN DT, which is expected due to its 3D representation. While not outperforming the PN DT, the DPNDT does show consistency and low errors, which is promising for the additional feature of possible bias correction.

3) Sensor Bias Estimation: Fig. 5 a shows the estimated sensor bias for each of the 100 matched frames and for the different SNR incorporation techniques. It shows high consistency around the correct value with some outliers which occur when the algorithm converges to a local minimum. That issue can be resolved by applying e.g. a median filter to the provided estimates. The results after applying a median filter of order 20 are presented in Fig. 5 b and show a very accurate estimation of sensor bias (the variability is less than 0.1° after filtering, while the beam-width in the bore-sight is about 10°).

The median and average estimated bias over all 100 frames along with the standard deviation (before median filtering) are presented in Tab. II. It demonstrates that by taking the median value over all 100 frames, the bias can be estimated with an error of approximately 0.05°.

TABLE I: Average execution time of the scan matching algorithms normalized to the average execution time of the conventional NDT

|                | R = 2 m | R = 3 m | R = 5 m |
|----------------|---------|---------|---------|
|                | None    | Score   | Dist    | Both    | None    | Score   | Dist    | Both    |
| PN DT          | 1.10    | 1.11    | 1.11    | 1.11    | 1.06    | 1.06    | 1.05    | 1.06    |
| DPNDT          | 1.49    | 1.42    | 1.51    | 1.49    | 1.47    | 1.47    | 1.45    | 1.47    |

TABLE II: Average value (mean), standard deviation (std) and median of the estimated sensor bias before median filtering for the different SNR incorporation techniques

|                                | mean [°] | std [°] | median [°] |
|--------------------------------|----------|---------|------------|
| No SNR incorporation           | -0.66    | 0.32    | -0.55      |
| SNR incorporation in the score  | -0.53    | 0.50    | -0.57      |
| SNR incorporation in the dist   | -0.60    | 0.88    | -0.55      |
| SNR incorporation in both       | -0.38    | 1.30    | -0.54      |

For experimental verification, measurements were made using an evaluation board of a commercially available automotive radar chip attached to the front of a car according to
A. Set-up of the Experiment

For collection of the data a commercially available automotive radar chip operating at a frequency of 79 GHz was used. The radar system contains a $3 \times 4$ MIMO array operating at a bandwidth of 860 MHz. The angular resolution is approximately $\Delta \theta = 8^\circ$, the range resolution is $\Delta R = 0.17$ m and the Doppler resolution in one frame is $\Delta v = 0.04$ m/s. The radar provides 10 FPS. The maximum measurable range is $R_{\text{max}} = 94$ m and the field of view of the radar is $\pm 60^\circ$. During the experiment, the car was driving at $v_{\text{car}} \approx 15$ km/h on a quiet road on the TU Delft campus. The collected data was pre-processed into a range-angle-Doppler data cube after which median detection was performed. In order to filter out any non-stationary targets, the vehicle velocity was estimated for each target within a scan according to (20) after which the median value was taken over the points. Using this estimate of the velocity, non-stationary targets were filtered out by discarding any target that did not meet the criterion $|v_m - \hat{v}_{\text{car}} \cos(\theta_m)| < 0.5$ m/s.

For performance assessment, the scan matching was applied to 15 seconds of data, which results in 150 data frames.

B. Results of the Algorithms Applied to Experimental Data

Similarly to the above, the estimation vector is initialized using an estimate of the vehicle velocity according to (20) and a cell size of 0.5 meters is chosen. As mentioned before, the GPS data does not present a reliable ground truth. To assess the performance of the different techniques, the individual pose estimates are combined into a trajectory after crude filtering of outliers, which is then drawn on top of a map of the surroundings, using the GPS data as a reference. The filtering is performed by discarding estimates that are not reasonable for the assumed vehicle model, removing estimates of which the translation in the $x$-direction is more than 0.75 m, the translation in the $y$-direction is more than 0.2 m, and the change in heading is more than $10^\circ$. These are very reasonable assumptions for the vehicle’s velocity at a framerate of 10 Hz, even for a nonlinear vehicle motion model. Discarded estimates are replaced by a vector containing estimates $t_x$ and $t_y$ of the previous frame and a heading $\phi$ of zero. The results of this approach are given in Fig. [7] In this representation, the traversed trajectories are indicated by the black lines, the shapes and bars denote the estimated position and heading, respectively, at time intervals of 10 frames (1 second). The offset from the road in the reconstructed trajectory is due to the starting point being chosen according to GPS data. Immediately it stands out that the techniques underestimate the traversed distance in the $t_x$-direction as compared to the GPS. A possible reason for that is a synchronization error between the GPS and radar measurements: a GPS receiver providing 1 FPS was used and the data acquisition was done in a homemade software not optimized for real-time application, which resulted in the fact that the number of frames with the same GPS stamp had a jitter between 8 and 12. When looking at the distance traversed according to the GPS within any given time frame, the velocity needed to accomplish this is higher than the velocity that was driven during the experiment. This observation is corroborated by the fact that the maximum measured Doppler velocities are consistently approximately 0.5 m/s lower than needed to travel the distance provided by the GPS data.

1) Pose Estimation: The main problem that can be seen with the unaltered NDT is the poor performance regarding the
estimation of the traversed distance in the \( t_x \)-direction. It is also seen that the estimation errors within the trajectory propagate through to a large offset at the end of the trajectory, which is especially clear from the trajectory of the DPNDT in Fig. 7c. This makes this way of presenting the results somewhat suboptimal. Overall, it is clear that the estimates using the DPNDT construct the smoothest trajectories, with very little sporadic changes. In each case, the DPNDT underestimates the traversed distance in the direction of \( t_x \) by 7.5 – 8.5 m, which is in line with the higher velocity according to the GPS data of approximately 0.5 m/s over 15 seconds (150 consecutive frames at 10 Hz). In this case, the incorporation of SNR does seem to have an effect; especially in the case where the SNR is taken into account in both the score and the distribution, the trajectories for each technique follow a fairly straight path.

2) Execution Time: The execution times of the PNDT and DPNDT are presented in Table III. Again, this table shows the average execution time normalized to that of the NDT. It is clear that in this case the DPNDT suffers from significant increase of the computational complexity, resulting in much longer execution times.

3) Sensor Bias Estimation: During the gathering of experimental data, the radar system was attached to the front of the car at a slight offset from the center to ensure visibility of the license plate. Because of the curvature of the bumper this resulted in a bias in the angular measurements. This bias, however, was not measured. Moreover, the last full antenna array calibration in an anechoic chamber was performed approximately one year before this measurement campaign. Therefore, the ground truth of the angular bias was not accessible. To validate the performance of the sensor bias estimation technique, an artificial bias of 1° was added to each of the experimental data frames, similar to the approach in the verification on simulations. The sensor bias is then estimated for the case with and without the addition of this artificial bias and the difference is compared to the chosen artificial bias.

For the estimation of the sensor bias, 200 consecutive frames were used. This larger amount of frames was chosen since the sensor bias estimate showed a large amount of
TABLE IV: Average value, standard deviation and median of the estimated sensor bias for the different SNR incorporation techniques

| Technique                        | w/o art. bias [°] | w/ art. bias [°] | Difference [°] |
|----------------------------------|-------------------|-----------------|---------------|
| No SNR incorporation             | -0.75             | 0.11            | 0.97          |
| SNR incorporation in the score    | -0.51             | 0.01            | 0.55          |
| SNR incorporation in the distribution | -0.79             | 0.12            | 0.95          |
| SNR incorporation in both         | -0.69             | 0.15            | 0.95          |

outliers. The considered frames are frame 20 through 220, the first 20 frames are discarded since the vehicle was stationary at that time. Fig. 8 shows the estimated sensor bias per frame before and after addition of the artificial bias, after application of a median filter of order 100 (10 seconds of data). The 200 consecutive, unfiltered estimates before the addition of the artificial bias are subtracted from the estimates after the addition of the artificial bias. To this difference a similar median filter is applied. The results are shown in Fig. 8 c.

Tab. IV shows the median values of the estimated sensor bias before and after addition of the artificial bias, along with the median of their differences. The median estimation of the bias in the default setting shows that the radar measurements suffered a bias of −0.5 to −0.8° from the heading direction of the car, which can be a reasonable consequence of the installation on the bumper and of a possible drift of the calibration coefficients. The results with adding artificial bias demonstrate that the added difference can be estimated with approximately 0.03 − 0.05° accuracy. In the case where only the score is weighted according to the SNR, the bias estimate suffers a considerable offset, which is also seen when looking at Fig. 8 c.

VII. CONCLUSION

In this paper, we have addressed the problem of accurate vehicle localization using high-resolution radar measurements. The improvements over the Normal Distributions Transform (NDT) — an established technique for vehicle localization — are brought by solving it in the natural for the radar sensor polar coordinate system, introduced by the Polar Normal Distributions Transform (PNDT). The technique is further extended to the Doppler PNDT (DPNDT), which allows for the first time to incorporate Doppler velocity measurements in a scan-matching algorithm. Furthermore, the impact of target SNR on the localization performance is accounted for with the additional modification of the cost function and distribution, which makes the algorithms more resistant to target RCS fluctuations, compared to the existing scan-matching techniques. Simulation results and experimental data processing demonstrate a significant improvement of the proposed techniques (PNDT and DPNDT) — by a factor of 3 to 5 in the MSE of localization — over the conventional NDT. This comes with only a small increase (about 10-70%) of the computational load. Real data processing shows that the incorporation of SNR in both the score and the distribution is a beneficial approach for the NDT, PNDT and DPNDT.

Moreover, we demonstrated that the explicit dependency of the Doppler measurements and the target angle of incidence can be used to correct the angular bias of the radar. Simulation results and real data processing indicated that this bias can be estimated with 0.1° accuracy by processing just a few seconds of data in real-time operation.
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APPENDIX A. ELEMENTS OF GRADIENT AND HESSIAN MATRICES OF PNDT

A. The First Order Partial Derivatives

**Range:**

\[
\begin{align*}
r'_m &= \sqrt{[x_i + r_m \cos(\phi + \theta_m)]^2 + [y_i + r_m \sin(\phi + \theta_m)]^2} \\
\frac{\partial r'_m}{\partial t_x} &= \frac{[x_i + r_m \cos(\phi + \theta_m)]}{\sqrt{\alpha}} \\
\frac{\partial r'_m}{\partial t_y} &= \frac{[y_i + r_m \sin(\phi + \theta_m)]}{\sqrt{\alpha}} \\
\frac{\partial r'_m}{\partial \phi} &= \frac{r_m [y_i \cos(\phi + \theta_m) - x_i \sin(\phi + \theta_m)]}{\sqrt{\alpha}}
\end{align*}
\]

**Angle:**

\[
\begin{align*}
\theta'_m &= \arctan2[y_i + r_m \sin(\phi + \theta_m), x_i + r_m \cos(\phi + \theta_m)] \\
&= \arctan \left\{ \frac{t_y + r_m \sin(\phi + \theta_m)}{t_x + r_m \cos(\phi + \theta_m)} \right\} + C,
\end{align*}
\]

with \( C \) a constant depending on the quadrant. Using notation \( p = [t_x, t_y, \phi] \), we can write:

\[
\begin{align*}
\frac{\partial \theta'_m}{\partial t_x} &= \frac{1}{1 + \beta^2} \frac{\partial \beta}{\partial t_x} \\
\frac{\partial \beta}{\partial t_x} &= \frac{t_y - r_m \sin(\phi + \theta_m)}{[t_x + r_m \cos(\phi + \theta_m)]^2} \\
\frac{\partial \beta}{\partial t_y} &= \frac{1}{1 + \beta^2} \frac{\partial \beta}{\partial t_y} \\
\frac{\partial \beta}{\partial \phi} &= \frac{r_m^2 + t_x r_m \cos(\phi + \theta_m) + t_y r_m \sin(\phi + \theta_m)}{[t_x + r_m \cos(\phi + \theta_m)]^2}
\end{align*}
\]

where \( i \in \{1, 2, 3\} \).

B. The Second Order Partial derivatives

**Range:**
\[
\frac{\partial^2 r_m'}{\partial t_x^2} = \frac{\partial}{\partial t_x} \left[ t_x + r_m \cos(\phi + \theta_m) \right] \frac{\partial r_m'}{\partial t_x} \\
\frac{\partial^2 r_m'}{\partial t_y^2} = \frac{\partial}{\partial t_y} \left[ t_y + r_m \sin(\phi + \theta_m) \right] \frac{\partial r_m'}{\partial t_y} \\
\frac{\partial^2 r_m'}{\delta^2} = -\frac{r_m \sqrt{\alpha} \sin(\phi + \theta_m) + [t_x + r_m \cos(\phi + \theta_m)] \frac{\partial r_m'}{\partial \phi}}{\alpha} \\
\frac{\partial^2 r_m'}{\partial t_x \partial \phi} = \frac{\sqrt{\alpha} - [t_x + r_m \cos(\phi + \theta_m)] \frac{\partial r_m'}{\partial t_x}}{\alpha} \\
\frac{\partial^2 r_m'}{\partial t_y \partial \phi} = \frac{\sqrt{\alpha} - [t_y + r_m \sin(\phi + \theta_m)] \frac{\partial r_m'}{\partial t_y}}{\alpha}
\]

\[
\text{Recall:}
\]

\[
\frac{\partial \alpha}{\partial t} \frac{\partial \gamma}{\partial t} = t_x \\
\frac{\partial \gamma}{\partial t} = t_y \\
\frac{\partial \gamma}{\partial \phi} = 0 \\
\frac{\partial \delta}{\partial t_x} = -\sin(\theta_m') \frac{\partial \theta_m'}{\partial t_x} \\
\frac{\partial \delta}{\partial t_y} = -\sin(\theta_m') \frac{\partial \theta_m'}{\partial t_y} \\
\frac{\partial \delta}{\partial \phi} = -\sin(\theta_m') \frac{\partial \theta_m'}{\partial \phi}
\]

\[
\frac{\partial \nu_m'}{\partial t_x} = f \left( \frac{\partial \gamma}{\partial t_x} \delta + \frac{\partial \delta}{\partial t_x} \right) \\
\frac{\partial \nu_m'}{\partial t_y} = f \left( \frac{\partial \gamma}{\partial t_y} \delta + \frac{\partial \delta}{\partial t_y} \right) \\
\frac{\partial \nu_m'}{\partial \phi} = f \left( \frac{\partial \delta}{\partial \phi} \right)
\]

\[
\text{C. The First Order Partial Derivatives}
\]

\[
\frac{\partial^2 \theta'}{\partial p_i \partial p_j} = \left[ \frac{1}{1 + \beta^2} \frac{\partial^2 \beta}{\partial p_i \partial p_j} - \frac{2 \beta}{(1 + \beta^2)^2} \frac{\partial \beta}{\partial p_i} \frac{\partial \beta}{\partial p_j} \right]
\]

where \(i, j \in \{1, 2, 3\}\).

The second-order partial derivatives of \(\beta\) then given by:

\[
\frac{\partial^2 \beta}{\partial t_x^2} = 2 \frac{t_y + r_m \sin(\phi + \theta_m)}{[t_x + r_m \cos(\phi + \theta_m)]^3} \\
\frac{\partial^2 \beta}{\partial t_y^2} = -1 \frac{[t_x + r_m \cos(\phi + \theta_m)]^2}{[t_x + r_m \cos(\phi + \theta_m)]^3} \\
\frac{\partial^2 \beta}{\partial t_x \partial \phi} = -\frac{r_m \sqrt{\alpha} \sin(\phi + \theta_m) + [t_x + r_m \cos(\phi + \theta_m)] \frac{\partial r_m'}{\partial \phi}}{\alpha} \\
\frac{\partial^2 \beta}{\partial t_y \partial \phi} = \frac{\sqrt{\alpha} - [t_y + r_m \sin(\phi + \theta_m)] \frac{\partial r_m'}{\partial \phi}}{\alpha}
\]

\[
\text{APPENDIX B. ELEMENTS OF GRADIENT AND HESSIAN MATRICES OF DPNDT}
\]

Recall:

\[
v_m' = f \sqrt{\frac{\nu^2 + \nu'^2}{\gamma^2}} \cos(\theta_m')
\]

with \(\theta_m'\) being defined in \(g\).
\[
\begin{align*}
\frac{\partial^2 \delta}{\partial t^2} &= -\delta \left( \frac{\partial^2 \theta_m}{\partial t^2} \right)^2 - \frac{\partial^2 \theta_m}{\partial t^2} \\
\frac{\partial^2 \delta}{\partial t \partial \phi} &= -\delta \frac{\partial \theta_m}{\partial t} \frac{\partial \theta_m}{\partial \phi} - \frac{\partial \theta_m}{\partial t} \frac{\partial \theta_m}{\partial \phi} \\
\frac{\partial^2 \delta}{\partial \phi^2} &= -\delta \left( \frac{\partial^2 \theta_m}{\partial \phi^2} \right)^2 - \frac{\partial^2 \theta_m}{\partial \phi^2}
\end{align*}
\]

Appendix C. Elements of Gradient and Hessian Matrices of DPNDT with Joint Sensor Bias Estimation

A. The First Order Partial Derivatives

\[
\begin{align*}
\frac{\partial \theta'_m}{\partial \epsilon} &= -\frac{\partial \theta'_m}{\partial \phi} \\
\frac{\partial \theta'_m}{\partial \delta} &= -\frac{\partial \theta'_m}{\partial \phi} - 1 \\
\frac{\partial \theta'_m}{\partial \gamma} &= -\frac{\partial \theta'_m}{\partial \phi}
\end{align*}
\]

B. The Second Order Partial Derivatives

\[
\begin{align*}
\frac{\partial^2 \theta'_m}{\partial t^2} &= -\frac{\partial^2 \theta'_m}{\partial t^2} \\
\frac{\partial^2 \theta'_m}{\partial t \partial \phi} &= -\frac{\partial^2 \theta'_m}{\partial t \partial \phi} \\
\frac{\partial^2 \theta'_m}{\partial \phi^2} &= -\frac{\partial^2 \theta'_m}{\partial \phi^2}
\end{align*}
\]

Angle:

\[
\begin{align*}
\frac{\partial^2 \theta'_m}{\partial x \partial \theta} &= -\frac{\partial^2 \theta'_m}{\partial x \partial \phi} \\
\frac{\partial^2 \theta'_m}{\partial y \partial \theta} &= -\frac{\partial^2 \theta'_m}{\partial y \partial \phi} \\
\frac{\partial^2 \theta'_m}{\partial \phi^2} &= -\frac{\partial^2 \theta'_m}{\partial \phi^2}
\end{align*}
\]

Velocity:

\[
\begin{align*}
\frac{\partial^2 v'_m}{\partial t^2} &= f \left( \frac{\partial^2 \gamma}{\partial t^2} + \frac{\partial^2 \delta}{\partial t^2} + 2 \frac{\partial \gamma}{\partial t} \frac{\partial \delta}{\partial t} \right) \\
\frac{\partial^2 v'_m}{\partial t \partial \phi} &= f \left( \frac{\partial^2 \delta}{\partial t \partial \phi} + \frac{\partial \gamma}{\partial t} \frac{\partial \delta}{\partial \phi} \right) \\
\frac{\partial^2 v'_m}{\partial \phi^2} &= f \frac{\partial^2 \delta}{\partial \phi^2}
\end{align*}
\]
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