An Assisted Diagnosis Model for Cancer Patients Based on Federated Learning
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Since the 20th century, cancer has been a growing threat to human health. Cancer is a malignant tumor with high clinical morbidity and mortality, and there is a high risk of recurrence after surgery. At the same time, the diagnosis of whether the cancer is in situ recurrence is crucial for further treatment of cancer patients. According to statistics, about 90% of cancer-related deaths are due to metastasis of primary tumor cells. Therefore, the study of the location of cancer recurrence and its influencing factors is of great significance for the clinical diagnosis and treatment of cancer. In this paper, we propose an assisted diagnosis model for cancer patients based on federated learning. In terms of data, the influencing factors of cancer recurrence and the special needs of data samples required by federated learning were comprehensively considered. Six first-level impact indicators were determined, and the historical case data of cancer patients were further collected. Based on the federated learning framework combined with convolutional neural network, various physical examination indicators of patients were taken as input. The recurrence time and recurrence location of patients were used as output to construct an auxiliary diagnostic model, and linear regression, support vector regression, Bayesling regression, gradient ascending tree and multilayer perceptrons neural network algorithm were used as comparison algorithms. CNN’s federated prediction model based on improved under the condition of the joint modeling and simulation on the five types of cancer data accuracy reached more than 90%, the accuracy is better than single modeling machine learning tree model and linear model and neural network, the results show that auxiliary diagnosis model based on the study of cancer patients in assisted the doctor in the diagnosis of patients, As well as effectively provide nutritional programs for patients and have application value in prolonging the life of patients, it has certain guiding significance in the field of medical cancer rehabilitation.
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INTRODUCTION

Since the 20th century, the improvement of information storage capacity and the continuous improvement of information processing speed have promoted the rapid development of the data storage industry and big data information technology, and at the same time produced a huge thrust for the birth and development of emerging industries. At present, the amount of data output in the medical field is increasing exponentially. Through effective data resource storage and transmission management technology, combined with big data mining technology, the utilization efficiency and intelligence of data in the medical field have been improved (1, 2), giving medicine rapid development of the field has injected new impetus. This paper studies the influencing factors of postoperative recurrence of cancer patients, and proposes a federated learning model suitable for predicting the auxiliary diagnosis and prediction of cancer patients. The clinical data of patients is collected and combined with the prediction model to predict the location of cancer recurrence in recovered patients. Further Assisting doctors in diagnosis and improving the survival rate of cancer patient’s has certain significance in the fields of cancer care, rehabilitation and clinical diagnosis.

With the continuous improvement of the material living standard of human society, the living environment and lifestyle of human beings have also changed correspondingly. The cancer problem that comes with it has become one of the most serious problems threatening human health. According to the International Agency for Research on Cancer According to the estimated data of “Global Cancer Incidence and Mortality in 2018” (GLOBOCAN2018) (3), there were approximately 18.1 million new cancer cases and 9.6 million cancer deaths worldwide in 2018. In 1971, the United States first proposed the concept of “tumor rehabilitation” (4), the main purpose of which is to help cancer patient’s recover their mental, physical and physical functions under cancer conditions and limited treatment. The way of cancer rehabilitation mainly depends on the nature of the tumor and the stage of development of the tumor (5). Early detection and rehabilitation of cancer have greatly improved the survival rate and quality of life of patients. However, the factors affecting cancer patient’s recurrence after surgery are complex, so it is very challenging to predict the condition and trend of cancer patient’s after surgery. In this regard, many scholars have done some work. Based on the evaluation data of cancer patients, some scholars have classified and predicted benign or malignant tumors, predicted postoperative recurrence time, and predicted the type of tumor. And trend research (6–8), the continuous development of machine learning and deep learning fields has also played a huge role in assisting cancer diagnosis and treatment (9, 10). However, there are two problems in the development of machine learning technology. On the one hand, data security is difficult to guarantee, and privacy protection issues are becoming more and more serious. On the other hand, because data sharing has become a new trend, and in order to prevent leakage of data among enterprises, data protection has been strengthened, and data in the era of big data has been reduced. Sharing, machine learning has encountered obstacles in data sharing training, resulting in the phenomenon of “data islands” (11). In the medical environment, the phenomenon of data islands also exists among hospitals. In order to break the phenomenon of “data islands”, Google proposed the concept of federated learning (12) in 2016, which was originally used to solve Android mobile terminals. The problem of users updating the model locally, the design goal is to carry out between multiple parties or multiple computing nodes under the premise of ensuring information security during big data exchange, protecting terminal data and personal data privacy, and ensuring legal compliance and efficient machine learning. Among them, the machine learning algorithms that can be used in federated learning are not limited to neural networks, but also include important algorithms such as random forests. This model effectively solves the problem of privacy protection during data sharing between various enterprises. This model not only improves the security of data sharing between enterprises, on the other hand, because of the data sharing between enterprises, the accuracy of the training model also increases. At the same time, diagnosing whether the cancer is recurring in situ and predicting the time of recurrence are crucial for the patient’s next rehabilitation treatment. According to statistics, about 90% of cancer-related deaths are caused by failure to prepare for cancer recurrence and cancer cell metastasis. Therefore, research on accurately predicting the location of cancer recurrence and resetting time under the premise of ensuring data security is for cancer Clinical diagnosis and treatment are of great significance.

AUXILIARY DIAGNOSIS MODEL CONSTRUCTION RELATED WORK

At present, cancer has always been a worldwide medical problem. With the gradual increase in the incidence of cancer, traditional cancer rehabilitation forecasts and cancer rehabilitation programs given by doctors through their own experience can no longer meet the needs of patients, and cancer is generally difficult to achieve a complete cure. The effect of cancer treatment is often limited to improving symptoms, with the goal of improving the quality of life of patients during the survival period and prolonging life span. Although cancer patients cannot be completely cured, more and more advanced technologies are applied in the medical field. The current 5-year survival rate of patients with advanced cancer has increased from 2%~5% decades ago to 16%~23% today. In the future, the accumulation of cancer patient data and the vigorous development and application of artificial intelligence will have more advantages than traditional medical models. In the long run, the application of artificial intelligence will surely drive the field of cancer rehabilitation diagnosis to high-end, personalized, precise, and intelligent. This research will adopt the convolutional neural network algorithm based on the federated learning framework to predict the recurrence time and location of cancer patients. On the one hand, federated learning has sufficient guarantee for the safety of cancer patient data. On the
other hand, cancer patient’s data is predicted under the federated learning framework, which provides a guarantee for the safety of patient data among hospitals, greatly increases the amount of training data, and makes the training model more accurate in the end, which benefits multiple parties. Finally, the doctor outputs the results and patient information through the model. Analysis of the correlation degree, timely intervention in the rehabilitation process of patients, in order to improve the survival time of patients.

**Federated Learning**

In the context of the gradual maturity of machine learning and the realization of automatic identification and intelligent decision-making, in order to solve the problem of data privacy protection, federated learning (13–16) emerged as a potential solution. Since the training data is still stored locally in the participants during the federated learning process, this mechanism can not only realize the sharing of the training data of each participant, but also ensure the protection of the privacy of each participant (17). The basic workflow of federated learning mainly includes:

1. Participants download the initialized global model from the cloud server, use the local data set to train the model, and generate the latest local model update (model parameters).
2. The cloud server collects various local update parameters and updates the global model through the model averaging algorithm. Because of the unique advantage of federated learning-a unified machine learning model can be trained from the local data of multiple participants under the premise of protecting data privacy.

Its main innovation is to provide a distributed machine learning framework with privacy protection features. Its working principle is as shown in Figure 1, and it can cooperate with thousands of participants in a distributed manner for a specific machine learning model. Iterative training, an iterative process of federated learning is as follows:

1. The client downloads the global model $\lambda_{t, k+1}$ from the server.
2. Client $k$ trains local data to obtain local model $\lambda_{t, k}$.
3. Clients of all parties upload local model updates to the central server.
4. The server performs a weighted aggregation operation after receiving the data from all parties to obtain the global model $\lambda_t$.

Among them, represents the local model update of the $t$-th round of communication of the $k$-th client, and represents the global model update of the $t$-th round of communication.

It can be seen from the introduction and flow chart that the federated learning technology has the following characteristics.

1. The original data participating in the federated learning is kept on the local client, and only the model update information is interacted with the central server, and there is no data transmission in plain text.

**FIGURE 1**  | Federated learning workflow.
2. The model jointly trained by the participants of federated learning will be shared by all parties who contribute training data.
3. The final model accuracy of federated learning is similar to that of centralized machine learning, and the accuracy is stronger.
4. The higher the quality of the training data of the federated learning participants, the higher the global model accuracy.

Federated learning can be divided into three categories: Horizontal Federated Learning, Vertical Federated Learning, Federated Transfer Learning. Horizontal federated learning is essentially the union of samples. The scope of application is where there is a large overlap of participant data features and a small overlap of user data. The data that can be used for joint modelling training is that part of the data where both parties have the same data characteristics but the users are not identical. For the part of the data, the horizontal federated learning application scenarios are more extensive. For example, between banks A and B in the same region, their businesses are similar (features similar), but users are different (different samples). Another example is the patient data of Hospital A and Hospital B for a particular case, which is also perfectly suitable for horizontal federal learning. There is data A in data B. Under the framework of the federated horizontal learning model, the server only conducts joint training for the common features of data A and data B and the parameters are returned to the participants. For this study, we have a total of three hospitals participating together. We select the experimental data strictly in combination with the characteristics of horizontal federated learning, and finally establish the model under the condition of ensuring that the data of each hospital is protected.

Localized Differential Privacy Protection Method
Differential privacy is a privacy definition first proposed by Cynthia Dwork in 2006 (18), which was developed in a specific scenario of statistical disclosure control. Differential privacy provides a kind of information theory security guarantee, so that the output result of the function is insensitive to any specific record in the data set. Differential privacy can be divided into centralized differential privacy and localized differential privacy according to the different ways of data mobile phones. The two are different from the stages of differential data. Centralized differential privacy requires a trusted third party to collect data and perform data differential work in a unified manner. However, the current problem is that it is difficult to find a trusted third party in our lives. Therefore, in the context of federated learning, localized differential privacy can fit well with the encryption process required by the federated learning framework. The data is preprocessed using the idea of localized differential privacy, and then the federated learning framework is used for subsequent operations to fully improve the data. The safety of the user and the safety of the user.

Localized differential privacy can transfer the data privacy processing process to each participant in federated learning, and the participants will process and protect the data themselves, which will further improve the security of the data, which is defined as (19, 20): for any one Localized differential privacy function \( f(x) \), its domain (domain) is \( \text{Dom}(f) \), range (range) is \( \text{Ran}(f) \), for any input \( x, x' \in \text{Dom}(f) \), output \( y \in \text{Ran}(f) \), we call function \( f \) provides (\( \xi \)) localized differential privacy protection, \( y \) is the final output, currently only when it meets:

\[
\Pr[f(x) = y] \leq e^\xi \Pr[f(x') = y]
\]  

In the above formula, \( \xi \) represents the privacy budget. The concept of localized differential privacy is similar to the concept of federated learning. In fact, we have combined the idea of localized differential privacy in the realization of this research.

Convolutional Neural Network
CNN was proposed in 1998 by Yann LeCun of New York University (21). CNN is essentially a multilayer perceptron. The key to its success lies in the way it uses local connections and shared weights. On the one hand, it reduces the number of weights and makes the network easy to optimize, and on the other hand, it reduces overfitting risk (22). CNN is a kind of neural network. Its weight sharing network structure makes it more similar to biological neural network, which reduces the
complexity of the network model and reduces the number of weights. The model structure of CNN is shown in Figure 2.

With the continuous increase in the incidence of cancer, the difficulty in detecting early cancer symptoms, and the various uncertainties in rehabilitation after cancer surgery, cancer has become the number one killer of human health today. In response to this difficulty and uncertainty, the CNN algorithm is widely used in cancer CT image detection and cancer postoperative recurrence prediction with its strong recognition ability and high prediction accuracy. The American artificial intelligence AI uses deep learning (CNN) to diagnose and treat cancer (23), and trains a deep convolutional neural network model to detect cancerous transformation of normal cells by letting artificial intelligence algorithms learn cancer CT images that far exceed the number of consultations of human doctors in a lifetime. The purpose is to achieve the purpose of early detection and early treatment.

In addition to showing high performance in recognizing cancer CT images, CNN also shows its powerful side in cancer prediction. As we all know, prostate cancer is the most common and the second most deadly cancer among American men. The classification of prostate cancer based on histological image Gleason classification is of great significance in patient risk assessment and treatment planning. In response to this problem, the regional convolutional neural network model was used to detect epithelial cells to predict the risk of cancer. After model training and experimental testing, the accuracy rate reached 99.8% (24).

In summary, CNN, as one of the deep learning algorithms, has mature theoretical foundations and experimental cases for cancer CT image detection and recognition or cancer incidence prediction, which provides theoretical guidance for the cancer rehabilitation medical recommendation system designed in this paper.

CNN is an artificial neural network with high recognition ability. In CNN, there are multiple neuron connections between each layer of the network. The convolution kernel is actually a user-defined size and weight matrix, which acts on the local perception domains in different regions of the same image, and extracts each local perception domain. And generate input values for the next layer of neurons. The convolutional layer convolves the input features, and the pooling layer reduces the size of the feature map through spatial variance averaging or maximum operation. The activation function we use ReLU (22). The main advantage of CNNs is that they are easier to train and have fewer parameters than fully connected networks with the same number of hidden units. The feature map is shown in formula (2). The pooling layer performs secondary extraction of input features through specific pooling rules, and its feature map is shown in formula (3).

$$H_i = f(H_{i-1} \ast \omega_i + b_i)$$

(2)

$$H_i = f(\text{pooling}(H_{i-1})) + b_i$$

(3)

Among them, $H_i$ is the feature map, $f(x)$ is a nonlinear activation function, “$\ast$” is the convolution operation of the convolution kernel and the feature map, $\omega$ is the weight vector $b$ is the bias, pooling ($x$) is a pooling rule, for example Average pooling layer, maximum pooling layer and random pooling layer.

The structure of the convolutional neural network designed in this paper takes into account the sample data as 6 indicators. The size of the convolutional layer is $3 \times 3 \times 128$, $3 \times 3 \times 256$, $3 \times 3 \times 512$, and the pooling layer is uniformly designed to have a size of $2 \times 2$.

(1) Convolutional layer: the $j$-th feature image of the first layer is expressed as:

$$X_j = g(\sum_{x_i \in M} x_i * k_{ij} + b_j)$$

(4)

Among them, the nonlinear activation function $g$. The set of feature maps connected between the l-1th layer and the $j$-th feature map of the lth layer is denoted as $M_l$, which means the set of input feature images. The offset is denoted as $b_j$. The convolution kernel connecting the $i$-th feature map in the l-1 layer and the $j$-th map in the l-th layer is denoted as $k_{ij}$.

(2) Pooling layer: The pooling layer is denoted as the l-th layer, and the $j$-th feature map $x_l$ of the lth layer is expressed as:

$$x_j = w_{\text{pool}}(X_j) + b_j$$

(5)

Among them, the weight coefficient $x_j = w_j \text{pool}(X_l) + b_j$ is denoted as $w_j$ and the real number is taken in the general experiment. The bias is denoted as $b_j$, and the pooling function is denoted as $\text{pool}()$. There are maximum pooling, average pooling, random pooling, and LP pooling.

(3) Fully connected layer: the output vector $x'$ of the fully connected layer:

$$x' = (\beta')^T \nu^{l-1} + b'$$

(6)

Among them, the vector generated by the feature map of the pooling layer of the l-1 layer or the output vector of the feature map of the convolutional layer is denoted as $\nu^{l-1}$, the bias is denoted as $b'$, and the weight coefficient matrix is denoted as $\beta'$.

(As early as 2004, the Stanford University Medical and Mathematics Interdisciplinary Research of Cancer Patient Rehabilitation Intelligence Evaluation Model has been established, and it has shown its huge application prospects in clinical applications for hundreds of thousands of American cancer patients. In China, we In conjunction with the Stellite Cancer Data Analysis Laboratory, Hebei and Shanxi and other hospitals, it has long-term evaluated and tracked the rehabilitation process of thousands of cancer patients in China, analyzed their clinical data and rehabilitation data, and established Model of the system suitable for Chinese patients)

### Federated Learning Model Based on Convolutional Neural Network

In order to optimize the recurrence time and the accuracy of the recurrence location of cancer patients in the rehabilitation stage, and to solve the insufficient amount of data in a single hospital (25, 26), this question paper proposes a cancer patient-assisted diagnosis model that combines federated learning and convolutional neural networks. Use federated learning to protect user data privacy and expand the amount of data, and...
at the same time allow participants to collaborate to train a global model without sharing each other’s private data. For each participant, the local data needs to be pre-processed, including digitization, and standardized to convert the original data into a standard data format, and then the local data is the first step to protect the local data with local differential privacy.

The iterative process completes the training of parameters locally for the convolutional neural network model deployed by the third party, and the parameters include the convolution kernels and offset terms of each layer. Post-encryption training on patient data using homomorphic encryption, followed by uploading of parameters. After receiving the model parameters uploaded by the client, the server will iterate the model according to the configuration of the central server, update the parameters of the current model, and persist it for the next round of training parameter upload and aggregation before returning it to the participants. The iterative process of our overall model follows the basic federated learning iterative process, in which we fuse a convolutional neural network adapted to cancer patient data samples and configure the model to form continuous iterations. According to the data supply characteristics of each participant, we adopt the rules of horizontal federated learning and unify the data standards.

In actual training, we consider that each participating hospital only exchanges encrypted correlation coefficients with the server. This experiment is based on the case where the data scale of each hospital is equal or the difference is not large. The training model algorithm is as follows: **Algorithm 1 Shown.**

### Algorithm 1 CNN-FL model based on local differential privacy

```plaintext
1 For Iteration t do
   /* Service-Terminal: */
   2 \( w_t = \frac{1}{Q} \sum_{q=1}^{Q} w_{q,t} \);
   3 Send \( w_t \) to each participant;
   /* participants: */
   4 for Participant \( q \) do
      5 Do Localized differential privacy
      6 \( \omega_t^q = w_t \);
      7 For Local epoch e do
         8 \( \omega_t^q = \omega_t^q - \eta \frac{\partial}{\partial X^q} Z^{\rho} \);
      9 End
   10 End
   11 End
```

Among them, \( Q \) represents the participant of \( Q; \omega_t \) represents the global model parameter during iteration \( t; w_{q,t} \) represents the model parameter of the \( q \)-th participant at iteration \( t; \eta \) represents the learning rate; \( X^q \) represents the training of the \( q \)-th participant data set. It should be noted that differential privacy protection is added to the user side of the algorithm, and

![FIGURE 3](image-url) | CNN-FL model structure.
after a partial differential privacy model is initially formed, it constitutes a global model for user homogenization upload parameter training.

As shown in Algorithm 1 above, each participant needs to use the local data set to train the CNN model. The model is shown in Figure 3 below. In each iteration, each model participant first uploads the current model correlation coefficient to the server. The global model is updated by averaging the latest correlation coefficients of each participant. In the next iteration, each participant downloads the latest global model parameters and uses local data to train the CNN model. Iterate continuously until the overall model is optimal.

The current CNN-FL model has 100 participants. After 50 iterations, the global model parameter is \( o_{50} \). At the 51st iteration, each participant’s initial local model parameter \( o_{51} = o_{50} \) (the value interval of \( k \) is \([1, 100]\)). After 51 iterations, the global model is updated to \( a_{51} = \frac{1}{100} \sum_{k=1}^{100} o_k \).

### CONSTRUCTION OF REHABILITATION DATA SAMPLE SET BASED ON FEDERATED LEARNING

According to the characteristics of federated learning and long-term medical consensus (27, 28), ASC carcinogenic factor research report and TIES.IO cancer assessment data, 12 factors that affect cancer recurrence are comprehensively selected: gender, age, basic score, tumor score, immune score, basic Nutrition score, nutritional comparison score, safe intake score, total nutrition score, microenvironment score, psychological score, aerobic activity score, collect data from cancer patients and score, use statistical correlation coefficient Pearson correlation coefficient, Spearman correlation coefficient to compare the sample Enter the indicators for correlation research, and finally determine 6 influencing factors: tumor score, immune score, basic nutrition score, psychological score, microenvironment score, aerobic exercise and advanced homework. The Pearson correlation coefficient is shown in Table 1. The related items of each index score and their weights are shown in Table 2. The weights are given based on the experience of doctors and experts (29). The data set in this article was collected from Shanxi Provincial People’s Hospital and Hebei Tumor Hospital, etc., a collaborative experiment in Beijing, China The office is responsible for cancer data evaluation and data processing, as well as liaison with various hospitals.

It can be seen from Table 2 that each index has a certain correlation, and we can see that the tumor index and the immune index are positively correlated, indicating that the stronger the immune index, the weaker the tumor index. Moreover, there is a negative correlation between psychological indicators and tumor indicators. The more ideal these indicators, the longer the patient will have to relapse.

### EXPERIMENTAL SIMULATION AND RESULT ANALYSIS

#### Cancer Aided Diagnosis Model

We build a cancer-assisted diagnosis model. Based on the evaluation criteria of each indication described above, we trained and tested the machine learning-assisted diagnosis and treatment model on 500 sets of data (5 groups of 500 different cancer patient’s), and first established the input and output vectors, Among which sample input and output: the six major indicators of immune indication, tumor indication, microenvironment indication, psychological indication, nutrition indication, aerobic exercise and advanced homework as input, the predicted recurrence time and recurrence position As an output, the experimental results are shown in Figure 4 below. We combined medical knowledge and intelligent diagnosis and treatment models to set the prediction error range of cancer recurrence time to ±6 months. During the experiment, we used the linear model of machine learning, the tree model, and the neural network of the multi-layer perceptron (MLP) in deep learning is used to test the cancer-assisted diagnosis model.

Based on multiple iterative experiments and multiple experiments, combined with the absolute error of the cancer recurrence time, the accuracy of the prediction of the recurrence time of cancer patients further improved. The model can predict cancer recurrence time and location and take preventive measures against cancer recurrence. The model’s evaluation results are shown in Table 2. The model’s evaluation results are shown in Table 2. The model’s evaluation results are shown in Table 2.
time of the five types of cancer patient’s is between 65%-85%. This result proves that the model has practical application value. The doctor can complete the diagnosis and treatment of the patient based on the results and refer to the various indicators of the patient, and this result is only completed in a unilateral modeling situation with a limited amount of data, and then we can determine whether the recurrence of the cancer patient has metastasized to another location, where 1.0 is The original position, 2.0 is that the cancer cells have metastasized. The test was performed using the constructed auxiliary diagnosis model. The test results of the neural network using the multi-layer perceptron (MLP) are shown in Figure 5.

It can be clearly seen from the figure above that the MLP network has been trained and tested on 100 sets of samples. The final performance of the MLP network is 90%, and the algorithm that predicts the location of cancer recurrence (that is, whether the cancer cell has metastasized to other parts of the body) can reach 90%. It was unstable. We subsequently simulated the patients, and showed excellent application prospects under the condition of unilateral machine learning modeling and insufficient data.

From the Table 3, we know whether the cancer cells of the patient in the sample have metastasized and whether they have recurred in situ. By predicting simulation and simulation, only one-way machine learning modeling can achieve very impressive results. Then, we proposed a method A convolutional neural network-assisted diagnosis model based on federated learning. On the one hand, this model protects the data privacy of patients. On the other hand, through the joint modeling of multiple hospitals, they can share each other’s data but protect each other’s privacy.

**Convolutional Neural Network Aided Diagnosis Model Based on Federated Learning**

We analyze the disadvantages of data processing of cancer patient’s based on machine learning. Among them, machine learning adopts unilateral modeling, and the data is unprotected. The amount of data in a single hospital is not sufficient, but it still achieves good results, but diagnosis and treatment based on machine learning The model is difficult to truly enter the application level and faces many data security issues. Therefore, we established a convolutional neural network-assisted diagnosis model based on federated learning, built the FL-CNN model based on the federated learning framework, and used privacy protection methods. The model parameter transmission updates the model, and after several rounds of parameter updates, we analyze the cancer recurrence time and the accuracy rate of the recurrence location in five types of cancer patients. The data volume used under the federated learning framework (after differential privacy) is shown in Table 4 below, based on the federated The experimental results of the learned convolutional neural network cancer recurrence time simulation model are shown in Figure 6 below.

From Figure 6 above and Figure 4, it can be clearly seen that the parameters updated after multiple iterations of each participant through the federated learning framework based on the convolutional neural network-based auxiliary diagnosis model have obvious accuracy under 500 simulated simulation samples. Under the condition of an absolute error of ±6 months, although a certain proportion of noise data has been added to the participants to make each participant achieve homogeneity, the final experimental results indicate that the model simulates recurrence in various cancer patient’s The time accuracy can reach more than 90%. Through the comparison of the two methods, the federated learning enables the model to be trained locally on the basis of the patient data privacy and security, and the updated parameters are returned to update the overall model, which expands The patient data sample further improves the accuracy of the model. The intelligent diagnosis model can assist doctors in diagnosing cancer patients to a certain extent. It has application prospects and is of great significance for prolonging the lives of cancer patients. It also provides a way for doctors to diagnose patients. Effective reference and Table 5 is a comparison of the above figure with the recurrence time and the pros and cons of the model. After that, we conducted corresponding experiments on whether the cancer cells metastasized when the patient’s cancer recurred, and used the diagnosis and treatment model to assist doctors in the
diagnosis and rehabilitation of cancer patients. With the iteration and parameter return of the model under the federated learning framework, the recurrence position gradually stabilized at around 90%, we finally learned through the federated learning model that the recurrence time is also in a different state with the changes of various indicators. This shows that regulating different indicators can help cancer patients to a certain extent. The interactive interface is designed to facilitate the doctor’s understanding, see Figure 7 below.

The auxiliary diagnosis system based on the federated learning framework has greatly increased the data sample size, increased the number of data iteration rounds, and guaranteed
data security, greatly improving the accuracy of the model, and we have given an interactive design diagram. In order to facilitate the application of this model, through the accurate model and analysis of the correlation between various indications and cancer recurrence time, doctors can finally use the model and medical knowledge to intervene in the patient’s rehabilitation process, affect the patient’s rehabilitation indications, and improve patient survival rate.

**FIGURE 5** | Recurrence location model for cancer assisted diagnosis based on machine learning. (A) Liver cancer. (B) Kidney Cancer. (C) Breast cancer. (D) Stomach cancer. (E) Uterine cancer.

**TABLE 3** | Unilateral modeling and simulation of recurrence location.

| MLP neural network | Liver cancer | Kidney Cancer | Breast cancer | Stomach cancer | Uterine cancer |
|--------------------|--------------|---------------|---------------|----------------|---------------|
| In-situ (simulation)| 60%          | 77%           | 61%           | 91%            | 86%           |
| Transfer (simulation)| 40%      | 23%           | 39%           | 9%             | 14%           |
| In situ (actual) | 62%          | 80%           | 60%           | 89%            | 76%           |
| Transfer (actual) | 36%          | 20%           | 40%           | 11%            | 24%           |
CONCLUSION

In the context of the continuous improvement of international privacy protection laws and regulations, data security gradually being valued by the public, and the prevalence of “data islands”, this article combines multiple hospitals with cancer patient data, and uses federated learning, neural networks, and localized differential privacy. Based on the homogenization of the center, a set of federated learning auxiliary diagnosis models for cancer patients was constructed, and the unilateral modeling machine learning assisted diagnosis models were compared. The accuracy and safety of the models have been greatly improved.

| TABLE 4 | Introduction to the data set of participants. |
|---|---|---|---|
| Overall model data information (after localized differential privacy) | Hebei A Hospital, China | Shanxi B Hospital, China | Beijing C Hospital, China |
| Liver cancer | 800-900 (1000) | 800-900 (1000) | 800-900 (1000) |
| Kidney Cancer | 300-350 (400) | 300-350 (400) | 300-350 (400) |
| Breast cancer | 300-350 (400) | 300-350 (400) | 300-350 (400) |
| Stomach cancer | 175-215 (250) | 175-215 (250) | 175-215 (250) |
| Uterine cancer | 200-250 (300) | 200-250 (300) | 200-250 (300) |

**FIGURE 6** | Recurrence time model of cancer assisted diagnosis based on federated learning.
federated learning model effectively expand the training data of cancer patients, and protect the privacy and security of cancer patient’s data. This study only cooperated with three hospitals and one biological laboratory. Although the amount of data has increased significantly, there are still shortcomings for fatal cancers. It is expected that in the future, the number of participants will gradually increase. As the model is constantly updated, the cancer intelligent diagnosis and treatment system will eventually play its value.

Federated learning is one of the methods that can solve the current data security sharing problem. Compared with artificial intelligence methods that are widely used in all walks of life, such as unilateral machine learning and fuzzy systems, federated learning shows great advantages such as improving data privacy protection and expanding data volume. We have achieved gratifying results by applying it and applying it to the rehabilitation of cancer patients. It is expected to come, with continuous exploration and innovation. The phenomenon of “data islands” between various industries and enterprises will be broken, and data from all parties will be shared more reasonably and safely, allowing artificial intelligence to be applied to all corners of us, and we will continue to work on assisted diagnosis solutions for cancer patient’s The research, combined with more advanced mathematical models and machine learning models, and safer federated learning privacy protection methods, is to find the best solution for cancer patients on the premise of protecting patient data security and expanding cancer patient data.
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