WEAK TYPE (1,1) ESTIMATES FOR INVERSES OF DISCRETE ROUGH SINGULAR INTEGRAL OPERATORS.

MACIEJ PALUSZYŃSKI AND JACEK ZIENKIEWICZ

Abstract. We obtain weak type (1,1) estimates for the inverses of truncated discrete rough Hilbert transform. We include an example showing that our result is sharp. One of the ingredients of the proof are regularity estimates for convolutions of singular measure associated with the sequence $[m^\alpha]$, see [13].

1. Introduction

Suppose $1 < \alpha \leq 1 + \frac{1}{1000}$, $0 < \theta < 1$ are fixed parameters. For a non-negative number $M$ we consider a family of operators on $\ell^2(\mathbb{Z})$

$$
\mathbb{H}_M f(x) = \sum_{M^\theta \leq s \leq M} \mathcal{H}_s f(x) = \sum_{M^\theta \leq s \leq M} \sum_{m > 0} \varphi_s \left( \frac{m^\alpha}{s} \right) f(x - [m^\alpha]) - f(x + [m^\alpha]), \quad x \in \mathbb{Z}
$$

for some sequence $\varphi_s$, which is uniformly in $C^\infty_c(\frac{1}{2}, 2)$. It is by now a routine fact that the operators $\mathbb{H}_M$, the truncated Hilbert transforms, are bounded on $L^p$, $1 < p < \infty$ with norm estimates uniform in $M$ and $\theta$. The analogous weak type $(1, 1)$ estimate seems to be unknown. For a fixed $\theta$, by a rather routine application of the methods of [4], [16] and [18] the operators $\mathbb{H}_M$ can be shown to be of weak type $(1, 1)$ uniformly in $M$. The subject of the current paper has been inspired by [3]. There, a theorem has been proved ([3], Theorem 3), which for our purposes can be formulated as follows:

Theorem. Suppose $K$ is a kernel in $\mathbb{R}^d$ satisfying $K(x) = \Omega(x)/|x|^d$, where $\Omega$ is homogeneous of degree 0, $\Omega \in L^q(S^{d-1})$ and has mean 0.
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Denote $Kf = K * f$. Suppose further that for some $\lambda \in \mathbb{C}$ the operator $\lambda \text{Id} + K$ is invertible in $L^2(\mathbb{R}^d)$. Then $(\lambda \text{Id} + K)^{-1}$ is of form $\Lambda \text{Id} + K'$, where the kernel $K'$ satisfies the same assumptions as $K$.

It immediately implies:

**Corollary** ([3], [4], [6], [15]). *In the setting of the above theorem, the operator $(\lambda \text{Id} + K)^{-1}$ is of weak type $(1,1)$.*

The principal object of the current work is to extend the above theorem to the case of discrete rough Hilbert transforms $H_M$. For a fixed $\theta$ we prove the uniform in $M$ estimates for $\| (\lambda \text{Id} + H_M)^{-1} \|_{\ell^1 \to \ell^1, \infty}$, provided such an estimate exists in the sense of $\ell^2$. By the previous general remark, this goal is accomplished through the following representation theorem, which is the main result of this paper

**Theorem 1.** *Suppose $1 < \alpha \leq 1 + \frac{1}{1000}$ and let $\theta$ be such, that $\alpha - 1 < \theta < 1$. Fix $\lambda \in \mathbb{C}$ and suppose that for some constant $C_I$ we have

$$\left\| (\lambda \text{Id} + H_M)^{-1} \right\|_{\ell^1 \to \ell^1, \infty} \leq C_I, \quad \text{for } M \geq M_0. \quad (2)$$

Then, there exists $M_1 = M_1(C_I, \lambda)$ such that for $M \geq M_1$ the kernel of the operator $(\lambda \text{Id} + H_M)^{-1}$ has the form

$$\lambda \text{Id} + \beta \text{Id} + K, \quad (3)$$

where $K$ is the classical discrete Calderon-Zygmund kernel, and we have a uniform in $M \geq M_1$ estimate

$$\| \lambda \| + \| \beta \| + \left\| K \right\|_{\ell^1 \to \ell^1} + \left\| K \right\|_{CZ} \leq C_1(C_I, \lambda), \quad (4)$$

where

$$\| K \|_{CZ} = \sup_{y \neq 0} \sum_{|x| \geq 2|y|} |K(x) - K(y)|.$$

Moreover, the above restriction on $\theta$ is sharp (we make this statement precise in Theorem 4 in the next section).

Applying standard Banach algebras arguments (eg. [8]), for each fixed $M$, the kernel of the operator $(\lambda \text{Id} + H_M)^{-1}$ is in $\ell^1((1 + |x|)^N)$ for any $N \geq 0$. In particular $(\lambda \text{Id} + H_M)^{-1}$ is bounded on $\ell^1$, but the weak type $(1,1)$ estimate obtained in this way becomes unbounded when $M \to \infty$. Also, by selfduality of the multiplier problem, the uniform in $M$ upper bound for $\| (\lambda \text{Id} + H_M)^{-1} \|_{\ell^1 \to \ell^1, \infty}$ requires assumption (2).
It is worthwhile to put our result in a more general context. First we note that for the convolution Calderón-Zygmund operators in the continuous setting, the invertibility theorems are by now classical. Similarly, the resolvent of the discrete Hilbert transform, if it exists as an operator on $\ell^2(\mathbb{Z})$, is a discrete Calderón-Zygmund operator. This fact seems to be folklore and can be proved by an application of Fourier transform or by the method of [3]. The discrete analogues of the classical singular integrals have been studied intensively, see some examples [1], [2], [5], [10], [11], [13]. We believe, that our results fit well within this line of research.

Acknowledgement. We thank the reviewer for the remarks which significantly improved the overall presentation of the paper.

2. Main Theorem

Let us recall, that we have fixed parameters $\alpha$, $\theta$ with $1 < \alpha \leq 1 + \frac{1}{1000}$, $0 < \theta < 1$. We introduce a family of algebras, which are subalgebras of the algebra of operators on $\ell^2$.

Definition 2. We consider the family of operators $T$, which are convolution operators on $\mathbb{Z}$, with kernels of the form

$$T = \lambda \text{Id} + \beta \mathbb{H}_M + \sum_{M^\theta \leq s < \infty \atop s \text{ dyadic}} K_s,$$

(we identify convolution operator with its kernel), where the operator $\mathbb{H}_M$ is the truncated Hilbert transform:

$$\mathbb{H}_M f(x) = \sum_{M^\theta \leq s \leq M \atop s \text{ dyadic}} \mathcal{H}_s f(x)$$

with

$$\mathcal{H}_s f(x) = \sum_{m > 0} \varphi_s \left( \frac{m^\alpha}{s} \right) \frac{f(x - [m^\alpha]) - f(x + [m^\alpha])}{m}$$

for some sequence $\varphi_s$ which is uniformly in $C^\infty_c(\frac{1}{2}, 2)$. We require that the kernels $K_s$ satisfy:

(i) $\sum_x K_s(x) = 0$,

(ii) $\text{supp } K_s \subset [-s, s]$,

(iii) $\sum_x |K_s(x)|^2 \leq \frac{D^2}{s}$,
(iv) $\sum_x |K_s(x + h) - K_s(x)|^2 \leq D_s^2 \left( \frac{|h|}{s} \right)^{\gamma_0}$, for some small positive $\gamma_0$ depending only on $\delta = \theta - (\alpha - 1)$.

For a fixed $M$ we put

$$\|\{K_s\}\|_{A_M} = \sup_{M^\theta \leq s < \infty} D_s,$$

and

$$\|T\|_{A_M} = \inf \{ |\lambda| + |\beta| + \|\{K_s\}\|_{A_M} \},$$

where the infimum is taken over all representations of the operator $T$ in the form $[5]$. 

In fact $A_M$ is a Banach algebra with the norm $C\|T\|_{A_M}$ for certain constant $C$ independent of $M$. Moreover, 

$$K = \sum_{M^\theta \leq s < \infty} K_s$$

is Calderón-Zygmund kernel with constant controlled by $\|T\|_{A_M}$.

We are now ready to formulate the two theorems leading immediately to Theorem 1.

**Theorem 3.** Let $\theta > \alpha - 1$. Assume that for some fixed $\lambda \in \mathbb{C}$ and a constant $C_1$ all operators $\lambda \text{Id} + \mathbb{H}_M$ are invertible for $M \geq M_0$ and $\|(\lambda \text{Id} + \beta \mathbb{H}_M)^{-1}\|_{l^2 \rightarrow l^2} \leq C_1$. Then for $M \geq M_1$ we have $\|(\lambda \text{Id} + \beta \mathbb{H}_M)^{-1}\|_{A_M} \leq C(C_1, \lambda)$.

**Theorem 4.** Let $\theta < \alpha - 1$. There exists a sequence of functions $\varphi_s$ and a compact set $\Gamma \subset \mathbb{C}$ such that the corresponding Hilbert transform $[7]$ satisfies $\|(\lambda \text{Id} + \mathbb{H}_M)^{-1}\|_{l^2 \rightarrow l^2} \leq C_1$ for all $M$ and $\lambda \in \Gamma$, and the estimate $\|(\lambda \text{Id} + \mathbb{H}_M)^{-1}\|_{l^1 \rightarrow l^1, \infty} \leq C$, does not, for any $C$, hold uniformly in $\lambda \in \Gamma$ and $M$.

**Remarks:**

(i) The range of $\alpha$’s considered in Theorem 3 is not optimal, and can be improved using the methods from [12], [18] or a variant of the argument used in this work to prove Lemma 6.

(ii) Theorem 3 is probably also true with $[m^\alpha]$ replaced by $[m^\alpha \varphi(m)]$, where $\varphi$ is a function of the Hardy class considered in [12].

(iii) For values of $\theta < 1$ close to 1 Theorem 3 could be proved using
regularising effect in $\ell^2$ of the kernel $H_M$. Known estimates for the Fourier transform $\hat{H}_M$ seem, however, to be too weak to cover the entire range of $\theta$ considered in this paper.

(iv) In the proof of Lemma 12 we could have used a weaker statement of Lemma 6 at a cost of a more sophisticated argument. We believe that Lemma 6 is of some independent interest, because of its relation to certain type of Waring problem (see [7], [17]). This is one reason we have chosen the variant of proof we present.

(v) Condition (2) is always satisfied for sufficiently large $|\lambda|$. If we only consider real valued $\varphi_s$, more can be said. Since the kernels $H_M$ are anti-symmetric, the Fourier transform $\hat{H}_M$ is purely imaginary and also anti-symmetric. Thus (2) is equivalent to $\lambda \not\in [-iN, iN]$, where $N \geq 0$. Using the estimates from [7] it can be shown that

$$N = \limsup_{M \to \infty} \sup_{\xi \in \mathbb{R}} \left| c_\alpha \sum_{M^{\theta} \leq s \leq M} \int_0^\infty \sin(\xi t^\alpha) \varphi_s(t^{1/\alpha}) \frac{dt}{t^{1-1/\alpha}} \right|$$

(where $c_\alpha$ is explicitly computable).

(vi) We refer the reader to our subsequent paper [14] for a sharper version of Theorem 4, see Remark at the end of Section 5.

Theorem 3 is an immediate consequence of the following result, which exploits the mixed-norm submultiplicity properties of algebras $A_M$.

The idea of using such estimates to solve the problem of invertibility of singular integral operators first appeared in [3].

**Theorem 5.** Let $A_M$, $M \geq M_0 \geq 1$ be a family of algebras, consisting of bounded convolution operators on $\ell^2$, with norms $\| \cdot \|_{A_M}$, satisfying

$$\|T_1 T_2\|_{A_M} \leq C_A \left( \|T_1\|_{\ell^2 \to \ell^2} \|T_2\|_{A_M} + \|T_1\|_{A_M} \|T_2\|_{\ell^2 \to \ell^2} \right) + C_A \epsilon(M) \|T_1\|_{A_M} \|T_2\|_{A_M},$$

$$\|T_1 T_2\|_{A_M} \leq C_A \|T_1\|_{A_M} \|T_2\|_{A_M},$$

where the constant $C_A$ does not depend on $M$ and $\epsilon(M) \to 0$ as $M \to \infty$. Suppose all operators from the sequence $T^{(M)}$ are invertible on $\ell^2$ and satisfy:

$$\|T^{(M)}(\cdot)^{-1}\|_{\ell^2 \to \ell^2} + \|T^{(M)}\|_{A_M} \leq K, \quad K \text{ independent of } M \geq M_0,$$

$$\|T^{(M)}\|_{\ell^2 \to \ell^2} \leq \delta < 1.$$
Then for an \( M_1 \geq M_0 \), sufficiently large and depending only on \( K \) and \( \delta \), and all \( M \geq M_1 \), \( T^{(M)} \) are invertible in \( A_M \), with
\[
\|(T^{(M)})^{-1}\|_{A_M} \leq C = C(K, \delta),
\]
with \( C(K, \delta) \) independent of \( M \geq M_1 \).

Proof. We will drop the superscript \( M \) and denote \( T^{(M)} \) by \( T \). We first prove that there exist constants \( C, N_0 \) and \( \delta_1 < 1 \), depending only on \( K, \delta, C_A \), such that
\[
\|T^n\|_{A_M} \leq C \delta_1^n, \quad n \geq N_0.
\]
A simple inductive argument shows an estimate
\[
\|T^{2^n}\|_{A_M} \leq 2^n C_A^n \|T^{2^{n-1}}\|_{\ell^2 \to \ell^2} \cdots \|T\|_{\ell^2 \to \ell^2} \|T\|_{A_M} + \epsilon G_N(\|T\|_{A_M}, \|T\|_{\ell^2 \to \ell^2}),
\]
where \( G_N \) is a polynomial of degree \( \leq 2^N \), with non-negative coefficients. Suppose an operator \( T \) satisfies (11). Then, clearly
\[
\|T^{2^n}\|_{A_M} \leq (2 C_A)^n \delta^{2^n - 1} K + \epsilon G_N(K, \delta).
\]
Choose \( N_0 \) such that
\[
(2 C_A)^{N_0} \delta^{N_0} K \leq \frac{1}{4 C_A},
\]
and \( M_1 \geq M_0 \) so that also
\[
\epsilon(M) G_{N_0}(K, \delta) \leq \frac{1}{4 C_A}, \quad M \geq M_1.
\]
We get
\[
\|T^{2^{N_0}}\|_{A_M} \leq \frac{1}{2 C_A}, \quad M \geq M_1.
\]
By (11) and a standard Banach algebras considerations we get
\[
\|T^n\|_{A_M} \leq \left( \frac{1}{2} \right)^{\frac{n}{2^{N_0}}} C_{C_A, K, \delta}.
\]
Suppose that the positive invertible on \( \ell^2 \) operator \( T \) satisfies (11). Then \( \delta \leq I - T \leq 1 - K^{-1} \) so \( I - T \) satisfies (11). Applying (13) to the Neumann series representation of \( T^{-1} \) we get an estimate \( \|T^{-1}\|_{A_M} \leq C_{K, \delta, C_A} \).

Now, if \( T \) is an arbitrary operator, invertible on \( \ell^2 \) and satisfying (11), we apply the above conclusion to \( T^* T \) and \( T T^* \) and the proof of Theorem 5 is concluded. \( \square \)
The fact that the algebra norms \( \| \cdot \|_{A_M} \) satisfy the hypotheses (9) and (10) will follow from a series of lemmas, which are gathered in the next section.

### 3. Lemmas

In this section we fix \( \theta = \alpha - 1 + \delta \), \( \delta > 0 \). Let \( \varphi \in C_c^\infty(\frac{1}{2}, 2) \), and, for convenience let us introduce an operator \( H_s \):

\[
H_s f(x) = \mathcal{H}_{s^\alpha} f(x) = \sum_{m > 0} \varphi \left( \frac{m}{s} \right) f(x - [m^\alpha]) - f(x + [m^\alpha]),
\]

where \( \mathcal{H}_s \) corresponds to the functions \( \tilde{\varphi}_s(t) = \varphi(t^{1/\alpha}) \). Let us denote by \( H_s(x) \) the kernel of this operator.

**Lemma 6.** Fix \( 1 < \alpha < 1 + \frac{1}{1000} \) and \( \delta_L > 0 \). Then there exist functions \( G_s(x) \), \( E_s(x) \) and an exponent \( \gamma(\delta_L) \) independent of \( s \), such that

\[
H_s * H_s(x) = G_s(x) + E_s(x) + C \delta_0(x)
\]

where

\[
|G_s(x)| + |E_s(x)| \leq Cs^{-\alpha}, \quad \text{supp } E_s \subset [-s^{\alpha-1+\delta_L}, s^{\alpha-1+\delta_L}]
\]

and

\[
|G_s(x + u) - G_s(x)| \leq Cs^{-\alpha} |u|^{-\gamma(\delta_L)}
\]

where the constants \( C \) depends only on \( \varphi \).

This lemma is the main technical tool we use. We postpone its proof to the next section. In this section we will apply this lemma to \( \mathcal{H}_s \), that is with \( s \) replaced by \( s^{\frac{1}{\alpha}} \).

**Lemma 7.** Let \( \psi \in C_c^\infty(\mathbb{R}) \), \( \psi \equiv 1 \) for \( |x| \leq 1 \), \( \psi \equiv 0 \) for \( |x| \geq 2 \). For a given convolution kernel \( K \) on \( \mathbb{Z} \) we define truncated kernels:

\[
K_R(x) = K(x) \cdot \psi \left( \frac{x}{R} \right).
\]

Then for \( R \geq 1 \) we have

\[
\|K_R\|_{\ell^2 \rightarrow \ell^2} \leq C \|K\|_{\ell^2 \rightarrow \ell^2},
\]

where the constant \( C \) is independent of \( R \).

**Proof.** This is immediate by Fourier transform. \( \square \)
Lemma 8. For an operator $T$ as in (5), we have

$$|\lambda| \leq \|T\|_{\ell^2 \to \ell^2} + \epsilon(M)\|T\|_{A_M}.$$ 

Proof. It suffices to observe, that

$$<H_M \delta_0, \delta_0> = 0,$$

and by $(iii)$ of definition $2$,

$$|K_s(0)|^2 \leq \frac{\|T\|_{A_M}^2}{s}.$$ 

Then, for $\epsilon(M) \leq CM^{-\theta/2}$ the conclusion follows from

$$\lambda = <T \delta_0, \delta_0> - \sum_{M^\theta \leq s < \infty \text{ s- dyadic}} K_s(0).$$

\[\square\]

Lemma 9. Let $T$ be the kernel of the form (5). Then $T$ admits a representation

$$\lambda \text{Id} + \beta \sum_{M^\theta \leq s < M \text{ s- dyadic}} \mathcal{H}_s + \sum_{M^\theta \leq s < \infty \text{ s- dyadic}} K'_s,$$

where:

$$\mathcal{H}_s(x) = \left(\psi\left(\frac{x}{2s}\right) - \psi\left(\frac{x}{2s}\right)\right) H_M(x), \quad s \geq M^\theta, \text{ dyadic},$$

the function $\psi$ is the same smooth cutoff function as in the previous lemma, the kernels $K'_s$ satisfy conditions $(i)$,$(ii)$,$(iv)$ from Definition $3$ and we have:

$$|\lambda| + |\beta| + \|\{K'_s\}\|_{A_M} \leq C \|T\|_{A_M}.$$ 

Moreover

$$\left\|\lambda \text{Id} + \sum_{M^\theta \leq s \leq s' \text{ s- dyadic}} (\beta \mathcal{H}_s + K'_s)\right\|_{\ell^2 \to \ell^2} \leq C\|T\|_{\ell^2 \to \ell^2} + \epsilon(M)\|T\|_{A_M}.$$ 

Proof. This lemma is standard and we include the proof for the reader’s convenience. Let $\psi$ be the smooth symmetric cutoff function as in the lemma $7$, and let $s'$ be the largest dyadic integer satisfying $s' \leq M^\theta/2$. We let

$$\psi^{s'}(x) = \psi\left(\frac{x}{s'}\right), \text{ and } \psi^s(x) = \psi\left(\frac{x}{s}\right) - \psi\left(\frac{2x}{s}\right) \text{ for } s > s',$$

for $s > s'$. 

and thus
\[ \sum_{s \geq s_0} \psi^s(x) = \psi \left( \frac{x}{s_0} \right) = \psi_{s_0}(x), \]
with
\[ \text{supp } \psi_{s'} \subset \{|x| \leq M^\theta\} \quad \text{supp } \psi^s \subset \{s/2 \leq |x| \leq 2s\}, \quad s > s'. \]

Given an operator \( T \) with kernel of the form (5):
\[ T = \lambda \text{Id} + \beta \mathbb{H}_M + \sum_{M^\theta \leq s < \infty} K_s, \]
we can write the decomposition of its kernel
\[ \psi_{s_0} \cdot T = \lambda \text{Id} + \beta \sum_{s \geq s_0} \psi^s \cdot \mathbb{H}_M + \sum_{s \geq s_0} \psi^s \cdot K, \]
where
\[ K = \sum_{M^\theta \leq s < \infty} K_s. \]

Now we let
\[ \mathcal{H}_s = \psi^s \cdot \mathbb{H}_M, \quad s > s', \]
\[ \tilde{K}_s = \psi^s \cdot K, \quad s \geq s'. \]

Observe, that the kernels \( \tilde{K}_s \) satisfy the requirements in the definition of the algebra \( A_M \), except, possibly, for the vanishing means. We let
\[ K'_s(x) = \tilde{K}_s(x) - \frac{c_s}{s} \psi \left( \frac{x}{s} \right) \sum_{y \in \mathbb{Z}} \tilde{K}_s(y), \]
where the constants \( c_s \) have been chosen so that
\[ \frac{c_s}{s} \sum_{x \in \mathbb{Z}} \psi \left( \frac{x}{s} \right) = 1. \]

Note, that the kernels \( K'_s \) do have vanishing means, and satisfy all the requirements of the definition of the algebra \( A_M \), with \( \|\{K'_s\}\|_{A_M} \) bounded by \( \|\{K_s\}\|_{A_M} \). Now we write the decomposition of kernel \( T(x) \)
\[ \psi_{s_0}(x) \cdot T(x) = \lambda \text{Id}(x) + \beta \sum_{s \geq s_0} \mathcal{H}_s(x) + \sum_{s \geq s_0} K'_s(x) + \]
\[ + \sum_{s \geq s_0} J_s \left( \frac{c_s}{s} \psi \left( \frac{x}{s} \right) - \frac{c_{2s}}{2s} \psi \left( \frac{x}{2s} \right) \right) + J_{s_0} \frac{c_{s_0}}{s_0} \psi \left( \frac{x}{s_0} \right), \]
where
\[ J_s = \sum_{s \geq s'} \sum_y K'_s(y) = \sum_y K(y) \psi \left( \frac{y}{s} \right) \]
and \( J_{s'/2} = 0 \). Let
\[ K''_s(x) = K'_s(x) + J_{s'/2} \left( \frac{2c_{s/2}}{s} \psi \left( \frac{2x}{s} \right) - \frac{c_s}{s} \psi \left( \frac{x}{s} \right) \right) \]
We will prove below that \( |J_s| \leq |\lambda| + C \|T\|_{\ell^2 \to \ell^2} \). This immediately imply
\[ T = \lambda \text{Id} + \beta \sum_{s \geq 2s'} \mathcal{H}_s + \sum_{s \geq 2s'} K''_s \]
in a weak sense. Moreover, by lemma 7 applied to \( \psi_{s_0} \cdot T \) and estimate on \( \lambda \) provided by lemma 8, the partial sums
\[ \lambda \text{Id} + \beta \sum_{s \geq 2s'} \mathcal{H}_s + \sum_{s \geq 2s'} K''_s \]
represents an operator with \( \ell^2 \to \ell^2 \) bounded by \( C \|T\|_{\ell^2 \to \ell^2} + \epsilon(M) \|T\|_{A_M} \),

and by the construction \( \|K''_s\|_{A_M} \leq C \|T\|_{A_M} \).

We will now show the required estimate for \( J_s \), that is
\[ \left| \sum_{y \in \mathbb{Z}} K(y) \psi \left( \frac{y}{s} \right) \right| \leq c \|T\|_{\ell^2 \to \ell^2} + |\lambda| \]
We let
\[ K^s = (K + \mathbb{H}_M) \cdot \psi_s, \quad \chi_s = \frac{1}{2s + 1} \chi_{[-s,s]} \]
and, since the kernel \( \mathbb{H}_M \) is antysymmetric
\[ \left| \sum_{y \in \mathbb{Z}} K(y) \psi_s(y) \right|^2 = \left| \sum_{y \in \mathbb{Z}} K^s(y) \sum_{y_1 \in \mathbb{Z}} \chi_s(y_1) \right|^2 
\leq 8s \sum_{y \in \mathbb{Z}} \left| K^s \ast \chi_s(y) \right|^2 
\leq 8s \|K^s\|_{\ell^2 \to \ell^2} \|\chi_s\|_{\ell^2}^2 
\leq \frac{8s}{2s + 1} \|K^s\|_{\ell^2 \to \ell^2}^2 
\leq c \|K + \mathbb{H}_M\|_{\ell^2 \to \ell^2}^2 
\leq 2c \|T\|_{\ell^2 \to \ell^2}^2 + 2|\lambda|^2, \]
where the estimate for \( \|K^s\|_{\ell^2 \to \ell^2} \) follows by lemma 7. Now we apply lemma 8. \( \square \)
Lemma 10. Let \( 0 \leq \varphi \in C^\infty_c(\mathbb{R}) \) and \( \varphi_s = \frac{s}{\varphi(\frac{s}{s})}, \) with constants \( c_s > 0 \) such that \( \| \varphi_s \|_1 = 1. \) For a given \( \delta > 0 \) and a positive dyadic integer \( s \) let \( s_1 \) be such that \( s^{\frac{\alpha - 1 + \delta}{\alpha}} \leq s_1 \leq s. \) Then for \( 0 < \gamma \leq \gamma_0(\delta) \) we have:

(i) \( \| \varphi_{s_1} \ast H_s \|_2^2 \leq C_\delta, \)

(ii) \( \| \varphi_{s_1} \ast H_s (\cdot + h) - \varphi_{s_1} \ast H_s \|_2^2 \leq C \left( \frac{\delta}{s} \right)^\gamma. \)

We can take \( \gamma_0(\delta) = \min \{ \frac{\delta}{4\alpha}, \gamma(\frac{\delta}{2}) \} \), where \( \gamma(\delta) \) is defined by (17).

Proof. It suffices to prove (ii) with \( |h| \leq C_s \) since it implies (i). For the moment, the superscript \( \cdot \) denotes the translation of a function by \( h \). We have:

\[
< (\varphi_{s_1}^h - \varphi_{s_1}) \ast H_s, (\varphi_{s_1}^h - \varphi_{s_1}) \ast H_s > = < (\varphi_{s_1}^h - \varphi_{s_1}) \ast G_s, \varphi_{s_1}^h - \varphi_{s_1} > + \\
+ \| \varphi_{s_1}^h - \varphi_{s_1} \|_2^2 \frac{1}{s^{\frac{1}{\alpha}}} + < (\varphi_{s_1}^h - \varphi_{s_1}) \ast E_s, (\varphi_{s_1}^h - \varphi_{s_1}) > \\
= I + II + III.
\]

In the above we have applied Lemma 6 with \( \delta_l = \delta/2 \) to obtain the decomposition: \( H_s \ast H_s = G_s + \frac{C_\delta}{s^{1/\alpha}} + E_s, \) satisfying estimates (16), (17). We have for \( \gamma \leq \gamma(\delta/2) \), where \( \gamma(\delta) \) is defined by (17):

\[
|I| = | < (\varphi_{s_1}^h - \varphi_{s_1}) \ast G_s, \varphi_{s_1}^h - \varphi_{s_1} > | \\
= | \varphi_{s_1} \ast (G_s^h - G_s), \varphi_{s_1}^h - \varphi_{s_1} > | \\
\leq C \frac{1}{s} \left( \frac{|h|}{s} \right)^\gamma \| \varphi_{s_1} \|_2^2.
\]

\[
|II| \leq C \frac{1}{s^{1/\alpha}} \cdot \frac{1}{s_1} \cdot \left( \frac{|h|}{s_1} \right)^\gamma \\
\leq C \frac{1}{s^{1/\alpha}} \cdot \frac{|h|}{s_1} \\
\leq C \frac{1}{s^{1/\alpha}} \cdot \frac{|h|^\gamma}{s^{1/\alpha + \delta/\alpha}} \\
\leq C \frac{1}{s} \left( \frac{|h|}{s} \right)^{\delta/2\alpha},
\]

for $\gamma \leq \delta/2\alpha$ and $s_1 \geq s^{-1/\alpha+\delta/\alpha}$. By Hölder regularity of $\varphi_{s_1}$

$$|\text{III}| \leq C \|\varphi_{s_1}^h - \varphi_{s_1}\|_{\ell^\infty} \|E_s\|_{\ell^1} \leq C \left( \frac{|h|}{s_1} \right)^{\gamma} \frac{1}{s_1} \cdot \frac{1}{s} \cdot s^{-1/\alpha+\delta/2}\alpha \leq \frac{C}{s_1^{1/\alpha}} \cdot \frac{1}{s} \cdot |h|^\gamma \|s\|^{\delta/2\alpha} \leq \frac{C}{s} \left( \frac{|h|}{s} \right)^{\delta/4\alpha} \cdot s^{-\delta/4\alpha},$$

for $\delta/4\alpha \geq \gamma$ and $s_1$ as in II.

Let

$$\tilde{T}_s = \sum_{M^\theta<s'<s} (\mathcal{H}_{s'} + \mathcal{K}_{s'}),$$

where the kernels $\mathcal{H}_{s'}, \mathcal{K}_{s'}$ comes from the representation of $\tilde{T}$ in the sense of Lemma 9.

**Lemma 11.** For $\gamma \leq \gamma_0(\delta)$ and $s_1^{-1/\alpha+\delta/\alpha} \leq s_1 \leq s$ we have

(i) $\|\varphi_{s_1} * \mathcal{H}_s * \tilde{T}_s\|_{\ell^2} \leq \frac{C}{|s|^{1+\gamma}} (\|\tilde{T}\|_{\ell^2} + \|\tilde{T}\|_{\ell^2}^2) + C \frac{|s|}{|s_1|} \|\tilde{T}\|_{\ell^2}^2$,

(ii) $\|\varphi_{s_1} * \mathcal{H}_s * \tilde{T}_s (\cdot + h) - \varphi_{s_1} * \mathcal{H}_s * \tilde{T}_s\|_{\ell^2} \leq \frac{C}{|s|} \left( \frac{|h|}{|s|} \right)^\gamma (\|\tilde{T}\|_{\ell^2} + \|\tilde{T}\|_{\ell^2}^2) + \frac{C}{|s|^{1+\gamma}} \|\tilde{T}\|_{\ell^2}^2$.

**Proof.** Immediate, from Lemmas 9 and 10.

**Lemma 12.** Let $0 \leq l \leq s^{-1/\alpha+\delta/\alpha}$, $s^\theta = s^{\alpha-1+\delta}$, $s_1 \leq s$ and $\psi_l = \varphi_l - \varphi_{2l}$, where $\varphi_l$ has been defined in Lemma 10. We have for $\gamma \leq \gamma_0(\delta)$:

(i) $\|\psi_l * \mathcal{H}_s * \mathcal{H}_{s_1}\|_{\ell^2} \leq \frac{C}{|s|^{1+\gamma/\alpha}},$

(ii) $\|\psi_l * \mathcal{H}_s * \mathcal{H}_{s_1} (\cdot + h) - \psi_l * \mathcal{H}_s * \mathcal{H}_{s_1}\|_{\ell^2} \leq \frac{C}{|s|^{1+\gamma/\alpha}} \cdot \left( \frac{|h|}{|s|} \right)^\gamma,$

(iii) $\|\psi_l * \mathcal{H}_s * \mathcal{K}_{s_1}\|_{\ell^2} \leq \frac{C}{|s|^{1+\gamma/\alpha}},$

(iv) $\|\psi_l * \mathcal{H}_s * \mathcal{K}_{s_1} (\cdot + h) - \psi_l * \mathcal{H}_s * \mathcal{K}_{s_1}\|_{\ell^2} \leq \frac{C}{|s|^{1+\gamma/\alpha}} \cdot \left( \frac{|h|}{|s|} \right)^\gamma.$
Proof. (ii) and (iv) follow from (i) and (iii), since $|h| \geq 1$. We will now prove (i). We again use Lemma 6 with $\delta_L = \delta/2$.

$$
\|\psi_l \ast H_s \ast H_{s_1}\|_2^2 =<\psi_l \ast G_s, H_{s_1} \ast H_{s_1} \ast \psi_l> + \\
+<\psi_l \ast E_s, H_{s_1} \ast H_{s_1} \ast \psi_l> + \\
+<\psi_l \cdot \frac{1}{s^{1/\alpha}}, H_{s_1} \ast H_{s_1} \ast \psi_l>
$$

$$
= I + II + III.
$$

We estimate each part:

$$
|I| \leq \|\psi_l \ast G_s\|_\infty \cdot \|H_{s_1} \ast H_{s_1} \ast \psi_l\|_1
$$

$$
= C \left( \frac{|s|^{1-1/\alpha + \delta/\alpha}}{|s|} \right)^\gamma \cdot \frac{1}{|s|}
$$

$$
\leq C \frac{1}{|s|} \cdot |s|^{\delta_1}.
$$

$$
|III| = |<\psi_l \ast H_{s_1}, H_{s_1} \ast \psi_l>| \cdot \frac{1}{s^{1/\alpha}}
$$

$$
\leq \|H_{s_1}\|_2^2 \|\psi_l\|_2^2 \cdot \frac{1}{s^{1/\alpha}}
$$

$$
\leq \frac{C}{s^{1/\alpha}} \cdot \frac{1}{s^{1/\alpha}}
$$

$$
\leq \frac{1}{s^{1/\alpha}} \cdot \frac{1}{s^{1-1/\alpha + \delta/\alpha}}
$$

$$
\leq \frac{1}{s^{1+\delta/\alpha}}.
$$

$$
|II| = |<E_s, H_{s_1} \ast H_{s_1} \ast \psi_l \ast \psi_l>| \\
\leq |<E_s \ast H_{s_1}, H_{s_1} \ast \psi_l \ast \psi_l>| \\
\leq \|E_s\|_1 \cdot \|H_{s_1}\|_2^2 \\
\leq \frac{s^{1-1/\alpha + \delta/2\alpha}}{s} \cdot \frac{1}{s^{1/\alpha}}
$$

$$
\leq \frac{s^{1-1/\alpha + \delta/2\alpha}}{s \cdot s^{1-1/\alpha + \delta/\alpha}}
$$

$$
\leq \frac{1}{s^{1+\delta/2\alpha}}.
$$

The estimates of $|II|$ is very crude but it suffices for our purposes. The proof of (iii) is identical. \qed
Lemma 13. We notice:

(18) \[ \|H_s \ast \tilde{T}_s\|_{L^2}^2 \leq \frac{C}{s} \left( \|\tilde{T}\|_{L^2}^2 + \|\tilde{T}\|_{A} \cdot \left( \frac{1}{s^{\delta/4a}} + \epsilon(s) \right) \right), \]

(19) \[ \|H_s \ast \tilde{T}_s(\cdot + h) - H_s \ast \tilde{T}_s\|_{L^2} \leq \frac{C}{|s|} \left( \frac{|h|}{s} \right)^{\gamma} \left( \|\tilde{T}\|_{L^2}^2 + \|\tilde{T}\|_{A} \cdot \left( \frac{1}{s^{\delta/4a}} + \epsilon(s) \right) \right), \]

where \( \tilde{T}_s, \tilde{T}_s \) has been defined before Lemma \([11]\).

Proof. It is a corollary of Lemmas \([11]\) and \([12]\). Let \( s_1 = s^{1-1/\alpha+\delta/\alpha}, \varphi \in C_c^\infty(-\frac{1}{2}, \frac{1}{2}) \) and \( \varphi_{s_1} \psi \) be as in Lemma \([12]\). Then \( \delta_0 = \varphi_{s_1} + \sum_{l=1}^{\frac{1}{2} s_1} \psi_l \).

The conclusion of the Lemma follows directly from the formula:

(20) \[ H_s \ast \tilde{T}_s = \varphi_{s_1} \ast H_s \ast \tilde{T}_s + \sum_{M^0 \leq k \leq s} \sum_{l=1}^{\frac{1}{2} s_1} \psi_l \ast H_s \ast (\tilde{H}_{s'} + \tilde{K}_{s'}), \]

Since the kernels \( \tilde{T}_s, \tilde{T}_s \) are supported in \([-Cs, Cs]\) for some constant \( C \), from Lemma \([11]\) we conclude that

\[ \varphi_{s_1} \ast H_s \ast \tilde{T}_s \]

satisfies \((18)\) and \((19)\), that is the \((i)_{s_2} - (iv)_{s_2}\) of the definition \([2]\) for some \( s_2 = Cs \) and with the constant \( D_{s_2} \leq C\|\tilde{T}_s\|_{L^2} \leq C\|\tilde{T}\|_{L^2} + C\epsilon(s)\|\tilde{A}_M\|. \)

Since \( s^\theta \leq s' \leq s \), each of the kernels

(21) \[ \psi_l \ast H_s \ast (\tilde{H}_{s'} + \tilde{K}_{s'}) \]

by Lemma \([12]\) satisfies \((18)\) and \((19)\), that is the \((i)_{s_2} - (iv)_{s_2}\) of the definition \([2]\) with \( s_2 = Cs \) and \( D_{s_2} \leq C\|\tilde{T}_s\|_{L^2} \leq C\|\tilde{T}\|_{L^2} + C\epsilon(s)\|\tilde{A}_M\|. \)

Since the number of summands in \((20)\) is at most \( C(\log M)^2 \), the lemma follows.

Lemma 14. We have:

\[ \|TT\|_{A_M} \leq C \left( \|T\|_{L^2} \|\tilde{T}\|_{A_M} + \|T\|_{A_M} \|\tilde{T}\|_{L^2} \right) + \epsilon_1(M) \|T\|_{A_M} \|\tilde{T}\|_{A_M}, \]

where \( \epsilon_1(M) \leq CM^{-\frac{\delta(\alpha-1+4)}{16a}}, \) and the constant \( C \) does not depend on \( M \).

Proof. We use the identity

\[ T \tilde{T} = \lambda \tilde{T} + \lambda T + \sum_s (K_s + H_s) \ast \tilde{T}_s + \sum_s (\tilde{K_s} + \tilde{H}_s) \ast \tilde{T}_s, \]

(\( T_s, \tilde{T}_s \) as in the previous Lemma). We apply Lemma \([13]\) and obtain the estimates in the case \( s \leq M \). The case \( s > M \) is immediate, since
then $\mathcal{H}_s$ vanish and by $\ell^2$ boundedness of $T_s, \tilde{T}_s$, the kernels $K_s * \tilde{T}_s, \hat{K}_s * T_s$ satisfy conditions $(i)_{C_s}...(iv)_{C_s}$ of definition 2 with appropriate norm control.

\[ \square \]

4. Proof of Lemma 6.

In this section we slightly abuse the notation and denote generic $s$ by $M$. We note that $H_M$, introduced in (14) is supported in $[-CM^\alpha, CM^\alpha]$. Denote $G_M = H_M * H_M$. The estimates (17) and (16) on $G_M$ have been proved in [18], the estimate (17) under additional restriction $M^{\delta_0} \leq |x|, |x + u|$ and the estimate (16) for any $x \neq 0$. In what follows we will prove (17) for the remaining case $M^{\alpha-1+\delta_L} \leq x, x + u \leq M^{\delta_0}$. Then the new function $\tilde{G}_M$ defined on the whole $\mathbb{Z}$ by $\tilde{G}_M(x) = G_M(x)$ for $|x| \geq M^{\alpha-1+\delta_L}$ and $\tilde{G}_M(x) = G_M([M^{\alpha-1+\delta_L}])$ for $|x| \leq M^{\alpha-1+\delta_L}$ satisfies (17). Since $G_M(x) = G_M(-x)$, for $|x| \geq M^{\alpha-1+\delta_L}$ we obviously have, for those $x$, $\tilde{G}_M(x) = G_M(x)$. We will denote $\tilde{G}_M$ again by $G_M$ and define $E_M(x)$ by equation (15) with additional condition $G_M(0) + E_M(0) = 0$. Then $E_M(x)$ obviously satisfies (16).

We will apply the method of trigonometric polynomials and we refer the reader to [9] for all background facts. We begin with some definitions used in the sequel.

**Definition.** Let $\delta > 0$ be small, and $\delta_0 = \frac{\delta}{100}$. We consider the partition of the interval $[0, 1)$ into intervals of the form

$$ I_r = \left[ \frac{r}{M^{\delta_0}}, \frac{r + 1}{M^{\delta_0}} \right) \subset [0, 1), \quad 0 \leq r < M^{\delta_0} $$

For a number $\Delta \in (0, 1)$ we will denote by $I(\Delta)$ the unique interval of the above form such that $\Delta \in I(\Delta)$. We will write $I_r = [a(I_r), b(I_r))$ and denote by $l(\Delta) = l(I(\Delta)) = b(I(\Delta)) - a(I(\Delta))$ the length of $I(\Delta)$.

Furthermore, we let $m(h, x, \Delta)$ be the unique, if it exists, non-negative solution of

$$ (m + h)^\alpha - m^\alpha = x + \Delta, $$

where $x, h \in \mathbb{N}$ and $0 \leq \Delta < 1$. Let

$$ H = \frac{x}{M_\alpha}, \quad x \in \mathbb{N}, \quad M^{\alpha-1+\delta_L} \leq x \leq M^{\delta_0}, $$

$$ \|w\| = \inf_{k \in \mathbb{Z}} |k - w|, \quad w \in \mathbb{R}. $$
We will consider the following condition for \((h, x, \Delta, k)\):

\[
\forall \, m, \quad m(h, x, \alpha(I(\Delta))) \leq m \leq m(h, x, b(I(\Delta))) \implies \\| \alpha \cdot k \cdot m^{\alpha-1} \| \geq M^{-\delta_0/2}.
\]

**Lemma 15.** If \(\frac{M}{2} \leq m \leq 2M\) and satisfies (22), and \(H, x, h, \Delta\) as above then

\[
C^{-1}H \leq h \leq CH
\]

for some constant \(C\) independent of \(M, x, h, \Delta\). Moreover we have the following estimates:

\[
m(h, x, b(I(\Delta))) - m(h, x, a(I(\Delta))) = c_\alpha \frac{l(I(\Delta))}{h} m(h, x, 0)^{2-\alpha} \left(1 + O(M^{-\delta_0})\right),
\]

\[
m(h, x, 0) = \left(\frac{x}{h^{\alpha}}\right)^\rho \left(1 + O(M^{-\delta_0})\right), \quad \text{where} \quad \rho = 1 - \frac{1}{\alpha-1}
\]

(27)

(28)

\[S = \sum_{H/\mathcal{C} \leq CH} \left( \frac{m(h, x, b_r)}{M} \right)^2 \frac{l(I_r)}{h} m(h, x, b_r)^{2-\alpha} = c_\alpha M^{2-\alpha} \left(1 + O(M^{-\delta_0})\right),\]

where the choice of \(b_r \in I_r\) is arbitrary, and \(\varphi \in C^\infty_c(\frac{1}{2}, 2)\).

**Proof.** The estimate (26) follows immediately from the Taylor’s formula. In order to prove (27) we use the mean value theorem and the definition of \(m(h, x, t)\):

\[
\frac{\partial m(h, x, t)}{\partial t} = \frac{\partial m(h, x, t)}{\partial x} = \frac{m(h, x, t)^{2-\alpha}}{\alpha(\alpha-1)h} \left(1 + O\left(\frac{h}{M}\right)\right) = O\left(\frac{M}{x}\right).
\]

(30)

\[
m(h, x, t)^{2-\alpha} - m(h, x, 0)^{2-\alpha} = \frac{1}{2} \frac{l(I_r)}{h} m(h, x, 0)^{2-\alpha} = c_\alpha M^{2-\alpha} \left(1 + O(M^{-\delta_0})\right).
\]

(31)

Hence:

\[
m(h, x, b(I(\Delta))) - m(h, x, a(I(\Delta))) = l(\Delta) \cdot \frac{\partial m(h, x, t)}{\partial x} = \frac{m(h, x, t)^{2-\alpha}}{\alpha(\alpha-1)h} \left(1 + O\left(\frac{h}{M}\right)\right) = l(\Delta) \frac{m(h, x, 0)^{2-\alpha}}{\alpha(\alpha-1)h} \left(1 + O\left(\frac{h}{M}\right)\right) \left(1 + O\left(\frac{1}{x}\right)\right).
\]

We now prove (28). Let \(x_1\) be such that

\[m(h, x_1, 0) = \left(\frac{x}{h^{\alpha}}\right)^\rho.\]
that is
\[ x_1 = \left( \frac{x}{h\alpha} \right)^{\alpha} + h - \left( \frac{x}{h\alpha} \right)^{\rho\alpha}. \]

Using the Taylor’s formula applied to (22) we obtain \(|x_1 - x| \leq xM^{-1/100}\).
We have:
\[
\left| \frac{m(h, x_1, 0) - m(h, x, 0)}{m(h, x_1, 0)} \right| \leq \frac{C_1}{M} \left| \frac{\partial m(h, x_1, b) |x_1 - x|}{\partial x_1} \right| \leq \frac{C_1 M}{M} |x - x_1| \leq M^{-1/100}.
\]

We now prove the last part, (29). Using the estimate (30) it is straightforward to check that
\[
S = \left( \sum_{H/C \leq h \leq CH} \varphi(\frac{m(h, x, 0)}{M})^2 \frac{m(h, x, 0)^{2-\alpha}}{h} l(I_r) \right) \left( 1 + O(M^{-(\alpha-\delta)}) \right)
\]
\[
= \left( \sum_{H/C \leq h \leq CH} \varphi(\frac{1}{M} \left( \frac{x}{\alpha h} \right)^{\rho} \left( \frac{x}{\alpha h} \right)^{\rho(2-\alpha)} \frac{1}{h} \right) \left( 1 + O(M^{-(\alpha-\delta)}) \right)
\]
\[
= \left( \int_0^\infty \varphi(\frac{1}{M} \left( \frac{x}{\alpha h} \right)^{\rho} \left( \frac{x}{\alpha h} \right)^{\rho(2-\alpha)} \frac{dh}{h} \right) \left( 1 + O(M^{-\delta}) \right).
\]

The last equality follows from (26), and the fact, that by (26)
\[
\varphi\left( \frac{1}{M} \left( \frac{x}{\alpha h} \right)^{\rho} \right) = 0 \quad \text{for } h \leq C^{-1} H \text{ or } h \geq CH,
\]
and the Taylor’s formula. Now, by the change of variables, the last integral equals to \(c_\alpha M^{2-\alpha}\) and (29) follows.

\[ \square \]

**Lemma 16.** Let \(M^{\alpha-1+\delta} \leq x \leq M^{\frac{10}{100}}\). We then have:
\[
M^2 H_M * H_M(x) = \sum_{H/C \leq h \leq CH, I_r \subset \{0,1\}} \varphi\left( \frac{m(h, x, a(I_r))}{M} \right)^2 \left( |J_{h,x,I_r}^-| + |J_{h,x,I_r}^+| \right) + Er(x),
\]
where \(J_{h,x,I_r}^-\) and \(J_{h,x,I_r}^+\) are sets satisfying the inclusions:
\[
J_{h,x,I_r}^- \supset \{ m \in [m(h, x, a(I_r)), m(h, x, b(I_r)) : \{m^\alpha \} \geq 1 - a(I_r) \},
\]
\[
J_{h,x,I_r}^- \subset \{ m \in [m(h, x, a(I_r)), m(h, x, b(I_r)) : \{m^\alpha \} \geq 1 - b(I_r) \},
\]
\[
J_{h,x,I_r}^+ \supset \{ m \in [m(h, x, a(I_r)), m(h, x, b(I_r)) : \{m^\alpha \} \leq 1 - b(I_r) \},
\]
\[
J_{h,x,I_r}^+ \subset \{ m \in [m(h, x, a(I_r)), m(h, x, b(I_r)) : \{m^\alpha \} \leq 1 - a(I_r) \}.
\]
Moreover, for the error function \( Er(x) \) we have \( |Er(x)| \leq CM^{1-\alpha}M^{2-\alpha} \) so it satisfies conditions \((16)\) and \((17)\) required for \( G \).

**Proof.** By the definition of \( H_M \), we have:

\[
M^2 H_M * H_M(x) = \sum_{m_1, m_2 \in \mathbb{Z}} \varphi\left(\frac{m_1}{M}\right) \varphi\left(\frac{m_2}{M}\right) \frac{M}{m_1} \delta_{\pm\lfloor m_1^\alpha \rfloor} * \delta_{\pm\lfloor m_2^\alpha \rfloor}(x)
\]

\[
= 2 \sum_{m_1, m_2 \in \mathbb{Z}} \tilde{\varphi}\left(\frac{m_1}{M}\right) \tilde{\varphi}\left(\frac{m_2}{M}\right) \delta_{\lfloor m_1^\alpha \rfloor - \lfloor m_2^\alpha \rfloor}(x) = (\dagger)
\]

where we have denoted \( \tilde{\varphi}(t) = \text{sgn}(t)|t|^{-1}\varphi(t) \), and used the fact that for \( m_1 > m_2 \) and \( 0 < x \leq M^{\frac{99}{100}} \) the equation \( \pm\lfloor m_1^\alpha \rfloor \pm \lfloor m_2^\alpha \rfloor = x \) can be solved only when \( \lfloor m_1^\alpha \rfloor - \lfloor m_2^\alpha \rfloor = x \).

We now fix \( h > 0 \) and consider solutions to the equation:

\[
x = \lfloor m_1^\alpha \rfloor - \lfloor m_2^\alpha \rfloor, \quad m_1 - m_2 = h, \quad \frac{M}{2} \leq m_1 \leq 2M.
\]

Each solution is a pair \( m_1, m_2 \), but it is determined uniquely by its larger component \( m_1 \). In the following we refer to \( m_1 \) as “the solution”.

The set \( J_{h,x,I_r}^+ \) consists of solutions with additional condition \( m_1^\alpha - m_2^\alpha = x + \Delta, \quad \Delta \in I_r \subset [0,1) \).

The complementary set, \( J_{h,x,I_r}^- \), consists of solutions with additional condition

\[
m_1^\alpha - m_2^\alpha = x - 1 + \Delta, \quad \Delta \in I_r \subset [0,1).
\]

It is immediate, that if \( \lfloor (m + h)^\alpha \rfloor - \lfloor m^\alpha \rfloor = x \) then

\[
(m + h)^\alpha - m^\alpha = x + \Delta,
\]

or

\[
(m + h)^\alpha - m^\alpha = x - 1 + \Delta,
\]

for some \( \Delta \in [0,1) \). Hence

\[
\left\{ \frac{1}{2}M \leq m \leq 2M : (\exists k) x = \lfloor m^\alpha \rfloor - \lfloor k^\alpha \rfloor \right\} = \bigcup_{H/C \leq h \leq CH} J_{h,x,I_r}^+ \cup J_{h,x,I_r}^-.
\]

Hence, we have

\[
(\dagger) = 2 \sum_{I_r \subset [0,1)} \sum_{H/C \leq h \leq CH} \sum_{m_1 \in J_{h,x,I_r}^+ \cup J_{h,x,I_r}^-} \tilde{\varphi}\left(\frac{m_1}{M}\right) \tilde{\varphi}\left(\frac{m_2}{M}\right) \delta_{\lfloor m_1^\alpha \rfloor - \lfloor m_2^\alpha \rfloor}(x) = (\ddagger)
\]
Since for $m_1 \in J^+_{h,x,\Delta} \cup J^-_{h,x,\Delta}$ we have by (27) $|m_1 - m(h,x,a(\Delta))| \leq CM^{2-\alpha}$, $|m_2 - m(h,x,a(\Delta))| \leq CM^{2-\alpha} + C|m_1 - m_2| \leq CM^{2-\alpha} + CH \leq CM^{2-\alpha}$, applying Taylor formula for $\varphi$ we get

$$
(\dagger) = 2 \sum_{I_r \subset [0,1)} \sum_{H/C \leq h \leq CH} \varphi \left( \frac{m(h,x,a(I_r))}{M} \right)^2 \sum_{m_1 \in J^+_{h,x,I_r} \cup J^-_{h,x,I_r}} 1 + Er(x)
$$

where the error term $Er(x)$ satisfies

$$(32) \quad |Er| \leq CM^{1-\alpha} \# \left\{ \frac{1}{2} M \leq m \leq 2M : (\exists k \in \mathbb{N}) x = [m^\alpha] - [k^\alpha] \right\} \leq CM^{1-\alpha} M^{2-\alpha}
$$

The last inequality, by [18] is true for every $x \in \mathbb{Z}$. The first statement of Lemma follows.

If for some $\Delta \in I(\Delta) \subset [0,1)$ we have

$$(m + h)^\alpha - m^\alpha = x + \Delta, \quad x \in \mathbb{N},
$$

and

$$\{m^\alpha\} \leq 1 - b(I(\Delta)),
$$

then

$$[(m + h)^\alpha] - [m^\alpha] = x.
$$

So

$$\{m^\alpha\} + \{(m + h)^\alpha - m^\alpha\} \leq 1 - b(I(\Delta)) + \Delta,
$$

and thus

$$\{(m + h)^\alpha\} = \{m^\alpha\} + \{(m + h)^\alpha - m^\alpha\} = \{m^\alpha\} + \Delta.
$$

So,

$$[(m + h)^\alpha] - [m^\alpha] = x + \Delta - \{(m + h)^\alpha\} - \{m^\alpha\} = x.
$$

Analogously:

$$\{m^\alpha\} \geq 1 - a(I(\Delta)) \Rightarrow \{m^\alpha\} + \{(m + h)^\alpha - m^\alpha\} > 1 \Rightarrow \{(m + h)^\alpha\} = \{m^\alpha\} + \Delta - 1,
$$

and then

$$[(m + h)^\alpha] - [m^\alpha] = x - 1.
$$

It follows, that

$$[(m + h)^\alpha] - [m^\alpha] = x \Rightarrow \{m^\alpha\} \leq 1 - a(I(\Delta)).
$$

The required inclusions now follow. \qed
Let us introduce the following 4 functions. Given an interval $I_r \subset [0,1)$ let

$$
\chi_1 = \chi_{[1-a(I_r),1-M^{-\delta_0}]}, \quad \chi_2 = \chi_{[1-b(I_r),1]}.
$$

Also, choose a function $\varphi$, smooth, even, positive, monotone on $\mathbb{R}^+$, with support contained in $[-M^{-\delta_0}, M^{-\delta_0}]$, and with integral 1. Extend these three functions as 1-periodic on $\mathbb{R}$ ($M^{-\delta_0} << 1$), and let

$$
\psi_{M,I_r}^- = \chi_1 * \varphi, \quad \psi_{M,I_r}^+ = \chi_2 * \varphi,
$$

where the convolutions are on the torus. Using Lemma 18 we have the following obvious estimates:

$$
\sum_{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))} \psi_{M,I_r}^-(m^\alpha) \leq \int_{J_{h,x,I_r}} dt,
$$

$$
\left| J_{h,x,I_r}^- \right| \leq \sum_{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))} \psi_{M,I_r}^+(m^\alpha).
$$

We now choose new

$$
\chi_1 = \chi_{[M^{-\delta_0},1-b(I_r)]}, \quad \chi_2 = \chi_{[0,1-a(I_r)]},
$$

and let

$$
\psi_{M,I_r}^+ = \chi_1 * \varphi, \quad \psi_{M,I_r}^- = \chi_2 * \varphi.
$$

In this case, we have

$$
\sum_{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))} \psi_{M,I_r}^+(m^\alpha) \leq \int_{J_{h,x,I_r}} dt,
$$

$$
\left| J_{h,x,I_r}^+ \right| \leq \sum_{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))} \psi_{M,I_r}^-(m^\alpha).
$$

It is straightforward to see, that if $\psi$ is any one of the above introduced functions we have the estimates:

$$
\sum_{k \in \mathbb{Z}} \left| \hat{\psi}(k) \right| \leq C \log M,
$$

$$
\sum_{|k| > M^{\delta_0}} \left| \hat{\psi}(k) \right| \leq C M^{-\delta_0}.
$$

**Lemma 17.** We have an estimate

$$
\left| \sum_{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))} \psi(m^\alpha)-(m(h,x,b(I_r))-m(h,x,a(I_r))) \int_0^1 \psi(t) dt \right| \leq \sum_{0 < |k| \leq M^{\delta_0}} \left| \hat{\psi}(k) \right| \left| S_k(h,x,I_r) \right| + \frac{C}{M^{\delta_0/4}} \left| m(h,x,b(I_r))-m(h,x,a(I_r)) \right|,
$$

$$
\sum_{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))} \psi(m^\alpha)-(m(h,x,b(I_r))-m(h,x,a(I_r))) \int_0^1 \psi(t) dt \right| \leq \sum_{0 < |k| \leq M^{\delta_0}} \left| \hat{\psi}(k) \right| \left| S_k(h,x,I_r) \right| + \frac{C}{M^{\delta_0/4}} \left| m(h,x,b(I_r))-m(h,x,a(I_r)) \right|,
$$

$$
\sum_{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))} \psi(m^\alpha)-(m(h,x,b(I_r))-m(h,x,a(I_r))) \int_0^1 \psi(t) dt \right| \leq \sum_{0 < |k| \leq M^{\delta_0}} \left| \hat{\psi}(k) \right| \left| S_k(h,x,I_r) \right| + \frac{C}{M^{\delta_0/4}} \left| m(h,x,b(I_r))-m(h,x,a(I_r)) \right|.
$$
where $\psi$ is any of the functions $\psi^{\pm}_{M,I_r}$, and

\[(35) \quad |S_k(h,x,I_r)| \leq \frac{1}{M^{4\delta_0/4}} |m(h,x,b(I_r)) - m(h,x,a(I_r))|\]

if $(h,x,\Delta,k)$ satisfies (25) and always

\[(36) \quad |S_k(h,x,I_r)| \leq C|m(h,x,b(I_r)) - m(h,x,a(I_r))|\]

**Proof.** Let us denote

\[(37) \quad \mathcal{J} = \{m(h,x,a(I_r)) \leq m \leq m(h,x,b(I_r))\}.

We have

\[
\left| \sum_{m \in \mathcal{J}} \psi(m^\alpha) - \sum_{m \in \mathcal{J}} \hat{\psi}(0) \right| \leq \sum_{0<|k| \leq M^{2\delta_0}} \left| \hat{\psi}(k) \right| \sum_{m \in \mathcal{J}} e^{2\pi i m^\alpha \cdot k} + |\mathcal{J}| \cdot \sum_{|k|>M^{2\delta_0}} \left| \hat{\psi}_{M,I_r}(k) \right|
\]

It follows from (34) that $II \leq |\mathcal{J}| M^{-\delta_0}$. We will estimate $I$. We have, as in the proof of Van der Corput’s difference lemma, [9]:

\[
\left| \sum_{m \in \mathcal{J}} e^{2\pi i m^\alpha k} \right| \leq \frac{1}{D} \sum_{m \in \mathcal{J}} \left| \sum_{s=0}^{D-1} e^{2\pi i ((m+s)^\alpha - m^\alpha) \cdot k} \right| + C \cdot D
\]

\[
\leq \frac{1}{D} \sum_{m \in \mathcal{J}} \left| \sum_{s=0}^{D-1} e^{2\pi iksam^{\alpha-1}} \right| + C |\mathcal{J}| \left( \frac{D^2 M^{2\delta_0}}{M^{2-\alpha}} + \frac{D}{|\mathcal{J}|} \right),
\]

with the second term of the last expression estimated by $|\mathcal{J}|(\frac{M^{4\delta_0}}{M^{2-\alpha}} + M^{5\delta_0-\frac{100}{3}}) \leq |\mathcal{J}| M^{-\delta_0}$ if we have $D = M^{\delta_0}$. We have used in the above the following obvious consequence of the Taylor’s formula

\[e^{2\pi i ((m+s)^\alpha - m^\alpha)} = e^{2\pi i osm^{\alpha-1}} + O\left(\frac{s^2}{m^{2-\alpha}}\right).\]

We continue the original estimate:

\[
\leq \frac{1}{D} \sum_{m \in \mathcal{J}} \min_{\|\alpha km^{\alpha-1}\|} \left\{ D, \frac{2}{\|\alpha km^{\alpha-1}\|} \right\} + C |\mathcal{J}| \frac{M^{2\delta_0}}{M^{\delta_0}}.
\]

Now, if $(h,x,\Delta,k)$ satisfies the (25) condition, then

\[
\frac{1}{D} \sum_{m \in \mathcal{J}} \min_{\|\alpha km^{\alpha-1}\|} \left\{ D, \frac{2}{\|\alpha km^{\alpha-1}\|} \right\} \leq M^{-\delta_0/2} |\mathcal{J}|.
\]
Lemma 18. Assume $|k| \leq M^{2\delta_0}$. We have the estimates

$$\sum_{1/CH \leq k \leq CH} |S_k(h, x, I_r)| \leq \frac{CH}{M^{\delta_0/4}} |m(h, x, b(I_r)) - m(h, x, a(I_r))| \leq C l(I_r) M^{2-\alpha-\delta_0/4}.$$

Proof. The last inequality is an obvious consequence of (27). Based on (35) and (36) it is enough to prove the estimate

$$\# \{h : (h, x, \Delta, k) \text{ does not satisfy (25)} \} \leq CH M^{-\delta_0/4}.$$

To do so, let us momentarily fix $h, x, \Delta, k$ which do not satisfy (25), and thus there exists $m \in J$ such that

$$\|\alpha k m^{\alpha-1}\| < M^{-\delta_0/2}.$$

Let $|k| \leq M^{2\delta_0}$. We will show the estimate

$$\alpha k m^{\alpha-1} = \frac{kx}{h} + O(M^{-\frac{\delta}{2}}),$$

Since $m \in J$, it satisfies the equation

$$(m + h)\alpha - m\alpha = x + \Delta, \quad a(I(\Delta)) \leq \Delta < b(I(\Delta)),$$

and by the mean-value theorem

$$\alpha h m^{\alpha-1} = x + \Delta + O\left(\frac{h^2 M^\alpha}{M^2}\right),$$

By (23) we have $M^\delta \leq H \leq M^{99/100}$ and consequently since $|k| \leq M^{2\delta_0}$ and $2\delta_0 < \delta/2$

$$\alpha k m^{\alpha-1} = \frac{kx}{h} + O(M^{-\delta/2}).$$

We have

$$\left\|\frac{kx}{h}\right\| \leq \|\alpha k m^{\alpha-1}\| + M^{-\delta/2} \leq 2M^{-\delta_0/2},$$

Now, let $w \in \mathbb{N}$ be the integer approximation of $\frac{kx}{h}$, thus

$$\frac{kx}{h} = w + e, \quad |e| \leq 2M^{-\delta_0/2}.$$
Now, since $|e_i h_i| < 2HM^{-\delta_0/2}$.

Now, for given number $z$ with $|z| < 2HM^{-\delta_0/2}$ we consider the set

$$A_z = \{h_i : kx = h_i w_i + z\}.$$  

If for each $z$ the number of elements of $A_z$ is $< \frac{1}{2}M^{6\delta_0/4}$, then the total number of $h_i$'s satisfying (38) would be $< \frac{1}{2}M^{6\delta_0/4} \cdot 2HM^{-\delta_0/2} = HM^{-\delta_0/4}$, which is a contradiction. Thus, there must be a $z$, for which

$$\#\{h_i : kx = h_i w_i + z\} \geq \frac{1}{2} M^{6\delta_0/4}.$$  

Now, since $|z| < \frac{C_{\epsilon, r}}{M^{0+\epsilon}}$, $k \neq 0$ we have $0 \neq |kx - z| \leq M^{6\delta_0/2+1}$ and by (39) $kx - z$ has at least $M^{6\delta_0/4}$ divisors, which is impossible by a well known estimate on the number of divisors.

**Corollary 19.** We have

$$\sum_{I_r} \sum_{h \sim H} \left| J_{h,x,I_r}^{+} - (m(h,x,b(I_r)) - m(h,x,a(I_r))) \right| \leq C M^{2-\alpha-\delta_0/4}.$$  

$$\sum_{I_r} \sum_{h \sim H} \varphi\left(\frac{m(h,x,a(I_r))}{M}\right)^2 \left( J_{h,x,I_r}^{+} \right) = S + O\left(M^{2-\alpha-\delta_0/4}\right)$$  

where $S$ is defined by (29).

**Proof.** The first formula is an immediate consequence of Lemmas (18) and (17). For the second formula we apply (27) and the first part.

5. A COUNTEREXAMPLE

In this section we prove the theorem (4). Fix $1 < \alpha < 1 + \frac{1}{1000}$, $0 < \delta \leq \frac{(\alpha-1)^2}{\alpha}$ and $\kappa = c\delta$, where $c$ will be specified later. Let $\{M_l\}_l$ be sequence of integers satisfying $10M_l \leq M_{l+1}^{-1-1.1\delta}$, $\varphi \in C^\infty_c(1,2)$ real valued. We put $\varphi_s = \varphi$ if for some $l$ we have (recall $s$ is dyadic) $s \in U_- = [M_l^{-1-1.1\delta}, M_{l+1}^{-1-\delta}]$ or $s \in U_+ = [M_l^{-1+1.1\delta}, M_{l+1}^{-1-1.1\delta}]$ and $\varphi_s = 0$ otherwise.

We will consider Hilbert transform $H_{M^\alpha} = \sum_{s: \alpha-1.1\delta < s \leq M} H_s$ (we use more convenient $H_s$ instead of $H_s$ ) corresponding to this sequence $\{\varphi_s\}$ and $\theta = \alpha - 1 - 1.1\delta$.  

Fix \( l \) and denote \( M = M_l \). By (3), \( \mathbb{H}_{M} \) contains two large blocks \( \mathbb{H}_+, \mathbb{H}_- \) corresponding to summation indices in \( U_+, U_- \) respectively. For \( P = M^{\alpha(1-\delta)} \) and an integer \( j \) satisfying, for \( C \) sufficiently large, 
\[
\frac{1}{C} M^{\alpha(2+0.9\delta-\alpha)} \leq j \leq CM^{\alpha(2+\delta-\alpha)} ,
\]
let \( I_j = [(j-1)P, (j+1)P] \). Consider \( A_j \), the set of \( n \in U_- \) such that for some \( x \in I_j \) the equation
\[
(m^n) \pm [n^n] = x
\]
has more than 1 solution (a pair \( m, n \) with \( m \in U_+ \) and \( n \in U_- \)), we allow the different choice of \( \pm \) signs for different solutions. Let \( m_1 \) and \( m_2 \) satisfy (10) possibly with different \( x_1, x_2 \in I_j \) and \( n_1, n_2 \in U_- \). We define \( h = m_1 - m_2 \) and estimate using \( m_1, m_2 \in U_+ \) and the Taylor’s formula
\[
|m_1^n - m_2^n| \leq P \Rightarrow hM^{(1-0.1\delta)(\alpha-1)} \leq CM^{\alpha(1-\delta)}
\]
Let \( H = \frac{C M^{\alpha(1-\delta)}}{M^{(1-0.1\delta)(\alpha-1)}} \), hence \( |h| \leq H \), that is \( m_1, m_2 \) are contained in the interval of length \( H \) containing some \( m_0 \) satisfying (10). If \( n_1 \in A_j \), then for some \( n_2 \neq n_1 \) we have two pairs \( m_1, n_1 \) and \( m_2, n_2 \) satisfying (10). In what follows we assume that the \( \pm \) signs corresponding to both pairs are minus. By (10) we obtain
\[
[n_1^n] - [n_2^n] = [m_1^n] - [m_2^n] = [m_1^n - m_2^n] + \Delta , \quad \Delta \in \{-1,0,1\}.
\]
We have:
\[
m_1^n - m_2^n = m_1^n - m_0^n + m_0^n - m_2^n = ah_1 m_0^{\alpha - 1} - ah_2 m_0^{\alpha - 1} + O(H^2 M^{\alpha - 2}), \quad H^2 M^{\alpha - 2} \leq 1.
\]
From this:
\[
[m_1^n - m_2^n] + \Delta = [\alpha (h_1 - h_2) m_0^{\alpha - 1}] + \Delta_1
\]
\[
\Delta_1 \in \{-2,-1,0,1,2\}, \quad -H \leq h_1, h_2 \leq H.
\]
There are at most \( 5(4H + 1) \) different numbers represented by right hand side of (42). By lemma 6 the number of solutions to
\[
[n_1^n] \pm [n_2^n] = k , \quad 0 < n_1, n_2 \leq M^{\alpha-1-\delta}
\]
is at most \( CM^{(\alpha-1-\delta)(2-\alpha)} \). Thus the number of pairs \( (n_1, n_2) \) with \( n_1, m_1 \) and \( n_2, m_2 \) satisfying (41), that is (40) for the same \( x \), does not exceed
\[
M^{(\alpha-1-\delta)(2-\alpha)} \cdot 21 H \leq C \cdot M^{\alpha-1-1.9\delta}.
\]
The case of other choices of ± signs follows exactly the same way. So we obtained $|A_j| \leq M^{\alpha - 1 - 1.95}$.

Let $x$ be of the form

$$x = [m^\alpha] \pm [n^\alpha], \quad n \notin A_j \cup A_{j-1} \cup A_{j+1}, [m^\alpha] \in I_j$$

Then one can easily verify, that the representation (44) is unique, and it remains unique if we drop the assumption $[m^\alpha] \in I_j$ (we remark that if $n \leq M^{\alpha - 1 - 1.95}$ than this statement is immediate and do not require an argument above ). In particular for $x, m, n$ related by (44)

$$\|H_+ * H_-(x)\| \geq \frac{1}{m \cdot n},$$

(45)

$$H_- * H_-(x) = 0,$$

Thus (we leave the proof for the reader)

$$\|H_+ * H_-\|_{L^p} \geq C\left(\frac{\delta \kappa}{100}\right)^{\frac{1}{p}} (\log M)^2, \quad p = 1 + \frac{1}{\log M}.$$  (46)

We will show the estimate

$$\|H_+ * H_+\|_{L^p} \leq C\kappa^{\frac{2}{p}} (\log M)^2$$  (47)

where $p$ is as in (46). We have $H_+ * H_+ = \sum_{s_1, s_2 \leq \text{dyadic}} H_{s_1} * H_{s_2}$. Since this expression contains at most $C\kappa^2 (\log M)^2$ summands, it suffices to prove that $\|H_{s_1} * H_{s_2}\|_{L^p} \leq C$. Assume $s_1 \geq s_2$. Since $H_{s_1} * H_{s_2}$ is supported in $[-Cs_1^\alpha, Cs_2^\alpha]$, by Cauchy-Schwartz, it suffices to have $\|H_{s_1} * H_{s_2}\|_{L^2} \leq Cs_1^\alpha$. We have $\|H_{s_1} * H_{s_2}\|_{L^2} = \langle H_{s_1} * H_{s_2} \rangle_{L^2} \leq C\left(\frac{1}{s_1 s_2} + \frac{s_2^2}{s_1 s_2} \right)$ where, since $H_{s_2} * H_{s_2}$ is supported in $[-Cs_2^\alpha, Cs_2^\alpha]$, the last estimate follows from the lemma 4. Fix sufficiently small $c > 0$ and $\kappa = c\delta$. From the (46), (47) and (13) we infer that the estimate

$$\|(H_+ + H_-) * (H_+ + H_-)\|_{L^p} \leq \frac{C}{p-1},$$

cannot hold uniformly with $M$ and $p > 1$. By the definition, $H_{M^\alpha}$ is antisymmetric with operator $\ell^2 \rightarrow \ell^2$ norm controlled independently of $M$, so it has purely imaginary spectrum contained in some fixed interval $D \subset i\mathbb{R}$. Let $\Gamma$ be a contour in $\mathbb{C}$ enclosing $D$. Then we have $\|((\lambda I + H_{M^\alpha})^{-1})_{\ell^2 \rightarrow \ell^2} \| \leq C$. Now, if we have $\|((\lambda I + H_{M^\alpha})^{-1})_{\ell^2 \rightarrow \ell^2} \| \leq C$, uniformly for $M$ and $\lambda \in \Gamma$, we should have $\|((\lambda I + H_{M^\alpha})^{-1})_{\ell^p \rightarrow \ell^p} \| \leq \frac{C}{p-1}$. 
The formula $H_{2M} = \frac{1}{2\pi i} \oint_{\Gamma} \lambda^2 (\lambda I + H_{M^\alpha})^{-1} d\lambda$ implies that the estimate
$$\|H_{2M}\|_{\ell^p \to \ell^p} \leq \frac{C}{p}$$
holds uniformly in $M$. A contradiction.

**Remark.** Now we return to a particular case of the result [14] announced in Remark (vi) of Section 2. We sketch the proof of the following fact: for $\lambda$ fixed and $|\lambda|$ sufficiently large, the operators $(\lambda + H_{M^\alpha})^{-1}$ are not of weak type $(1,1)$ uniformly in $M$. We will remove large $|\lambda|$ requirement in [14].

Recall, that we have
$$H_{M^\alpha} = H_+ + H_-$$
with both components comprised of summands with indices in $U_+$ and $U_-$ respectively.

**Lemma 20.** We have, for $l \geq 2$,
$$H^+_l = \sum_{s \geq M^\alpha(1-0.1s)} K^+_s, \quad H^-_l = \sum_{s \geq M^\alpha(1-1.1s)} K^-_s.$$ The kernels $K^+_s, K^-_s$ satisfy conditions (i)$_s \ldots$ (iv)$_s$ with the constant $|D_s| \leq C^l_0$, where $C_0$ is some universal constant.

**Proof.** Corollary of Lemma [12] \hfill \Box

**Lemma 21.** Let $k \geq 3$ and let us consider $H^{k-1}_+ H_-$ and $H^{k-1}_- H_+$. Then, for $p > 1$
$$\|H^{k-1}_+ H_-\|_{\ell^p \to \ell^p} \leq \frac{C^{k-1}_0}{(p-1)^2},$$
and similar estimate for $H^{k-1}_- H_+$.

**Proof.** It is immediate corollary of Lemma [20] \hfill \Box

**Corollary 22.** For $\lambda$ sufficiently large and fixed, we have, for all $M$ sufficiently large, $p = 1 + \frac{1}{\log M}$
$$\|(\lambda - H_{M^\alpha})^{-1}\|_{\ell^p \to \ell^p} \geq \frac{C}{(p-1)^2 |\lambda|^3}.$$ 

**Proof.**
$$\lambda - H_{M^\alpha} = \sum_{k=0}^{\infty} \frac{H^k_{M^\alpha}}{\lambda^{k+1}},$$
$$H^k_{M^\alpha} = (H_+ + H_-)^k = \sum_{j=0}^{k} \binom{k}{j} H^k_{H_+^j H_-^j}.$$
Using Lemmas 20 and 21 for $p > 1$ we have:

$$\left\| \sum_{k=3}^{\infty} \frac{\mathbb{H}_k^{M^\alpha}}{\lambda^{k+1}} \right\|_{\ell^p \to \ell^p} \leq \frac{C}{|\lambda|^4(p-1)^2},$$

moreover, by independent of $M$ near $\ell^1$ estimate $\| \mathbb{H}_M^{M^\alpha} \|_{\ell^p \to \ell^p} \leq C(p-1)^{-1}$,

$$\left\| \frac{\mathbb{H}_2^{M^\alpha}}{\lambda^3} + \frac{\mathbb{H}_1^{M^\alpha}}{\lambda^2} + \frac{\delta_0}{\lambda} \right\|_{\ell^p \to \ell^p} \geq \frac{1}{|\lambda|^3} \| \mathbb{H}_M^{M^\alpha} \|_{\ell^p \to \ell^p} - \frac{C}{|\lambda|^2(p-1) - |\lambda|}.$$

For the estimate $\| \mathbb{H}_M^{M^\alpha} \|_{\ell^p \to \ell^p} \leq C(p-1)^{-1}$ one does not need the weak type $(1,1)$ estimates on $\mathbb{H}_M^{M^\alpha}$. Classical interpolation argument based on the Fourier transform estimates of $\mathbb{H}_M^{M^\alpha}$ (7), produce constant $C$ independent on $M, \theta$. We leave the details for the interested reader.

Thus, for $\lambda$ and $M$ sufficiently large, $p = 1 + \frac{1}{\log M}$ we have

$$\| (\lambda - \mathbb{H}_M^{M^\alpha})^{-1} \|_{\ell^p \to \ell^p} \geq \frac{C}{(p-1)^2|\lambda|^3},$$

as in the proof of Theorem 4.

□

REFERENCES

[1] Bourgain, Jean; Pointwise ergodic theorems for arithmetic sets, with an appendix by the author Harry Furstenberg, Yitzhak Katznelson and Donald S. Ornstein, Inst. Hautes Études Sci. Publ. Math. 69 (1989), 5-45.
[2] Buczolich, Zoltán; Mauldin, Daniel R.; Divergent square Averages Ann. of Math. 171 (2010), 1479-1530.
[3] Christ, Michael; Inversion in some algebras of singular integral operators Rev. Mat. Iberoamericana 4 (1988), no. 2, 219-225.
[4] Christ, Michael; Weak type $(1,1)$ bounds for rough operators Ann. of Math. (2) 128 (1988), no. 1, 19-42.
[5] Christ, Michael; A weak type $(1, 1)$ inequality for maximal averages over certain sparse sequences [arXiv:1108.5664v1 [math.CA]].
[6] Christ, Michael; Rubio de Francia, José Luis; Weak type $(1,1)$ bounds for rough operators, II Invent. Math. 93 (1988), no. 1, 225-237.
[7] Deshouillers, Jean-Marc; Problème de Waring avec exposants non entiers Bull. Soc. Math. France 101 (1973), 285-295.
[8] Gelfand, Israil; Raikov, Dmitry; Shilov, Georgiy; Commutative normed rings Translated from the Russian, with a supplementary chapter, Chelsea Publishing Co., New York 1964.
[9] Graham, Sidney W.; Kolesnik, Grigori; van der Corput’s method of exponential sums London Mathematical Society Lecture Note Series, 126. Cambridge University Press, Cambridge, 1991.
[10] Ionescu, Alexandru D.; Wainger, Stephen; $L^p$ boundedness of discrete singular Radon transforms J. Amer. Math. Soc. 19 (2006) no. 2, 357-383.
[11] LaVictoire, Patrick; Universally $L^1$-bad arithmetic sequences J. Anal. Math. 113 (2011), 241-263.
[12] Mirek, Mariusz; Weak type $(1,1)$ inequalities for discrete rough maximal functions J. Anal. Math. 127 (2015), 247-281.
[13] Magyar, Akos; Stein, Elias M.; Wainger, Stephen: *Discrete analogues in harmonic analysis: Spherical averages* Ann. of Math. 155 (2002), 189-208.

[14] Paluszynski, Maciej; Zienkiewicz, Jacek; In preparation.

[15] Seeger, Andreas; *Singular integral operators with rough convolution kernels.* J. Amer. Math. Soc. 9 (1996), no. 1, 95105.

[16] Seeger, Andreas; Tao, Terence; Wright, James; *Singular maximal functions and Radon transforms near L1* Amer. J. Math. 126 (2004), no. 3, 607-647.

[17] Segal, B. I.; *Waring’s theorem for fractional and irrational exponents (in Russian)* Trudy Mat. Inst. Steklova 5 (1933), 73-86.

[18] Urban, Roman; Zienkiewicz, Jacek; *Weak type (1,1) estimates for a class of discrete rough maximal functions* Math. Res. Lett. 14 (2007), no. 2, 227-237.

**Instytut Matematyczny, Uniwersytet Wrocławski, pl. Grunwaldzki 2/4, 50-384 Wrocław, Poland**

*E-mail address:* mpal@math.uni.wroc.pl

**Instytut Matematyczny, Uniwersytet Wrocławski, pl. Grunwaldzki 2/4, 50-384 Wrocław, Poland**

*E-mail address:* zenek@math.uni.wroc.pl