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Abstract Stochastic quantization in physics has been considered to provide a path integral representation of a probability distribution for Ito processes. It has been indicated that the stochastic quantization can involve a potential term, if the Ito process is limited to Langevin equation. In this paper, in order to apply the stochastic quantization to engineering problems, we propose a novel method to incorporate a potential term into stochastic quantization of the general Ito process. This method indicates that weighted distribution gives rise to the potential term for the discrete-time path integral and preserves the role of the path integral as the probability distribution, without making any assumptions on the drift term. A second order approximation on the stochastic fluctuations for the path integral gives difference equations which represent the time evolution of expectation value and covariance matrix for the stochastic processes. The difference equations explicitly derive Extended Kalman Filter and models on the constrained Ito processes by the identification of the potential function with a penalty or barrier function. The numerical simulations of the constrained stochastic systems show that the potential term can constrain the nonlinear dynamics towards a minimum or a decreasing direction of the potential function.
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1 Introduction

Nonlinear stochastic processes appear in a wide variety of research fields such as physics, biology, filtering, control, machine learning, finance. A deep understanding of such stochastic phenomena depends on the formulation of the stochastic processes and then various mathematical models has been considered.

In physics, euclidean path integral [1] has been well used as a powerful tool for modeling the stochastic processes and applied not only to physics but also to various areas. For example, the applications that had been discussed so far are as follows. Ref. [2] has explained that the path integral is able to satisfy a master equation of Langevin equation. Ref. [3] has proposed a birth-death process represented by a path integral for an interacting system of stochastic fields on a lattice. The author of Ref. [4,5] has discovered an unexpected relation between the path integral and stochastic nonlinear control. The relation has indicated that the Hamilton-Jacobi-Bellman (HJB) equation for Ito process involving a control input [6] becomes a linear partial differential equation (PDE), assuming a relation between the weight matrix of the control input and the covariance matrix of the Ito process. The solution of the PDE is given by the path integral which gives the control input. In [7,8], a task on finding a policy for a controlling robot in reinforcement learning has used the path integral method based on [1,5]. As an application of the path integral to financial engineering [9,10], a pricing of a path-dependent option has considered the path integrals as Feynman-Kac formula satisfying a backward PDE. The path integral has involved a discount factor which deforms the stochastic dynamics of the option as the potential term.
For those stochastic models, the path integral is a solution of PDE on the stochastic process, however, in general, solving PDEs is quite difficult and solvable cases are limited. Therefore, it is natural to require a simple method which can directly define the path integral on a given stochastic process, in order to expand the applicabilities. The stochastic quantization (SQ) [11,12,13,14,15,16,17,18] has been known as such a direct method in physics. SQ has been originally a method to investigate an equilibrium state of Langevin dynamics in quantum physics. In [16,18], it has been pointed out that SQ gives a systematic and simple procedure defining the path integral as the probability distribution for a general Ito process, without solving the corresponding PDEs. Using this fact, SQ has been applied a pricing of option in financial engineering [19,20,21,22]. If Ito process of a stock is given, SQ can define the path integral representation of the corresponding probability distribution which does not involve a potential term, directly. Such probability distribution can give the Feynman-Kac formula for the option which is a functional on a discount factor and a stock.

It is natural from this financial applications of SQ to consider whether SQ can define a path integral formula of probability distribution satisfying the dual forward PDE with a potential term or not. The existence of such probability distribution gives the expectation that SQ can directly model the forward process affected from the external potential. If we identify the potential with a penalty or barrier function [23,24], we will be able to discuss various models in which the potential function constrains the Ito process as the new applications of SQ on engineering. However, how to incorporate the potential term into SQ has been not clarified for the general Ito process. If the Ito process is restricted to Langevin equation which has the drift term consisting of a partial derivative of a scalar function, Lagrangian is able to involve a potential term by scaling of the path integral [13,14]. The Langevin equation is quite restrictive for engineering problems, because Ito process appearing in engineering does not necessarily has such the drift term. Therefore, we require to clarify how the potential term can be incorporated in SQ without such the assumption on the drift term.

Taking into account this issue, in this paper, we will propose the introduction of weighted distribution [25,26,27] as a novel method to incorporate the potential term into the discrete-time SQ for the general Ito process. We will show the weighted distribution naturally induces the potential term in the path integral and preserves the role of the path integral as a probability distribution without imposing any assumptions on the drift term, although the weighted distribution has not been noticed in physics so far. For applications of SQ to engineering problems, we evaluate the path integral by a second order approximation on the stochastic fluctuations and then derives the difference equations. Taking an appropriate potential function, the difference equations will be applied to the modeling of filtering and control and to the numerical simulations of the control models.

This paper is organized as follows. In section 2, we will introduce SQ using weighted distribution in discrete time. The existence of the dual backward formula is mentioned. In section 3 the path integral gives the difference equations as the evolution equations of the expected value and the covariance matrix on the stochastic process, applying a second order approximation on the stochastic fluctuations. In section 4 by taking the potential function as the penalty or barrier function, the difference equations give rise to Extended Kalman Filter (EKF) [28,29] and models on nonlinear stochastic control. We also discuss numerical simulations of the nonlinear stochastic control. The section 5 will be devoted to the conclusions.

2 SQ and Weighted distribution

We will introduce SQ to define a probability distribution on the Ito process by path integral. A weight function of the weighted distribution gives an additional potential term in the path integral and preserves the role of the path integral as the probability distribution, without imposing any assumptions on the drift term. To clarify the difference with the typical SQ discussed in physics, we will investigate PDE that the probability distribution involving the weighted distribution satisfies in continuous time. It is shown that the PDE recovers the Fokker-Planck equation, if the potential term vanishes. Although the Fokker-Planck equation is able to induce an additional potential term by a scaling of the solution and by assuming that the drift term of the Ito process is proportional to a partial derivative of a scalar function, we find that the SQ with the weighted distribution can introduce the additional potential term without the scaling and the assumption.

2.1 Path integral formula of SQ

We will consider a finite-time system in discrete time. \( \eta_t \) is a \( m \)-dimensional random variable which obeys the normal (Gaussian) distribution with \( E[\eta_t] = 0 \) and \( E[\eta_t \eta_t^T] = 1_{m \times m} \). The probability distribution is given
by

\[ 1 = \int_{-\infty}^{+\infty} d^m x \eta \left( \frac{\Delta t}{2\pi} \right)^{m/2} \exp \left( -\frac{1}{2} \eta^T \eta \Delta t \right). \quad (1) \]

Using \( \eta \), a discrete-time Ito process is defined by

\[ \frac{x_{t+\Delta t} - x_t}{\Delta t} - f_t(x_t) = E_t^{-1} \eta \]

where \( x_t, f_t(x_t) \) are m-dimensional vectors. \( E_t^{-1} \) is an \( m \times m \)-matrix which has the inverse matrix \( E_t \) with \( E_t^{-1}E_t = 1_{m \times m} \). The Ito process (2) indicates that \( x_{t+\Delta t} \) is a random variable and \( x_t \) is already given at \( t \).

SQ [11][12][13][14][15][16][17][18] has been known as a technique which defines the probability distribution of the Ito process (2) by path integral. To define the probability distribution for Eq. (2), the SQ introduces the following delta function:

\[ 1 = \int_{-\infty}^{+\infty} d^m x_{t+\Delta t} \frac{\sqrt{g_t}}{\Delta t^m} \delta \left( E_t \left( \frac{x_{t+\Delta t} - x_t}{\Delta t} - f_t(x_t) \right) - \eta \right) \quad (3) \]

where \( g_t \equiv E_t^T E_t > 0 \) and \( \sqrt{g_t} \equiv \det E_t \). We assume that an initial probability density of \( x_t \) is given by a positive function \( P(x_t, t) \geq 0 \) satisfying the following equation;

\[ 1 = \int_{-\infty}^{+\infty} d^m x_t P(x_t, t). \quad (4) \]

Inserting Eq. (1) and Eq. (3) to Eq. (1), we obtain the following equation after the integration on \( \eta \):

\[ 1 = \int_{-\infty}^{+\infty} d^m x_{t+\Delta t} p(x_{t+\Delta t}, t+\Delta t) \]

where

\[ p(x_{t+\Delta t}, t + \Delta t) \equiv \int_{-\infty}^{+\infty} d^m x_t \frac{\sqrt{g_t}}{(2\pi \Delta t)^{m/2}} e^{-T_{t+\Delta t} \Delta t} P(x_t, t), \quad (6) \]

\[ T_{t+\Delta t} = \frac{1}{2} \left( \frac{x_{t+\Delta t} - x_t}{\Delta t} - f_t(x_t) \right)^T \]

\[ \times g_t \left( \frac{x_{t+\Delta t} - x_t}{\Delta t} - f_t(x_t) \right). \quad (7) \]

\( T_{t+\Delta t} \) is the kinetic term. Eq. (6) is the path integral representation of the probability distribution for the Ito process (2) and describes an evolution of the initial distribution \( P(x_t, t) \). If we impose

\[ p(x_{t+\Delta t}, t + \Delta t) = P(x_{t+\Delta t}, t + \Delta t), \quad (8) \]

Eq. (6) is the path integral solution for the Fokker-Planck equation (2). In order to constrain the stochastic dynamics of the Ito process (2) for the applications to various engineering problems, we have to introduce external forces without the condition (8) and any assumption for the drift term of Eq. (2). By facts on the path integral [11], it is expected that introducing of an additional potential term in the path integral induces such forces. In the following discussions, we introduce weighted distribution to naturally define the potential term in the path integral.

2.2 The introduction of weighted distribution

We will consider an extension of Eq. (6) to path integral with an additional potential function without assumption for the drift term of the Ito process (2). Inspired by the weighted distribution [25][26][27] which has been considered in the area of statistics, we would like to introduce a weight function,

\[ \exp(-U_{t+\Delta t}(x_{t+\Delta t}) \Delta t). \quad (9) \]

Using this weight function, we define \( P(x_{t+\Delta t}, t + \Delta t) \) as a weighted distribution:

\[ P(x_{t+\Delta t}, t + \Delta t) \equiv e^{-U_{t+\Delta t}(x_{t+\Delta t}) \Delta t} p(x_{t+\Delta t}, t + \Delta t) \]

\[ = \int_{-\infty}^{+\infty} d^m x_t \frac{\sqrt{g_t}}{(2\pi \Delta t)^{m/2}} \]

\[ \times e^{-(T_{t+\Delta t} + U_{t+\Delta t}(x_{t+\Delta t})) \Delta t} P(x_t, t). \quad (11) \]

We impose conservation of probability for the weighted distribution as follows:

\[ 1 = \int_{-\infty}^{+\infty} d^m x_{t+\Delta t} P(x_{t+\Delta t}, t + \Delta t). \quad (12) \]

This condition implies that the transition probability distribution for Eq. (11) can be defined by

\[ P(x_{t+\Delta t}, t + \Delta t | x_t, t) \]

\[ = \frac{\sqrt{g_t}}{(2\pi \Delta t)^{m/2}} \times e^{-(T_{t+\Delta t} + U_{t+\Delta t}(x_{t+\Delta t})) \Delta t} \]

where we have assumed that the normalization is involved in the potential function. Therefore, Eq. (11) is
interpreted as the evolution of the initial probability density Eq. (1) through the transition probability distribution Eq. (13).

As shown in [12][13][14], SQ without the weighted distribution can induce a potential term by introducing an additional drift term, after a scaling of the probability density which satisfies Fokker-Planck equation. To understand that our model (11) is different with the case in [12][13][14], we will consider the continuous case of Eq. (11). Considering a fluctuation $\xi_t = x_t - x_{t+\Delta t}$ and expanding Eq. (11) around $x_t + \Delta t$ by $x_t = x_{t+\Delta t} + \xi_t$, the continuous-time limit $\Delta t \to 0$, after the integral on $\xi_t$, gives the following equation:

$$\partial_t P(x, t) = \sum_{\mu=1}^{m} \frac{1}{2} g^{\mu \nu} \partial_\mu \partial_\nu P(x, t)$$

$$- \sum_{\mu=1}^{m} \partial_\mu \left( f^\mu_t(x) P(x, t) \right) - U_t(x_t) P(x, t)$$

(14)

where $g^{\mu \nu} \equiv (g_t^{-1})^{\mu \nu}$. If $U_t(x_t) = 0$, Eq. (14) is exactly equivalent to the Fokker-Planck equation. Therefore, Eq. (11) is a simple extension of the typical SQ. For a case of $f_t = 0$ in Eq. (14), we also find that $U_t(x_t) has the same role as potential function in physics, because Eq. (14) becomes the euclidean Schrödinger equation. In order to understand the difference, we will consider the following scaling of the probability distribution:

$$P(x, t) = e^{W(x_t)} \rho(x, t)$$

(15)

where $W(x_t)$ is a scalar function. By the scaling, Eq. (14) becomes

$$\partial_t \rho(x, t)$$

$$= \sum_{\mu, \nu=1}^{m} \frac{1}{2} g^{\mu \nu} \partial_\mu \partial_\nu \rho(x, t)$$

$$- \sum_{\mu=1}^{m} \partial_\mu \left( f^\mu_t(x) \rho(x, t) \right)$$

$$- \sum_{\mu=1}^{m} \left( f^\mu_t(x) - \sum_{\nu=1}^{m} g^{\mu \nu} \partial_\nu W(x_t) \right) \rho(x, t)$$

$$+ \sum_{\mu=1}^{m} \left( f^\mu_t(x) - \sum_{\nu=1}^{m} g^{\mu \nu} \partial_\nu W(x_t) \partial_\nu W(x_t) \rho(x, t) \right)$$

$$+ \left[ U_t(x_t) + \frac{1}{2} \sum_{\mu, \nu=1}^{m} \left( g^{\mu \nu} \partial_\mu \partial_\nu W(x_t) + g^{\mu \nu} \partial_\mu W(x_t) \partial_\nu W(x_t) \right) \right] \rho(x, t).$$

(16)

If we take additional condition on $f_t$ as follows:

$$f^\mu_t(x) - \sum_{\nu=1}^{m} g^{\mu \nu} \partial_\nu W(x_t) = 0,$$

(17)

Eq. (10) is reduced to the following equation [12][13][14]:

$$\partial_t \rho(x, t)$$

$$= \sum_{\mu, \nu=1}^{m} \frac{1}{2} g^{\mu \nu} \partial_\mu \partial_\nu \rho(x, t) - U_t(x_t) \rho(x, t)$$

$$- \frac{1}{2} \sum_{\mu, \nu=1}^{m} \left( g^{\mu \nu} \partial_\mu \partial_\nu W + g^{\mu \nu} \partial_\mu W \partial_\nu W \rho(x, t) \right).$$

(18)

We find that Eq. (18) is formally equivalent to the euclidean Schrödinger equation. For $U_t(x_t) = 0$, this fact indicates that the Fokker-Plank equation can introduce the potential function under the assumptions [17]. However, this potential function and the condition (17) are quite restrictive for applications on various engineering problems, because a realistic stochastic process does not necessarily have such the scalar function $W(x_t)$ satisfying Eq. (17). In our model, we can consider the path integral involving the potential function $U_t(x_t)$ for a general stochastic process, without the assumption (17). Therefore, if an appropriate potential function $U_t(x_t)$ is taken for an engineering problem, it is expected that we can constrain a general stochastic process toward a desired path for solving a task on the problem. This point is the major difference from SQ in physics.

2.3 The existence of dual backward formula

Finally, we will mention whether a dual backward formula can be defined from the forward formula (11). If the dual function at $t_N \equiv t + N \Delta t$ is given by a real function $C_t(x_{t_N})$ which is not necessarily normalized, an inner product for (11) and $C_t(x_t)$ at $t_N$ can be represented by

$$\int_{-\infty}^{+\infty} d^{m} x_{t_N} C_{t_N}(x_{t_N}) P(x_{t_N}, t_N)$$

$$= \int_{-\infty}^{+\infty} d^{m} x_{t} C_{t}(x_{t}) P(x_{t}, t)$$

(19)
where $C_t(x_t)$ has been defined as follows:

$$\begin{align*}
C_t(x_t) & = \int_{-\infty}^{\infty} d^{m}x_{t+\Delta t} C_{t+\Delta t}(x_{t+\Delta t}) P(x_{t+\Delta t}, t + \Delta t | x_t, t) \\
& = \int_{-\infty}^{\infty} d^{m}x_{t_N} C_{t_N}(x_{t_N}) \\
& \times \sum_{i=t}^{t_N-\Delta t} d^{m}x_{i} P(x_{i+\Delta t}, i + \Delta t | x_i, i).
\end{align*}$$

(20)

The function $C_t(x_t)$ clearly satisfies the backward Kolmogorov equation (20). If $C_{t_N}(x_{t_N})$ is taken as a function on options, time, and an appropriate normalization constant, Eq. (20) is able to be interpreted as the Feynman-Kac formula involving a discount factor $\nu$ proportional to $- \sum_{i=t}^{t_N-\Delta t} U_{i+\Delta t}(x_{i+\Delta t}) \Delta t$ by [13].

We would like to also mention a difference with a backward path integral of a nonlinear control model discussed in [4,5]. If we assume that $C_{t_N}(x_{t_N})$ is an exponential function on a cost function like $\exp(-\phi(x_{t_N}))$, $C_t(x_t)$ gives a similar path integral formula on a cost-to-go function in [4,5]. However, in discrete time, Ref. [4,5] uses the potential function at $t$ instead of the potential function at $t+\Delta t$. Therefore, in the discrete-time level, the model proposed in this paper is directly different because a different discretization for the potential function in term of the time variable is applied in [4,5].

3 Nonlinear Difference equations

We have discussed SQ with the weight distribution in the previous section. It has been indicated without assumption like Eq. (17) that the weight function induces the potential function in the path integral, preserving the role as the probability distribution. By analogy with the path integral in physics, we have expected a constrained dynamics by a forces derived from the potential function. To confirm such expectations through explicit examples involving the numerical simulations, we would like to evaluate the path integral by a second order expansion on the stochastic fluctuations. We will derive the difference equations as evolution equations of covariance matrix and expectation value for the stochastic variables.

As the initial probability distribution (4), we will take gaussian distribution with the mean value $\hat{x}_{t|t}$ and the covariance matrix $\hat{\Sigma}_{t|t}$:

$$P(x_t, t) = \frac{1}{(2\pi)^{m/2}|\hat{\Sigma}_{t|t}|^{1/2}} e^{-\frac{1}{2}(x_t - \hat{x}_{t|t})^{T} \hat{\Sigma}_{t|t}^{-1} (x_t - \hat{x}_{t|t})}$$

(22)

where the stochastic fluctuation has been defined by

$$\delta x_t = x_t - \hat{x}_{t|t}$$

(23)

To perform the integration in Eq. (11), we will expand $x_t + f_t(x_t) \Delta t$ around $\hat{x}_{t|t}$ as follows:

$$x_t + f_t(x_t) \Delta t \approx \hat{x}_{t|t} + f_t(\hat{x}_{t|t}) \Delta t + F_t \delta x_t$$

(24)

where we have defined

$$(F_t)^{\mu}_{\nu} \equiv \delta^{\mu}_{\nu} + \partial_{\mu} f^{\nu}(\hat{x}_{t|t}) \Delta t.$$ (25)

After the integration on $\delta x_t$ ($d\delta x_t = dx_t$), Eq. (6) is represented by

$$p(x_{t+\Delta t}, t + \Delta t) = \frac{1}{(2\pi)^{m/2}|\hat{\Sigma}_{t+\Delta t|t|}^{1/2}} \times e^{-\frac{1}{2}(x_{t+\Delta t} - \hat{x}_{t+\Delta t|t})^{T} \hat{\Sigma}_{t+\Delta t|t}^{-1} (x_{t+\Delta t} - \hat{x}_{t+\Delta t|t})}$$

(26)

where $\delta x_{t+\Delta t|t} = x_{t+\Delta t} - \hat{x}_{t+\Delta t|t}$ and the prediction processes have been defined by

$$\hat{x}_{t+\Delta t|t} = \hat{x}_{t|t} + f_t(\hat{x}_{t|t}) \Delta t,$$

(27)

$$\hat{\Sigma}_{t+\Delta t|t} = F_t \hat{\Sigma}_{t|t} F_t^T + g_t^{-1} \Delta t.$$ (28)

In order to evaluate the path integral (11), we are going to assume that the potential function $U_{t+\Delta t}$ is defined as follows:

$$U_{t+\Delta t}(x_{t+\Delta t}) = V_{t+\Delta t}^{\text{eff}}(x_{t+\Delta t}) = V_{t+\Delta t}^{\text{eff}}(x_{t+\Delta t}) - \frac{1}{\Delta t} \ln N_{t+\Delta t},$$

(29)

$$V_{t+\Delta t}^{\text{eff}}(x_{t+\Delta t}) = V_{t+\Delta t}(x_{t+\Delta t})$$

(30)

$$+ \delta_t V_{t+\Delta t}(x_{t+\Delta t})$$

where $V_{t+\Delta t}^{\text{eff}}$ is the effective potential, $\delta_t V_{t+\Delta t}(x_{t+\Delta t})$ is a counter term which is decided in later discussion and $N_{t+\Delta t}$ is a normalization. In quantum mechanics, it is known that path integrals are able to take in the quantum fluctuations around the classical paths by performing the integral on the fluctuations [11]. To apply this method for evaluating Eq. (11), we will consider
where we have defined the following equations:

\[ \begin{align*}
 V_{t+\Delta t} & \equiv V_{t+\Delta t}(t+\Delta t) \\
 \nabla_{t+\Delta t} V_{t+\Delta t} & \equiv \nabla_{t+\Delta t} V_{t+\Delta t}|_{x_{t+\Delta t} = \hat{x}_{t+\Delta t}}.
\end{align*} \]

\[ \begin{align*}
 (H^T_{t+\Delta t})_{\mu}^m & \equiv -\partial_{\mu} l_{t+\Delta t}|_{x_{t+\Delta t} = \hat{x}_{t+\Delta t}} \\
 & \equiv -(\nabla_{t+\Delta t})_{\mu}^m, \\
 (\Sigma^{-1}_{t+\Delta t})_{mn} & \equiv m \partial_{\mu} l_{t+\Delta t}|_{x_{t+\Delta t} = \hat{x}_{t+\Delta t}} m, \\
 (\Sigma^{-1}_{t+\Delta t})_{\mu
u} & \equiv \sum_{m=1}^m \partial_{\mu} l_{t+\Delta t} m \\
 & \times \partial_{\nu} l_{t+\Delta t}|_{x_{t+\Delta t} = \hat{x}_{t+\Delta t}},
\end{align*} \]

We also take the normalizations \( N_{t+\Delta t} \) as follows:

\[ \begin{align*}
 N_{t+\Delta t} & \equiv |\Sigma_{t+\Delta t}/\Delta t + H_{t+\Delta t} \hat{\Sigma}_{t+\Delta t}|t H^T_{t+\Delta t}|^{1/2} \\
 & \times |\Sigma_{t+\Delta t}|^{-1/2}(\Delta t)^{m/2} \times \exp(\Delta t) (N_{t+\Delta t}) \end{align*} \]

where \( N_{t+\Delta t} \) is defined by

\[ \begin{align*}
 N_{t+\Delta t} & \equiv V_{t+\Delta t}(t+\Delta t) \\
 & - \frac{1}{2} (\nabla_{t+\Delta t} V_{t+\Delta t}^T) H_{t+\Delta t} \\
 & \times (\hat{\Sigma}_{t+\Delta t}|t + H^T_{t+\Delta t} \Sigma^{-1}_{t+\Delta t} H_{t+\Delta t}|t)^{-1} \\
 & \times H^T_{t+\Delta t} \nabla_{t+\Delta t} V_{t+\Delta t}|t.
\end{align*} \]

For a stability of the numerical simulations, we will assume

\[ \begin{align*}
 \Sigma^{-1}_{t+\Delta t} & > 0, \\
 \delta_x V_{t+\Delta t}(x_{t+\Delta t}) & \equiv -\frac{1}{2} (\delta x_{t+\Delta t}|t)^T \Sigma^{-1}_{t+\Delta t} \delta x_{t+\Delta t}|t.
\end{align*} \]

Using Eq. (37), Eq. (38), Eq. (39), Eq. (40) and Eq. (37), it is found that the weighted distribution is given by

\[ \begin{align*}
 P(x_{t+\Delta t}, t+\Delta t) & = \frac{1}{(2\pi)^{m/2} |\Sigma_{t+\Delta t}|t+\Delta t|^{1/2}} e^{-\frac{1}{2} \delta x_{t+\Delta t} \Sigma^{-1}_{t+\Delta t} \delta x_{t+\Delta t}} \\
 & = \hat{x}_{t+\Delta t} |t \\
 & + \hat{\Sigma}_{t+\Delta t}|t H^T_{t+\Delta t} \\
 & \times (\Sigma_{t+\Delta t}|t + H^T_{t+\Delta t} \hat{\Sigma}_{t+\Delta t}|t H^T_{t+\Delta t})^{-1} \\
 & \times \nabla_{t+\Delta t} V_{t+\Delta t},
\end{align*} \]

\[ \begin{align*}
 \hat{\Sigma}_{t+\Delta t}|t & = \int_{-\infty}^{\infty} d^m |x_{t+\Delta t}| P(x_{t+\Delta t}, t+\Delta t) x_{t+\Delta t} \\
 & = \hat{x}_{t+\Delta t}|t \\
 & + \hat{\Sigma}_{t+\Delta t}|t H^T_{t+\Delta t} \\
 & \times (\Sigma_{t+\Delta t}|t + H^T_{t+\Delta t} \hat{\Sigma}_{t+\Delta t}|t H^T_{t+\Delta t})^{-1} \\
 & \times H^T_{t+\Delta t} \hat{\Sigma}_{t+\Delta t}|t.
\end{align*} \]

Eq. (27), Eq. (28), Eq. (12) and Eq. (43) are difference equations that we would like to derive.

Finally, we will comment on the assumptions Eq. (49) and Eq. (40). If we do not assume Eq. (49) and Eq. (40), the inverse matrix in Eq. (38) is replaced by

\[ \begin{align*}
 \hat{\Sigma}^{-1}_{t+\Delta t}|t + H^T_{t+\Delta t} \Sigma^{-1}_{t+\Delta t} H_{t+\Delta t}|t + \Sigma^{-1}_{t+\Delta t}|t
\end{align*} \]

We are able to ignore the second and the third term of the inverse matrix in the continuous limit \( \Delta t \to 0 \). However, for the discrete-time, this inverse matrix has a possibility of the divergence or of the negative value because of a case where \( \Sigma^{-1}_{t+\Delta t} \) and \( \Sigma^{-1}_{t+\Delta t} \) are singular or negative, in general. This causes a difficulty of the stable numerical simulations. Therefore, we will impose Eq. (39) and Eq. (40) through this paper.
4 Applications to filtering and control

In the previous section, we have derived the difference equations on the evolution of the nonlinear stochastic systems involving the potential function. The difference equation Eq. (42) implies that the expectation value of the weighted distribution can be applied to engineering problems as well. This fact allows us to expect that SQ using the potential function representing the filtering process. The potential constrains the expected motion of the expected dynamics is represented by the prediction process. Then, for the Ito process (29), the expected dynamics is represented by the prediction process (27) \( \hat{t} \) and the update process (22) which becomes as follows:

\[
\hat{x}_{t+1|t} = \hat{x}_{t+1|t} \quad + \hat{\Sigma}_{t+1|t} \hat{H}_{t+1}^T \left( \Sigma_{t+1}^{-1} + H_{t+1} \hat{\Sigma}_{t+1|t} H_{t+1}^T \right)^{-1} \times (y_{t+1} - h_{t+1}(\hat{x}_{t+1|t})), \quad (48)
\]

\[
\hat{\Sigma}_{t+1|t} = \hat{\Sigma}_{t+1|t} \quad - \hat{\Sigma}_{t+1|t} \hat{H}_{t+1}^T \left( \Sigma_{t+1}^{-1} + H_{t+1} \hat{\Sigma}_{t+1|t} H_{t+1}^T \right)^{-1} \times H_{t+1} \hat{\Sigma}_{t+1|t}. \quad (49)
\]

It is found that (27) \( \hat{t} \) and (48) \( 1 \) are the formula of EKF. However, Eq. (17) treats \( y_{t+1} \) as an external source and does not assume the probability distribution. \( \Sigma_{t+1} > 0 \) is a constant matrix which is not directly related with \( y_{t+1} \) as the covariance matrix. This is quite different point from typical EKF (28) \( 29 \) in which \( y_{t+1} \) is treated as an observation given by a constrained process with a potential function \( \hat{t} \). In our case, EKF can be interpreted as a process in which the potential constrains the expected motion of the stochastic process towards a direction satisfying \( y_{t+1} \sim h_{t+1}(\hat{x}_{t+1|t}) \) in which the potential function becomes the minimum.

We can also recover the stochastic interpretation of \( y_{t+1} \) as a special case. For example, by taking an approximation like

\[
l_{t+1}(x_{t+1}) \simeq l_{t+1} - H_{t+1} (x_{t+1} - \hat{x}_{t+1|t}) \quad (50)
\]

for Eq. (17), the weight function can be reduced to

\[
e^{-U_{t+1}(x_{t+1})} = \frac{\Omega(y_{t+1}|x_{t+1})}{\Omega(y_{t+1}|Y_{t})}, \quad (51)
\]

\[
\Omega(y_{t+1}|x_{t+1}) = \frac{\alpha_{t+1}}{(2\pi)^{m/2} |\Sigma_{t+1}|^{1/2}} \times e^{-\frac{1}{2} \left((y_{t+1} - h_{t+1}(x_{t+1}))^T \Sigma_{t+1}^{-1} (y_{t+1} - h_{t+1}(x_{t+1}))\right)}, \quad (52)
\]

\[
\Omega(y_{t+1}|Y_{t}) = \frac{\alpha_{t+1}}{(2\pi)^{m/2} |\Sigma_{t+1}| + H_{t+1} \hat{\Sigma}_{t+1|t} H_{t+1}^T}^{-1/2} \times e^{-\frac{1}{2} (y_{t+1} - h_{t+1}(x_{t+1}))^T (\Sigma_{t+1}^{-1} + H_{t+1} \hat{\Sigma}_{t+1|t} H_{t+1}^T)^{-1} (y_{t+1} - h_{t+1}(x_{t+1}))}, \quad (53)
\]

where \( \alpha_{t+1} \) is an arbitrary function. If we take \( \alpha_{t+1} = 1 \),

\[
\Omega(y_{t+1}|x_{t+1}) = P(y_{t+1}|x_{t+1}), \quad (54)
\]

\[
\Omega(y_{t+1}|Y_{t}) = P(y_{t+1}|Y_{t}), \quad (55)
\]

4.1 Extended Kalman Filter

To construct EKF, we consider the following quadratic potential as a penalty function:

\[
V_{t+1} = \frac{1}{2} l_{t+1}(x_{t+1})^T \Sigma_{t+1}^{-1} l_{t+1}(x_{t+1}), \quad (46)
\]

\[
l_{t+1} = y_{t+1} - h_{t+1}(x_{t+1}). \quad (47)
\]

In Eq. (47), \( y_{t+1} \) is an external source, \( h_{t+1}(x_{t+1}) \) is a \( m \)-dimensional vector and \( \Sigma_{t+1} \) is an \( m \)-dimensional positive-definite matrix. Then, for the Ito process (29), the expected dynamics is represented by the prediction process (27) \( \hat{t} \) and the update process (22) which becomes as follows:

\[
\hat{x}_{t+1|t} = \hat{x}_{t+1|t} \quad + \hat{\Sigma}_{t+1|t} \hat{H}_{t+1}^T \left( \Sigma_{t+1}^{-1} + H_{t+1} \hat{\Sigma}_{t+1|t} H_{t+1}^T \right)^{-1} \times (y_{t+1} - h_{t+1}(\hat{x}_{t+1|t})), \quad (48)
\]

\[
\hat{\Sigma}_{t+1|t} = \hat{\Sigma}_{t+1|t} \quad - \hat{\Sigma}_{t+1|t} \hat{H}_{t+1}^T \left( \Sigma_{t+1}^{-1} + H_{t+1} \hat{\Sigma}_{t+1|t} H_{t+1}^T \right)^{-1} \times H_{t+1} \hat{\Sigma}_{t+1|t}. \quad (49)
\]
and then we can interpret Eq. (52) and Eq. (59) as the probability densities. Then, \( y_{t+1} \) obeys the Gaussian distribution. This is the standard interpretation on \( y_{t+1} \) in EKF. In general, \( \alpha_{t+1} \) is not necessarily equal to one and then Eq. (52) and Eq. (59) do not have an interpretation as a probability density. Our model is able to relax the assumption of the probability distribution for the observation.

4.2 Constrained dynamics as stochastic nonlinear control

For the applications of SQ to a nonlinear stochastic control, we will rewrite the evolution equation (42) to the following form:

\[
\dot{x}_{t+1|t+1} = \dot{x}_{t|t} + f_t(\dot{x}_{t|t}) + B_t \mathbf{u}_t
\]

where \( \mathbf{u}_t \) is identified with the control input derived from the potential and has been defined by

\[
\mathbf{u}_t = R_t^{-1}B_t^T(B_tR_t^{-1}B_t^T)^{-1}
\times \dot{\Sigma}_{t+1|t} f_t(\Sigma_{t+1|t}) + H_t \dot{\Sigma}_{t+1|t} f_t^T(\Sigma_{t+1|t})^{-1}
\times \Sigma_{t+1|t} \nabla_{t+1|t} V_{t+1}(\dot{x}_{t+1|t}).
\]

(57)

\( B_t \) and \( R_t \) are \( m \times l \) and \( l \times l \) matrix. we have assumed \( R_t \) and \( B_tR_t^{-1}B_t^T \) are regular and positive. Note that the covariance matrix evolves according to Eq. (17) as the forward process. This is different from a typical feedback control [6] and then it is not trivial whether the potential function can control the dynamics represented by Eq. (58) or not. To check how the control is realized, we will perform the numerical simulations by specifying the Ito process and the potential term. For simplicity, we take

\[
m = l,
\]

(58)

\[
B_t = R_t = I_{m \times m}.
\]

(59)

In this part, we would like to consider a stochastic nonlinear control of the stochastic process (2) with the following definitions:

\[
\mathbf{x}_t = \begin{pmatrix} x_t^1 \\ x_t^2 \end{pmatrix},
\]

(60)

\[
(f_t(x_t))^1 = 0.005x_t^2,
\]

(61)

\[
(f_t(x_t))^2 = 0.005\left\{ (1 - x_t^1)^2 - (x_t^2)^2 \right\} x_t^2
\]

\[
- x_t^1 + 3.0x_t^2 \sin(0.005t)
\]

(62)

\[
(F_t)^1_1 = 1,
\]

(63)

\[
(F_t)^1_2 = 0.005,
\]

(64)

\[
(F_t)^2_1 = 0.005(-2x_t^1x_t^2 - 1),
\]

(65)

\[
(F_t)^2_2 = 1 + 0.005\left\{ (-2x_t^2)^2
\right.
\]

\[
+ (1 - (x_t^1)^2 - (x_t^2)^2) + 3 \sin(0.005t) \}
\]

(66)

where \( F_t \) is given by Eq. (48) and \( a \) and \( b \) of \( (F_t)^a_{b} \) indicate row dimensions and column dimensions, respectively. Fig. 1 indicates sample paths of the stochastic process (2). In below discussion, we will consider two cases, \( \Sigma_{t+1|t}^{-1} = 0 \) and \( \Sigma_{t+1|t}^{-1} \neq 0 \).

\[ 4.2 \Sigma_{t+1|t}^{-1} = 0 \]

In this case, the counter term vanishes, \( \delta_t V_{t+1} = 0 \) and the equation (50) implies that we are able to take \( l_{t+1}(x_{t+1}) \) as a linear function on \( x_{t+1} \).
As a first example, to constrain the stochastic process towards a target \( \mathbf{d}_{t+1} \), we will consider the following effective potential as the cost function defined by a quadratic penalty function like (46):

\[
V^{\text{eff}}_{t+1}(\mathbf{x}_{t+1}) = \frac{1}{2} \mathbf{l}_{t+1}(\mathbf{x}_{t+1})^T \Sigma_{\nu t+1}^{-1} \mathbf{l}_{t+1}(\mathbf{x}_{t+1}),
\]

(67)

\[
\mathbf{l}_{t+1}(\mathbf{x}_{t+1}) = \mathbf{x}_{t+1} - \mathbf{d}_{t+1}.
\]

(68)

This effective potential is a positive function and has a local minimum at \( \mathbf{d}_{t+1} \). By the previous discussions, the principle of least action implies \( \mathbf{x}_{t+1|t+1} \rightarrow \mathbf{d}_{t+1} \), if we appropriately tune the parameter \( \mathbf{g}_t \) and \( \Sigma_{\nu t+1} \).

To numerically check this expectation, we will take the initial values as follows:

\[
\mathbf{x}_{0|-1} = \begin{pmatrix} 0.5 \\ 0.5 \end{pmatrix},
\]

(69)

\[
\mathbf{g}_t^{-1} = \begin{pmatrix} 0.001 & 0 \\ 0 & 0.001 \end{pmatrix},
\]

(70)

\[
\Sigma_{0|-1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
\]

(71)

\[
\Sigma_{\nu t+1} = \begin{pmatrix} 0.001 & 0 \\ 0 & 0.0001 \end{pmatrix},
\]

(72)

\[
\mathbf{d}_{t+1} = \begin{pmatrix} 0.2 \\ -0.1 \end{pmatrix},
\]

(73)

\[
\mathbf{H}_{t+1} = -\mathbf{l}_{2 \times 2}.
\]

(74)

Fig. 2 and Fig. 3 show sample paths of \( \mathbf{x}_t \) and \( \mathbf{u}_t \). These sample paths are given by the following steps. The initial control \( \mathbf{u}_0 \) is decided by substituting the conditions (69)-(74) for Eq. (57). \( \mathbf{x}_1 \) is sampled by the probability distribution (41) for the conditions. By repeating similar steps, we can obtain the sample paths. Fig. 2 and Fig. 3 indicate that the stochastic dynamics is controlled to the local minimum of \( V^{\text{eff}}_{t+1} \).

The second example is a constrained dynamics in \( \mathbf{x}_{t+1} > \mathbf{0} \) and then the cost function is taken by a potential like barrier function:

\[
V^{\text{eff}}_{t+1}(\mathbf{x}_{t+1}) = -\mathbf{a}^T \ln \mathbf{l}_{t+1}(\mathbf{x}_{t+1})
\]

(75)

where \( \mathbf{a} \) is a positive vector and

\[
\ln \mathbf{l}_{t+1}(\mathbf{x}_{t+1}) = \left( \ln l_{t+1}^1(\mathbf{x}_{t+1}) \ln l_{t+1}^2(\mathbf{x}_{t+1}) \right)^T
\]

\[
= (\ln x_{t+1}^1 \ln x_{t+1}^2)^T.
\]

(76)

This potential monotonically increases towards \(+\infty\) for \( \mathbf{x}_{t+1} \rightarrow \mathbf{0} \) and decreases to \(-\infty\) for \( \mathbf{x}_{t+1} \rightarrow +\infty \). It is expected that the potential constrains the stochastic processes to \( \mathbf{x}_{t+1} > \mathbf{0} \). Using Eq. (35), \( \Sigma_{\nu t+1} \) is given by

\[
\Sigma_{\nu t+1} = \begin{pmatrix} \left( \hat{x}_{t+1}^1 \right)^2 / a^1 & 0 \\ 0 & \left( \hat{x}_{t+1}^2 \right)^2 / a^2 \end{pmatrix}.
\]

(77)

\( \mathbf{H}_{t+1} \) is given by \( \mathbf{H}_{t+1} = -\mathbf{l}_{2 \times 2} \). The numerical simulation gives Fig. 4 and Fig. 5 by the same condition and manner with the first example, applying Eq. (77) and

\[
\mathbf{a} = (10 \ 10)^T.
\]

(78)

Fig. 4 and Fig. 5 show that the stochastic dynamics is constrained to \( \mathbf{x}_{t+1} > \mathbf{0} \), by the potential as barrier function.

4.2.2 \( \Sigma_{\nu t+1}^{-1} \neq 0 \)

We will consider a case in which the cost function is given by a double well potential defined by Eq. (67)
Fig. 4 Sample paths by sampling from the probability distribution (41). The potential is given by Eq. (75) with Eq. (78). the sampling has used the conditions (69)-(74) in which $\Sigma_{\nu_{t+1}}$ is replaced by Eq. (77).

Fig. 5 Control inputs corresponding to Fig. 4.

with

$$l_{t+1}^m(x_{t+1}) = (x_{t+1}^m - a_{t+1}^m)(x_{t+1}^m + a_{t+1}^m)$$

(79)

where

$$d_{t+1} = \begin{pmatrix} 0.2[1 + \tanh\{0.01(t - 2500)\}] \\ 0.2[1 + \tanh\{0.01(t - 2500)\}] \end{pmatrix}.$$

(80)

The double well potential has the minima at $d_{t+1}$ or $-d_{t+1}$ by Eq. (79). The target $d_{t+1}$ changes from $(0 0)^T$ to $(0.4 0.4)^T$ and then the minima of the double well potential dynamically deform, according to $d_{t+1}$. Substituting Eq. (67) and Eq. (79) for Eq. (36), $\Sigma_{\nu_{t+1}}^{-1}$ is given by

$$\Sigma_{\nu_{t+1}}^{-1} = \begin{pmatrix} 2\hat{x}_{t+1}^1|\hat{x}_{t+1}^1 + 1 & 0 \\ 0 & 2\hat{x}_{t+1}^2|\hat{x}_{t+1}^2 + 1 \end{pmatrix}. \quad (81)$$

The numerical simulation gives Fig. 6 and Fig. 7 by the same condition and manner with the previous examples, replacing the corresponding conditions by

$$g_{t}^{-1} = \begin{pmatrix} 0.5 & 0 \\ 0 & 0.5 \end{pmatrix}, \quad (82)$$

$$\Sigma_{\nu_{t+1}} = \begin{pmatrix} 0.001 & 0 \\ 0 & 0.001 \end{pmatrix}, \quad (83)$$

$$H_{t+1} = \begin{pmatrix} -2\hat{x}_{t+1}^1|\hat{x}_{t+1}^1 & 0 \\ 0 & -2\hat{x}_{t+1}^2|\hat{x}_{t+1}^2 \end{pmatrix}. \quad (84)$$

We find that the potential controls the stochastic processes along the dynamically changing minima.
5 Conclusions

In this paper, we have proposed the discrete-time SQ using the weighted distribution as a novel and simple method to treat constrained dynamics of general Itô processes in engineering problems. The introduction of the weighted distribution in SQ has preserved the role of the path integral as the probability distribution and has naturally induced the potential term in the path integral, without imposing any assumption of the drift term. A second order approximation on the stochastic fluctuations to the path integral has given the difference equations representing the time-evolution of the expectation value and the covariance matrix for the stochastic systems. The difference equations have indicated that the potential term gives rise to forces constraining the stochastic dynamics. The difference equations have derived EKF by the potential function as the penalty function. Although the penalty function has involved observations as just external sources, we have also explained a case where such the stochastic interpretation of the observations is recovered as the typical definition of EKF. The potential function as a barrier or penalty function has been applied to model the nonlinear stochastic control. It has been numerically shown that the nonlinear stochastic processes can be constrained towards a minimum or a decreasing direction of the potential function.

For more realistic applications, how to accept constraints on control inputs induced from the potential term also remains to be considered. A hyperparameter optimization is also required since the stability of a given stochastic system depends on the hyperparameters. The computation on the covariance matrix has the high cost for a large-scale and high-dimensional system. Thus, how to reduce the computational cost is remaining problem to be solved in order to be more powerful tool for real world. It is also interesting to consider parameter estimation because EKF is able to estimate parameters of a machine learning model.
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A Matrix inversion lemma and product rules for determinant

A and D are invertible square matrices, and B and C matrices may or may not be square. The matrix inversion lemma and the product rules for determinant are given as follows:

\[(A + BD^{-1}C)^{-1} = A^{-1} - A^{-1}B(D + CA^{-1}B)^{-1}CA^{-1},\]  
\[(A B) (C D) = |A - BD^{-1}C||D| = |A||D - CA^{-1}B| ,\]

B Identities

Applying the matrix inversion lemma in Appendix we can show the following equations:

\[e^{-\int_{t}^{t+\Delta t} p(x_{t+\Delta t}, t + \Delta t)} = N_{t+\Delta t} e^{-\int_{t+\Delta t}^{t}} |\tilde{\Sigma}_{t+\Delta t}|^{1/2} \left[|\tilde{\Sigma}_{t+\Delta t}|^{1/2} \right]^{-1} \]  
\[\times e^{-\frac{1}{2}(x_{t+\Delta t} - \tilde{x}_{t+\Delta t})^{T} \tilde{\Sigma}_{t+\Delta t}^{-1} (x_{t+\Delta t} - \tilde{x}_{t+\Delta t})} = P(x_{t+\Delta t}, t + \Delta t) \]  

where we have defined the following equations:

\[\hat{x}_{t+\Delta t} = \hat{x}_{t+\Delta t} + \left(\tilde{\Sigma}_{t+\Delta t}^{-1} + H_{t+\Delta t}^{T} \Sigma_{t+\Delta t}^{-1} H_{t+\Delta t} \Delta t\right)^{-1} \times H_{t+\Delta t}^{T} \nabla_{t+\Delta t} V_{t+\Delta t} \Delta t \]  

\[\tilde{\Sigma}_{t+\Delta t} = \tilde{\Sigma}_{t+\Delta t} + \left(\tilde{\Sigma}_{t+\Delta t}^{-1} + H_{t+\Delta t}^{T} \Sigma_{t+\Delta t}^{-1} H_{t+\Delta t} \Delta t\right)^{-1} \times H_{t+\Delta t}^{T} \nabla_{t+\Delta t} V_{t+\Delta t} \Delta t. \]
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