Training Algorithm for Dendrite Morphological Neural Network Using K-Medoids
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Abstract—Pattern classification is one of the relevant problems in Artificial Intelligence. Neural networks have been studied as one of the most successful methods for pattern classification. Classical perceptron can only solve linear classification problems. Morphological Neural Networks (MNN) is an alternative way to solve classification problems in the form of linear and nonlinear. Dendrite Morphological Neural Networks (DMNN) is introduced as an improved method of classical MNN. The important problem that occurs in the DMNN training algorithm is to cluster objects with hyper boxes and classify each in the corresponding class. This paper presents the proposed training algorithm using K-medoids clustering algorithm to create the hyper boxes in the dimensional space. K-medoids is better than other clustering methods in execution time and not sensitive to outliers. The implementation of the proposed algorithm will be involved in various simulations using artificial data sets and compared with other methods to evaluate the performance of this method in future work.
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I. INTRODUCTION

Pattern classification is one of the relevant problems in Artificial Intelligence. The purpose of pattern classification is to relate an input pattern $x = (x_1, x_2, ..., x_n)^T$ to its class $C^1, C^2, ..., C^m$ on the mathematical model. Many researchers has studied Neural Networks (NN) for pattern classification. NN is the most successful methods of a classical perceptron. The division of input space in the classical perceptron uses hyperplanes, which are determined by synaptic weights and biases as decision boundaries. So that, single layer perceptron only can be used to solve linear classification problems. Morphological Neural Networks (MNN) is an alternative way to solve classification problems in the form of linear and nonlinear. MNN allows nonlinear classification with only one neuron by dividing the same space into several piecewise lines and creates complex decision boundaries. The processing of morphological involves the operations of min and max to generate the boundaries of classification. The advantage of this process is being more easily implemented in logic devices [1].

MNN is a new kind of artificial neural networks based on mathematical morphology. Since it was shown in 1990 [2], it has significant progress both in theory and practice. MNN has the network structure and learning algorithm, which are different from the traditional neural networks. MNN works with the input layer and the output layer. Davidson in [3] introduced Dendrite Morphological Neural Networks (DMNN) as an improved method of classical MNN belongs to the ANN approach. In [4] DMNN was re-discussed by Ritter and Sussner.

The important problem that occurs in the training process of DMNN is to cluster objects in hyper boxes. The other problem is to classify each object into the corresponding cluster. The training process method of DMNN based on this approach have been published by many researchers. Most of researcher use heuristics methods to create the hyper boxes in the dimensional space. Each hyper boxes groups classes and represented by dendrite. The use of dendrites in DMNN has several properties [5]. First, the processing of information is performed in the dendrites, so that no hidden layers are required.

Clustering is the process of grouping similar objects into clusters so that these objects are dissimilar in other clusters. [6]. In training process of DMNN, this method groups objects into hyper-boxes. One of the trendy heuristic clustering methods is K-medoids. K-medoids algorithm runs just like K-Means. K-Means clustering works iteratively to assigns a set of objects to the nearest centroid. The centroid is the mean of the coordinates of the similar objects in the cluster. In this case, K-means clustering is sensitive with the outliers but it has the efficient computational time. Different with K-medoids clustering, the representative objects called medoids are based on the centrally of the located object in a cluster. This term causes K-medoids method is less sensitive to outliers than the K-means clustering. In the other aspects, K-medoids is better in execution time and no sensitive to outliers although the complexity is high in comparison with the K-means clustering [7].

This paper proposes a new training algorithm for DMNN using K-medoids for clustering the object population in hyper-box. In addition, we will test whether K-medoid has a significant effect on the performance of the training process.

The paper is organized as follows. The previous works in the area of MNN are given in section 2. In section 3, we describe the architecture of the DMNN. The K-medoids algorithm is introduced in section 4. We present the proposed
training algorithm in section 5. And finally, the conclusions and the directions for future research will be given in section 6.

II. PREVIOUS WORK

In this section, this paper presents neural networks with morphological operations. The researchers have proposed this method over the last 25 years.

Ritter and Davidson proposed the first Morphological Neural Network (MNN) as a combination between image algebra and artificial neural networks in their seminal papers [2] and their computing capabilities discussed by Ritter and Sussner in [4]. MNN [8] are a particular class of Artificial Neural Networks (ANN) based on fundamental concepts of mathematical morphology [9]. The development of MNN has grown due to an important observation made by [10]. In this research, they described the operation of image algebra, which can compute by the typical neural networks [11].

Several MNN have been presented in the literature to solve relevant problems, such as automatic target detection [12], landmine detection [13], handwritten character recognition [14], hyper spectral image analysis [15], time series forecasting [16], pattern recognition [17], computer vision [18], vision-based self-localization in mobile robotics [19], high-frequency financial data prediction [20], image understanding [21], amongst others.

The morphological dendrite neurons were extended in [22] with the consideration that information processing not only occurs in dendrites but also in the cell body of neurons [23]. A key issue in the design of a DMNN is its training. This is in the selection of the number of dendrites and the values of synaptic weights for each dendrite.

Sossa and Guevara proposed Dendrite Morphological Neural Networks (DMNN) as a new training method based on a Divide and Conquer strategy in [24]. The application was used to recognize 3D objects using Kinect [25]. Pessoa and Maragos in [26] combine classical perceptrons with morphological/rank neurons called Morphological/rank/linear neural networks (MRL-NNs). Then a neural model that is similar to DMNN but with a linear activation function has been applied by de A Araujo [27] to regression the problem of forecasting stock markets.

The popular approach for DMNN is to cluster objects with hyper boxes and classify each in the corresponding class. DMNN involves the clustering method to solve this approach. K-medoids algorithm [28] has been widely used to group a set of objects to the cluster with similarity values. There have been some publications for developing a new algorithm of K-medoids clustering. Kaufman and Rousseeuw proposed CLARA, a PAM algorithm that applied to sampled objects instead of all objects [29]. Lucasius, Dane, and Kateman in [30] proposed a new approach of K-medoids clustering using a genetic algorithm. The performance of this method is better than CLARA but the computational increases as the increasing number of clusters. Wei et al. also compared the performance of CLARA with some other variants method for large datasets [31]. Zhang and Couloigner in [32] suggested K-medoids clustering using triangular irregular network concept to reduce the computational time for calculating the total cost of the replacement in step of PAM method.

In this research, K-medoids will be applied to the training process of DMNN to cluster patterns with hyper boxes and classify each in the corresponding class.

III. ARCHITECTURE OF DMNN

The architecture of a single output neuron in DMNN is illustrated in Fig. 1. The model consists of $n$ input neurons represents number of attributes, $k$ number of class neurons and a final selection output. All input neurons are connected to each class neuron by dendrites $t_{k1}$, ..., $t_{kn}$. Each input neuron $x_i$ has two weights connected on dendrite $t_{ki}$ in the class neuron, $\omega_{ik}$ is the activation terminal fiber and $\omega_{ik}^r$ is the inhibition terminal fiber. The value of these weights has to be learned from training process of DMNN using a training dataset. The output of dendrite in the class neuron is represented by $\tau^j$. The values of all dendrites are computed to provide the output value $\tau^j(x)$ for each class neuron. The selection unit from the values given by the class neurons determines the class label.

Fig. 1 Architecture of a Single Output Neuron in DMNN

The DMNN computations involve operations, min ($\wedge$) or max ($\vee$). These operators will be easily implemented in logic devices because the generated piece boundary for classification problems comes from comparation operators products. All the dendrites process each pattern and the largest value is then selected.

Equation (1) expresses the computation $\tau^j_k$ for each dendrite to the corresponding class.

$$\tau^j_k = \wedge_{i=1}^{n}(x_i + \omega_{ik}^r) \wedge -(x_i + \omega_{ik})$$

(1)

Where $x_i$ is an input vector, $n$ is the dimensional of vector. The input neurons is represented by $i \in I$ and $I \in \{1, ..., n\}$. $\omega_{ik}$ and $\omega_{ik}^r$ are the synaptic weights.
In order to describe the training process of DMNN algorithm, Fig. 2 presents two hyper boxes that cover all patterns. Blue square represents class \( C_1 \) and green square belong to class \( C_2 \). All the dendrites connect the input layer to the output neuron and represented by the weight values \( w_{ij} \).

For testing, two noisy patterns, \( X_1 = \left( \frac{7}{6} \right) \) of class \( C_1 \) and \( X_2 = \left( \frac{2}{1} \right) \) of class \( C_2 \) were proposed as examples. When equation (1) is applied to the dendrite, the computations are:

\[
\tau(X_1) = \tau(X_2) = \tau
\]

\[
\tau(X_1) = [2 - 7] \land (2 - 5) \land (6 - 0) = 6 - 6 = 0
\]

\[
\tau(X_2) = [7 - 4] \land (7 - 2) \land (4 - 4) = [4 - 4] \land (4 - 2)
\]

\[
= [4 - 4] \land (4 - 2) = [4 - 4] \land 2 = 2 - 2 = 2
\]

With these values, the classification is obtained:

\[
\tau(X_1) = \tau(X_2)
\]

Therefore, \( \tau(X_1) = -1 \) corresponds to index of \( C_1 \) and \( \tau(X_2) = -1 \) corresponds to index of \( C_2 \) correctly.

**IV. K-MEDOIDS ALGORITHM**

K-medoids clustering involves three phases. They are as follows: initial medoids, update medoids, and assign objects to medoids.

For example that each \( n \) objects with \( p \) variables must be grouped into \( k \) clusters, where \( k < n \) and the value \( k \) is given by user. Then, \( j \)th variable of object \( i \) are defined as \( X_{ij} \) (\( i = 1, ..., n; \ j = 1, ..., p \)). The dissimilarity measure will be determined by the value of Euclidean distance. The Euclidean distance is adopted from K-means clustering and Partitioning Around Medoids (PAM) algorithms in [35]. The value of Euclidean distance between object \( i \) and \( j \) is calculated by Equation (2).

\[
d_{ij} = \sqrt{\sum_{a=1}^{p}(X_{ia} - X_{ja})^2} \quad i = 1, ..., n; \ j = 1, ..., n
\]

**Step 1: Initial medoids**

- Compute the Euclidean distance between each object to all objects based on the dissimilarity measure using Equation (2).
- Calculate \( v_j \) for each object \( j \) using Equation (3).

\[
v_j = \sum_{i=1}^{n} \frac{d_{ij}}{\sum_{i=1}^{n} d_{ij}} \quad j = 1, ..., n
\]

- Sort ascending order for \( v_j \)’s and select the first \( k \) smallest values of \( k \) objects as initial medoids.
- Assign each object \( j \) to the nearest medoid to obtain the initial cluster and calculate the sum of distances from all objects to the corresponding medoids.

**Step 2: Update medoids**

- Calculate the total distance between each object \( j \) to other objects in its cluster and find the object having the smallest total distance. This object is a new medoid in the corresponding cluster.
- Replace the current medoid in each cluster with the new medoid.

**Step 3: Assign objects to medoids**

- Assign each object \( j \) as member of the newest nearest medoid and obtain again the cluster with new member of objects.
- Calculate the total of the distance from all objects to the corresponding medoids like Step 1. If the value is equal to the previous sum of distance, then stop the iterative phase. Otherwise, do the Step 2 again.

K-medoids algorithm runs just like K-means clustering when updating the medoids. The method is a local heuristic. The performance of K-medoids depends on choosing the initial medoids. This method often to select \( k \) objects as initial medoids located in the most middle.

**V. THE PROPOSED TRAINING ALGORITHM OF DMNN**

The steps of the new training algorithm are explained in this section. First step, two definitions are given.

**Definition 1**: Allow a set of sample objects \( x_1, x_2, ..., x_m \), where \( x_i = (x_{i1}, x_{i2}, ..., x_{im}) \in R^n \) for \( i = 1, 2, ..., m \) is an \( n \)-dimensional box. Additionally, each objects \( x_j \) belongs to one cluster \( C_k \), for \( k = 1, 2, ..., p \), and \( p > 1 \).

**Definition 2**: The \( n \)-dimensional box \( HB^n \) contains a limited objects \( x \in R^n \). The \( HB^n \) explains the weights \( w_{lk} \), \( l = \{0,1\} \) where 1 represents excitation and 0 is inhibition.

The purpose of training process is to create the \( n \)-dimensional space \( HB^n_k \in R^{k \times 2^n} \) for \( k = \{1,2, ..., K\} \) that determine an optimum decision boundary between the classes. Equation (4) defines a hyper-box as follows:

\[
HB^n_k = \{ x \in R^n; w_{lk} \leq x_i \leq w_{ik}, l = 1, ..., n \}
\]

K-medoids initialization is described below: generate \( k \) clusters into hyper boxes using K-medoids clustering. Step 2:
compute the error value generated by the training process of DMNN. The error value is obtained by calculating how many objects are generated after clustering in hyper box that does not match with the corresponding class. It is possible to add more than one cluster for the same class, \( q \), for each class. Step 3: this step is repeated until all classes are clustered correctly.

The sample of four classes with two dimensions is used to describe the illustration of K-medoids initialization method.

1. One hyper-box is formed using K-medoids algorithm for \( C^1 \). Then compute the error value by calculating how many objects are generated after clustering in hyper box that does not match with the corresponding class, and iterate until \( k = 2 \). Fig. 3 shows the hipper boxes generated when \( k = 1 \) and \( k = 2 \).

2. Do the same step for \( C^2, C^3, \) and \( C^4 \). Fig. 4 presents the hyper boxes generated for \( C^2 \) and Fig. 5 exhibits both \( C^3 \) and \( C^4 \). In the end, Fig. 6 shows all hyper-boxes, which is generated using the K-medoids algorithm.

VI. CONCLUSION

This paper proposes the training algorithm for DMNN using K-medoids clustering algorithm to generate the initial population of hyper-box. The DMNN training algorithm clusters object with hyper boxes and classify each in the corresponding class. The proposed method create the hyper boxes in the dimensional space. K-medoids is better than other clustering methods in execution time and no sense to outliers. The implementation of the proposed algorithm will be involved in various simulations using artificial data sets and compared with other methods to evaluate the performance of this method in future work.
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