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Abstract. The two most effective branching strategies LRB and VSIDS perform differently on different types of instances. Generally, LRB is more effective on crafted instances, while VSIDS is more effective on application ones. However, distinguishing the types of instances is difficult. To overcome this drawback, we propose a branching strategy selection approach based on the vivification ratio. This approach uses the LRB branching strategy more to solve the instances with a very low vivification ratio. We tested the instances from the main track of SAT competitions in recent years. The results show that the proposed approach is robust and it significantly increases the number of solved instances. It is worth mentioning that, with the help of our approach, the solver Maple_CM can solve more than 16 instances for the benchmark from the 2020 SAT competition.
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1 Introduction

The SAT problem consists of finding an assignment to all the variables in a propositional logic formula \( \phi \) in conjunctive normal form (CNF), to satisfy all clauses in \( \phi \). SAT is the first problem proven to be NP-complete. Thus, many NP problems can be solved by transferring them into a SAT equivalent or by considering SAT as a core part of the solving process. SAT is widely used in various areas, especially in the automation of circuits design, including Equivalence Checking [Bra83], Formal Verification [CKS05], Automatic Test Pattern Generation [PBG05, DF06], Model Checking, Logic Synthesis [KKY06], software and hardware checking [JSS00, CKL04, KM04], planning [KSS+92, RHN06], and scheduling [LMS06]. SAT also affects the research of many related decision and optimization problems [DF06, GHN+04, Cim08, LMP07, LMQZ10].
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For SAT solving, there are two mainstream types of algorithms that are complete algorithms and incomplete algorithms. Complete algorithms could prove unsatisfiability, while incomplete algorithms could not prove unsatisfiability but could solve some certain types of satisfiable instances very efficiently. For complete algorithms, Conflict-Driven Clause Learning (CDCL) solvers and look-ahead solvers achieve success. CDCL solvers could solve industrial application SAT instances very fast; look-ahead solvers are able to solve unsatisfiable random SAT instances efficiently [HKM16, HvM09, HD04]; recently, the combination of CDCL solvers and look-ahead solvers made a breakthrough in automated theory proving [HKWB11].

For incomplete algorithms, Stochastic Local Search (SLS) solvers [CLS14, LCWS14, CLS15, LCW+14, LHC20] and Survey Propagation (SP) solvers are very popular. SLS solvers show strong complementarity with CDCL solvers on solving a number of important application SAT instances, e.g., those instances encoded from station repacking [CZ21, FNLB16]; SP solvers show great effectiveness on solving very huge-sized random 3-SAT instances (e.g., with one million variables at the clause-to-variable ratio of 4.2) [MPZ02, BMZ05, KSS12, Gab13a, Gab14, Gab13b]. This paper focuses on modern CDCL SAT solvers which are very efficient for real applications.

The core techniques that guarantee the efficiency of the CDCL [MS99, MMZ+01] SAT solver include unit propagation, clause learning, branching strategy, clause simplification, management for the database of learnt clauses, restart, and lazy data structure, etc. Clause simplification and branching strategy are among the techniques that gain increasing attention.

The methods of clause simplification can be categorized into pre-processing and in-processing. The most effective pre-processing techniques include variants of Bounded Variable Elimination, Addition or Elimination of Redundant Clauses, Detection of Subsumed Clauses, and suitable combinations of them [EB05, BW03]. They aim mostly at reducing the number of clauses, literals, and variables in the input formula. The most effective in-processing techniques [JHB12] are Local and Recursive Clause Minimization [BS04, SB09], On-the-fly Clause Subsumption [HS99, HJS10], and clause vivification [LXL+17, LXL+20] where Local and Recursive Clause Minimization removes redundant literals from learnt clauses immediately after their creation, On-the-fly Clause Subsumption efficiently removes clauses subsumed by the resolvents derived during clause learning, and clause vivification periodically detects and removes redundant literals from clauses by unit propagation.

Early branching strategies are based on lookahead and choose the next decision variable by analyzing the clauses not yet satisfied during the searching process. The most classical branching strategies are MoMs [Fre95, Pre96], Dynamic Literal Individual Sum Heuristic (DLIS) [JW90, MS99] and UP [La97]. These strategies do not lookback, i.e., they do not learn from what happened in the past to choose the next branching (decision) variable. More recently, lookback branching strategies are introduced in CDCL SAT solvers, consisting in choosing the variables contributing most often to the recent conflicts. The contribution of the variables to the conflicts is collected during the clause learning driven by conflicts. VSIDS (Variable State Independent Decaying Sum) [MMZ+01] and LRB (Learning Rate Branching) [LGPC16] are among the best lookback branching strategies. Different branching strategies may perform quite differently on different categories of instances, and no strategy outper-
forms others on all the instances. Many recent CDCL SAT solvers alternatively use VSIDS and LRB to combine their respective strength, independently of the instance to be solved. In these solvers, search is usually divided into pairs of phases, and in each pair of phases, LRB is used to select branching variables in one phase, and VSIDS is used in the other phase. Note that the two phases in the pair have the same length.

We believe that the use of branching strategies should be instance-dependent. In other words, when solving some families of instances, VSIDS should be more often used, while when solving some other families of instances LRB should be more often used. Unfortunately, it is not easy to identify the families of instances for which a particular branching strategy should be used. In this paper, in order to improve the performance of CDCL SAT solvers, we propose to use the information gathered during clause vivification to decide which branching strategy to use more often. The approach is based on the observation that VSIDS appears to outperform LRB when clause vivification discovers many redundant literals in learnt clauses, and LRB appears to outperform VSIDS when clause vivification cannot discover many redundant literals in learnt clauses.

The paper is organized as follows: Section 2 gives some basic concepts about propositional satisfiability and CDCL SAT solvers. Section 3 presents some related works on branching strategies and combination of them. Section 4 gives a detail analysis of the relationship between characteristics of different instances with branching strategy and vivification ratio firstly and then describes our branching strategy selection approach based on vivification ratio, as well as how it is implemented in general CDCL SAT solvers. Section 5 reports on the in-depth empirical investigation of the proposed branching strategy selection approach. Section 6 contains the concluding remarks.

2 Preliminaries

In propositional logic, a variable $x$ may take the truth value 0 (false) or 1 (true). A literal $l$ is a variable $x$ or its negation $\neg x$, a clause $C$ is a disjunction of literals, a CNF formula $\phi$ is a conjunction of clauses, and the size of a clause is the number of literals in it. An assignment of truth values to the propositional variables satisfies a literal $x$ if it takes the value 1 and satisfies a literal $\neg x$ if it takes the value 0. An assignment satisfies a clause if it satisfies at least one of its literals and satisfies a CNF formula if it satisfies all of its clauses. The empty clause, denoted by $\square$, contains no literal and is unsatisfiable, i.e., it represents a conflict. A unit clause contains exactly one literal and is satisfied by assigning the appropriate truth value to the variable. An assignment for a CNF formula $\phi$ is complete if each variable in $\phi$ has been assigned a value; otherwise, it is said partial. The SAT problem for a CNF formula $\phi$ is to find an assignment to the variables satisfying all clauses of $\phi$.

Modern state-of-the-art SAT solvers are based on the CDCL (Conflict Driven Clause Learning) scheme. The core of the scheme is to continuously generate conflicts and record conflicts through learning clauses. CDCL contains two phases, search phase and learning phase.

In the search phase, the most critical method is the Unit Propagation (UP) method, whose detail is described as follows: If there exists a unit clause in $\phi$, to satisfy this clause, the only literal $l$ in it must be satisfied by assigning the appro-
appropriate truth value to the corresponding variable. The satisfaction of \( l \) implies the falsification of \( \neg l \). Therefore, removing the literal \( \neg l \) in other clauses and all clauses containing \( l \) does not change the satisfiability of the instance. After the removal, new unit clauses may appear and some clauses can become empty, i.e. no literal remains in the clauses. We can repeat this process to simplify the instance further until there is no unit clause or an empty clause is produced. This procedure is denoted as \( \text{UP}(\phi) \) which returns a simplified formula that does not contain any unit clause, or a formula containing an empty clause.

If the \( \text{UP} \) procedure does not produce any conflict, the search will heuristically select a variable for assignment to make new \( \text{UP} \) possible. The selected variable is called decision variable and its referred literal is decision literal. The level of an assigned variable (by \( \text{UP} \) or by decision) is the number of decision variables so far. If all the variables are assigned and no conflict occurs after repeating the actions decision and \( \text{UP} \), the formula \( \phi \) is satisfiable. If an empty clause is produced during the unit propagation, a conflict occurs.

The learning phase starts after a conflict occurs. The process of conflict generation can be presented by implication graph as Figure 1. Each vertex represents the satisfaction of a literal in the figure, marked as \( l@dl \), where \( l \) denotes the literal, and \( dl \) denotes the decision level that the literal belongs to. The negations of the literals of incoming edges of a node \( l@ld \) represent the reason (clause) why \( \text{UP} \) has set \( l=1 \). For example, vertex \( x_3@3 \) is propagated by clause \( x_1 \lor x_2 \lor x_3 (\neg x_1 \land \neg x_2 \rightarrow x_3) \).

When the literal \( x_1 \) and \( x_2 \) are both assigned 0, \( x_3 \) must be assigned 1 to satisfy the clause. Conflict clauses are marked as incoming edges to \( \Box \), and the level of conflict clauses is named conflict level. The decision literal is the vertex marked in orange in the implication graph. It does not have any incoming edge. Note that each decision literal is the starting vertex of its decision level, and the decision literal of the conflict level is dashed. A Unique Implication Point (UIP) is a vertex that is in the conflict level and dominates all the paths to the conflict. Figure 1 contains two UIPs \( x_3@3 \) and \( \neg x_1@3 \). Among them, \( x_3@3 \) is the UIP closest to the conflict, called first UIP (FUIP), \( \neg x_1@3 \) is the UIP farthest from the conflict, called last UIP.

CDCL SAT solvers usually uses the first UIP-scheme for clause learning. Let \( dl \) be the conflict level. All literals of level \( dl \) on the path from FUIP to the conflict are called active literals. For example, in Figure 1 the conflict level is 3, \( \neg x_1@3 \), \( \neg x_3@3 \), \( x_7@3 \), and \( \neg x_8@3 \) are active literals. In the FUIP scheme, the negation of each literals with level smaller than \( dl \) immediately preceding an active literal, as well
as the negation of the FUPI, constructs the learnt clause. For example, the learnt clause of Figure 1 is \(x_6 \lor \neg x_3\). The learnt clause stores the reason for the conflict and allows to avoid repeating the same assignment in the future. After adding the learnt clause, the CDCL solver backtracks to the second highest decision level and performs unit propagation. In Figure 1, it backtracks to level 1, making the learnt clause \(x_6 \lor \neg x_3\) a unit clause \(x_6\), and unit clause propagation is performed. If there is a conflict in level 0, it proves that the instance is unsatisfiable.

The variables in the learnt clause \(C\) can be partitioned according to its level. The number of partitions in \(C\) is called the Literal Block Distance (LBD) \([AS09]\). For example, in Figure 1, the number of levels of the generated learnt clause \(x_6 \lor \neg x_3\) is 2, so its LBD value is 2. A small LBD value usually indicates a clause of good quality.

Let \(C = l_1 \lor \cdots \lor l_k\) be a clause in \(\phi\), \(l_i\) (\(1 \leq i \leq k\)) be a literal in \(C\), and \(C \setminus l_i\) be \(C\) in which \(l_i\) is removed, and \(\phi'\) be \(\phi\) in which \(C\) is replaced by \(C \setminus l_i\). If \(\phi\) and \(\phi'\) are equivalent, i.e., any solution of \(\phi\) is also a solution of \(\phi'\) and vice versa, then \(l_i\) is said to be a redundant literal in \(C\). Clause vivification is an effective clause simplification technique to remove redundant literals in the clauses of \(\phi\), that can be described as follows. If \(\text{UP}(\phi \cup \{\neg l_1, \ldots, \neg l_{i-1}, \neg l_{i+1}, \ldots, \neg l_k\})\) results in an empty clause, then \(l_i\) is redundant in \(C\). A clause vivification procedure executing \(\text{UP}(\phi \cup \neg l_1, \neg l_2, \ldots, \neg l_i)\) constructs an implication graph, where literals \(\neg l_1, \neg l_2, \ldots, \neg l_i\) can be considered as successive decision literals. For example, if there is a clause \(x_1 \lor x_2 \lor x_6 \lor x_9\), such that propagating successively \(\neg x_1, \neg x_2\) and \(\neg x_6\) forms the implication graph as shown in Figure 1, which implies a conflict. Since the literal \(x_9\) does not participate in the conflict, the literal \(x_9\) can be deleted from the clause.

Learnt Clause Minimization (LCM) approach as presented in \([LLX+17]\) is a clause vivification technique consisting of eliminating redundant literals from learnt clauses.

### 3 Related Works

Branching is a core process of a CDCL SAT solver (see \([Pre95, Pre96, JW90, MS99, MMZ+01, Rya04, Gol02, LGPC16a, LGPC16b]\)). A good branching strategy allows to quickly find the feasible solution of the problem or proves unsatisfactory. During the solving process of a CDCL SAT solver, the branching strategy analyzes the production of conflicts and guides the search process according to the information gathered during the conflict analysis.

The most successful branching strategy is Variable State Independent Decaying Sum (VSIDS) \([MMZ+01]\). It computes the score of each variable as follows.

- The score of each variable is initialized to 0;
- In a learning phase, the score of each variable encountered in clause learning is increased by \(inc\), where \(inc\) is a value initialized to 1;
- After each conflict, \(inc\) is increased to \(inc/d\), where \(d\) is a constant usually fixed to 0.95, so that recent conflicts count more in the score of the variables.

The real applications usually have a clear community structure: the variables within the same community are constrained more strongly than those in different communities \([AGCL12]\). Keeping branching on the variables in the same community allows to better analyze the constraint relationship between them. Therefore, the performance of VSIDS on real application instances comes from its capacity to focus...
on the variables involved in recent conflicts within the same community, because these variables will have high score.

The LRB \cite{LGPC16b} is a new branching strategy based on the Multi-Armed Bandit (MAB) framework in reinforcement learning. The score of each variable is the exponential recency-weighted average of the awards the variable received in the past, as defined below.

- The score \( \text{LRB}(v) \) of each variable \( v \) is initialized to 0;
- During the search, a variable is frequently assigned a truth value and this assignment can be canceled later upon backtracking. For variable \( v \), let \( t_1 \) be the number of conflicts produced when \( v \) is assigned a truth value, \( t_2 \) be the number of conflicts produced when this assignment is canceled, and \( k \) be the number of conflicts in which \( v \) is involved from \( t_1 \) conflicts to \( t_2 \) conflicts, then the reward \( r \) to \( v \) is defined to be \( k/(t_2 - t_1) \) and the score \( \text{LRB}(v) \) is updated to be \( (1 - \alpha) \cdot \text{LRB}(v) + \alpha \cdot r \), where \( \alpha \) is the step-size parameter whose value is empirically initialized to 0.4 and is decreased by \( 10^{-6} \) after every conflict until it reaches 0.06.

Note that LRB considers the \( t_2 - t_1 \) conflicts in their entirety, while VSIDS emphasizes more on the most recent conflicts because \( \text{inc} \) for VSIDS is increased after every conflict, which gives LRB stronger global characteristics and VSIDS stronger local characteristics. Because of this difference between VSIDS and LRB, they perform differently on different instances. Currently, no strategy obtains good results on all types of instances. Therefore, before solving an instance, knowing which branching strategy is better for solving it can greatly improve the performance of the solver. Unfortunately, it is hard to know which branching strategy is better for an instance before solving it. The general useful approach is to use both strategies in the solver. For example, Maple solver uses LRB for the first half time limit and uses VSIDS for the latter half. Another solution is to use both strategies alternatively with the phase length multiplied by a growing coefficient. Apart from the above two approaches, a reinforced learning-based Multi-Armed Bandit (MAB) framework was proposed recently to combine VSIDS and History-based Branching Heuristic (CHB) \cite{LGPC16a}. Note that CHB is the previous version of LRB without considering learning rate. It selects a proper branching strategy with Upper Confidence Bound (UCB) \cite{CHT}. The solver using this technique ranked the first place in the main track of SAT Competition 2021. No matter which technique is used, the combined ones always perform better than the single branching strategy. In general, although the technique of using VSIDS and LRB for two half continuous time slots is simple and direct, it performs quite stable for most cases. And using MAB which self-adaptively chooses the branching strategy according to the conflicts production is also competitive.

4 Branching Strategy Selection and Learnt Clause Vivification Ratio

The main purpose of this paper is to explore the relationship between the learnt clause vivification ratio and the two branching heuristics of VSIDS and LRB by analyzing the characteristics of two different types of instances. The following part first introduces the characteristics of the two types of instances, and then analyzes the relationship between the vivification ratio of learnt clause and the effectiveness of the branching strategies. Finally, we introduce the proposed approach in detail.
Table 1. Encode logical operations into CNFs

| Logical operations | Equivalent CNF Expression                        |
|--------------------|-------------------------------------------------|
| C = \( AND(A, B) \) | \((-A \lor -B \lor C) \land (A \lor -C) \land (B \lor -C)\) |
| C = \( OR(A, B) \)  | \((A \lor B \lor -C) \land (-A \lor C) \land (-B \lor C)\) |
| C = \( NOT(A) \)    | \((-A \lor -C) \land (A \lor C)\)              |
| C = \( NAND(A, B) \)| \((-A \lor -B \lor -C) \land (A \lor C) \land (B \lor C)\) |
| C = \( NOR(A, B) \) | \((A \lor B \lor C) \land (-A \lor -C) \land (-B \lor -C)\) |
| C = \( XOR(A, B) \) | \((-A \lor -B \lor -C) \land (A \lor B \lor -C) \land (-A \lor -B \lor C) \land (-A \lor B \lor C)\) |
| C = \( NXOR(A, B) \)| \((-A \lor -B \lor C) \land (A \lor B \lor C) \land (-A \lor -B \lor -C) \land (-A \lor B \lor -C)\) |

Based on the above analysis, showing that the branching strategy selecting approach significantly improves the performance of the solver.

4.1 Two typical classes of SAT instances

In this section, we describe the two types of instances used in this paper: HWMCC instances generated from real-world EDA applications and PoNo instances crafted from the reduction of the multiplication of two polynomials.

4.1.1 HWMCC instances

In various EDA applications, one often needs to check the equivalence of two combinatorial circuits. A common way is to construct a miter circuit from the two original combinatorial circuits such that the unsatisfiability of the miter circuit implies the equivalence of the two original circuits. Since each combinatorial circuit can be formulated as a Direct Acyclic Graph (DAG), in which each internal node of the DAG is one of the seven standard logical operations (AND, OR, NOT, NAND, NOR, XOR, and NXOR), the miter circuit can be encoded into a CNF using the rules of Tseitin transformation\cite{Tse83} defined in Table 1.

The HWMCC instances used in this paper are from SAT Competition 2017 and are provided by Armin Biere (The organizer of the Hardware Model Checking Competition \cite{Bie17}). Armin Biere generates 433 small-scale and 330 large-scale CNF instances from 123 real-world and 12 circuits using AIGUNROLL from the AIGER tools \cite{Bie06}. By analyzing these instances, they chose 41 challenging ones, which cannot be solved within the time limit by any existing solver before 2017. We use these 41 challenging instances to test the relationships of vivification ratio and different branching strategy between VSIDS and LRB.

4.1.2 PoNo instances

For comparison, we introduce the PoNo benchmark which contains 38 SAT instances encoding the problem of multiplying two polynomials of degree \( n - 1 \) with \( t \ (t \leq n^2) \) coefficient products. The initial objective of this encoding is to use SAT solvers to reduce the number of needed coefficient products to multiply two polynomials. And we submitted these instances into 2017 SAT Competition \cite{BHJ17}.

A simple example of polynomial multiplication can be expressed by Equation 4.1.
first define the following Boolean variables. 

\[ a \text{ becomes to determinate of these products give the coefficients} \]

In Equation 4.1. However, multiplication is much more costly than addition and subtraction.

\[ \text{The trivial multiplication of the two polynomials of degree 1 needs 4 coefficient products: } \{ac, ad, bc, bd\}. \]

\[ \text{A smart multiplication of the two polynomials needs only 3 coefficient products: } \{ac, (a + b)(c + d), bd\}, \]

\[ \text{as expressed in Equation 4.2} \]

\[ (ax + b)(cx + d) = acx^2 + (ad + bc)x + bd \tag{4.1} \]

\[ (ax + b)(cx + d) = acx^2 + \left((a + b)(c + d) - ac - bd\right)x + bd \tag{4.2} \]

In Equation 4.2, we need more addition and subtraction operations than in Equation 4.1. However, multiplication is much more costly than addition and subtraction. Thus, we can multiply two polynomials of degree 1 more quickly using Equation 4.2 than using Equation 4.1.

In the sequel, we describe how to encode the problem of multiplying two polynomials of degree \( n - 1 \) using \( t (t \leq n^2) \) coefficient products to SAT. When the obtained SAT instance is satisfiable, the SAT solution gives a way to multiply two polynomials of degree \( n - 1 \) using \( t \) coefficient products. When the obtained SAT instance is unsatisfiable, we know that more than \( t \) coefficient products are needed. We refer to [BP94, Zip12] for other efficient algorithms for polynomials.

Consider two polynomials of degree \( n - 1 \):

\[ A(x) = a_{n-1}x^{n-1} + a_{n-2}x^{n-2} + \cdots + a_1x + a_0 \]

\[ B(x) = b_{n-1}x^{n-1} + b_{n-2}x^{n-2} + \cdots + b_1x + b_0 \]

Their product is

\[ A(x) \times B(x) = c_{2n-2}x^{2n-2} + c_{2n-3}x^{2n-3} + \cdots + c_1x + c_0 \]

We want to compute \( A(x) \times B(x) \) using \( t (t \leq n^2) \) coefficient products: \( P_1, P_2, \ldots, P_t \), where each \( P_l (1 \leq l \leq t) \) is of the form \( (a'_1 + a'_2 + \cdots)(b'_1 + b'_2 + \cdots) \) with \( a'_1, a'_2, \ldots \in \{a_{n-1}, a_{n-2}, \ldots, a_0\} \) and \( b'_1, b'_2, \ldots \in \{b_{n-1}, b_{n-2}, \ldots, b_0\} \). Addition and subtraction of these products give the coefficients \( c_k (0 \leq k \leq 2n - 2) \) of \( A(x) \times B(x) \). The problem becomes to determinate \( a'_i \) and \( b'_j \) for each product. In order to solve the problem, we first define the following Boolean variables.

\[ a_{il} = 1 \text{ iff } a_i \text{ is involved in product } P_l; \]

\[ b_{jl} = 1 \text{ iff } b_j \text{ is involved in product } P_l; \]

\[ c_{kl} = 1 \text{ iff product } P_l \text{ is used to compute } c_k; \]

\[ x_{ijkl} = 1 \text{ iff } a_i \text{ and } b_j \text{ are involved in product } P_l, \text{ and product } P_l \text{ is used to compute } c_k; \]

We then define the clauses, which encode the following properties:

\[ x_{ijkl} \equiv a_{il} \land b_{jl} \land c_{kl} \]

\[ \text{For each } i \text{ and } j \ (0 \leq i, j \leq n - 1) \text{ and for each } k \ (0 \leq k \leq 2n - 2) \text{ such that } i + j \neq k, \text{ if } a_i \text{ and } b_j \text{ are involved in product } P_l \text{ (i.e., } a_{il} \land b_{jl} \text{ is implied) and } \]

\[ P_l \text{ is used to produce } c_k, \text{ then the product of } a_i \text{ and } b_j \text{ should be eliminated by subtraction using another product } P_{l'} \text{ involving } a_i \text{ and } b_j. \text{ If } i + j = k, \text{ one product} \]
of \( a_i \) and \( b_j \) should remain in \( c_k \). So,

\[
\sum_{l=1}^{t} x_{ijkl} \mod 2 = \begin{cases} 
0 & \text{if } i + j = k \\
1 & \text{otherwise}
\end{cases}
\]

We generated 38 SAT instances, using the encoding described above, by varying \( n \) and \( t \). Each combination of \( n \) and \( t \) gives an instance denoted by \( NnTt \). The constructed PoNo benchmark differs from the real-world HWMCC benchmark in many ways, which we will describe in Section 4.2.

4.2 Observation and motivation

In this section, we present our observations on the differences of HWMCC and PoNo benchmarks with learnt clause vivification ratio. We analyze the relationship between the vivification ratio and the efficiency of the branching strategies on each type of instances, which constitutes the initial motivation of our proposed approach.

4.2.1 Redundancies and vivification ratio

It is widely known that SAT instances often contain redundancies and eliminating these redundancies can greatly help solve the SAT instances. The HWMCC instances contain redundancy in the original CNF formula, because combinatorial circuits can contain redundant logic gates for efficiency, while the PoNo instances do not contain any redundancy in their construction. Nevertheless, when solving an instance, a CDCL solver will add learnt clauses that often contain redundant literals, even for instances that do not contain redundancy initially like the PoNo instances.

1) Size reduction on HWMCC

We test Maple[LOG\textsuperscript{+}16] and Maple_LCM[XLL\textsuperscript{+}17] solvers on the HWMCC instances. Maple solver is based on COMiniSatPs[Oh16] which is created by applying a series of small diff patches to MiniSat[ES03]. The only difference between these two solvers is that Maple_LCM uses learnt clause vivification named LCM simplification method, while Maple does not. Note that Maple and Maple_LCM were the winners of the main track of SAT Competition 2016 and 2017 respectively. Table 2 presents the ratio of original redundant literals (denoted as redundant\textunderscore ratio) and the vivification ratio (denoted as vivification ratio) on learnt clauses by LCM for each instance.

We use the following method to detect redundant literals in each original or learnt clause of each instance.

1. Set all literals in the clause to be false, except the literal to be checked;
2. Perform unit propagation (UP);
3. If UP produces an empty clause (conflict), the checked literal is redundant in the clause.

The ratio of redundant literals in the initial CNF formula is computed before starting the instance solving by summing up the number of all detected redundant literals in all original clauses and dividing the obtained sum by the total number of literals in these clauses, and the ratio of redundant literals in learnt clauses is similarly computed among all learnt clauses until the end of the instance solving.
Table 2. Comparison between Maple and Maple\_LCM on HWMCC

| Instance            | CPU Time(s) | Maple | Maple\_LCM | viv\_ratio | original redundant\_ratio |
|---------------------|-------------|-------|------------|------------|--------------------------|
| 6s105-k35.cnf       | 1297.61     | 964.48| 35.85%     | 0.26%      |
| 6s161-k17.cnf       | 4141.58     | 2749.23| 25.45%     | 0.43%      |
| 6s161-k18.cnf       | -           | -     | 23.99%     | 0.39%      |
| 6s179-k17.cnf       | 3066.29     | 662.4 | 40.43%     | 2.38%      |
| 6s188-k44.cnf       | 1726.07     | 985.42| 36.76%     | 0.58%      |
| 6s188-k46.cnf       | 2285.93     | 1012.72| 41.58%     | 0.55%      |
| 6s33-k33.cnf        | -           | -     | 23.99%     | 0.39%      |
| 6s33-k34.cnf        | 1019.97     | 710.65| 35.74%     | 0.47%      |
| 6s340b63-k16.cnf    | 22.58       | 13.98 | 34.51%     | 3.73%      |
| 6s340b63-k22.cnf    | 326.16      | 199.41| 22.35%     | 2.90%      |
| 6s341r-k16.cnf      | 223.36      | 83.82 | 32.86%     | 1.43%      |
| 6s341r-k19.cnf      | 1218.09     | 297.46| 28.69%     | 1.17%      |
| 6s366r-k72.cnf      | 2031.58     | 929.27| 39.92%     | 0.07%      |
| 6s399b02-k02.cnf    | -           | -     | 15.06%     | 0.02%      |
| 6s399b03-k02.cnf    | -           | -     | 14.00%     | 0.02%      |
| 6s4-k38.cnf         | 1594.35     | 772.21| 33.54%     | 1.54%      |
| 6s4-k40.cnf         | 2026.48     | 1286.06| 34.89%    | 1.51%      |
| 6s516r-k16.cnf      | 2439.69     | 1368.93| 41.24%    | 5.65%      |
| 6s516r-k18.cnf      | 4967.21     | 2715  | 42.83%     | 5.43%      |
| beembrkry8b1-k45.cnf| 1670.45     | 725.82| 35.35%     | 0.14%      |
| beemcbrdg7b2-k32.cnf| -           | 1961.92| 33.93%    | 0.32%      |
| beemfwt4b1-k18.cnf  | -           | -     | 37.91%     | 0.43%      |
| beemhanoi4b1-k32.cnf| -           | 3244.89| 35.19%    | 0.16%      |
| beemhanoi4b1-k37.cnf| -           | -     | 29.71%     | 0.14%      |
| beemlifs3b1-k29.cnf | 1419.55     | 957.29| 45.08%     | 2.80%      |
| beemlloyd3b1-k31.cnf| 1992.58     | 1225.17| 35.77%    | 1.51%      |
| bob12s02-k16.cnf    | -           | -     | 4.07%      | 0.00%      |
| bob12s02-k17.cnf    | -           | -     | 4.91%      | 0.00%      |
| bobpcihm-k30.cnf    | -           | 4907.19| 19.04%    | 2.39%      |
| bobpcihm-k31.cnf    | -           | -     | 19.12%     | 2.28%      |
| bobpcihm-k32.cnf    | -           | -     | 19.54%     | 2.17%      |
| bobpcihm-k33.cnf    | -           | -     | 20.27%     | 2.07%      |
| intek32-k84.cnf     | 4240.67     | 855.38| 31.71%     | 0.66%      |
| intek65-k11.cnf     | -           | -     | 17.37%     | 2.76%      |
| intek66-k10.cnf     | -           | -     | 16.04%     | 3.02%      |
| oski15a10b06s-k24.cnf| -           | -     | 15.58%     | 2.44%      |
| oski15a10b08s-k23.cnf| -           | 4395.33| 22.70%    | 2.79%      |
| oski15a10b10s-k20.cnf| -           | 3055.18| 28.92%    | 2.75%      |
| oski15a10b10s-k22.cnf| -           | -     | 21.12%     | 2.58%      |
| oski15a14b04s-k16.cnf| -           | -     | 66.03%     | 1.20%      |
| oski15a14b30s-k24.cnf| -           | 3189.68| 40.20%    | 0.80%      |
| AVG                 | 2056.09     | 1437.62| 29.81%    | 1.52%      |

These redundant literals are removed from their clauses once detected, performing clause vivification. So the ratio of redundant clauses is also called **vivification ratio**.

We observe from Table 2 that most HWMCC instances do not have many original redundant literals (less than 1%), while the vivification ratio on the learnt clauses is significant (29.78% on average). It indicates that the performance of vivification on the learnt clauses is not related very much to the ratio of original redundant literals. The solver Maple\_LCM (with vivification on learnt clauses) outperforms Maple (without
vivification) by solving 5 more instances among the 41 instances. We also observe that, for the instances containing more than 5% original redundant literals, e.g., 6s516r-k17 and 6s516r-k18, Maple LCM uses much less time compared to Maple. The reason lies in that the learnt clauses tend to contain redundant literals if they already exist in the original clauses together with the redundant literals resulted in by the learning process, and therefore, the vivification process can simplify the clauses by eliminating these literals.

2) Size reduction on PoNo

We solve the PoNo instances using both Maple and Maple LCM. The results are shown in Table 3 where the CPU time, the satisfiability, and the vivification ratio for each instance are reported. The vivification does not help to solve more problem instances, but it reduces the consumed CPU time for most of the solved instances. The average time for Maple is 832.29 seconds but 640.47 seconds for Maple LCM.

We can observe that the vivification ratio for the UNSAT instances is higher than for the SAT instances. Among the UNSAT instances, the ratio is higher for those with a smaller $t$ value. The reason may be that in the UNSAT instances, there are more tight constraints, especially when $t$ is small.

We also find another characteristic that for the instances with the same $n$ value, they become UNSAT from SAT as the $t$ value increases. At the same time, the instance size grows significantly. Here, we test the vivification ratio on the instances with $n = 5, t = \{5, 6, ..., 18\}$ of which the results are shown in Table 4. The results are consistent with the analysis that the vivification ratio decreases from 21% to 3% as $t$ increases from 6 to 18.

3) Conflict index, UP index and vivification ratio

We observe that, during the search process, the implication graphs of HWMCC instances are much more complex than those of PoNo ones. So, we define two indicators to reflect the differences in the characteristics of these two instances.

**Definition 1. Conflict Index** It is the average number of conflict level literals involved in a conflict, that is, the number of active literals.

**Definition 2. UP Index** It is the average number of literals propagated by UP after branching on a decision literal.

Table 5 and Table 6 show the relationship between the conflict index, UP index and vivification ratio of the HWMCC and PoNo instances, respectively. We observe that the average UP index on HWMCC instances is 80.86, while for PoNo instances the average value is 3.66. The probability of producing conflicts on HWMCC instances is much higher than that on PoNo since the average UP index on HWMCC instances is one order of magnitude larger than that on PoNo.

Compared with the UP index, the conflict index and the vivification ratio are even more consistent. For example, for the instances bob12s02-k16.cnf and bob12s02-k17.cnf, the conflict indexes respectively are 2.33 and 2.27, which are much lower than those of other HWMCC instances. The vivification ratios of these two instances are 4.07% and 4.91%, which are also far lower than those of other HWMCC instances. In addition, for the instances oski15a14b04s-k16.cnf and oski15a14b30s-k24.cnf, the
Table 3. Comparison between Maple and Maple\_LCM on PoNo

| Instance    | CPU Time(s) | Satisfiability | CPU Time(s) | Satisfiability | vivi\_ratio |
|-------------|-------------|----------------|-------------|----------------|-------------|
| N5T06.cnf   | 23.98       | UNSAT          | 60.69       | UNSAT          | 21.37%      |
| N5T07.cnf   | -           | -              | -           | -              | 9.29%       |
| N5T14.cnf   | -           | -              | 1065.81     | SAT            | 4.62%       |
| N5T15.cnf   | 930.14      | SAT            | -           | -              | 4.25%       |
| N5T16.cnf   | 39.07       | SAT            | 92.15       | SAT            | 3.84%       |
| N6T06.cnf   | 37.29       | UNSAT          | 35.86       | UNSAT          | 23.10%      |
| N6T07.cnf   | 4646.38     | UNSAT          | 3395.28     | UNSAT          | 14.72%      |
| N6T25.cnf   | 995.03      | SAT            | 672.38      | SAT            | 2.63%       |
| N6T27.cnf   | 198.78      | SAT            | 99.94       | SAT            | 2.69%       |
| N6T28.cnf   | 250.19      | SAT            | 174.44      | SAT            | 2.79%       |
| N6T29.cnf   | 1622.49     | SAT            | 165.76      | SAT            | 2.63%       |
| N6T30.cnf   | 100.87      | SAT            | 99.94       | SAT            | 2.69%       |
| N7T07.cnf   | -           | -              | -           | -              | 10.34%      |
| N7T08.cnf   | -           | -              | -           | -              | 7.26%       |
| N7T42.cnf   | -           | -              | -           | -              | 1.98%       |
| N7T43.cnf   | -           | -              | -           | -              | 1.92%       |
| N7T44.cnf   | -           | -              | -           | -              | 1.88%       |
| N7T45.cnf   | -           | -              | -           | -              | 1.92%       |
| N7T46.cnf   | -           | -              | -           | -              | 1.81%       |
| N8T09.cnf   | -           | -              | -           | -              | 1.53%       |
| N8T61.cnf   | -           | -              | -           | -              | 1.50%       |
| N8T62.cnf   | -           | -              | -           | -              | 1.46%       |
| N8T63.cnf   | -           | -              | -           | -              | 1.51%       |
| N11T118.cnf | -           | -              | -           | -              | 1.11%       |
| N13T165.cnf | -           | -              | -           | -              | 0.85%       |
| N13T166.cnf | -           | -              | -           | -              | 0.92%       |
| N14T194.cnf | -           | -              | -           | -              | 0.84%       |
| N27T6.cnf   | 153.77      | UNSAT          | 230.33      | UNSAT          | 21.65%      |
| N29T6.cnf   | 176.28      | UNSAT          | 207.07      | UNSAT          | 24.73%      |
| N37T6.cnf   | 514.25      | UNSAT          | 415.75      | UNSAT          | 22.73%      |
| N39T6.cnf   | 618.62      | UNSAT          | 581.28      | UNSAT          | 22.86%      |
| N42T6.cnf   | 695.86      | UNSAT          | 555.21      | UNSAT          | 26.05%      |
| N44T6.cnf   | 723.79      | UNSAT          | 890.66      | UNSAT          | 21.43%      |
| N45T6.cnf   | 654.03      | UNSAT          | 727.18      | UNSAT          | 20.98%      |
| N49T6.cnf   | 1095.61     | UNSAT          | 819.04      | UNSAT          | 22.39%      |
| N51T6.cnf   | 1379.78     | UNSAT          | 1082.04     | UNSAT          | 21.09%      |
| N52T6.cnf   | 1332.57     | UNSAT          | 1036.91     | UNSAT          | 26.48%      |
| N54T6.cnf   | 1289.34     | UNSAT          | 1042.88     | UNSAT          | 22.41%      |

| AVG         | 832.29      | -              | 640.47      | -              | 10.11%      |

collision indexes are 10.46 and 11.57 respectively. The vivification ratios of these two instances are 66.03% and 40.2%, which are also greater than those of other HWMCC instances.

### 4.2.2 Branching strategies and vivification ratio

The LBD of a learnt clause is roughly the number of decisions needed to produce a conflict by UP. Table 7 shows the LBD and size of the learnt clauses when solving the HWMCC instances and the PoNo instances using VSIDS and LRB strategies, respectively. It also presents the number of solved instances by Maple\_LCM only uses
Table 4. The vivification ratio on instances with $n = 5, t = \{5, 6, ..., 18\}$

| Instance | CPU Time(s) | Satisfiability | vivi\textsubscript{ratio} |
|----------|-------------|----------------|---------------------------|
| N5T05.cnf | 2.34        | UNSAT          | 16.67%                    |
| N5T06.cnf | 61.31       | UNSAT          | 21.37%                    |
| N5T07.cnf | -           | -              | 9.26%                     |
| N5T08.cnf | -           | -              | 6.47%                     |
| N5T09.cnf | -           | -              | 6.23%                     |
| N5T10.cnf | -           | -              | 5.53%                     |
| N5T11.cnf | -           | -              | 5.27%                     |
| N5T12.cnf | -           | -              | 4.87%                     |
| N5T13.cnf | -           | -              | 4.51%                     |
| N5T14.cnf | 1064.59     | SAT            | 4.62%                     |
| N5T15.cnf | -           | -              | 4.24%                     |
| N5T16.cnf | 90.38       | SAT            | 3.84%                     |
| N5T17.cnf | 81.48       | SAT            | 3.44%                     |
| N5T18.cnf | 24.89       | SAT            | 3.50%                     |

one branching strategy between VSIDS (denoted by Maple\textsubscript{LCM}/VSIDS) and LRB (denoted by Maple\textsubscript{LCM}/LRB). Note that Maple\textsubscript{LCM} uses LRB for the first half time and VSIDS for the second half time.

We can make the following two observations from Table 7.

1. The LBD of the learnt clauses (denoted as learnts\textsubscript{LBD}) in the HWMCC instances is much smaller than that in PoNo, i.e., the number of decisions needed to produce a conflict is much smaller when solving the HWMCC instances than when solving the PoNo instances, because the UP index and the conflict index of the HWMCC instances is much greater than those of the PoNo instances. In fact, the average LBD of HWMCC instances from the Maple\textsubscript{LCM}/VSIDS solver is 9.59, while this value for PoNo is 25.06. When vivifying a learnt clause $l_1 \lor l_2 \lor \cdots \lor l_k$ by successively propagating $\neg l_1, \neg l_2, \ldots, \neg l_i (i<k)$, these negated literals can be considered as decisions, and fewer negative literals are needed to be propagated to produce a conflict in the HWMCC instances than in the PoNo instances. For the vivified learnt clauses which are selected by LCM approach from the learnt clause database with smaller LBD value, we can see that the size of vivified learnt clauses (denoted as vivi\textsubscript{Size}) in the HWMCC instances is greater than the one in the PoNo instances, on the other hand, vivified learnt clauses in HWMCC and PoNo are roughly have the same LBD value (denoted as vivi\textsubscript{LBD}). Note that all the above values are average. So, simplifying the learnt clauses is usually much easier for the HWMCC instances than for the PoNo instances, explaining the higher vivification ratio for the HWMCC instances.

2. The VSIDS branching strategy is much better than the LRB branching strategy for the HWMCC instances, while the LRB branching strategy is much better than the VSIDS one for the PoNo instances.

The above two observations suggest that VSIDS should be more used for instances on which the learnt clause vivification ratio is great, and LRB should be more used for instances on which the learnt clause vivification ratio is small. However, some instances with high vivification ratio may also be crafted instances. For example, the
Table 5. Conflict index, UP index and vivification ratio on HWMCC benchmark

| Instance          | Conflict Index | UP Index | vivification ratio |
|-------------------|----------------|----------|--------------------|
| 6s105-k35.cnf     | 6.88           | 52.29    | 35.85%             |
| 6s161-k17.cnf     | 6.65           | 41.61    | 25.45%             |
| 6s161-k18.cnf     | 7.08           | 42.29    | 23.99%             |
| 6s179-k17.cnf     | 12.45          | 20.08    | 40.43%             |
| 6s188-k44.cnf     | 7.82           | 182.82   | 36.76%             |
| 6s188-k46.cnf     | 7.57           | 190.39   | 41.58%             |
| 6s33-k33.cnf      | 10.19          | 12.44    | 43.90%             |
| 6s33-k34.cnf      | 10.74          | 12.46    | 35.74%             |
| 6s340r6b3-k16.cnf | 5.03           | 48.21    | 34.51%             |
| 6s340r6b3-k22.cnf | 5.57           | 88.04    | 22.35%             |
| 6s341r-k16.cnf    | 7.46           | 236.65   | 32.86%             |
| 6s341r-k19.cnf    | 7.03           | 260.78   | 28.69%             |
| 6s366r-k72.cnf    | 8.66           | 619.66   | 39.92%             |
| 6s399r02-k02.cnf  | 9.66           | 9.32     | 15.06%             |
| 6s399r03-k02.cnf  | 8.35           | 9.43     | 14.00%             |
| 6s44-k38.cnf      | 7.38           | 87.38    | 33.54%             |
| 6s44-k40.cnf      | 6.61           | 87.3     | 34.89%             |
| 6s516r-k17.cnf    | 9              | 41.91    | 41.24%             |
| 6s516r-k18.cnf    | 6.57           | 37.03    | 42.83%             |
| beembkry8b1-k45.cnf | 22.92         | 10.93    | 35.35%             |
| beencmbrdr72-k32.cnf | 17.03        | 28.62    | 33.93%             |
| beemfwt4b1-k48.cnf | 40.75         | 33.8     | 37.91%             |
| beemhano4b1-k32.cnf | 13.97        | 53.11    | 35.19%             |
| beemhano4b1-k37.cnf | 11.26         | 52.78    | 29.71%             |
| beemllifts3b1-k29.cnf | 35.16       | 43.5     | 45.08%             |
| beemloyd3b1-k31.cnf | 9.68         | 40.24    | 35.77%             |
| bob12e02-k16.cnf  | 2.33           | 99.6     | 4.07%              |
| bob12e02-k17.cnf  | 2.27           | 111.62   | 4.91%              |
| bobpcihm-k30.cnf  | 8.77           | 78.29    | 19.04%             |
| bobpcihm-k31.cnf  | 7.81           | 84.25    | 19.12%             |
| bobpcihm-k32.cnf  | 8.52           | 78.83    | 19.54%             |
| bobpcihm-k33.cnf  | 8.19           | 78.77    | 20.27%             |
| intel032-k84.cnf  | 7.27           | 30.04    | 31.71%             |
| intel065-k11.cnf  | 2.97           | 19.21    | 17.37%             |
| intel066-k10.cnf  | 3.28           | 39.54    | 16.04%             |
| oski15a10b06s-k24.cnf | 5.11         | 22.83    | 15.58%             |
| oski15a10b08s-k23.cnf | 4.83         | 22.38    | 22.70%             |
| oski15a10b10s-k20.cnf | 4.94         | 22.42    | 28.02%             |
| oski15a10b10s-k22.cnf | 4.85         | 22.43    | 21.12%             |
| oski15a14b04s-k16.cnf | 10.46        | 152.23   | 66.03%             |
| oski15a14b30s-k24.cnf | 11.57        | 109.88   | 40.20%             |
| AVG               | 9.62           | 80.86    | 29.81%             |

3 instances which are crafted_n10_d6_c3_num18.cnf, crafted_n11_d6_c4_num19.cnf and crafted_n12_d6_c4_num9.cnf from main track of 2020 SAT competition have very high vivification ratios. We test these instances with the two solvers Maple_LCM/VSDIS and Maple_LCM/LRB. It can been seen that the performance of only using LRB branching strategy is much better than only using VSIDS one (as shown in Table 8).

These instances which are typical crafted ones are encoded through representing the graph isomorphism of two graphs. The original problems corresponding to these instances are obvious UNSAT problems. And when they are encoded into SAT in-
Table 6. Conflict index, UP index and vivification ratio on partial PoNo benchmark

| Instance          | Conflict Index | UP Index | vivi\text{\footnotesize{ratio}} |
|-------------------|----------------|----------|-------------------------------|
| N5T06.cnf         | 4.85           | 5.14     | 21.37%                        |
| N5T07.cnf         | 4.73           | 4.81     | 9.29%                         |
| N5T14.cnf         | 2.75           | 3.76     | 4.62%                         |
| N5T15.cnf         | 3.11           | 3.64     | 4.25%                         |
| N5T16.cnf         | 3.15           | 3.8      | 3.84%                         |
| N6T06.cnf         | 4.88           | 7.44     | 23.10%                        |
| N6T07.cnf         | 4.33           | 6.79     | 14.72%                        |
| N6T25.cnf         | 2.42           | 1.49     | 2.63%                         |
| N6T27.cnf         | 2.41           | 1.49     | 2.74%                         |
| N6T28.cnf         | 2.63           | 1.5      | 2.79%                         |
| N6T29.cnf         | 2.54           | 1.49     | 2.63%                         |
| N6T30.cnf         | 2.5            | 1.49     | 2.69%                         |
| N7T07.cnf         | 4.27           | 9.73     | 10.34%                        |
| N7T08.cnf         | 3.82           | 9.65     | 7.26%                         |
| N7T42.cnf         | 2.22           | 1.5      | 1.98%                         |
| N7T43.cnf         | 2.35           | 1.5      | 1.92%                         |
| N7T44.cnf         | 2.44           | 1.5      | 1.88%                         |
| N7T45.cnf         | 2.47           | 1.5      | 1.92%                         |
| N7T46.cnf         | 2.21           | 1.49     | 1.81%                         |
| AVG               | 3.16           | 3.66     | 6.40%                         |

Table 7. LBD of the learnt clauses of two benchmarks using VSIDS and LRB strategies

| Instances | HWMCC Learnts | HWMCC Vivii | PoNo Learnts | PoNo Vivii |
|-----------|---------------|-------------|--------------|------------|
| Learnts   | Maple LCM/VSIDS | Maple LCM/LRB | Maple LCM/VSIDS | Maple LCM/LRB |
| LBD       | 9.59          | 14.39       | 25.06        | 56.81      |
| Size      | 3.93          | 3.98        | 4.31         | 4.42       |
| Vivii LBD | 16.85         | 15.82       | 9.37         | 8.53       |
| Vivii Size| 34.91%        | 28.92%      | 7.46%        | 7.44%      |
| NBsolved  | 32            | 19          | 13           | 21         |

Table 8. Results of crafted instances using VSIDS and LRB strategies

| Instance          | Maple LCM/VSIDS | Maple LCM/LRB |
|-------------------|-----------------|---------------|
|                   | CPU Time(s)     | vivi\text{\footnotesize{ratio}} | CPU Time(s) | vivi\text{\footnotesize{ratio}} |
| crafted\text{\footnotesize{num9.cnf}} | 542.17          | 45.92%       | 226.82      | 41.34%       |
| crafted\text{\footnotesize{num19.cnf}} | 976.18          | 38.60%       | 203.43      | 36.20%       |
| crafted\text{\footnotesize{num18.cnf}} | 31.25           | 331.26       | 34.17%      | 45.92%       |
stances, the redundancy and the vivification ratio are significantly high in searching process. This phenomenon can also be seen in PoNo instance N27T6.cnf. Although the vivification ratio of N27T6.cnf is more than 20%, it is still a crafted one. Therefore, in this paper we consider to use more LRB branching strategy for the instances with low vivification ratio. We will propose an approach in this direction in the next section.

4.3 Branching strategy selection based on the vivification ratio

The searching procedure of the CDCL SAT solver is shown in Algorithm 1. The SAT solver performs the preprocessing of the instance firstly, including deleting variables, clauses and literals. Then during search, the learnt clause vivification will be performed at certain beginning of restarts. In the main searching procedure, unit propagation is performed firstly. If conflicts occur, conflict analysis is triggered, a new learnt clause is generated, based on which the solver backtracks. If there is no conflict, the solver selects a suitable variable to assign a truth value using a branching strategy. This process is repeated until a conflict is produced in the 0th level to prove the unsatisfiability, or an assignment satisfying all clauses.

In this section, we describe our approach to allow Algorithm 1 to choose a suitable branching strategy based on vivification ratio during search, by calling function chooseBranch(viviRatio) (described in Algorithm 2).

Concretely, the purpose of the chooseBranch(viviRatio) function is to determine a probability $P_b$ to select the LRB or VSIDS branching strategy, depending on the vivification ratio of learnt clauses in the last $\gamma$ restarts since the last execution of the chooseBranch(viviRatio) function or from the beginning, where $\gamma$ is a parameter initialized to 10000 and is increased by 10% each time $P_b$ is re-evaluated. When the learnt clause vivification ratio is lower than $\alpha$, where $\alpha$ is a parameter fixed to 8%, then $P_b$ is set to 0.8 to select the LRB branching strategy. Otherwise, $P_b$ is set to 0.5. Finally Algorithm 2 returns the LRB strategy with probability $P_b$ and the VSIDS strategy with probability $1 - P_b$.

5 Experiments

In this section, we evaluate our proposed approach on several SAT Competition benchmarks.

5.1 Experimental protocol

The test suite includes the instances from main track (application + crafted) of the SAT Competition 2017, 2018 and 2020. The experiments were performed on Intel Xeon E5-2680 v4 processors with 2.40 GHz and 20 GB of memory under Linux. The cutoff time is 5000 seconds for each solver and each instance, including the preprocessing time and the search time, unless stated. For each solver and each benchmark, we report the number of solved SAT/UNSAT instances and total solved instances, denoted as ‘#SAT’, ‘#UNSAT’ and ‘#Solved’, and the penalized run time ‘PAR2’ (as used in SAT Competitions), where the run time of a failed run is penalized as twice the cutoff time.

The tested approach is implemented based on SAT solver Maple_CM which is an improved version of Maple_LCM solver. The difference from Maple_LCM is that Maple_CM solver uses vivification for more in-depth clause simplification. In fact,
Algorithm 1: CDCL(\(\phi\)), a generic CDCL SAT algorithm

**Input:** \(\phi\): A CNF formula with original and learnt clauses.

**Output:** SATISFIABLE or UNSATISFIABLE

1. begin
2. \(\phi \leftarrow\) preprocessing(\(\phi\));
3. while true do
4. \(S \leftarrow\) chooseBranch(viviRatio); /* call Algorithm 2 to choose a branching strategy*/
5. \(currentLevel \leftarrow 0; /* start or restart search */
6. \(\phi \leftarrow\) vivification(\(\phi\)); /* select some learnt clauses to vivify */
7. while true do
8. \(cl \leftarrow\) UP(\(\phi\)); /* all variables assigned by UP are recorded with currentLevel */
9. if \(cl\) is a falsified clause then
10. if \(currentLevel == 0\) then
11. return UNSATISFIABLE;
12. else
13. \(newLearntClause \leftarrow\) analyze(\(cl\)); /* conflict analysis to learn a new clause */
14. \(level \leftarrow\) the second highest level in \(newLearntClause\);
15. backtrackTo(\(level\)); /* cancel all variable assignments higher than level \(level\) */
16. \(currentLevel \leftarrow level;\)
17. else
18. if all variables are assigned then
19. return SATISFIABLE;
20. else if restart condition is satisfied then
21. backtrackTo(0); /* cancel all assignments depending on a decision */
22. break; /* restart */
23. else if learnt clause database reduction condition is satisfied then
24. remove a subset of learnt clauses;
25. else
26. \(currentLevel + +;\)
27. \(x \leftarrow\) a non-assigned variable selected according to the strategy \(S;\)
28. add the unit clause \(x\) or \(\neg x\) into \(\phi\) according to a polarity heuristic such as phase saving;

Maple_CM not only simplifies learnt clauses more than one time using vivification, but also simplifies original clauses during pre-processing and in-processing. Note that
Algorithm 2: chooseBranch(viviRatio), choose a branching strategy

**Input:** viviRatio: vivification ratio of learnt clauses.

**Output:** LRB or VSIDS branching strategy

1 begin
2 if the number of restarts since the last execution of this function exceeds $\gamma$ then
3 if viviRatio < $\alpha$ then
4 $P_b \leftarrow \beta$; /* $\alpha = 8\%$ and $\beta = 0.8$ */
5 else
6 $P_b \leftarrow 0.5$;
7 $\gamma \leftarrow \gamma + \gamma/10$;
8 with probability $P_b$, return the LRB strategy; else return the VSIDS strategy;

Table 9. Comparison of the branching strategy selection on different reduction ratios

| Instances | Solver       | #Total | #SAT | #UNSAT | PAR2 (s) |
|-----------|--------------|--------|------|--------|----------|
| SC2020 (400) | Maple_CM        | 196    | 90   | 106    | 5672.11  |
|           | Maple_CM+/P_0.5 | 219    | 108  | 111    | 5022.82  |
|           | Maple_CM+      | 224    | 111  | 113    | 5006.07  |
| SC2018 (400) | Maple_CM        | 229    | 129  | 100    | 4643.99  |
|           | Maple_CM+/P_0.5 | 233    | 133  | 100    | 4653.62  |
|           | Maple_CM+      | 237    | 136  | 101    | 4536.32  |
| SC2017 (350) | Maple_CM        | 227    | 110  | 117    | 4116.99  |
|           | Maple_CM+/P_0.5 | 218    | 101  | 117    | 4313.60  |
|           | Maple_CM+      | 224    | 108  | 116    | 4163.75  |

the performance of Maple_CM is greatly improved compared to Maple_LCM, and it won the third place in the main track of 2018 SAT competition.

5.2 Efficiency analysis

In this part, we implemented Algorithm 2 on top of the solver Maple_CM. The resulting solver is named Maple_CM+. Besides, we created the solver Maple_CM+/P_0.5 by setting the parameter $P_b$ to the fixed value 0.5 (set $\beta$ as 0.5 in Algorithm 2). In other words, Maple_CM+/P_0.5 is Maple_CM+ except that it selects LRB and VSIDS with the same probability.

Table 9 compares the solvers Maple_CM, Maple_CM+/P_0.5 and Maple_CM+ on instances of main track of SAT Competition (noted as SC) 2017, 2018 and 2020. The proposed Branching Strategy Selection (BSS) approach obviously improves the performances of all solvers on instances of both SC2018 and SC2020. In particular, for instances of SC2020, Maple_CM+ can solve more than 18 instances compared with Maple_CM and the PAR2 solution time is also greatly reduced with the help of the BSS approach. On the other hand, we can see that Maple_CM+ performs consistently better than Maple_CM+/P_0.5 for all instances of every SAT competition.

However, the performance of Maple_CM+ is worse than that of Maple_CM for the SC2017 instances. The main reason lays on that Maple_CM uses LRB for the
first 2500 seconds and VSIDS for the last 2500 seconds. While Maple CM+ selects LRB or VSIDS with a certain probability after a period of conflict. And there are many application instances of SC2017, which are more suitable for long-term use of VSIDS branching strategy to solve. Therefore, the solving results of Maple CM are better compared to Maple CM+ in this special case. On the other hand, for the SC2017 instance, Maple CM+ can solve 6 more instances than Maple CM+/Pb0.5, which shows that the method proposed in this paper is still effective in terms of the choice of branching strategies.

5.3 Robustness analysis

Here we tested Maple CM+ by fixing Pb from 0% to 100% at a growth rate of 10% (i.e. set \( \beta \) from 0% to 100% in Algorithm 2). Note that Pb = 0% means that Maple CM+ only uses the VSIDS branching strategy, while Pb = 100% means that Maple CM+ only uses the LRB branching strategy. For every value of Pb, we ran Maple CM+ to solve the instances with low vivification ratio (vivi ratio < 8%) in SC2020, SC2018 and SC2017. Note that there are 134, 189 and 164 instances with low vivification ratio in SC2020, SC2018 and SC2017, respectively.

Table 10 shows that the performance of the solver only using LRB branching strategy is substantially better than the performance of the solver only using VSIDS. And with the fixed value of Pb increases gradually, the result of Maple CM+/Pb is also continuously improved. When Pb set as 0.7 or 0.8, the result roughly reaches the highest point. The results show that LRB should be more used for instances on which the learnt clause vivification ratio is small.

We can also see from Table 9 and Table 10 that, in general, BSS approach which is implemented in CDCL SAT solvers can significantly improve the results of SAT instances, while the results of UNSAT instances are not improved obviously. The main reason for this phenomenon is that the BSS approach is applied for crafted instances, and most of the crafted instances are SAT ones.

6 Conclusions and Future Work

We defined a new branching strategy selection approach based on vivification ratio of learnt clauses. Through experimental investigation, we analyzed the relationship between different types of instances with the vivification ratio and branching strategy, and found that if the vivification ratio of the instance is very low, then it is more suitable for the instance solved by using more LRB branch strategy. Furthermore, we performed an in-depth empirical analysis that shows that the proposed branching strategy selection approach is robust and allows to solve more instances from recent SAT competitions, especially for main track of 2020 SAT competition.

In fact, through the analysis of the redundancy of the original clauses for the crafted and application instances, it can be found that the original clauses of the application instances have a higher redundancy ratio. In other words, using vivification method can detect many redundant literals of original clauses during pre-processing for application instances. While generally speaking, the original clauses redundancy ratio of crafted instances are 0.

Therefore, in future work, the redundancy ratio of original clauses can also be considered as a measure to analyze the types of instances. Specifically, if the redun-
Table 10. Robustness analysis

| Instances | Solver | #Total | #SAT | #UNSAT | PAR2(s) |
|-----------|--------|--------|------|--------|---------|
| SC2020    | Maple CM+/P_0 | 41 | 16 | 25 | 7450.86 |
|           | Maple CM+/P_0.1 | 49 | 24 | 25 | 6932.79 |
|           | Maple CM+/P_0.2 | 51 | 26 | 25 | 6742.91 |
|           | Maple CM+/P_0.3 | 50 | 23 | 27 | 6896.67 |
|           | Maple CM+/P_0.4 | 49 | 24 | 25 | 6400.51 |
|           | Maple CM+/P_0.5 | 54 | 27 | 27 | 6463.03 |
|           | Maple CM+/P_0.6 | 55 | 29 | 26 | 6397.19 |
|           | Maple CM+/P_0.7 | 58 | 31 | 27 | 6296.81 |
|           | Maple CM+/P_0.8 | 58 | 32 | 26 | 6251.66 |
|           | Maple CM+/P_0.9 | 58 | 31 | 27 | 6284.46 |
|           | Maple CM+/P_1   | 57 | 29 | 28 | 6266.66 |
| SC2018    | Maple CM+/P_0   | 46 | 32 | 14 | 7801.30 |
|           | Maple CM+/P_0.1 | 59 | 45 | 14 | 7168.91 |
|           | Maple CM+/P_0.2 | 65 | 50 | 15 | 6883.54 |
|           | Maple CM+/P_0.3 | 74 | 58 | 16 | 6511.65 |
|           | Maple CM+/P_0.4 | 70 | 55 | 15 | 6541.22 |
|           | Maple CM+/P_0.5 | 70 | 55 | 15 | 6540.55 |
|           | Maple CM+/P_0.6 | 72 | 56 | 16 | 6494.40 |
|           | Maple CM+/P_0.7 | 78 | 62 | 16 | 6213.59 |
|           | Maple CM+/P_0.8 | 75 | 58 | 17 | 6382.57 |
|           | Maple CM+/P_0.9 | 73 | 56 | 17 | 6393.49 |
|           | Maple CM+/P_1   | 81 | 65 | 16 | 6102.91 |
| SC2017    | Maple CM+/P_0   | 46 | 28 | 18 | 7590.08 |
|           | Maple CM+/P_0.1 | 57 | 38 | 19 | 6976.40 |
|           | Maple CM+/P_0.2 | 57 | 38 | 19 | 6894.34 |
|           | Maple CM+/P_0.3 | 53 | 34 | 19 | 7072.37 |
|           | Maple CM+/P_0.4 | 56 | 37 | 19 | 6951.51 |
|           | Maple CM+/P_0.5 | 62 | 42 | 20 | 6678.19 |
|           | Maple CM+/P_0.6 | 61 | 41 | 20 | 6686.56 |
|           | Maple CM+/P_0.7 | 73 | 52 | 21 | 6189.76 |
|           | Maple CM+/P_0.8 | 68 | 46 | 22 | 6366.73 |
|           | Maple CM+/P_0.9 | 69 | 46 | 23 | 6316.76 |
|           | Maple CM+/P_1   | 62 | 40 | 22 | 6652.67 |

dancy ratio of the original clauses of an instance is 0, the instance is a crafted one, even if the vivification ratio of the learnt clauses of the instance is very high. So for an instance, if the learnt vivification ratio is very high and the original redundancy ratio is also high, we can consider it as an application instance and use more VSIDS for solving it. In summary, the original clauses redundancy ratio and the learnt clause vivification ratio can be used as two parameters to judge the type of instance more accurately, thereby guiding the selection of branching strategies.
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