A complete mean-field theory for dynamics of binary recurrent networks
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We develop a unified theory that encompasses the macroscopic dynamics of recurrent interactions of binary units within arbitrary network architectures. Using the martingale theory, our mathematical analysis provides a complete description of nonequilibrium fluctuations in networks with finite size and finite degree of interactions. Our approach allows the investigation of systems for which a deterministic mean-field theory breaks down. To demonstrate this, we uncover a novel dynamic state in which a recurrent network of binary units with statistically inhomogeneous interactions, along with an asynchronous behavior, also exhibits collective nontrivial stochastic fluctuations in the thermodynamical limit.

An important means to understand the collective dynamics of high-dimensional spin systems is to use mean-field theory (MFT) to describe the activity of the system population in terms of associated lower dimensional dynamics \cite{1}. The classical characterization of the emerging states uses the analysis of the systems’ Hamiltonian functions \cite{2}. However, this powerful approach cannot be applied, if the underlying interactions among units are directed and asymmetrically disordered as in various soft materials \cite{3} and in particular recurrent neuronal networks \cite{4,5}. In contrast to the bidirectionality of interactions in spin glasses \cite{1}, the formulation of MFTs in networks \cite{4}, in the case of statistically homogeneous binary recurrent networks various methods have been used to obtain finite-size fluctuations \cite{4} and an interesting approach to analyze the mean-field limit of a single instance of asymmetric Ising networks has been investigated \cite{7}. However, no general theory has been developed to treat systems with statistically inhomogeneous and asymmetric interactions. In this letter, we use a surprisingly elementary method that can be used to remove the need for these assumptions by deriving a novel MFT that captures the dynamic behavior of recurrent networks with binary units, including finite-size effects on population fluctuations. In this framework, we isolate the finite-size fluctuation of the system in the martingale structure of the network’s Markovian dynamics and derive the macroscopic behavior of the system given the gain function of individual units. Our mathematical approach readily identifies the conditions on the connectivity structure that are necessary to guarantee the convergence of the average population activity to a deterministic limit. Furthermore, our analysis reveals a novel dynamic state in a network with inhomogeneous coupling, in which the large amplitude fluctuations of the average population activity survive irrespective of the network size. Such stochastic synchronization could be relevant for the description of collective neocortical network dynamics.

Consider a model network that is described by an adjacency binary matrix $J = (J_{ij})$ of $N$ binary units, whose current states are denoted as $u_i(t) = (u_{i1}(t), \ldots, u_{iN}(t))$. The vector $u_i(t)$ is a time-continuous Markov chain on $\{0,1\}^N$ with Ito process, where $Q(n,m) = 0$ if and only if $|n - m| \geq 2$ and

$$Q(n,m) = \begin{cases} f_i(n) & \text{if } m - n = e_i \\ 1 - f_i(n) & \text{if } m - n = -e_i \end{cases}$$

where $e_{ij} = \delta_{ij}$ denotes the $i$-th unit vector. In order to comply with the centralization property of $Q$-matrices, it follows that: $Q(n,m) = -\sum_{i=1}^{N} n_i(t)(1 - 2f_i(u_i(t))) + f_i(u_i(t))$. The analytical gain function $f_i(u_i(t))$ defines the state transition rate of a unit $i$, given the state of the network, $u_i(t)$, and it is assumed to take values in the range $[0,1]$. Typically, this function is written as $f_i(u_i(t))$, where $u_i(t)$, which represents the input to the unit $i$ with the scaling parameter $0 < \gamma$, is written as

$$u_i(t) := J K_{\gamma}^{-1} \sum_{j=1}^{N} J_{ij} n_j(t) + K_{1-\gamma} \mu_{0,i}$$

where $J$, $K_i$, and $\mu_{0,i}$ are the coupling strength, the number of recurrent inputs (for $K_i := \sum_{j} J_{ij}$) and the external drive to the $i$-th unit, respectively. For the convenience of the current presentation, we consider here networks with $K_i = K$, $f_i = f$ and $\mu_{0,i} = \mu_0$ for all $i$. We will provide below (in eqns. \cite{7} and \cite{11}) conditions on the network structure, $J$, that imply the convergence of the averaged population activity in the network towards a deterministic limit

$$m(t) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} n_i(t).$$

Here, $m(t)$ is known as the mean-field limit and has the
following temporal dynamics:

$$\frac{d}{dt} m(t) = -m(t) + F(m(t))$$  \hspace{0.5cm} (3)

for some a priori unknown function $F$. In order to determine $F$, we use the following semimartingale decomposition, that specifies the difference between $\bar{n}(t) := \frac{1}{N} \sum_{i=1}^{N} n_i(t)$ (i.e., the average population activity of a finite-size network) and the mean-field limit $m(t)$ of the system,

$$\bar{n}(t) - m(t) = (\bar{n}(0) - m(0)) - \int_0^t ds \left( \bar{n}(s) - m(s) \right) + \int_0^t ds \left( \frac{1}{N} \sum_{i=1}^{N} f(u_i(t)) - F(m(s)) + \mathcal{M}(t) \right),$$

where $\mathcal{M}(t)$ is some square integrable martingale that, according to the general theory of Markov processes \cite{8}, satisfies

$$E(\mathcal{M}(t)^2) = \frac{1}{N^2} \int_0^t ds \ E(-Q(u(s), u(s))) \leq \frac{t}{N}. \hspace{0.5cm} (5)$$

Note that $E[\mathcal{M}(t)] = 0$ and, in general, $\mathcal{M}(t)$ specifies finite-size fluctuations in the average population activity. Provided that $m(t)$ exists (refer to eqns. \cite{10} and \cite{11} for a justification of this ansatz), we can construct the function $F$ by expanding $\frac{1}{N} \sum_{i=1}^{N} f(u_i(t))$ as $N \to \infty$ in eqn. \cite{4} around

$$\mu_1(t) := K^{-1}\gamma \left( Jm(t) + \mu_0 \right).$$

Using the lemma that is described in \cite{9}, we obtain the following series expansion

$$F(m(t)) = f(\mu_1(t)) + \sum_{r=2}^{\infty} \frac{f^{(r)}(\mu_1(t))}{r!} \mu_r(t). \hspace{0.5cm} (7)$$

where $\mu_1$ represents the average input to a unit in the network at time $t$. The higher order coefficients can be computed by expanding $\mu_r := \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} [(u_i - \mu_1)^r].$ The second order coefficient is given by:

$$\mu_2(t) = J^2 K^{1-2\gamma} m(t)(1 - m(t)) \hspace{0.5cm} (8)$$

and the subsequent coefficients are given by:

$$\mu_r(t) = J^r K^{-r} \sum_{q=0}^{r} \binom{r}{q} a_q m(t)^q \sum_{s=0}^{r-q} b_s m(t)^s \hspace{0.5cm} (9)$$

where,

$$a_q := \binom{r}{q} (-1)^q K^q$$

and

$$b_s := \mathcal{S}(r - q, s)(K)^s$$

Here, $\mathcal{S}$ is a Stirling number of the second kind and $(\cdot)_s$ denotes the falling factorial. In the binomial expansion of $\mu_r(t)$ given in eqn. \cite{9} the summation over $j$ (note that $j$ is hidden in the definition of $u_i$) is performed using the ansatz that $m(t)$ exists; thereafter, summation over $i$ in the average operator $\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} []$ is applied. In order to provide the sufficient conditions for the existence of a deterministic limit, $m(t)$, the summation order must be changed. Therefore, the first condition for $m(t)$ and $\mu_1(t)$ to exist is

$$\lim_{N \to \infty} \frac{1}{N^2} \sum_{j=1}^{N} \left( \sum_{i=1}^{N} \left[ J_{ij} - \frac{K}{N} \right] \right)^2 = 0. \hspace{0.5cm} (10)$$

This condition essentially states that column sums distribution of the connectivity matrix must obey the weak Law of Large Numbers (LLNs) and eqn. \cite{10} implies that the coefficient in front of $f'$ in the series expansion that leads to eqn. \cite{7} vanishes in the thermodynamic limit \cite{9}. The second condition for the pointwise convergence of an averaged population activity to the MFT in eqn. \cite{2} is given by

$$\lim_{N \to \infty} \frac{1}{N^2} \sum_{j_1 \neq j_2} \left( \sum_{i=1}^{N} \left( J_{ij_1} J_{ij_2} - \frac{K(K - 1)}{N(N - 1)} \right) \right)^2 = 0. \hspace{0.5cm} (11)$$

This condition specifies that, as $N \to \infty$, the mean co-variance of columns in the connectivity matrix $J$ must satisfy the LLNs. The higher order condition can be similarly determined in order to achieve a pointwise convergence of the averaged population activity to its mean-field limit, as described in \cite{9}. An important result here is that the condition in eqn. \cite{10} implies that eqn. \cite{11} and all higher order conditions are satisfied for all fixed-in-degree networks and \emph{iid} connectivity matrices and therefore the MFT in eqn. \cite{2} becomes universal for those coupling structures.

In the above calculation, we assume networks with a finite input connections per unit (i.e., $K$). However, it is often of interest to study network dynamics when the number of inputs into units is large (e.g., $K \to \infty$). In order to study this classical case, we must investigate the asymptotic behavior of $\mu_r$, in eqn. \cite{5} in the order of $K$; it can be observed that the odd coefficients are given by

$$\mu_{2k+1} \sim \mathcal{O}(K^{1-(2k+1)\gamma})$$

and the even coefficients are given by

$$\mu_{2k} \sim \mathcal{O}(K^{1-2k}\gamma) + (2k - 1)!! \mu_2^k,$$

for $k \in \mathbb{N}$. Hence, it is apparent that the scaling parameter $\gamma$ plays a critical role in the large $K$ limit. The scaling parameter $\gamma$ is generally assumed to take the value $0.5$; in this case, $\mu_2 \sim \mathcal{O}(1)$ and the mean-field coefficients
of eqn. 3 converge as $K \to \infty$, towards the central moments of a Gaussian distribution function and the network can be asynchronous similar to the nonequilibrium and chaotic dynamics observed in [4]. As a result, the related power series that is given by eqn. 7 can be reformulated in terms of a simple Gaussian integral; in this special case, eqn. 3 reduces to

$$d\bar{m}(t) = -\bar{m}(t) + \int dx \, f(x) \mathcal{N}(x; \mu_1, \mu_2),$$

(12)

where $\mathcal{N}$ is a Gaussian density. In the above analysis, we first take $N \to \infty$ to arrive at the mean-field of eqn. 3 and then we consider $K \to \infty$ in order to recover eqn. 12. This derivation recovers the result has been previously known [3] [12], while provides insight on the structure of corrections to Gaussian density for finite $K$ networks. Our analysis here shows that the finite size correction to eqn. 12 is relatively small. Thus, using asymptotic corrections up to the $\theta$-th order to the Gaussian density, the function $F$ for a finite $K$ is given by

$$F(m(t)) = \int dx \, f(x)(1 + G_\theta(x)) \mathcal{N}(x; \mu_1, \mu_2),$$

(13)

where, $G_\theta(x) := \sum_{k=3}^{\theta} \frac{(-1)^k \mu_2 H_k(\frac{x-\mu_1}{\sqrt{\mu_2}})}{k! \mu_2^k}$; here, $H_k$ is a Hermite polynomial of $k$-th order. This representation is the usual form of the Gram-Charlier expansion (the so-called Type A series) is an expansion of a probability density function about a Gaussian distribution with common $\mu_1$ and $\mu_2$ [12]. This expansion has been used in eqn. C2 of Dahmen et al. [12] to include finite-size corrections due to pair-wise correlations in the MFT. The structure of centralized moments in eqn. 9 allows for an arbitrary precise calculation of the mean-field limit. It is noteworthy that eqn. 13 is the steady-state mean-field limit for all possible fixed-in-degree networks.

The semimartingale decomposition that is given in eqn. 4 provides information on the finite size scaling of the system. Using eqn. 4 we can determine the fluctuations magnitude of the average population activity in finite networks in the mean-square sense as

$$\mathbb{E}\left(\mathcal{M}(t)^2\right) = \frac{1}{N^2} \int ds \mathbb{E}\left(\sum_{i=1}^{N} n_i(s)(1-2f(u_i(s)))+f(u_i(s))\right)$$

and, by expanding $\frac{1}{N} \sum_{i=1}^{N} f(u_i(t))$ at $\mu_1(t)$, we arrive at

$$\mathbb{E}\left(\mathcal{M}(t)^2\right) = \frac{1}{N} \int_0^s ds \left(m(s)(1-2g(\mu_1)+\mathcal{R})+g(\mu_1)+\mathcal{R}\right)$$

(14)

where $g(\mu_1) := f(\mu_1(t)) + f^{''}(\mu_1)\mu_2/2$ and $\mathcal{R} := \sum_{r=3}^{\infty} \frac{f^{(r)}(\mu_1)}{r! \mu_1} \mu_r$ denotes the remainder terms of the expansion. The average population activity dynamics of a finite size network can be described approximately in terms of the following Ornstein-Uhlenbeck process

$$d\bar{n}(t) \approx (-\bar{m}(t) + F(m(t)))dt + \frac{\sigma(t)}{\sqrt{N}} dB_t,$$

(15)

where $\sigma^2(t) := m(t)(1 - 2g(\mu_1(t)) + g(\mu_1(t))$ and $\mathcal{B}$ is Brownian motion. In the approximation of eqn. 15 we ignore the contribution of remainder terms (e.g., $\mathcal{R}$) to $\sigma(t)$. Our result recovers previously known scaling of the finite size fluctuations [14] using the semimartingale method.

In order to demonstrate the applicability of our approach, we consider two scenarios that are relevant to the theoretical analysis of neural systems. The first scenario is that units receive a constant external input $\mu_0 > 0$. When $J < 0$ and $\gamma = 0.5$ this system exhibits a nonequilibrium and chaotic state for which the external input is canceled by internal recurrent dynamics [4]. We choose a widely-used gain function in neural networks theory which it is given by

$$f(x) := \frac{1 + \text{Erf}(\alpha x)}{2}.$$

(16)

The parameter $\alpha$ describes the intrinsic noise intensity of the individual units and therefore must be positive. When $\alpha \to \infty$, this transfer function approximates to the well-studied Heaviside step function [3] [12]. Using the transfer function given by eqn. 16 (with $\alpha = 5$) and a directed fixed-in-degree Erdős-Rényi network (with $K = 10$), we compute the complete steady-state mean-field limit using eqn. 13 by including up to the fifth order corrections (Fig. 1 red line). We compare the complete

![FIG. 1. Convergence of the average population activity to the steady-state MFT predictions. The red line indicates the predictions of complete MFT up to fifth order correction. The dashed gray line is the predictions of mean-field eqn. 12 assuming only Gaussian fluctuations. The black dots represent network simulations averaged over 20 independent trails (error bars are smaller than symbol size). The inset is the Root Mean Square of error (RMS) between simulations and the complete theory (upward red triangles) and the Gaussian approximate theory (downward gray triangles). The simulations were performed using a Gillespie algorithm for $T = 5 \times 10^5$ steps with the gain function given by eqn. 16. The averaged activity was estimated in the last $5 \times 10^5$ steps across all trials. Parameters: $N = 1000$, $\gamma = 0.5$, $\alpha = 5$, $K = 10$ and $\mu_0 = 0.1$.](attachment:image.png)
MFT (Fig. 1 red line) with the mean-field prediction that assumes only Gaussian statistics (i.e., $K \to \infty$) in eqn. 12 (Fig. 1, dashed gray line). The difference between the predictions becomes apparent as $|J|$ increases. Numerical simulations of a finite-size network ($N = 1000$) are used to estimate the steady-state population activity by averaging 20 independent trials (Fig. 1, black dots). The equilibrium population average activity of simulated networks (Fig. 1, black dots) exhibits excellent agreement with both the complete (Fig. 1 red line) and the Gaussian approximation (Fig. 1, dashed gray line) of the mean-field limit in the case of weak coupling. However, in cases where the coupling is strong, the average population equilibrium activity deviates from the Gaussian approximation (Fig. 1 dashed gray line) and, instead, follows the predictions of the complete mean-field limit (Fig. 1 red line). Therefore, the Gaussian approximation that is given in eqn. 12 is only reasonable for weak coupling and relatively large value of $K$. The error between steady-state population activity from the simulations (Fig. 1 black dots) and the Gaussian approximation (Fig. 1 dashed gray line) increases as $|J|$ becomes larger (Fig. 1 downward gray triangles in the inset), in contrast to the complete MFT stays constant (Fig. 1 upward red triangles in the inset).

In the second scenario, we show that an inherently stochastic mean-field limit with nontrivial fluctuations can emerge in a network with statistically inhomogeneous out-degrees. The condition in eqn. 10 guarantees the convergence of the average population activity to the prediction of MFT. Indeed eqn. 10 indicates that, as $N \to \infty$, the average column sum of the connectivity matrix $J$ should be $K$. It is straightforward to construct networks that do not obey this rule; such networks lose their pointwise convergence to a deterministic MFT in eqn. 3. An extreme example of a network of this kind is a network that has a single unit, $n_{j*}$, that connects into $\rho N$ units in the circuits, where $0 < \rho \leq 1$ is the fraction of units in the network that are post-synaptic for $n_{j*}$. Numerical simulations of such a network ($N = 5000$ and $\rho = 1$) show large-amplitude population activity fluctuations (Fig. 2 black line), in contrast to the smaller fluctuations of a homogeneous network (Fig. 2 gray line). Our approach allows the construction of stochastic correction terms to the mean-field limit by isolating the unit $n_{j*}$ from the network and then taking the limit $N \to \infty$. Therefore, a first-order correction to the function $F$ of eqn. 7 can be derived as

$$F_s(m(t)) \approx F(m(t)) + \rho J K \gamma f' (\mu_1) n_{j*} (t).$$

(17)

$F_s$ is a stochastic function since $n_{j*}$ is a binomial random variable for which the probability of being at state one is $m(t)$; the mean-field equation is thus transformed into an ordinary stochastic differential equation. The correction term in eqn. 17 indicates that the observed large fluctuations (Fig. 2 green line) are indeed a finite $K$ phenomenon. Therefore, in large networks that have a finite number of connections between units (e.g. finite $K$ networks), it suffices that only one unit breaks the condition (i.e., $\rho > 0$) and, as a result, the deterministic MFT collapses (Fig. 2 inset). The emergence of large-amplitude population events in Fig. 2 has been observed previously as the indication of the “synfire chain” in cortical networks simulations 15. It is noteworthy that there is compelling evidence that a few neurons can form an extensive number of post-synaptic connections in cortical microcircuits 16. In eqn. 17 we observe that a unit with a high out-degree can influence the macroscopic dynamics of the system. Therefore, recent experimental results that indicate the diverse couplings between single-cell activity and population averages in cortical networks 17 can be the result of inhomogeneity of out-degrees.

In this letter, we studied a simplified model that captures the essential nonequilibrium aspects of cortical asynchronous state 14, and it allowed us to demonstrate the calculation of a complete statistics of fluctuations in fixed indegree networks. Our results show that the MFT for binary units can be fundamentally constructed from the LLNs and the emergence of intrinsic fluctuations does not require the application of the central limit theorem. It is noteworthy that considering other heterogeneities in the system requires extra averaging operations and performing self-consistent calculations of temporal and spatial fluctuations. For instance, in a network in which
unit \( i \) has \( K_i \) incoming connections, it can be shown that the power of \( m \) in the eqn. \([9]\) must be replaced by moments of the rate distribution, \( E(m^r) \), which can be self-consistently determined.

The semimartingale decomposition captures the finite-size effect (eqn. \([15]\)) in the orthogonal direction to the average correlations between units. These correlations have been investigated previously \([6]\). Here, the finite-size scaling of fluctuations can be derived directly from rate matrix \( Q \). In a recent study by Dahmen et al. \([12]\) the MFT of binary units is extended by a cumulant expansion that allows the systematic calculation of finite-size corrections to cumulants of arbitrary order. In contrast, in our analysis all remaining correlations are implicitly encapsulated in the martingale part. Importantly, the application of martingale theory and the expansion of the averaging operator allows a tractable alternative to the perturbative expansion of the system’s state-space evolution to formulate an exact theory for network collective dynamics.

Our approach in this letter goes beyond the classical asymptotic analysis of random connectivities, which requires statistical conditions for connectivity matrices, \( J \), to ensure pointwise convergence to a deterministic MFT, irrespective of any fine or major motifs in the connectivity matrix, and suggests a universality class of MFT for all fixed-in-degree and \( iid \) networks. Furthermore, we demonstrated a computationally interesting phenomenon for emergence of a stochastic MFT by breaking the first condition (eqn. \([10]\)). Our framework can be readily exploited to determine the mean-field equilibrium of symmetrically disordered systems, in the presence of microstructures in their interactions such as spin glasses and associative neural networks \([18]\), similarly. Once the connectivity matrix is given, it is straightforward to determine if the system’s mean population activity converges to the MFT in an annealed dynamics with independent initial conditions. In the quenched dynamics, the analysis of metastability requires a further investigation of the invariance measures of the state-space. Taken all together, we believe this approach paves the way for investigating the MFT of various networks collective phenomena.
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