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ABSTRACT In traditional model predictive control (MPC) methods, the power prediction of the state quantity is not only limited by the measurement of the voltage sensor, but also the open-loop control. In order to boost the overall prediction accuracy without AC voltage sensor, an improved sliding mode estimation-model predictive power precision control strategy without AC voltage sensor was proposed. In this paper, the voltage on the network side is dynamically estimated by using sliding mode sigmoid function, and the system stability is proved by the Lyapunov function. On this basis, the active power and reactive power at time k+2 are calculated through the designed rolling optimization prediction link with feedback correction, aiming to reduce power pulse vibration and accurate prediction. The simulation and experimental results show that the proposed control strategy effectively suppresses the influence of grid-side harmonics on the prediction accuracy and improves the overall of the dynamic and static performance of the system.

INDEX TERMS Model predictive control, sliding mode estimation, voltage sensorless.

I. INTRODUCTION
Owing to the considerable advantages of bidirectional energy flow and adjustable power factor [3], three-phase voltage-type pulse width modulation (PWM) rectifiers have been applied to numerous fields, such as industrial transmission of microgrids, wind energy generation systems, active filtering etc. [1], [2]. The PWM rectifier is a multivariable multi-coupling system. In order to improve the performance of the system, vast quantities of advanced control strategies have been applied to system response, parameter identification, coordinated control, and switch control [4]. Model predictive control (MPC) has become a frontier research direction in rectifier control strategies due to its advantages of simple design and easy engineering implementation, especially in dealing with constrained optimization problems in nonlinear systems. Kouro et al. [6] compared the MPC with the classic double closed-loop proportion integration (PI) control, which embodies the straightforward structure and high dynamic performance of the MPC controller.

In power electronics, the model predictive direct power control (MPDPC) operates the position of the switch and formulates the control problem as a reference value tracking problem both directly [5], which is one of the most widely used control methods. In order to solve the slow dynamic response and large pulse vibration in the rectifier vector control problem, He et al. [3] applied MPC to the active front rectifier for the first time to form MPDPC, which effectively suppressed the DPC power pulse vibration. The MPC was also employed to the inverter side to form MPDTC, which effectively improved the torque pulse [7], [8]. Additionally, MPC has been applied to five-phase PMSM and dual-motor five-bridge arms to reduce torque pulse vibration [9], [10]. It was also applied to both sides of AC-DC-AC to suppress the dynamic voltage fluctuation on the DC bus [11], [12]. The above works suggest that MPC is extensively used.

Meanwhile, many researchers have proposed improved algorithms for MPDPC. For example, new strategies such as multi-step prediction [3], [13], extrapolation [14], and vector angle compensation method are used to avoid the delay of action caused by extensive calculations. Young et al. [15] analyzed the influence of model parameter uncertainty on FCS-MPC of a three-phase two-level inverter. Rodriguez and Cortes [17] summarized and optimized the design and parameter selection of the cost function for MPDPC. Geyer [18] derived and visualized the explicit state feedback control...
law of the electric drive model predictive controller. Zhang and Xie [19], Zhang and Yang [20] proposed double-vector and three-vector MPDPC based on a single vector approach and optimized the duty cycle [21].

The above improvements are all aimed at the optimization of MPDPC, improving the performance of the system to a certain extent. However, the control strategy is not changed. Due to voltage sensors, the MPDPC based on grid voltage orientation is inevitably affected by the grid side harmonics. Although vector control (traditional voltage sensorless control [22]) can effectively suppress the above effects [23], DC offset and initial value in virtual flux estimation greatly affect the accuracy of power calculation [24]. Thus, it is of great significance to study MPDPC without grid side voltage sensor based on grid voltage orientation. In the traditional voltage sensorless MPDPC, however, the high-frequency interference is easily introduced due to the current differential voltage estimation component. The primary problem to be solved in the MPDPC without voltage sensor has come to effectively estimate the grid side voltage. Moreover, for MPDPC algorithm, the MPDPC is based on the open-loop prediction of rolling calculation of invariant model. Therefore, it is impossible to fully comply with the actual situation or compensate for the prediction error caused by the change of the set value itself. Steady-state power pulsations caused by constant value changes are inevitable. Therefore, implementing closed-loop MPDPC prediction is key to accurate power prediction.

Since sliding mode control (SMC) does not depend on system parameters, it has strong robustness to unknown parameter variations and noise. The design is simple and easy to implement. Our research group first employed a sliding mode observer to estimate the virtual flux linkage on the rectifier side for the first time [24]. Literature [25] combines a fractional-order SMC method with a recurrent neural network structure to improve the robustness of the system to a certain extent, but the switch function sign used by the observer is prone to high-frequency oscillations. A method combining dynamic sliding mode and terminal sliding mode is proposed to solve the chattering phenomenon in traditional SMC [26]. However, the addition of an integral term in the text increases the complexity of the calculation. The chattering problem of control input can be effectively solved by using the super-twisting algorithm, which makes the control input smoother [27]. But the sliding mode surface contains multiple parameters, and the method integrates multiple algorithms, resulting in a more complex theoretical structure. Researches [28] and [29] combined the sliding mode observer with MPC, resulting in high-frequency oscillations in the system. In addition, these MPC algorithms are established based on open-loop prediction, which indicates that the accuracy of power prediction needs to be improved.

According to the above analysis, this paper applies a simple sliding mode observer to the estimation of the voltage on the grid side of PWM rectifier and combines it with MPC. These approaches verify the feasibility of combining sliding mode estimation with MPC, realize real-time identification of parameters on the rectifier side and precise control of power, and improve the overall prediction accuracy. Meanwhile, a rolling optimization prediction link with feedback correction is designed to further reduce power pulse vibration and improve prediction accuracy.

The current status of the MPDPC search is introduced in Section I, and the existing problems are summarized. Section II constructs a sliding mode voltage observer, using the MPC algorithm to make discrete estimates and realize power prediction. Section III describes the precise prediction based on the sliding mode estimation-model and optimized the predicted power, stating the comprehensive control strategy. Section IV shows the simulation results and experimental results conducted by the MATLAB/Simulink and rectifier-inverter test platform. Finally, the conclusions are drawn in Section V.

II. SLIDING MODE ESTIMATION-MODEL PREDICTIVE POWER CONTROL

In the model prediction power control, the power prediction depends on the prediction of the voltage and current at the next moment, where a voltage sensor generally measures the grid-side voltage. There is less research on model predictive control without voltage sensor. In traditional voltage sensorless PWM rectifiers control, high-frequency interference is easily introduced due to the current differential voltage estimation component. Moreover, the strategy itself is seriously affected by the inductance voltage drop at high frequency. In order to solve the above problems, a voltage sensorless model predictive power control strategy is proposed. In this paper, the sliding mode observer is firstly established to estimate the voltage on the grid side, and the Lyapunov function is used to prove the system stability. Combining with the MPC algorithm, discrete estimation, and power prediction are implemented further for improved performance.

A. GRID SIDE VOLTAGE ESTIMATION UNDER SLIDING MODE OBSERVER

Traditional voltage sensorless DPC and MPC algorithms can be seen in [11] and [22]. According to the basic theory of sliding mode variable structure control and the mathematical model of three-phase PWM rectifiers in stationary coordinates, the sliding mode observer is constructed according to:

\[
\begin{bmatrix}
L_g \frac{d\hat{i}_\alpha}{dt} \\
L_g \frac{d\hat{i}_\beta}{dt}
\end{bmatrix} = \begin{bmatrix}
u_{\alpha}(t) \\
u_{\beta}(t)\end{bmatrix} - R \begin{bmatrix}\hat{i}_\alpha \\
\hat{i}_\beta\end{bmatrix} - \begin{bmatrix}u_{\alpha\alpha} \\
u_{\beta\beta}\end{bmatrix}
\] (1)

In Eq. (1), \(u_{\alpha}(t), u_{\beta}(t), \hat{i}_\alpha\) and \(\hat{i}_\beta\) are net side phase voltage and the estimated values of net side input current under \(\alpha\beta\) coordinate system, \(L_g\) is the inductance value of the net side filter reactance, \(R_g\) is the total impedance of the bridge circuit, and \(u_{\alpha\alpha}\) and \(u_{\beta\beta}\) are the input phase voltages of the rectifier.

The design of sliding mode voltage observer includes selection of switching function and construction of sliding
mode voltage observer model. The design of sliding mode
observer used in this paper has been proposed in [24].

The selection of the switching function is the key to design
the sliding mode voltage observer. The sliding mode observer
designed with the traditional sign switching function suffered
from high-frequency system chattering and increased voltage
fluctuation on the DC side. In order to reduce the high fre-
cy frequency chattering of the system, a new sigmoid (S)
function is proposed from the perspective of boundary layer continuous
control to replace the traditional sign function. The S function
is expressed as:

\[
\begin{bmatrix}
S (\tilde{i}_\alpha) \\
S (\tilde{i}_\beta)
\end{bmatrix}
= \begin{bmatrix}
\frac{2}{1 + e^{-\chi \alpha}} - 1 \\
\frac{2}{1 + e^{-\chi \beta}} - 1
\end{bmatrix}
\]  \hspace{1cm} (2)

where, \(\chi\) is a constant used to adjust the slope. Fig. 1 shows
the S function curve under various \(\chi\) values.

The error in stator current estimation is defined as: \(\tilde{i}_\alpha = \hat{i}_\alpha - i_\alpha\) and \(\tilde{i}_\beta = \hat{i}_\beta - i_\beta\), \(i_\alpha\) and \(i_\beta\) are measured values of net
side incoming current.

The grid voltage estimate can be expressed as:

\[
\begin{align*}
\dot{u}_\alpha (t) &= KS (\tilde{i}_\alpha - \hat{i}_\alpha) \\
\dot{u}_\beta (t) &= KS (\tilde{i}_\beta - \hat{i}_\beta)
\end{align*}
\]  \hspace{1cm} (3)

where, \(K\) is the sliding mode gain.

The dynamic error equation obtained by (1) and (3), it can
be derived as:

\[
\begin{bmatrix}
\frac{d (\hat{i}_\alpha)}{dt} \\
\frac{d (\hat{i}_\beta)}{dt}
\end{bmatrix}
= -\frac{1}{L_g} \begin{bmatrix}
\dot{u}_\alpha \\
\dot{u}_\beta
\end{bmatrix}
- R_e \begin{bmatrix}
\frac{1}{L_g} \dot{i}_\alpha + \frac{1}{L_g} KS (\hat{i}_\alpha)
\end{bmatrix}
\]  \hspace{1cm} (4)

When the system reaches sliding mode operation, it can be
derived as:

\[
\begin{align*}
\frac{d (\hat{i}_\alpha)}{dt} &= \dot{i}_\alpha - i_\alpha = 0 \\
\frac{d (\hat{i}_\beta)}{dt} &= \dot{i}_\beta - i_\beta = 0
\end{align*}
\]  \hspace{1cm} (5)

According to the above equation, the grid voltage can be
expressed as:

\[
KS (\hat{i}_\alpha - \hat{i}_\alpha) \approx u_\alpha
\]

\[
KS (\hat{i}_\beta - \hat{i}_\beta) \approx u_\beta
\]  \hspace{1cm} (6)

The sliding mode observer (SMO) structure is shown in
Fig 2.

B. STABILITY PROOF AND COMPREHENSIVE CONTROL
STRATEGY

To prove its stability, a Lyapunov function is established as:

\[
V = \frac{1}{2} S_n^T S_n
\]  \hspace{1cm} (7)

If it is stable, then

\[
\dot{V} = S_n^T \dot{S}_n
\]  \hspace{1cm} (8)

where

\[
S_n = \begin{bmatrix} S_\alpha & S_\beta \end{bmatrix}^T = \begin{bmatrix} \hat{i}_\alpha - i_\alpha & \hat{i}_\beta - i_\beta \end{bmatrix}^T
\]  \hspace{1cm} (9)

and

\[
\dot{S}_n = \begin{bmatrix} \dot{S}_\alpha & \dot{S}_\beta \end{bmatrix}^T
= \begin{bmatrix} \dot{i}_\alpha - i_\alpha & \dot{i}_\beta - i_\beta \end{bmatrix}^T
\]  \hspace{1cm} (10)

Combining (1), (4) and (8), the Lyapunov function can be
formulated according to:

\[
\dot{V} = S_n^T \dot{S}_n = S_\alpha \dot{S}_\alpha + S_\beta \dot{S}_\beta
\]

\[
= -\frac{R_e}{L_g} \left[ (\dot{i}_\alpha - i_\alpha)^2 + (\dot{i}_\beta - i_\beta)^2 \right]
\]

\[
- \frac{1}{L_g} \left[ (\dot{i}_\alpha - i_\alpha) u_\alpha - (\dot{i}_\alpha - i_\alpha) KS (\hat{i}_\alpha - i_\alpha) \right]
\]

\[
- \frac{1}{L_g} \left[ (\dot{i}_\beta - i_\beta) u_\beta - (\dot{i}_\beta - i_\beta) KS (\hat{i}_\beta - i_\beta) \right] \leq 0
\]  \hspace{1cm} (11)

The conditional expression (11) is satisfied so that a
minimum value sufficiently smaller than negative can be
obtained.

\[
K = u_{\max} \left( \frac{e^{-\chi \hat{i}_{\max}} + 1}{e^{-\chi \hat{i}_{\max}} - 1} \right)
\]  \hspace{1cm} (12)

If (12) is satisfied, then \(\dot{V} < 0\), and the SMO will con-
verge regardless of the equivalent resistance and inductance
values.
C. Final Sliding Mode Estimation-Model Predictive Power Control

The combined sliding mode observer estimation with MPC control requires redefining the active power and reactive power prediction values. In order to cooperate with digital signal processing, the discrete system used in MPC employs discrete-time sliding mode estimation. The observer obtains input values at each sampling period, and the input values remain unchanged during the interval.

Equation (4) can be discretized, and the dynamic error equation at time \( k + 1 \) is given by:

\[
\begin{align*}
    \frac{L_s}{T_s} & \left( \frac{\bar{i}_a (k + 1) - \bar{i}_a (k)}{T_s} \right) - \frac{R_s}{L_s} \left( \frac{\bar{i}_a (k)}{T_s} \right) = - \frac{1}{L_s} \left( u_a (k) + u_\beta (k) \right) \\
    \frac{1}{L_s} & \left( \frac{\bar{i}_a (k)}{T_s} \right) + \frac{1}{L_s} \left( \frac{\bar{i}_a (k)}{T_s} \right) = - \frac{1}{L_s} \left( u_a (k) + u_\beta (k) \right)
\end{align*}
\]

(13)

when the system reaches the sliding mode operation, the grid side voltage estimate can be expressed as:

\[
\begin{align*}
    u_a (k) &= KS (\bar{i}_a (k)) \\
    u_\beta (k) &= KS (\bar{i}_\beta (k))
\end{align*}
\]

(14)

According to the instantaneous power principle, the predicted expression of instantaneous active power and reactive power at time \( k + 1 \) is

\[
\begin{align*}
    P (k + 1) &= Re \left( KS \left( \frac{\bar{i}_a (k + 1)}{T_s} \right) \bar{i}_g (k + 1) \right) \\
    Q (k + 1) &= Im \left( KS \left( \frac{\bar{i}_a (k + 1)}{T_s} \right) \bar{i}_g (k + 1) \right)
\end{align*}
\]

(15)

III. Accurate Prediction Optimalizations Based on ESMO-DPC

A. Error Feedback Correction Design Based on Multi-Step Prediction

In Sections II, the MPC conducts prediction based on the invariant model. Thus it is impossible to fully comply with the actual situation. Firstly, it does not compensate for the prediction error caused by the change of the set value itself. Moreover, steady-state power pulsation is also inevitable. Feedback plays an irreplaceable role in overcoming the influence of interference, uncertainty, and obtaining closed-loop stability. Based on predictive power control with the sliding mode voltage estimation model (SMO-MPDPC), this paper introduces feedback correction to reduce the error caused by the change of set value in the actual prediction process. Based on the predicted output of the model, the predicted value is continuously corrected according to the actual output of the system, and then new optimization is performed.

The definition of \( e(k + 1) \) is the difference between the actual state variable value and the predicted value at the \( k + 1 \) time step; it can be derived as:

\[
e (k + 1) = X (k + 1) - X^m (k + 1)\]

(16)

where \( X(k+1) \) is the feedback value at time \( k+1 \), and \( X^m(k+1) \) indicates the predicted value at time \( k+1 \). Since \( X(k+1) \) is not available, the approximate representation \( e(k) \) is used for \( e(k + 1) \) given by:

\[
e (k) = X (k) - X^m (k | k - 1)
\]

(17)

The corrected prediction value can be calculated by adding the error to the prediction output of the model:

\[
X^P (k + 1) = X^m (k + 1 | k) + h_p e (k)
\]

(18)

where \( h_p \) is the error compensation factor, and its structure is shown in Fig 3.

Then the power prediction can be expressed as:

\[
\begin{align*}
    P^p (k + 1) &= P^m (k + 1 | k) + h_p (P^p (k) - P (k)) \\
    Q^p (k + 1) &= Q^m (k + 1 | k) + h_p (Q^p (k) - Q (k))
\end{align*}
\]

(19)

In Eq. (19), \( P^p(k+1) \) and \( Q^p(k+1) \) indicate the predicted values of the active and reactive power corrected by the feedback at time \( k + 1 \), respectively. \( P^p(k) \) and \( Q^p(k) \) represent the corresponding values at the time \( k \). \( P^m(k+1) \) and \( Q^m(k+1) \) denote the predicted values of the active power and the reactive power obtained according to the discrete model at time \( k + 1 \), respectively. \( P^p(k) \) and \( Q^p(k) \) are the actual feedback of the active power and the reactive power at time \( k \), respectively. In order to reduce the number of simulations, a branch and bound principle can be used to determine the error compensation factor \( h_p \), according to the actual situation of the system.

B. Comprehensive Control After Delay Compensation

Considering that there is control delay in the actual control system. The delay compensation control amount can formulated subject to (19) as:

\[
\begin{align*}
    P^p (k + 2) &= P^m (k + 2 | k + 1) + h_p (P^p (k + 1) - P (k + 1)) \\
    Q^p (k + 2) &= Q^m (k + 2 | k + 1) + h_p (Q^p (k + 1) - Q (k + 1))
\end{align*}
\]

(20)

According to (15), it can be derived as:

\[
\begin{align*}
    P^m (k + 2 | k + 1) &= Re \left( KS \left( \frac{\bar{i}_g (k + 2)}{T_s} \right) \bar{i}_g (k + 2) \right) \\
    Q^m (k + 2 | k + 1) &= Im \left( KS \left( \frac{\bar{i}_g (k + 2)}{T_s} \right) \bar{i}_g (k + 2) \right)
\end{align*}
\]

(21)
Combined with (19), the final active and reactive power expressions are formulated as:

\[
\begin{align*}
\left( \begin{array}{c} P_p(k+2) \\ Q_p(k+2) \\
\end{array} \right) &= \left( \begin{array}{c}
\text{Re} \left( KS \left( \overline{i_g}(k+2) \right) \overline{i_g}(k+2) \right) \\
\text{Im} \left( KS \left( \overline{i_g}(k+2) \right) \overline{i_g}(k+2) \right) \\
\end{array} \right) \\
&+ h_p \left( \begin{array}{c}
\text{Re} \left( KS \left( \overline{i_g}(k+1) \right) \overline{i_g}(k+1) \right) \\
\text{Im} \left( KS \left( \overline{i_g}(k+1) \right) \overline{i_g}(k+1) \right) \\
\end{array} \right) \\
&+ h_p^2 \left( \begin{array}{c}
P_p(k) \\
Q_p(k) \\
\end{array} \right) - h_p \left( \begin{array}{c}
P(k+1) \\
Q(k+1) \\
\end{array} \right) - h_p^2 \left( \begin{array}{c}
P(k) \\
Q(k) \\
\end{array} \right) \\
\end{align*}
\]

\[ (22) \]

C. OBJECTIVE FUNCTION OPTIMIZATION DESIGN

In the voltage estimation, the prediction error of the switching function and current should be considered. The prediction error of the current has a power term limitation in the objective function. Therefore, considering the influence of the voltage prediction error and increasing the voltage estimation limit, the optimized objective function can be selected as:

\[
g = \left[ P_{\text{ref}} - P(k+2) \right]^2 + \lambda_1 \left[ Q_{\text{ref}} - Q(k+2) \right]^2 + \lambda_2 \left[ KS \left( \overline{i_g}(k+2) \right) - KS \left( \overline{i_g}(k) \right) \right]^2 
\]

\[ (23) \]

In Eq. (23), \( \lambda_1 \) and \( \lambda_2 \) are the weight of reactive power and switching function, respectively. The root mean square (RMS) of the current tracking error and the voltage estimation error is defined as the evaluation function index of \( \lambda_1 \) and \( \lambda_2 \) regulation effect. The locking range is used to select \( \lambda_1 \) and \( \lambda_2 \) according to the branch and bound principle. The final value is determined according to the variation of the random value of the active power and the load current.

Finally, the sliding mode estimation-MPDPC structure diagram is shown in Fig. 4.

IV. SIMULATION AND EXPERIMENT

A. SYSTEM SIMULATION

The simulation model was built in MATLAB/Simulink, and the simulations results were compared with the four control methods, which are voltage sensorless DPC under vector control (TDPC), DPC with sliding mode voltage estimation (SMO-DPC), predictive power control with sliding mode voltage estimation model (SMO-MPDPC) and sliding mode voltage estimation model predictive power control with error feedback correction (ESMO-MPDPC). Parameters used in the following simulations are shown in Table 1, including main parameters and control parameters under four different strategies.

Fig. 5 shows the simulations of grid-side current \( (i) \), active power \( (P) \) and reactive power \( (Q) \) and DC bus voltage \( (u_{dc}) \) for TDPC startup and steady state, respectively. The fluctuation range is between \( \pm 150 A \) of grid-side current. The time to reach the steady state is 0.05 s, and the harmonic is seriously affected at steady state. The current value shows non-standard sine waves with fluctuation. Due to the logic switch table used, there are some areas of reactive power regulation with large fluctuations. The active power and reactive power pulse vibration is large (about 30 kW/20 kVar), and the system is not operating at unit power factor. The DC bus voltage has a large fluctuation during startup, and the rising time of the

\[
\begin{array}{|c|c|c|}
\hline
\text{Model Parameters} & \text{Value} & \text{Remark} \\
\hline
H_p/Active power hysteresis & 200 W & \\
\hline
u_{bus}/Grid power phase voltage & 220 V & K/Slip gain factor \\
\hline
f_c/Grid frequency & 59 Hz & SMO-MPDPC \\
\hline
\mu_{bus}/Bus voltage & 320 V & \text{K}_p/Proportional gain \\
\hline
L_{ac}/AC side input inductor & 5.5 mH & K/Integral Gain \\
\hline
R_{ac}/AC side resistor & 15 mΩ & K/Slip gain factor \\
\hline
C_{dc}/DC side filter capacitor & 2200 μF & \text{K}_p/Proportional gain \\
\hline
R_{load}/Load resistance & 36 Ω & \text{K}_p/Proportional gain \\
\hline
T_s/Sampling period & 4μs & \text{K}_p/Proportional gain \\
\hline
\end{array}
\]

TABLE 1. System Parameters.
bus voltage is slow (0.25 s). The fluctuation is relatively large when reaching the steady state, the fluctuation is 10 V and the pulse vibration is about 4 V.

Fig. 6 is a waveform diagram of startup and steady-state simulation based on SMO-DPC, corresponding to waveforms Fig. 5, respectively. Due to the presence of harmonics, sine wave still exists in AC side current at steady state. The rising time at startup is reduced to 0.04 s and the fluctuation range is between ±140 A. The active power and reactive power pulsation reach 21 kW/15 kVar. The DC bus voltage still fluctuates at startup, and the rising time of the bus voltage is 0.25 s. When it reaches steady state, the fluctuation is about 6 V and the pulse vibration is 3 V.

In order to solve the pulse vibration problem of DPC and achieve precise control, the two-step model is used to predict SMO-MPDPC. Fig. 7 shows the startup and steady-state simulation waveforms of SMO-MPDPC. The AC side current fluctuates greatly at the beginning, but the steady state can be reached within 0.02 s. The waveform stability of active power and reactive power also greatly improved. Compared with SMO-DPC, the fluctuation at startup is small. The pulse vibration can be maintained within ±150 A at starting moment. The steady state is reached at 0.02 s with a standard sine current waveform. The pulsation of power is within 2 kW/2.5 kVar. There is no overshoot when the DC bus voltage starts, and it only takes 0.015 s to reach the steady state time with a pulsation range of 2 V.

Figs. 8-12 show the three-phase current (i), active power (P) and reactive power (Q) comparison diagram, bus voltage ($u_{dc}$) comparison diagram, and grid side voltage ($u_{α}$) of the four methods under dynamic step inputs. The bus voltage setting at 1 s is 520 V step to 400 V, and a 30 Ω load is connected in parallel at 1.3 s, where a-d represents the simulation waveforms of TDPC, SMO-DPC, SMO-MPDPC, and ESMO-MPDPC, respectively.

Fig. 8 shows the startup and steady-state simulation waveforms of ESMO-MPDPC. The error feedback correction is used to compensate for the prediction error, which improves the overall prediction accuracy. The fluctuation of the grid side current within ±150 A at starting moment. The steady state is reached at 0.02 s with a standard sine current waveform. The pulsation of power is within 2 kW/2.5 kVar. There is no overshoot when the DC bus voltage starts, and it only takes 0.015 s to reach the steady state time with a pulsation range of 2 V.

The simulation comparison analysis data based on the four control strategies is shown in Table 2. The error of TDPC estimation for $u_{α}$ is relatively large. It has weak interference capability and poor robustness. After adding the sliding mode
estimation, the error is reduced, it has a faster response time, shorter convergence time and less fluctuation. However, the anti-interference ability still cannot meet industrial requirements. SMO-MPDP can respond quickly, and the convergence time is short. The fluctuation of bus voltage and active power under disturbance is small. After adding the power error feedback, the estimated voltage and the actual voltage are basically coincident. It can solve the problems of pulse vibration, jitter and harmonics and reduce high frequency interference. The system still maintains characters of short response time, high prediction accuracy and fast tracking speed under interference.

B. EXPERIMENTAL VERIFICATION

The ESMO-MPDP strategy is verified experimentally on a self-developed rectifier-inverter platform. Fig.13 is a photograph of the experimental prototype controller and the load motor. The main loop of the system adopts a voltage-type AC-DC-AC topology, and the load of the system is composed of a motor supporting structure consisting of an asynchronous motor of model 1LA7096-4A10-Z and a permanent magnet synchronous motor of model 1FT6. The control platform uses a high-speed digital signal processor (DSP) TMS320F28335 to complete the control algorithm and PWM pulse calculation, and a field programmable gate array (FPGA) to complete the distributed collection of control data and hardware protection. The control part is mainly composed of the rectifier side and the inverter side, and both sides are composed of three IGBT bridge arms. The rectification control employs a PWM pulse rectification to realize four-quadrant rectification. The rectifier side includes a capacitor module, an intelligent power module, a control module, and a power module.

| TABLE 2. Simulation data comparison for different methods. |
|------------------------------------------------------------|
|                      | TDPC  | SMO-DPC  | SMO-MPDP | ESMO-MPDP |
| μe (V) (Bus voltage step) | 50 V  | 40 V     | 10 V     | 2 V       |
| τc (s) (Convergence time) | 0.4 s | 0.5 s    | 0.04 s   | 0.01 s    |
| uε (V) (Fluctuation)      | 43 V  | 35 V     | 20 V     | 18 V      |
| τc (s) (Load fluctuation) | 0.6 s | 0.4 s    | 0.26 s   | 0.2 s     |
| P2 (kW)                 | 29 kW | 20 kW    | 17 kW    | 15 kW     |
| Q2 (kvar)              | 25 kvar| 15 kvar  | 16 kvar  | 6 kvar    |
| τc (s) (Load fluctuation) | 0.35 s | 0.11 s   | 0.02 s   | 0.02 s    |
| i (s) (Convergence time) | 0.03 s | 0.03 s   | 0.02 s   | 0.02 s    |
| πr (s) (Response time)   | 0.01 s | 0.01 s   | 0 s      | 0 s       |
| τc (s) (Load fluctuation) | 0.34 s | 0.11 s   | 0.02 s   | 0.02 s    |

FIGURE 10. Simulation waveform of active power and reactive power in step response of bus voltage set point and load change response.

FIGURE 11. Simulation waveform of DC bus voltage in step response of bus voltage set point and load change response.

FIGURE 12. Simulation waveform of actual grid voltage, estimated grid voltage and estimated error in step response of bus voltage set point.

FIGURE 13. Experimental platform.
TABLE 3. System Parameters.

| Main Parameters of Motor | \( R \)/Rotor resistance | 1.85681 Ω |
|-------------------------|---------------------------|------------|
| \( P \)/Rated Power     | 2.2 kW                    |            |
| \( L \)/Stator inductance| 12.65 mH                  |            |
| \( V \)/Rated voltage   | 400 V                     |            |
| \( L \)/Mutual inductance| 0.3 H                     |            |
| \( R \)/Stator resistance| 1.34 Ω                    |            |
| \( p \)/Polar number    | 2                         |            |
| \( f \)/Rectifier switch frequency | 25 kHz                  |            |
| \( T \)/Rated torque    | 28 N·m                    |            |
| \( K \)/Integral Gain   | 1.5                       |            |
| \( h \)/Error feedback factor | 0.8                     |            |

Based on the fast bus technology, the system can achieve high-performance motor vector control, motor model optimization, motor parameter automatic identification and other functions. The main parameters of the experimental device are the same as the simulation. The inverter side is controlled by MPDTC and an asynchronous motor is used in the experiment. The main parameters of motor are shown in Table 3.

Fig. 14 is a waveform diagram of the DC side bus voltage at steady state based on the four control modes. It can be seen that the pulse vibration of TDPC in steady state is more serious, and the pulse vibration range is within 10V. After adding a sliding mode observer, the pulse vibration is obviously suppressed, and the SMO-DPC is controlled within 4V. The SMO-MPDPC control strategy further improves the steady-state DC bus voltage waveform based on the SMO-DPC strategy, and the pulse vibration range is less than 2V. The pulse vibration under the ESMO-MPDPC control strategy is only 0.5 V, which is basically eliminated.

Fig. 15 show the grid side voltages, actual grid side voltages, and estimation errors estimated grid voltage \( u_{\alpha, est} \) and \( u_{\beta, est} \). After Clark transformation, based on the four control strategies. The value of \( i_{\alpha} \) is magnified by 5 times for clarity. Where panel (a) shows TDPC, diagram (b) shows SMO-DPC, diagram (c) shows SMO-MPDPC, and diagram (d) shows ESMO-MPDPC.

From the comparison of the four control methods in Fig. 15, it can be seen that there is a certain jitter in the grid voltage curve estimated by TDPC. The estimation error is around 50 V. The estimated grid-side voltage under SMO-DPC control is closer to sinusoidal behaviour, and its error is around 50 V. The error is reduced to around 10 V under SMO-MPDPC. When the error feedback is added, the estimated voltage and the actual voltage are basically coincide, with only less than 2 V difference.

It can be seen from Fig. 16 and Fig. 17 that there is a phase difference between voltage and current under TDPC, both current and voltage are non-standard sine waves. The voltage and current fluctuations are relatively large. After adding the sliding mode estimation, although the voltage and current still have a specific phase difference, the sinusoidal and tip fluctuations of the waveform are improved. After adding the sliding mode estimation-model prediction, the estimated jitter of the grid voltage value is substantially eliminated, the influence of harmonics is suppressed, and the phase voltage is in phase with the phase current.
Fig. 18 and Fig. 19 show the comparison of the DC bus voltage, the active power, and reactive power in the four methods under a sudden change in the speed. At 0.6 s, the motor speed increased from 10 rad/s to 30 rad/s. The bus voltage soared (around 13 V) after the sudden change of the motor speed under TDPC, at 0.2 s, the balance is restored, the value of the active power has a large fluctuation (about 2 kW). The SMO-DPC control makes the bus voltage fluctuation smaller, with a maximum fluctuation of 10 V and a decrease in the active power of 1.2 kW. The SMO-MPDPC control compared to the SMO-DPC control significantly improves the dynamic performance of the DC side, the bus voltage converges to equilibrium at 0.17 s, and the power fluctuation is reduced to 0.9 kW. Under the control of ESMO-MPDPC with error feedback correction, the DC voltage fluctuation was further reduced with the maximum value of 4 V, the response speed for the change of speed was accelerated, and the oscillation was eliminated to a certain extent, only 0.5 kW.

Fig. 20 and Fig. 21 are the DC bus voltage comparison diagrams and the power comparison diagrams of the four methods under a sudden change of torque. At 1 s, the motor torque is increased from 0 N·m to 10 N·m. Based on the four control strategies, the maximum fluctuations of the torque step response are 13 V, 10 V, 6 V and 2 V, respectively. The SMO-MPDPC with error feedback correction almost reached 400 V reference voltage without fluctuation. Response times were 120 ms, 70 ms, 50 ms, and 10 ms, respectively. It can be seen that the addition of the MPC control algorithm with error feedback significantly reduces the response time. Moreover, Fig. 21 indicates that the value of active power under the control of traditional DPC and SMO-DPC increases from 0 kW to 0.5 kW, and it does not work under unit power factor. However, based on SMO-MPDPC and ESMO-MPDPC with error feedback correction, the value of active power is increased by 1 kW from 0 kW and the system operate at unit power factor.

V. CONCLUSION

In this paper, an improved precise power control of voltage sensorless-MPC is proposed based on the direct power control of PWM rectifiers, which integrates sliding mode estimation and error feedback compensation. The simulation and experimentation results show that:

- The sliding mode observer proposed in this paper can track the grid side voltage under dynamic and static conditions in real-time and reduce the estimation error.
- By combining sliding mode estimation with MPDPC was verified, the tracking and prediction of power were realized, and the system response was accelerated.
The control strategy proposed in this paper can also effectively suppress the fluctuation of DC bus voltage, especially in high-performance applications with load mutation characteristics. It can promote the dynamic and static performance of the system, which shows a great potential in engineering practices.
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