AUTOMORPHISMS OF FREE PRODUCTS AND THEIR
APPLICATION TO MULTIVARIABLE DYNAMICS
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Abstract. We examine the completely isometric automorphisms of a free
product of noncommutative disc algebras. It will be established that such an
automorphism is given simply by a completely isometric automorphism of each
component of the free product and a permutation of the components. This
mirrors a similar fact in topology concerning biholomorphic automorphisms of
product spaces with nice boundaries due to Rudin, Ligocka and Tsyganov.

This paper is also a study of multivariable dynamical systems by their
semicrossed product algebras. A new form of dynamical system conjugacy is
introduced and is shown to completely characterize the semicrossed product
algebra. This is proven by using the rigidity of free product automorphisms
established in the first part of the paper.

Lastly, a representation theory is developed to determine when the semi-
crossed product algebra and the tensor algebra of a dynamical system are
completely isometrically isomorphic.

1. Introduction

In this paper we wish to study the completely isometric automorphisms of a
free product of noncommutative disc algebras amalgamated over the identity. In
particular it will be established that such automorphisms have a rigid structure.
This will tell us that one can think of such a free product as the appropriate non-
commutative analogue of an algebra of holomorphic functions.

The noncommutative disc algebra, $\mathfrak{A}_n$, introduced by Popescu [23], is the uni-
versal operator algebra generated by a row contraction, $(s_1, \cdots, s_n)$ such that
$\sum_{i=1}^n s_i s_i^* \leq I$, and the identity. $\mathfrak{A}_1 = A(D)$, the disc algebra, and for $n \geq 2$
this should be thought of as a multivariable noncommutative generalization of the
disc algebra. This algebra is also completely isometrically isomorphic to the norm
closed algebra generated by the left creation operators and the identity on the full
Fock space.

Popescu generalized this from one row contraction to several which he called
a sequence of contractive operators, namely $(s_{i,1}, \cdots, s_{i,n_i}), 1 \leq i \leq m$ with each
tuple a row contraction [24 25]. In this paper, such an object will be called a
set of row contractions since the author believes this to be clearer. Popescu
goes on to prove that the universal operator algebra generated by a set of row
contractions and the identity is the free product of $\mathfrak{A}_{n_1}, \cdots, \mathfrak{A}_{n_m}$ amalgamated
over the identity. This algebra is denoted $*_{i=1}^m \mathfrak{A}_{n_i}$ or $\mathfrak{A}_n^m$ if they all have the same
size. He also shows that these free products are completely isometrically isomorphic.
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to some universal operator algebras studied by Blecher and Paulsen \[6,5\] which they denote \(OA(\Lambda, R)\).

It will be established that every completely isometric automorphism of such a free product of \(\mathfrak{A}_n\) is induced by a biholomorphism of the character space. Thus, such an automorphism will be given by a completely isometric automorphism of each noncommutative disc algebra and a permutation of these algebras. This is due to Rudin, Ligocka and Tsyganov \[28,18,31\], that a biholomorphism of a product space is just a product of biholomorphisms in each space and a permutation of the \(\alpha\)s. This will all be shown in Section 2.

The remainder of the paper concerns multivariable dynamics and operator algebras. Specifically, a multivariable dynamical system \((X, \sigma)\) is a locally compact Hausdorff space \(X\) along with \(n\) proper continuous maps \(\sigma = (\sigma_1, \cdots, \sigma_n)\) of \(X\) into itself. To such a system one can construct two non-selfadjoint operator algebras. The first being the \textbf{semicrossed product algebra} \(C_0(X) \times_\sigma \mathbb{F}_n^+\) which is the universal operator algebra generated by \(C_0(X)\) and \(s_iC_0(X), 1 \leq i \leq n\), where the operators \(s_1, \cdots, s_n\) are contractions and satisfy the following covariance relations

\[fs_i = s_i(f \circ \sigma_i) \text{ for } f \in C_0(X) \text{ and } 1 \leq i \leq n.\]

Similarly define the \textbf{tensor algebra} to be the same as above but with the added condition that the generators are row contractive \(||[s_1 \cdots s_n]|| \leq 1\). These algebras should be thought of as encoding an action of the free semigroup algebra \(\mathbb{F}_n^+\) on \(C_0(X)\). If \(n = 1\) these algebras are the same and it has been proven that two such algebras are algebraically isomorphic if and only if their associated dynamical systems are conjugate, there exists a homeomorphism between the spaces intertwining the maps. This study was first initiated by Arveson \[2\] in 1967, later taken up in \[4,21,16\] and finally proven in full generality by Davidson and Katsoulis \[9\] in 2006.

For the multivariable case, Davidson and Katsoulis in \[10\] introduced a new notion of conjugacy. We say that two dynamical systems \((X, \sigma)\) and \((Y, \tau)\) are \textbf{piecewise conjugate} if there is a homeomorphism \(\gamma : X \rightarrow Y\) and an open cover \(\{V_\alpha : \alpha \in S_n\}\) such that \(\gamma \circ \tau_\alpha \circ \gamma^{-1}|_{V_\alpha} = \sigma_{\alpha(0)}|_{V_\alpha}\). They went on to show that if the tensor or semicrossed product algebras of two systems are isomorphic then the dynamical systems are piecewise conjugate. A converse to this was then established for the tensor algebra case in many contexts, \(X\) is totally disconnected or \(n \leq 3\) for instance, most of which gave that two algebras being algebraically isomorphic was enough to produce a completely isometric isomorphism between them. For the semicrossed product case it was shown that the converse fails as in the following example.

\textbf{Example 1.1.} \[10\] Example 3.24 Let \(X = \{1, 2\}\) and consider the following self maps on \(X:\)

\[\sigma_1 = \text{id}, \quad \sigma_2(1) = 2, \quad \sigma_2(2) = 1, \quad \tau_1(x) = 1, \quad \tau_2(x) = 2.\]

Hence, \((X, \sigma)\) and \((X, \tau)\) are piecewise conjugate. They show that \(C^*_c(C(X) \times_\sigma \mathbb{F}_2^+) = M_2(C^*(\mathbb{F}^3)), \) while \(C^*_c(C(X) \times_\tau \mathbb{F}_2^+) = O_2,\) the Cuntz algebra. These \(C^*\)-algebras are not isomorphic so the semicrossed products cannot be completely isometrically isomorphic.

However, this just implies that piecewise conjugacy is not strong enough to be an invariant for the semicrossed product algebras. If one broadens the theory to a
C*-dynamical system, which is comprised of a C*-algebra and \( n \)-*-endomorphisms, then Kakariadis and Katsoulis have shown that the C*-dynamical system forms a complete invariant for the semicrossed product algebra up to what they call outer conjugacy when the C*-algebra has trivial center [17]. Additionally, much work has gone into describing the C*-envelope of the tensor algebra and semicrossed product algebra of a dynamical system [12, 8]. The interested reader should look at the recent survey article by Davidson, Fuller and Kakariadis [7] which presents these universal operator algebras in the more general context of semicrossed products of operator algebras by semigroup actions.

To deal with the obstruction posed by the above example, Section 3 introduces a form of conjugacy, called partition conjugacy, that lies between piecewise conjugacy and conjugacy. Theorem 3.2 shows that if two systems are partition conjugate then their semicrossed product algebras are completely isometrically isomorphic. Conversely, Section 4 shows that a c.i. isomorphism of semicrossed product algebras induces a c.i. isomorphism of free products of noncommutative disc algebras. The rigidity proven in Section 2 is then passed along which allows us to show that semicrossed product algebras are c.i. isomorphic if and only if their related dynamical systems are partition conjugate.

Finally, Section 5 introduces a representation theory that is a combination of the nest representation theory from [10] and Duncan’s edge-colored directed graph representation theory from [14]. This allows us to distinguish the pre-images of the maps at a given point, which in turn proves shows that the tensor and semicrossed product algebras are c.i.i if and only if the ranges of the maps of the dynamical system are pairwise disjoint.

2. Automorphisms of Free Products

Consider the free product of noncommutative disc algebras \( \mathfrak{A}_n \) with generators \((s_{i,1}, \ldots, s_{i,n})\), \(1 \leq i \leq m\), a set of row contractions. Popescu [24, Theorem 2.5], by way of a dilation result, shows that the generators of the free product can be taken to be row isometries of Cuntz type, in other words each \( S_{ij} \) is an isometry and

\[
s_{i,1}s_{i,1}^* + \cdots + s_{i,n}s_{i,n}^* = I, \quad 1 \leq i \leq m,
\]

in some concrete representation, \( \mathfrak{A}_d \) is the Cuntz algebra \( O_d \), with \( O_1 = C(T) \).

Let \( \mathcal{C} \) be the commutator ideal of \( \mathfrak{A}_n \), the closed ideal generated by \( s_is_j - s_js_i \), \( 1 \leq i, j \leq n \). Then \( \mathcal{A}_n = \mathfrak{A}_n/\mathcal{C} \) is the universal operator algebra generated by a commuting row contraction and the identity.

A reproducing kernel Hilbert space (RKHS) \( \mathcal{H} \) is a Hilbert space of functions on a specific topological space \( X \) such that at every \( \lambda \in X \) point evaluation at \( \lambda \) is a continuous linear functional. This implies that there is a kernel function \( k_\lambda \in \mathcal{H} \) such that \( \langle f, k_\lambda \rangle = f(\lambda) \), so it reproduces the value of \( f \) at \( \lambda \). The RKHS is uniquely determined by its kernel functions and has a natural identification with certain holomorphic functions on \( X \). Finally, the multiplier algebra, \( \text{Mult}(\mathcal{H}) \), is the operator algebra of all functions on \( X \) given by

\[
\text{Mult}(\mathcal{H}) = \{ M_f : M_f(h) = fh \in \mathcal{H}, \forall h \in \mathcal{H} \}.
\]
The Drury-Arveson space, $\mathcal{H}^2_n$, is the RKHS on the open unit ball in $\mathbb{C}^n$, namely $\mathbb{B}_n$, with kernel functions

$$k_\lambda(z) = \frac{1}{1 - \langle z, \lambda \rangle}, \quad \lambda \in \mathbb{B}_n.$$  

Because $1 \in \mathcal{H}^2_n$ then for all $M_f \in \mathcal{M}_n := \text{Mult}(\mathcal{H}^2_n)$ we have that $M_f(1) = f \cdot 1 = f \in \mathcal{H}^2_n$. Hence, the multipliers are naturally identified as holomorphic functions. One should note though, for $n \geq 2$, $\mathcal{M}_n$ is contained in but not equal to $H^\infty(\mathbb{B}_n)$ since the operator norm on $\mathcal{M}_n$ is not equal to the supremum norm. Arveson [3] developed this theory and showed by way of a dilation theory for commuting row contractions that $\mathcal{A}_n = \mathfrak{A}_n/\mathcal{C}$ is completely isometrically isomorphic to the norm closed algebra $\overline{\text{Alg}}\{1, M_{z_1}, \ldots, M_{z_m}\}$. Lastly, this implies that $\mathcal{A}_n$ is naturally contained in $C(\mathbb{B}_n) \cap H^\infty(\mathbb{B}_n)$ but not equal to when $n \geq 2$.

The development of the Drury-Arveson space was spurred on by the obstructions one faces in the polydisc $\mathbb{D}^n$. Specifically, while Ando [1] showed that two commuting contractions dilate to two commuting unitaries, giving that the bidisc algebra $A(\mathbb{D}^2) = C(\mathbb{D}^2) \cap H(\mathbb{D}^2)$ is the universal operator algebra generated by two commuting contractions, Parrott and later Kajser and Varopoulos [20] [32] showed that there are three commuting contractions that do not dilate to three commuting isometries. Hence, the universal operator algebra generated by $n$ contractions when $n \geq 3$ is a mysterious algebra that is not the polydisc algebra $A(\mathbb{D}^n)$. However, Ito [30] Proposition I.6.2] proved that a set of commuting isometries dilates to a commuting set of unitaries and so the polydisc algebra is the universal operator algebra generated by $n$ commuting isometries.

For the context of a set of row contractions we would like to develop an operator algebra of holomorphic functions on $\times_{i=1}^m \mathbb{B}_{n_i}$, which one could call the **polyball**.

**Definition 2.1.** For $n_1, \ldots, n_m \in \mathbb{N}$ let $\mathcal{H}^2_{n_1, \ldots, n_m}$ be the RKHS on $\times_{i=1}^m \mathbb{B}_{n_i}$ given by the kernel functions

$$k_\lambda(z) = \prod_{i=1}^m \frac{1}{1 - \langle z_i, \lambda_i \rangle \mathbb{C}^{n_i}}, \quad \lambda \in \times_{i=1}^m \mathbb{B}_{n_i}.$$  

Thus, $\mathcal{H}^2_{n_1, \ldots, n_m} = \mathcal{H}^2_{n_1} \otimes \cdots \otimes \mathcal{H}^2_{n_m}$ and is then naturally identified as a space of holomorphic functions on the polyball. As well, if $M_{z_{i,j}}, 1 \leq j \leq n_i, 1 \leq i \leq m$ are the coordinate multipliers in $\text{Mult}(\mathcal{H}^2_{n_1, \ldots, n_m})$ then define

$$\mathcal{A}_{n_1, \ldots, n_m} = \overline{\text{Alg}}\{1, M_{z_{1,1}}, \ldots, M_{z_{m,n_m}}\}.$$  

As before, since $1 \in \mathcal{H}^2_{n_1, \ldots, n_m}$ then $\mathcal{A}_{n_1, \ldots, n_m}$ can also be naturally identified as an operator algebra of holomorphic functions. Furthermore, the generators of $\mathcal{A}_{n_1, \ldots, n_m}$ form a set of row contractions and so by the universal property there exists a completely contractive homomorphism

$$\pi: \times_{i=1}^m \mathfrak{A}_{n_i} \to \mathcal{A}_{n_1, \ldots, n_m}$$

mapping $s_{i,j}$ to $M_{z_{i,j}}$. Except in special cases, ker $\pi$ will not be equal to the commutator ideal $\mathcal{C}$ of the free product because $\times_{i=1}^m \mathfrak{A}_{n_i}/\mathcal{C}$ is the universal operator algebra generated by a commuting set of commuting row contractions.

Going back to the noncommutative context, recall that the character space of a Banach algebra $\mathcal{B}$, denoted $\text{M}(\mathcal{B})$, is the space of all multiplicative linear functionals endowed with the weak* topology. Popescu [24] proved that the characters of
Theorem 2.4. \( \phi \) Therefore, \( \text{Aut}(\ast_{i=1}^m A_n) \) and \( \rho_\lambda(s_{i,j}) = \lambda_{i,j} \). If \( \varphi \in \text{Aut}(\ast_{i=1}^m A_n) \), a bounded automorphism, then it induces a homeomorphism of the character space by

\[
\rho_\lambda \in M(\ast_{i=1}^m A_n) \mapsto \varphi^*(\rho_\lambda) := \rho_\lambda \circ \varphi.
\]

Since the boundary of the closed polyball will be mapped to itself, \( \varphi^* \) is also a homeomorphism of the open polyball. Thus, for every \( \lambda \in \times_{i=1}^m B_{n_i} \) there exists \( \mu \in \times_{i=1}^m B_{n_i} \) such that \( \varphi^*(\rho_\lambda) = \mu \), and so we abuse notation and define \( \varphi^* \) to be a map from \( \times_{i=1}^m B_{n_i} \) into itself defined by

\[
\varphi^*(\lambda) = \mu \iff \varphi^*(\rho_\lambda) = \mu.
\]

which is a homeomorphism on the polyball. Notice that \( M(A_n, \ldots, n_m) \) is also homeomorphic to \( \times_{i=1}^m B_{n_i} \).

**Proposition 2.2.** Let \( \pi : \ast_{i=1}^m A_n \to A_{n_1}, \ldots, n_m \) be the canonical quotient map, then

\[
\ker \pi = \bigcap_{\lambda \in \times_{i=1}^m B_{n_i}} \ker \rho_\lambda.
\]

**Proof.** Let \( \lambda \in \times_{i=1}^m B_{n_i} \) and \( \rho_\lambda^A \in M(A_{n_1}, \ldots, n_m) \). Then \( \rho_\lambda^A \circ \pi \) is a multiplicative linear functional, i.e. a character, of \( \ast_{i=1}^m A_n \). Hence, there exists \( \mu \in \times_{i=1}^m B_{n_i} \) such that \( \rho_\lambda^A \circ \pi = \rho_\mu \). However,

\[
\lambda_{ij} = \rho_\lambda^A(M_{z_{i,j}}) = \rho_\lambda^A \circ \pi(s_{i,j}) = \rho_\mu(s_{i,j}) = \mu_{i,j}.
\]

Thus, \( \lambda = \mu \) and so \( \ker \pi \subset \ker \rho_\mu \) for all \( \rho_\mu \in M(\ast_{i=1}^m A_n) \).

Conversely, if \( A \in \ast_{i=1}^m A_n \), such that \( \rho_\mu(A) = 0 \) for every \( \mu \) in the polyball then \( \pi(A) \in \ker \rho_\lambda^A \) for every \( \lambda \) in the polyball. But \( \pi(A) = M_f \) where \( f \) is a continuous function on \( \times_{i=1}^m B_{n_i} \) with

\[
0 = \rho_\lambda^A(\pi(A)) = \rho_\lambda^A(M_f) = f(\lambda).
\]

Therefore, \( f = 0 \) and \( \pi(A) = 0 \). \( \square \)

**Corollary 2.3.** If \( \varphi \in \text{Aut}(\ast_{i=1}^m A_n) \) then it induces \( \hat{\varphi} \in \text{Aut}(A_{n_1}, \ldots, n_m) \), such that \( \hat{\varphi} \circ \pi = \pi \circ \varphi \).

**Proof.** By the previous proposition, since \( \varphi^* \) is a bijection of \( \times_{i=1}^m B_{n_i} \), we have

\[
\varphi^{-1}(\ker \pi) = \varphi^{-1}(\bigcap_{\lambda \in \times_{i=1}^m B_{n_i}} \ker \rho_\lambda) = \bigcap_{\lambda \in \times_{i=1}^m B_{n_i}} \ker \varphi^*(\rho_\lambda) = \bigcap_{\lambda \in \times_{i=1}^m B_{n_i}} \ker \rho_\lambda = \ker \pi.
\]

Therefore, \( \varphi \) induces the required automorphism of the quotient by \( \pi \). \( \square \)

From this theory we can now prove that \( \varphi^* \) is not just a homeomorphism but also a biholomorphism by a standard argument using the character space. Note that \( \text{Aut}_{ci}(B) \) denote the isometric and completely isometric automorphisms of \( B \).

**Theorem 2.4.** If \( \varphi \in \text{Aut}(\ast_{i=1}^m A_n) \) then \( \varphi^* \) is a biholomorphism and so is in \( \text{Aut}(\times_{i=1}^m B_{n_i}) \).
Proof. By Corollary 2.3 there exists $\tilde{\varphi} \in \text{Aut}(A_{n_1, \ldots, n_m})$ induced by $\varphi$. Define the following map $H : \times_{i=1}^{m_1} B_{n_i} \to \times_{i=1}^{m_1} \mathbb{C}^{n_i}$ by
\[
H(\lambda) = (\tilde{\varphi} \circ \pi(s_{1,1})(\lambda), \ldots, \tilde{\varphi} \circ \pi(s_{m,n})(\lambda)), \quad \lambda \in \times_{i=1}^{m_1} B_{n_i}.
\]
This is a holomorphic map on $\times_{i=1}^{m_1} B_{n_i}$ into itself because each $\tilde{\varphi} \circ \pi(s_{i,j})$ is a holomorphic function. Moreover, by the proof of Proposition 2.2
\[
H(\lambda) = (\rho^A_{\lambda}(\tilde{\varphi} \circ \pi(s_{1,1})), \ldots, \rho^A_{\lambda}(\tilde{\varphi} \circ \pi(s_{m,n,n}))
\]
\[
= (\rho^A_{\lambda} \circ \pi(s_{1,1}), \ldots, \rho^A_{\lambda} \circ \pi(s_{m,n,n}))
\]
\[
= (\varphi^*(\rho_1(s_{1,1})), \ldots, \varphi^*(\rho_m(s_{m,n,n}))) = \varphi^*(\lambda) \in \times_{i=1}^{m_1} B_{n_i},
\]
because $\varphi^*(\rho_1)$ is completely contractive, it’s a character. Do this again for $\varphi^{-1}$ to get that $\varphi^*$ is a biholomorphism. □

It remains to be shown that the map $\varphi \mapsto \varphi^*$ is a bijection. To this end we first look at the structure of the automorphism group of the polyball.

It is well known from Rudin that $\text{Aut}(\mathbb{D}^n) = \text{Aut}(\mathbb{D})^n \ltimes S_n$, where the symmetric group has the natural permutation action [28]. A generalization of this due to Ligocka and Tsyganov [18, 31] says that if there is biholomorphism of a product space onto another product space, with each space having a $C^2$ boundary, then there are the same number of spaces and by rearranging the order of the second product space the biholomorphism is just a product of individual biholomorphisms. Specifically, the automorphisms of $\times_{i=1}^{m_1} B_{n_i}$ are given by automorphisms in each of the spaces along with permutations among the homeomorphic spaces. Specifically,
\[
\text{Aut}(\times_{i=1}^{n_1} (B_i)^{k_i}) = \times_{i=1}^{n_1} (\text{Aut}(B_i)^{k_i} \ltimes S_{k_i}),
\]
where the automorphisms of the ball are fractional linear transformations [29].

In [11, 26], Davidson-Pitts and Popescu separately proved that the isometric automorphisms of $A_n$ are completely isometric and in bijective correspondence with the automorphisms of the ball, $B_n$, in a natural way. Indeed, both papers show that the following construction of Voiculescu [33] is the appropriate way to create an automorphism of $A_n$ from an automorphism of the ball.

Let $\phi \in \text{Aut}(B_n)$. Then there exists $X = \begin{bmatrix} x_0 & \eta_1^* \\ \eta_2 & X_1 \end{bmatrix} \in U(1, n)$ such that
\[
\phi(\lambda) = \frac{X_1 \lambda + \eta_2}{x_0 + (\lambda, \eta_1)} \text{ for } \lambda \in B_n.
\]

Voiculescu then defines an automorphism of the Cuntz-Toeplitz algebra $E_n$, with generators the left creation operators, $L_1, \ldots, L_n$, on the full Fock space, by
\[
\varphi(L_\zeta) = (\pi_0 I - L_\zeta)^{-1} (L_\overline{\zeta} - \langle \zeta, \eta_1 \rangle I),
\]
where $L_\zeta = \sum_{i=1}^{n} \zeta_i L_i$. One can think of the above map as a non-commutative fractional linear map. This automorphism restricts to the non-commutative disc algebra, $A_n$. Lastly, this is the natural way to do this because $\varphi^* = \phi$, [11] Lemma 4.10.

Lemma 2.5. Let $\phi \in \text{Aut}(\times_{i=1}^{m_1} B_{n_i})$. There exists $\varphi \in \text{Aut}_{ci}(\times_{i=1}^{m_1} A_{n_i})$ such that $\varphi^* = \phi$. 

Lemma 2.6. Proof. As was described before any automorphism of the polyball is the composition of a permutation and automorphisms in each component.

First, consider a permutation \( \alpha \in S_{n_1 \cdots n_m} \) such that \( n_{\alpha(i)} = n_i \) for all \( 1 \leq i \leq m \).

Define the map \( \varphi_\alpha \) on the generators of the free product by

\[
\varphi_\alpha(s_{i,j}) = s_{\alpha(i),j}, \quad 1 \leq j \leq n_i, 1 \leq i \leq m.
\]

By the universal property of the free product this extends to a completely contractive endomorphism of \( *_{i=1}^m \mathcal{A}_{n_i} \). As well, \( \varphi_{\alpha^{-1}} \) is the inverse of \( \varphi_\alpha \) on the generators and so \( \varphi_{\alpha^{-1}} = \varphi_\alpha^{-1} \). Thus, \( \varphi_\alpha \in \operatorname{Aut}_{cc}(*_{i=1}^m \mathcal{A}_{n_i}) \) and \( \varphi_\alpha^* = \alpha^{-1} \).

Second, for a fixed \( 1 \leq k \leq m \) consider \( \hat{\varphi} \in \operatorname{Aut}_{cc}(\mathcal{A}_{n_k}) \). Then define \( \varphi \) on the generators by

\[
\varphi(s_{i,j}) = s_{i,j}, 1 \leq j \leq n_i, i \neq k, \quad \text{and} \quad \varphi|_{\mathcal{A}_{n_k}} = \hat{\varphi}.
\]

Again by the universal property \( \varphi \) extends to a completely contractive homomorphism of \( *_{i=1}^m \mathcal{A}_{n_i} \). In the same way construct a c.c. homomorphism from \( \hat{\varphi}^{-1} \) to see that this \( \varphi \in \operatorname{Aut}_{cc}(*_{i=1}^m \mathcal{A}_{n_i}) \) with \( \varphi^*|_{\mathcal{A}_{n_k}} = \operatorname{id}, i \neq k \) and \( \varphi^*|_{\mathcal{A}_{n_k}} = \hat{\varphi}^* \). Therefore by the fact that \( \operatorname{Aut}_{cc}(\mathcal{A}_{n_k}) \simeq \operatorname{Aut}(\mathcal{B}_{n_k}) \) the conclusion follows. \( \square \)

Now we turn our attention to proving the injectivity of the map \( \varphi \mapsto \varphi^* \). First we need a few results. Consider the map \( \gamma_{\mathbf{z}} \) on \( *_{i=1}^m \mathcal{A}_{n_i} \), where \( \mathbf{z} = (z_1, \ldots, z_m), z_i = (z_{i1}, \ldots, z_{i n_i}) \in \overline{D}^{n_i} \) and

\[
\gamma_{\mathbf{z}}(s_{i,j}) = z_{ij} s_{i,j}, 1 \leq i \leq m, 1 \leq j \leq n_i.
\]

Call such a map a gauge endomorphism. When all the \( z_{ij} \) are in \( \mathbb{T} \) these are the well known gauge automorphisms. Let \( \gamma_{\mathbf{z}} \) denote the gauge automorphism where every \( z_{ij} = z \in \mathbb{T} \). The following is a Fourier series theory for these algebras that is only slightly modified from the work of Davidson and Katsoulis in [10]. The map \( \Phi_k(a) = \int_{\mathbb{T}} \gamma_{\mathbf{z}}(a)z^k dz \) is a completely contractive projection of \( *_{i=1}^m \mathcal{A}_{n_i} \) onto the span of all words in the \( s_{i,j}, 1 \leq i \leq m, 1 \leq j \leq n_i, \) of length \( k \). From this we can define a Fourier-like series for our algebra. Define the \( k \)th Cesaro mean by

\[
\frac{\sum_k (a)}{k} = \sum_{i=0}^{k} (1 - \frac{i}{k}) \Phi_i(a) = \int_{\mathbb{T}} \gamma_{\mathbf{z}}(a) \sigma_k(z) dz,
\]

where \( \sigma_k \) is the Fejer kernel. Hence, a slight modification of the Fejer Theorem in Fourier analysis gives that

\[
a = \lim_{k \to \infty} \sum_k (a) = a, \quad \forall a \in *_{i=1}^m \mathcal{A}_{n_i}.
\]

Therefore, for \( a \in *_{i=1}^m \mathcal{A}_{n_i} \) we have that \( \Phi_k(a) = 0, \forall k \geq 0 \) if and only if \( a = 0 \).

Lemma 2.6. The gauge endomorphisms of \( *_{i=1}^m \mathcal{A}_{n_i} \), are completely contractive and injective.

Proof. By universality \( \gamma_{\mathbf{z}} \) is a completely contractive homomorphism. For every \( k \geq 0 \) we have that \( \gamma_{\mathbf{z}} \) leaves the subspace spanned by words of length \( k \) invariant and moreover, is injective on this subspace. Hence, \( \gamma_{\mathbf{z}} \circ \Phi_k = \Phi_k \circ \gamma_{\mathbf{z}} \).

Now, if \( a \in *_{i=1}^m \mathcal{A}_{n_i} \) and \( a \neq 0 \) then there exists \( k \geq 0 \) such that \( \Phi_k(a) \neq 0 \). This implies that \( \Phi_k(\gamma_{\mathbf{z}}(a)) = \gamma_{\mathbf{z}}(\Phi_k(a)) \neq 0 \) and so \( \gamma_{\mathbf{z}}(a) \neq 0 \), either. Therefore, \( \gamma_{\mathbf{z}} \) is injective. \( \square \)

We are now in a position to prove the analogous result to that in [11] [26].
Theorem 2.7. \( \text{Aut}_c(\star_{i=1}^m \mathfrak{A}_n) \simeq \text{Aut}(\times_{i=1}^m \mathbb{B}_n) \).

Proof. Let \( \varphi \in \text{Aut}_c(\star_{i=1}^m \mathfrak{A}_n) \) such that \( \varphi^* = \text{id} \). This implies that \( \varphi(f_{i,j}) = s_{i,j} + C_{i,j} \) where \( C_{i,j} \in \ker \pi \), where \( \pi \) is the canonical quotient map of \( \star_{i=1}^m \mathfrak{A}_n \) onto \( \mathcal{A}_{n_1} \cdots n_m \). If we can show that \( C_{i,j} = 0 \) for \( 1 \leq i \leq m, 1 \leq j \leq n_i \) then the result is established.

First, consider the completely contractive projection onto the commutative algebra corresponding to the \( i \)th component \( \pi_i : \star_{i=1}^m \mathfrak{A}_n \to \mathcal{A}_{n_i} \), which is obtained by the universal property. Clearly, \( \ker \pi \subset \ker \pi_i \). The Fourier projections for the algebras \( \star_{i=1}^m \mathfrak{A}_n \) and \( \mathcal{A}_{n_i} \) are related by \( \pi_i \), in particular
\[
\Phi_k \circ \pi = \pi_i \circ \Phi_k.
\]
This implies that if \( C \in \ker \pi \) then \( \Phi_k(C) \in \ker \pi_i \) which implies that
\[
\ker \pi \subset \mathbb{C} \{ s_{i,j} s_{i',j'} : 1 \leq j \leq n_i, 1 \leq j' \leq n_{i'}, 1 \leq i \neq i' \leq m \}.
\]
Next, consider the unital map \( \nu : \star_{i=1}^m \mathfrak{A}_n \to M_2(\star_{i=1}^m \mathfrak{A}_n) \) given by
\[
\nu(s_{i,j}) = \begin{bmatrix} s_{i,j} & 0 \\ 0 & s_{i,j} \end{bmatrix}, \quad 1 \leq j \leq n_1 \\
\nu(s_{i,j}) = \begin{bmatrix} 0 & \frac{1}{\sqrt{2}} s_{i,j} \\ \frac{1}{\sqrt{2}} s_{i,j} \end{bmatrix}, \quad 2 \leq i \leq n_1, 1 \leq j \leq n_i.
\]
The row contractive generators are sent to row contractions so by the universal property \( \nu \) is a completely contractive homomorphism. Let \( z_1 = (1, \cdots, 1) \in \mathbb{D}^n_1 \), \( z_i = (\frac{1}{\sqrt{2}}, \cdots, \frac{1}{\sqrt{2}}) \in \mathbb{D}^n_i, 2 \leq i \leq m \) and \( \mathbf{z} = (z_1, \cdots, z_m) \). By the argument in the previous paragraph, if \( C \in \ker \pi \) then \( \nu(C) = \begin{bmatrix} 0 & \gamma_\mathbf{z}(C) \\ 0 & \gamma_\mathbf{z}(C) \end{bmatrix} \). Thus,
\[
\nu(s_{1,j} + C_{1,j}) = \begin{bmatrix} s_{1,j} & \gamma_\mathbf{z}(C_{1,j}) \\ 0 & s_{1,j} + \gamma_\mathbf{z}(C_{1,j}) \end{bmatrix}, \quad 1 \leq j \leq n_1.
\]
But, \( \{ \nu(s_{1,1} + C_{1,1}), \cdots, \nu(s_{1,n_1} + C_{1,n_1}) \} \) is a row contraction which implies that \( [s_{1,1}, s_{1,n_1}, \gamma_\mathbf{z}(C_{1,1}), \cdots, s_{1,n_1}, \gamma_\mathbf{z}(C_{1,n_1})] \) is also a row contraction. However, we had assumed that \( s_{1,1}s_{1,1} + \cdots + s_{1,n_1}s_{1,n_1} = I \) and so \( \gamma_\mathbf{z}(C_{1,j}) = 0, 1 \leq j \leq n_1 \). Finally, by Lemma 2.6 \( \gamma_\mathbf{z} \) is injective and so \( C_{1,1} = \cdots C_{1,n_1} = 0 \).

Repeating the above argument for the other generators yields that \( \varphi = \text{id} \). \( \square \)

Corollary 2.8. If \( \varphi : \star_{i=1}^m \mathfrak{A}_n \to \star_{j=1}^m \mathfrak{A}_m \) is a completely isometric isomorphism, then \( m_1 = m_2 \) and there exists \( \alpha \in S_{m_1} \) such that \( \varphi = \times_{i=1}^{m_1} \varphi_i \) where \( \varphi_i \) is a completely isometric isomorphism from \( \mathfrak{A}_n \) onto \( \mathfrak{A}_{k_{\alpha(i)}, i} \). \( 1 \leq i \leq m_1 \).

Proof. As before, this isomorphism induces a homeomorphism of the character spaces, \( \times_{i=1}^{m_1} \mathbb{S}_n \) and \( \times_{j=1}^{m_2} \mathbb{B}_k \), that is a biholomorphism on their interiors. By \( \mathbf{ES} \ 31 \), this implies that \( m_1 = m_2 \) and there exists a permutation \( \alpha \in S_{m_1} \) such that \( n_i = k_{\alpha(i)}, 1 \leq i \leq m_1 \). As in Lemma 2.5 we can define a completely isometric isomorphism \( \varphi_\alpha \) that encodes this permutation. Therefore, \( \varphi_\alpha^{-1} \circ \varphi \in \text{Aut}_c(\star_{i=1}^m \mathfrak{A}_n) \) and the conclusion follows. \( \square \)
3. Partition conjugacy

Consider the following form of conjugacy for multivariable dynamical systems.

**Definition 3.1.** Two dynamical systems, \((X, \sigma)\) and \((Y, \tau)\) are said to be **partition conjugate** if there exists a homeomorphism \(\gamma : X \to Y\) and clopen sets \(V_{i,j} \subset X, 1 \leq i, j \leq n\) such that

1. \(\bigcup_{i=1}^{n} V_{i,j} = X\) and \(V_{i,j} \cap V_{i',j} = \emptyset\) when \(i \neq i'\).
2. \(\bigcup_{j=1}^{n} V_{i,j} = X\) and \(V_{i,j} \cap V_{i,j'} = \emptyset\) when \(j \neq j'\).
3. \(\sigma_{i}^{-1}(V_{i,j}) = \gamma^{-1} \circ \tau_{j} \circ \gamma|_{V_{i,j}}, 1 \leq i, j \leq n\).
4. \(\sigma_{i}^{-1}((\sigma_{i}(V_{i,j}))) = V_{i,j} = \gamma^{-1}(\tau_{j}^{-1}(\tau_{j} \circ \gamma(V_{i,j})))\).

One should note that when \(X\) is connected this is just conjugacy. In the general setting this is stronger than piecewise conjugacy and weaker than conjugacy. An equivalent condition to (4) is that \(\sigma_{i}(V_{i,j}) \cap \sigma_{j}(V_{i,j'}) = \emptyset\) for \(j \neq j'\) since if \(x\) is in this intersection then \(\sigma_{i}^{-1}(x) \subset V_{i,j} \cap V_{i,j'},\) a contradiction.

**Theorem 3.2.** If \((X, \sigma)\) and \((Y, \tau)\) are partition conjugate then \(C_{0}(X) \times_{\sigma} \mathbb{F}^{n}_{+}\) and \(C_{0}(Y) \times_{\tau} \mathbb{F}^{n}_{+}\) are completely isometrically isomorphic.

**Proof.** Let \(\gamma, \{V_{i,j}\}_{1 \leq i, j \leq n}\) be the given partition conjugacy of the two systems. Suppose \(s_{1}, \cdots, s_{n}\) and \(t_{1}, \cdots, t_{n}\) are the generators of \(C_{0}(X) \times_{\sigma} \mathbb{F}^{n}_{+}\) and \(C_{0}(Y) \times_{\tau} \mathbb{F}^{n}_{+}\) respectively. Define a covariant representation of \((X, \sigma)\) by

\[
\varphi(f) = f \circ \gamma^{-1},
\]

\[
\varphi(s_{i}) = \sum_{j=1}^{n} t_{j} \chi_{\gamma(V_{i,j})}.
\]

From the fact that

\[
\chi_{\gamma(V_{i,j})} t_{j} = t_{j} \chi_{\gamma(V_{i,j})} \circ \tau_{j} = t_{j} \chi_{\gamma^{-1} \circ \tau_{j} \circ \gamma(V_{i,j})} = t_{j} \chi_{\gamma(V_{i,j})},
\]

we can get that for \(j \neq j'\)

\[
(t_{j} \chi_{\gamma(V_{i,j})})^{*} t_{j'} \chi_{\gamma(V_{i,j'})} = \chi_{\gamma(V_{i,j})} t_{j}^{*} t_{j'} \chi_{\gamma(V_{i,j'})}
\]

\[
= t_{j}^{*} \chi_{\gamma^{-1}(\gamma_{V_{i,j}})} t_{j'} \chi_{\gamma^{-1}(\gamma_{V_{i,j}})} = t_{j}^{*} \chi_{\gamma^{-1} \circ \sigma_{i} \circ \gamma(V_{i,j})} \chi_{\gamma^{-1} \circ \sigma_{i}(V_{i,j})} t_{j'} = 0.
\]

Thus, \(\varphi(s_{i})\) is an isometry,

\[
\varphi(s_{i})^{*} \varphi(s_{i}) = \left(\sum_{j=1}^{n} t_{j} \chi_{\gamma(V_{i,j})}\right)^{*} \sum_{j=1}^{n} t_{j} \chi_{\gamma(V_{i,j})} = \sum_{j=1}^{n} \chi_{\gamma(V_{i,j})} t_{j}^{*} t_{j} \chi_{\gamma(V_{i,j})} = \sum_{j=1}^{n} \chi_{\gamma(V_{i,j})} = I.
\]

Additionally, \(\varphi\) satisfies the covariance relations.

\[
\varphi(f) \varphi(s_{i}) = (f \circ \gamma^{-1}) \sum_{j=1}^{n} t_{j} \chi_{\gamma(V_{i,j})}
\]

\[
= \sum_{j=1}^{n} t_{j} \chi_{\gamma(V_{i,j})}(f \circ \gamma^{-1} \circ \tau_{j})
\]

\[
= \sum_{j=1}^{n} t_{j} \chi_{\gamma(V_{i,j})}(f \circ \sigma_{i} \circ \gamma^{-1}) = \varphi(s_{i}) \varphi(f \circ \sigma_{i}).
\]

Therefore, by the universal property \(\varphi\) extends to a completely contractive homomorphism of \(C_{0}(X) \times_{\sigma} \mathbb{F}^{n}_{+}\) into \(C_{0}(Y) \times_{\tau} \mathbb{F}^{n}_{+}\).
Similarly, we can define another map \( \theta : C_0(Y) \times \mathbb{F}_+^n \to C_0(X) \times \mathbb{F}_+^n \) by
\[
\theta(f) = f \circ \gamma
\]
\[
\theta(t_j) = \sum_{i=1}^n g_i \mathcal{V}_{i,j}.
\]
In exactly the same way \( \theta(t_j) \) is an isometry which satisfies the covariance relations. Hence, \( \theta \) is a completely contractive homomorphism. Therefore, \( \theta = \varphi^{-1} \) because it is the inverse on the generators and so \( \varphi \) is a completely isometric isomorphism. \( \square \)

For the \( n = 2 \) discrete case we can specify exactly what this partition conjugacy looks like by giving a partition of the vertices in \( X \) where partition conjugacy implies conjugacy on each equivalence class.

Let \((X, \sigma)\) be a countable discrete dynamical system and \(x \in X\). Define the equivalence class of \(x\) by putting \(z \in [x]\) if \(\sigma_i(x) = \sigma_j(y)\), \(i, j \in \{1, 2\}\) and extending transitively. That is, \([x]\) is the smallest set containing \(x\) that satisfies
\[
[x] = \cup_{1 \leq i, j \leq 2} \sigma_i^{-1}([\sigma_j([x])]).
\]
Note that the following proposition will not be true if there are three or more maps in the dynamical system.

**Proposition 3.3.** Let \((X, \{\sigma_1, \sigma_2\})\) and \((Y, \{\tau_1, \tau_2\})\) be partition conjugate countable discrete dynamical systems. If \(X = [x]\), a single equivalence class, then the systems are conjugate.

**Proof.** Without loss of generality assume that \(X = Y\). Assume that the systems are not conjugate. Thus, there exists \(x_1, x_2 \in X\) such that
\[
\sigma_i(x_1) = \tau_i(x_1), i = 1, 2,
\]
\[
\sigma_1(x_2) = \tau_2(x_2), \sigma_2(x_2) = \tau_1(x_2)
\]
\[
\sigma_1(x_i) \neq \sigma_2(x_i), i = 1, 2.
\]
However, \(x_1, x_2 \in [x]\) which implies that there exist \(i_1, \cdots, i_{2m} \in \{1, 2\}\) and points \(z_0, \cdots, z_m \in [x] = X\) such that
\[
z_0 = x_1, z_m = x_2
\]
\[
\sigma_{i_{j-1}}(z_{j-1}) = \sigma_{i_j}(z_j), 1 \leq j \leq m.
\]
We may also assume that the \(z_i\) are all distinct and that the \(\sigma_{i_{j-1}}(z_j)\) are distinct as well so that the connection between \(x_1\) and \(x_2\) has no redundancy. This implies that \(i_{2j} \neq i_{2j+1}, 1 \leq j \leq m - 1\). For ease of notation, let \(i_0 = z_0\) and \(i_0, i_{2m+1} \in \{1, 2\}\) such that \(i_0 \neq i_1\) and \(i_{2m} \neq i_{2m+1}\). Now,
\[
z_0 \in \sigma_{i_1}^{-1}(\{z\}), \quad z_0 \notin \sigma_{i_0}^{-1}(\{z\}), \quad z_1 \in \sigma_{i_2}^{-1}(\{z\}), \quad \text{and} \quad z_1 \notin \sigma_{i_0}^{-1}(\{z\})
\]
There are two cases. First, when \(i_1 = i_2\) we have \(\{z_0, z_1\} \in \sigma_{i_1}^{-1}(\{z\})\) and not in \(\sigma_{i_0}^{-1}(\{z\})\) which implies that \(\{z_0, z_1\} \in \tau_{i_1}^{-1}(\{z\})\) by the pre-image condition since \(\tau_{i_1}(x_1) = z\). Thus, \(\tau_{i_1}(z_1) = \sigma_{i_1}(z_1)\) and \(\tau_{i_0}(z_1) = \sigma_{i_0}(z_1)\).

The second case is when \(i_1 \neq i_2\) and so is equal to \(i_3\). This implies that \(z_1 \notin \sigma_{i_1}^{-1}(\{z\})\). Hence, by the pre-image condition \(z_1 \notin \tau_{i_1}^{-1}(\{z\})\) since \(z_0 \notin \sigma_{i_2}^{-1}(\{z\})\). Hence, \(\tau_{i_1}(z_1) = \tau_{i_3}(z_1) = \sigma_{i_1}(z_1)\) and \(\tau_{i_0}(z_1) = \sigma_{i_0}(z_1)\). Either case the conclusion is the same.
For the rest of the proof repeat this argument to get that \( \tau_i(z_j) = \sigma_i(z_j) \) and \( \tau_i(z_j) = \sigma_i(z_j) \) for \( 2 \leq j \leq m \). This will contradict the assumption that \( \sigma_1(x_2) = \tau_2(x_2), \sigma_2(x_2) = \tau_1(x_2) \) and \( \sigma_1(x_2) \neq \sigma_2(x_2) \). \( \square \)

4. The characterization theorem

Suppose \( \Theta \) is a completely isometric isomorphism of semicrossed product algebras. This will be shown to induce a c.i. isomorphism of some canonical quotient algebras which in turn induces a c.i. isomorphism of free products of noncommutative disc algebras, thus reducing to the theory of Section 2. It will be shown that this rigidity passes back through to the semicrossed product algebras.

Remark 4.1. Suppose that \( \Theta : C_0(X) \times_\sigma \mathbb{F}_+^n \to \mathcal{B} \) is a contractive homomorphism. But then \( \Theta(C_0(X)) \) and \( \Theta(s_1), \ldots, \Theta(s_n) \) form a covariant representation of \( (X, \sigma) \) since the generators remain contractions. Therefore, by the universal property \( \Theta \) is actually completely contractive. This in the next sections everything will be stated as being c.c or completely isometric but one should remember that it does not weaken the conclusions to say contractive or isometric.

Definition 4.2. Given a multivariable dynamical system \( (X, \sigma) \) and and a closed subset \( X' \subseteq X \), the sub-dynamical system \( (X', \sigma) \) is the locally compact Hausdorff space \( X' \) along with \( n \) partially defined proper continuous functions \( \sigma_1, \ldots, \sigma_n \) where \( \sigma_i \) is defined at \( x \in X' \) if and only if \( \sigma_i(x') \in X' \).

One can develop this in general but we are interested only in the case of a finite number of points, so assume \( |X'| < \infty \). For such a closed subset \( X' \) of \( X \) consider the closed ideal \( J_{(X', \sigma)} \) of \( C_0(X) \times_\sigma \mathbb{F}_+^n \) generated by \( f \in C_0(X) \) such that \( f(x) = 0, \forall x \in X' \). Define

\[
\pi_{(X, \sigma)} : C_0(X) \times_\sigma \mathbb{F}_+^n \to (C_0(X) \times_\sigma \mathbb{F}_+^n)/J_{(X, \sigma)}
\]

to be the canonical quotient map. This quotient algebra is generated by \( C(X') \) and \( \pi_{(X, \sigma)}(s_i), 1 \leq i \leq n \) so it can be concretely represented as a subalgebra of \( M_{|X'|}(\mathcal{H}^{(X')}) = \mathcal{H}(\mathcal{H}^{(X')}) \) where we will label \( \mathcal{H}^{(X')} = \bigoplus_{x \in X'} \mathcal{H}_x \). Define \( P_x \) to be the projection onto \( \mathcal{H}_x \) for every \( x \in X' \) and

\[
\theta_{x,y} : \mathcal{B}(\mathcal{H}^{(X')}) \to \mathcal{B}(\mathcal{H}_x, \mathcal{H}_y) = \mathcal{B}(\mathcal{H})
\]

to be the compression map onto the \( (y, x) \) entry of each matrix. Of course, such a \( \theta_{x,y} \) is linear and contractive. As well, this satisfies

\[
\theta_{x,y}(P_y \alpha P_x) = \theta_{x,y}, \forall \alpha \in \mathcal{B}(\mathcal{H}^{(X')})
\]

Such a map becomes useful since \( \theta_{x,y}(\pi_{(X', \sigma)}(s_i)) \neq 0 \) if and only if \( \sigma_i(x) = y \), for any \( x, y \in X' \).

First, we want to show that this quotient has some form of canonicity. To achieve this we turn to operator algebras of directed graphs. Let \( G = (V, E, r, s) \) be a directed graph with \( V \) the vertex set, \( E \) the edge set, and \( r \) and \( s \) the range and source maps. The Toeplitz algebra of \( G, \mathcal{T}(G) \), is the universal C*-algebra generated by Cuntz-Krieger families \( \{S, P\} \) on \( \mathcal{H} \) where this family \( \{S, P\} \) consists of a set \( \{P_v : v \in V\} \) of mutually orthogonal projections on \( \mathcal{H} \) and a set \( \{S_e : e \in E\} \) of partial isometries on \( \mathcal{H} \) such that

- \( S_e^* S_e = P_{s(e)} \) for all \( e \in E \),
\begin{itemize}
\item $S_e^*S_f = 0$ if $e \neq f$, and
\item $P_v = \sum_{e \in E, r(e) = v} S_e S_e^*$ whenever $v$ is not a source.
\end{itemize}

The norm closed subalgebra of $T(G)$ generated by the $\{S_e\}$ and the $\{P_v\}$ is called the tensor algebra and denoted $T_v(G)$. The tensor algebra was first introduced by Muhly and Solel in [19] under the name quiver algebra in the context of $C^*$-correspondences and was shown to be equivalent to the above definition in [15]. A good review of all things graph theory can be found in [27].

For $G = (V, E, r, s)$ with $E = E_1 \cup \cdots \cup E_n$ Duncan [13] defines an edge-colored Cuntz-Krieger family $\{S, P\}$ on $\mathcal{H}$ where $\{(S_e : e \in E_i), P\}$ is a Cuntz-Krieger family for $(V, E_i, r, s)$ for $1 \leq i \leq n$.

To every finite sub-dynamical system, $(X', \sigma)$, one can associate a graph. In particular, let $V = X'$ and whenever $x, y \in X'$ with $\sigma_i(x) = y$ define $e \in E_i$ with $s(e) = x$ and $r(e) = y$. Taking $E = \bigcup_{i=1}^n E_i$ we see that $G = (V, E)$ is a finite directed graph with a finite number of edges. For each $1 \leq i \leq n$ let $G_i = (V, E_i)$.

**Lemma 4.3.** For a sub-dynamical system $(X', \sigma)$ of $(X, \sigma)$ with $|X'| < \infty$, the quotient $(C_0(X) \times_\sigma \mathbb{F}_n) / J_{(X', \sigma)}$ is completely isometrically isomorphic to the free product $\bigotimes_{i=1}^n T_v(G_i)$ amalgamated over $\text{span}\{P_v : v \in V\} \cong C(X')$.

**Proof.** Recall that we are considering this quotient as a subalgebra of $M_{|X'|}(B(\mathcal{H}))$ and that $P = \{P_x : x \in V = X'\}$ is a set of mutually orthogonal projections. For each $e \in E_i$, set $S_e = P_{r(e)} \pi_{(X', \sigma)}(S_{i}) P_{s(e)}$ noting that $\theta_{s(e), r(e)}(S_e)$ is a contraction.

Now, for $y \in X'$ and $1 \leq i \leq n$ let $\{e_1, \cdots, e_k\} = r^{-1}((y)) \cap E_i$ we have that $P_y \pi_{(X', \sigma)}(S_i)(\sum_{j=1}^k P_{s(e_j)})$ is a contraction and thus

$$[\theta_{s(e_1), y}(\pi_{(X', \sigma)}(S_i)), \cdots, \theta_{s(e_k), y}(\pi_{(X', \sigma)}(S_i))]$$

is a row contraction. It should be noted that for $\pi_{(X', \sigma)}(S_i)$ there is at most one entry in each column since the $\sigma_i$ are functions.

Considering the $S_e$ as operators on $B(\mathcal{H})$ we get a sequence of row contractions indexed over $r(E) \subseteq X'$. As was mentioned before, Popescu [24] showed that this dilates to a sequence of row isometries $\{V_e : e \in E\}$ on $B(\mathcal{K})$ such that $\sum_{e \in E_i, r(e) = x} V_e^* V_e = I$ for each $x \in r(E_i), 1 \leq i \leq n$. Construct operators $R_i \in M_{|X'|}(B(\mathcal{K}))$ such that the $P_y R_i P_x = V_e$ when $s(e) = x$ and $r(e) = y$ for $e \in E_i$. The operator algebra generated by $C(X')$ and the $R_i$ is generated by an edge-colored Cuntz-Krieger family.

Now, for $1 \leq i \leq n$ and $y \in X'$

$$P_y R_i = R_i \left( \sum_{\sigma_i(x) = y} P_x \right).$$

Thus for $f \in C_0(X)$ we have that

$$\pi_{(X', \sigma)}(f) R_i = R_i \pi_{(X', \sigma)}(f \circ \sigma_i).$$

Thus, $\pi_{(X', \sigma)}$ and $R_1, \cdots, R_n$ form a covariant representation of $(X, \sigma)$. Hence, by the universal property there exists $\theta : C_0(X) \times_\sigma \mathbb{F}_n \to \text{Alg} \{C(X'), R_1, \cdots, R_n\}$ such that $\theta(S_i) = R_i, 1 \leq i \leq n$. Furthermore, for every $f \in C_0(X)$ such that $f|_{X'} = 0$, $\theta(f) = \pi_{(X', \sigma)}(f) = 0$ and so $\theta(J_{(X', \sigma)}) = 0$. In other words, $(C_0(X) \times_\sigma \mathbb{F}_n) / J_{(X', \sigma)}$ is completely isometrically isomorphic to $\text{Alg} \{C(X'), R_1, \cdots, R_n\}$ and the conclusion follows. \qed
Definition 4.4. Let $\mathcal{B} \subseteq M_k(B(\mathcal{H}))$ be an operator algebra. The entry algebra of $\mathcal{B}$ is the operator algebra $E(\mathcal{B}) \subset B(\mathcal{H})$ generated by $B_{i,j}, 1 \leq i, j \leq k$, where $\mathcal{B} = \{B_{i,j} \}^k_{i,j=1}$ for every $B \in \mathcal{B}$.

Applying this to our context we recover a familiar object.

Corollary 4.5. If $X' = \{x_1, \cdots, x_k\} \subset X$ then $E((C_0(X) \times_\sigma \mathbb{F}_+^n) / J(X', \sigma))$ is equal to $\bigoplus_{i=1}^n A_{n_i}$.

Proof. From the proof of the previous proposition we see that

$$\{\theta_{x,y}(\pi_{(X', \sigma)}(s_i)) : x \in X', \sigma_i(x) = y\}, \quad y \in X', \quad 1 \leq i \leq n$$

is a set of row isometries. By the proof of the previous proposition these row isometries are free from each other.

In all of the following theory we take $X = Y$ and assume that any completely isometric isomorphism, $\Theta$, is the identity on $C_0(X)$. This we can do without loss of generality because $\Theta$ maps $C_0(X)$ to $C_0(Y)$ *-isomorphically and $(Y, \tau)$ is conjugate to $(\gamma(Y), \gamma \circ \tau \circ \gamma^{-1})$ for any homeomorphism $\gamma$ implying that the semicrossed products of those two systems are completely isometrically isomorphic.

Lemma 4.6. If $\Theta : C_0(X) \times_\sigma \mathbb{F}_+^n \to C_0(X) \times_\tau \mathbb{F}_+^n$ is a completely isometric isomorphism and $X' \subseteq X$ with $|X'| < \infty$ then $\Theta$ induces a completely isometric isomorphism $\varphi_{X'}$ of the entry algebras $E((C_0(X) \times_\sigma \mathbb{F}_+^n) / J(X', \sigma))$ and $E((C_0(X) \times_\tau \mathbb{F}_+^n) / J(X', \tau))$.

Proof. Such a completely isometric isomorphism $\Theta$, because it fixes $C_0(X)$, takes $J(X, \sigma)$ isomorphically onto $J(X', \tau)$. Hence, it induces a completely isometric isomorphism, $\Theta_{X'}$, between the quotients such that $\pi_{(X', \tau)} \circ \Theta = \Theta_{X'} \circ \pi_{(X', \sigma)}$. This implies that $\Theta_{X'}|_{C_{(X')}} = \text{id}$ and so

$$\Theta_{X'}(P_y \pi_{(X', \tau)}(s_i))P_x = P_y \pi_{(X', \tau)}(\Theta(s_i))P_x \in P_y M_{|X'|}E((C_0(X) \times_\tau \mathbb{F}_+^n) / J(X', \tau))P_x$$

provides the required map on the generators of the entry algebra. In other words, define $\varphi_{X'}$ on the generators of the entry algebra by

$$\varphi_{X'}(\theta_{x,y}(\pi_{(X', \tau)}(s_i))) = \theta_{x,y}(\pi_{(X', \sigma)}(\Theta(s_i))).$$

$\Theta(s_i)$ is a contraction so $\theta_{y,x}(\pi_{(X', \tau)}(\Theta(s_i)))_{x \in X'}$ is a row contraction. Recall that Davidson and Katsoulis showed that completely isometrically isomorphic algebras implied piecewise conjugate dynamical systems [12], which shows that $\varphi_{X'}$ is non-zero on the generators. This map is well defined since the structure of the entry algebras was shown to be a free product in the previous corollary. By the universal property of the free product of noncommutative disc algebras $\varphi_{X'}$ is a completely contractive homomorphism. In the same way, $\Theta_{X'}^{-1}$ induces a completely contractive homomorphism from $E((C_0(X) \times_\sigma \mathbb{F}_+^n) / J(X', \sigma))$ to $E((C_0(X) \times_\sigma \mathbb{F}_+^n) / J(X', \tau))$ that is the inverse on the generators. Therefore, $\varphi_{X'}$ is a completely isometric isomorphism.

The existence of this entry algebra isomorphism is entirely dependent on the form of these algebras. For instance, if $U_1$ and $U_2$ are the generators of $A(\mathbb{D}) \ast A(\mathbb{D})$ then the algebra generated by $U_1 \oplus U_2$ and the algebra generated by $U_1 \oplus U_2$ are both completely isometrically isomorphic to $A(\mathbb{D})$ but their entry algebras are $A(\mathbb{D})$ and $A(\mathbb{D}) \ast A(\mathbb{D})$ respectively, which we know to be not isometrically isomorphic.
Remarkably this is even false for C*-algebras, Plastiras [22] produces two non-isomorphic C*-algebras that are isomorphic after tensoring with $M_2$.

**Proposition 4.7.** For a completely isometric isomorphism $\Theta : C_0(X) \times_{\sigma} F_n^+ \to C_0(X') \times_{\tau} F_n^+$ and $x \in X$ there exists a unique permutation $\alpha_{x, \sigma} \in S_n$ such that for every finite $X' \subset X$ with $x \in X'$ we have

$$\pi_{(X', \tau)}(\Theta(s_i)) P_x \in \overline{\text{Alg}} \{C(X'), \pi_{(X', \tau)}(t_{\alpha_{x, \sigma}(i)})\} P_x, \quad 1 \leq i \leq n.$$ 

**Proof.** Fix $x \in X$. First consider $X' = \{x, \sigma_1(x), \cdots, \sigma_n(x)\} = \{x, \tau_1(x), \cdots, \tau_n(x)\}$, because $\langle X, \sigma \rangle$ and $\langle X, \tau \rangle$ are piecewise conjugate. Lemma 4.4 shows that $\Theta$ induces a completely isometric isomorphism $\varphi_{X'} : E((C_0(X) \times_{\sigma} F_n^+)/J_{\langle X', \sigma \rangle}) \to E((C_0(X') \times_{\tau} F_n^+)/J_{\langle X', \tau \rangle})$. Corollary 4.5 gives that $\varphi_{X'}$ is a completely isometric isomorphism of free products of noncommutative disc algebras. By the corollary to Theorem 2.7 this implies that both entry algebras are made up of the same isomorphism of free products of noncommutative disc algebras. For a completely isometric isomorphism $\Theta$ of $C_0(X) \times_{\sigma} F_n^+ \cong C_0(X') \times_{\tau} F_n^+$, if $\tau_1(x) \neq \sigma_1(x)$ then $\exists \pi \in S_n$ such that

$$\pi \in S_n \setminus \{\alpha_{x, \sigma}\} \implies \pi \hat{=} \alpha_{x, \sigma}. \quad \text{Lemma 4.6 shows that $\Theta$ is piecewise conjugate}$.

Therefore, there exists a permutation $\alpha \in S_n \setminus \{\alpha_{x, \sigma}\}$ such that for each $1 \leq i, j \leq n$, the row contraction $(\varphi_{X'}(\Theta(s_i)) P_x)_{y \in X'}$ is mapped into the noncommutative disc algebra generated by the row contraction $(\varphi_{X'}(\Theta(s_j)) P_x)_{y \in X'}$, where $\alpha(i, \sigma_i(x)) = (i', \tau_{i'}(x))$. Define the required permutation $\alpha_{\sigma, \tau} \in S_n$ by $\alpha(i, \sigma_i(x)) = (\alpha_{x, \tau}(i), \tau_j(x)), 1 \leq i \leq n$. Thus, if $E_{y, z}$ is the matrix unit in $B(H^{\langle X' \rangle})$ taking $H_y$ onto $H_z$, then

$$\pi_{(X', \tau)}(\Theta(s_i)) P_x = \pi_{(X, \tau)}(\Theta(s_i)) P_x,$$

$$\phi_{(X', \tau)}(\varphi_{X'}(\Theta(s_i)) P_x) = \varphi_{X'}(\Theta(s_i)) P_x,$$

$$\pi_{(X', \tau)}(\Theta(s_i)) P_x = \varphi_{X'}(\Theta(s_i)) P_x,$$

$$\pi_{(X', \tau)}(\Theta(s_i)) P_x = \varphi_{X'}(\Theta(s_i)) P_x.$$ 

Finally, we need to establish that this permutation is unique. Let $X'' \subset X$ be any finite set such that $x \in X''$ and let $X = X'' \cup X'$. Again, because $\Theta$ is the kernel of $C_0(X)$

$$\pi_{(X', \tau)}(\Theta(s_i)) P_x = \varphi_{X'}(\Theta(s_i)) P_x,$$

$$\pi_{(X, \tau)}(\Theta(s_i)) P_x = \varphi_{X'}(\Theta(s_i)) P_x.$$ 

Out of the proof of the previous proposition we get what will become the pre-image condition:

**Corollary 4.8.** For $x, y \in X$ if $\sigma_i(x) = \sigma_i(y)$ then $\alpha_{x, \sigma}(i) = \alpha_{y, \sigma}(i)$ and if $\tau_j(x) = \tau_j(y)$ then $\alpha_{x, \tau}^{-1}(j) = \alpha_{y, \tau}^{-1}(j)$. 


The claim follows.

Proof. If \( z = \sigma_i(x) = \sigma_i(z) \) then for \( X' = \{ x, y, z \} \subset X \) we have that
\[
(\phi_{x,z}(\pi_{(X',\sigma)}(s_i)), \phi_{y,z}(\pi_{(X',\sigma)}(s_i)))
\]
is a row contraction of elements in \( E((C_0(X) \times_c \mathbb{F}_n^+ k)/J_{(X',\sigma)}) \). As such \( \varphi_{X'} \) will map this into the same noncommutative disc algebra generated by the row contraction
\[
(\phi_{x,z}(\pi_{(X',\tau)}(T_j)), \phi_{y,z}(\pi_{(X',\tau)}(l_j)), \phi_{x,z}(\pi_{(X',\tau)}(t_j)))
\]
for some \( 1 \leq j \leq n \). The previous proposition dictates that \( \alpha_{\Theta,x}(i) = j = \alpha_{\Theta,y}(i) \).

The last conclusion follows from the fact that \( \alpha_{\Theta^{-1},x} = \alpha_{\Theta,x}^{-1} \).

We know will show that these permutations \( \alpha_{\Theta,x} \) change continuously with respect to \( x \).

**Proposition 4.9.** Let \( \alpha_{\Theta} : X \rightarrow S_n \) be defined as \( \alpha_{\Theta}(x) = \alpha_{\Theta,x} \). Then \( \alpha_{\Theta} \) is a continuous function where \( S_n \) has the discrete topology.

Proof. Let \( \{ x_k \} \subset X \) be a sequence converging to \( x \in X \) such that \( \alpha_{\Theta}(x_k) = \alpha \in S_n, \forall k \geq 1 \). Assume that \( \alpha_{\Theta} \neq \alpha \), there exists \( 1 \leq i \leq n \) such that \( \alpha_{\Theta,x}(i) \neq \alpha(i) \).

In the same way as in the previous section we can define the gauge automorphisms of \( C_0(X) \times_c \mathbb{F}_n^+ \) to be \( \gamma_z \), \( x = (z_1, \cdots, z_n) \in \mathbb{T}^n \) by letting \( \gamma_z(s_i) = z_i S_i \) and extending to a completely isometric isomorphism by the universal property. Again, define for \( z = (z, \cdots, z) \in \mathbb{T}^n \)
\[
\Phi_k(a) = \int_{\mathbb{T}} \gamma_{z}(a) \frac{dz}{z},
\]
the completely contractive projection onto words of length \( k \) of the generators \( S_1, \cdots, S_n \). Finally, the sum of these projections converge to \( a \) by way of the Cesaro means, giving us that \( \Phi_k(a) = 0, \forall k \geq 1 \) if and only if \( a = 0 \).

Now, look at \( \Theta(s_i) \) where we have \( \alpha_{\Theta,x}(i) \neq \alpha(i) \). \( \Theta(s_i) \notin C_0(X) \) since \( \Theta^{-1}|_{C_0(X)} = \text{id} \) so there exists \( k \geq 1 \) such that
\[
\Phi_k(\Theta(s_i)) = \sum_{w \in \mathbb{F}_n^+ |w| \leq k} g_w f_w \neq 0.
\]
Claim: \( f_w(x) \neq 0 \) if and only if \( w = \alpha_{\Theta,x}(i) \).

Verification: Let \( X' = \{ x \} \cup \{ \sigma_w(x) : w \in \mathbb{F}_n^+, |w| \leq k \} \subset X \). Hence,
\[
\pi_{(X',\sigma)}(s_w f_w) P_x = \pi_{(X',\sigma)}(s_w) f_w(x) P_x = 0 \quad \text{if and only if} \quad f_w(x) = 0
\]
because \( \pi_{(X',\sigma)}(s_w) P_x \neq 0 \). Now, Proposition 4.7 says that \( \pi_{(X',\tau)}(\Theta(s_i)) P_x \neq 0 \) is in the algebra generated by \( T_{\alpha_{\Theta,x}(i)} \) times \( P_x \).

Next, we can define the projections \( \Phi_k \) for the quotient as well such that \( \Phi_k \circ \pi_{(X',\tau)} = \pi_{(X',\tau)} \circ \Phi_k \). Moreover, if \( A \in \overline{\text{Alg}}(C(X'), \pi_{(X',\tau)}(T_j)) \) then so is \( \Phi_k(A) \). Thus,
\[
\pi_{(X',\tau)}(\Phi_k(\Theta(s_i))) P_x = \Phi_k(\Theta(\pi_{(X',\sigma)}(s_i))) P_x \in \overline{\text{Alg}}(C(X'), \pi_{(X',\tau)}(T_{\alpha_{\Theta,x}(i)})) P_x.
\]
The claim follows.

Lastly, the \( f_w \)'s are continuous functions so there is a \( m \geq 1 \) such that \( f_w(x_m) \neq 0 \) for \( w = \alpha_{\Theta,x}(i) \) as well. The previous claim is still true when we replace \( x \) with \( x_m \). However, this implies that \( \alpha = \alpha_{\Theta,x_m}(i) = \alpha_{\Theta,x}(i) \), a contradiction. Therefore, \( \alpha_{\Theta} \) is a continuous function. \( \Box \)
Finally, the second main result of the paper, that the semicrossed product algebra completely characterizes multivariable dynamical systems up to partition conjugacy.

**Theorem 4.10.** The dynamical systems \((X, \sigma)\) and \((Y, \tau)\) are partition conjugate if and only if \(C_0(X) \times_\sigma \mathbb{F}_n^+\) and \(C_0(Y) \times_\tau \mathbb{F}_n^+\) are completely isometrically isomorphic.

**Proof.** Theorem 3.2 proves one direction. So assume that \(\Theta : C_0(X) \times_\sigma \mathbb{F}_n^+ \to C_0(Y) \times_\tau \mathbb{F}_n^+\) is a completely isometric isomorphism. Again, without loss of generality we can assume that \(X = Y\) and that \(\Theta |_{C_0(X)} = id |_{C_0(X)}\).

Define
\[
V_{i,j} = \{ x \in X : \alpha_{\Theta,x}(i) = j \}, \ 1 \leq i, j \leq n,
\]
where the \(\alpha_{\Theta,x}\) is the canonical permutation obtained from \(\Theta\) and \(x\) found in Proposition 4.7. Since this runs through all of \(X\) we have that
\[
\bigcup_{j=1}^n V_{i,j} = X, \ 1 \leq i \leq n, \text{ and } \bigcup_{i=1}^n V_{i,j} = X, \ 1 \leq j \leq n.
\]
Furthermore, \(\alpha_{\Theta}^{-1}(\{\gamma\})\) is clopen for every \(\gamma \in S_n\) by Proposition 4.9 and so
\[
V_{i,j} = \cup_{\gamma(i)=j, \gamma \in S_n} \alpha_{\Theta}^{-1}(\{\gamma\})
\]
is clopen as well. In the proof of the same proposition it was shown that for every \(x \in V_{i,j}\) we have that \(\sigma_i(x) = \tau_j(x)\).

Lastly, if \(x \in \sigma_i^{-1}(\sigma_i(V_{i,j}))\) then there exists \(y \in V_{i,j}\) such that \(\sigma_i(x) = \sigma_i(y)\). Corollary 4.8 then says that \(\alpha_{\Theta,x}(i) = \alpha_{\Theta,y}(i) = j\) and so \(x \in V_{i,j}\). Repeat the same argument to obtain \(\tau_j^{-1}(\tau_j(V_{i,j})) = V_{i,j}\) as well. Therefore, \(\{V_{i,j}\}\) is the desired partition and the two dynamical systems are partition conjugate. □

5. **The tensor algebra**

We conclude this paper by showing when the tensor algebra and the semicrossed product algebra of a dynamical system \((X, \sigma)\) are completely isometrically isomorphic, namely if and only if the \(\sigma_i\) have pairwise disjoint ranges. This is achieved by the following representation theory.

As in [10], a nest representation is a continuous representation \(\rho\) of an operator algebra \(A\) on \(\mathbb{C}^2\) such that \(\text{Lat } \rho(A) = \{0\}, \mathbb{C}_1, \mathbb{C}_2\). We generalize this idea in the following manner:

**Definition 5.1.** Consider the following subalgebra of the upper triangular matrices, \(\mathcal{T}_m\)
\[
\mathcal{N}_m = \left\{ \begin{pmatrix} x_{1,1} & x_{1,2} & \cdots & x_{1,m} \\ x_{2,1} & x_{2,2} & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ x_{i,j} & \cdots & \cdots & x_{m,m} \end{pmatrix} : x_{i,i}, x_{1,i} \in \mathbb{C}, 1 \leq i \leq m \right\}.
\]
If \(A\) is an operator algebra, let \(\text{rep}_{\mathcal{N}_m}(A)\) denote the collection of completely contractive homomorphisms \(\rho : A \to \mathcal{T}\) such that compression to the \((i, j)\) entry, call it \(\rho_{i,j}\), is a norm 1 linear functional, for all \(1 \leq i = j \leq m\) and \(i = 1, 2 \leq j \leq m\).

Notice that compression to any of the diagonal entries is a non-trivial homomorphism into \(\mathbb{C}\), that is, a character in \(\mathcal{M}(A)\). Recall that the only characters of \(C_0(X)\) are point evaluations. Thus, for \(\rho \in \mathcal{M}(C_0(X) \times_\sigma \mathbb{F}_n^+)\), there exists \(x \in X\) such that \(\rho\) restricted to \(C_0(X)\) is point evaluation at \(x\). In [10] it was shown that the set of
characters corresponding to point evaluation at \( x \in X \) is homeomorphic to \( \mathbb{D}^k \) where \( k \) is the number of maps that fix the point \( x \). Hence, for \( \rho \in \text{rep}_N(C_0(X) \times_{\sigma} \mathbb{F}_n^+ \) there exist \( x_1, \ldots, x_m \in X \) such that \( \rho_{i,i}(f) = f(x_i), \forall f \in C_0(X) \). Note that \( \rho(C_0(X)) \) is diagonal because \( \rho \) is completely contractive and so a *-homomorphism on \( C_0(X) \).

For \( 2 \leq i \leq m \) consider the map \( \theta(A) = \begin{bmatrix} \rho_{1,1}(A) & \rho_{1,i}(A) \\ 0 & \rho_{i,i}(A) \end{bmatrix} \), \( \theta \) is a nest representation and by [10, Lemma 3.15] there exists \( 1 \leq k \leq n \) such that \( \sigma_j(x_i) = x_1 \). In light of this, for \( x = (x_1, \ldots, x_m) \) denote \( \text{rep}_{x,x}(C_0(X) \times_{\sigma} \mathbb{F}_n^+) \) to be the subset of \( \text{rep}_N \) such that \( \rho_{1,1} \) is a character corresponding to \( x \) and for \( 1 \leq i \leq m \), \( \rho_{i+1,i+1} \) is a character corresponding to \( x_i \). In other words, if \( \text{rep}_{x,x}(C_0(X) \times_{\sigma} \mathbb{F}_n^+) \) is non-empty then \( \{x_1, \ldots, x_m\} \subset \cup_{i=1}^n \sigma^{-1}(\{x\}) \).

The following example was inspired by [14] where they define a similar 3x3 representation to identify when two edges of an edge-colored directed graph belong to different colors.

**Example 5.2.** Let \((X, \sigma)\) be a dynamical system with \( x, x_1, \ldots, x_m \in X \) for \( m \leq n \) and suppose that \( \sigma_i(x_i) = x \) for \( 1 \leq i \leq m \). Define a representation \( \rho \) by

\[
\rho(f) = \begin{bmatrix}
  f(x) & 0 & \cdots & 0 \\
  f(x_1) & \ddots & & \\
  \vdots & & \ddots & \\
  f(x_m) & & & \\
\end{bmatrix}
\]

and \( \rho(\delta_k) = \begin{bmatrix} 0 & \delta_{1k} & \cdots & \delta_{mk} \\ \cdots & \ddots & \cdots & \ddots \\ \cdots & \cdots & \ddots & \cdots \\ 0 & \cdots & \cdots & 0 \end{bmatrix} \)

where \( \delta_{ik} \) is the Kronecker delta function. Thus, for \( A = \sum_{w \in \mathbb{F}_n^+} s_w f_w \) where all but finite of the \( f_w \in C_0(X) \) are 0

\[
\rho(A) = \begin{bmatrix}
  f_0(x) & f_1(x_1) & \cdots & f_m(x_m) \\
  f_0(x_1) & \ddots & & \\
  \vdots & & \ddots & \\
  f_0(x_m) & & & \\
\end{bmatrix}
\]

is a completely contractive homomorphism onto \( N_{m+1} \) which clearly satisfies the \( \rho_{ij} \) norm 1 condition. Therefore, \( \rho \) extends to a c.c. homomorphism on all of \( C_0(X) \times_{\sigma} \mathbb{F}_n^+ \) and so, for \( x = (x_1, \ldots, x_m) \), we have \( \rho \in \text{rep}_{x,x}(C_0(X) \times_{\sigma} \mathbb{F}_n^+) \).

Although not necessary to prove the main theorem of this section we have the following converse to the previous example.

**Proposition 5.3.** Let \( A = C_0(X) \times_{\sigma} \mathbb{F}_n^+ \), \( x, x_1, \ldots, x_m \in X \) and \( x = (x_1, \ldots, x_m) \). If \( \text{rep}_{x,x}(A) \) is non-empty then there exist distinct \( 1 \leq i_1, \cdots, i_m \leq n \) such that \( \sigma_{i_1}(x_1) = \cdots = \sigma_{i_m}(x_m) = x \).

**Proof.** Let \( \rho \in \text{rep}_{x,x}(A) \). For each \( 1 \leq i \leq m \) consider the compression to the 1st and \( i + 1 \)st rows and columns

\[
\theta_i = \begin{bmatrix}
  \rho_{1,1} & \rho_{1,i+1} \\
  0 & \rho_{i+1,i+1} \\
\end{bmatrix}
\]

Let \( s_{i_1}, \cdots, s_{i_k} \) be those generators not in the kernel of \( \rho_{1,i+1} \) and let \( t = \max_{j=1}^k \|\theta_j(s_{i_j})\| \).

If \( t < 1 \) then consider the covariant representation of \((X, \sigma)\) given by \( \theta_i(C_0(X)) \) and

\[
T_j = \begin{bmatrix}
  \rho_{1,1}(s_j) & (2-t)\rho_{1,i+1}(s_j) \\
  0 & \rho_{i+1,i+1}(s_j) \\
\end{bmatrix}
\]
Note that by the triangle inequality this still gives \( \| T_j \| \leq 1 \). Hence, by the universal property there exists a completely contractive \( \rho \)-isometric homomorphism \( \theta' \) of \( A \) onto \( T_2 \), the upper triangular matrices taking \( s_j \) to \( T_j \). Moreover, we have that
\[
\theta' = \begin{bmatrix}
\rho_{1,1} & (2-t)\rho_{1,i+1} \\
0 & \rho_{i+1,i+1}
\end{bmatrix}.
\]

Now, contractive implies that \( \|(2-t)\rho_{1,i+1}\| \leq 1 \) but then \( |\rho_{1,i+1}| \leq \frac{1}{2-t} < 1 \), a contradiction since it is a norm 1 linear functional. Hence, there must be at least one \( 1 \leq j \leq k \) such that \( \|\theta'(s_i)\| = 1 \) and because \( \rho_{1,1}(s_i) \neq 0 \) this implies that \( \rho_{1,i}(s_j) = 0 \) for all \( l \neq 1, i,j \). Therefore, \( \sigma_i(x_i) = x \) and \( \theta_k(s_i) \) is diagonal for all \( k \neq i \). 

\[\square\]

**Theorem 5.4.** Let \((X, \sigma)\) be a dynamical system, then \( A(X, \sigma) \) and \( C_0(X) \times_\sigma F^n_+ \) are completely isometrically isomorphic if and only if the ranges of the \( \sigma_i \) are pairwise disjoint. This is obtained by the following representation theory.

**Proof.** Suppose that there are points \( x, x_1, x_2 \in X \) such that \( \sigma_1(x_1) = \sigma_2(x_2) = x \). If \( x_1 = x_2 = x \), there is a point fixed by more than one map, Davidson and Katsoulis have shown in \cite{[10]} Corollary 3.11 that \( A(X, \sigma) \) and \( C_0(X) \times_\sigma F^n_+ \) are not even algebraically isomorphic due to their differing character spaces.

Assume then that \( x_1 \neq x \). If \( x = (x_1, x_2) \) Example \cite{[6,2]} says that \( \text{rep}_{x, x}(C_0(X) \times_\sigma F^n_+ ) \) is non-empty. Again we turn to \cite{[10]} to see that a completely isometric isomorphism \( \gamma \) between these algebras induces a bijection \( \gamma \), between the character spaces that corresponds to the homeomorphism \( \gamma \), that arises from \( \gamma \) being a *-automorphism of \( C_0(X) \). Without loss of generality we may take \( \gamma \) to be the identity since conjugacy among dynamical systems implies completely isometrically isomorphic among the tensor algebras. Hence, there must exist a \( \rho \in \text{rep}_{x, x}(A(X, \sigma)) \) when the algebras are c.i.i.

In light of this, consider, as in the proof of Proposition \cite{[5,3]} the nest representation \( \theta_1 \) given by the compression to the upper left 2x2 corner of \( \rho \). Let \( i_1, \cdots, i_k \) be the indices such that \( \rho_{1,2}(s_i) \neq 0 \), implying that \( \sigma_{i_1}(x_1) = x \) and, since \( x_1 \neq x \), that \( \rho_{2,1}(s_i) = 0 \) (since it is a character and \( \sigma_{i_1} \) does not fix \( x_1 \)). Let \( t = \|\theta_1(s_i)\cdots\theta_1(s_k)\| \). Because the generators of \( A(X, \sigma) \) are row contractive and \( \theta_1 \) is c.c. then \( t \leq 1 \). If \( t < 1 \) then consider the slight adjustment to \( \theta_1 \) given by
\[
\theta'_1 = \theta_1 + \begin{bmatrix} 0 & \left(\frac{1}{t}\right)\rho_{1,2} \\
0 & 0 \end{bmatrix}.
\]

This map, \( \theta'_1 \), is a homomorphism with \( \|\theta'_1(s_i)\cdots\theta'_1(s_k)\| \leq 1 \) which implies by the universal property of the tensor algebra that \( \theta'_1 \) is completely contractive. But then \( \|(1 + \frac{1}{t^2})\rho_{1,2}\| \leq 1 \) which implies \( \|\rho_{1,2}\| < 1 \), a contradiction. Assume then, that
\[
\|\rho_{1,1}(s_i)\rho_{1,2}(s_i)\cdots\rho_{1,1}(s_k)\rho_{1,2}(s_k)\| = \|\theta_1(s_i)\cdots\theta_1(s_k)\| = 1.
\]

However, \( \|\rho(s_i)\cdots\rho(s_k)\| \) is a row contraction as well thus \( \rho_{1,3}(s_i) = 0 \) for \( 1 \leq i \leq n \), contradicting the fact that \( \rho_{1,3} \) is a norm 1 functional. Therefore, when the ranges of the \( \sigma_i \) overlap then then the tensor and semicrossed product algebras cannot be completely isometrically isomorphic.

Conversely, suppose that the ranges of the \( \sigma_i \) are pairwise disjoint. Because \( \sigma_i \) is proper and continuous then \( \sigma_i(X) \) is closed in \( X \). Hence, there exists \( f_1, \cdots, f_n \in
\[ C_0(X) \text{ such that } f_i f_j = 0 \text{ for } i \neq j \text{ and } f_i(x) = 1, \forall x \in \sigma_i(X). \] If \( \sigma_1, \ldots, \sigma_n \) are the generators of \( C_0(X) \times_\sigma \mathbb{F}_+^2 \) then for \( i \neq j \)
\[
\sigma_i^* \sigma_i = (f_j \circ \sigma_j) \sigma_i^* (f_i \circ \sigma_i) = \sigma_i^* f_j f_i \sigma_i = 0.
\]
Thus, \( [\sigma_1, \ldots, \sigma_n] \) is a row contraction which implies that there exists a completely contractive homomorphism from \( \mathcal{A}(X, \sigma) \) onto \( C_0(X) \times_\sigma \mathbb{F}_+^2 \) taking generators to generators. This map is the inverse of the canonical quotient from the semicrossed product onto the Tensor algebra and therefore the two algebras are completely isometrically isomorphic. \( \square \)

The following example is due to Duncan [14], it illustrates that there are topologically isomorphic tensor and semicrossed product algebras that are not completely isometrically isomorphic.

Example 5.5. Consider the four point set \( X = \{1, 2, 3, 4\} \) and the pair of maps \( \sigma_1(1) = 2, \sigma_1(2) = \sigma_1(3) = \sigma_1(4) = 3 \text{ and } \sigma_2(1) = 2, \sigma_2(2) = \sigma_2(3) = \sigma_2(4) = 4 \). Thus, \( \mathcal{A}(X, \sigma) \) and \( C(X) \times_\sigma \mathbb{F}_+^2 \) are isomorphic as Banach algebras simply by sending the generators to the generators. Indeed, by the previous theorem we already know that for \( X' = \{2, 3, 4\} \), \( \mathcal{A}(X', \sigma) = C(X') \times_\sigma \mathbb{F}_+^2 \). Now if \( U_1, U_2 \) are the generators of \( \mathcal{A}(D) \ast \mathcal{A}(D) \) and \( L_1, L_2 \) are the generators of \( \mathcal{A}_2 \), then
\[
\begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \mapsto \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}, \quad \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} \mapsto \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}
\]
and
\[
\begin{bmatrix} 0 & U_i \\ L_i & 0 \end{bmatrix} \mapsto \begin{bmatrix} 0 & L_i \\ L_i & 0 \end{bmatrix}, i = 1, 2,
\]
is an isomorphism between the algebras they generate.

It should be noted that the two maps have overlapping range so the two algebras are not (completely) isometrically isomorphic.
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