Searching chaotic saddles in high dimensions
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We propose new methods to numerically approximate non-attracting sets governing transiently-chaotic systems. Trajectories starting in a vicinity \( \Omega \) of these sets escape \( \Omega \) in a finite time \( \tau \) and the problem is to find initial conditions \( x \in \Omega \) with increasingly large \( \tau = \tau(x) \). We search points \( x' \) with \( \tau(x') > \tau(x) \) in a search domain in \( \Omega \). Our first method considers a search domain with size that decreases exponentially in \( \tau \), with an exponent proportional to the largest Lyapunov exponent \( \lambda_1 \). Our second method considers anisotropic search domains in the tangent unstable manifold, where each direction scale as the inverse of the corresponding expanding singular value of the Jacobian matrix of the iterated map. We show that both methods outperform the state-of-the-art Stagger-and-Step method (Sweet, Nusse, and York, Phys. Rev. Lett. 86, 2261, 2001) but that only the anisotropic method achieves an efficiency independent of \( \tau \) for the case of high-dimensional systems with multiple positive Lyapunov exponents. We perform simulations in a chain of coupled Hénon maps in up to 24 dimensions (12 positive Lyapunov exponents). This suggests the possibility of characterizing also non-attracting sets in spatio-temporal systems.

Maximizing functions is a traditional computational problem with numerous applications in Physics. One of the main difficulties in this problem arises when the function has multiple local maxima. An extreme example of this problem is found in transiently chaotic systems because there are infinitely many points \( x \) for which the escape time \( \tau(x) \to \infty \) (stable manifold of a saddle), but these points are distributed in phase space over a fractal set with zero volume. The difficulty is enhanced when multiple positive Lyapunov exponents exist (hyperchaos). In this paper we show how we can take advantage of the regularity of chaotic systems to design an algorithm that is able to efficiently approximate the invariant manifolds of high-dimensional transiently-chaotic systems.

I. INTRODUCTION

We consider chaotic dynamical systems \( F : x_n \mapsto x_{n+1} \) for which almost all trajectories \( x \) starting in a region of interest \( \Gamma \in \mathbb{R}^d \) (restraining region) leave it after a finite number of iterations \( n = \tau \) (escape time). The zero-measure non-attracting set of trajectories that never escape \( (\tau \to \infty) \) build a fractal set, the stable manifold of the chaotic saddle that governs the asymptotic dynamics of the system. This is the familiar picture of transient chaos, which describes a variety of physical applications [1-4].

An important problem in numerical investigations is to approximate the invariant sets, which amounts to maximize the escape time \( \tau(x) \) (a function \( \mathbb{R}^d \to \mathbb{R} \))[5]. Two difficulties appear in (hyperbolic) chaotic systems: (i) the phase-space volume of trajectories with \( \tau \) decays as \( P(\tau) \sim e^{-\kappa \tau} \), where \( \kappa \) is the escape rate of the system; (ii) the set of points for which \( \tau \to \infty \) is a complicated fractal set with \( D < d \) (the stable manifold of the chaotic saddle). Different numerical methods have been designed to approximate the invariant sets [6, 7] or to compute specific properties such as the fractal dimension [8]. While the success of these methods for systems with a single positive Lyapunov exponent \( (\lambda_1 > 0, \lambda_2, \ldots, d < 0) \) is well established, for the challenging case of hyperchaotic systems the most popular [1, 4] and efficient solution is the Stagger-and-Step method proposed by Sweet and Yorke in 2001 [6]. Here we revisit the core problem of all these methods, which can be formulated as follows: starting from a point \( x \) with escape-time \( \tau \), the task is to search a new point \( x' \) with higher escape-time \( \tau(x') > \tau(x) \). A simple search strategy is to consider the pre-image of \( x \), \( x' = F^{-1}(x) \), which by construction has \( \tau(x') = \tau(x) + 1 \) [9, 10]. This strategy is, however, of limited use because repeating it quickly leads \( x' \) to fall outside \( \Gamma \) (the search domain). The other generic search strategy, which we focus in this paper, is to search in a vicinity \( \delta(x) \) of the original point \( x' = x + \delta(x) \).

In this paper we investigate the efficiency of different search strategies (choices of \( \delta(x) \)) and compare their efficiency as the number of searches needed in order to find a trajectory with a pre-assigned escape time \( \tau = \tau_{\text{max}} \). We start introducing the system in which we test our algorithms (in Sec. II). The first method we test is the stagger and step (in Sec. III). We conclude that its efficiency grows faster than linearly with \( \tau_{\text{max}} \) due to an inefficient search strategy \( \delta(x) \). To address this problem, we propose (in Sec. IV) an adaptive method which considers a \( \delta(x) \) whose size decays with \( \tau(x) \). A comparison of the efficiency of the two methods (in Sec. V) confirms the benefit of our adaptive proposal but shows that the existence of more than one unstable direction in the phase space poses a major limitation to both methods. We show (in Sec. VI) that this limitation can be overcome using a specific anisotropic distribution of \( \delta(x) \). Finally, we discuss the implications of our results (in Sec. VII).
II. COUPLED HÉNON MAPS

We test different methods through simulations in a family of dissipative systems with variable dimension that shows transient chaos. We consider a $d = 2N$ dimensional map $F : (x_i, y_i)_n \mapsto (x_i, y_i)_{n+1}$ built coupling $i = 1, \ldots, N$ two-dimensional maps

$$
\left( \begin{array}{c}
  x_i \\
  y_i \\
\end{array} \right)_{n+1} = \left( A_i - x_i^2 + B y_i + k(x_i - x_{i+1}) \right)_{n},
$$

with $i = 1, \ldots, N$, periodic boundary conditions $(N+1 \equiv 1)$, $k = 0.4, B = 0.3, A_1 = 3$ (if $N > 1$), $A_N = 5$, and $A_i = A_1 + (A_N - A_1)(i-1)/(N-1)$. Initial conditions are chosen on a $2N$ hypercube $\Gamma = [-4, 4]^{2N}$ (restraining region), which according to our exploratory numerical simulations contains the invariant set of the system for all $N$. This system was defined in Ref. [11], recovers for $N = 4$ the system used in the original paper of the Stagger-and-Step method [6]. For increasing dimensionality $N$, our numerical simulations systematically show exponential decay in time of the number of surviving trajectories, $N$ positive Lyapunov exponents, and fractal invariant sets.

III. STAGGER METHOD

The state-of-the-art for computing approximations of the chaotic invariant sets in systems with more than one $\lambda_i > 0$ is the Stagger-and-Step method[6]. It combines two procedures: a random search for points with high escape-time (the stagger part), followed by the construction of pseudo-orbits starting from such points (the step part). Here we are interested in testing and improving the stagger part (the step part can be incorporated in the methods discussed below). The stagger search method considers $\delta = \delta \hat{u}$, where $\hat{u}$ is a unit vector chosen with uniform probability in the unit sphere (isotropic) and $\delta$ is chosen randomly from a truncated scale-free distribution given by

$$
P(\delta) = \frac{Z}{\delta} \text{ for } \delta_{\text{min}} < \delta < \delta_{\text{max}},
$$

where $Z$ is the normalization and where we use $\delta_{\text{max}}$ to be of the system size and $\delta_{\text{min}}$ to be equal to the (potentially variable) machine precision [12]. Starting from a point $x$ with $\tau(x)$, the method consists in:

1. calculate a proposal position $x' = x + \delta$ and respective escape time $\tau(x')$, where $\delta = \delta \hat{u}$ and $\delta$ is drawn randomly from Eq. (2);

2. accept the proposal if $\tau(x') > \tau(x)$ (a success) or stay in the same position $x$ if not;

3. go to 1 until $\tau(x)$ reaches a maximum escape time $\tau_{\text{max}}$.

IV. ADAPTIVE METHOD

Motivated by the idea that there is a typical scale $\delta$ for a successful search at each value of $\delta$, we propose a search algorithm using the same procedure as the Stagger, but with a distribution $P(\delta)$ different from Eq. (2). Specifically, we consider a normal distribution with average 0
and standard deviation \( \sigma(x) \). We choose this distribution because the distance \( |x - x'| \) is a half-normal distribution which has expected value proportional to \( \sigma \) (the characteristic length of proposals). Ideally, we would choose \( \sigma \sim \delta \) to scale as \( \sigma(\tau) \sim e^{-\lambda_1 \tau} \). However, since \( \lambda_1 \) is typically unknown, we use the adaptive procedure proposed in Ref. [11], where \( \sigma \) is adapted at each step of the simulation by

\[
\sigma_{t+1}(\tau) = \begin{cases} 
\sigma_t(\tau)/f & \text{for } \tau(x') < \tau(x) \\
\sigma_t(\tau)f & \text{for } \tau(x') = \tau(x),
\end{cases}
\]

where \( f \gtrsim 1 \) is a free parameter (we use \( f = 1.1 \)). The idea behind this procedure is that a too large \( \sigma \) will propose points \( x' \) that are mostly drawn from the escape time distribution, which will have \( \tau(x') \approx 1 \) and thus are mostly unsuccessful. Thus, we decrease \( \sigma \) when a low escape time is proposed. Likewise, when \( \sigma \) is too small the points \( x' \) will be indistinguishable from \( x \) after \( \tau \) iterations and thus \( \tau(x') = \tau(x) \). In this case we increase \( \sigma \).

We expect this iterative procedure to converge to a value of \( \sigma \) for which the desired \( \tau(x') \) is achieved. In order to increase the mixing in \( x \), we accept proposals \( x' \) for which \( \tau(x') = \tau(x) \) (differently from the Stagger method summarized above).

Our numerical simulations are summarized in Fig. 2 and indicate that the adaptive method with Eq. (4) converges to proposals with the appropriate \( \sigma \). In particular, both the distributions of the proposed and successful distances \( \delta \) scale with \( \tau \) as \( \sim e^{-\lambda_1 \tau} \), in agreement with Eq. (3). The advantage of this procedure in comparison to the Stagger is that the proposal at a given \( \tau \) does not depend on \( \tau_{\text{max}} \) and therefore the efficiency does not decay with \( \tau_{\text{max}} \). In the next section we compare the efficiency of the adaptive and Stagger method as a function of \( \tau \) for a fixed \( \tau_{\text{max}} \).

V. EFFICIENCY

We quantify the efficiency of a search method by the rate of success in finding trajectories. We define the \( \tau \)-dependent success rate \( C(\tau) \) as an average \( \langle \ldots \rangle \) over the different realizations \( r \) of the algorithm as

\[
C(\tau) \equiv \langle C_r(\tau) \rangle = \left\langle \frac{t_f(\tau)}{\tau} \right\rangle,
\]

where \( t_f(\tau) \) is the total number of proposals needed for the realization \( r \) to reach \( \tau \) (e.g., in the upper panel of Fig. 2, \( C_r(\tau = 26) = 490/26 \) because the algorithm needed 490 search steps to reach \( \tau = 26 \) [14]. For \( \tau \gg 1 \), the escape time function is self similar with \( \tau \) and thus we aim for the algorithm to be independent of \( \tau \). This optimal situation corresponds to have \( C(\tau \rightarrow \infty) = C_r(\tau \rightarrow \infty) \equiv C \) where \( C \) is independent of \( \tau \) that thus can be used to characterize the efficiency of the method in the particular system.

In Fig. 3 we present the numerical results for \( C(\tau) \) for the Stagger and Adaptive methods. For the (easy) case of low dimensions \((N = 1 \text{ and } N = 2)\), we see a convergence in \( \tau \) to the well-defined success rate \( C \). The value of \( C \) for the adaptive method is lower than for the Stagger method, indicating that it is more efficient. The \( C \) value of the Stagger could be reduced by increasing \( \delta_{\text{min}} \), at the expense of reducing \( \tau_{\text{max}} \) (the maximum obtainable \( \tau \)). More surprising, the (difficult) case of high dimensions \( N \) shows that neither the Stagger nor the Adaptive method have a constant cost \( C(\tau) \). This suggests that, contrary to previous claims [1, 6], the Stagger method becomes inefficient in higher dimensions (it shows a qualitatively different scaling). We verified that if the proposals are drawn from a Gaussian with width scaling as in Eq. (3), \( C(\tau) \) also grows with \( \tau \) for \( N = 3 \). Overall, our results hint that the Stagger method may not be as robust to increasing dimensions as suggested in Refs. [1, 6].
FIG. 3. Efficiency of the Stagger and Adaptive methods depend on the dimension \( N \). Success rate \( C(\tau) \) as a function of \( \tau \) for the Stagger (left) and adaptive (right) methods, for \( N = 1, \ldots, 4 \). Each curve corresponds to an average over 100 independent runs starting at \( \tau_{\text{min}} = 1 \) and ending at \( \tau_{\text{max}} = 32 \) or \( \tau_{\text{max}} = 64 \).

VI. ANISOTROPIC METHOD

The results above indicate that a choice of the right scale of the proposal \( P(\delta) \) is not sufficient to efficiently search in high-dimensions. The fact that the problems arise (become more severe) when more than one Lyapunov exponent is positive suggests that it is related to the existence of different stretching rates along different directions in the phase space. Based on this insight, we consider in this section \( \delta \) drawn from a non-isotropic distribution (i.e., \( \delta \neq \delta \tilde{u} \)). Ref. [7] already employed an anisotropic search in high dimensions, considering a deterministic (gradient) search in a single direction. Our approach here is to generalize our ideas to an anisotropic search.

Consider a point \( x \) with an escape time \( \tau(x) = \tau \) and its \( \tau \)-th evolution in time, \( x_\tau = F^\tau(x) \). An initial infinitesimal displacement \( dx \) close to \( x \) will, after a time \( \tau \), be transformed into \( dx_\tau \) according to the dynamics in the tangent space

\[
dx_\tau = J(x)dx,
\]

where \( J(x) \equiv dF^\tau(x)/dx \) is the Jacobian matrix of the map iterated \( \tau \) times. In an isotropic proposal, \( \delta \) is proposed isotropically around \( x \) (the previous sections showed that the optimal scale for \( |\delta| \) scales with the largest Lyapunov exponent \( \lambda_1 \)). The problem with isotropic proposals is that when the distribution of \( dx \) is isotropic, the distribution of \( dx_\tau \) is not: it contracts and stretches along the singular/covariant basis according, respectively, to the singular/Lyapunov spectrum of matrix \( J \). In particular, for large \( \tau \), \( dx_\tau \) is aligned with the most unstable direction (associated to \( \lambda_1 \)). This poses a major problem because this direction (which is a one dimensional object) may not intersect any region of the phase space with higher escape time for a given point \( x \), and this situation makes the algorithm stuck on that point. We expect this to become more dramatic with increasing dimension as the one dimensional search volume becomes increasingly small in comparison to the total phase-space dimension \( D \).

Our main idea is to use an anisotropic perturbation \( \delta \) such that, by construction, its evolution after \( \tau \) iterations, \( \delta x_\tau \), is isotropic on the unstable directions, see Fig. 4. We can use Eq. (6) to construct such perturbation because, for a small perturbation \( \delta x \), we have

\[
\delta x = J^{-1} \delta x_\tau.
\]

However, we should not use \( J^{-1} \) directly because it contains a mix of unstable directions and stable directions. Specifically, on its single value decomposition,
FIG. 5. A self-similar distribution of escape times $\tau$ is observed through anisotropic magnifications of the phase space of system (1). Starting from the $x_1, x_2$ cut of the phase space for $N = 2$ in panel (a), we obtain a similar (rotated) distribution after performing an anisotropic magnification in panel (b) while the isotropic magnification leads to a distorted picture in panel (c). A similar picture is seen also at a tiny portion of the phase space for $N = 3$ after an anisotropic magnification, as shown in panel (d).

\[ J = U \Sigma V^T \]

where $U$ and $V$ are unitary matrices and $\Sigma$ is a diagonal matrix, $\Sigma$ contains entries higher than 1 (corresponding to unstable directions), and smaller than 1 (corresponding to stable directions). Because $J^{-1} = V \Sigma^{-1} U^T$, Eq. (7) would generate a proposal $\delta x$ with extremely large values due to the diagonal values higher than 1 of $\Sigma^{-1}$ (corresponding to the stable directions), which would be a problem because $\delta x$ would violate the approximation that $\delta x$ is small. In order to obtain an isotropic proposal along all unstable directions of the $\tau$-th iteration of the map, we use a transformed matrix $J^{-1}$ that considers only the unstable directions. This is achieved as

\[ \delta x = V(\Sigma^+)^{-1} U^T \delta x_{\tau}, \]

where the diagonal matrix $\Sigma^+$ is constructed by setting to zero the entries smaller than 1 in $\Sigma$. The diagonal elements of $\Sigma^+$ quantify the strength of the divergence along the directions defined by the columns of $U$ on forward iterations. However, they are not related to the (finite-time) Lyapunov exponents via $-\log((\Sigma^+)_{ii})/\tau$. A good approximation of the (finite-time $\tau_{cs}$) Lyapunov exponents and covariant Lyapunov vectors is obtained storing the Jacobian matrix of a piece of the trajectory in the interval $[\tau/2 - \tau_{cs}, \tau/2 + \tau_{cs}]$ [1, 5]. By finding long escape-times $\tau$, our method allow us to select large $\tau_{cs}$ (i.e., segments of orbit that stay inside the system long enough) to allow for the computation of the spectrum of Lyapunov exponents and their associated covariant vectors [15].

A comparison between isotropic and anisotropic magnification of the phase space of system (1) appears in Fig. 5. The efficiency of our numerical simulations using the anisotropic method is summarized in Fig. 6. They confirm that the cost $C(\tau)$ is independent of $\tau$ for up to $N = 12$, and that it is more efficient than the stagger and the isotropic proposal. It also indicates that the cost increases exponentially with increasing dimension, a consequence of the increasing search space. This method also requires computing the product of Jacobian matrices and a single-value decomposition, both of which have a cost that increases with $d$. Nevertheless, our method allows to find trajectories with very high escape times using lower computational resources than the previous approaches.

**VII. SUMMARY AND CONCLUSIONS**

Chaotic saddles are a generic feature of open non-linear dynamical systems that are expected to appear in arbitrary large dimensions. For instance, they are known to appear in high-dimensional systems such as delay differential equations [4] and spatially-extended systems [2, 3]. Finding long-living trajectories that approximate such chaotic saddles is a critical requirement to numerically study them. The computational difficulty in this task is that the escape-time function $\tau(x)$ is extremely rough.
FIG. 6. The cost of the anisotropic method does not increase with \( \tau \). (a) The average cost, computed with the same parameters as in Fig. 3, for the anisotropic method (blue) for 3 different phase-space dimensions, stagger and adaptive for 6D. Inset shows how the method scales with increasing phase-space dimension.

and that the phase-space volume with escape time \( \tau' > \tau \) decays exponentially with \( \tau \).

The state-of-the-art method is the stagger method, that searches trajectories using an isotropic and power-law distributed proposal, intended to cover all the potential scales of the escape-time function. For low-dimensional systems, we showed that the stagger method can be improved by using a proposal distribution with a \( \tau \)-dependent length scale (governed by the largest Lyapunov exponent, Eq. (3)). We showed also that an adaptive procedure can be used when the Lyapunov exponent is unknown (Eq. (4)). For high-dimensional systems, we found that both the stagger and the adaptive methods become increasingly inefficient for increasing \( \tau \). We presented an explanation of why this is so, based on general arguments of dimensionality and dynamics of the tangent space. This motivated the main result of our paper: the introduction of an anisotropic proposal distribution that considerably improves the efficiency of searches of high-dimensional chaotic saddles.

We expect our results to bring new insights in the study of chaotic saddles in high-dimensional (spatially-extended) systems and also to be applicable in cases beyond the ones discussed above. For instance, proposals increasing the escape time are required also in the more general problem of sampling the phase space of open chaotic systems [11]. Our results and methods remain valid also in continuous-time systems: while the application of the adaptive method is straightforward, for the anisotropic method our singular-value-based filter (used to construct Eq. (8)) has to be implemented on the Jacobian matrix of the set of ordinary differential equations (see, e.g., Ref. [15]).
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