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Abstract— Collaborative object localization aims to collaboratively estimate locations of objects observed from multiple views or perspectives, which is a critical ability for multi-agent systems such as connected vehicles. To enable collaborative localization, several model-based state estimation and learning-based localization methods have been developed. Given their encouraging performance, model-based state estimation often lacks the ability to model the complex relationships among multiple objects, while learning-based methods are typically not able to fuse the observations from an arbitrary number of views and cannot well model uncertainty. In this paper, we introduce a novel spatiotemporal graph filter approach that integrates graph learning and model-based estimation to perform multi-view sensor fusion for collaborative object localization. Our approach models complex object relationships using a new spatiotemporal graph representation and fuses multi-view observations in a Bayesian fashion to improve location estimation under uncertainty. We evaluate our approach in the applications of connected autonomous driving and multiple pedestrian localization. Experimental results show that our approach outperforms previous techniques and achieves the state-of-the-art performance on collaboration localization.

I. INTRODUCTION

Object localization has been widely researched over the past decades due to its importance for situational awareness, e.g., to understand street objects in autonomous driving. The objective of object localization is to estimate the locations or positions of the objects in the environment based on observations from robots and/or cameras. Most object localization methods focus on a single view, in which objects are localized from a single perspective using observations obtained from a single robot or camera. Single-view localization methods have been used in various application domains, including object detection [1], [2] and tracking [3], [4], simultaneous localization and mapping [5], [6], and scene reconstruction [7], [8].

Recently, collaborative object localization based on multi-views has attracted increasing attention due to its reliability, scalability, and resilience to failures [9]. The multiple views can be obtained either by multiple robots [10] (e.g., connected vehicles) or multiple cameras [11]. Multi-view collaborative localization outperforms single-view localization methods by integrating observations from different perspectives to promote shared situational awareness of the environment. For example, as shown in Figure [1] by integrating the measurements of the observed objects between two connected vehicles, the object locations can be better estimated. Besides

Fig. 1. A motivating example of multi-view sensor fusion for collaborative object localization in connected driving scenarios. When multiple connected vehicles localize multiple street objects, by encoding the objects’ spatiotemporal cues for state estimation and integrating multi-view measurements, the final collaborative object localization results can be greatly improved.

locating street objects by connected vehicles [12], [13], multi-view collaborative localization is also applied to various real-world applications, such as search and rescue [14], [15] and manufacture [16], [17].

Given its importance, several methods have been developed to address collaborative localization of objects, which can be broadly divided into two groups: model-based and learning-based methods. Model-based methods integrate state estimations and measurements under the Bayesian framework, e.g., using Kalman filters and extensions [18], [19], particle filters [20], and Bayesian sequential filters [21], [22] to estimate the object locations. Learning-based approaches typically employ neural networks to fuse multiple sensing modalities for location estimation, e.g., based upon recurrent neural networks to model object motions [23], [24], graph neural networks to encode the spatial relationship among objects [25], [26], and mixture architectures to integrate multiple relationships [27], [28].

Both categories of the methods have their own advantages for object localization, each category has its own shortcomings that have not been well addressed. The shortcomings in model-based methods is caused by the inability to model the complex spatiotemporal relationship of the objects. For example, when estimating the location of a street object, the historical information of the nearby objects is also important. On the other hand, learning-based methods using deep networks often do not explicitly model uncertainty, and lacks interpretability on the estimation procedure as well as flexibility to integrate an arbitrary number of inputs (e.g., neural networks often require a predefined and fixed number of views).

In this paper, we introduce a novel spatiotemporal graph
filtering approach that integrates graph learning and model-based estimation in a principled fashion to perform multi-view sensor fusion for collaborative object localization. For each view, we represent each observation as a graph, with the nodes to encode the locations of the detected objects and the edges to encode the spatial relationship of the objects. We also explicitly model the uncertainty in the observations of object locations. To explicitly model the time dimension, we represent a history of observations obtained from a view as spatiotemporal graphs. When multiple views are available, using their spatiotemporal graph representations, we formulate collaborative localization as a multi-view sensor fusion problem. Our method integrates spatiotemporal graph learning (that models the spatiotemporal relationship of the objects) and model-based state estimation (that estimates locations in a Bayesian fashion and explicitly models uncertainty in both observations and estimations) to address the formulated multi-view sensor fusion problem.

Our key contribution is the proposal of the novel spatiotemporal graph filter method that integrates spatiotemporal graph learning and model-based estimation to address collaborative object localization. Specifically, two novelties are proposed:

- We introduce a new representation for state estimation based on spatiotemporal graph neural networks, which is able to not only encode complex spatiotemporal relationships of the objects but also be readily integrated with model-based state estimation.
- We develop two new multi-view fusion gains that allow our method to fuse measurements from an arbitrary number of views, thus significantly improving the flexibility of our method in real-world applications when a dynamically changing number of views are available.

II. RELATED WORK

A. Multi-view Collaborative Object Localization

Many methods have been designed to address multi-view collaborative object localization. One group of these methods is focused on using strict geometric constraints among multiple views to localize objects, e.g., based on strict camera parameters for stereo vision [29], [30] and 3D reconstruction [31], [32], ground plane assumptions for 3D object detection [33], and human geometric information for pedestrian tracking [11]. However, it is hard to obtain strict geometric information in multi-robot systems when the cameras mounted on robots are dynamic. Recently, the other group of the methods based on noisy geometric constraints are proposed. In these methods, the noisy geometric relationships obtained through GPS [34] or deep learning algorithm [35], [36] are used to transform multi-view observations into the same coordinate system. The noisy geometric relationships are used for various applications, e.g., global mapping [37], object detection [10] and scenes registration [38]. Our approach allows to use noisy geometric constraints for collaborative object localization, which does not require fixed positions of cameras.

B. Sensor Fusion

Sensor fusion has been widely used to improve localization performance. We divide the methods into two groups, including model-based and learning-based methods. Model-based methods integrate state estimations and measurements under the Bayesian framework, e.g., using Kalman filter [18], extend Kalman filter [19], [39], particle filter [20], [40] and Bayesian sequential filters [21], [22] to estimate the object locations given their measured velocity, acceleration and location information. In addition, learning-based methods typically use neural networks to fuse multiple sensing modalities for location estimation, e.g., based on recurrent neural networks to model object motions [23], [24], graph neural networks to encode spatial relationships among objects [25], [26], and mixture architectures to integrate multiple modalities, such as spatiotemporal relationships [27], [28], and visual-spatial relationships of objects [36], [41], [42].

For collaborative object localization, model-based methods are not able to model the complex spatiotemporal relationship of objects. In addition, learning-based methods are not able to model uncertainty and requires a predefined and fixed number of views as inputs. Our proposed approach that integrates both learning-based object localization and model-based state estimation in a principled fashion can well address these shortcomings in collaborative object localization.

III. PRELIMINARY

Linear quadratic estimation, including Kalman filters and the extensions [43], is a widely used method for state estimation, which estimates the states of a target based on noisy measurements. Mathematically, linear quadratic estimation based on the Kalman filter is defined as:

\[
\dot{x}_t = Fx_{t-1} + Kz_t\]

\[
P_t = FP_{t-1}F^T + Q
\]

where \(x_t\) denotes the state estimation of the target at time step \(t\), \(P_t\) is the uncertainty of the state estimation, \(F\) is the state transition matrix that maps the state from time \(t - 1\) to \(t\), and \(Q\) is the process uncertainty that represents the uncertainty of the state estimation process. The state \(x_t\) and the uncertainty \(P_t\) follow a multivariate Gaussian distribution \(\mathcal{N}(x_t, P_t)\). In addition to the state estimation, this method can update the state to \(x_{t+1}\) from \(x_t\) given a measurement \(z_t\) at time \(t\) as follows:

\[
K_t = P_{t}H_{t}^{T}(H_{t}P_{t}H_{t}^{T} + R)^{-1}
\]

\[
x_{t+1} = x_{t} + K_{t}(z_{t} - H_{t}x_{t})
\]

where \(R\) denotes the uncertainty in the measurement \(z_t\), \(H_t\) is the measurement transition matrix that maps the state to the measurement, and \(K_t\) is the Kalman gain that encodes the relative weight of the uncertainty in both the state estimation and the measurement. The measurement \(z_t\) and the uncertainty of the measurement \(R\) are also assumed to follow a multivariate Gaussian distribution \(\mathcal{N}(z_t, R)\). Then the uncertainty in the updated state \(x_{t+1}\) is computed by:

\[
P_{t+1} = (I - K_{t}H_{t})P_{t}
\]
where $P^t$ is the uncertainty in the updated state. It has been approved that this method converges to the optimal solution for single-view state estimation [43].

IV. APPROACH

Notation. We use superscript $t$ and $v$ to represent the time step and the view index, respectively. We also use subscript $i$ to denote the index of the object in a view. For example, $v_i^{t,v}$ denotes a feature vector of the $i$-th object observed in the $v$-th view at time $t$.

A. Problem Formulation

Given $n$ views (e.g., from $n$ robots and/or cameras) that are partially overlapped, we denote the observations recorded in all $n$ views as $M = \{M^v\}, v = 1, 2, \ldots, n$, where $M^v = \{G_1^v, G_2^v, \ldots, G_m^v\}$ is a sequence of observations obtained in the $v$-th view from time 1 to $t$. Each observation $G_i^v$ is represented as a graph $G_i^v = \{Z_i^{t,v}, R_i^{t,v}, E_i^{t,v}\}$. The node set $Z_i^{t,v} = \{z_{1,i}^{t,v}, z_{2,i}^{t,v}, \ldots, z_{m,i}^{t,v}\}$ denotes the measurements (or observations) of all the objects’ 3D locations, where $z_{1,i}^{t,v} \in \mathbb{R}^3$ denotes the measurement of the $i$-th object’s location observed in the $v$-th view at time $t$, and $m$ is the number of observed objects. The uncertainty set $R_i^{t,v} = \{R_1^{1,v}, R_2^{1,v}, \ldots, R_m^{1,v}\}$ denotes the uncertainty in $Z_i^{t,v}$, where $R_i^{1,v} \in \mathbb{R}^{3 \times 3}$ is defined as the covariance of $z_{1,i}^{t,v}$. Then, $z_{i}^{t,v}$ and $R_i^{t,v}$ can be assumed to follow a multivariate Gaussian distribution $\mathcal{N}(z_{i}^{t,v}, R_i^{t,v})$ with $z_{i}^{t,v}$ as the mean and $R_i^{t,v}$ as the covariance. The edge set $E_i^{t,v} = \{e_{i,j}^{t,v}\}$ denotes the spatial relationships between a pair of objects, where $e_{i,j}^{t,v} = 1$, if $z_{i}^{t,v}$ and $z_{j}^{t,v}$ are connected.

We represent the locations of the objects as the states $X^t = \{X_i^{t,v}\}, v = 1, 2, \ldots, n$, where $X_i^{t,v}$ denotes the states that are estimated from the $v$-th view at time $t$. $X_i^{t,v} = \{x_{i}^{t,v}\}, i = 1, 2, \ldots, m$, contains the state estimations of all the $m$ objects observed in the $v$-th view, where $x_{i}^{t,v}$ is the estimated state of the $i$-th object in the $v$-th view at time $t$. In addition, we use $P^t = \{P_i^{t,v}\}, v = 1, 2, \ldots, n$ to denote the uncertainties in $X_i^{t,v}$. $P_i^{t,v} = \{P_{i}^{t,v}\}, i = 1, 2, \ldots, m$, includes the uncertainties in $X_i^{t,v}$, and $P_{i}^{t,v} \in \mathbb{R}^{3 \times 3}$ denotes the state uncertainty in $x_{i}^{t,v}$. Then, $X_i^{t,v}$ and $P_i^{t,v}$ can be assumed to follow the multivariate Gaussian distribution $\mathcal{N}(x_{i}^{t,v}, P_{i}^{t,v})$.

The problem that is addressed in this paper focuses on multi-view state estimation for collaborative object localization in order to estimate the states (i.e., 3D locations) $X^t$ of multiple objects by integrating observations from multiple views $M = \{M^v\}$. In order to address the challenge that model-based state estimation methods often cannot well encode the spatiotemporal relationship among objects, our approach constructs a representation based on deep graph learning to model this complex spatiotemporal relationship (Section IV-B). In order to integrate an arbitrary number of views and improve robustness to noise, which has not been well addressed by learning-based estimation, we integrate learning-based and model-based state estimation in a principled way to perform collaborative object localization (Section IV-C).

B. Encoding Spatiotemporal Relationships of the Objects

Our first novelty is the design of a learning-based method to model the complex spatiotemporal relationship among objects for the state estimation of objects, which is defined as follows:

$$ x_{i}^{t,v} = \Phi (G_1^{t,v}, G_2^{t,v}, \ldots, G^{t-1,v}) $$  \hspace{1cm} (6)

where $\Phi$ denotes the spatiotemporal graph learning network that estimates the object’s state $x_{i}^{t,v}$ given its spatiotemporal information encoded in the spatiotemporal graphs $\{G_1^{t,v}, G_2^{t,v}, \ldots, G^{t-1,v}\} \in M^v$. The graph learning network $\Phi$ consists of three components, including a LSTM encoder, a graph attention neural network and a LSTM decoder.

First, we design a LSTM-based module to encode the temporal motion of each object as follows:

$$ \Delta z_{i}^{t-1,v} = z_{i}^{t-1,v} - z_{i}^{t-2,v} $$  \hspace{1cm} (7)

$$ m_{i}^{t-1,v} = \phi (m_{i}^{t-2,v}, \Delta z_{i}^{t-1,v}, W^v) $$  \hspace{1cm} (8)

where $\Delta z_{i}^{t-1,v}$ denotes the relative location (motion) of the $i$-th object in the $v$-th view from time $t - 2$ to $t - 1$, $\phi$ denotes a one-layer LSTM encoder network with the trainable parameter matrix $W^v$ that is shared among all objects, and $m_{i}^{t-1,v}$ denotes the temporal motion embedding of the $i$-th object, which captures the motion of the object.

Second, we introduce a graph attention neural network to capture the spatial impacts of each object from its surrounding objects as follows:

$$ \alpha_{i,j}^{t-1,v} = \frac{\exp(\text{ReLU}(W^a m_{i}^{t-1,v} || W^a m_{j}^{t-1,v}))}{\sum_{j \neq i} \exp(\text{ReLU}(W^a m_{i}^{t-1,v} || W^a m_{j}^{t-1,v}))} $$  \hspace{1cm} (9)

where $||$ denotes the concatenation operation, $W^a$ is a trainable parameter matrix that is shared by all the objects, $\alpha_{i,j}^{t-1,v}$ denotes the connection between the $i$-th object and its $j$-th neighborhood object, and $\alpha_{i,j}^{t-1,v}$ denotes the impact of the $j$-th neighborhood object to the $i$-th object in the $v$-th view at time $t - 1$. By using the SoftMax function with ReLu nonlinear function, we normalize the impacts of the $i$-th object from its neighbors. Given the normalized spatial impacts, the spatial embedding of the impacts of each object from its surrounding objects are defined as follows:

$$ s_{i}^{t-1,v} = \text{ReLU} \left( \sum_{j \neq i} \alpha_{i,j}^{t-1,v} W^a m_{j}^{t-1,v} \right) $$  \hspace{1cm} (10)

where $s_{i}^{t-1,v}$ denotes the spatial embedding of the $i$-th objects, which captures the impacts of the $i$-th object from its neighbors.

Third, the object location at time $t$ is estimated through a LSTM decoder given its spatiotemporal embedding, which is defined as follows:

$$ h_{i}^{t,v} = m_{i}^{t,v} | s_{i}^{t,v} $$  \hspace{1cm} (11)

where $h_{i}^{t,v}$ denotes the spatiotemporal embedding of the $i$-th object, which is the concatenation of its temporal embedding.
\(\mathbf{m}_{i,v}^r\) and spatial embedding \(\mathbf{s}_{i,v}^r\). The object location is estimated as follows:

\[
x_{i,v}^r = \psi \left( \mathbf{h}_{i,v}^{r-1,v}, \Delta \mathbf{z}_{i,v}^{r-1,v}, \mathbf{W}_d \right)
\]  

(12)

where \(\psi\) denotes a one-layer LSTM decoder network with a trainable parameter matrix \(\mathbf{W}_d\). The final state \(x_{i,v}^r\) is estimated given the relative location \(\Delta z_{i,v}^{r-1,v}\) and the spatiotemporal embedding \(\mathbf{h}_{i,v}^{r-1,v}\). The uncertainty of the state estimation \(x_{i,v}^r\) is defined as follows:

\[
\mathbf{P}_{i,v}^r = \mathbf{P}_{i,v}^{r-1,v} + \mathbf{Q}_{i,v}^r
\]

(13)

where \(\mathbf{Q}_{i,v}^r\) denotes the process uncertainty caused by the model bias in the spatiotemporal graph learning network \(\Phi\). Square error loss is used to train the network \(\Phi\): \(L = \sum_{i=1}^{n} \sum_{j=1}^{m} \| x_{i,j,v}^r - y_{i,j,v}^r \|_2 \), where \(y_{i,j,v}^r\) denotes the ground truth location of the \(i\)-th object in the \(v\)-th view at time \(t\).

C. Integrating Arbitrary Multi-view Measurements

As the second novelty of this paper, we introduce a multi-view state estimation method that integrates learning-based and model-based state estimation to fuse measurements from an arbitrary number of views. Given the learned state estimations obtained in Eq. (12) and the measurements from an arbitrary number of views, our approach estimates the states of objects as follows:

\[
\hat{x}_{i,v}^r = g(x_{i,v}^r, z_{i,v}^1, z_{i,v}^2, \ldots, z_{i,v}^r)
\]

(14)

where \(g\) denotes the state update function, and \(\hat{x}_{i,v}^r\) denotes the updated state estimation obtained by integrating the learned state estimation \(x_{i,v}^r\) and the multi-view measurements \(z_{i,v}^v, v = 1, 2, \ldots, n\). Specifically, the state update function \(g\) includes two new multi-view gains, which are defined as follows:

\[
\mathbf{E}_{i,v}^r = \left( (\mathbf{P}_{i,v}^r)^{-1} + \sum_{v=1}^{n} (\mathbf{R}_{i,v}^v)^{-1} \right)^{-1} (\mathbf{P}_{i,v}^r)^{-1}
\]

(15)

\[
\mathbf{M}_{i,v}^r = \left( (\mathbf{P}_{i,v}^r)^{-1} + \sum_{v=1}^{n} (\mathbf{R}_{i,v}^v)^{-1} \right)^{-1} (\mathbf{R}_{i,v}^v)^{-1}
\]

(16)

where \(\mathbf{E}_{i,v}^r \in \mathbb{R}^{3 \times 3}\) denotes the state estimation gain for the learned state estimation \(x_{i,v}^r\), which describes the relative weight of the learned state estimation uncertainty \(\mathbf{P}_{i,v}^r\) in the total uncertainty, and \(\mathbf{M}_{i,v}^r \in \mathbb{R}^{3 \times 3}\) denotes the measurement gain for the measurement \(z_{i,v}^v\), which describes the relative weight of the measurement uncertainty \(\mathbf{R}_{i,v}^v\) in the total uncertainty. Intuitively, if the measurement uncertainty \(\mathbf{R}_{i,v}^v\) becomes greater, then the measurement gain \(\mathbf{M}_{i,v}^r\) becomes smaller, which means that we trust the learned state estimation more than the measurement. In addition, \(\mathbf{E}_{i,v}^r\) and \(\mathbf{M}_{i,v}^r\) follow the constraint \(\sum_{v=1}^{n} \mathbf{M}_{i,v}^r + \mathbf{E}_{i,v}^r = \mathbf{I}\), where \(\mathbf{I} \in \mathbb{R}^{3 \times 3}\) denotes an identical matrix. Given \(\mathbf{M}_{i,v}^r\) and \(\mathbf{E}_{i,v}^r\), the state update function \(g\) is defined as follows:

\[
\hat{x}_{i,v}^r = \mathbf{E}_{i,v}^r x_{i,v}^r + \sum_{v=1}^{n} \mathbf{M}_{i,v}^r z_{i,v}^v
\]

(17)

where the updated state estimation \(\hat{x}_{i,v}^r\) is computed through the sum of the learned state estimation \(x_{i,v}^r\) and multi-view measurements \(z_{i,v}^v, v = 1, 2, \ldots, n\), which are weighted by the multi-view gains.

The uncertainty of the updated state estimation is defined as follows:

\[
\hat{\mathbf{P}}_{i,v}^r = \left( (\mathbf{P}_{i,v}^r)^{-1} + \sum_{v=1}^{n} (\mathbf{R}_{i,v}^v)^{-1} \right)^{-1}
\]

(18)

where \(\hat{\mathbf{P}}_{i,v}^r\) denotes the uncertainty of the updated state estimation \(\hat{x}_{i,v}^r\), which is obtained by integrating both the learned state estimation uncertainty \(\mathbf{P}_{i,v}^r\) and measurement uncertainties \(\mathbf{R}_{i,v}^v, v = 1, 2, \ldots, n\).

Our method of multi-view sensor fusion for collaborative object location is presented in Algorithm 1. It is worth noting that the updated state estimation and state uncertainty can be used as a part of the historical sequence to continuously improve state estimation in future iterations. In addition, we prove that our multi-view fusion method is equivalent to linear quadratic estimation when only one view exists.

**Theorem 1.** Assuming \(\mathbf{P}\) and \(\mathbf{R}\) are invertible, when \(n = 1\), \(\mathbf{M}\) defined in Eq. (16) is equivalent to \(\mathbf{K}\) defined in Eq. (3).

**Proof.** When \(n = 1\), then Eq. (16) is equal to the following:

\[
\mathbf{M} = (\mathbf{P}^{-1} + \mathbf{R}^{-1})^{-1} \mathbf{R}^{-1}
\]

(19)

then, we can convert Eq. (19) to the following:

\[
\mathbf{M} = \mathbf{P}(\mathbf{P} + \mathbf{R})^{-1} \mathbf{R}^{-1} = \mathbf{P}(\mathbf{P} + \mathbf{R})^{-1} = \mathbf{K}
\]

(20)

Since the measurement transition matrix \(\mathbf{H} \in \mathbb{R}^{3 \times 3}\) defined in Eq. (3) is an identical matrix in our case, when \(n = 1\), the state estimation gain \(\mathbf{M}\) defined in Eq. (16) is equivalent to the Kalman gain \(\mathbf{K}\) defined in Eq. (3).

**Theorem 2.** Assuming \(\mathbf{P}\) and \(\mathbf{R}\) are invertible, when \(n = 1\), \(\mathbf{P}\) defined in Eq. (18) is equivalent to \(\mathbf{P}'\) defined in Eq. (5).

**Proof.** When \(n = 1\), Eq. (18) is equal to the following:

\[
\mathbf{P} = (\mathbf{P}^{-1} + \mathbf{R}^{-1})^{-1}
\]

(21)

**Algorithm 1:** The proposed spatiotemporal graph filter method for collaborative object localization.

**Input:** \(\mathcal{M} = \{\mathcal{M}^v\}\) (multi-view measurements from time 1 to \(t\)).

**Output:** \(\mathcal{X}^v, \mathcal{R}^v\) (state estimations in the \(v\)-th view at time \(t\)).

1: \(i = 1 : m\)
2: \(\text{Estimate the state } x_{i,v}^{r-1} \text{ by Eqs. (8)-(12)}\);  
3: \(\text{Compute the state estimation uncertainty }\mathbf{P}_{i,v}^r = \mathbf{P}_{i,v}^{r-1,v} + \mathbf{Q}_{i,v}^r\);  
4: \(\text{Compute the state estimation gain }\mathbf{E}_{i,v}^r \text{ by Eq. (15)}\);  
5: \(\text{Compute the measurement gain }\mathbf{M}_{i,v}^r \text{ by Eq. (16)}\);  
6: \(\text{Compute the updated state estimation }\hat{x}_{i,v}^r \text{ by Eq. (17)}\);  
7: \(\text{Compute the updated state uncertainty }\hat{\mathbf{P}}_{i,v}^r \text{ by Eq. (18)}\);  
8: \(\text{Update } z_{i,v}^v = x_{i,v}^r \text{ and } \mathbf{R}_{i,v}^v = \mathbf{P}_{i,v}^r\);  
9: \(\text{return }\mathcal{X}^v, \mathcal{R}^v\).
We utilize both high-fidelity robotic simulations and real-world applications to evaluate our method for collaborative localization in multi-view systems in two scenarios, including simulated connected autonomous driving (CAD) provided by Toyota as shown in Figure 2(a), and real-world multi-pedestrian localization (MPL) generated from PET 2009 [44] as shown in Figure 2(b). We aim to estimate the location of the objects in CAD and MPL. In CAD, we have four observations acquired from different connected autonomous vehicles to collaboratively localize objects. In MPL, we have seven observations acquired from different cameras (view 1 to view 8) for collaborative object localization. The ground truth locations of objects are provided in the overhead view.

then, we can convert Eq. (21) to the following:

\[
\hat{P} = R(P + R)^{-1}P = (I - K)P = P'
\]  

(22)

Thus, when \( n = 1 \), \( \hat{P} \) defined in Eq. (18) is equivalent to \( P' \) defined in Eq. (5). It is easy to prove that the updated state \( \hat{x} \) in Eq. (17) is equivalent to the updated state \( x' \) in Eq. (4).

V. EXPERIMENTS

A. Experimental Setup

We utilize both high-fidelity robotic simulations and real-world applications to evaluate our method for collaborative localization in multi-view systems in two scenarios, including simulated connected autonomous driving (CAD) provided by Toyota as shown in Figure 2(a) and real-world multi-pedestrian localization (MPL) generated from PET 2009 [44] as shown in Figure 2(b).

- CAD includes 3500 data instances. Each data instance consists of \( 3 \times 4 = 12 \) trajectories, which are generated through 3 objects observed by 4 connected vehicles. Each trajectory consists of at least 8 measured locations recorded by a RGB-D camera at 10Hz. The ground truth locations are provided by the connected vehicle simulator. We use 1500, 500 and 1500 data instances for training, validation and testing, separately.

- MPL includes 4500 data instances. Each data instance consists of \( 4 \times 7 = 28 \) trajectories, which are generated by 4 pedestrians observed by 7 cameras mounted at different positions. Each trajectory consists of at least 20 locations recorded at 7Hz. The ground truth 3D locations are obtained following the recent work [11]. We use 1500, 1000 and 2000 data instances for training, validation and testing, separately. We assume that the same group of objects are measured by all the views and the correspondences of the objects among views are identified following the method [45].

| Method          | CAD DE | Ref-DE DE | MPL DE | Ref-DE |
|-----------------|--------|-----------|--------|--------|
| AOM [31]        | 2.5449 | 0.3067    | 3.5672 | 0.1623 |
| MMT [18]        | 2.1210 | 0.2508    | 2.8254 | 0.1258 |
| STTP [27]       | 1.3109 | 0.1512    | 2.8652 | 0.1357 |
| Ours-L          | 1.1562 | 0.1421    | 2.0350 | 0.0976 |
| Ours            | 1.1387 | 0.1377    | 1.5656 | 0.0736 |

We construct each observation acquired by each view as a graph with node attributes generated by 3D locations. The edges are generated by fully connection given the 3D locations. The LSTM-based encoder \( \phi \) and decoder \( \psi \) only contains one layer with \( W^e \) having the dimension of \( 3 \times 32 \) and \( W^d \) having the dimension of \( 32 \times 3 \). The dimension of the hidden state \( m \) is set to 32. The graph attention network consists of two layers, with \( W^a \) set to \( 16 \times 16 \) in the first layer and \( 16 \times 32 \) in the second layer. Initially, the state \( x \) is set to a all zero matrix, the state estimation uncertainty \( P \) is set to a diagonal matrix with the diagonal values set to 10000, the measurement uncertainty \( R \) is set to 1000, and the process uncertainty \( Q \) is set to 2000. We use ADMM as the optimization method in all experiments.

We implement our full approach using learning-based state estimation and the multi-view gains for multi-view measurements integration. We also implement a baseline method Ours-L, which only uses the learning-based state estimation for object localization given historical spatiotemporal observations. In addition, we compare with three previous methods for collaborative localization of objects, including:

- Average of measurements for 3D reconstruction (AOM) [31], which averages the locations of the same objects in different views.
- Multi-modality fusion for multi-object tracking (MMT) [18], which uses model-based Kalman filter with a fixed velocity of objects as an assumption for state estimations.
- Spatiotemporal state estimation for pedestrian trajectory prediction (STTP) [27], which uses learning-based neural network to localize objects given a single-view spatiotemporal measurements.

Following the widely used experimental setup [27], [46], we use displacement error (DE) to evaluate our approach, which is defined as the distance between the estimated location and the ground truth location to evaluate the localization accuracy. In addition, we also use relative displacement error (REL-DE) to evaluate our approach, which is defined as the ratio of the displacement error over the ground truth location, in order to evaluate the localization accuracy relative to the measurement distance.

B. Connected Autonomous Driving Simulation

Our approach is first evaluated in the CAD scenario. The object instances used in the simulation include dynamic pedestrians and vehicles observed by an arbitrary number of connected vehicles ranging from 1 to 4. Objects have complex spatiotemporal relationship among each other, e.g., vehicles...
stop at the intersection when pedestrians walk across the street. The measurements of objects include large noisy.

The qualitative results in CAD are shown in Figure 3. It demonstrates that our approach works well on the localization of objects observed by multiple vehicles. Comparisons with MMT and STTP are also presented in Figure 3. We observe that the linear estimation MMT does not work well due to the non-linear movements of objects. The performance of the single-view method STTP has large displacement error due to the noisy measurements in a single view. Our method outperforms all these methods, which can model the complex spatiotemporal relationship among objects and integrate multi-view measurements to mitigate the state estimation uncertainty and to improve the performance in the simulations.

The quantitative results in CAD are presented in Table I. We can observe that our baseline method estimating states given multi-view fusion results outperforms the single-view method STTP. The results indicate the importance of integrating learning-based state estimation and model-based multi-view fusion for collaborative object localization. AOM performs badly due to the noisy measurements. MMT performs better than AOM given the model-based state estimation. The learning-based method STTP can significantly improve the performance due to its capability of nonlinear modeling. Our approach achieves the best performance by modeling complex relationship of objects and integrating multiple measurements.

C. Real-world Multiple Pedestrian Localization

We perform additional evaluation in the MPL scenario. In MPL, the object instances are dynamic pedestrians, which have complex spatiotemporal relationships, e.g., changing moving direction to avoid collision. In addition, the measured locations of pedestrians include large noise.

The qualitative results in MPL are demonstrated in Figure 4. The results indicate that MMT and STTP can localize objects but the performance is inaccurate and have large estimation uncertainty due to the noisy measurements. By addressing both measurement uncertainties and the complex spatiotemporal relationship of objects in state estimations, our approach obtains the best results in collaborative object localization.

The quantitative results in MPL are listed in Table I. MMT and STTP obtain an improved result compared with AOM by partially addressing the challenges, e.g., integrating multi-view measurements and modeling spatiotemporal relationships of objects. By addressing both of the challenges, our full approach obtains the best performance in the experiments of multiple pedestrians localization in the real world.

We also studied the influence of the number of collaborative views $n$ on MPL. The results from our approach that localizes objects given the different number of measurements provided by multi-view systems are shown in Figure 5. We can see that the performance of our approach gradually improves (the decrease of DE and uncertainty visualized by the thickness of the dark area) as the increase of the number of collaborative views. When $n < 4$, our approach improves rapidly as the increase of collaborative views. When $n \in [4, 6]$, our approach achieves the best performance with $\text{DE} \in [1.5121, 1.5632]$ and uncertainty $\in [0.04, 0.1]$. When $n > 6$, the performance becomes stable with small fluctuations. Thus, integrating multi-view measurements can effectively improve the performance of collaborative localization.

VI. Conclusion

Collaborative object localization is an essential capability for a multi-view system to collaboratively estimate the locations of objects. We propose a novel spatiotemporal graph filtering approach that integrates graph learning and model-based estimation in a principled fashion to perform multi-view sensor fusion for collaborative object localization. Our approach is able to model the complex relationship of objects and to fuse an arbitrary number of measurements to improve the performance. Extensive experiments are conducted to evaluate our approach in the scenarios of high-fidelity connected autonomous driving.
simulations and real-world multiple pedestrian localization. The experimental results show that our approach outperforms the previous methods and achieves the state-of-the-art performance on collaborative object localization.
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