Abstract—In this work, we analyze the performance of the uplink (UL) of a cellular network where the base station (BS) locations follow a homogeneous Poisson point process (PPP), and the locations of users and BSs are spatially coupled. In order to capture this coupling, we consider that users attached to a BS are located uniformly at random independently of each other in the Johnson-Mehl (JM) cell of that BS. For this system model, we derive analytical expressions for the UL signal to interference ratio (SIR) coverage probability and average spectral efficiency (SE) of a typical user in the network. One of the key intermediate steps in our analysis is the approximate, but accurate, characterization of the area distribution of a typical JM cell. Another key intermediate step is the accurate statistical characterization of the point process formed by the interfering users that subsequently enables the coverage probability analysis. We present coverage probability and SE results for a typical user and study the interplay between different system parameters.
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I. INTRODUCTION

In recent years, stochastic geometry has emerged as a powerful tool to analyze the performance of cellular networks. The usual approach is to model the BS and the user locations as two independent Poisson point processes (PPP) and then analyze the performance of a randomly selected point from the user point process [1]–[3]. The simplicity and tractability of this model have led to its wide-scale acceptance in the cellular research community. Although it is a good first-order model, it suffers from one key shortcoming of not being able to capture inherent coupling in the user and BS locations, which results from the deployment of BSs in more populated areas. Not surprisingly, this coupling in the locations has been accommodated in the simulation framework recommended by 3GPP (cf. [4], [5]) for a few years now. However, from stochastic geometry perspective, it was not until recently when new mathematical framework based on Poisson cluster process was introduced in [6]–[9] to model and analyze the performance of this type of network. Since the volume of the downlink (DL) traffic dominates the uplink (UL) traffic, the natural first step has always been to analyze the DL performance as has been carried out in the above-mentioned works. However, due to a gradual shift from voice-only application to data-intensive applications, the asymmetry between the UL and DL traffic volume is marginalizing faster than ever before. Therefore, it is important to analyze the UL performance of a cellular system while capturing the coupling between the BS and the user locations, which is the goal of this work.
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Motivation and related works: Since in UL the sources of interference are users, it is necessary to have a thorough understanding of the point processes formed by them. Despite the traction that cellular UL analysis using stochastic geometry has gained (cf. [10]–[12]), the understanding of the user point process is still evolving. In a few recent works ([13], [14]), authors have analyzed the statistical properties of the user process for a scenario where the BSs are PPP distributed and the users are uniformly distributed within the Voronoi cell of each BS. While these works take several important steps towards the accurate UL analysis, as mentioned earlier, their model does not capture the real-world location coupling, where the user density will be higher in certain region(s) (ideally in the proximity of a BS), which is a subset of the Voronoi cell of the BS. Building on the analysis presented in [15] for a clustered device-to-device network, the UL performance of a closed-access cellular system is presented in [16], where the coupling in the locations is taken into consideration. To be specific, authors have modelled the user point process as a Matérn cluster process (MCP), where their locations are uniformly distributed within circles centered at cluster head (BS) locations, which are PPP distributed. As a result, two clusters of users can overlap resulting in some undesirable artifacts, such as higher density of users in the overlap region, which may not be realistic in a real-world setting. This particular limitation of an MCP model can be overcome by modelling user locations using Johnson-Mehl (JM) cells instead of just circular disks. As shown in Fig. 1, this basically restricts the domain of the user locations within circular segments instead of circular disks. Although more realistic, the UL analysis using such a model is not straightforward due to the very fact that the statistical characterization of the point process formed by the interfering users is challenging. In this paper, we overcome this challenge to enable the UL analysis of such a network resulting in the following contributions.

Contributions: First, in order to capture the coupling between user and BS locations, we consider that users associated with a BS lie in a region of the Voronoi cell of the BS where each point of this region is within a predefined threshold distance from the BS. This region, as we will discuss in detail in the sequel, is the JM cell of the BS. Further, we present an approximate but accurate area distribution of a typical JM cell, which is not only helpful in characterizing the statistical properties of the user point process but also enables load (in terms of the number of users associated with a BS) based analysis for the UL. Second, inspired by the recent work [13], we present an accurate statistical characterization of the point process formed by the interfering user locations. Leveraging this new generative model, we provide tractable expression for the UL coverage probability of a typical user in the network. In
addition, using the cell area distribution, we also characterize the average spectral efficiency (SE) of a typical user. Further, using Monte Carlo simulations, we compare the UL coverage in the MCP based model used in [16] and the proposed JM cell-based model. The accuracy of all theoretical results is verified through extensive Monte Carlo simulations.

II. SYSTEM MODEL

Network model: We consider a single tier network, where the locations of the BSs belong to the set \( \Psi_b = \Phi_b \cup \{ o \} \), and the locations in \( \Phi_j \) form a realization of a homogeneous PPP of density \( \lambda_0 \). By virtue of Slyvniak’s theorem, \( \Psi_b \) is also a homogeneous PPP of density \( \lambda_0 \). The location of the \( j \)-th BS is denoted by \( \mathbf{b}_j \in \Psi_b \), where index \( j \) does not represent any ordering and \( \mathbf{b}_0 = \mathbf{o} = (0,0) \) is at the origin. In order to capture the coupling among the user and BS locations, we consider that users are uniformly distributed within the JM cell of each BS. While the JM cells can be described from the perspective of random nucleation and growth process [17], we present a more intuitive definition for the JM cell associated with a typical BS. Recall that the locations of the BSs can be used as seed points to form a Poisson-Voronoi tessellation (PVT) that completely covers \( \mathbb{R}^2 \) with convex sets known as Poisson Voronoi cells (PVC). Mathematically, the PVC of the typical BS at the origin (0-th BS) is given as

\[
\forall_{b_0}(\mathbf{o}) = \{ \mathbf{x} \in \mathbb{R}^2 : \| \mathbf{x} \| \leq \| \mathbf{x} - \mathbf{b}_0 \|, \forall \mathbf{b}_j \in \Psi_b \}.
\]

For a given threshold radius \( R_c \), JM cell of the typical BS is defined as the region of its PVC that is within a distance \( R_c \) from its location, i.e. for the typical BS at the origin (0-th BS) we define its JM cell as \( X_C(0, R_c, \Psi_b) = \{ \mathbf{x} \in \forall_{b_0}(\mathbf{o}) : \| \mathbf{x} \| \leq R_c \} = \forall_{b_0}(\mathbf{o}) \cap B_{R_c}(\mathbf{o}) \), where \( B_{R_c}(\mathbf{o}) \) denotes a circle of radius \( R_c \) centred at \( \mathbf{o} \). We denote the area of the JM cell associated with the j-th BS (or with slight abuse of notation any typical BS) as \( X_C(\lambda_0, R_c) = |X_C(\mathbf{b}_j, R_c, \Psi_b)| \). Let \( N_{Cj} \) be the number of users associated with the j-th BS. We assume that \( N_{Cj} \) depends on the j-th JM cell area and follows a zero-truncated Poisson distribution with parameters \( \lambda_u X_C(\lambda_0, R_c) \). To be more precise, conditioned on the area of the j-th JM cell \( X_C \), the probability mass function of \( N_{Cj} \) is given as

\[
P[N_{Cj} = n | x_c] = \frac{\exp(-\lambda_u x_c)(\lambda_u x_c)^n}{n! (1 - \exp(-\lambda_u x_c))}.
\]

One of the motivations behind consideration of the truncated Poisson distributions is to ensure that each BS in the network has at least one active user within its JM cell. Consequently, this truncated Poisson distribution allows to model the user point process (to be defined shortly) as a Type-I process introduced in [15]. Note that \( \lambda_u \) can be used to vary the load (the number of users per JM cell) in the network.

We restrict our analysis to a narrow band single resource block system with bandwidth \( B \). Extension of the analysis to a system with multiple resource block is straightforward and is skipped in favour of simpler exposition. Further, we assume that this resource block is shared among all the users associated to a BS in round robin manner. Note that at any given time, there is one active user in the JM cell of each BS. We present the performance analysis for a randomly selected user associated with the 0-th BS that we term as the typical user in the network. Let the point process formed by the locations of these active users be denoted as \( \Psi_u \), which is defined as

\[
\Psi_u = \{ U(X_C(\mathbf{b}_j, R_c, \Psi_b)) : \forall \mathbf{b}_j \in \Psi_b \},
\]

where \( U(B) \) denotes a uniformly distributed point in \( B \subset \mathbb{R}^2 \). From the construction, it is clear that the density of \( \Psi_u \) is \( \lambda_0 \). Except the typical user attached to the 0-th BS, rest of the users in the network are interfering users. Hence, the point processes formed by these interfering users is given as

\[
\Phi_u = \{ U(X_C(\mathbf{b}_j, R_c, \Psi_b)) : \forall \mathbf{b}_j \in \Psi_b \}.
\]

We defer the discussion on the properties of the point process \( \Phi_u \) to Section IV.

Let the location of the active user attached to the j-th BS is denoted by \( \mathbf{u}_j \). Then, the distance between a user at \( \mathbf{u}_j \) and a BS at \( \mathbf{b}_j \) is given as \( d_{ij} = \| \mathbf{u}_j - \mathbf{b}_j \| \). In order to characterize the coverage probability, the first step is the knowledge of the distribution of serving distance \( D_{00} \) between the 0-th BS and the typical user. In case of a typical PVC, the distance distribution between the BS and a randomly located point in the PVC is approximated as Rayleigh distribution with scale parameter \( (\sqrt{2\pi c_2})^{-1} \), where \( c_2 = 5/4 \) is an empirically obtained correction factor [13], [18]. Since, in our case, the user can not lie beyond the threshold radius \( R_c \), it is reasonable to approximate the distribution \( D_{00} \) to follow truncated Rayleigh distribution, which is given as

\[
F_{D_{00}}(d|R_c) = \frac{1 - \exp(-\pi c_2 \lambda_0 d^2)}{1 - \exp(-\pi c_2 \lambda_0 R_c^2)}.
\]

At this point, we redefine \( R_c \) in terms of normalized radius \( \kappa \) as \( R_c = \kappa \sqrt{\pi c_2 \lambda_0} \), \( \kappa \in [0, \infty) \). In Sec. IV \( \kappa \) will be used to define the scale invariant pair correlation function (PCF) of \( \Phi_u \). This scale invariant property provides the flexibility to obtain PCF for \( \lambda_0 = 1 \), which can later be scaled to get the density function of \( \Phi_u \) for any value of \( \lambda_0 \). An illustrative diagram of the network is presented in Fig. 1

The channel gain between a BS and the typical user depends on small scale fading gain on the resource block, as well as the distance-dependent path loss. We assume that the small scale fading gain follows exponential distribution with mean 1 and the path loss between two nodes at a distance \( d \) is \( d^{-\alpha} \), where \( \alpha \) is the path loss exponent. The consideration of shadowing is left for future work. Under the above set of assumptions and in an interference limited scenario, the signal to interference ratio (SIR) of the typical user associated with the 0-th BS is given as

\[
\text{SIR}_0 = h_{00}d_{00}^{-\alpha} (\sum_{\mathbf{u}_j \in \Phi_u} h_{0j}d_{0j}^{-\alpha})^{-1},
\]

where \( h_{0j} \) is the small scale channel gain between the typical user and the j-th BS.

Performance metrics: In this work, the system performance is evaluated using the following metrics.
distribution, which is captured by the infinite summation. Within a distance $R_c$ of a given BS density $\lambda_0$ and threshold radius $R_c$, the mean area of a typical JM cell is given as

$$m_{1, \kappa}(\lambda_0, R_c) = \mathbb{E} \left[ X \kappa(\lambda_0, R_c) \right] = \frac{1 - \exp(-\pi \lambda_0 R_c^2)}{\lambda_0}, \quad (8)$$

and the second moment of the area is given by

$$m_{2, \kappa}(\lambda_0, R_c) = \mathbb{E} \left[ X^2 \kappa(\lambda_0, R_c)^2 \right] = 2 \pi \int_{R_c}^{\infty} \int_{R_c}^{\infty} \int_{u=0}^{2\pi} \exp(-\lambda_0 V(r_1, r_2, u)) \, du \, dr_2 \, dr_1, \quad (9)$$

where $V(r_1, r_2, u)$ is the area of union of two circles. The radii of these circles are $r_1$ and $r_2$, and the angular separation between their centers with respect to an origin is $u$. Further,

$$V(r_1, r_2, u) = r_1^2 \left( \pi - v(r_1, r_2, u) + \frac{\sin(2v(r_1, r_2, u))}{2} \right) + r_2^2 \left( \pi - w(r_1, r_2, u) + \frac{\sin(2w(r_1, r_2, u))}{2} \right),$$

where

$$v(r_1, r_2, u) = \cos^{-1} \left( \frac{r_1 - r_2 \cos(u)}{\sqrt{r_1^2 + r_2^2 - 2r_1r_2 \cos(u)}} \right), \quad \text{and}$$

$$w(r_1, r_2, u) = \cos^{-1} \left( \frac{r_2 - r_1 \cos(u)}{\sqrt{r_1^2 + r_2^2 - 2r_1r_2 \cos(u)}} \right).$$

Proof: Please refer to Appendix A.

Using these expressions for the first two moments, the variance of a typical JM cell area is given as

$$\text{Var} \left[ X \kappa(\lambda_0, R_c) \right] = m_{2, \kappa}(\lambda_0, R_c) - m_{1, \kappa}(\lambda_0, R_c)^2.$$

Approximate distribution of JM cell area: Before arriving at the final distribution, some intuition on the type of distribution that provides an accurate approximation is necessary. Recall that a typical JM cell can be expressed as the intersection of a PVC and a circle (ref. (2)). A PVC has two characteristic radii denoted as $R_m$ and $R_M$. While $R_m$ corresponds to the radius of the largest circle that completely lies inside the Voronoi cell, $R_M$ is the radius of the smallest circle that encircles the Voronoi cell. Note that $R_m$ is half of the nearest neighbour distance of a PPP. Since the nearest neighbour distance for a PPP follows Rayleigh distribution, the CDF of $R_m$ is given as

$$F_{R_m}(r_m) = 1 - \exp(-4\pi \lambda_0 r_m^2). \quad (10)$$

Now, we define an event $\mathcal{E}_1 = \{ R_c < R_m \} \equiv \mathcal{B}_{R_c}(\mathcal{N} \mathcal{V}_o(\alpha))$. The probability of $\mathcal{E}_1$ is given as

$$\mathbb{P}[\mathcal{E}_1] = \mathbb{P}[R_m > R_c] = \exp(-4\pi \lambda_0 R_c^2) = 1 - \mathbb{P}[\mathcal{E}_1^C], \quad (11)$$

where $(\alpha)$ follows from that CDF of $R_m$ given in (10). Observe that the PDF of $X \kappa$ conditioned on $\mathcal{E}_1$ is

$$f_{X \kappa}(x|\mathcal{E}_1) = \delta(\pi R_c^2), \quad (12)$$

where $\delta(x)$ is the Dirac-delta function. On the other hand, conditioned on the event $\mathcal{E}_1^C$, the PDF is continuous. Hence, the PDF of $X \kappa$ is given as

$$f_{X \kappa}(x) = f_{X \kappa}(x|\mathcal{E}_1)\mathbb{P}[\mathcal{E}_1] + f_{X \kappa}(x|\mathcal{E}_1^C)(1 - \mathbb{P}[\mathcal{E}_1]). \quad (13)$$

The final part that remains to be determined in (13) is a suitable approximate distribution for $f_{X \kappa}(x|\mathcal{E}_1^C)$. In this work,
we approximate \( f_{X_C}(x|\mathcal{E}_1^C) \) by generalized truncated beta distribution which is given as

\[
    f_{X_C}(x|\mathcal{E}_1^C) \approx g(x; v, w, y, z, \alpha, \beta) = \frac{(x-y)^{\alpha-1}(z-x)^{\beta-1}}{B(v, w, y, z; \alpha, \beta)}, \quad 0 \leq x < \pi R_c^2, \tag{14}
\]

where \( \alpha \) and \( \beta \) are shape parameters; the support of the untruncated beta distribution is \([y, z]\) (since beta distribution has finite support); the support of the truncated beta distribution is \([v, w]\); and the normalization factor \( B(v, w, y, z; \alpha, \beta) \) is

\[
    B(v, w, y, z; \alpha, \beta) = \int_v^w (x-y)^{\alpha-1}(z-x)^{\beta-1}dx,
\]

where \( v = \frac{y-w}{y-z} \) and \( w = \frac{z-y}{y-z} \). The choice of beta distribution is motivated by the fact that \( X_c \) has finite support \([0, \pi R_c^2]\). Based on this, we set \( y = 0 \) and \( z = 3/2\pi R_c^2 \). To obtain the shape parameters \( \alpha \) and \( \beta \), we follow the moment matching method, for which we need the mean and variance of \( X_C \) conditioned on \( \mathcal{E}_1^C \). In the following Lemma, we present aforementioned mean and variance.

**Lemma 2.** Conditioned on \( \mathcal{E}_1^C \), the mean and variance of the area \( X_C \) is given as

\[
    \mathbb{E}[X_C|\mathcal{E}_1^C] = (1 - \mathbb{P}[E_1]) + \mathbb{E}[X_C|\mathcal{E}_1^C]\mathbb{P}[E_1],
\]

\[
    \text{Var}[X_C|\mathcal{E}_1^C] = \mathbb{E}[X_C|\mathcal{E}_1^C]^2 \mathbb{P}[E_1] - \mathbb{E}[X_C|\mathcal{E}_1^C] \mathbb{P}[E_1] - \mathbb{E}[X_C|\mathcal{E}_1^C]^2 \mathbb{P}[E_1] + \mathbb{E}[X_C|\mathcal{E}_1^C]^2 \mathbb{P}[E_1].
\]

**Proof:** The proof of this Lemma follows from law of total expectation and law of total variance that are given as

\[
    \mathbb{E}[X_C|E_1] = \mathbb{E}[X_C|E_1] \mathbb{P}[E_1] + \mathbb{E}[X_C|E_1^C] \mathbb{P}[E_1],
\]

\[
    \text{Var}[X_C|E_1] = \mathbb{E}[X_C|E_1]^2 \mathbb{P}[E_1] - \mathbb{E}[X_C|E_1] \mathbb{P}[E_1] - \mathbb{E}[X_C|E_1^C] \mathbb{P}[E_1] + \mathbb{E}[X_C|E_1]^2 \mathbb{P}[E_1] - \mathbb{E}[X_C|E_1] \mathbb{P}[E_1] - \mathbb{E}[X_C|E_1^C] \mathbb{P}[E_1] + \mathbb{E}[X_C|E_1]^2 \mathbb{P}[E_1].
\]

Rearranging the terms, and replacing \( \text{Var}[X_C|E_1] = 0 \), we obtain the expressions presented in the Lemma.\qed

The parameters \( \alpha, \beta \) for the PDF presented in \((13)\) can be obtained by solving the following system of equations

\[
    \frac{B(v, w, y, z; \alpha + 1, \beta)}{B(v, w, y, z; \alpha, \beta)} = \mathbb{E}[X_C|\mathcal{E}_1^C],
\]

\[
    \frac{B(v, w, y, z; \alpha + 2, \beta)}{B(v, w, y, z; \alpha, \beta)} = \mathbb{E}[X_C|\mathcal{E}_1^C]^2 = \text{Var}[X_C|\mathcal{E}_1^C]. \tag{16}
\]

Now, the approximate PDF for JM cell area is given as

\[
    f_{X_C}(x) = \delta(\pi R_c^2) e^{-4\lambda_0 R_c^2} + f_{X_C}(x|\mathcal{E}_1^C)(1 - e^{-4\lambda_0 R_c^2}), \tag{17}
\]

where \( f_{X_C}(x|\mathcal{E}_1^C) \) is given in \((14)\).

The approximate theoretical results are validated through Monte Carlo simulations. In Table I Kolmogorov-Smirnoff distance (KSD) and Kullback-Leibler divergence (KLD) are presented between the approximate and true (obtained through simulations) CDFs (PDFs) for different values of \( R_c \). As observed from the table, the values of KSD and KLD are small for different \( R_c \), which verifies the accuracy of the approximate distribution. In Fig. 2 we present the CDFs of the area for visual verification purpose.

**Table I**

| \( R_c (\text{m}^2) \) | KSD | KLD |
|------------------|-----|-----|
| 100              | 0.0230 | 0.0095 |
| 200              | 0.0238 | 0.0095 |
| 250              | 0.0125 | 0.0095 |
| 300              | 0.0125 | 0.0095 |
| 500              | 0.0095 | 0.0095 |

**IV. SIR COVERAGE AND SE ANALYSIS**

In Section II we introduced the point process formed by the interfering user locations \( \Phi_u \), without providing any details regarding its statistical properties. For coverage analysis the knowledge of the distribution of locations of users is essential. The objective of this section is to characterize the statistical properties of \( \Phi_u \) that is subsequently used to get the coverage probability expression.

**A. Density function of the interfering user point process**

Conditioned on the typical BS at the origin, \( \Phi_u \) is isotropic. In addition, since \( \Phi_u \) is defined by excluding the typical user from \( \Phi_u \), it is non-homogeneous. Now, our objective is to statistically characterize \( \Phi_u \) conditioned on the 0-th BS location. To achieve this objective we follow the similar approach as presented in \((13)\). First, we determine the PCF, \( g(r) \), of the interfering users with respect to (w.r.t.) the 0-th BS. Next, using the PCF, we approximate the point process as a non-homogeneous PPP.

Note that in our case, the PCF \( g_A(r, \kappa) \) is also a function of \( \kappa \). By definition, \( g_A(r, \kappa) \) presents the likelihood of finding a point of \( \Phi_u \) at a distance \( r \) from the 0-th BS in a network with \( \lambda_0 = \lambda \) and threshold radius \( R_c = \kappa/\sqrt{\pi c^2 \lambda} \). Further, the PCF is scale-invariant, i.e., \( g_A(r, \kappa) = g_1(r\sqrt{\lambda}, \kappa) \). Using the scale...
invariance property, in the following Lemma, we present the PCF of $\Phi_v$ w.r.t. the origin for $\lambda_0 = 1$.

**Lemma 3.** The PCF of interfering user locations w.r.t. the 0-th BS is given as

$$g_1(r, \kappa) \approx 1 - \exp \left( -2\pi r^2 \mathbb{E} \left[ X_C(1, \kappa / \sqrt{\pi c})^{-1} \right] \right).$$

**(Proof):** Please refer to Appendix E.

Using the above PCF, we approximate $\Phi_v$ as a non-homogeneous PPP, such that for all $f : \mathbb{R}^2 \mapsto \mathbb{R}^+$

$$E \left[ \sum_{x \in \Phi_v} f(x) \right] = E \left[ \sum_{x \in \Phi_v^{\text{PPP}}} f(x) \right] \Rightarrow \lambda_0 \int_{\mathbb{R}^2} f(x) g_1(||x||, \kappa, \alpha) dx = \int_{\mathbb{R}^2} f(x) \lambda_0^{\text{PPP}}(||x||, \kappa, \alpha) dx,$$

where the second step follows from the application of Campbell’s theorem and replacing the intensity measure by the reduced second factorial moment measure [21, Chapter 8]. Hence, the density of $\Phi_v$, if approximated as a non-homogeneous PPP, is given as

$$\lambda_v^{\text{PPP}}(r, \kappa) = \lambda_0 \left( 1 - e^{-2\pi \lambda_0 r^2 \mathbb{E} \left[ X_C(1, \kappa / \sqrt{\pi c})^{-1} \right]} \right).$$

**(B. Coverage probability of a typical user)**

To obtain the coverage probability, we first present the LT of aggregate interference in the following Lemma.

**Lemma 4.** The LT of aggregate interference at the 0-th BS is given as

$$L_{I_{agg}}(s) = \exp \left( -2\pi \int_{r=0}^{\infty} \lambda_v^{\text{PPP}}(r, \kappa) r dr \right).$$

**(Proof):** As per the definition, the LT of aggregate interference is given as $L_{I_{agg}}(s) =$

$$E_{\Phi_v} \left[ \exp(-s I_{agg}) \right] = \mathbb{E} \left[ \prod_{u_j \in \Phi_v} \mathbb{E}_{h_{0j}} \left[ \exp(-s h_{0j} d_{0j}^{-\alpha}) \right] \right]$$

$$= \mathbb{E} \left[ \prod_{u_j \in \Phi_v} \frac{1}{1 + s d_{0j}^{-\alpha}} \right] = \exp \left( -2\pi \int_{r=0}^{\infty} \lambda_v^{\text{PPP}}(r, \kappa) r dr \right),$$

where the last step follows from the application of PGFL of PPP.

Now using the LT of interference, in the following proposition, we present the coverage probability of a randomly selected user associated with the typical BS.

**Proposition 1.** For a target SIR threshold $T$, the UL coverage probability of a typical user is given as

$$P_c(T, \kappa, \lambda_0) = \int_{r=0}^{R_c} L_{I_{agg}}(r^\alpha T) f_{D_{00}}(r|R_c) dr.$$

**(Proof):** The coverage probability for the typical user is defined as

$$P[SIR_0 > T] = P[h_{00} > d_{00}^\alpha T I_{agg}] = \mathbb{E}_{D_{00}} \left[ e^{-d_{00}^\alpha T I_{agg}} \right],$$

where [20] follows from deconditioning w.r.t. $D_{00}$.

Using [20] and the area distribution of a typical JM cell, in the following proposition, we present the average achievable SE of a typical user.

**Proposition 2.** The average SE of a typical user is given as

$$\mathbb{E}(\kappa, \lambda_0, \lambda_u) = BE \left[ N_{C0}^{-1} \right] \int_{t=0}^{\infty} p_c(2^t - 1, \kappa, \lambda_0) dt,$$

where $BE \left[ N_{C0}^{-1} \right] = \pi R^2 \int_{x_c=0}^{\infty} \sum_{n=1}^{\infty} \frac{D_{C0}(n|x_c)}{n} f_{X_c}(x_c) dx_c.$

**(Proof):** Assuming independence between $N_{C0}$ and SIR0, [7] can be approximately expressed as

$$\mathbb{E}(\kappa, \lambda_0) = BE \left[ N_{C0}^{-1} \right] \mathbb{E} \left[ \log_2(1 + \text{SIR}_0) \right].$$

The expression in [21] follows from the fact that for a positive random variable $X$, $\mathbb{E}[X] = \int_{t=0}^{\infty} P[X > t] dt$.

**V. RESULTS**

In this section, we verify the accuracy of the approximate theoretical expressions using Monte Carlo simulations. We consider the BS density $\lambda_0 = 4 \times 10^{-6}$ BS/m$^2$, and path loss exponent $\alpha = 3.7$. The system bandwidth $B$ is taken to be 1 Hz to focus on user SE.

The SIR coverage probability of a typical user in UL is presented in Fig. 3 for different values of $\kappa$ (equivalently $R_c$). As observed from the figure, with increasing $\kappa$ reduction in average serving distance results in coverage probability degradation. Further, in order to highlight the usefulness of the proposed model, through Monte Carlo simulations, we present the coverage probability (dashed black lines) of a typical user using MCP based model [19]. As observed from the figure, with respect to the proposed model, the MCP-based model underestimates the coverage probability.

The average SE of the typical user is presented in Fig. 4. As observed from the figure, the average SE decreases with increasing $\kappa$. This is justified by the fact that with increasing $\kappa$ the coverage probability reduces. Further, due to increasing number of users, the typical user is assigned the resource block less frequently. From this figure, we also gain insights regarding the achievable average user SE for given $\lambda_u, \kappa$. For example, a network with $\lambda_u = 2000\lambda_0$ users/m$^2$ and $\kappa \geq 0.2$, cannot support an average user SE of 2 bits/s/Hz. In both the figures, the theoretical results closely match with the simulation results, which verifies the accuracy of the theoretical expressions.

**VI. CONCLUSION**

In this work, we proposed a new model to analyze the UL performance of a cellular network considering coupling between BS and user locations. This coupling is captured by modeling the users to be uniformly distributed in the JM cells of each BS. The first important result of this work is the approximate area distribution of a typical JM cell that can be used to model the load distribution (in terms of the number of users) in a typical BS. The second important outcome of this work is the statistical characterization of the point process formed by the interfering user locations that is later used to derive the UL coverage probability for a typical user. The accuracy of the approximate theoretical expressions is verified through Monte Carlo simulations using two key metrics:
Fig. 3. The SINR coverage probability of a typical user. Markers and solid lines represent the simulation and theoretical results, respectively, based on the proposed model. The dashed line represents the coverage probability of a typical user based on MCP model. $\lambda_0 = 4 \times 10^{-6}$ BS/m$^2$, $\lambda_u = 200\lambda_0$ users/m$^2$.

Fig. 4. The average spectral efficiency of a typical user. Markers represent simulation results. $\kappa = R_c/\sqrt{\pi c}^2\lambda_0^2$, $\lambda_0 = 4 \times 10^{-6}$ BS/m$^2$.

coverage probability and average user spectral efficiency. The proposed model and corresponding analyses in this work can be extended in many directions to obtain important system design guidelines, some of which will be accommodated in the future version of this work.

APPENDIX

A. Proof of Lemma 7

Note that a typical JM cell can be represented as the region of intersection between a PVC and a circle. Hence, the mean area of a typical JM cell can be expressed as

$$\mathbb{E} \left[ |X_C(o, R_c, \Psi_b)| \right] =$$

where (a) follows from that fact that a point located at a distance $|x|$ from the origin belongs to $\mathcal{V}_{\Phi_b}(o)$ if there are no other BSs in $\mathcal{B}_{|x|}(x)$. Solving the final integral gives us the expression for the mean in (8). Similarly, the second moment of the area of a JM cell can be expressed as

$$\mathbb{E} \left[ |X_C(o, R_c, \Psi_b)|^2 \right] =$$

where (b) follows from the fact that if points $x$ and $y$ belong to $\mathcal{V}_{\Phi_b}(o)$, then there are no other BSs in the region $\mathcal{B}_{|x|}(x) \cup \mathcal{B}_{|y|}(y)$, and the last step follows from changing the integration limits from Cartesian to polar coordinates.

B. Proof of Lemma 8

One approach to deriving $g_1(r, \kappa)$ is to first determine the Ripley’s K-function $K_1(r, \kappa)$ and then exploit the following relationship: $g_1(r, \kappa) = \frac{dK_1(r, \kappa)}{dr}$. Observe that the points in $\Phi_u$ are likely to exhibit repulsion w.r.t. $o$ as these users (points) being interfering users do not belong to $X_C(o, R_c, \Psi_b)$. Since $g_1(r, \kappa) \to 1$ for $r \to 0$, our main interest lies in characterizing $g_1(r, \kappa)$ for small $r$, which we do next.

Recall that for a point process $\Phi$ of density $\lambda$, the Ripley’s K-function is defined as $K_\lambda(r) = \mathbb{E} \left[ N_{\Phi}(B_r(o)) \right] / \lambda$. In this case, the K-function is given as

$$K_1(r, \kappa) = \mathbb{E} \left[ N_{\Phi_u} \left( \cup_{x \in \Phi_u} B_r(x) \cap X_C(x, \kappa/\sqrt{\pi c^2}, \Psi_b) \right) \right].$$

As $r \to 0$, we can write

$$K_1(r, \kappa) \sim \mathbb{E} \left[ N_{\Phi_u} \left( B_r(o) \cap X_C(y, \kappa/\sqrt{\pi c^2}, \Psi_b) \right) \right],$$

where $y$ is the nearest BS to the typical BS at $o$. Without loss of generality, we assume that $y = (|y|, 0)$. As our per construction of $\Phi_u$, we are concerned with only one uniformly distributed point in $X_C(y, \kappa/\sqrt{\pi c^2}, \Psi_b)$ lying in the region $B_r(o) \cap X_C(x, \kappa/\sqrt{\pi c^2}, \Psi_b)$. Hence, we write (22) as

$$K_1(r, \kappa) \sim \mathbb{E} \left[ |X_C(o, R_c, \Psi_b)| \right].$$

where $S_C(r_m, r, \kappa)$ denotes the area of the region $B_r(o) \cap R_{c}(y) \cap \left( (R - r_m)^2 \times \mathbb{R} \right)$, and the last approximation follows from independence assumption between $S_C(r_m, r, \kappa)$ and $X_C(1, \kappa/\sqrt{\pi c^2})$. Now, using the result presented in Appendix C we write

$$\mathbb{E} \left[ |X_C(o, R_c, \Psi_b)|^2 \right] = \mathbb{E} \left[ X_C(1, \kappa/\sqrt{\pi c^2}) \right] \approx \mathbb{E}_{R_m} \left[ S_C(r_m, r, \kappa) \right] = \frac{2\pi R_m^2}{\pi^2 R_c^2} - \frac{\pi^2 R_c^2}{\pi^2 R_m^2}, \quad R_c > r, r \to 0$$

where $R_c = \kappa/\sqrt{\pi c^2}$. The first inverse moment of $X_C(1, \kappa/\sqrt{\pi c^2})$ can be evaluated numerically using the
approximated distribution presented in Section III. Now, the K-function is given as \( K_1(r, \kappa) \approx \)
\[
\left\{ \begin{array}{ll}
\frac{\pi^2 r^4 / 2E[X_C(1, \kappa, \sqrt{\pi c_2})^{-1}]}{1} & r_c > r, r \to 0 \\
\frac{(\pi^2 r^4 c_2 - \pi^2 R_c^2 r^4 / 2E[X_C(1, \kappa, \sqrt{\pi c_2})^{-1}]}{1} & r_c \leq r, r \to 0,
\end{array} \right.
\]
and the PCF is given as \( g_1(r, \kappa) = \)
\[
\frac{dK_1(r, \kappa) / dr}{2\pi r} \approx \left\{ \begin{array}{ll}
\frac{\pi^2 r^2 / E[X_C(1, \kappa, \sqrt{\pi c_2})^{-1}]}{1} & r_c > r, r \to 0 \\
\frac{\pi R_c^2 r^2 / E[X_C(1, \kappa, \sqrt{\pi c_2})^{-1}]}{1} & r_c \leq r, r \to 0.
\end{array} \right.
\]
Note that when \( R_c \to 0, E[X_C(1, \kappa, \sqrt{\pi c_2})^{-1}] \sim \frac{1}{\kappa r}. \) Hence, as expected, \( g_1(r, \kappa) \sim 1 \) as \( R_c \to 0. \) Using the asymptotic result that \( 1 - \exp(-u) \sim u \) as \( u \to 0, \) we write
\[
g_1(r, \kappa) \approx \begin{cases} 
1 - e^{-\pi r^2 / E[X_C(1, \kappa, \sqrt{\pi c_2})^{-1}]} & r < R_c, r \to 0 \\
1 & r \geq R_c, r \to 0.
\end{cases}
\]
As per the simulation based observation mentioned in [13], due to the condition \( r \to 0, \) the Voronoi cell \( \mathcal{V}_{\Psi}(y) \) is skewed whose area is likely to be half of area of a typical Voronoi cell. Similar argument can be made for the JM cell shape and area. Hence, a factor of 2 needs to be introduced for the first condition. Using this fact, for any value of \( r, \) a reasonably good approximation for the PCF is \( g_1(r, \kappa) \approx 1 - \exp(-2\pi r^2 / E[X_C(1, \kappa, \sqrt{\pi c_2})^{-1}]). \) This completes the proof of the Lemma.

C. Proof of (23)

Depending on the value of \( R_c \) and \( r \) we have following two cases of interest:

Case 1: \( r < R_c: \) The result for this case is obtained from [13, Lemma 2], and is given as
\[
\mathbb{E}[S(r_m, r, \kappa)] \sim \frac{\pi^2 r^4}{2}, \quad r \to 0.
\]

Case 2: \( r \geq R_c: \) In this case, the area of the region \( B_r(\alpha) \cap \mathcal{X}_C(y, \sqrt{\pi c_2}, \Psi_\lambda) \) is given as
\[
S_C(r_m, r, \kappa) = \begin{cases} 
2 \left( u - \sin 2u \right) / 2 + R_c^2 \left( v - \sin 2v \right) / 2 & r_c \geq r_m \\
-\left( w R_c^2 - r_m \sqrt{2R_c^2 - r_m^2} \right) / 2 + 2 \sin 2u / 2 & r_c < r_m \end{cases}
\]
where \( R_c = \kappa / \sqrt{\pi c_2}, \) \( u = \cos^{-1} \left( \frac{r_c^2 + 4R_c^2 - r_m^2}{4R_c^2} \right), \) \( v = \cos^{-1} \left( \frac{r_c^2 - 2R_c^2 - 4R_c^2 - r_m^2}{4r_m^2} \right), \) \( w = \cos^{-1} \left( \frac{r_m^2}{r_c^2} \right). \) Averaging over the random variable \( R_m, \) we get \( \mathbb{E}[S(r_m, r, \kappa)] = \)
\[
\pi R_c^2 \int_0^{(r + R_c)/2} f_{R_m}(r_m)dr_m + \int_{(r - R_c)/2}^{(r + R_c)/2} S_C(r_m, r, \kappa)f_{R_m}(r_m)dr_m,
\]
where we have used the fact that for \( r > 2r_m + R_c, S_C(r_m, r, \kappa) = R_c^2. \) Further, note that for \( 2r_m + r + R_c, S_C(r_m, r, \kappa) = 0. \) Hence, the upper limit in the second integration is introduced to consider the values of \( R_m \) for which \( S_C(r_m, r, \kappa) \neq 0. \) In addition, we use the asymptotic approximation
\[
f_{R_m}(r_m) = \mathcal{N} \exp(-4\pi r_m^2) / (8\pi r_m) \sim 8\pi r_m (1 - 4\pi r_m^2), \quad r_m \to 0.
\]
After performing the integration, we obtain \( \mathbb{E}[S(r_m, r, \kappa)] \sim \)
\[
\pi^2 R_c^2 r^4 / 2 - \pi^2 R_c^4 / 2 + \pi^2 R_c^2 r^4 / 2 - \pi^3 R_c^2 r^4 / 2 - \pi^2 R_c^6 / 2 - \pi^3 R_c^6 / 2,
\]
so that \( \mathbb{E}[S(r_m, r, \kappa)] \sim \pi^2 R_c^2 r^4 / 2, \quad r \to 0. \)

This completes the proof of (23).