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Abstract
We study various types of uniform Calderón–Zygmund estimates for weak solutions to elliptic equations in periodic homogenization. A global regularity is obtained with respect to the nonhomogeneous term from weighted Lebesgue spaces, Orlicz spaces, and weighted Orlicz spaces, which are generalized Lebesgue spaces, provided that the coefficients have small BMO seminorms and the domains are \( \delta \)-Reifenberg domains.
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1 Introduction
In this study, our problem is homogenization of elliptic equations of the form

\[
\begin{align*}
D_i(A_{ij}^\varepsilon(x)D_ju_\varepsilon(x)) &= D_i f_i(x) & \text{in } \Omega, \\
u_\varepsilon(x) &= 0 & \text{on } \partial \Omega
\end{align*}
\] (1.1)

for \( 1 \leq i, j \leq n \) with \( n \geq 2 \), and \( 0 < \varepsilon \leq 1 \). The given nonhomogeneous term is a vector-valued function \( f = \{f_i\} \) and the unknown is \( u_\varepsilon \). \( \Omega \) is a bounded open set in \( \mathbb{R}^n \) and the matrix of the coefficients is \( A = \{A_{ij}\} \). To consider homogenization, we define \( A_{ij}^\varepsilon \) for each \( 0 < \varepsilon \leq 1 \) by

\[
A_{ij}^\varepsilon(x) = A_{ij}^1(x) \quad \text{and} \quad A_{ij}^\varepsilon(x) = A_{ij}\left(\frac{x}{\varepsilon}\right) \quad (x \in \mathbb{R}^n).
\]

As usual, we assume that the coefficients are uniformly elliptic and uniformly bounded, that is, there exist positive constants \( \lambda \) and \( \Lambda \) such that

\[
\lambda |\xi|^2 \leq A_{ij}(x)\xi_i\xi_j \quad \text{and} \quad \|A\|_{L^\infty} \leq \Lambda
\] (1.2)
for every $\xi \in \mathbb{R}^n$ and almost every $x \in \mathbb{R}^n$. Additionally, we consider periodic homogenization with the periodicity condition on $A$:

$$A(x + z) = A(x) \quad (x \in \mathbb{R}^n, z \in \mathbb{Z}^n).$$

Under these settings, our goal is to show uniform Calderón–Zygmund estimates for the weak solutions $u_\epsilon$ with respect to the given nonhomogeneous term $f$ from various spaces, weighted Lebesgue spaces, Orlicz spaces, and weighted Orlicz spaces. Here, uniform estimates mean that the estimates derived from our argument are independent of $\epsilon, 0 < \epsilon \leq 1$.

In addition, we study (1.1) with rapidly oscillating coefficients with discontinuity in nonsmooth domains. In fact, even though our method in this research is applicable to elliptic systems, see [4], and conormal derivative problems, which are a generalization of Neumann problems in nonsmooth domains, see [6], we here consider elliptic equations for simplicity in order to focus on various types of Calderón–Zygmund estimates.

Before starting our argument, we introduce some notations and definitions that are used throughout this paper.

**Notations 1.1**

1. The open ball in $\mathbb{R}^n$ with center $y$ and radius $\rho > 0$ is denoted by

$$B_\rho(y) = \{x \in \mathbb{R}^n : |x - y| < \rho\}.$$

If the center is the origin, we denote $B_\rho(0)$ by $B_\rho$.

2. The integral average of $g \in L^1(U)$ over the bounded domain $U$ in $\mathbb{R}^n$ is denoted by

$$(g)_U = \frac{1}{|U|} \int_U g(x) \, dx.$$

3. $B^*_n = B_\rho \cap \{x_n > 0\}, B^*_n(y) = B^*_\rho + y, T_\rho = B_\rho \cap \{x_n = 0\}, T_\rho(y) = T_\rho + y.$$

4. $\Omega_\rho(y) = B_\rho(y) \cap \Omega, \Omega_\rho = \Omega_\rho(0), \partial_n \Omega_\rho(y) = B_\rho(y) \cap \partial \Omega, \partial_n \Omega_\rho = \partial_n \Omega_\rho(0)$.

5. For a set $E \subset \mathbb{R}^n, |E|$ denotes the Lebesgue measure of $E$.

6. $W^{1,p}(U) = \{g(x) : D^p g \in L^p(U)\}$ for each multi-index $\nu$ with $|\nu| \leq 1$ is the Sobolev spaces equipped with the norm $\|g\|_{W^{1,p}(U)} = \|g\|_{L^p(U)} + \|Dg\|_{L^p(U)}$. When $p = 2$, we denote $H^1(U) = W^{1,2}(U)$. The closure of the space $C_0^\infty(U)$ with respect to the norm in $W^{1,p}(U)$ is denoted by $W_0^{1,p}(U)$.

The following is the definition of weak solutions to (1.1).

**Definition 1.2** Let $f \in L^2(\Omega)$. Then $u_\epsilon \in H^1_0(\Omega)$ is called a weak solution to (1.1) if

$$\int_{\Omega} A^\epsilon_{ij} D_i u_\epsilon D_j \phi \, dx = \int_{\Omega} f \phi \, dx$$

holds for all $\phi \in H^1_0(\Omega)$.

The next definitions cover the regularity requirements on the coefficient $A$, which allows discontinuity, and on the boundary of the domain $\Omega$, which is a natural extension of Lipschitz domains with small Lipschitz constants, see [33].
Definition 1.3 We say that $A$ is $(\delta, R)$-vanishing if
\[
\sup_{0 < \rho \leq R} \sup_{y \in \mathbb{R}^n} \int_{B_\rho(y)} \left| A(x) - (A)_{B_\rho(y)} \right|^2 \, dx \leq \delta^2. \tag{1.3}
\]

Definition 1.4 We say that $\Omega$ is $(\delta, R)$-Reifenberg flat if, for every $x \in \partial \Omega$ and every $\rho \in (0, R]$, there exists a coordinate system $\{y_1, \ldots, y_n\}$ depending on $\rho$ and $x$ so that $x = 0$ in this coordinate system and
\[
B_\rho \cap \{y_n > \delta \rho\} \subset B_\rho \cap \Omega \subset B_\rho \cap \{y_n > -\delta \rho\}. \tag{1.4}
\]

Remark 1.5 First of all, the number $R$ in the above two definitions can be 1 or any other constant greater than 1 to be determined by our purpose, since our problems (1.1), (1.3), and (1.4) have a scaling invariance property. Also, the small constant $\delta$ to be determined later is scaling invariant. For (1.4), Reifenberg flatness is meaningful when $0 < \delta < \frac{1}{2^{n+1}}$ for $n \geq 2$, see [33]. Even though this condition does not mean any smoothness condition on the boundary, this implies the following measure density condition:
\[
\frac{|B_\rho(y)|}{|B_\rho(y) \cap \Omega|} \leq \left( \frac{2}{1 - \delta} \right)^n \leq \left( \frac{16}{7} \right)^n
\tag{1.5}
\]
for every $y \in \partial \Omega$ and $\rho \in (0, R]$.

To understand our result in this work intuitively, we introduce a two-scale expansion method in homogenization, see [2]. For this, we split the variable $x$ into a macroscopic variable $x$ and a microscopic variable $y = \frac{x}{\epsilon}$. Then, according to the two-scale expansion $u_\epsilon(x) = u_\epsilon(x, \frac{x}{\epsilon}) = u_\epsilon(x, y)$, we see that
\[
u_\epsilon(x, y) = u_0(x, y) + \epsilon u_1(x, y) + \epsilon^2 u_2(x, y) + \cdots
\]
\[= u_0(x) + \epsilon \chi_i(y) D_i u_0(x) + O(\epsilon^2).
\]
Here, $u_0$ is independent of $y$ and $\chi = (\chi_i(y))$ is called a corrector of (1.1) which is periodic. In fact, since only with (1.2) the corrector $\chi$ has nice estimates such as
\[
\|\chi\|_{L^\infty([-1,1]^n)} \leq c \quad \text{or} \quad \|\chi\|_{H^1([-1,1]^n)} \leq c,
\]
we can think that
\[
u_\epsilon(x) \approx u_0(x).
\]
In addition, $u_0$ is a solution to
\[
\begin{cases}
D_i(A^0_i D_j u_0(x)) = D_i f_i(x) & \text{in } \Omega, \\
u_0(x) = 0 & \text{on } \partial \Omega,
\end{cases}
\]
whose coefficient $A^0 = \{A^0_i\}$ is a constant matrix, and hence we may expect that integrability of $Du_\epsilon$ could be improved to the integrability of $f$ independent of $\epsilon$. However, this
is in a heuristic way but not mathematical, so we need mathematical justification. In fact, \( u_0 \) is only the weak limit of the weak solutions \( u_\epsilon \) in \( H_0^1(\Omega) \) as \( \epsilon \to 0 \).

In the previous research [4], we proved that under suitable assumptions related to (1.3) and (1.4)

\[
f \in L^p(\Omega) \implies Du_\epsilon \in L^p(\Omega) \quad \text{with the estimate } \|Du_\epsilon\|_{L^p(\Omega)} \leq c\|f\|_{L^p(\Omega)}
\]

for \( 2 < p < \infty \), where the constant \( c \) is independent of \( \epsilon \). In a bounded domain \( f \in L^p(\Omega) \) for \( 2 < p < \infty \) implies \( f \in L^2(\Omega) \), so the Lax–Milgram lemma shows existence and uniqueness of the solutions \( u_\epsilon \in H_0^1(\Omega) \) with the estimate

\[
\|Du_\epsilon\|_{L^2(\Omega)} \leq c\|f\|_{L^2(\Omega)}
\]

for some constant \( c \) independent of \( \epsilon \). Then, by using perturbation method, we can improve integrability of \( Du_\epsilon \) from \( L^2(\Omega) \) to \( L^p(\Omega) \). In this sense, our goal is to prove that if \( f \in X(\Omega) \subset L^2(\Omega) \), then

\[
f \in X(\Omega) \implies Du_\epsilon \in X(\Omega) \quad \text{with the estimate } \|Du_\epsilon\|_{X(\Omega)} \leq c\|f\|_{X(\Omega)}
\]

for some constant \( c \) independent of \( \epsilon \). In particular, \( X(\Omega) \) will be weighted Lebesgue spaces, Orlicz spaces, or weighted Orlicz spaces defined on \( \Omega \) which are generalizations of the Lebesgue space \( L^p(\Omega) \).

For a single equation, which means \( \epsilon = 1 \), the Calderón–Zygmund theory for the data from generalized Lebesgue spaces is widely and extensively studied even for nonlinear equations, higher-order equations, etc. We refer to [3,7–12,15,16,19,20,25,27,30,32,34,35] and the references therein for related results. Based on these results, in this article we want to extend uniform \( L^p \) regularity results studied in [1,4,14,31] to generalized spaces. The main difference which arises in the proof is that to obtain uniform estimates in the perturbation method we cannot compare our equation (1.1) to the equation whose coefficient is given by a constant matrix, such as the average value of \( A \), as the proofs in the single equation cases. For this reason, different from the single equation case, in the perturbation argument we have to compare (1.1) with (3.6) whose weak solution does not have uniform \( W^{1,\infty} \) regularity. Instead, we can derive our desired regularity results from uniform \( W^{1,q} \) \((2 < q < \infty)\) estimates for weak solutions to (3.6), see Lemma 3.3. In addition, through this procedure we apply their own properties of generalized Lebesgue spaces more delicate than single equation cases.

This paper is organized as follows. In Sect. 2, we introduce some useful results in weighted Lebesgue spaces, and in Sect. 3 we prove uniform Calderón–Zygmund estimates in weighted Lebesgue spaces. In the way to prove, we introduce an explicit and quantitative study in the approximation procedure. Orlicz spaces are considered in Sect. 4. Finally, in Sect. 5, we obtain the estimate in weighted Orlicz spaces.

### 2 Auxiliary results in weighted Lebesgue spaces

To begin with, we introduce the Hardy–Littlewood maximal function which is used in our approach. The Hardy–Littlewood maximal function is given by

\[
(\mathcal{M}g)(x) = \sup_{\rho > 0} \frac{1}{|B_\rho(x)|} \int_{B_\rho(x)} |g(y)| \, dy
\]
for any locally integrable function \( g \) on \( \mathbb{R}^n \). If \( g \) is defined only on a bounded subset of \( \mathbb{R}^n \), then we define

\[
\mathcal{M} g = \mathcal{M} \overline{g},
\]

where \( \overline{g} \) is the zero extension of \( g \) from the bounded set to \( \mathbb{R}^n \), and we define the restricted maximal function

\[
\mathcal{M}_U g = \mathcal{M} (g \mathbb{1}_U),
\]

where \( \mathbb{1}_U \) is the characteristic function of \( U \subset \mathbb{R}^n \). The main properties of this maximal function used in our argument are weak 1-1 estimate and strong \( p-p \) estimate.

Now we introduce weighted Lebesgue spaces with respect to the measure \( w dx \). Especially, we consider the weight \( w \) is in the Muckenhoupt class \( A_s \) with \( 1 < s < \infty \), see [26].

**Definition 2.1** We say that \( w \) is a weight in \( A_s \) (or an \( A_s \) weight) for \( 1 < s < \infty \) if \( w \) is a nonnegative and locally integrable function in \( \mathbb{R}^n \) satisfying

\[
[w]_s = \sup_{y \in \mathbb{R}^n} \sup_{\rho > 0} \left( \frac{1}{\rho^n} \int_{B_{\rho}(y)} w(x) \, dx \right) \left( \frac{1}{\rho^n} \int_{B_{\rho}(y)} w(x) \, dx \right)^{s-1} < \infty. \tag{2.1}
\]

A typical example of \( w \in A_s \) is

\[
w(x) = |x|^q - n < q < n(s - 1).
\]

For this weight \( w \), the weighted Lebesgue measure with respect to \( w \) is defined by

\[
w(E) = \int_E w(x) \, dx
\]

for measurable sets \( E \in \mathbb{R}^n \) and the weighted Lebesgue space \( L^s_w(U) \) is defined by the set of all measurable functions \( g \) on \( U \) satisfying

\[
\int_U |g(x)|^s w(x) \, dx < \infty.
\]

Note that \( L^s_w(U) \) is a Banach space equipped with the norm

\[
\|g\|_{L^s_w(U)} = \left( \int_U |g(x)|^s w(x) \, dx \right)^{\frac{1}{s}}.
\]

The next lemma is a relation between integration and summation, which comes from the classical measure theory.

**Lemma 2.2** ([13]) Assume that \( g \) is a nonnegative, measurable function defined on a bounded domain \( \Omega \subset \mathbb{R}^n \). Let \( \theta > 0 \) and \( \mu > 1 \) be constants. Then, for \( 0 < q < \infty \), we have

\[
g \in L^q(\Omega) \iff S = \sum_{k \geq 1} \mu^{qk} \left| \{ x \in \Omega : g(x) > \theta \mu^k \} \right| < \infty
\]
and

\[
\frac{1}{c} S \leq \|g\|^q_{L^q(\Omega)} \leq c(\Omega^1 + S),
\]

where the constant \(c\) depends only on \(\theta, \mu, q\).

Lemma 2.2 for the weighted Lebesgue spaces is the following.

**Lemma 2.3** ([25]) Assume that \(g\) is a nonnegative, measurable function defined on a bounded domain \(\Omega \subset \mathbb{R}^n\). Let \(\theta > 0\) and \(\mu > 1\) be constants. Then, for \(0 < q < \infty\), we have

\[
g \in L^q_w(\Omega) \iff S = \sum_{k \geq 1} \mu^{\eta k} w(\{x \in \Omega : g(x) > \theta \mu^k\}) < \infty
\]

and

\[
\frac{1}{c} S \leq \|g\|^q_{L^q_w(\Omega)} \leq c(w(\Omega) + S),
\]

where the constant \(c\) depends only on \(\theta, \mu, q, w\).

Recalling Definition 1.4, we now introduce the Vitali type covering lemma for weighted Lebesgue spaces with weight \(w \in A_s\).

**Lemma 2.4** ([9]) Let \(w \in A_s\) for some \(1 < s < \infty\). Assume that \(\Omega\) is \((\delta, 1)\)-Reifenberg flat, and let \(C\) and \(D\) be measurable sets with \(C \subset D \subset \Omega\). We further assume that there exists small \(\eta > 0\) with

1. For each \(x \in \Omega\),

\[
w(B_1(x) \cap C) < \eta w(B_1(x));
\]

2. For each \(x \in \Omega\) and \(\rho \in (0, 1]\) with \(w(C \cap B_\rho(x)) > \eta w(B_\rho(x))\), we have

\[
B_\rho(x) \cap \Omega \subset D.
\]

Then

\[
w(C) \leq c_* \eta w(D)
\]

for some constant \(c_* = c_*(n, s, w)\).

**Remark 2.5** In Lemma 2.4, we note that the constant \(c_*\) depends on \(\frac{1}{n-s}\). According to [33], \(\delta\) is smaller than \(\frac{1}{2}\). For this reason, we assume throughout this paper that \(\delta < \frac{1}{2}\). In this sense, we can take the constant \(c_*\) independent of \(\delta\), which means that \(c_*\) is a universal constant.

We will use some properties of the weighted Lebesgue measure with weight \(w \in A_s\). The following lemma says that there is a relation between \(w(x)\,dx\) and \(dx\), the usual Lebesgue measure.
Lemma 2.6 ([25]) Assume \( w \in A_s \) for some \( 1 < s < \infty \), and let \( E \) be a measurable subset of a ball \( B \subset \mathbb{R}^n \). Then, there exist positive constants \( \alpha \) and \( \tau \in (0,1) \), both depending on \( n, s, \) and \( w \), such that
\[
\frac{1}{|w|_s} \left( \frac{|E|}{|B|} \right)^s \leq \frac{w(E)}{w(B)} \leq \alpha \left( \frac{|E|}{|B|} \right)^\tau.
\] (2.2)

We note that, for the case \( w = 1 \), the second part of (2.2) holds for any \( \alpha > 1 \) and \( 0 < \tau < 1 \) but it is natural to consider this inequality as an equality with \( \alpha = 1 \) and \( \tau = 1 \). Also, there is a fundamental property of the Hardy–Littlewood maximal function in the weighted Lebesgue spaces.

Lemma 2.7 ([26]) Assume \( w \in A_s \) for some \( 1 < s < \infty \). Then there is a constant \( c = c(n,s,[w]) > 0 \) such that
\[
c^{-1} \| g \|_{L^s_w(\mathbb{R}^n)} \leq \| M g \|_{L^s_w(\mathbb{R}^n)} \leq c \| g \|_{L^s_w(\mathbb{R}^n)}
\]
for all \( g \in L^s_w(\mathbb{R}^n) \).

3 Uniform estimates in weighted Lebesgue spaces

Our main theorem in this section is the following.

Theorem 3.1 Let \( w \in A_p \) with \( 2 < p < \infty \) and assume \( f \in L^p_w(\Omega) \). Then there exists a small positive constant \( \delta = \delta(\lambda, \Lambda, n, p, w) \) such that if \( A = \{A_{ij}\} \) is \((\delta, 96)\)-vanishing and \( \Omega \) is \((\delta, 96)\)-Reifenberg flat, then the weak solution \( u_\epsilon \in H^1_0(\Omega) \) to (1.1) satisfies
\[
Du_\epsilon \in L^p_w(\Omega)
\]
with the estimate
\[
\|Du_\epsilon\|_{L^p_w(\Omega)} \leq c\|f\|_{L^p_w(\Omega)}
\] (3.1)
for some constant \( c = c(\text{diam}(\Omega), \lambda, \Lambda, n, p, w, w(\Omega)) \) which is independent of \( \epsilon \).

Our method is based on localization and perturbation argument. To do this, we first consider the localized version of (1.1)
\[
\begin{cases}
D_i(A_{ij}^\epsilon(x)D_ju_\epsilon(x)) = D_i f_i(x) & \text{in } \Omega_\epsilon, \\
u_\epsilon(x) = 0 & \text{on } \partial_n \Omega_\epsilon.
\end{cases}
\] (3.2)

In (3.2), according to the Reifenberg flatness condition (1.4) we assume that
\[
B_6^\epsilon \subset \Omega_\epsilon \subset B_6 \cap \{x_n > -12\delta\}
\] (3.3)
and a weak solution \( u_\epsilon \) to (3.2) satisfies
\[
\frac{1}{|B_6^\epsilon|} \int_{\Omega_\epsilon} |Du_\epsilon|^2 \, dx \leq 1.
\] (3.4)
We next let \( w_\epsilon \) be a weak solution to
\[
\begin{align*}
\begin{cases}
D_i (A^\epsilon_{ij}(x) D_j w_\epsilon (x)) = 0 & \text{in } \Omega_5, \\
w_\epsilon (x) = u_\epsilon (x) & \text{on } \partial \Omega_5.
\end{cases}
\end{align*}
\]
(3.5)

Then, from (3.4), as we can see in the following lemma, we have a higher integrability result for \( w_\epsilon \). In fact, since in the original version of the following lemma the authors considered very rough domains so that our domain, an intersection of a ball and a Reifenberg flat domain, which satisfies measure density condition (1.5) in Remark 1.5, is in the case of the original one, see [21]. More precisely, even though in (3.3) \( \Omega_6 \) itself may not be a Reifenberg flat domain, under the definition of Reifenberg domains in every scale, we have to approximate our domain in the same way as (3.3) and eventually it describes the boundary of Reifenberg domains from every scale with the measure density condition (1.5). In addition, under our \( L^2 \) approach in this paper, (1.5) implies the \( p \)-capacity condition with \( p = 2 \), see [24, Sect. 2.2.3], we can apply [21] to our problem.

**Lemma 3.2** ([21]) Assume (3.3) and let \( u_\epsilon \) be a weak solution to (3.2) satisfying (3.4), and let \( w_\epsilon \) be a weak solution to (3.5). Then there exist positive constants \( \sigma_1 \ll 1 \) and \( c \), which depend only on \( \lambda \), \( \Lambda \), and \( n \) such that
\[
\|D w_\epsilon\|_{L^2(\Omega_4)} \leq c.
\]

Then we consider the following equation up to the flat boundaries:
\[
\begin{align*}
\begin{cases}
D_i (A^\epsilon_{ij}(x) D_j v_\epsilon (x)) = 0 & \text{in } B^*_4, \\
v_\epsilon (x) = 0 & \text{on } T_4.
\end{cases}
\end{align*}
\]
(3.6)

According to the previous works [4, 5, 18, 31], we have the following lemma.

**Lemma 3.3** Let \( v_\epsilon \) be a weak solution to (3.6) and \( 2 < q < \infty \). Then there exists \( \delta = \delta(\lambda, \Lambda, n, q) \) such that if \( A \) is \( (\delta, 6) \)-vanishing, then we have
\[
Dv_\epsilon \in L^q(B^*_4)
\]
with the estimate
\[
\left( \int_{B^*_4} |Dv_\epsilon|^q \, dx \right)^{\frac{1}{q}} \leq c \left( \int_{B^*_4} |Dv_\epsilon|^2 \, dx \right)^{\frac{1}{2}}
\]
(3.7)

for some constant \( c = c(\lambda, \Lambda, n, q) \) independent of \( \epsilon \).

We here point out that estimate (3.7) is a uniform one for each given \( 2 < q < \infty \). In fact, Lemma 3.3 is very important in our method since all the \( \epsilon \) independent uniform estimates in this paper, (3.1), (4.4), and (5.1), come from this lemma whose proof can be found in [6, 31]. To complete our perturbation argument, we have to choose a weak solution \( v_\epsilon \) to (3.6) suitably with respect to \( w_\epsilon \), which is a weak solution to (3.5). For this, in the previous work
[4] we used a compactness argument which is an indirect one, but we here find an explicit approximate solution $v_\epsilon$ to (3.6) with respect to $w_\epsilon$ based on the method in [22]. This is not only a direct method but also a quantitative study for the approximation procedure in Reifenberg domains.

**Lemma 3.4** Assume (3.3). Let $u_\epsilon$ be a weak solution to (3.2) satisfying (3.4) and $w_\epsilon$ be the weak solution to (3.5). Then, for any fixed $\kappa > 0$, there exists small $\delta = \delta(\kappa, \lambda, \Lambda, n) > 0$ in (3.3) such that there exists a weak solution $v_\epsilon$ to (3.6) with

$$\frac{1}{|B_4|} \int_{B_4^*} |Dv_\epsilon|^2 \, dx \leq c$$

for some positive constant $c = c(\lambda, \Lambda, n)$ and

$$\frac{1}{|B_4|} \int_{B_4^*} |D(w_\epsilon - v_\epsilon)|^2 \, dx \leq \kappa^2.$$

**Proof**  Firstly, we note that, according to (3.4),

$$\frac{1}{|B_5|} \int_{\Omega_5} |Dw_\epsilon|^2 \, dx \leq c$$

(3.8)

for some constant $c = c(\lambda, \Lambda, n)$ by the standard $L^2$ energy estimate for (3.5).

Next, we let $\phi$ be a smooth function that satisfies

$$0 \leq \phi \leq 1, \quad \phi = 1 \text{ on } \{x_n \geq 6\delta\}, \quad \phi = 0 \text{ on } \{x_n \leq 0\} \quad \text{and} \quad |D\phi| \leq \frac{c}{\delta}.$$

Then we consider that

$$\begin{cases}
D_i (A_{ij}^\epsilon (x) D_j v_\epsilon) = 0 & \text{in } B_4^*, \\
v_\epsilon = \phi w_\epsilon & \text{on } \partial B_4^*.
\end{cases}$$

(3.9)

According to [22], since $w_\epsilon = 0$ on $\partial_n \Omega_5$,

$$\int_{\Omega_4 \cap \{x_n \leq 6\delta\}} \frac{|w_\epsilon|^2}{\delta} \, dx \leq c \int_{\Omega_4 \cap \{x_n \leq 6\delta\}} |Dw_\epsilon|^2 \, dx.$$  

(3.10)

Applying the $L^2$ estimate to (3.9) with (3.8) and (3.10), we have

$$\frac{1}{|B_4|} \int_{B_4^*} |Dv_\epsilon|^2 \, dx \leq c \frac{1}{|B_4|} \int_{B_4^*} |D(\phi w_\epsilon)|^2 \, dx \leq c \frac{1}{|B_4|} \int_{B_4^*} |Dw_\epsilon|^2 \, dx \leq c$$

for some constant $c = c(\lambda, \Lambda, n)$. 
Since \( v_e = 0 \) on \( T_3 \), we denote \( \tilde{v}_e \) to be the zero extension of \( \tilde{v}_e \) from \( B_1^4 \) to \( B_4 \). By the uniform ellipticity (1.2),

\[
\frac{1}{|B_4|} \int_{B_4^4} |D(v_e - \phi w_e)|^2 \, dx \leq \frac{c}{|B_4|} \int_{\Omega_4} A_{ij}^e D_i (\tilde{v}_e - \phi w_e) D_j (\tilde{v}_e - \phi w_e) \, dx
\]

\[
= \frac{c}{|B_4|} \int_{\Omega_4} A_{ij}^e D_i (\tilde{v}_e - w_e) D_j (\tilde{v}_e - \phi w_e) \, dx + \frac{c}{|B_4|} \int_{\Omega_4} A_{ij}^e D_i (w_e - \phi w_e) D_j (\tilde{v}_e - \phi w_e) \, dx \tag{3.11}
\]

for some constant \( c = c(\lambda) \). Since \( w_e \) and \( v_e \) are solutions to (3.5) and (3.9), respectively, by a direct computation, we see from (3.10) and (3.11) that

\[
\frac{1}{|B_4|} \int_{B_4^4} |D(v_e - \phi w_e)|^2 \, dx \leq \frac{c}{|B_4|} \int_{\Omega_4^\| |x_n| \leq 66 \}} |Dw_e|^2 \, dx
\]

and hence

\[
\frac{1}{|B_4|} \int_{B_4^4} |D(v_e - w_e)|^2 \, dx \leq \frac{c}{|B_4|} \int_{\Omega_4^\| |x_n| \leq 66 \}} |Dv_e|^2 + |D(\phi w_e - w_e)|^2 \, dx \tag{3.12}
\]

Finally, applying the higher integrability result in Lemma 3.2, Hölder’s inequality and (3.8) to (3.12), we have

\[
\frac{1}{|B_4|} \int_{B_4^4} |D(v_e - w_e)|^2 \, dx \leq c \delta^{\frac{2}{\alpha + 1}}
\]

for some constant \( c = c(\lambda, \Lambda, n) \). Then we can choose a small constant \( \delta \) satisfying \( c \delta^{\frac{2}{\alpha + 1}} < \kappa^2 \). This completes the proof. \( \square \)

**Remark 3.5** We note that in the proof of Lemma 3.4, we did not use Lemma 3.3. In addition, we do not need any regularization on the coefficients in the proof of Lemma 3.4.
particular, the higher integrability result in Lemma 3.2 holds for the general cases not only for the homogenization problems. In this sense, we can see that Lemma 3.4 holds for the general cases that the coefficients only satisfy (1.2).

The next lemma is the main lemma in our argument. This verifies the second condition of Lemma 2.4 in the procedure to prove Theorem 3.1. In the following lemma, we let \( c_a \) be the constant in Lemma 2.4 with respect to \( w \in A_s \).

**Lemma 3.6** Let \( w \in A_s \) for some \( 1 < s < \infty \), and let \( u_\epsilon \) be the weak solution to (1.1). Then there exists a constant \( \eta = \eta(\lambda, \Lambda, n, p, s, w) \) so that one can select small \( \delta = \delta(\lambda, \Lambda, n, p, s, w) > 0 \) such that if \( A \) is \((\delta, 96)\)-vanishing, if \( \Omega \) is \((\delta, 96)\)-Reifenberg flat, and if for all \( y \in \Omega \) and for every \( 0 < \rho \leq 1 \), \( B_\rho(y) \) satisfies

\[
w(\{x \in \Omega : M(|Du_\epsilon|^2) > N^2\} \cap B_\rho(y)) > \eta w(B_\rho(y)), \tag{3.13}\]

where

\[
c_a N^p \eta = \frac{1}{2}, \tag{3.14}\]

then there holds

\[
\Omega \cap B_\rho(y) \subset \{x \in \Omega : M(|Du_\epsilon|^2) > 1\} \cup \{x \in \Omega : M(|f|^2) > \delta^2\}. \tag{3.15}\]

**Proof** We prove it by contradiction. Assume that \( B_\rho(y) \) satisfies (3.13), but (3.15) is false. Then there is a point \( y_1 \in \Omega \cap B_\rho(y) \) such that

\[
\frac{1}{|B_r(y_1)|} \int_{\Omega_r(y_1)} |Du_\epsilon|^2 \, dx \leq 1 \quad \text{and} \quad \frac{1}{|B_r(y_1)|} \int_{\Omega_r(y_1)} |f|^2 \, dx \leq \delta^2 \tag{3.16}\]

for all \( r > 0 \).

We split our problem into two cases: the interior case \( B_{8\rho}(y) \subset \Omega \) and the boundary case \( B_{8\rho}(y) \not\subset \Omega \). We here only consider the boundary case because the proof for the interior case is a simple modification of the proof for the boundary case.

We now assume \( B_{8\rho}(y) \not\subset \Omega \). Since our problem is invariant under rotation and translation, without loss of generality we can assume that

\[
B_{8\rho}(y) \cap \Omega \subset B_{16\rho} \cap \Omega
\]

and

\[
B_{96\rho}^+ \subset \Omega_{96\rho} \subset B_{96\rho} \cap \{x_n > -192\delta\}.
\]

Then from (3.16) we can see that

\[
\frac{1}{|B_{96\rho}|} \int_{\Omega_{96\rho}} |Du_\epsilon|^2 \, dx \leq \frac{|B_{192\rho}(y_1)|}{|B_{96\rho}|} \frac{1}{|B_{192\rho}(y_1)|} \int_{\Omega_{192\rho}(y_1)} |Du_\epsilon|^2 \, dx \leq 2^n
\]
and similarly
\[ \frac{1}{|B_{9\rho}|} \int_{\Omega_{9\rho}} |f|^2 \, dx \leq 2^n \delta^2 \]

since \( B_{9\rho} \subset B_{192\rho}(y_1) \).

Now we consider the following rescaled maps:
\[ \tilde{u}_e(z) = u_e(16\rho z) \sqrt{\frac{2}{16\rho}} \]
\[ \tilde{f}(z) = f(16\rho z) \sqrt{\frac{2}{16\rho}} \]
\[ \tilde{A}_{ij}^e(z) = A_{ij}^e(16\rho z) \] (3.17)

for \( z \in \tilde{\Omega}_6 = \frac{1}{16\rho} \Omega_{96\rho} \). Then \( \tilde{u}_e \) is a weak solution to
\[ \begin{cases} 
D_i(\tilde{A}_{ij}^e(z)D_j \tilde{u}_e(z)) = D_i \tilde{f}^e(z) & \text{in } \tilde{\Omega}_6, \\
\tilde{u}_e(z) = 0 & \text{on } \partial \tilde{\Omega}_6.
\end{cases} \] (3.18)
satisfying
\[ B_5^e \subset \tilde{\Omega}_6 \subset B_6 \cap \{ z_6 > -12 \delta \}, \]
\[ \frac{1}{|B_6|} \int_{\tilde{\Omega}_6} |D\tilde{u}_e|^2 \, dz \leq 1 \quad \text{and} \quad \frac{1}{|B_5|} \int_{\tilde{\Omega}_6} |\tilde{f}|^2 \, dz \leq \delta^2. \]

Next, we let \( \tilde{w}_e \) be the weak solution to
\[ \begin{cases} 
D_i(\tilde{A}_{ij}^e(z)D_j \tilde{w}_e(z)) = 0 & \text{in } \tilde{\Omega}_5, \\
\tilde{w}_e(z) = \tilde{u}_e(z) & \text{on } \partial \tilde{\Omega}_5.
\end{cases} \] (3.19)

Comparing (3.19) with (3.18), the standard \( L^2 \) estimate yields
\[ \frac{1}{|B_5|} \int_{\tilde{\Omega}_5} |D\tilde{w}_e - D\tilde{v}_e|^2 \, dz \leq \frac{c}{|B_5|} \int_{\tilde{\Omega}_5} |\tilde{f}|^2 \, dz \leq c\delta^2 \] (3.20)

for some constant \( c = c(\lambda, \Lambda, n) \).

Now, we apply Lemma 3.4 to (3.19). Then, for any fixed \( \kappa > 0 \), there exists small \( \delta = \delta(\kappa, \lambda, \Lambda, n) > 0 \) such that we can find a weak solution \( \tilde{v}_e \) to
\[ \begin{cases} 
D_i(\tilde{A}_{ij}^e(z)D_j \tilde{v}_e(z)) = 0 & \text{in } B_4^e, \\
\tilde{v}_e(z) = 0 & \text{on } T_4,
\end{cases} \] (3.21)
satisfying
\[ \frac{1}{|B_4|} \int_{B_4^e} |D\tilde{v}_e|^2 \, dz \leq c \] (3.22)
for some positive constant \( c = c(\lambda, \Lambda, n) \) and
\[ \frac{1}{|B_4|} \int_{B_4^e} |D(\tilde{w}_e - \tilde{v}_e)|^2 \, dz \leq \kappa^2. \] (3.23)
Note that according to the scaling in (3.17) $\tilde{A}$ is $(\delta, 6)$-vanishing, so we can apply Lemma 3.3 to (3.21) with $q = \frac{p_1}{p_2}$, where $\tau = \tau(n, s, w)$ is a constant in Lemma 2.6. Then there is a small $\delta = \delta(\lambda, \Lambda, n, p, s, w)$ such that

$$
\left( \int_{B_{r_1}^3} |D\tilde{v}_e|^{\frac{p_1}{p_2}} \, dz \right)^{\frac{1}{p_1}} \leq c \left( \int_{B_{r_1}^3} |D\tilde{v}_e|^2 \, dz \right)^{\frac{1}{2}} \leq c
$$

(3.24)

for some positive constant $c = c(\lambda, \Lambda, n, p, s, w)$.

We now claim that if $N_1^2 \geq 2^n$, then

$$
\{ z \in \tilde{\Omega}_1 : M([D\tilde{u}_e]^2) > N_1^2 \} \subset \{ z \in \tilde{\Omega}_1 : M_{B_3}([D\tilde{u}_e]^2) > N_1^2 \}.
$$

(3.25)

To show this, we denote $z_1 = \frac{z_0}{16}$ and let $z_0$ be a point in $\{ z \in \tilde{\Omega}_1 : M_{B_3}([D\tilde{u}_e]^2) \leq N_1^2 \}$. If $r \leq 2$, we have $B_r(z_0) \subset B_3$ and

$$
\frac{1}{|B_r|} \int_{\tilde{\Omega}_1(z_0)} |D\tilde{u}_e|^2 \, dz \leq M_{B_3}([D\tilde{u}_e]^2)(z_0) \leq N_1^2.
$$

For $r > 2$, as $z_1 \in \tilde{\Omega}_1(z_0) \subset B_{2r}(z_1)$, we obtain from (3.16)

$$
\frac{1}{|B_r|} \int_{\tilde{\Omega}_1(z_1)} |D\tilde{u}_e|^2 \, dz \leq \frac{|B_{2r}|}{|B_r|} \int_{\tilde{\Omega}_1(z_1)} |D\tilde{u}_e|^2 \, dz \leq 2^n \leq N_1^2.
$$

Thus, $M([D\tilde{u}_e]^2)(z_0) \leq N_1^2$, and hence the claim is proved.

To complete our argument, we denote $\tilde{\nu}_e$ to be the zero extension of $\tilde{v}_e$ from $B_{r_1}^3$ to $B_3$, and let $N_1^2 = N_2^2 2^n$ for large $N_1 \geq 2^n$ to be determined later in the proof.

Using claim (3.25) and (3.17), we compute

$$
\frac{1}{|B_{r_1}|} \left| \left\{ z \in \Omega : M([D\tilde{u}_e]^2) > N_2^2 \right\} \cap B_r(y) \right|
$$

$$
\leq \frac{16^n}{|B_1|} \left| \left\{ z \in \tilde{\Omega}_1 : M([D\tilde{u}_e]^2) > N_1^2 \right\} \right|
$$

$$
\leq \frac{16^n}{|B_1|} \left| \left\{ z \in \tilde{\Omega}_1 : M_{B_3}([D\tilde{u}_e]^2) > N_1^2 \right\} \right|
$$

$$
\leq \frac{16^n}{|B_1|} \left| \left\{ z \in \tilde{\Omega}_1 : M_{B_3}([D\tilde{u}_e - D\tilde{\nu}_e]^2) > \frac{N_1^2}{9} \right\} \right|
$$

+ $\frac{16^n}{|B_1|} \left| \left\{ z \in \tilde{\Omega}_1 : M_{B_3}([D\tilde{\nu}_e]^2) > \frac{N_1^2}{9} \right\} \right|
$$

$$
\leq \frac{c}{N_2^2} \int_{\tilde{\Omega}_3} |D\tilde{u}_e - D\tilde{\nu}_e|^2 \, dz + \frac{c}{N_2^2} \int_{\tilde{\Omega}_3} |D\tilde{\nu}_e|^2 \, dz + \frac{c}{N_2^2} \int_{B_{r_1}^3} |D\tilde{\nu}_e|^{\frac{p_1}{p_2}} \, dz
$$

=: I_1 + I_2 + I_3,

where the constant $c = c(\lambda, \Lambda, n, p, s, w)$.
From (3.20)

$$I_1 \leq \frac{c}{N^2} \delta^2. \quad (3.26)$$

For $I_2$, we use Lemma 3.2 and (3.23) for given $\kappa > 0$, then we obtain

$$I_2 \leq \frac{c}{N^2} \left( \frac{1}{|B_1|} \int_{B_1} |D\tilde{w}_\varepsilon - D\tilde{v}_\varepsilon|^2 \, dz + \frac{1}{|\Omega_1 \setminus B_1|} \int_{\Omega_1 \setminus B_1} |D\tilde{w}_\varepsilon|^2 \, dz \right)$$

$$\leq \frac{c}{N^2} \left( \kappa^2 + \left( \int_{\Omega_1} |D\tilde{w}_\varepsilon|^{2+\sigma_1} \, dz \right)^{\frac{2}{2+\sigma_1}} \left( \int_{\Omega_1 \setminus B_1} |D\tilde{w}_\varepsilon|^2 \, dz \right)^{\frac{\sigma_1}{2+\sigma_1}} \right) \quad (3.27)$$

$$\leq \frac{c}{N^2} \left( \kappa^2 + \delta \frac{\sigma_1}{2+\sigma_1} \right).$$

Finally, by (3.22) and (3.24),

$$I_3 \leq \frac{c}{N^{p+\tau}} \left( \int_{B_2} |D\tilde{v}_\varepsilon|^2 \, dz \right)^{\frac{p+\tau}{p}} \leq \frac{c}{N^{p+\tau}}. \quad (3.28)$$

Therefore, we have from (3.14), (3.26), (3.27), and (3.28) that

$$I_1 + I_2 + I_3 \leq \frac{c}{N^2} \left( \kappa^2 + \delta + \delta \frac{\sigma_1}{2+\sigma_1} \right) + \frac{c}{N^{p+\tau}}$$

$$= c \eta^\frac{2}{7} \left( \kappa^2 + \delta + \delta \frac{\sigma_1}{2+\sigma_1} \right) + c \eta^\frac{p+\tau}{p} \quad (3.29)$$

$$= \eta^\frac{1}{7} \left( c \eta^\frac{2}{7} \left( \kappa^2 + \delta + \delta \frac{\sigma_1}{2+\sigma_1} \right) + c \eta^\frac{1}{p} \right)$$

for some constant $c = c(\lambda, \Lambda, n, p, s, w)$.

To derive a contradiction, we now use the relation between the weighted Lebesgue measure and the usual Lebesgue measure in (2.2) in the following way:

$$\frac{w(\{x \in \Omega : M(|Du|^2) > N^2 \cap B_p(y)\})}{w(B_p(y))} \leq \alpha \left( \frac{|\{x \in \Omega : M(|Du|^2) > N^2 \cap B_p(y)\}|}{|B_p|} \right)^\tau.$$

According to (3.29), we see that

$$\frac{w(\{x \in \Omega : M(|Du|^2) > N^2 \cap B_p(y)\})}{w(B_p(y))}$$

$$\leq \alpha \left( \eta^\frac{1}{7} \left( c \eta^\frac{2}{7} \left( \kappa^2 + \delta + \delta \frac{\sigma_1}{2+\sigma_1} \right) + c \eta^\frac{1}{p} \right) \right)^\tau.$$

$$= \eta \left( \alpha \left( c \eta^\frac{2}{7} \left( \kappa^2 + \delta + \delta \frac{\sigma_1}{2+\sigma_1} \right) + c \eta^\frac{1}{p} \right) \right)^\tau.$$

We first take $\eta = \eta(\lambda, \Lambda, n, p, s, w)$ so that

$$0 < c \eta^\frac{2}{7} \leq \frac{1}{3^2 \alpha}. \quad (3.30)$$

Then we can select $N$ from (3.14). From this $\eta$, we next choose $\kappa = \kappa(\lambda, \Lambda, n, p, s, w)$ such that

$$0 < c \eta^\frac{2}{7} \kappa^2 \leq \frac{1}{3^2 \alpha}. \quad (3.31)$$
Finally, we can find the corresponding \( \delta = \delta(\lambda, \Lambda, n, p, s, w) \) for \( \kappa \) selected as (3.31) that

\[
0 < c\eta^{\frac{1}{p} - 1} (\delta^2 + \delta \sigma_1^2)^{\frac{1}{2}} \leq \frac{1}{3^\alpha}.
\]

(3.32)

Consequently, from (3.14), (3.30), (3.31), and (3.32), we have, for such \( N, \eta, \) and \( \delta \),

\[
w(\{ x \in \Omega : M(|Du|^2 > N^2 \} \cap B_p(y)) \leq \eta w(B_p),
\]

which is a contradiction to (3.13). This completes the proof.

We are going to prove Theorem 3.1. For this, we now fix any \( p \in (2, \infty) \) and let \( \eta \) and \( N \) be constants given by Lemma 3.6 with respect to \( \xi = \frac{p}{2} \), and we denote by \( c \) the constants that can be explicitly computed in terms of the known data such as \( \Omega, \lambda, \Lambda, n, p, \) and \( w \).

**Proof of Theorem 3.1** Firstly, we can assume that \( \|f\|_{L^p_w(\Omega)} \leq \delta \) for \( f \in L^p_w(\Omega) \) with \( w \in A_2 \) since our problem (1.1) is invariant under normalization. Then it suffices to show that

\[
\|Du\|_{L^p_w(\Omega)} \leq c.
\]

Now, we note that

\[
\int_{\Omega} |f|^2 \, dx \leq \left( \int_{\Omega} |f|^p w \, dx \right)^{\frac{2}{p}} \left( \int_{\Omega} w^{\frac{p^2}{2}} dx \right)^{\frac{2-p}{p}}. \tag{3.33}
\]

Moreover, we let \( d = \text{diam}(\Omega) \), then \( \Omega \subset B_d(x_0) \) for any \( x_0 \in \Omega \), and hence from the definition of the weight function \( w \in A_2 \) in (2.1)

\[
\left( \int_{\Omega} w^{\frac{p^2}{2}} dx \right)^{\frac{p-2}{p}} \leq \left( \int_{B_d(x_0)} w^{\frac{p^2}{2}} dx \right)^{\frac{p-2}{p}} \left( \int_{B_d(x_0)} |w|^\frac{p}{2} w |B_d| \frac{p^2}{2} dx \right)^{\frac{1}{p}} \leq \left( \int_{B_d(x_0)} w dx \right)^{\frac{p}{2}} \left( \frac{|w|_\frac{p}{2} |B_d| \frac{p^2}{2}}{w(B_d(x_0))} \right)^{\frac{1}{p}}. \tag{3.34}
\]

From (3.33) and (3.34), we see from \( w(\Omega) \leq w(B_d(x_0)) \) that

\[
\int_{\Omega} |f|^2 \, dx \leq d^p |B_1| \left( \frac{|w|_\frac{p}{2}}{w(\Omega)} \right)^{\frac{1}{p}} \|f\|^2_{L^p_w(\Omega)} \leq c\delta^2. \tag{3.35}
\]

In order to apply Lemma 2.3 and Lemma 2.4, we denote

\[
C = \{ x \in \Omega : M(|Du|^2) > N^2 \}
\]

and

\[
D = \{ x \in \Omega : M(|Du|^2) > 1 \} \cup \{ x \in \Omega : M(|f|^2) > \delta^2 \}.
\]
Using (2.2), we know that, for any \( y \in \Omega \),
\[
\frac{w(B_1(y) \cap C)}{w(B_1(y))} \leq a \left( \frac{|B_1(y) \cap C|}{|B_1(y)|} \right)^r.
\] (3.36)

Then by the weak 1-1 estimate, the \( L^2 \)-estimate and (3.35) yield
\[
|B_1(y) \cap C| \leq \frac{c}{N^2} \int_\Omega |Du_e|^2 \, dx \leq \frac{c}{N^2} \int_\Omega |f|^2 \, dx \leq c \delta^2 |B_1(y)|.
\] (3.37)

Then we can take small \( \delta > 0 \) satisfying from (3.36) and (3.37) that
\[
w(B_1(y) \cap C) \leq c \delta^{2r} < \eta w(B_1(y)).
\]

This shows that the first condition in Lemma 2.4 is satisfied with respect to \( \eta \). Also, Lemma 3.6 verifies the other condition of Lemma 2.4. Therefore,
\[
w(\{ x \in \Omega : \mathcal{M}(|Du_e|^2) > N^2 \}) < \eta_1 w(D),
\]
where \( \eta_1 = c, \eta \), and hence we obtain
\[
w(\{ x \in \Omega : \mathcal{M}(|Du_e|^2) > N^2 \}) \leq \eta_1 w(\{ x \in \Omega : \mathcal{M}(|Du_e|^2) > 1 \}) + \eta_1 w(\{ x \in \Omega : \mathcal{M}(|f|^2) > \delta^2 \}).
\] (3.38)

In addition, after iterating (3.38), we have
\[
w(\{ x \in \Omega : \mathcal{M}(|Du_e|^2) > N^{2m} \}) \leq \eta_1^m w(\{ x \in \Omega : \mathcal{M}(|Du_e|^2) > 1 \}) + \sum_{i=1}^{m} \eta_1^i w(\{ x \in \Omega : \mathcal{M}(|f|^2) > \delta^2 N^{2(m-i)} \}).
\]

Now we apply Lemma 2.3 to
\[
g = \mathcal{M}(|Du_e|^2), \quad \mu = N^2, \quad \theta = 1, \quad \text{and} \quad q = \frac{p}{2}.
\]

By a direct computation we find that
\[
\| \mathcal{M}(|Du_e|^2) \|_{L^p_\mu(\Omega)}^{\frac{p}{2}} \\
\leq c \left( w(\Omega) + \sum_{m \geq 1} N^{2m} \eta_1^m w(\{ x \in \Omega : \mathcal{M}(|Du_e|^2) > N^{2m} \}) \right) \\
\leq c + c \sum_{m \geq 1} N^{mp} \eta_1^m w(\{ x \in \Omega : \mathcal{M}(|Du_e|^2) > 1 \}).
\]
\[ + c \sum_{m \geq 1} N^{mp} \sum_{i=1}^{m} \eta_{i}^{m} w \left( \{ x \in \Omega : |f| > \delta^{2} N^{2(m-1)} \} \right) \]

\[ = c + cw(\Omega) \sum_{m \geq 1} N^{mp} \eta_{1}^{m} + c \sum_{i \geq 1} (N^{p} \eta_{1}) \left( \frac{\|f\|_{L^{p}(\Omega)}}{\delta^{2}} \right). \]

Therefore

\[ \|M(|Du_{e}|^{2})\|_{L^{p}(\Omega)}^{2} \leq c \left( 1 + \sum_{m \geq 1} (N^{p} \eta_{1})^{m} \right) \leq c \]

since

\[ N^{p} \eta_{1} = c_{*} N^{p} \eta = \frac{1}{2}. \]

Then Lemma 2.7 shows that

\[ \|Du_{e}\|_{L^{p}(\Omega)} \leq c. \]

This completes the proof. \(\square\)

Remark 3.7 Our argument is based on the \(L^{2}\) theory. In this sense, the condition \(w \in A_{\frac{p}{2}}\) is natural, see (3.33). In fact, since

\[ \|f\|_{L^{p}_{w}(\Omega)}^{2} = \left( \int_{\Omega} |f|^{p} w \, dx \right)^{\frac{2}{p}} = \left( \int_{\Omega} (|f|^{\frac{2}{p}})^{p} w \, dx \right)^{\frac{2}{p}} = \|f\|_{L^{p}_{w}(\Omega)}^{2}, \]

it makes sense. Moreover, for the next two sections, we interpret Theorem 3.1 in the following way:

\[ w \in A_{p} \quad \text{and} \quad |f|^{2} \in L^{p}_{w}(\Omega) \quad \text{with} \quad 1 < p < \infty \quad \Rightarrow \quad |Du_{e}|^{2} \in L^{p}_{w}(\Omega) \]

with the estimate

\[ \|Du_{e}|^{2}\|_{L^{p}_{w}(\Omega)} \leq c \|f|^{2}\|_{L^{p}_{w}(\Omega)}. \]

4 Estimates in Orlicz spaces

In this section, we are going to derive uniform Calderón–Zygmund estimates with respect to a given data \(f\) from Orlicz spaces. Orlicz spaces are another natural generalization of the usual Lebesgue spaces, see [28, 29], but they are different from weighted Lebesgue spaces. For this reason, in order to focus on the estimates in Orlicz spaces, throughout this section, we let \(w = 1\) for \(wdx\), that is, \(w(E) = |E|\) for any measurable set \(E \subset \mathbb{R}^{n}\), and we use Lemma 2.6 with \(\alpha = 1\) and \(\tau = 1\). In these settings, we apply lemmas in Sect. 3 to this section for our purpose. To describe Orlicz spaces, we start with some definitions.

Definition 4.1 Let \(\Phi\) be a real-valued function defined on \([0, \infty)\).
(1) We call $\Phi$ a Young function if it is a nondecreasing and convex function which satisfies

$$
\Phi(0) = 0, \quad \lim_{\rho \to \infty} \Phi(\rho) = \infty,
$$

$$
\lim_{\rho \to 0^+} \frac{\Phi(\rho)}{\rho} = 0, \quad \text{and} \quad \lim_{\rho \to \infty} \frac{\Phi(\rho)}{\rho} = \infty.
$$

(2) A Young function $\Phi$ satisfies $\Delta_2$-condition, denoted by $\Phi \in \Delta_2$, if there is a constant $c_1$ such that, for all $\rho \geq 0$,

$$
\Phi(2\rho) \leq c_1 \Phi(\rho).
$$

(3) A Young function $\Phi$ satisfies $\nabla_2$-condition, denoted by $\Phi \in \nabla_2$, if there is a constant $c_2$ such that, for all $\rho \geq 0$,

$$
\Phi(\rho) \leq \frac{\Phi(c_2\rho)}{2c_2}.
$$

(4) Given a Young function $\Phi \in \Delta_2 \cap \nabla_2$ and a bounded domain $U \in \mathbb{R}^n$, the Orlicz space $L^\Phi(U)$ is defined by the set of all measurable functions $g : U \to \mathbb{R}$ satisfying

$$
\int_U \Phi(|g|) \, dx < \infty
$$

equipped with the Luxemburg norm

$$
\|g\|_{L^\Phi(U)} = \inf \left\{ \rho > 0 : \int_U \Phi\left(\frac{|g|}{\rho}\right) \, dx \leq 1 \right\}.
$$

Based on Definition 4.1, we can see that a Young function $\Phi \in \Delta_2 \cap \nabla_2$ has growth conditions neither too slow nor too fast. In fact, $\Phi(\rho) = \rho \log(1 + \rho) \notin \Delta_2$ and $\Phi(\rho) = \rho^p \notin \nabla_2$. A typical example of $\Phi \in \Delta_2 \cap \nabla_2$ is $\Phi(\rho) = \rho^p$ for $1 < p < \infty$ that coincides with $L^p$ spaces, and hence the usual Lebesgue spaces are special cases of the Orlicz spaces. In addition, for $\Phi \in \Delta_2 \cap \nabla_2$, there exist constants $q_1$ and $q_2$ with $1 < q_1 \leq q_2 < \infty$ such that, for any $\rho_1$ and $\rho_2$ with $0 < \rho_1 \leq 1 \leq \rho_2 < \infty$,

$$
\Phi(\rho_1 \rho) \leq c \rho_1^{q_1} \Phi(\rho) \quad \text{and} \quad \Phi(\rho_2 \rho) \leq c \rho_2^{q_2} \Phi(\rho) \quad \text{for all } \rho \geq 0
$$

(4.1)

for some constant $c$ independent of $\rho$, $\rho_1$, and $\rho_2$. In other words, for any $l > 0$ and $\rho > 0$,

$$
\frac{1}{c} \min\{l^{q_1}, l^{q_2}\} \leq \Phi(l\rho) \leq c \max\{l^{q_1}, l^{q_2}\}
$$

for some constant $c$ independent of $l$ and $\rho$. Then, from the definition of $\|g\|_{L^\Phi(\Omega)}$, for a bounded domain $\Omega$, we see that

$$
L^{q_2}(\Omega) \subset L^\Phi(\Omega) \subset L^{q_1}(\Omega) \subset L^1(\Omega)
$$

(4.2)
and $g \in L^\Phi(\Omega)$ implies $g \in L^1(\Omega)$ with the estimate
\[
\int_\Omega |g| \, dx \leq c \left( \left( \int_\Omega \Phi(|g|) \, dx \right)^{\frac{1}{p^+}} + \left( \int_\Omega \Phi(|g|) \, dx \right)^{\frac{q}{q^+}} \right),
\]  
(4.3)

see [3, 30].

Similar to the weighted Lebesgue spaces, there is a fundamental property of the Hardy–Littlewood maximal function in the Orlicz spaces.

**Lemma 4.2** ([23]) Let $\Phi$ be a Young function satisfying $\Phi \in \Delta_2 \cap \nabla_2$ and $\Omega$ be a bounded domain. Then there is a constant $c = c(n, \Phi) > 0$ such that
\[
c^{-1} \|g\|_{L^\Phi(\Omega)} \leq \|Mg\|_{L^\Phi(\Omega)} \leq c \|g\|_{L^\Phi(\Omega)}
\]
for all $g \in L^\Phi(\Omega)$.

Additionally, Lemma 2.2 for Orlicz spaces is the following.

**Lemma 4.3** ([23]) Assume that $g$ is a nonnegative, measurable function defined on a bounded domain $\Omega \subset \mathbb{R}^n$. Let $\theta > 0$ and $\mu > 1$ be constants. Then, for any Young function $\Phi \in \Delta_2 \cap \nabla_2$, we have
\[g \in L^\Phi(\Omega) \iff S = \sum_{k \geq 1} \Phi(\mu^k) |\{ x \in \Omega : g(x) > \theta \mu^k \}| < \infty\]
and
\[
\frac{1}{c} S \leq \int_\Omega \Phi(|g|) \, dx \leq c(|\Omega| + S),
\]
where the constant $c$ depends only on $\theta$, $\mu$, $q$, and $\Phi$.

The next is our theorem for the Orlicz spaces. In the proof of this, we mainly use properties (4.1) and (4.2) for the Orlicz space with respect to a Young $\Phi \in \Delta_2 \cap \nabla_2$.

**Theorem 4.4** Let $\Phi$ be a Young function satisfying $\Phi \in \Delta_2 \cap \nabla_2$, and assume $|f|^2 \in L^\Phi(\Omega)$. Then there exists a small positive constant $\delta = \delta(\lambda, \Lambda, n, p, \Phi)$ such that if $A = \{A_\varphi\}$ is $(\delta, 96)$-vanishing and $\Omega$ is $(\delta, 96)$-Reifenberg flat, then the weak solution $u_\epsilon \in H^1_0(\Omega)$ to (1.1) satisfies
\[|Du_\epsilon|^2 \in L^\Phi(\Omega)\]
with the estimate
\[
\| |Du_\epsilon|^2 \|_{L^\Phi(\Omega)} \leq c \| |f|^2 \|_{L^\Phi(\Omega)},
\]
(4.4)
for some constant $c = c(|\Omega|, \lambda, \Lambda, n, p, \Phi)$ which is independent of $\epsilon$. 
Proof In view of (4.2), according to the proofs in Lemma 3.6 with \(w = 1\) and \(p = 2q_\Omega\), we have the following: there exists a constant \(\eta = \eta(\lambda, \Lambda, n, \Phi)\) so that one can select a small \(\delta = \delta(\lambda, \Lambda, n, \Phi) > 0\) such that if \(A\) is \((\delta, 96)\)-vanishing, if \(\Omega\) is \((\delta, 96)\)-Reifenberg flat, and if for all \(y \in \Omega\) and for every \(0 < \rho \leq 1\), \(B_\rho(y)\) satisfies

\[
\left| \left[ \{x \in \Omega : M(|Du_e|^2) > N^2 \} \cap B_\rho(y) \right] \right| > \eta |B_\rho(y)|,
\]

where

\[
\eta c_* N^{2q_\Omega} \eta = \frac{1}{2}, \tag{4.5}
\]

then there holds

\[
\Omega \cap B_\rho(y) \subset \left\{ x \in \Omega : M(|Du_e|^2) > 1 \right\} \cup \left\{ x \in \Omega : M(|f|^2) > \delta^2 \right\}.
\]

Here, \(c_*\) is the constant in Lemma 2.4 for \(w = 1\).

Similar to the proof of Theorem 3.1, we can assume that

\[
\| |f|^2 \|_{L^\Phi(\Omega)} \leq \delta^2
\]

for \(|f|^2 \in L^\Phi(\Omega)\), and hence it suffices to show that

\[
\| |Du_e|^2 \|_{L^\Phi(\Omega)} \leq c.
\]

As before, we let

\[
C = \left\{ x \in \Omega : M(|Du_e|^2) > N^2 \right\}
\]

and

\[
D = \left\{ x \in \Omega : M(|Du_e|^2) > 1 \right\} \cup \left\{ x \in \Omega : M(|f|^2) > \delta^2 \right\}.
\]

Using (4.3) with the computation in (3.37), we can choose small \(\delta\) satisfying for any \(y \in \Omega\)

\[
|B_1(y) \cap C| \leq \frac{c}{N^2} \left( \frac{\delta}{N^2} + \delta \frac{1}{2} \right) < \eta |B_1(y)|.
\]

Then we can apply Lemma 2.4 for \(w = 1\) to our problem to see that

\[
\left| \left[ \{x \in \Omega : M(|Du_e|^2) > N^{2m} \} \right] \right| \leq \eta_1^m \left| \left[ x \in \Omega : M(|Du_e|^2) > 1 \right] \right| + \sum_{i=1}^m \eta_i \left| \left[ x \in \Omega : M(|f|^2) > \delta^{2m(i-1)} \right] \right|,
\]

where

\[
c_* N^{2q_\Omega} \eta = \frac{1}{2},
\]

and

\[
\eta c_* N^{2q_\Omega} \eta = \frac{1}{2}.
\]
where \( \eta_1 = c_\ast \eta \). Following from Lemma 4.3, we compute

\[
\int_\Omega \Phi(\mathcal{M}(|Du_\epsilon|^2)) \, dx \\
\leq c \left( |\Omega| + \sum_{m \geq 1} \Phi(N^{2m}) |\left\{ x \in \Omega : \mathcal{M}(|Du_\epsilon|^2) > N^{2m} \right\}| \right) \\
\leq c + c \sum_{m \geq 1} \Phi(N^{2m}) \eta_1^m |\left\{ x \in \Omega : \mathcal{M}(|Du_\epsilon|^2) > 1 \right\}| \\
+ c \sum_{m \geq 1} \Phi(N^{2m}) \sum_{i=1}^m \eta_1^i |\left\{ x \in \Omega : \mathcal{M}(|f|^2) > \delta^2 N^{2(m-i)} \right\}|.
\]

Due to (4.1), we have \( \Phi(N^{2m}) \leq c N^{2mq_2} \Phi(1) \), and then we obtain

\[
\int_\Omega \Phi(\mathcal{M}(|Du_\epsilon|^2)) \, dx \leq c + c |\Omega| \sum_{m \geq 1} N^{2mq_2} \eta_1^m + c \sum_{i=1}^m (N^{2q_2} \eta_1)^i.
\]

Since by (4.5)

\[
N^{2q_2} \eta_1 = c_\ast N^{2q_2} \eta = \frac{1}{2},
\]

finally we have

\[
\int_\Omega \Phi(\mathcal{M}(|Du_\epsilon|^2)) \, dx \leq c
\]

for some constant \( c = c(\lambda, \Lambda, n, \Phi, \Omega) \) independent of \( \epsilon \). Then Lemma 4.2 shows that

\[
\| |Du_\epsilon|^2 \|_{L^\Phi(\Omega)} \leq c.
\]

This completes the proof. \( \square \)

5 Estimates in weighted Orlicz spaces

In this section, we consider weighted Orlicz spaces. To do this, we let \( \Phi \) be a Young function such that \( \Phi \in \Delta_2 \cap \nabla_2 \). As in the previous section, for this \( \Phi \) there exist constants \( q_1 \) and \( q_2 \) satisfying (4.1). We next define \( i(\Phi) \) the lower index of a Young function \( \Phi \) by

\[
i(\Phi) = \lim_{l \to 0^+} \frac{\log h_\Phi(l)}{\log l}, \quad \text{where} \quad h_\Phi(l) = \sup_{i>0} \frac{\Phi(i\rho)}{\Phi(\rho)}.
\]

Then we can see that the index number \( i(\Phi) \) is equal to the supremum value of \( q_1 \) satisfying (4.1). We note that, as we have seen in Remark 3.7, in order to obtain uniform estimates in weighted Orlicz spaces, it is natural to consider the weight \( w \in A_{i(\Phi)} \) for a Young function \( \Phi \in \Delta_2 \cap \nabla_2 \) because of relation (4.2).

To apply our argument, we introduce the weighted Orlicz space \( L^\Phi_w(\Omega) \) for the weight \( w \in A_{i(\Phi)} \). The weighted Orlicz space \( L^\Phi_w(\Omega) \) is defined by the set of all measurable functions \( g : \Omega \to \mathbb{R} \) satisfying

\[
\int_\Omega \Phi(|g|) w \, dx < \infty
\]
equipped with the Luxemburg norm

\[ \|g\|_{L^\Phi_w(\Omega)} = \inf \left\{ \rho > 0 : \int_{\Omega} \Phi\left( \frac{|g|}{\rho} \right) w \, dx \leq 1 \right\}. \]

Similar to (4.3) we see that \( g \in L^\Phi_w(\Omega) \) implies \( g \in L^1(\Omega) \) with the estimate

\[ \int_{\Omega} |g| w \, dx \leq c \left( \left( \int_{\Omega} \Phi(|g|) w \, dx \right)^{\frac{1}{p'}} + \left( \int_{\Omega} \Phi(|g|) w \, dx \right)^{\frac{1}{q'}} \right), \]

see [30]. In these spaces, there is a fundamental property of the Hardy–Littlewood maximal function like Lemma 2.7 and Lemma 4.2, that is, there is a constant \( c = c(n, w, \Phi) \) such that

\[ c^{-1} \|g\|_{L^\Phi_w(\Omega)} \leq \|Mg\|_{L^\Phi_w(\Omega)} \leq c \|g\|_{L^\Phi_w(\Omega)} \]

for all \( g \in L^\Phi(\Omega) \), see [17, 23]. In addition, we have the following relation between integration and summation in \( L^\Phi_w(\Omega) \).

**Lemma 5.1** Assume that \( g \) is a nonnegative, measurable function defined on a bounded domain \( \Omega \subset \mathbb{R}^n \). Let \( \theta > 0 \) and \( \mu > 1 \) be constants. Then, for any Young function \( \Phi \in \Delta_2 \cap \nabla_2 \) and corresponding \( w \in A_{\delta(\Phi)} \), we have

\[ g \in L^\Phi_w(\Omega) \iff S = \sum_{k \geq 1} \Phi(\mu^k) w \left( \left\{ x \in \Omega : g(x) > \theta \mu^k \right\} \right) < \infty \]

and

\[ \frac{1}{c} S \leq \int_{\Omega} \Phi(|g|) w \, dx \leq c(\omega + S), \]

where the constant \( c \) depends only on \( \theta, \mu, q, w, \) and \( \Phi \).

The main result in this section is the following.

**Theorem 5.2** Let \( \Phi \) be a Young function satisfying \( \Phi \in \Delta_2 \cap \nabla_2 \), and let \( w \in A_{\delta(\Phi)} \). Assume \( |f|^2 \in L^\Phi_w(\Omega) \). Then there exists a small positive constant \( \delta = \delta(\lambda, \Lambda, n, p, w, \Phi) \) such that if \( A = \{ A_{ij} \} \) is \( (\delta, 96) \)-vanishing and \( \Omega \) is \( (\delta, 96) \)-Reifenberg flat, then the weak solution \( u_\epsilon \in H^1_0(\Omega) \) to (1.1) satisfies

\[ |Du_\epsilon|^2 \in L^\Phi_w(\Omega) \]

with the estimate

\[ \| |Du_\epsilon|^2 \|_{L^\Phi_w(\Omega)} \leq c \| |f|^2 \|_{L^\Phi_w(\Omega)} \quad (5.1) \]

for some constant \( c = c(\text{diam}(\Omega), \lambda, \Lambda, n, p, w, w(\Omega), \Phi) \), which is independent of \( \epsilon \).
Proof The proof of this theorem is a combined one of the proofs in Theorem 3.1 and Theorem 4.4, so here we explain briefly the procedure of the proof.

After a suitable normalization, as the proof of Theorem 4.4, we can prove Lemma 3.6 for \( w \in A_{\{\Phi\}} \) and \( p = q_2 \), where \( q_2 \) is the constant in (4.1), in the same way. Then we can apply Lemma 2.4 for \( w \in A_{\{\Phi\}} \) to our problem, and hence we finally obtain by using Lemma 5.1 that

\[
\int_{\Omega} \Phi\left( \mathcal{M}\left( |Du|_2^2 \right) \right) w \, dx \leq c + c \sum_{i \geq 1} (N^{2q_2} \eta_1)^i
\]

for some constant \( c = c(\lambda, \Lambda, n, w, \Phi) \) independent of \( \epsilon \), where

\[
N^{2q_2} \eta_1 = c_2 N^{2q_2} \eta = \frac{1}{2}.
\]

This completes the proof. \( \square \)
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