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Abstract Traffic prediction is necessary not only for management departments to dispatch vehicles but also for drivers to avoid congested roads. Many traffic forecasting methods based on deep learning have been proposed in recent years, and their main aim is to solve the problem of spatial dependencies and temporal dynamics. In this paper, we propose a useful dynamic model to predict the urban traffic volume by combining fully bidirectional LSTM, the more complex attention mechanism, and the external features, including weather conditions and events. First, we adopt the bidirectional LSTM to obtain temporal dependencies of traffic volume dynamically in each layer, which is different from the hybrid methods combining bidirectional and unidirectional ones; second, we use a more elaborate attention mechanism to learn short-term and long-term periodic temporal dependencies; and finally, we collect the weather conditions and events as the external features to further improve the prediction precision. The experimental results show that the proposed model improves the prediction precision by approximately 3-7 percent on the NYC-Taxi and NYC-Bike datasets compared to the most recently developed method, being a useful tool for the urban traffic prediction.
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1 Introduction

In recent years, due to the surge in people’s car holdings and limited road carrying capacity, the contradiction between road supply and demand has become prominent increasingly. The traffic volume is one of the main parameters reflecting the running state of the road. If the traffic volume on the road can be monitored and predicted in time and accurately, the vehicle can be guided in advance expertly. This will not only improve the operational capability and operational efficiency of the road network but also be of considerable significance to traffic managers, operators, and participants.

Over the past three decades, there has been a dramatic increase in traffic forecasting research. Different methods [2] have been proposed for traffic prediction, and those methods can be divided into three categories, traditional time series, traditional machine learning, and deep learning techniques. The first category includes autoregressive integrated moving average (ARIMA) [19], season autoregressive integrated moving average(SARIMA) [15], and Kalman filtering [21] with its variants, and they have already been used in many traffic prediction applications. However, these classical statistical methods require that the input data must meet certain premise assumptions. Therefore it is not sufficient for them to process complex and non-linear traffic data, and cannot model the real circumstance meticulously [22]. Researchers add extra information, such as human activity, weather data, and holiday plan to those methods and make a better decision [20][15][29][25].

The second category includes traditional machine learning approaches, such as KNN [17][10] and SVM [8][14]. Traditional machine learning approaches and traditional time series methods are similar in data processing. It is more useful if the types and features of traffic data are given, but it is challenging to set the parameters in advance [7]. Moreover, these simple machine learning methods can model more complex traffic data, but they do not take into account the temporal and spatial
dependencies of traffic data simultaneously. Therefore, deep learning techniques are more useful and accessible for traffic prediction.

Recently, deep learning has achieved the best precision in many challenging tasks, such as the game of go [13], speech recognition, object detection, and many other domains [9]. Affected by the great success of deep learning, more and more researchers are trying to use deep learning techniques to traffic prediction. For example, Lv et al. use stacked autoencoders to learn generic traffic flow features [11]. Cui et al. transfer the city-wide traffic to a heatmap image to catch the non-linear spatial dependency by using the convolutional neural network (CNN) [24]. At the same time, some researchers make use of the recurrent neural network (RNN) [22] to catch non-linear temporal dependency. A ST-ResNet model designed based on the residual convolution unit to predict traffic flow [29]. Besides, graph convolutional network (GCN) and graph neural network (GNN) as the supplement to CNN have been applied to the traffic flow prediction together with CNN [26,31]. A Spatial-Temporal Dynamic Network (STDN) is proposed to learn the similarity between locations dynamically for taxi demand prediction [23], and the STDN is put forward to solve dynamic problems [22].

The traffic volume forecast results are somewhat dependent on long-term periodicity. The prediction of traffic volume is not only affected by the data dependency of the previous item, but also the situation of traffic prediction should affect the previous prediction result to some extent. In addition to the above factors, weather conditions have a tremendous impact on the forecast of traffic volume, and the impact level of weather conditions on different traveling choices is also inconsistent. For example, heavy rain has a more critical impact on bicycles than on buses or taxis.

In this paper, we propose a novel framework based on a more elaborate attention mechanism and bidirectional LSTM combined with weather conditions and other external features. We use the proposed framework to conduct the experiments on the NYC-Taxi and NYC-Bike datasets. The experimental results show that the prediction accuracy of our framework is better than the existing baselines. The main contributions of this paper are as follows:

- We utilize a bidirectional LSTM based on two-way feature dependency to extract omnidirectional features of traffic volume.
- We propose a more elaborate multi-scale attention mechanism that combines long-term and short-term periodic dynamic temporal dependency acquisition.
- We add the external features such as weather, holidays, weekdays, and weekends into our model to improve the prediction accuracy of traffic volume.

2 Related Work

Traffic volume is operating the traffic data as a consecutive fluid [3]. Traffic volume includes not only the operations of the vehicles but also the activities of bicycles and pedestrians. The traffic volume forms a time series dynamical with time and is embedded in the continuous space, and thus traffic volume forecasting is a typical spatio-temporal data mining problem. In this section, we focus on the work related to traffic volume forecasting.

In the traditional time series prediction methods, ARIMA [19] and SARIMA [15] have been applied to some linear data prediction modules. However, the accuracy of these methods for non-linear traffic data cannot be guaranteed. Although the KNN [17] and SVM [8] methods are capable of handling more complex data, it is necessary to know the data types and features and set the corresponding parameters in advance. Affected by the great success of deep learning, more and more researchers use deep learning techniques to predict traffic data. A wide variety of networks are designed and applied by researchers in traffic volume prediction. Although several methods, such as MLFFN [4], RNN [24], [28], and WNN [1], can model the non-linear traffic data to some extent, their network structures only consider the partial temporal dependency of traffic data.

To solve this problem, CNN has been used to predict traffic volume in recent years [27,23,50]. Shi et al. proposed the LSTM extension, the ConvLSTM, which is better than FC-LSTM and suitable for the spatio-temporal data [12]. Three residual neural networks are composed dynamically for forecasting the flow of crowds [20]. Similarly, a highly flexible and extendible end-to-end framework, DeepSD is proposed for modeling the car-hailing service supply-demand [13]. DeepSD combined with the deep residual network and embedding method is used for learning the patterns by spatial-temporal attributes. They regard the entire city as a map and divide the entire city equally into n * m areas or according to traffic checkpoints, such as bus stops, traffic lights, and highway toll stations. These algorithms take into account both spatial-temporal dependencies but do not consider the dynamic relationship of spatial-temporal dependence of traffic data.

Yao et al. designed a multi-view spatial-temporal network (DMVST-Net) [29], which combines spatial attributes, temporal attributes, and semantic attributes. The local CNN and graph embedding methods are used
in DMVST-Net to get more views of data. Moreover, they further designed the deep learning network and proposed the framework called Spatial-Temporal Dynamic Network (STDN) [22], which can extract the similarity between different regions dynamically. However, their method still makes insufficient consideration of dynamic temporal dependency. For example, the traffic volume in the morning peaks can affect the traffic conditions in the evening peaks, and the traffic conditions in different seasons are different. Besides, most methods do not take into account the impact of external features such as weather, holidays, weekdays, weekends, and seasons on traffic data.

In summary, we propose a novel model that is different from the literatures. Our framework is based on a new multi-scale attention mechanism, forward and backward dependency information on traffic data and the external features to improve the prediction accuracy.

3 Methods

In this section, we will focus on the proposed network framework. The overall network framework is shown in Figure 1. The traffic volume represents the number of vehicles arriving or departing a region within a fixed time interval. The traffic flow represents the number of vehicles entering into other regions within a fixed time interval. Traffic flow reflects the association between different regions.

3.1 Local CNN

We use local CNN to obtain local spatial dependency. The main idea is to weaken the reliance between the weaker correlation region and the prediction region, and enhance the dependence between the strongly correlated region and the prediction region [23][22]. Experiments have shown that regions with weaker correlations with predicted regions regularly reduce the accuracy of traffic prediction. For each time interval $t$, we handle the target region $i$ and its surrounding neighbors as an image $F_{i,t} \in \mathbb{R}^{S_s \times S_s}$ with two channels. The first channel represents traffic conditions at the start of the time interval, and the other channel represents traffic conditions at the end of the time interval. The target region is the center point of the image. Then, local CNN takes $F_{i,t}$ as input $F_{i,t}$, and the expression of each convolution layer $k$ is:

$$F_{i,t}^k = f \left( W_t^k \ast F_{i,t}^{k-1} + b_t^k \right)$$

(1)

where $\ast$ represents the convolution operation, $W_t^k$ and $b_t^k$ are learned parameters. After a total of $k$ convolutions, the features $F_{i,t}$ of the target region $i$ are obtained and transmitted to the fully connected layer.

3.2 Masking Mechanism

There may be missing values or outliers which are less than zero or greater than 0.5 in the traffic data, and the bidirectional LSTM (BDLSTM) model cannot train with these values. If we assign them to zero or the fixed values, the prediction accuracy of the framework would be significantly reduced. Similar to [23], we use a masking mechanism to reduce the impact of these values on model training. The operation of the masking mechanism is shown in Figure 2. Initially, we assume that all data is reasonable. Then, they are fed into local CNN, and precessed by the masking operation on the convolution output. For example, if the data at time $t$ is a missing value or outlier, the BDLSTM training process of step $t$ is skipped, and the result of step $t - 1$ is fed into step $t + 1$. If the data at time $t + 1$ is still a missing value or outlier, the processing is skipped again until the value is reasonable. In this way, the missing values or outliers need not be set to zero or the fixed values, and thus the BDLSTM training process is not affected by them.

3.3 BDLSTM

We use a BDLSTM network [3] to obtain the temporal dependency of traffic data, as shown in Figure 3. The main reasons for using BDLSTM are as follows:

- Generally, the input data of the LSTM is arranged in the temporal order. However, LSTM only utilizes the positive dependency of the data, which may cause useful features to be filtered out or not pass the chain-like gated structure effectively.
- Besides, analyzing the temporal periodicity of traffic data from a forward and backward perspective can help us find the recurring traffic patterns and improve prediction precision.
- In fact, traffic data does not increase or decrease suddenly. We can utilize BDLSTM to smooth the data so that the predicted results are closer to the ground truth.

The BDLSTM mentioned in this paper contains a forward LSTM and a backward LSTM. We use $\overrightarrow{x}_{i,t}$ and $\overleftarrow{x}_{i,t}$ to represent the inputs iteratively calculated in a positive sequence and a reversed sequence for the target region $i$ at time $t$, respectively. The output $x_{i,t}$ is defined as follow:

$$x_{i,t} = BDLSTM \left( F_{i,t}, \overrightarrow{x}_{i,t}, \overleftarrow{x}_{i,t} \right)$$

(2)
The framework of the network. Input data include traffic flow, traffic volume, and external features. The traffic features are extracted by local CNN and BDLSTM with an attention mechanism. The external features are combined with the obtained traffic data features, and the final output is obtained through a fully connected layer.

Fig. 2 Masking mechanism for traffic volume with missing values and outliers.

Fig. 3 Detailed architecture of BDLSTM.

Moreover, through a large amount of data analysis and comparative experiments, we found that there are strong relationships between traffic conditions at the morning peak and the ones at the evening peak each day, as shown in Figure 4. So, it is useful for predicting the traffic volume between 20:00 and 20:30 to consider the traffic volume around 9:00. Therefore, we regard the traffic volume before $h$ hours as an essential reliance on specific periods to improve the prediction accuracy of the model. We use BDLSTM to learn the correlation of these different levels, which are defined as follows:

$$
x^{h,\tau}_{i,t} = BDLSTM\left( F^{h,\tau}_{i,t}, x^{h-\tau/2}_{i,t}, x^{h+\tau/2}_{i,t} \right)
$$

$$
x^{d,\tau}_{i,t} = BDLSTM\left( F^{d,\tau}_{i,t}, x^{d-\tau/2}_{i,t}, x^{d+\tau/2}_{i,t} \right)
$$

$$
x^{w,\tau}_{i,t} = BDLSTM\left( F^{w,\tau}_{i,t}, x^{w-\tau/2}_{i,t}, x^{w+\tau/2}_{i,t} \right)
$$

where $F_{i,t}$ represent the features of the target region $i$ at time $t$.

3.4 Attention Mechanism

Typically, scholars adopt an attention mechanism to capture the temporal shifting in the long-term traffic volume of the daily or weekly periodicity. To improve the prediction accuracy, we add more information to the attention mechanism, which includes three kinds of time intervals, hourly (e.g., $\tau$ intervals), daily, and weekly periodicity. For the hourly level, the traffic data between time $t - \tau$ and time $t$ is used to predict the traffic volume of time $t$. For the daily (resp. weekly) level, the traffic data between time $t - \tau$ and time $t + \tau$ of the previous $d$ days (resp. $w$ weeks) is used to predict the traffic volume of time $t$. We use an attention mechanism to capture the dynamic temporal dependency, and obtain the weighted representations of the previous $h$ hours, $d$ days and $w$ weeks as follows:

$$
x^{h}_{i,t} = \sum_{\tau \in \Gamma} \alpha^{h,\tau}_{i,t} x^{h,\tau}_{i,t}
$$

$$
x^{d}_{i,t} = \sum_{\tau \in \Gamma} \alpha^{d,\tau}_{i,t} x^{d,\tau}_{i,t}
$$

$$
x^{w}_{i,t} = \sum_{\tau \in \Gamma} \alpha^{w,\tau}_{i,t} x^{w,\tau}_{i,t}
$$
Fig. 4 Traffic volume of three days selected randomly.

, where \(x_{i,t}^h\), \(x_{i,t}^d\), and \(x_{i,t}^w\) represent the weighted sum of the output features of the previous \(h\) hours, \(d\) days, and \(w\) weeks corresponding to the region \(i\) at time \(t\), respectively. The weights \(\alpha_{i,t}^h\), \(\alpha_{i,t}^d\), and \(\alpha_{i,t}^w\) are used to measure the importance of the time intervals \(h\), \(d\) and \(w\), respectively, and defined as follows:

\[
\begin{align*}
\alpha_{i,t}^h &= \frac{\exp(score(x_{i,t}^h, x_{i,t}^d))}{\sum_{h' \in H} \exp(score(x_{i,t}^h, x_{i,t}^d))} \\
\alpha_{i,t}^d &= \frac{\exp(score(x_{i,t}^d, x_{i,t}^w))}{\sum_{d' \in D} \exp(score(x_{i,t}^d, x_{i,t}^w))} \\
\alpha_{i,t}^w &= \frac{\exp(score(x_{i,t}^w, x_{i,t}^h))}{\sum_{w' \in W} \exp(score(x_{i,t}^w, x_{i,t}^h))}
\end{align*}
\]

The score function is defined as:

\[
\begin{align*}
score(x_{i,t}^h, x_{i,t}^d) &= V^T_i \tanh(W_i x_{i,t}^h + W_{\beta_1} x_{i,t} + b_{\beta_1}) \\
score(x_{i,t}^d, x_{i,t}^w) &= V^T_i \tanh(W_i x_{i,t}^d + W_{\beta_2} x_{i,t} + b_{\beta_2}) \\
score(x_{i,t}^w, x_{i,t}^h) &= V^T_i \tanh(W_i x_{i,t}^w + W_{\beta_3} x_{i,t} + b_{\beta_3})
\end{align*}
\]

, where \(W_{\beta_1}, W_{\beta_2}, W_{\beta_3}, V_1, V_2, V_3\) are learned parameters, and \(V^T\) is a transposition of \(V\). For the previous \(h\) hours, \(d\) days, and \(w\) weeks, we obtain the values of \(x_{i,t}^h\), \(x_{i,t}^d\), and \(x_{i,t}^w\), respectively. Then, we use these representations as the input of the following BDLSTM to preserve the periodic information,

\[
\begin{align*}
\hat{x}_{i,t}^h &= \text{BDLSTM} \left( x_{i,t}^h, \hat{x}_{i,t}^{h-1}, \hat{x}_{i,t}^{d-1}, \hat{x}_{i,t}^{w-1} \right) \\
\hat{x}_{i,t}^d &= \text{BDLSTM} \left( x_{i,t}^d, \hat{x}_{i,t}^{d-1}, \hat{x}_{i,t}^{h-1}, \hat{x}_{i,t}^{w-1} \right) \\
\hat{x}_{i,t}^w &= \text{BDLSTM} \left( x_{i,t}^w, \hat{x}_{i,t}^{w-1}, \hat{x}_{i,t}^{d-1}, \hat{x}_{i,t}^{h-1} \right)
\end{align*}
\]

The final outputs of \(\hat{x}_{i,t}^h\), \(\hat{x}_{i,t}^d\), and \(\hat{x}_{i,t}^w\) represent the dynamic temporal dependence.

3.5 Integration with External Features

We first capture the weather conditions of New York City from the website\(^1\) and extract the other external features, including holidays, weekdays, and weekends. This multiple information is pre-processed and used as the external features of the target region \(i\) at time \(t\), denoted as \(external_i, t\). Then, we integrate the short-term output \(x_{i,t}\) with the three long-term output \(\hat{x}_{i,t}^h, \hat{x}_{i,t}^d, \hat{x}_{i,t}^w\) together, denoted as \(\tilde{x}_{i,t}\), where we adopt the shorter intervals in the short-term function to capture the detail information. Finally, \(\tilde{x}_{i,t}\) is combined with the external features \(external_i, t\), and the prediction results \(f_{i,t+1}\) and \(f_{i,t+1}^{\text{full}}\) are obtained through a fully connected layer, which are defined as follows:

\[
\begin{align*}
[f_{i,t+1}, f_{i,t+1}^{\text{full}}] &= \text{tanh}(W_{\text{full}} \tilde{x}_{i,t}^{\text{full}} + b_{\text{full}})
\end{align*}
\]

, where \(W_{\text{full}}\) and \(b_{\text{full}}\) are the parameters learned. \(f_{i,t+1}\) and \(f_{i,t+1}^{\text{full}}\) indicate the prediction results of the target area \(i\) at the start and the end of at time \(t + 1\) respectively.

4 Experiment

4.1 Experimental Data

We use two datasets, NYC-Taxi and NYC-Bike, to verify the effectiveness of our prediction model, their information is shown in Table[1]. For the NYC-Taxi dataset, there are 22,349,490 taxi trip records from 01/01/2015 to 03/01/2015. For the NYC-Bike dataset, there are 2,605,648 trip records from 07/01/2016 to 08/29/2016. For the two datasets, we choose the last twenty days data as the testing data which plays the same role of the validation data and other data as training data. The external features we collected include weather conditions, holidays, weekdays, and weekends. The details of the external features are shown in Table[2].

\(^1\) https://darksky.net
Table 1 The datasets of the NYC-Bike and NYC-Taxi.

| Dataset       | NYC-Taxi          | NYC-Bike          |
|---------------|-------------------|-------------------|
| Time span     | 03/01/2015-08/29/2016 | 01/01/2015-07/01/2016 |
| Time interval | 30 minutes        |                   |
| Grid map size | (10, 20)          |                   |

Table 2 The external features of the NYC-Bike and NYC-Taxi.

| Dataset       | NYC-Taxi          | NYC-Bike          |
|---------------|-------------------|-------------------|
| Temperature/°F| [1, 53]           | [58, 95]          |
| Wind speed/mph| [0, 17]           | [0, 8]            |
| Humidity/%    | [30, 89]          | [31, 95]          |
| UV index      | [0.4]             | [0.10]            |
| Precip probability/%| [0, 100]    | [0, 100]          |
| Atmospheric pressure/mb | [991, 1044]  | [1005, 1027]     |
| Visibility/mi | [0, 11]           | [3, 10]           |
| holidays      | 3                 | 1                 |
| weekend       | 1~7               | 1~7               |

4.2 Preprocessing

In the beginning, we normalize the training data to [0, 1] by using Max-Min normalization on the training set. In the evaluation, we re-scale the predicted values back to the standard values and compare them with the ground truth. For the external features, we first use the de-unit process to remove the information of units and then normalize them to [0-1] by way of Max-Min. Besides, we use one-hot coding to transform holiday, weekday, and weekend conditions into binary vectors.

4.3 Parameters

The python library Keras is used to construct the BDLSSTM in our method. We set up a 3-layer convolution to extract the spatial dependency of the traffic volume, the size of each layer of convolution kernel is 3*3 with 64 filters, the dimension of hidden representation of BDLSSTM is 128. For the length of the short-time traffic data, we set $\tau = 3$, namely the previous 1.5 hours. For the length of the long-time traffic data, we set the corresponding peak $h = 11$ (i.e., from previous 9.5 to 12.5 hours), the number of days $d = 3$ (i.e., the previous three days), the number of weeks $w = 1$ (i.e., previous one week). We choose 2/3 of the data as the training set and the remaining data as the test set. The batch size is 128, and the learning rate is $10^{-5}$. The optimizer used in our experiment is Adagrad. We finetune the CNN network after 20 epochs. We set the batch size to be 80 and train for up to 150 epochs with early stopping if the loss score had not improved over the last 6 epochs.

4.4 Evaluation Methods

We use the metrics of Rooted Mean Square Error (RMSE) and Mean Average Percentage Error (MAPE) to evaluate our proposed model, which are defined as follows:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{f}_{i,t+1} - f_{i,t+1})^2}$$  \hspace{1cm} (9)

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{f}_{i,t+1} - f_{i,t+1}}{f_{i,t+1}} \right|$$  \hspace{1cm} (10)

where $n$ is the total number of samples, $f_{i,t+1}$ and $\hat{f}_{i,t+1}$ represent the ground truth and the prediction result, respectively.

4.5 Baselines

We compare our model with the following conventional methods that employ a neural network to predict traffic volume.

- ConvLSTM [12]: It uses convolution to obtain the spatial dependency of the data and then adopts LSTM to obtain temporal dependencies.
- DeepSD [13]: An end-to-end deep learning framework that automatically learns the spatial-temporal features.
- ST-ResNet [29]: ST-ResNet uses a convolution-based residual network to model the spatial-temporal dependency of any two regions in a city.
- DMVST-Net [23]: A unified multi-view model that jointly considers the spatial, temporal, and semantic relations.
- STDN [22]: STDN uses the flow gating mechanism to obtain the spatial dynamic dependency of traffic data, and obtain the dynamic dependency on temporal through the attention mechanism.

5 Results and Discussion

In this section, we will analyze the experimental results on the datasets of NYC-Bike and NYC-Taxi.

5.1 Results on NYC-Bike

The experimental results on the NYC-Bike dataset are shown in Table 3. It includes a comparison of the proposed model with the five baselines mentioned above including the latest method STDN, where there are three
cases in the ablation experiment of our model. We can know by comparison that the different factors we added show varying degrees of influence on the overall experimental results. Overall, compared to the latest method STDN, our model reduces the RMSE and MAPE values by 5.99% and 3.43% at the start of the period, respectively. At the end of the period, it reduces the RMSE and MAPE values by 6.01% and 5.03%, respectively.

In order to further analyze the advantages of our model, we conduct a comparative experiment with STDN at special time intervals, e.g., peak hours versus off-peak hours, weekends versus weekdays. The experimental results are shown in Table 3 where the values in parentheses are the relative error increments. We can observe that our framework shows the best prediction performance on the weekends and weekdays, in the off-peak periods and peak periods separately. In addition, each factor we added has a different influence on prediction accuracy. From the data in Table 4, we can see that the multi-scale attention mechanism has the most significant impact on forecasting traffic conditions on the weekends. BDLSTM has a greater impact on the weekdays, and external features have a greater impact on the off-peak periods. BDLSTM and multi-scale attention mechanisms have a more significant effect on the peak periods.

Fig. 5 The experimental results of our model for different prediction intervals on the NYC-Bike dataset. Figures (a) and (b) indicate the RMSE and MAPE from 0.5 to 2 hours at the start and end, respectively.

In order to test the performance of our framework at different time intervals, we select four prediction scenarios with prediction periods of 0.5h, 1h, 1.5h, and 2h, respectively. Figure 3 shows the RMSE and MAPE of STDN and our model in different prediction intervals. As the prediction interval increases, the experimental error gradually increases from 0.5 to 2 hours. It is worth noting that as the prediction interval of our framework increases, the rate of error rise (i.e., the slope of the red and purple polylines) is significantly lower than that of STDN. The result shows that our framework is useful not only in the short-term prediction interval but also in the case of long-term traffic condition prediction.

5.2 Results on NYC-Taxi

The experimental results on the NYC-Taxi dataset are shown in Table 5. Similarly, it includes a comparison of the proposed model with the five baselines mentioned above including the latest method STDN, where there are three cases in the ablation experiment of our model. From the experimental results in Table 5, we can see that the three factors have played a decisive role in improving prediction accuracy. In particular, compared with the latest method STDN, our model reduces the RMSE and MAPE values by 7.18% and 5.21% at the start of the period, respectively. At the end of the period, it reduces the RMSE and MAPE values by 6.67% and 4.49%, respectively.

Fig. 6 The experimental results of our model for different prediction intervals on the NYC-Taxi dataset. Figures (a) and (b) indicate the RMSE and MAPE from 0.5 to 2 hours at the start and end, respectively.

Similarly, in order to further analyze the advantages of our model, we conduct a comparative experiment with STDN at special time intervals, e.g., peak hours versus off-peak hours, weekends versus weekdays. The experimental results are shown in Table 6. From it, we can see that for the NYC-Taxi dataset, BDLSTM has a higher degree of reduction in the prediction error rate for the weekends and off-peak periods. External features have a higher degree of influence on weekdays, off-peak periods, and peak periods. In addition, when making predictions for all periods, external features can greatly reduce prediction errors.

Similarly, Figure 6 shows the RMSE and MAPE of STDN and our model in different prediction intervals. As the prediction interval increases, the experimental error from 0.5 to 2 hours gradually increases. It is worth noting that as the prediction interval of our network framework increases, the rate of error rise (i.e., the slope of the red and purple polylines) is significantly lower than that of STDN.
Table 3 Experimental results on the NYC-Bike dataset. The results of ConvLSTM, DeepSD, ST-ResNet, DMVST-Net, and STDN are referred from [22].

| Model                  | RMSE-START | MAPE-START | RMSE-END | MAPE-END |
|------------------------|------------|------------|----------|----------|
| ConvLSTM               | 10.40      | 25.10%     | 9.22     | 23.20%   |
| DeepSD                 | 9.69       | 23.62%     | 9.08     | 22.96%   |
| ST-ResNet              | 9.80       | 25.06%     | 8.85     | 22.98%   |
| DMVST-Net              | 9.14       | 22.20%     | 8.50     | 21.56%   |
| STDN                   | 8.85       | 21.84%     | 8.15     | 20.87%   |
| LSTM+attention         | 8.49       | 21.19%     | 8.07     | 20.26%   |
| LSTM+external          | 8.45       | 21.21%     | 8.11     | 20.87%   |
| BDLSTM                 | 8.57       | 21.26%     | 7.76     | 20.31%   |
| Our model              | 8.32       | 21.09%     | 7.66     | 19.82%   |

Table 4 Experimental results for different periods on the NYC-Bike dataset.

| Predict Period       | Model                  | RMSE-START | MAPE-START | RMSE-END | MAPE-END |
|----------------------|------------------------|------------|------------|----------|----------|
| Weekend              | STDN                   | 8.51       | 8.10       | 21.69%   | 20.78%   |
| LSTM+attention       | 8.36(−1.75%)           | 7.96(−1.65%)| 21.27%(−1.93%)| 20.15%(−3.05%) |
| LSTM+external        | 8.37(−1.66%)           | 7.85(−3.95%)| 21.23%(−2.13%)| 20.76%(−0.08%) |
| BDLSTM               | 8.39(−1.34%)           | 7.73(−4.53%)| 21.29%(−1.83%)| 20.33%(−2.19%) |
| Our model            | 8.53(−2.11%)           | 7.70(−4.92%)| 21.18%(−2.36%)| 20.07%(−3.44%) |
| Weekdays             | STDN                   | 9.08       | 8.19       | 21.94%   | 20.93%   |
| LSTM+attention       | 8.58(−5.44%)           | 8.13(−0.74%)| 21.14%(−3.64%)| 20.33%(−2.86%) |
| LSTM+external        | 8.51(−6.29%)           | 8.18(−0.11%)| 21.20%(−3.36%)| 20.93%(−0.00%) |
| BDLSTM               | 8.69(−4.25%)           | 7.77(−5.03%)| 21.23%(−3.24%)| 20.33%(−2.90%) |
| Our model            | 8.28(−8.80%)           | 7.63(−6.75%)| 20.92%(−4.63%)| 19.77%(−5.54%) |
| Off-peak period      | STDN                   | 9.04       | 8.28       | 22.08%   | 21.36%   |
| LSTM+attention       | 8.86(−2.00%)           | 8.13(−1.74%)| 21.46%(−2.83%)| 20.41%(−4.47%) |
| LSTM+external        | 8.53(−5.70%)           | 8.15(−1.49%)| 21.41%(−3.05%)| 20.62%(−1.58%) |
| BDLSTM               | 8.84(−2.23%)           | 7.93(−4.25%)| 21.45%(−2.88%)| 20.70%(−3.08%) |
| Our model            | 8.42(−6.94%)           | 7.67(−7.31%)| 21.38%(−3.18%)| 20.36%(−4.71%) |
| Peak period          | STDN                   | 8.38       | 7.96       | 21.25%   | 20.29%   |
| LSTM+attention       | 8.37(−0.10%)           | 7.91(−0.63%)| 20.55%(−3.30%)| 19.89%(−1.97%) |
| LSTM+external        | 8.26(−1.43%)           | 7.94(−0.19%)| 20.60%(−3.08%)| 20.12%(−0.87%) |
| BDLSTM               | 8.16(−2.67%)           | 7.63(−4.07%)| 20.63%(−2.92%)| 19.90%(−1.93%) |
| Our model            | 8.09(−3.49%)           | 7.55(−5.17%)| 20.54%(−3.37%)| 19.71%(−2.86%) |
| All period           | STDN                   | 8.85       | 8.15       | 21.84%   | 20.87%   |
| LSTM+attention       | 8.49(−1.02%)           | 8.07(−1.00%)| 21.91%(−2.96%)| 20.26%(−2.93%) |
| LSTM+external        | 8.45(−4.52%)           | 8.11(−0.46%)| 21.21%(−2.87%)| 20.87%(−0.00%) |
| BDLSTM               | 8.57(−3.13%)           | 7.76(−4.83%)| 21.26%(−2.68%)| 20.31%(−2.66%) |
| Our model            | 8.32(−5.99%)           | 7.66(−6.01%)| 21.09%(−3.43%)| 19.82%(−5.03%) |

Table 5 Experimental results on the NYC-Taxi dataset. The results of ConvLSTM, DeepSD, ST-ResNet, DMVST-Net, and STDN are referred from [22].

| Model                  | RMSE-START | MAPE-START | RMSE-END | MAPE-END |
|------------------------|------------|------------|----------|----------|
| ConvLSTM               | 28.13      | 20.50%     | 23.67     | 20.70%   |
| DeepSD                 | 26.35      | 18.12%     | 21.95     | 18.15%   |
| ST-ResNet              | 26.23      | 21.13%     | 21.63     | 21.09%   |
| DMVST-Net              | 25.74      | 17.38%     | 20.51     | 17.14%   |
| STDN                   | 24.10      | 16.30%     | 19.05     | 16.27%   |
| LSTM+attention         | 23.09      | 15.93%     | 18.78     | 16.15%   |
| LSTM+external          | 22.49      | 15.88%     | 17.81     | 15.69%   |
| BDLSTM                 | 23.57      | 15.79%     | 17.93     | 15.77%   |
| Our model              | 22.37      | 15.45%     | 17.78     | 15.52%   |

5.3 Effects of Different Components

**External Features**: From Tables 3, 4, 5, and 6, we can conclude that the external characteristics (weather conditions, holidays, etc.) have a notable influence on improving the predicting accuracy in the short-term traffic condition. For the factor of holidays, we randomly select the traffic conditions for a week, as shown in Figure 4. We can see that the traffic volume on the weekends fluctuates significantly, while the traffic volume on weekdays maintains a potential regularity. In addition, for the factor of weather conditions (rainy and sunny days),
we randomly select the traffic volume for two weekdays, as shown in Figure 8. We can see that the trends of traffic volume on rainy and sunny days are significantly different.

![Normalized traffic volume of one random week. The dotted lines represent the data of weekday, and the solid lines represent the data of weekend.](image)

![Normalized traffic volume of sunny and rainy days.](image)

We deduce the main reason that bicycle and taxi usage rates are mainly affected by weather and other external characteristics. For example, when there is heavy rainfall or high UV level, the bicycle usage rate will be reduced significantly. Besides, in extreme weather conditions, the possibility of taking a taxi will dramatically increase. At this time, the influence of weather features on the prediction results of traffic data is undeniable. Moreover, the trends of traffic volume on holidays, weekends, and weekdays are much different. Thus these factors affect the accuracy of prediction significantly. Figures 9 and 10 show our framework for predicting RMSE and MAPE of traffic volume in different periods on the NYC-Bike and NYC-Taxi dataset, respectively. So we believe that the framework can obtain the superior performance on predicting the traffic conditions of weekdays.

**BDLSTM:** From Tables 3 and 5 we can see that BDLSTM has a better performance than LSTM. The reason is that in the chain-like gated structure of BDLSTM, the forward and backward dependencies of traffic volume are taken into consideration. In other words, BDLSTM can provide double protection, preventing...
critical information from being filtered out and ensuring them to pass through the chain-like gated structures efficiently. Besides, due to the periodicity of traffic data, BDLSTM can learn the forward feature dependencies in chronological order and the reverse feature dependencies in reverse chronological order.

New Attention Mechanism: It can be seen from the experimental results that LSTM with the new attention mechanism has a better performance than STDN [22]. The error rates at the start and end of the traffic volume have been reduced after the new attention mechanism is adopted. One reason is that we have added more information to the attention mechanism, including hourly (e.g., τ intervals), daily, and weekly periodic dependence. The other reason is that we have considered the relationship between the morning peak and the evening peak of the daily traffic volume. We do a lot of data analysis and experiments on the selection of peak intervals, and the experimental results are shown in Figures 11 and 12. When the value of the peak interval is set to 11 hours, the values of RMSE and MAPE at the start and the end of the period are minimal. It concludes that the traffic volume at the target region at time t is related to the traffic conditions of the corresponding peak time.

5.4 Time Complexity

The most time-consuming part of the model is the capture of the temporal feature dependencies. Due to the STDN uses LSTM and traditional attention mechanism, and our model uses the more complex gate structure of BDLSTM and the multi-scale attention mechanism, the time required for each iteration of the model is 1.52 times higher than that of the method STDN during the training, and the executing time of the model for prediction is 1.58 times higher than that of STDN. We implement the proposed model in Python 3.6. The model has been successfully executed and tested on Ubuntu 18.04 platform, running on a PC with Intel Core CPU i7-7820X@3.60 GHz, 80 GB RAM, and Nvidia graphics card TITAN Xp. The training process of the model takes about 6.5 hours, and the prediction of the traffic volume takes about 3.3 minutes.

6 Conclusion

Many effective models have been designed to predict traffic conditions, where the latest model STDN is a combination of LSTM and attention mechanism with time intervals of days. In this paper, after analyzing the multi-scale correlation of traffic volume, we first propose a multi-scale modeling scheme, which contains the four levels of time intervals, hours, days, and weeks to improve the accuracy of traffic volume forecast during peak hours. This multi-scale model not only is useful for traffic volume in un-peak periods, but also can make more accurate predictions for peak periods. Secondly, we propose a way to combine the multi-scale attention mechanism and the BDLSTM. Finally, the multi-source information is added as the external features to improve the prediction accuracy of traffic volume. The experimental results on the NYC-Bike and NYC-Taxi show
that the model achieves a more accurate prediction performance than the method STDN. Moreover, since our model is superior to the five baselines in terms of all the evaluation metrics on the different traffic datasets, we believe that it has generalization ability to a certain extent and can be applied to other time series prediction tasks. In the future, we plan to improve the real-time performance of the model so that it can be used to predict the actual road conditions.
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