**ABSTRACT** Many real-world systems can be naturally described by mathematical formulas. The task of automatically constructing formulas to fit observed data is called symbolic regression. Evolutionary methods such as genetic programming have been commonly used to solve symbolic regression tasks, but they have significant drawbacks, such as high computational complexity. Recently, neural networks have been applied to symbolic regression, among which the transformer-based methods seem to be most promising. After training a transformer on a large number of formulas, the actual inference, i.e., finding a formula for new, unseen data, is very fast (in the order of seconds). This is considerably faster than state-of-the-art evolutionary methods. The main drawback of transformers is that they generate formulas without numerical constants, which have to be optimized separately, yielding suboptimal results. We propose a transformer-based approach called SymFormer, which predicts the formula by outputting the symbols and the constants simultaneously. This helps to generate formulas that fit the data more accurately. In addition, the constants provided by SymFormer serve as a good starting point for subsequent tuning via gradient descent to further improve the model accuracy. We show on several benchmarks that SymFormer outperforms state-of-the-art methods while having faster inference.

**INDEX TERMS** Symbolic regression, neural networks, transformers.

**I. INTRODUCTION**

Many systems in various fields ranging from industrial processes to social sciences can be described by mathematical formulas. Knowing the governing equations of a nonlinear system provides insight into the system’s inner workings and it also allows us to predict how the system will behave in the future. Deriving mathematical models from first principles is often tedious and for some systems even impossible. In such a case, methods to automatically construct formulas fitting the data observed on the system can be used. The task of finding such a formula from the observed data is called **symbolic regression** (SR). This method has already been applied to a variety of real-world problems, e.g., in physics [1], [2], robotics [3], [4], or machine learning [5].

In the past decades, symbolic regression tasks [6], [7] were commonly solved by means of genetic programming [6], [8], [9], [10], [11]. However, discovering formulas in this way is slow and computationally expensive. For each SR instance, an entire population of formulas has to be evolved and evaluated repeatedly through many generations. In recent years, approaches based on neural networks emerged [12], [13], [14], [15]. Among them, the most efficient ones are methods that train a transformer model on a large
collection of data and the corresponding formulas [14], [15]. The transformer uses the data to autoregressively generate formulas by predicting each symbol conditioned on the previously generated symbols. The expressions are decoded without constants, i.e., all constants are replaced by a special symbol and are sought afterward using global optimization [14], [15]. However, the values of the constants have a large impact on how well the generated function fits the data. Without generating the constants simultaneously with the equations, the model will not represent the data well.

Inspired by [16], where a similar idea was applied to the problem of recurrent sequences, we propose SymFormer, a novel transformer-based architecture trained end-to-end on hundreds of millions of formulas. Our work makes the following contributions:

1) SymFormer generates a symbolic representation of the formula, including the numerical values of the constants. This allows the symbolic decoder to use the constants generated so far and so to improve the model’s accuracy.
2) We use the generated constants to initialize a local gradient optimizer to fine-tune the final constants.
3) Our approach is thoroughly evaluated and compared to relevant alternative methods on a large set of univariate and bivariate functions. We also study the effect of using different constant encoding methods.
4) The source code and the pre-trained model checkpoints are publicly available at https://github.com/vastlik/symformer.

II. RELATED WORK
Genetic Programming approaches are a traditional way of solving SR [8], [17], [18]. Genetic programming (GP) evolves expressions encoded as trees using selection, crossover, and mutation. The drawbacks of GP-based approaches are that they evolve each equation from scratch, which is slow, and that the models tend to increase in complexity without much performance improvement [19], [20]. GP is also inefficient in fine-tuning the constants only by using genetic operators [21], [22].

Neural Network approaches can be generally divided into three categories. The first one includes approaches based on the Equation learner (EQL) [23], [24], [25]. The idea behind EQL is to find a function \( f(x) = y \) by training a neural network on \( x \) as the input and \( y \) as the output. Through regularization, the neural network is forced to use as few network weights as possible. Elementary functions (sin, log, etc.) are used as activation functions, and after the training, they are read from the network with the corresponding weights. A limitation of the EQL-like approaches is that one has to design a strategy to force convergence towards a sparse neural network model representing a compact analytic formula. Typically, such a strategy implements a trade-off between the neural network’s accuracy and sparsity. Lastly, these approaches can be slow as they need to find each equation from scratch.

The second set of approaches is based on training a recurrent neural network (RNN) using reinforcement learning [12]. The idea is to let the RNN generate the equation and then calculate the reward as an error between the ground-truth \( f(x) \) values and the values from the predicted function \( \hat{f}(x) \). An interesting extension is proposed in [13], where the RNN is used to sample an initial population for a genetic algorithm. A limitation of both of these approaches is that the model does not generate the constants, which have to be found through nonlinear optimization, slowing down the whole training loop and limiting the achievable accuracy of the model [12], [13].

A transformer-based approach was introduced in [14], [15], [16], where a large amount of training data is generated and used to train a transformer [26] in a supervised manner. A similar approach is proposed in [15], where the GPT-2 [27] model is trained on the input-output data with the corresponding symbolic expression as the output. Global optimization finds the constants for each equation. In [14], the encoder from the Set Transformer [28] and the decoder from the original transformer architecture [26] are used. Similar to [15], the models are trained only on skeletons (expressions without constants), and afterward, the constants are fitted using global optimization. An approach where the transformer directly generates the constants is introduced in [16]. The constants are predicted jointly by encoding them into the symbolic output. Integers are represented through the base-\( b \) direct encoding, and the IEEE 754 float representation is used with the mantissa rounded to the four most significant digits. New tokens are introduced to represent exponents. A disadvantage of this approach is that the mantissa has a finite precision. The authors also observed that when approximating difficult functions, the symbolic model typically only predicts the largest terms in its asymptotic expansion. This method was further extended in [29], where the constants found by the model serve as initial values for global optimization to improve the accuracy further. Unlike these methods, SymFormer does not limit the precision of the constants it outputs.

III. METHOD
The symbolic regression task can be formulated as finding an unknown function \( f \) given a finite set of input data points along with the corresponding outputs. The goal is to construct a function (mathematical formula) \( \hat{f} \) minimizing the squared difference between the function’s output on the input points and the outputs of the unknown function \( f \). In this work, we focus on univariate and bivariate functions.

Given a set of observed input-output pairs, the model generates the structure of the formula together with the values of all constants present in the formula in a single forward pass of the transformer model [26]. This is visualized in Figure 1. The input-output pairs are concatenated into a sequence which is processed by the transformer’s encoder. The transformer’s decoder attends to the encoder’s resulting sequence and autoregressively predicts the formula as a
sequence of individual symbols in the formula and the corresponding constants. In fact, the decoder models the probability distribution over the next symbol and the value of the constant, given the expression prefix and the associated values of the constants.

### A. MODEL ARCHITECTURE

The SymFormer model architecture is depicted in Figure 2. Following [26], our model consists of an encoder and a decoder. The encoder takes as its input the data points (input-output pairs) sampled from the formula. Each data point is first passed through an affine layer to increase the dimensionality to the hidden size of the transformer. The resulting vectors are then concatenated to build the sequence that the transformer encoder processes. The order of these vectors is not important since the positional encodings are not used, and, therefore, the encoder treats each vector independently of its position in the sequence. We pass the sequence of hidden vectors through four induced set attention blocks [28], each of which consists of two cross-attention layers and two traditional feed-forward blocks [26]. Following the standard practice in transformer architectures [26], for all cross-attention layers and feed-forward blocks, we pairwise sum the output with the layer’s input before passing it through a normalization layer [30].

The first cross-attention uses the hidden vectors as its keys and values and a set of trainable vectors as the queries. The resulting sequence will have the same length as the number of these trainable query vectors. Note that each encoder block has its own independent set of query vectors. The resulting sequence is passed through the first feed-forward block. The second cross-attention layer then uses the previously generated sequence as the keys and values, and it uses the original hidden sequence (the input to the first cross-attention) as its queries, which results in the same sequence length as the length of the original input. The second cross-attention is followed by the second feed-forward block and a dropout layer [31]. Finally, to get a representation of the input independent of the number of data points, we compute the cross-attention between the output of the last block and a set of trainable vectors. Similarly, as in the individual encoder blocks, this cross-attention fixes the sequence length to the number of trainable query vectors.

The input to the decoder is a sequence of trainable positional embeddings that are summed with embedded ground truth output symbols and concatenated with affine-projected ground-truth constants. The decoder then passes the sequence through four standard transformer blocks [26], consisting of a self-attention layer, a cross-attention between the hidden sequence and the encoder’s output, and a
feed-forward block. Two heads are applied to the output of the last block: a classification head outputting the symbols and a regression head outputting the values of constants.

B. TRAINING AND INFERENCE

The model is trained to predict the next symbol and the associated value of a constant given the previous symbols in the expression. Thanks to the transformer architecture [26], the model can be optimized for all symbols in the sequence with linear overhead. The classification head is trained using the cross-entropy loss $L_{\text{class}}$ with the symbols as the target. The regression head is trained using the mean squared error (MSE) $L_{\text{MSE}}$ to output the value of the constant if the associated symbol is a constant. The regression loss is masked such that it is optimized only on positions where the associated symbols are the constants. The total loss $L$ is a weighted sum of the two losses:

$$L = L_{\text{class}} + \lambda L_{\text{MSE}},$$

where $\lambda$ is a hyperparameter. At the beginning of the training, we set $\lambda$ to zero, and after approximately 97,700 gradients steps, we gradually increase it using the cosine schedule [32]. During training, we also found it beneficial to add a small random noise sampled from $\mathcal{N}(0, \sigma^2)$ to the constants because the constants are not always precise during the inference. The parameter $\sigma$ is also decreased according to the cosine schedule.

At inference time, we encode the set of input-output pairs using the encoder. The decoder then autoregressively decodes a sequence of symbols and constants one at a time by first sampling from the categorical distribution of the symbol classification head and then taking the prediction from the regression head if the predicted symbol was a constant. This process is terminated when the model reaches the end-of-sequence (EOS) token. In practice, we sample not one but multiple independent sequences. For all these sequences, we fine-tune the values of all constants by minimizing the MSE on the observed data samples, see Section III-C. Finally, we select the formula with the lowest error after the optimization.

C. CONSTANTS FINE-TUNING

To optimize the constants in the predicted expressions, we use a stochastic gradient descent (SGD) method to minimize the MSE between the function prediction and the observed outputs in the training data. For each expression, we initialize the gradient descent procedure with the learning rate of 0.001 and the momentum of 0.9. Next, we run a gradient-descent iteration while clipping the gradient norm to 10 and calculate the MSE with the newly found constants. If the loss does not decrease by at least 0.1 %, we divide the learning rate by 10. This process continues until the loss stops decreasing, i.e., it does not improve by at least 0.1 % for five consecutive iterations.

This process and its parameters were inspired by classical optimization, balancing the trade-off between convergence rate and performance. The SGD optimization process starts with the constant values predicted by the model and aims to fine-tune these constants rather than finding significantly different ones. In our empirical evaluation, the optimization has shown to be efficient thanks to the initial constant values being closely aligned with the desired ones. After the constants are optimized for all predicted expressions, we select the formula with the lowest error.

D. EXPRESSION ENCODING

Technically, we encode each expression as a sequence of symbols and a sequence of real values. The symbols correspond to different mathematical operators, e.g., + for addition, · for multiplication, etc., expression’s variables, e.g., x, y, or expression’s constants – numbers occurring in the expression. All possible symbols constitute the model’s vocabulary. The constants are encoded using a scientific-like notation where a constant $\alpha$ is represented as a tuple of the exponent $c_e$ and the mantissa $c_m$:

$$\alpha \approx c_m \cdot 10^{c_e}, \quad c_e = \lfloor \log_{10} \alpha \rfloor, \quad c_m = \frac{\alpha}{10^{c_e}}. \quad (2)$$

In this representation, the mantissa is in the range $[-1, 1]$, and the exponent is an integer. The integer exponent is encoded as a special symbol starting with ‘C’ and followed by the exponent $c_e$. The mantissa is kept as the real number (it is optimized using the regression loss). In order to transform the expression tree into this representation, we flatten the tree using the preorder traversal [33]. For example, the expression $0.017 \cdot x + 1781.5$ has symbols $[+, \cdot, x, C-1, C4]$ and constants $[0, 0, 0, 0.17, 1.7815]$. To further help the model represent common integers, we add all integers from the interval $[-5, 5]$ to the model vocabulary. In contrast to the approach in [16], which is able to express constants only up to the four most significant digits, our approach achieves full float precision.

IV. EXPERIMENTS

This section describes our training setup and the metrics that we used to demonstrate the model’s ability to predict the formulas and compare our model to relevant approaches from the literature. We also present an ablation study comparing different encodings and their impact on the model’s performance. In our experiments, we refer to the model trained only on univariate functions as the Univariate SymFormer and the model trained on both the univariate and bivariate functions as the Bivariate SymFormer.

To train and test our method, we have generated two datasets: one containing 130 million univariate functions and another one containing 100 million bivariate functions. The univariate and bivariate test datasets contain 10,000 randomly sampled equations each. To generate the formulas, we modified the algorithm described in [33] with a maximum of ten operators. Then, we sampled uniformly at random 100 points (200 for bivariate functions) from the interval $[-5, 5]$. The
interval was reduced if the function was not defined on the full interval.

A. TRAINING AND EVALUATION
We train our model using the Adam optimizer [34] for 3 epochs on 8 NVIDIA A100 GPUs. The training of the model takes roughly 33 hours. We use a training schedule similar to the original transformer [26]. However, we divide the learning rate by five since the training often diverges when using the original learning rate. The regression parameter $\lambda$ is set according to the cosine schedule and delayed for 97700 gradient steps, reaching 1.0 at the end of the training. The random noise is sampled from $\mathcal{N}(0, \epsilon)$ where $\epsilon$ is initially set to 0.1 and decreased to zero during training using the same schedule. The same setup is used both for the Univariate and Bivariate SymFormer.

1The regression parameter $\lambda$ and the learning rate were updated every $10^6/1024 \approx 977$ gradient steps (batch size was 1024).
FIGURE 4. Example of model prediction using the Bivariate SymFormer. The inputs $x$ and $y$ were sampled from the range $[-5, 5] \times [-5, 5]$. 'GT' denotes the ground truth and 'Pred' is the model prediction. We visualize the range $[-10, 10] \times [-10, 10]$ to demonstrate the extrapolation abilities.

The hyperparameters were chosen empirically based on several trial-and-error experiments. Systematic hyperparameter tuning is impractical for a transformer application of this complexity. We discovered that using the proposed schedule is essential, as the model needs sufficient precision in the symbolic representation in order for the constant tuning to be meaningful. Without the schedule, the learning process did not converge. However, we found that the schedule is not particularly sensitive to the exact setting of its parameters.

To evaluate the SymFormer's performance, we use 1024 test equations, and for each of them (if not stated otherwise), we generate 256 candidate equations using Top-K sampling with $K = 16$ and further improve them using a local gradient search (LGS) with early stopping. The best candidate equation is then selected based on the lowest error on the input points.

The transformer used a fixed number of points during training. The trained model, however, is robust to the change in the number of input points. To demonstrate it, we performed an experiment where we varied the number of input points during inference. While the model was trained on 100 points, we observe only 2.9% and 6.5% decrease in performance when we use 50 and 20 points respectively, and 3.6% drop in performance when we increase to 1000 points.

C. PERFORMANCE BASED ON THE NUMBER OF SAMPLES
The transformer used a fixed number of points during training. The trained model, however, is robust to the change in the number of input points. To demonstrate it, we performed an experiment where we varied the number of input points during inference. While the model was trained on 100 points, we observe only 2.9% and 6.5% decrease in performance when we use 50 and 20 points respectively, and 3.6% drop in performance when we increase to 1000 points.

D. COMPARISON TO ALTERNATIVE APPROACHES
To compare our results to state-of-the-art approaches, we use the Nguyen [36], R rationals [37], Livermore, [12], Keijzer [38], Koza [39], and Constant benchmarks. We strive to make the comparison as fair as possible given the following limitations. The first one is that some methods use a restricted vocabulary and thus have a smaller search space, giving them an advantage over our method. The second problem arises from the different number of training points and the ranges they are sampled from.

We compare our approach to two state-of-the-art approaches: the transformer-based Neural Symbolic Regression that Scales (NSRS) [14], which is a pre-trained transformer model, and the RL-based Deep Symbolic Optimization (DSO) [13], trained for each equation from scratch.

We use Top-K sampling with $K = 20$ and 1024 candidate equations with early stopping. In comparison to previously used $K = 16$ and 256 candidate equations, this setting offers larger exploration at the cost of an increased inference time. The results in Table 1 show that SymFormer is competitive in terms of model performance on all the benchmarks while outperforming both NSRS and DSO in the time required to find the equation.
Furthermore, to demonstrate the Bivariate SymFormer’s performance on both the univariate and bivariate functions, we evaluated a single model on all univariate and bivariate functions using the same benchmark. Note that the benchmark functions are mostly univariate. In Table 2, we can notice that Bivariate SymFormer has only slightly worse performance. However, the average inference time increased, which could be explained by the larger search space the model needed to handle during the optimization of constants.

E. OUT-OF-DOMAIN PERFORMANCE

A desirable property of the algorithm is its ability to predict correct values outside the training data range. To test it, we first run the inference on the points sampled from the training range and then evaluate these predicted functions on points outside of the training range. More formally, we calculate the metrics on the function values for points sampled from the set \( \{ x \in \mathbb{R} | 5 < |x| < 5 + d \} \), where \( d \) is the maximal distance. The effect of the distance on the percentage of close predictions and \( R^2 \) can be seen in Figure 6. As we can see from the figure, the model still performs exceptionally well even for larger distances from the sampled domain. This demonstrates that the model generalizes outside the sampled domain and fine-tuning the constants using

![Figure 5. Relative prediction errors on all benchmark functions reported in this paper. The logarithmic vertical axis represents the frequency of the error represented by the given bin.](image)

![Figure 6. Distribution of Relative Prediction Errors for 2D Functions](image)
the local gradient search does not hamper the extrapolation capabilities.

F. STUDY OF CONSTANT ENCODINGS

To analyze the effectiveness of our constants’ representation, we conduct a study comparing the representation to other alternative options. In particular, we consider the following variants:

a) ‘No constants + BFGS’: For each constant in the expression, the transformer outputs a special symbol $C$. At inference, after decoding a final expression, the values of all expression’s constants (all symbols $C$) are found using a posteriori global optimization (Broyden–Fletcher–Goldfarb–Shanno algorithm, BFGS). This setup is the same as in [14].

b) ‘Base encoding’: The model outputs $C$ for all constants and the regression head is used to predict the constant’s values.

c) ‘Base decoding + LGS’: Same training as ‘Base encoding’, however, at inference, we fine-tune the initial estimates of the constants’ values with a local gradient search.

d) ‘Extended encoding’: Setup described in Section III-D – we split the constants into exponents and mantissas and use special symbols for different constants’ exponents. The mantissas are outputted by the regression head. At inference, we do not fine-tune the constants’ values after they are decoded.

e) ‘Extended encoding + BFGS init’: The training is the same as for the ‘Extended encoding’, however, at inference, we throw away the initial estimates of the constants’ values obtained from the model and run the BFGS from scratch to get the constants’ values.

f) ‘SymFormer’: The final model. We use the exponent-mantissa encoding and at inference, we optimize the values of the constants using an LGS initialized from the decoded values.

From the results in Table 3, we can see that using the constants improves the model’s performance in terms of $R^2$, the recovery rate with tolerance, and also in terms of the percentage of close predictions. One can, therefore, conclude that the performance of SymFormer in comparison to NSRS is better not because of a different dataset or a larger model but because of the use of the constants during training. Furthermore, the last row shows the results for the extended encoding, which uses a local gradient search to further tune the constants. The extended encoding clearly outperforms the base encoding in terms of $R^2$, the recovery rate with tolerance, and the percentage of close predictions. We believe this to be the case because it is easier for the model to attend to previously generated symbolic tokens than to real values. Therefore, the model can make a more informed decision when predicting the next symbol in the sequence.

V. CONCLUSION

To tackle the problem of symbolic regression, we introduced a novel transformer-based approach called SymFormer that uses a neural network trained on hundreds of millions of formulas. SymFormer is able to efficiently generate a previously unseen formula describing a set of input-output pairs. The model jointly predicts the structure of the formula and the values of all of its constants in a single forward pass of the neural network. A local gradient search is used to tune the constants further. On most of the benchmarks, SymFormer outperforms other state-of-the-art methods not only in terms of $R^2$ but also in terms of the time required to find the underlying equation. We also validated the importance of the proposed encoding of constants. Finally, by evaluating
SymFormer outside the training range, we demonstrated its remarkable extrapolation capabilities.

**Limitations.** A limitation of the deep-learning-based architecture is that the number of dimensions and the sampling range are given by the training dataset, and there are no guarantees regarding the behavior outside the dataset’s distribution. Even though the inference is fast and efficient, the training uses a lot of compute and takes a considerable time on current hardware.

We have restricted our study to univariate and bivariate functions, most of which did not contain discontinuities or singularities. However, the architecture and training method can easily be extended to include functions of more variables, as well as discontinuous functions. These limitations could be addressed in future work. Furthermore, the method could be extended to model differential equations, as they have a large number of applications in physics and robotics. Analyzing the latent space produced by the encoder may also prove insightful.
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