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Abstract—Regularity is an important property of individual travel behavior, and the ability to measure it enables advances in behavior modeling, mobility prediction, and customer analytics. In this paper, we propose a methodology to measure travel behavior regularity based on the order in which trips or activities are organized. We represent individuals’ travel over multiple days as sequences of “travel events”—discrete and repeatable behavior units explicitly defined based on the research question and the available data. We then present a metric of regularity based on entropy rate, which is sensitive to both the frequency of travel events and the order in which they occur. The methodology is demonstrated using a large sample of pseudonymised transit smart card transaction records from London, U.K. The entropy rate is estimated with a procedure based on the Burrows-Wheeler transform. The results confirm that the order of travel events is an essential component of regularity in travel behavior. They also demonstrate that the proposed measure of regularity captures both conventional patterns and atypical routine patterns that are regular but not matched to the 9-to-5 working day or working week. Unlike existing measures of regularity, our approach is agnostic to calendar definitions and makes no assumptions regarding periodicity of travel behavior. The proposed methodology is flexible and can be adapted to study other aspects of individual mobility using different data sources.
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I. INTRODUCTION

TRAVEL behavior is dynamic and varies across individuals but also for the same person over time. Interpersonal variability refers to the heterogeneous spatiotemporal preferences of people, reflecting different sociodemographic attributes, home/work locations, and lifestyle preferences [26]. Intrapersonal variability describes longitudinal variability in the characteristics of the same individual’s travel behavior from trip to trip, day to day, or week to week [13], [26], [31]. Sometimes it is referred to in the literature as intraindividual [15], or day-to-day variability [17], [21], [24]. Regularity refers to the extent to which individual travel behaviors repeat over time. A person’s activity choices and their associated trips are not made randomly. According to activity-based travel theory, they are dictated by preferences, constraints, and needs which recur over time to some degree [20].

While conventional cross-sectional data, one-day travel diary surveys for example, can capture the interpersonal variability, measuring intrapersonal variability/regularity requires individual-level longitudinal data. Multi-day travel surveys, often used for activity-based modeling, provide such data but are costly to collect and hence usually constrained to small sample sizes and short observation periods. However, advances in urban sensing technologies afford the opportunity to collect traces of individual mobility on a large scale and over extended periods of time. New mobility data sources, such as mobile phone records and transit smart card records, enable detailed and reliable measurement of travel regularity. No existing definition and measure of behavior regularity align with the variety in people’s routines and granularity which these new data sources can capture.

Central to the definition of regularity is the definition of a unit of analysis for which repetition is considered. This unit should be chosen in line with the attributes relevant to the research question of interest and consistent with the resolution of the available sensor data. Reference [15] use the term behaviors to describe components of travel behavior characterized by combinations of attributes, for example “driving a car to work”. In this paper, we use the term “travel events” to refer to the same concept as [15]’s behaviors, but with a broader connotation. A travel event is a repeatable unit describing individual travel behavior, characterized by one or more attributes such as purpose, location, and duration. At the most basic level, a travel event is either a trip or an activity. Travel events can also be aggregated to different levels (e.g. daily or weekly) to form higher-level travel events. For example, for the analysis of individual daily routines, a travel event may be a combination of activities in one day. In this paper, if not specified otherwise, “travel events” are used to refer to the most basic building blocks of travel behavior—trips and activities.

Travel events do not occur in isolation. People’s activity patterns govern the co-occurrence of multiple travel events. This is the basis of work on trip chaining behavior, e.g. [27], and activity-based models, e.g. [4]. Combinations of travel events reflect such activity patterns. Each event must be considered as part of this context. While some travel events are frequently repeated over time, their surrounding contexts may change from day to day [15]. This highlights that regularity depends not only on variability in the characteristics of a
single event but also on the pattern in which multiple events are combined. In our approach, multiple travel events can be ordered over time and form "travel sequences".

In existing literature, some methods have been proposed to measure regularity by examining the periodic patterns of travel behavior [19], [32], [35]. However, periodicity is not equivalent to regularity. While periodicity only captures the cyclic repetitions of travel events at fixed time intervals (typically set as a day or a week), regularity refers to all forms of repetitions. Travel patterns may not necessarily repeat periodically or may repeat over unconventional periods not aligned with the typical day or week. To some extent, periodicity is a special type of regularity. The order in which an individual completes trips and activities is an integral component of the structure in their travel routines. A good metric of regularity should be sensitive to such sequential dependency in a travel sequence, without a predefined periodic cycle.

In this paper, we propose a new approach to measuring the regularity of travel behavior based on the order in which travel events are organized over time in travel sequences. The definition is not tied to an underlying calendar. Hence it is flexible. We demonstrate the approach using a large sample of transit smart card transaction records over a period of a month. The ability to measure regularity improves our understanding of travel behavior, facilitates advancements in behavior modeling, and enables the development of customer analytics for travel prediction, user segmentation, and targeted demand management.

The remainder of the paper is organized as follows. We present a literature review of the related work on intrapersonal variability/regularity in Section II. Section III proposes a sequential representation of travel behavior and develops its mathematical formulation. This is followed by a description of the proposed measure of regularity based on entropy rate in Section IV. The measure is demonstrated in Section V using smart card data from London, U.K. The paper is concluded with a discussion of future research directions and potential implications in Section VI, and a summary of the main findings in Section VII.

II. LITERATURE REVIEW

While the concept of travel behavior regularity is recognized as a critical dimension of travel behavior, approaches to measure such variability remain limited in scope. Specifically, many studies measure regularity based only on the extent to which single travel events are repeated, without consideration for how multiple events are combined. Some methods focus only on the relative frequency of trips. For example, [5] proposed a spatial repetition index corresponding to the percentage of activity locations which are visited more than once over a 7 day period. Based on survey data, this measure is computed for different time periods to evaluate the spatial stability of individual activity patterns at different times of the week. Based on smart card data, [18] identified the OD pairs that the card holder frequently travels as "regular OD" and the time of the trips between these regular ODs as "habitual time". They measured the regularity of transit users based on the percentage of a user’s trips completed within habitual times and between regular ODs. Reference [23], using smart card data, evaluated the level of spatial and temporal variability of different users based on the frequency of trips made to different stops at different times of the day.

Other studies rely on the variance of different measures to quantify longitudinal variability. References [25] and [26] evaluated the variance in number of trips per day from a 7-day travel survey. Their results differentiated the part of the variance of trip generation rates associated with intrapersonal variability from the part associated with interpersonal variability. Reference [21] analyzed variability in the departure time of the first trip of the day. Relying on the concept of individual space-time prisms, they modeled the variance of first departure time so as to differentiate the part of the variance due to randomness, from the part due to changes in the time constraints dictating an individual’s schedule. Similarly, [7] also attempted to dissect the variance of the first trip departure time by formulating a multilevel model for which the variance was decomposed into five parts: inter-individual variation, inter-household variation, spatial variation, temporal variation, and intra-individual variation. Like the frequency-based measures, these variance-based measures treat each trip independently and are not concerned with the sequence of multiple trips.

Accounting for combinations of travel events has long been recognized in the literature of travel behavior modeling as important. Some models rely on the assumption that activity and trip combinations are primarily a function of days of the week. For example, using the 7-day Toronto Travel Activity Panel Survey, [12] modeled the frequency of 15 non-home/work activity categories for the 7 days of the week using 7 independent models. In contrast, some studies model the relationship between different travel events more explicitly. Reference [29] modeled preplanned and spontaneous activity duration as well as number of trips by mode, using data from the 7-day activity survey in [12]. Their approach introduces same-day effects and next-day effects to capture the relationship between multiple activities. From a long-term perspective, [3] examined the relationship between successive activities for the same purpose (e.g. shopping) using a 6-week travel survey from Karlsruhe, Germany. They modeled the time elapsed between successive activities using a multivariate hazard model. Other studies used pattern recognition techniques to directly model the activity sequence as a whole, and such techniques include Walsh-Hadamard transformation [28], sequence alignment [16], and conditional random field [2]. These studies account, to various degrees, for the relationship between travel events to improve travel demand models. They use panel survey data and do not aim at measuring regularity in the order of travel events over time.

To measure regularity in combinations of travel events, many researchers, especially in the human mobility literature, proposed methods to uncover periodic patterns. Some studies use the Fourier transform to identify underlying periods of repetition in travel from digital traces of location collected over multiple weeks. Reference [19] found daily and weekly periods to be most significant in observing individuals’ connection
to Wi-Fi access points (AP) on the Dartmouth campus. Reference [8] identified the same dominant periods using data from MIT’s Reality Mining project. Reference [22] proposed a probabilistic measure of periodicity and demonstrated its robustness to noise and missing observations using GPS data, with superior performance over methods based on the Fourier transform.

The above studies account for repetition in combinations of travel events, by measuring the extent to which their co-occurrence map to a set calendar cycle (most often a weekly cycle). Other studies attempt to measure regularity explicitly by imposing a predefined cyclic period. For example, [35] proposed a measure of temporal irregularity in the intervals between a person’s visits to a given location. They applied a weekly based measure to different data sources and found that the behavior captured from smart card data was most regular, while Wi-Fi data revealed the least regularity. Reference [32] presented another regularity measure also based on a weekly cycle. Given hourly information of a person’s location over several weeks, they used the percentage of hours spent at the location most frequently visited during each hour of the week as the index of periodicity for the corresponding hour.

However, periodicity is not the same as regularity. Regularity indicates the degree to which sub-sequences of events are repeated, and these sub-sequences do not have to align with a particular cycle. This is especially relevant to sequences of activities, as activities are likely to be organized in a logical order. For example, visiting the doctor’s office, going to the pharmacy to pick-up a prescription, and returning home are likely to occur in this logical order. The repetition of this sequence may not be periodic. Furthermore, [19], [32], [35], and [8] all discuss periodicity in the context of the most conventional cycles of repetition: the day and the week. We argue that regularity is an internal property of the most conventional cycles of repetition: the day and the week.

III. SEQUENCE REPRESENTATION

Individual travel patterns can be conceptualized as a sequence of travel events. These events unfold over time with respect to a background calendar (time of day, day of the week, month). Travel events are characterized by different aspects of behavior, including location, time of day, mode, route, travel time, activity type (or travel purpose) and activity duration. For instance, an event defined as an activity occurs at a certain time of day (8 pm on Friday), for a certain duration (2 hours), at a certain location (downtown) and for a certain purpose. As recognized by [13]–[15], variations along these behavioral dimensions are not independent. For example, an individual’s choice of mode or route will significantly influence the travel time for her morning commute, which impacts her departure time.

A key component of these sequences is the order in which events take place. An appropriate measure of regularity in a person’s travel behavior should capture both, the extent of repetition in travel events and in the order in which they are performed. It is necessary to introduce a mathematical representation of travel sequences which captures the order of events to define such a regularity index. We model the mobility of each individual over multiple days as a random process, which represents how often and in what order travel events are generated. The notation follows that used by [9].

Let the stochastic process corresponding to the mobility of a given individual \( u \) be denoted by \( X_u \) and a travel event generated by this process by random variable \( x \). Each travel event \( X_u \) assumes a discrete value \( x \) from the set of possible travel event outcomes \( E_u \) defined for individual \( u \). \( x \) can be regarded as a unique identifier for a repeatable event. Two separate events assume the same value of \( x \) if and only if they have the same combinations of event attributes. \( X_u \) has a discrete probability distribution \( p(x) = Pr(X_u = x) \) for \( x \in E_u \).

For simplicity, subscript \( u \) is omitted and all remaining notation is defined with respect to a single individual. The stochastic process \( X = \{ \ldots, X_{-1}, X_0, X_1, X_2, \ldots \} \) represents the ordered set of random variables \( X_i \). Any finite sequence of this ordered set between event \( i \) and event \( j \) is denoted by the ordered subset \( X^j_i = \{X_i, X_{i+1}, \ldots, X_{j-1}, X_j\} \), with \(-\infty < i \leq j < \infty \) such that \( X^j_i \subseteq X \). Given a finite window of analysis, we observe a specific realization \( x^j_i = \{x_i, x_{i+1}, \ldots, x_{j-1}, x_j\} \) of the finite random variable sequence \( X^j_i \).

Informally, set \( E \) is akin to an alphabet from which a string of discrete events can be constructed. Different types of sequences, or strings, can be represented based on different definitions of travel events \( x \in E \), driven by the aspects of behavior of interest. In practice, the specification of \( E \) is constrained by the available data. Different data provides information on varying aspects of travel and at various aggregation levels. For instance, smart card data provides location information at the stop level and the timing of the event, but no direct information on activity purpose.

For consistency and computation convenience, we assume all event attributes are discrete. This assumption is common for travel behavior analysis since many travel attributes are discrete by nature, such as purpose, location and time periods (e.g. morning peak, midday, afternoon peak). Attributes
that typically assume continuous values (e.g. activity duration) are discretized into a finite number of categories. The specification of these categories depends on both, the goal and the data of the analysis. While a larger number of categories can capture the variation of these attributes in finer detail, it can also make the specific values less repeatable and lead to a sparse distribution of $p(x)$. Ideally, these categories should meaningfully reflect behavioral choices. For example, using some clustering approach (e.g. Gaussian mixture model), the activity duration can be discretized into three categories - long, medium, short, and each of these categories is likely to be associated with certain activity types (e.g. home, work, other).

Fig. 1 shows how a person’s travel over a day can be summarized as different travel sequences by changing the definition of travel events. For example, we discretize activity duration into three categories - Long (> 10 hours), Short (< 3 hours) and Medium (between 2 and 10 hours), and travel duration into two categories - Long (> 30 minutes) and Short (< 30 minutes). We also characterize the trip start time using 24 hourly intervals. The level of discretization determines the granularity of travel events. Typically, finer granularity means that each travel event is more unique and less likely to repeat.

For many applications, a single aspect of travel behavior (i.e. purpose, location, or mode) is relevant. In these cases, the travel events only have a single attribute, and we may directly set the $x$ value of an event to its attribute value. For example, the first sequence in Fig. 1 focuses on the locations visited by the person. This can be represented by defining set $E$ as the set of all locations visited by the individual over the period of analysis. In this example, $x^j$ is simply a series of location IDs.

In other contexts, it may be necessary to define events based on combinations of multiple attributes. For instance, location, function, and duration could be combined to differentiate between two activities observed in the same geographical area. In this case, the events $x$ in set $E$ are defined as compound outcomes of location, function, and purposes, as illustrated in the third sequence of Fig. 1.

At different levels of aggregation, multiple trips or activities can be grouped together to define a single event. For example, all trips made on the same day can be grouped into a single event to create a binary sequence representing when the person traveled across multiple days.

This representation provides a flexible approach to simplify and represent multidimensional travel behavior as a string of travel event symbols. These symbols are defined in line with the objective of the study so as not to distort or omit relevant information about aspects of travel of interest.

IV. MEASUREMENT OF REGULARITY

As described in the previous section, we model the mobility of an individual over multiple days as a sequence of events generated by a random process $X$. Through this abstraction, it is possible to characterize an individual’s mobility by quantifying the nature of the random process $X$. Many different
properties of process $X$ may provide information about the individual’s travel pattern. For example, consider a process $X$ representing the activity sequence of an individual. In this case, the cardinality of set $E$ informs us about the diversity of activities in which the individual engages, and the mode of probability distribution $p(x)$ reveals the individual’s most frequent activity. This section introduces ways to measure such a random variable in bits. The entropy of a random variable $X$ with probability distribution $p(x)$ is defined as the asymptotic rate at which the entropy of sub-sequence $X_n$ changes with increasing $n$ [9], calculated using (2).

$$H(X) = \lim_{n \to \infty} \frac{1}{n} H(X_1, X_2, X_3, \ldots, X_n)$$

where, $H(X_1, X_2, X_3, \ldots, X_n)$ denotes the entropy of the joint variable $X_n$ defined for the subsequence $X_1, X_2, \ldots, X_n$. References [9] and [6] stated that this limit exists for all stationary random processes and is equal to

$$H(X) = \lim_{n \to \infty} H(X_n|X_{n-1}, \ldots, X_2, X_1)$$

$$= \lim_{n \to \infty} - \sum_{x^1_n \in E^n} p_n(x^1_n) \log_2 \frac{p_n(x^1_n)}{p_n(x^1_{n-1})}$$

(3)

where $p_n$ denotes the joint probability distribution of a sub-sequence of length $n$. As described by (2) and (3), entropy rate measures the average entropy of each new event generated by random process $X$, accounting for preceding events. It is measured as the entropy per event and has units in bits per event. The entropy rate of a random process with no memory is exactly equivalent to the entropy of the process as each new event is independent of the previous. As such, the entropy of a process is an upper bound for its entropy rate. In contrast, a process in which the outcome of an event $X_i$ is perfectly determined by the previous events ($p(X_i = x|X_{i-1}, X_{i-2}, \ldots) = 1$) has an entropy rate of 0. Informally, entropy rate is the average measure of information, or surprise, associated with each additional event generated in a sequence of events. The more memory in a random process, the more information the previous events provide about the next event, and therefore the lower the entropy rate of the process. Also, memory in the random process is directly related to the order in which events are observed. Specifically, the more memory in a random process, the more the order of the events it generates tends to repeat. In line with these characteristics, the entropy rate is a good regularity measure of travel sequences because it is sensitive to not only the relative frequency of events but also the dependencies between multiple events.

Reference [32] used the entropy rate of hourly-location sequences derived from cell phone data to explore predictability in individual location patterns. Hourly-location sequences tend to have very low entropy rate because the location of a person during a given hour is highly related to their location in the previous hour. This is because individuals tend to visit a location for several hours consecutively (e.g. 8 hours at work or 14 hours at home). For these sequences, longer average activity durations are associated with low entropy rate. Hence, the high predictability reported by [32], albeit an interesting theoretical finding, is of limited practical use because it merely reflects the tendency of individuals to stay in a location for multiple hours. Nevertheless, their approach demonstrates how entropy rate can be used to quantify the dependencies between elements of the same sequence.

$\text{B. Estimation of Entropy Rate}$

Estimation of the entropy rate of a finite sequence can be computationally challenging. According to (3), the entropy rate is a function of the unknown joint probability distribution $p_n$ of the sequence $X_n$. A naive approach consists of estimating $p_n$ from the observed frequency of combinations of symbols in $X_n$. This approach becomes computationally intractable as combinations of increasing length are considered.
Most entropy rate estimation approaches circumvent the issue of estimating $p_n$ by relying on universal data compression algorithms [6], [9]. These algorithms, used to compress data generated from processes with unknown probability distributions and arbitrarily long memories, are known to achieve optimal lossless compression ratios (i.e., compression ratio equal to the entropy of the generating process). Hence, they can be used to estimate the amount of redundant, or repeated information in a sequence of symbols. For instance, text can be compressed by coding frequently repeated expressions. If for example, the 28-symbol phrase “the probability distribution” frequently occurs in the text, it can be coded by a single symbol.

Three families of lossless compression methods have been applied to entropy rate estimation. References [34] and [33] introduced the context-tree weighting (CTW) based entropy estimator. Reference [6] developed an estimation approach based on the Burrows-Wheeler transform (BWT), and [9] proposed different estimators based on the Lempel-Ziv (LZ) family of data compression algorithms. The estimators perform differently with respect to efficiency and bias depending on the property of the source and the sequence realization considered. Longer sequence realizations provide entropy estimates with smaller variance, and the variance of different approaches converges at different rates. The size of the alphabet also influences accuracy, with larger alphabets resulting in both, higher variance and potentially higher bias for an equal number of observations. Reference [9] presented an extensive comparison of LZ and CTW estimators using simulation for binary sequences. They concluded that the CTW estimator consistently performs more accurate and reliable results than LZ-based estimators. Reference [6] established an upper bound for the convergence rate of the BWT estimator for finite-alphabet, finite-memory processes and demonstrated that the BWT estimator performs better than an LZ-based estimator for binary sequences. No direct comparison of the CTW and BWT estimates has been reported in the literature.

The BWT estimator is simpler to implement. Hence, the BWT entropy estimator with uniform segmentation, as described by [6], is used for the case study presented in Section V. The authors prove almost-sure convergence of this estimator for stationary, ergodic random processes. These properties are assumed to hold for travel sequences described by the formulation previously introduced. Specifically, we assume that the underlying characteristics of an individual’s mobility do not change over the period for which the individual is observed. This assumption would be violated if a long-term change (e.g., change in residential location or job) took place during the period of analysis.

The BWT entropy estimator is computed in two steps. First, the Burrows-Wheeler transform is applied to the finite sequence $X^n$ of length $n$. Reference [1] provided an in-depth discussion of the transform, its properties, and implementation. Table I, adapted from [1], illustrates how the BWT operates. The BWT is applied to an example sequence aardvark, resulting in the transformed sequence kavraad. First, all rotations of the input sequence are listed and sorted alphanumerically. Then, the last symbol of each rotation is retained. BWT groups together outcomes (or symbols) which occur in similar contexts in the original sequence.

Formally, the BWT of any stationary process $X$ with finite memory results in a piecewise memoryless sequence. Reference [6] leverage this property of the transformed output to estimate the entropy rate of the process that generated the original sequence. Specifically, in the second step of the estimation, the transformed sequence is segmented into $S$ segments $s$ of uniform length, and the distribution of outcomes is estimated for each segment according to (4).

$$\hat{q}(x, s) = \frac{N_s(x)}{\sum_{y \in E} N_s(y)}$$  (4)

where $N_s(x)$ denotes the number of occurrences of symbol $x$ in segment $s$. Given $\hat{q}(x, s)$, the entropy of each segment is estimated by (5). Finally, the entropy rate of $X$ is estimated by the average entropy of all segments using (6).

$$\log_2 \hat{q}(s) = \sum_{x \in E} N_s(x) \log_2 \hat{q}(x, s)$$  (5)

$$\hat{H}(X) = -\frac{1}{n} \sum_{s \in S} \log_2 \hat{q}(s)$$  (6)

Reference [6] recommend that the length of each segment $s$ is set as the integer value closest to $\sqrt{n}$. As mentioned above, the accuracy of the resulting estimate depends on both the length of the sequence observed and the number of different outcomes it contains.

### V. Case Study

In this section, we demonstrate the proposed methodology described above using transit smart card data. Transport for London (TfL) provided the dataset used for this study. It consists of the smart card records of a sample of 99,925 pseudonymised cards observed between February 10th and March 10th 2014. The dataset covers Oyster transactions across all public transport modes including bus and rail. While the rail transactions contain entry and exit records with their associated stations and timestamps, the bus transactions only include boarding stop and time. Thus the alighting stop and time are inferred using the ODX method developed by [10]. ODX provides a set of complete public transport trips for each passenger.

For this case study, we are particularly concerned with the activities occurring between journeys, rather than the
journeys themselves. Based on the approach described in [11], we obtain, for each passenger, a sequence of activity locations over 29 days. Each activity is associated with a location status value defined in Table II. While the activity purpose linked to each location is not explicitly inferred, the locations visited by a user are ordered on the amount of time spent at each location. Hence, the user’s primary location aligns with the area in which the user spent the most time and the secondary location with the area where they spend the second most time. The user’s location cannot always be inferred, either on days with no travel or because of unobserved trips made on other modes. Special non-location indices 0 and -1 are used to account for these cases. Consecutive days with no travel are represented by a single ‘0’ status code. We do not consider activity duration for this application. If we consider other attributes, it would add to the granularity of travel events, and likely increase both the entropy and entropy rate of the sequence.

Fig. 2b illustrates the resulting sequence of activities completed by the user represented in Fig. 2a. Note that public transit trip events are excluded from the sequences for this particular case study as they always occur before a new area is visited. In general, trip events based on their attributes (e.g. mode, route, or duration) can be incorporated in the sequences with the activity events. In this way, an individual’s compound behavior of where to go and how to get there can be examined in a single travel sequence.

The entropy $\hat{H}(X)$ and entropy rate $\hat{H}(X)$ associated with an observed user sequence $x^n_1$ containing $n$ events is estimated as described in Section IV. $\hat{H}(X)$ is computed according to (1), with the probability $p(x)$ of an event $x \in E$ estimated by

$$\hat{p}(x) = \frac{n_x}{n} \tag{7}$$

where $n_x$ represents the number of occurrences of $x$ in the observed sequence $X^n_1$ and $n$ represents the length of the sequence observed. Fig. 3 shows the distribution of the sequence length for the sample of 99925 users. Some users in the sample completed few trips over the 29-day period, and their intrapersonal variability cannot be analyzed from their smart card records. Consequently, all user-sequences shorter than 10 events are excluded from the regularity analysis presented next. The resulting sample contains 76838 user-sequences.

The entropy and entropy rate distributions estimated from these sequences are presented in Fig. 4a and 4b respectively. The entropy rate $\hat{H}(X)$ of the sequence is estimated using the BWT method described in Section IV-B. As previously discussed, the value of entropy $\hat{H}(X)$ is equivalent to the entropy rate of a sequence with no memory (or for which the order of events is ignored). The entropy distribution has a mean of 2.5 bits and a standard deviation of 0.53 bits. As a reference, a fair coin toss has entropy of 1, and a fair six-sided dice roll has entropy of 2.6. Hence, on average, without accounting for the information provided by the order of events, a user-sequence is almost as random as a fair dice roll. Users at the low-end of the distribution tend to visit a few locations repeatedly, and are therefore more predictable, while those at the high end of the distribution visit many locations and are more unpredictable. An individual who traveled exclusively between home and work ($p(\text{home}) = p(\text{work}) = 0.5$) has an entropy of 1 bit, akin to a coin toss.

In contrast, the entropy rate distribution has a mean of 1.4 bits/event and a standard deviation of 0.42 bits/event. The 1.1-bit difference between the mean entropy and the mean entropy rate reflects the additional information provided by the order in which events take place. Considering the order in which events are generated, an average user-sequence is associated with only slightly more uncertainty than a coin toss. In other words, on average, the next event can be predicted
Fig. 4. Distribution of entropy measures across users. (a) Distribution of entropy. (b) Distribution of entropy rate. (c) Distribution of \( \hat{H}(X) - \hat{H}(X) \).

accurately almost 1 in 2 times when the order of events is considered, and only when 1 in 6 times when the order is not captured. Of course, the order of events does not provide the same amount of information for all individuals. As illustrated in Fig. 4c, for some users, the order of events provides almost no information, while for others it reduces the uncertainty by as much as 2 bits/event. Specifically, individuals who visit many locations frequently, but always in the same order will have relatively high entropy, but relatively low entropy rate. For reference, the individual used as an example earlier who traveled exclusively between home and work would have an entropy rate of 0 bit/event (as every new event is exactly determined by the previous one). In contrast, a coin toss has an entropy rate of 1 bit/event (same as its entropy) as there is no sequential dependency between events. Any individual whose travel pattern was exactly repeated over time would have an entropy rate of 0.

Fig. 5a illustrates the value of the entropy rate for a specific user who visited 5 locations almost exactly the same number of times, but consistently in the same order over the month-long observation period. The estimated entropy of the travel sequence of the user is 2.6, while its entropy rate is 1.0. The resulting 1.6 bit difference \( \hat{H}(X) - \hat{H}(X) \) for this individual is at the high-end of the distribution shown in Fig. 4c. Additionally, while this individual’s routine is not conventional, it is clearly regular as both the events and the order in which they are combined are repeated over time. This is reflected by the below average entropy rate of this sequence.

Fig. 5b illustrates another example of non-workday regularity captured by the entropy rate measure. On four separate occasions, the corresponding individual traveled from the primary location (i.e. red) to the secondary location (i.e. green) and made the reverse trip after one or two days without travel. In this specific example, the secondary location includes a terminal rail station, which the individual likely uses to leave London for the weekend. The user sometimes leaves on Friday, sometimes on Saturday and returns either on the following Sunday or Monday. Even though the pattern spans several days, and is not repeated periodically, its regularity is captured by the entropy rate of the sequence estimated to 0.503, below the sample average. This pattern would not accurately be captured by the standard periodicity measures reported in the literature, as it does not reoccur on the same days of the week from week to week.

Examination of other individuals shows that, in general, the entropy rate measures regularity accurately and can serve as a useful comparison metric. Fig. 6 compares two groups of 500 users whose sequence is longer than 40 events. The rows represent the sequence of an individual, while the columns correspond to different times of the 29 day period. The first group is randomly selected from all users with entropy rate below 1.0 bit. These regular users fall below the 10th percentile of the entropy rate distribution for sequences longer than 40 events. The second group is randomly selected from all users with entropy rate above 2.1 bits. These irregular users fall above the 90th percentile of the distribution. As expected, the sequences associated with regular users are characterized by the conventional working week structure. The irregular sequences contain much less repeated structure. It is important to note that while the dominant pattern in Fig. 6a
methodology is highly flexible and can be adapted for different scenarios. Representing behavior as a sequence of events makes it computationally convenient to measure and analyze certain properties of human behavior that would be difficult to quantify otherwise. This is particularly fitting for new mobility data sources (e.g., smart card data) which typically provide long series of event-driven observations of individual behavior with no semantic annotations (e.g., travel purposes or activity types from survey data). It is also possible to adapt our regularity measure to study other types of human behavior using other sources of data (telecommunication behavior using mobile phone data, shopping behavior using credit card data, etc.)

VII. Conclusion

This paper provides an in-depth discussion of regularity of human travel behavior. We hypothesize that the order in which an individual engages in trips and activities constitutes an integral characteristic of human travel behavior and that this characteristic should be captured in the definition of regularity. We present a measure of regularity based on entropy rate which is sensitive to the frequency of travel events and to the order in which events are observed. To apply this measure, we also propose a framework to represent individual travel behavior as a sequence of travel events. The methodology is demonstrated using a large sample of transit smart card records from London, U.K. The Burrows-Wheeler transform is used for the estimation of the entropy rate. The results show that on average the next travel event can be predicted accurately almost 1 in 2 times when the order of events is considered, and only 1 in 6 times when the order is not considered.

VI. Discussion

Regularity is an important property of individual travel behavior, and the ability to measure it is valuable for advances in behavior modeling, mobility prediction, and customer segmentation. First, our study shows that much of the uncertainty in travel choices (such as location choice) can be accounted for by considering the order of these choices. The difference between entropy and entropy rate can be used as a measure of the potential value of incorporating sequential dependency in behavior modeling. Second, regularity is closely tied with the concept of predictability. As shown by [32], the entropy rate makes it possible to compute a fundamental limit of predictability of individual travel behavior, which can be used to evaluate predictive behavior models. Third, regularity is one of the metrics that shed light on a person’s lifestyle, because it captures patterns in the overall organization of these behavior components. For example, Fig. 6 shows two groups of users, one with consistent itineraries (mostly commuters) and one with flexible schedules. This makes the measure of regularity a useful metric for user segmentation. Finally, the proposed
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