Inferring potential landscapes from noisy trajectories
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While particle trajectories encode information on their governing potentials, potentials can be challenging to robustly extract from trajectories. Measurement errors may corrupt a particle’s position, and sparse sampling of the potential limits data in higher-energy regions such as barriers. We develop a Bayesian method to infer potentials of arbitrary shape alongside measurement noise. As an alternative to Gaussian process priors over potentials, we introduce structured kernel interpolation to the Natural Sciences which allows us to extend our analysis to large data sets. Our method is validated on 1D and 2D experimental trajectories for particles in a feedback trap.

Determining potentials governing particle dynamics is of fundamental relevance to biology [1–5], materials sciences [6, 7], and beyond [8–11]. For example, potentials provide reduced dimensional descriptions of dynamics along a reaction coordinate [2, 4, 5] and yield key estimates of thermodynamic and kinetic quantities [12–14]. Shapes of energy landscapes also provide key insight into molecular function such as the periodic three-well potential of the F0F1-ATP synthase rotary motor [15, 16] and the asymmetric, linearly periodic potentials responsible for kinesin’s processivity [17].

In a different class of applications, fundamental experimental tests of statistical physics [18, 19] often employ potentials with deliberately complex shapes created from feedback traps based on electrical [20, 21], optical [22, 23], or thermal forces [24], or optically generated with phase masks [25] or spatial light modulators [26].

Inferring naturally occurring energy landscapes or verifying artificially created potentials demands a method free of a priori assumptions on the potential’s shape. This requirement rules out many commonly used methods devised for harmonic systems [27–30] or alternative, otherwise-limited, methods to deduce potentials from data [8, 31–36]. For example, some methods [31, 32] necessarily rely on binned data, relating potential energies to Boltzmann weights or average apparent force, thereby limiting the frequency of data in each bin and requiring that equilibrium be reached before data acquisition. Other methods assume stitched locally harmonic forms [8]. Still others use neural networks [33] to deduce potentials; the uncertainty originating from measurement error and data sparsity is then not easily propagated to local uncertainty estimates over the inferred potential.

In previous work [37], we introduced a method starting from noiseless one-dimensional time series data to infer effective potential landscapes without binning, or assuming a potential form, or assuming equilibrium conditions, while admitting full posterior inference (and thus error bars or, equivalently, credible intervals) over any candidate potentials arising from sparse data.

Our method was, however, fundamentally limited to one dimension (because of the poor scaling of the computation with respect to the data set size). It also ignored measurement error and, thus, implications for uncertainty about the potential.

Here we introduce a method to infer potentials from noisy, multidimensional, non-equilibrium data. We take advantage of tools from Bayesian nonparametrics to place priors over arbitrary shaped potentials. To do so, we introduce structured kernel interpolation [38] to the Natural Sciences in order to circumvent the otherwise-prohibitive computational scaling of widely used Gaussian processes. As a result, our method can infer potential shapes from trajectories while meeting all the following criteria simultaneously: 1) no reliance on binning or pre-processing; 2) no assumed analytic potential form; 3) inferences drawn from posteriors, allowing for spatially nonuniform uncertainties to be informed by local density of available data in specific regions of the potential (e.g., fewer data points around barriers); 4) treatment of multidimensional trajectories; 5) rigorous incorporation of measurement noise through likelihoods; and 6) compatible with non-equilibrium trajectories. No other existing method meets all six criteria simultaneously.

Methods.—Our goal is to use noisy positional measurements, \( y_{1:N} \), to infer all unknowns: 1) the potential at each point in space, \( U(\cdot) \) (with \( U(x) \) denoting the potential evaluated at \( x \)); 2) the friction coefficient, \( \zeta \); 3) the magnitude of the measurement noise, \( \sigma^2 \) (under a Gaussian noise model); and 4) the actual position at each time, \( x_{1:N} \). Toward achieving our goal, we construct a joint posterior probability distribution over all unknowns. As our posterior does not admit an analytic form, we devise an efficient Monte Carlo strategy to sample from it.

Data acquisition.—We performed experiments using a feedback optical tweezer, whose details are given in the SI and have been described in previous work [22]. Briefly, we trap a silica bead of 1.5 μm diameter using an optical tweezer, which creates a harmonic well without feedback. By applying feedback, we change the shape of the potential to a double well along one of the axes. We use two different quadrant photodiodes (QPD) to measure...
the position \((x_1, x_2)\) of a bead at two different values of signal-to-noise ratio (SNR) simultaneously as explained in the supplemental information (SI) [39]. One detector has high SNR and is used for feedback to create the desired virtual potential [40]; the other has an adjustable SNR and is used to explore inferences from measured signals with lower SNR. We reduce the SNR in the other detector by placing neutral density (ND) filters of increasing optical density (OD) in front of it. Thus, we can increasing optical density (OD) in front of it. Thus, we can compare performance. We estimate the measurement noise and SNR in each detector from the noise floor of the power spectrum [39].

**Dynamics.**—We describe the dynamics of the particle with an overdamped Langevin equation [41],

\[
\dot{x} = f(x) + r(t) \tag{1a}
\]

\[
f(x) = -\nabla U(x), \tag{1b}
\]

where \(x(t)\) is the possibly multidimensional position coordinate at time \(t\); \(\dot{x}(t)\) is the velocity; \(f(x)\) is the force at position \(x(t)\); and \(\zeta\) is the friction coefficient. The forces acting on the particle include positional forces \(f(x)\) expressed as the gradient of a conservative potential, \(f(x) = -\nabla U(x)\). The stochastic (thermal) force, \(r(t)\), is defined as follows:

\[
\langle r(t) \rangle = 0 \tag{2a}
\]

\[
\langle r_i(t) r_j(t') \rangle = 2\zeta k T \delta(t - t') \delta_{ij} \tag{2b}
\]

where \(\langle \cdot \rangle\) denotes an ensemble average over realizations, \(T\) is the temperature of the bath and \(k\) is Boltzmann’s constant. Under a forward Euler scheme [42] for Eq. (1a) with time points given by \(t_n = n \Delta t\), each position, given its past realization, is sampled from a normal distribution

\[
x_{n+1}|x_n, f(\cdot), \zeta \sim N\left(x_n + \frac{\Delta t}{\zeta} f(x_n), \gamma^2 I \right). \tag{3}
\]

In words, “the position \(x_{n+1}\) given quantities \(x_n, f(\cdot), \zeta\) and \(\zeta\) is sampled from a Normal distribution with mean \(x_n + \frac{\Delta t}{\zeta} f(x_n)\) and variance \(\gamma^2 = \frac{2\Delta t}{\zeta^2} I\).

As is typical for experimental setups, we use a Gaussian noise model and write

\[
y_n|x_n, \sigma^2 \sim N\left(x_n, \sigma^2 I\right). \tag{4}
\]

In words, the above reads “\(y_n\) given quantities \(x_n, \sigma^2\) is drawn from a normal.” Here \(\sigma^2\) is the measurement noise variance. In Eq. (4), the measurement process is instantaneous, i.e., assumed to be faster than the dynamical time scales. Our choice of Gaussian measurement model here can be modified at minimal computational cost (e.g., [43]) if warranted by the data.

**Probabilities.**—Next, from the product of the likelihood \(P(y_{1:N}|U(\cdot), \zeta, x_{1:N}, \sigma^2)\) and the prior \(P(U(\cdot), \zeta, x_{1:N}, \sigma^2)\), we obtain the posterior over all unknowns

\[
P(U(\cdot), \zeta, x_{1:N}, \sigma^2|y_{1:N}) \propto P(y_{1:N}|U(\cdot), \zeta, x_{1:N}, \sigma^2) \times P(U(\cdot), \zeta, x_{1:N}, \sigma^2). \tag{5}
\]

The likelihood is derived from the noise model provided in Eq. (4). By contrast, the prior is informed by
FIG. 2. Demonstration on data from a 2D harmonic potential. Top row: three data sets with increasing measurement noise. Each column shows the inferred potential results along with the ground truth potential for a different data set. At the top we show the inferred potential and ground truth plotted in 2D. Bottom row: 1D slice taken through the middle of the potential. Measurement noise is added by increasing the optical density of the ND filter. The optical densities of ND filter used in the sub-figures A, B, C are 0.0, 0.3, 0.7 respectively.

the Langevin dynamics, as we see by decomposing it as follows:

$$\mathcal{P} (U(\cdot), \zeta, x_{1:N}, \sigma^2) = \mathcal{P} (x_{2:N}|x_1, U(\cdot), \zeta) \times \mathcal{P} (x_1|U(\cdot), \zeta) \mathcal{P} (U(\cdot)) \mathcal{P} (\zeta) \mathcal{P} (\sigma^2).$$  \hspace{1cm} (6)

The first term on the right-hand side of Eq. (6) follows from Eq. (1), while we are free to choose the remaining priors, $\mathcal{P} (U(\cdot))$, $\mathcal{P} (x_{1}|U(\cdot), \zeta)$, $\mathcal{P} (\zeta)$, and $\mathcal{P} (\sigma^2)$.

Important considerations dictate the prior on the potential. First, the potential may assume any shape (and, as such, is modeled nonparametrically) although it should be smooth (i.e., spatially correlated). A Gaussian process (GP) prior [44] allows us to sample continuous curves with covariance provided by a pre-specified kernel. However, naive GP prior implementations are computationally prohibitive, with time and memory requirements scaling as the number of data points cubed [37, 44].

These size-scaling issues can be resolved by adopting a structured-kernel-interpolation GP (SKI-GP) [38, 45–47] prior for the potential, $U(\cdot)$. The SKI-GP prior is a hierarchical structure, where the potential at all points is interpolated according to $M$ chosen inducing points at fixed locations, $x_{1:M}$, and where the values of the potential at the inducing points are themselves drawn from a GP, as detailed in the SI [39].

We note that under this model, we shift the focus from inferring $U(\cdot)$ to inferring $u_{1:M}$ from which we recover $U(\cdot)$ and $f(\cdot)$ with a modified kernel matrix [39].

Choices for priors on $x_1$, $\zeta$ and $\sigma^2$ are less critical and chosen for computational convenience alone [39].

**Inference.** As our posterior does not assume an analytical form, we devise an overall Gibbs sampling scheme [48] to draw samples from it. Within this scheme, we start with an initial set of values for the parameters $(\zeta^{(0)}, \sigma^{(0)}, x_{1:N}^{(0)}, U(\cdot)^{(0)})$ and then iteratively sample each variable holding all others fixed [49] (see SI [39]).

**Results.** We benchmark our method on experimental data on a double-well potential and show that we can accurately infer the shape of the potential. We then show that SKI-GP allows us to explore 2D time series data (previously infeasible due to large amounts of data using a naive GP). We finally apply our method to trajectories in a high-barrier landscape where traces are too short to reach equilibrium. A demonstration on data from a simple harmonic well and robustness tests over parameters of interest using simulated data can be found in the SI [39].

For testing the accuracy and effectiveness of GPs method, we simultaneously collected two measurements of each trajectory, one using a detector with low measurement noise and one using a second detector with higher measurement noise. We refer to the low-noise trajectory as the “ground-truth” trajectory, although it itself is subject to a small amount of measurement noise. For each
FIG. 3. Demonstration of data from non-equilibrium trajectories. We reconstruct a potential by analyzing many short (500 data points) non-equilibrium trajectories. The left four panels show four of the 100 small data segments used to reconstruct the potential. Each trajectory starts at the top of the potential and rolls off to either side. The far right shows the inferred potential plotted with uncertainty overlaid on the ground truth potential and the potential inferred using the Boltzmann method. For comparison, the inferred and ground truth energy landscapes were shifted so that the lowest point is set to 0 \( kT \).

experiment, we impose a potential on the particle using our feedback trap. We refer to this applied potential as the “ground-truth” potential, although it may differ from the actual potential the particle experiences due to errors in the feedback trap setup, as well as experimental limitations such as drift. We use our ground-truth estimates to validate the accuracy of estimates made using our Gaussian processes on noisy and much shorter time-series data in the SI [39].

Double well.—We analyzed data from a particle in a double-well potential. Results are shown in Fig. 1. Each column shows the inferred potential (top row) and inferred trajectory (bottom row) for each data set analyzed. We provide uncertainties and ground truth estimates for both the potential and trajectory. Additionally, for sake of comparison, we also show the potential estimated using the Boltzmann method [31, 37]. We highlight that the Boltzmann method does not provide trajectory estimates. By contrast, our method infers those positions obscured by noise. Fig. 1 shows that the ground truth potential and trajectory fall within the estimated range even when the measurement noise is so large that the particle is occasionally seen in the wrong well (Fig. 1, top right panel). Both our method and the Boltzmann method slightly overestimate the potential of the left well at the lowest noise level, because the (short) trajectory spends too much time in the right well, leaving the left well undersampled.

2D single well.—Next, we analyzed data from a particle in a 2D harmonic potential. Results are shown in Fig. 2. For clarity, we do not show uncertainties, trajectories, or Boltzmann-method estimates for the 2D plot, but we do show them for a 1D potential slice. Despite the added complexity in inferring the potential in full 2D at once, our estimates fall within uncertainty in regions where data is appreciably sampled, even at high measurement noise.

Non-equilibrium trajectories—One advantage of our method is that it does not rely on equilibrium assumptions. As such, we can analyze trajectories initiating from non-equilibrium conditions. To demonstrate this, we created data sets where the particle starts at the top of the potential well and “rolls off” to either side. The trajectories are short (5 ms), so that the particle does not reach equilibrium during the time trace. By including the likelihoods from 100 such trajectories into our posterior, we gain information on either side of the well and can recreate the full potential, even though each individual trajectory is initiated from the top of the potential.

In the first four panels of Fig. 3, we illustrate 4 of 100 trajectories used to reconstruct the potential. We note that all trajectories start from the top of the barrier (defined as \( x = 0 \)), and none of the trajectories fully sample both wells. Despite this extreme undersampling, our method is able to infer the height of the barrier to within 15% accuracy (our method predicts an 8.6 \( kT \) barrier; the barrier of the design potential is 10 \( kT \)). Our error bar at the top of the barrier in Fig. 3 is artificially low because every trajectory initiates from the top.

Discussion.—Inferring potential landscapes is a key step toward providing a reduced dimensional description of complex systems [33, 50–53]. Here, we go beyond exist-
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choices of priors, as well as derivations and computational algorithms used for sampling the posterior using MCMC. It contains a description of the Boltzmann method which we compare our method to. Lastly, it has a section devoted to robustness tests on simulated data that we use to benchmark our method."
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