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Abstract
In this article, we present a new voice activity detection (VAD) algorithm that is based on statistical models and empirical rule-based energy detection algorithm. Specifically, it needs two steps to separate speech segments from background noise. For the first step, the VAD detects possible speech endpoints efficiently using the empirical rule-based energy detection algorithm. However, the possible endpoints are not accurate enough when the signal-to-noise ratio is low. Therefore, for the second step, we propose a new gaussian mixture model-based multiple-observation log likelihood ratio algorithm to align the endpoints to their optimal positions. Several experiments are conducted to evaluate the proposed VAD on both accuracy and efficiency. The results show that it could achieve better performance than the six referenced VADs in various noise scenarios.
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1 Introduction
Voice activity detector (VAD) segregates speeches from background noise. It finds diverse applications in many modern speech communication systems, such as speech recognition, speech coding, noisy speech enhancement, mobile telephony, and very small aperture terminals. During the past few decades, researchers have tried many approaches to improve the VAD performance. Traditional approaches include energy in time domain [1,2], pitch detection [3], and zero-crossing rate [2,4]. Recently, several spectral energy-based new features were proposed, including energy-entropy feature [5], spacial signal correlation [6], cepstral feature [7], higher-order statistics [8,9], teager energy [10], spectral divergence [11], etc. Multi-band technique, which utilized the band differences between the speech and the noise, was also employed to construct the features [12,13].

Meanwhile, statistical models have attracted much attention. Most of them were focused on finding a suitable model to simulate the empirical distribution of the speech. Sohn [14] assumed that the speech and noise signals in discrete Fourier transform (DFT) domain were independent gaussian distribution. Gazor [15] further used Laplace distribution to model the speech signals. Chang [16] analyzed the Gaussian, Laplace, and Gamma distributions in DFT domain and integrated them with goodness-of-fit test. Tahmasbi [17] supposed speech process, which was transformed by GARCH filter, having a variance gamma distribution. Ramirez [18] proposed the multiple-observation likelihood ratio test instead of the single frame LRT [14], which improved the VAD performance greatly. More recently, many machine learning-based statistical methods were proposed and have shown promising performances. They include uniform most powerful test [19], discriminative (weight) training [20,21], support vector machine (SVM) [22-24], etc.

On the other hand, because the speech signals were difficult to be captured perfectly by feature analysis, many empirical rules were constructed to compensate the drawbacks of the VADs. Ramirez [18] proposed the contextual multiple global hypothesis to control the false alarm rate (FAR), where the empirical minimum speech length was used as the premise of his global hypothesis. ETSI frame dropping (FD) VAD [25] was somewhat an assembly of rules that were based on the continuity of speech. Besides, to our knowledge, one widely used empirical technique was the “hangover” scheme. Davis [26] designed a state machine-based hangover scheme to improve the SDR. Sohn [14] used
the hidden Markov model (HMM) to cover the trivial speeches, and Kuroiwa [27] designed a grammatical system to enhance the robustness of the VAD.

The statistical models could detect the voice activity exactly, but they are not efficient in practice. On the other hand, the empirical rules could not only distinguish the apparent noise from speech but also cover trivial speeches; however, they are not accurate enough in detecting the endpoints. In this article, we propose a new VAD algorithm by combining the empirical rule-based energy detection algorithm and the statistical models together. The rest of the article is organized as follows. In Section 2, we will present the empirical rule-based energy detection sub-algorithm and the Gaussian mixture model (GMM)-based multiple-observation log likelihood ratio (MO-LLR) sub-algorithm in detail, and then we will present how the two independent sub-algorithms are combined. In Section 3, several experiments are conducted. The results show that the proposed algorithm could achieve better performances than the six existing algorithms in various noise scenarios at different signal-to-noise ratio (SNR) levels. In Section 4, we conclude this article and summarize our findings.

2 The proposed efficient VAD algorithm

2.1 The proposed VAD algorithm in brief

In [28], Li summarized some general requirements for a practical VAD. In this article, we conclude them as follows and take them as the objective for the proposed algorithm.

1) Invariant outputs at various background energy levels, with maximum improvements of speech detection.
2) Accurate location of detected endpoints.
3) Short time delay or look-ahead.

If we use only one algorithm, then it is hard to satisfy the second and third items simultaneously. If the average SNR level of current speech signals is above zero, then the short-term SNRs around the speech endpoints are usually much lower than those between the endpoints. Hence, we could use different detection schemes for different part of one speech segment.

The proposed algorithm has two steps to separate speech segments from background noise. For the first step, we use the double threshold energy detection algorithm [2] to detect the possible endpoints of the speech segments efficiently. However, the detected endpoints are rough. Therefore, for the second step, we use the GMM based MO-LLR algorithm to search around the possible endpoints for the accurate ones.

By doing so, only signals around the endpoints need the computationally expensive algorithm. Therefore, a lot of detecting time could be saved.

2.2 Empirical rules-based energy detection

The efficient energy detection algorithm is not only to detect the apparent speeches but also to find the approximate positions of the endpoints. However, the algorithm is not robust enough when the SNR is low. To enhance its robustness, we integrate it with a group of rules and present it as follows:

Part 1 As for the beginning-point (BP) detection, the silence energy and the low/high energy thresholds of the $n$th observation $o_n$ are defined as

$$E_{\text{sil}} = \frac{1}{3} \sum_{j=n-1}^{n+1} E_j$$ (1)

$$T_{\text{thlow}} = \alpha \cdot E_{\text{sil}}, \quad T_{\text{high}} = \beta \cdot E_{\text{sil}}$$ (2)

where $E_j$ is the short-term energy of the $j$th observation; and the $\alpha$, $\beta$ are the user-defined threshold factors.

Given a signal segment $\{o_n, o_{n+1}, ..., o_{n+NB}\}$ with a length of $NB$ observations, if there are $N_{Bh}$ consecutive observations in the segment whose energy is higher than $T_{\text{thlow}}$, and if the ratio $N_{Bh}/NB$ is higher than an empirical threshold $\phi_{Bh}^{\text{low}}$, then the first observation $o_{Bh}$ energy is higher than $T_{\text{thlow}}$ should be remembered.

Then, we detect the given segment from $o_{Bh}$ if there is another $N_{Bh}$ consecutive observation whose energy is higher than $T_{\text{thhigh}}$, and if the ratio $N_{Bh}/NB$ is higher than another empirical threshold $\phi_{Bh}^{\text{high}}$, then one possible BP is detected as $o_{Bh}$.

Part 2 As for the ending-point (EP) detection, suppose that the energy of current observation $o_{E}$ is lower than $T_{\text{thhigh}}$, we analyze its subsequent signal segment with $NE$ observations. If there are $N_{Eh}$ observations with energy higher than $T_{\text{thlow}}$, and if the ratio $N_{Eh}/NE$ is lower than an empirical threshold $\phi_{Eh}^{\text{EP}}$, then one possible EP is detected as the current observation $o_{Eh}$.

2.3 GMM-based MO-LLR algorithm

Although the energy-based algorithm is efficient to detect speech signals roughly, the endpoints detected by it are not sufficiently accurate. Therefore, some computationally expensive algorithm is needed to detect the endpoints accurately. Here, a new algorithm called the GMM-based MO-LLR algorithm is proposed.

Given the current observation $o_n$, a window $\{o_{n-1}, ..., o_{n-1}, o_n, o_{n+1}, ..., o_{n+NB}\}$ is defined over $o_n$. Acoustic features $\{x_{n-1}, ..., x_{n+NB}\}$ are extracted from the window. Two $K$-mixture GMMs are employed to model the speech and noise distributions, respectively:
\[ P(x_i|H_1) = \sum_{k=1}^{K} \pi_{1,k} \mathcal{N}(x_i; \mu_{1,k}, \Sigma_{1,k}) \]  

\[ P(x_i|H_0) = \sum_{k=1}^{K} \pi_{0,k} \mathcal{N}(x_i; \mu_{0,k}, \Sigma_{0,k}) \]

where \( i = n - l, \ldots, n + m \), \( H_1 \) (\( H_0 \)) denotes the hypothesis of the speech (noise), and \( \{\pi_k, \mu_k, \Sigma_k\} \) are the parameters of the \( k \)th mixture.

Base on the above definition, the log likelihood ratio (LLR) \( s_i \) of the observation \( o_i \) can be calculated as

\[ s_i = \log(P(x_i|H_1)) - \log(P(x_i|H_0)) \]  

and the hard decision on \( s_i \) is obtained by

\[ c_i = \begin{cases} 1, & \text{if } s_i \geq \varepsilon \\ 0, & \text{otherwise} \end{cases} \]

where \( \varepsilon \) is employed to tune the operating point of a single observation. In practice, \( \varepsilon \) is initialized as \( \varepsilon = \frac{1}{15} \sum_{i=1}^{15} s_i + \Delta \), where the first term denotes the current SNR level, and \( \Delta \) is a user-defined constant. The constant “15” can be set to other value too.

Until now, we can obtain a new feature vector \( I_n = [s_{n-l}, \ldots, s_{n+m}]^T \) (or \( I_n = [c_{n-l}, \ldots, c_{n+m}]^T \)) from the soft (or hard) decision. Many classifiers based on the new feature can be designed, such as the most simplest one calculating the average value of the feature [29], the global hypothesis on the multiple observation [18], the long-term amplitude envelope method [22], and the discriminative (weight) training method of the feature [20,21]. For simplicity, we just calculate the average value of the feature:

\[ \Lambda_n = \begin{cases} \frac{1}{l + m + 1} \sum_{i=n-l}^{n+m} s_i, & \text{if soft decision is used} \\ \frac{1}{l + m + 1} \sum_{i=n-l}^{n+m} c_i, & \text{otherwise} \end{cases} \]

and classify the current observation \( o_n \) by

\[ o_n = \begin{cases} \text{is classified as speech, if } \Lambda_n \geq \eta \\ \text{is classified as noise, otherwise} \end{cases} \]

where \( \eta \) is employed to tune the operating point of the MO-LLR algorithm.

Figure 1 gives an example of the detection process of the MO-LLR sub-algorithm with \( l = m = 1 \). From the figure, we could know that when the window length becomes large, the proposed algorithm has a good ability of controlling the randomness of the speech signals but a relatively weak ability of detecting very short pauses between speeches. Therefore, setting the window to a proper length is important to balance the performance between the speech detection accuracy and the FAR.

In our study, the hard decision method (6) is adopted, and two thresholds, \( \eta_{\text{begin}} \) and \( \eta_{\text{end}} \), are used for the BP and EP detections, respectively, instead of a single \( \eta \) in (8).

### 2.4 Combination of the energy detection algorithm and the MO-LLR algorithm

The main consideration of the combination is to detect the noise/speech signals that can be easily differentiated by the energy detection algorithm at first, leaving the signals around the endpoints to the MO-LLR sub-algorithm.

Figure 2 gives a direct explanation of the combination method. From the figure, it is clear that the MO-LLR sub-algorithm is only used around the possible endpoints that are detected by the energy detection algorithm. Hence, a lot of computation can be saved.

We summarize the proposed algorithm in Algorithm 1 with its state transition graph drawn in Figure 3. Note that for the MO-LLR sub-algorithm, because an observation might appear not only in the current window but also in the next window when the MO-LLR window shifts, its output value from Equation 5 or 6 might be used several times. Therefore, the MO-LLR output of any observation should be remembered for a
few seconds to prevent repeating calculating the LLR score in (5).

2.5 Considerations on model training

2.5.1 Matching training for MO-LLR sub-algorithm

The observations between the endpoints have higher energy than those around the endpoints, and they have different spacial distributions with those around the endpoints too.

In our proposed algorithm, the input data of the MO-LLR sub-algorithm is just the observations around the endpoints. If we use all data for training, then it is obvious that the mismatching between the distribution of the speeches around the endpoints and the distribution of the speeches on the entire dataset will lower the classification accuracy of the data around the endpoints. Therefore, we only use the observations around the endpoints for GMM training. The expectation-maximum (EM) algorithm is used for GMM training.

2.5.2 Selections of the training dataset

In practice, to find the training dataset that matches the test environment perfectly is difficult. Hence, we need a VAD algorithm that is not sensitive to the selections of the training dataset.

To find how much the mismatching between the training and the test sets will affect the performance, we define two kinds of models as follows:

- Noise-dependent model (NDM). This kind of model is trained in a given noise environment, and is only tested in the same environment.
- Noise-independent model (NIM). This kind of model is trained from a training set that is a collection of speeches in various noise environments, and is tested in arbitrary noise scenarios.

The performance of the NDM is thought to be better than NIM. However, we will show in our experiments that the NIM could achieve similar performance with the NDM, which proves the robustness of the proposed algorithm.

In conclusion, constructing a training dataset that consists of various noise environments is sufficient for the GMM training in practice.

2.6 Extensions and limitations of the proposed algorithm

The proposed combination method is easily extended to other features and classifiers. Many efficient algorithms can replace the energy detection algorithm, and besides MO-LLR algorithm, many accurate algorithms can be used to detect the precise positions of the endpoints too. If designed properly, then we can combine the two complementary sub-algorithms in our proposed method so as to inherit both of their advantages.

To better understand the idea, we construct a new combination algorithm using two other sub-algorithms, where the sub-algorithms were proposed by other researchers.

- Efficient sub-algorithm. In [28], a new feature is defined as

\[ g_t = 10\log_{10} \sum_{j=n_t}^{n_t+l-1} o_j^2 \]  

(9)

where \( o_j \) is the \( j \)th sample in time domain, \( I \) is the user-defined window length, and \( n_t \) is the index of the first sample in the window. Instead of using Li’s system [28] directly, we can just use the feature to replace ours in the energy detection part.

- Accurate sub-algorithm. In [22], Ramirez proposed a new feature vector for SVM-based VAD. It was inspired by [28]. We present it briefly as follows. After DFT analysis of an observation, an \( N \)-dimensional vector \( x_n = [x_{n,j}]_{j=1}^{N} \) is obtained. In each dimension of the feature, the long-term spectral envelope can be calculated as

\[ \bar{x}_{n,i} = \max \{x_{n,i-l}, \ldots, x_{n,i+l}\} \]
where $l$ is the user-defined window length. Then, we transform the feature vector to another $K$-band spectral representation [22]

$$E_{n,k} = 10\log_{10} \left( \frac{2^K}{N} \sum_{n=0}^{u_k-1} \tilde{x}_{n,u} \right)$$  \hspace{1cm} (10)

where $u_k = \lfloor N/2 \cdot k/K \rfloor$ and $k = 0, 1, \ldots, K - 1$. Eventually, the element of the feature vector $z_n$ for SVM is defined as $z_{n,k} = E_{n,k} - V_{n,k}$, where the spectral representation of the noise $V_{n,k}$ is estimated in the same way as $E_{n,k}$ during the initialization period and the silence period.

In [22], Ramirez has shown that the SVM-based VAD could achieve higher classification accuracy than Li’s [28]. However, the computational complexity has not been considered. The nonlinear kernel SVM [30]-based VAD has been proved to be superior to the linear kernel SVM-based VAD [23,24]. However, if we use the nonlinear kernel SVM, then the following calculation is traditionally needed to classify a single observation $o_n$:

$$f(z_n) = \text{sign} \left( \sum_{i=1}^{T} \lambda_i Q(z_i, z_n) + b \right)$$ \hspace{1cm} (11)

where $\{\lambda_i\}_{i=1}^{T}$ are the non-negative lagrange variables, $Q(\cdot)$ is the nonlinear kernel operator, $T$ denotes the total observation number of the training set, and $\{z_i\}_{i=1}^{T}$ is the training dataset. Therefore, the time complexity for classifying a single observation is even as high as $O(T)$ which is unbearable in practice.

- Combination of the two sub-algorithms. The two algorithms can be combined efficiently by modifying the sample $o_j$ in time domain (in Equation 9) to the observations in spectral domain.

Obviously, even after the combination, the time complexity of the above algorithm is much higher than our proposed method. Therefore, we never tried to realize it.

Although the proposed combination method is easily extended, it has one limitation as well. It is weak in detecting very short pauses between speeches. This is because we mainly try to optimize the detecting efficiency instead of pursuing the highest accuracy. If the applications need to detect the short pauses accurately, then we might overcome the drawback by adding some new rules or some complementary algorithms to the energy detection part.

3 Experimental analysis

In this section, we will compare the performances of the proposed algorithm with the other referenced VADs in general at first. Then, we will analyze its efficiency in respect of the mixture number of the GMM and the combination scheme. At last, we will prove that the proposed algorithm can achieve robust performance in mismatching situation between the training and test sets.

3.1 Experimental setup

The TIMIT [31] speech corpus is used as the dataset. It contains utterances from eight different dialect regions in the USA. It consists of a training set of 326 male and 136 female speakers, and a testing set of 112 male and 56 female speakers. Each speakers utters 10 sentences, so that there are 4,620 utterances in the training set and 1,680 utterances in the test set totally. All the recorded speech signals are sampled at $f_s = 16$ kHz.

These TIMIT sets, after resampling from 16 to 8 kHz, are distorted artificially by the NOISEX corpus [32]. To simulate the real-world noise environment, the original TIMIT and NOISEX corpora are filtered by intermediate reference system [33] to simulate the phone handset, and then the SNR estimation algorithm based on active speech level [34] is employed to add four different noise types (babble, factory, vehicle, and white noise) at five SNR levels in a range of [5, 10,…, 25 dB]. Eventually, we get 20 pairs of noise-distorted training and test corpora. As done in a previous study [35], the TIMIT word transcription is used for VAD evaluation, and the inactive speech regions, which are smaller than 200 ms, are set to speech. The percentage of the speech process is 87.78%, which is much higher than the average level of the true application environments. To make the corpora more suitable for VAD evaluation, every utterance is artificially extended at the head and the tail, respectively, with some noise. The percentage of the speech is afterwards reduced to 62.83%, and the renewed corpora can reflect the differences of the VADs apparently.

To examine the effectiveness of the proposed VAD algorithm, we compare it with the following existing VAD methods.

- G.729B VAD [4]. It is a standard method applied for improving the bandwidth efficiency of the speech communication system. Several traditional features and methods are arranged in parallel.

- VAD from ETSI AFE ES 202 050 [25]. It is the front-end model of an European standard speech recognition system. It consists of two VADs. The first one, called “AFE Wiener filtering (WF) VAD,” is based on the spectral SNR estimation algorithm. The second one, called “AFE FD VAD”, is a set of empirical rules. Its main purpose is to integrate the fragmental output from AFE WF VAD into speech segments.

- Sohn VAD [14]. It is a statistical model-based VAD. It uses the minimum-mean square error...
estimation algorithm [36] to estimate the spectral SNR, and the gaussian model to model the distributions of the speech and noise.

- Ramirez VAD [18]. It combines the multiple-observation technique [11, 29] and the statistical VAD at first, and then, it proposes the global hypothesis to control the FAR.
- Tahmasbi VAD [17]. It assumes that the speeches, after being filtered by GARCH model, have a variance gamma distribution. We train the GARCH model in matching environment between the training and test sets.

3.2 Parameter settings

A single observation (frame) length is 25 ms long with an overlap of 10 ms.

For the rule-based energy detection algorithm, $N_E$ in the BP detection is set to 20 with $\phi_{BP}^{low} = 1/4$ and $\phi_{BP}^{high} = 1/5$. The $N_E$ in EP detection is set to 35 with $\phi_{EP} = 1/7$.

For the MO-LLR algorithm, the 39-dimensional feature contains 13-dimensional static MFCC features (with energy and without C0), their delta and delta-delta features. The window length is set to 30 with $l$ setting to 14. The constant $\Delta$ referred in (6) is set to 1.5.

For the combination of the two sub-algorithms (Algorithm 1), the scanning range $\delta$ is set to 50. The minimum practical speech length is set to 35.

Other parameters related to SNR are show in Table 1. These values are the optimal ones in different SNR levels. We get them from the training set of the noisy TIMIT corpora.

In respect of matching training for MO-LLR sub-algorithm, 50 neighboring observations of every endpoint are extracted from the training set for GMM training.

In respect of the selections of the training dataset, two kinds of models should be trained for performance comparison.

For the NIM training, we randomly extract 231 utterances from every noise-distorted training corpus to form a noise-independent training corpus, and then we train a serial GMM pairs with [1, 2, 3, 5, 15, 35, and 50] mixtures correspondingly. Note that the new noise-independent corpus contains 4,620 utterances totally, which is the same size as each noise-distorted training set.

For the NDM training, we train 20 pairs of 50-mixture NDMs from 20 noisy corpora.

3.3 Results

3.3.1 Performance comparison with referenced VADs

Two measures are used for evaluation. One measure is the speech detection rate (SDR) and the FAR [37]. In order to evaluate the performance in a single variable, another measure is the harmonic mean $F$-score [35] between the precision rate of the detected speeches (PR) and the SDR

$$F\text{- score} = \frac{2 \cdot SDR \cdot PR}{SDR + PR}$$

The higher the $F$-score is the better the VAD performs.

Table 2 lists the performance comparisons of the proposed algorithm (with 5-mixture NIM) with other existing VADs. From the table, the G.729B, the AFE WF, and AFE FD VAD, which are open sources, have relatively comparable performances with the Sohn, Ramirez, and Tahmasbi VAD. This conclusion is identical with other studies, e.g., [14, 18, 35]. Also, the performances of the proposed algorithm are better than other referenced VADs. Figure 4 shows the $F$-score comparisons of the VADs. From the figure, we can see that the proposed algorithm yields higher $F$-score curves than other VADs.

Table 3b lists the average CPU time of the proposed algorithm (with 5-mixtures NIM) and the referenced statistical model-based VADs over all 20 noisy corpora. From the table, it is clear that the proposed algorithm is faster than the three statistical VADs. The reason for the Sohn VAD being slower than Ramirez VAD is that the HMM-based “hangover” scheme in Sohn VAD is computationally expensive.

3.3.2 How does the mixture number of the GMM affect the performance?

If the mixture number of the GMM increases, then it is preferred that the performance of the VAD will be better. However, the computational complexity increases with the mixture number too. Therefore, it is important to find how the mixture number of the GMM will affect the performance and how many mixtures are needed to compromise the detecting time and the accuracy.

The first row of Table 4 lists the average CPU time of the proposed methods with different mixture numbers over all the 20 noisy corpora. From the row, a linear relationship between the mixture number and the CPU time is observed.

Table 5 shows the average accuracy of the proposed methods with different mixture numbers over all the noisy corpora. From the table, we can see that the mixture number has little effect on the performance when the number is larger than 5.
Table 2 Performance comparisons between the proposed algorithm (with 5-mixture NIM) and other referenced VADs (%)

| Scenario | SNR (dB) | SDR  | FAR  | SDR  | FAR  | SDR  | FAR  | SDR  | FAR  | SDR  | FAR  | SDR  | FAR  | SDR  | FAR  |
|----------|----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Babble   | 5        | 70.31| 55.11| 87.78| 25.87| 99.97| 87.41| 80.18| 39.43| 86.30| 36.28| 99.97| 80.36| 95.53| 27.62|
|          | 10       | 77.99| 53.74| 94.12| 24.99| 100.00| 83.31| 28.03| 88.88| 23.10| 100.00| 85.57| 92.95| 29.35| 96.29|
|          | 15       | 84.00| 50.29| 97.15| 24.86| 100.00| 85.76| 17.19| 90.68| 10.86| 83.56| 15.64| 96.79| 10.28| 96.79|
|          | 20       | 87.65| 40.32| 98.54| 25.42| 100.00| 88.71| 11.83| 93.50| 6.74 | 87.62| 10.98| 96.70| 8.02 | 96.70|
|          | 25       | 87.97| 23.40| 99.16| 27.09| 99.99| 64.91| 8.19 | 95.30| 5.02 | 90.89| 6.95 | 95.84| 6.51 | 95.84|
| Factory  | 5        | 64.22| 50.86| 95.35| 25.65| 99.99| 79.89| 20.93| 88.00| 22.21| 83.29| 29.09| 96.23| 13.67| 96.23|
|          | 10       | 73.87| 49.84| 93.37| 18.09| 99.99| 81.63| 30.87| 90.93| 16.40| 84.28| 20.56| 96.09| 11.57| 96.09|
|          | 15       | 81.72| 47.63| 96.64| 19.19| 99.99| 78.88| 18.18| 93.29| 7.11 | 88.13| 11.78| 96.81| 6.59 | 96.81|
|          | 20       | 86.65| 38.58| 98.36| 20.75| 99.99| 83.67| 85.76| 17.19| 90.68| 10.86| 83.56| 15.64| 96.79| 10.28|
|          | 25       | 87.60| 23.24| 99.16| 27.09| 99.99| 64.91| 8.19 | 95.30| 5.02 | 90.89| 6.95 | 95.84| 6.51 | 95.84|
| Vehicle  | 5        | 56.78| 44.49| 76.09| 2.05 | 99.99| 81.13| 80.12| 25.56| 85.94| 10.04| 80.98| 38.63| 93.53| 6.58 |
|          | 10       | 68.14| 44.88| 89.18| 3.92 | 99.99| 83.36| 82.27| 11.74| 90.98| 4.45 | 80.25| 16.08| 95.50| 4.77 |
|          | 15       | 77.47| 43.65| 95.26| 5.91 | 100.00| 77.96| 86.23| 6.07 | 94.74| 3.99 | 84.82| 8.48 | 96.99| 3.95 |
|          | 20       | 84.54| 35.31| 97.86| 8.41 | 99.99| 65.67| 89.89| 4.57 | 96.63| 4.46 | 89.72| 5.45 | 97.27| 4.32 |
|          | 25       | 86.90| 19.76| 98.90| 11.46| 99.99| 49.62| 92.61| 5.43 | 97.21| 5.07 | 93.22| 5.08 | 96.44| 4.45 |
| White    | 5        | 51.98| 44.66| 74.69| 1.39 | 99.99| 66.18| 79.50| 17.75| 86.01| 6.20 | 79.50| 29.19| 92.98| 5.63 |
|          | 10       | 64.60| 44.93| 88.50| 3.29 | 99.99| 76.23| 83.52| 9.51 | 91.88| 4.43 | 82.22| 12.26| 95.50| 4.77 |
|          | 15       | 75.07| 43.89| 94.92| 5.34 | 99.99| 78.42| 87.63| 5.02 | 95.15| 3.32 | 87.32| 5.78 | 96.95| 3.60 |
|          | 20       | 83.37| 36.34| 97.79| 7.80 | 99.99| 72.21| 91.01| 4.33 | 96.80| 3.92 | 91.89| 4.60 | 97.25| 3.67 |
|          | 25       | 86.56| 20.55| 98.87| 10.93| 99.99| 61.01| 93.51| 4.27 | 97.50| 4.91 | 94.37| 5.11 | 96.60| 3.78 |

SDR, speech detection rate; FAR, false alarm rate.

Figure 4 F-score comparisons in different noise scenarios.
In conclusion, setting the mixture number to 5 is enough to guarantee the detecting accuracy.

3.3.3 How much time could be saved by using the combination algorithm instead of using MO-LLR only?

In order to show the advantage of the combination, we compare the proposed algorithm with the MO-LLR algorithm.

Table 4 gives the CPU time comparison between the proposed algorithm and the MO-LLR algorithm. From the table, we can conclude that the proposed algorithm is several times faster than the MO-LLR algorithm.

3.3.4 How does the mismatching between the training and the test sets affect the performance?

The histograms of the differences between the manually labeled endpoints and the detected ones [28] is used as the measure. The main reason for using this measure is that the MO-LLR sub-algorithm is only used in the area around the endpoints but not over the entire corpora.

Figure 5 gives an example of the histograms. It is clear that the BP is much easier detected than the EP.

However, since there are too many histograms to show in this article, we substitute the histograms by their means and standard deviations. The closer to zero the means and variances are, the better the GMMs perform.

Table 6 lists the average results of the means of the histograms over all the noisy corpora. It is shown that the performance of the NDM is not much better than the NIM, especially when the $yh$ a v et h es a m em i x t u r e number, which proves the robustness of the proposed algorithm. From the NIM column only, we could also conclude that the performances change slightly from 5 to 50 mixtures.

To summarize, in order to achieve robust performance, we just need to train 5-mixture GMMs from a dataset that consists of various noisy environments instead of training new GMMs for each new test environment. Eventually, the trouble on training new models can be avoided.

4 Conclusions

In this article, we present an efficient VAD algorithm by combining two sub-algorithms. The first sub-algorithm is the efficient rule-based energy detection algorithm, where the rules can enhance the robustness of the energy detection algorithm. The second sub-algorithm is the GMM-based MO-LLR algorithm. Although the MO-LLR is computationally expensive, it can classify the speech and noise accurately. The two sub-algorithms are combined by first using the energy detection algorithm to detect the speeches that are easily differentiated, leaving the speeches around the endpoints to the MO-LLR sub-algorithm. The experimental results show that the proposed algorithm could achieve better performances than the six commonly used VADs. It has also been demonstrated that the proposed VAD is more efficient and robust in different noisy environments.

Endnotes

$^a$Here, we use the MFCC, its delta and delta-delta features as the feature, which has a total dimension of 39. But the proposed method is not limited to the feature.

$^b$Because the G.729B VAD and ETSI AFE VAD are implemented in C code but the other four is implemented in MATLAB code, it’s meaningless to compare the proposed algorithm with the G.729B VAD and ETSI AFE VAD directly.

Algorithm 1: Combining energy detection & MO-LLR

1: initialization start from silence.
2: BP detection:
3: if a possible BP $\hat{o}_B$ is detected by Part1 of the energy detection
4: if $\hat{o}_B$ is confirmed to be speech by MO-LLR
5: search in a range of $(\hat{o}_B-\delta, \hat{o}_B+\delta)$ for the accurate
6: $o_B$ BP by MO-LLR. $o_B$ is defined as the change point from noise to speech.
7: goto the ending-point detection (Step 12)
8: else move to next observation, goto Step 2
9: end

Table 4 CPU time (unit: seconds per test corpus) comparisons between the proposed algorithm and the MO-LLR algorithm

| # Mixture | 1   | 2   | 3   | 5   | 15  | 35  | 50   |
|----------|-----|-----|-----|-----|-----|-----|------|
| Proposed | 67.27 (±6.20) | 72.73 (±5.75) | 77.91 (±6.58) | 88.01 (±8.38) | 139.10 (±14.86) | 241.49 (±29.33) | 318.40 (±40.55) |
| MO-LLR   | 159.43 (±2.20) | 167.00 (±0.16) | 181.00 (±0.84) | 208.61 (±0.41) | 337.77 (±0.82) | 600.16 (±0.97) | 799.85 (±0.97) |

Table 5 Performance comparisons of the proposed algorithm with different GMM mixture numbers

| # Mixture | 1   | 2   | 3   | 5   | 15  | 35  | 50   |
|----------|-----|-----|-----|-----|-----|-----|------|
| SDR      | 96.28 | 96.36 | 96.25 | 96.03 | 96.19 | 96.18 | 96.11 |
| FAR      | 10.18 | 10.11 | 9.94 | 8.31 | 8.65 | 8.36 | 8.00 |
| F-score  | 95.22 | 95.27 | 95.27 | 95.61 | 95.59 | 95.67 | 95.73 |

SDR, speech detection rate; FAR, false alarm rate
9: else
10: move to next observation, goto Step 2
11: end

ending-point (EP) detection:
12: if a possible EP $\hat{o}_E$ is detected by Part2 of the energy detection
13: if $\hat{o}_E$ is confirmed to be noise by MO-LLR
14: search in a range of $(\hat{o}_E-\delta, \hat{o}_E+\delta)$ for the accurate EP $o_E$ by MO-LLR. $o_E$ is defined as the change point from speech to noise.
15: if the length from $o_B$ to $o_E$ is too small to be practical
16: delete the detected speech endpoints $o_B$ and $o_E$
17: end
18: goto the BP detection (Step 2)
19: else
20: move to next observation, goto Step 12.
21: end
22: else
23: move to next observation, goto Step 12.
24: end

Figure 5 The accumulating results (histograms) of the differences between the manually labeled endpoints and the detected ones in different noise scenarios. Each column of the histogram is in a width of five observations. If the detected endpoint is in the positive axis of the histogram, it means that the noises between the detected one and the labeled one are wrongly detected as speech, vise versa.

| # Mixture | 1  | 2  | 3  | 5  | 15 | 35 | 50 | 50 |
|-----------|----|----|----|----|----|----|----|----|
| BP        | 0.13 | 0.35 | 0.41 | -0.05 (±11.66) | 0.06 | -0.06 | -0.15 | 0.23 |
|           | (±12.63) | (±12.29) | (±12.31) | 11.60 | (±11.60) | (±11.33) | (±11.09) | (±11.34) |
| EP        | 2.46 | 2.52 | 1.99 | 0.20 | 0.93 | 0.65 | 0.22 | 1.22 |
|           | (±19.88) | (±19.93) | (±19.73) | (±19.10) | (±19.41) | (±18.99) | (±18.79) | (±18.11) |

Table 6 Comparisons of the histogram means and standard deviations between NIMs and NDMs

The histogram is the accumulating result of the differences between the manually labeled endpoints and the detected ones. The reported results are average ones over all 20 noisy corpora. If the mean values are positive, it means that some noises are wrongly detected as speech; otherwise, some speeches are wrongly detected as noise.
Abbreviations
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