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SUMMARY  Zero-shot learning (ZSL) aims to classify images of unseen classes by learning relationship between visual and semantic features. Existing works have been improving recognition accuracy from various approaches, but they employ computationally intensive algorithms that require iterative optimization. In this work, we revisit the primary approach of the pattern recognition, i.e., nearest neighbor classifiers, to solve the ZSL task by an extremely simple and fast way, called SimpleZSL. Our algorithm consists of the following three simple techniques: (1) just averaging feature vectors to obtain visual prototypes of seen classes, (2) calculating a pseudo-inverse matrix via singular value decomposition to generate visual features of unseen classes, and (3) inferring unseen classes by a nearest neighbor classifier in which cosine similarity is used to measure distance between feature vectors. Through the experiments on common datasets, the proposed method achieves good recognition accuracy with drastically small computational costs. The execution time of the proposed method on a single CPU is more than 100 times faster than those of the GPU implementations of the existing methods with comparable accuracies.
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1. Introduction

Image classification has been a representative problem to be solved by machine learning in decades. The most remarkable progress in recent years is the emergence of deep learning. Deep learning has greatly improved the classification accuracy for pattern recognition, and it is said that the deep learning now outperforms even humans [1], [2]. However, most of the works train their classifiers by supervised learning, which requires a large amount of labeled training data. On the other hand, humans can learn classes of objects just by seeing them few times or even without seeing. Learning from limited data is a next challenging problem for machine learning to realize more human-like AIs.

Few-shot learning (FSL) and zero-shot learning (ZSL) are the tasks that tackle the above problem. The more difficult one is ZSL, which aims to recognize objects whose instances have not been seen during training [3]–[8]. In ZSL image classification setting, semantic descriptions of both seen and unseen classes are provided in addition to the visual features of the seen classes. The task is to classify images of unseen classes by learning relationship between visual and semantic features.

Existing works try to solve ZSL problem mainly from two approaches. One is a non-generative approach, in which visual-semantic relationship are learned by using embedding spaces. Some works learn projection functions from embedding spaces of visual features to those of semantic features, or functions in the opposite direction. There are also several works that utilize common intermediate embedding spaces to learn the visual-semantic relationship. In any case, such projection functions are obtained by optimization, where a loss function is minimized through iterative processes as in the case of the majority of the supervised learning methods. The other approach for ZSL is a generative one, which utilizes generative models to synthesize visual features of unseen classes from semantic descriptions. Generative adversarial networks (GAN) and variational auto-encoders (VAE) are often used as generators for visual features of unseen classes. These algorithms are powerful and they can generate plausible visual features useful for classification. However, their training process requires a large computational cost due to iterative optimization processes such as backpropagation.

In this paper, we try to solve the ZSL problem by an extremely simple way, named SimpleZSL. Our approach can be categorized into the generative one rather than the non-generative one, but it generates visual features by a very simple and deterministic way, more specifically, by calculating a pseudo-inverse matrix of semantic features. With this pseudo-inverse matrix, visual features of unseen classes are generated from visual prototypes of seen classes, which is obtained just by averaging visual features of training samples. Since this approach do not have any optimization process, the training of ZSL can be accelerated very much. In addition, when we use the visual features obtained by the above simple way, we found that a nearest neighbor classifier effectively works as a classifier for inference. The distance among the visual features is calculated by cosine similarity of feature vectors. This means that we do not need to train classifiers, which also shorten the training time of ZSL. Note that our work does not cover how to obtain visual and semantic features. We assume that they are given, as with other existing works. We do not take into account the computation for training of deep CNNs to extract visual features from images. For more information, please refer to experimental settings in Sect. 4.

Our contributions are summarized as follows:
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• We propose SimpleZSL, which can generate visual features of unseen classes by a simple deterministic method without iterative optimization.
• Our method consists of the following simple techniques: (1) just averaging feature vectors to obtain visual prototypes of seen classes, (2) calculating a pseudo-inverse matrix via singular value decomposition to generate visual features of unseen classes, and (3) inferring unseen classes by a nearest neighbor classifier in which cosine similarity is used to measure distance between feature vectors.
• Experiments on common datasets show that SimpleZSL achieves good recognition accuracy with drastically small computational costs.

2. Related Work

Existing works for zero-shot learning can be categorized into two groups: non-generative and generative methods.

In the non-generative group, some works learn the mapping from visual features to semantic features to classify query samples of unseen classes in the semantic space. The earlier works [3], [9] adopt nearest neighbor classifiers, and the later works learn the mappings by using linear embeddings [10]–[14] or non-linear embeddings [15], [16] through optimization to minimize loss functions that are respectively defined in their works. On the other hand, there exits a reverse approach that learns the mapping from semantic to visual features [17]. There also exists an approach using bi-directional mapping between visual and semantic spaces [18], and some works that do not use the above mappings but learn the projection to a common intermediate space from both visual and semantic spaces [19]–[23] or directly learn classifiers without using mapping functions [24]. In any case, these methods learn projection functions from/to visual and semantic spaces via iterative optimization processes.

Another approach to ZSL is using generative models, which is a recent popular approach and various works have been proposed [25]–[35] with the development of the generative models such as GANs and VAEs. These generative approaches generally outperform the non-generative models (see Sect. 4) at the cost of large computation needed to train the generative models.

In summary, the above existing ZSL methods include iterative optimization, resulting in long training time. Does it really needed for ZSL? Is there any easier way to solve ZSL problem? For this question, we found a hint in [36], which reports that a simple nearest neighbor classifier is still useful for few-shot learning (FSL). FSL is a task to learn classification function from a few training samples. Inspired by this work [36], in this paper we tackle ZSL by a very simple approach with a nearest neighbor classifier. Unlike the above mentioned non-generative earlier methods [3], [9], which utilize nearest neighbor classifiers for semantic features, our method takes a very simple generative approach and uses a nearest neighbor classifier for generated visual features. To the best of our knowledge, our work is the first generative ZSL method utilizing a nearest neighbor classifier for visual features. As reported in [17], classification on visual spaces also has an advantage to mitigate the effect of the hubness problem [37], which is a well-known issue for ZSL when utilizing a nearest neighbor classifier.

Note that there is another ZSL problem setting called transductive ZSL, different from the already explained setting called inductive ZSL. In the transductive setting, some unlabeled images from unseen classes are available during training. There are also several works for transductive ZSL. In this paper, however, we only consider the inductive setting and make the transductive problems out of scope.

3. Method

Our proposed method, called SimpleZSL, is based on the most primitive pattern recognition algorithm: nearest neighbor classifiers. In addition, SimpleZSL generates unseen visual features with a linear model by calculating a pseudo-inverse matrix of semantic features.

3.1 Definition and Notation

Here we define the ZSL problem. Suppose that we have a training sample set \( D_t = \{ x_i, y_i, a_i \}_{i=1}^{N_t} \), which contains \( N_t \) samples of visual features \( x_i \in X_t \), their corresponding class labels \( y_i \in Y_t \), and semantic features \( a_i \in A_t \) of seen classes. The visual feature \( x_i \) is a \( d_v \)-dimension vector, which is obtained by a feature extractor (e.g., CNNs). The class labels \( y_i \) are one of the labels from a set of seen classes \( Y_t \). The number of the seen classes is denoted by \( n_c = |Y_t| \). The semantic feature \( a_i \) is a \( d_a \)-dimension vector consisting of values between 0 to 1, which are the attribute values corresponding to the class \( y_i \). Since the attributes are assigned for each class, the number of the possible semantic features is equal to the number of the seen classes, i.e., \( |A_t| = |Y_t| = n_c \). A test set is denoted as \( D_t = \{ x_i, y_i, a_i \}_{i=1}^{N_t} \), \( x_i \in X_t, y_i \in Y_t, a_i \in A_t \), where \( X_t, Y_t, \) and \( A_t \) are the sets of visual features, labels, and semantic features of unseen classes, respectively. The number of the unseen classes is denoted by \( n_u = |Y_u| = |A_u| \). In ZSL, the semantic features of unseen classes, \( A_u \), are available while training. The goal of ZSL is to learn a classifier to predict the labels \( y_i \in Y_u \) for unseen visual features \( x_i \in X_u \), through training on \( D_t \) and \( A_u \).

3.2 Overview

The training process of the proposed method is illustrated in Fig. 1. The training consists of two phases: the first phase to generate visual prototypes of seen classes (blue boxes in Fig. 1), and the second phase to generate visual features of unseen classes (yellow boxes in Fig. 1). As a result of the above two-phase training, visual prototypes for both seen and unseen classes are generated and stored in a prototype memory. The test process is realized by nearest neighbor
matching in the prototype memory. The detail of each process is explained below.

3.3 Prototype Generation for Seen Classes

In the first phase of the training process, visual prototypes of seen classes are generated just by averaging all the samples in a class. For each class \( c \) in seen classes \( Y_s \), a visual prototype \( x^\text{proto}_c \) is calculated as

\[
x^\text{proto}_c = \frac{\sum_{i \in X_c} x_i}{|X_c|}, \quad c \in Y_s,
\]

where \( X_c \) is a set of the visual features belonging to the class \( c \). As a result, we obtain a series of \( n_{sc} \) visual prototypes of unseen classes, \( \{ x^\text{proto}_1, \ldots, x^\text{proto}_{n_{sc}} \} \), which will be stored in the prototype memory.

3.4 Feature Generation for Unseen Classes

The second phase of the training process is the most important part of SimpleZSL. In this part, generated visual features of unseen classes \( \{ x^\text{gen}_c \} c \in Y_u \) are calculated from the visual prototypes of seen classes \( \{ x^\text{proto}_c \} c \in Y_s \) with the help of the semantic features of both seen classes \( \mathcal{A}_s \) and unseen classes \( \mathcal{A}_u \). Let us represent the above visual and semantic features of seen and unseen classes in matrix forms as follows:

\[
\{ x^\text{proto}_c \}_{c \in Y_s} := X_s \in \mathbb{R}^{n_{sc} \times d_{vis}},
\]

\[
\{ x^\text{gen}_c \}_{c \in Y_u} := X_u \in \mathbb{R}^{n_{uc} \times d_{vis}},
\]

\[
\mathcal{A}_s := A_s \in \mathbb{R}^{n_{sc} \times d_{att}},
\]

\[
\mathcal{A}_u := A_u \in \mathbb{R}^{n_{uc} \times d_{att}}.
\]

What we have to do is first learning a projection function \( f(\cdot) \) that relates visual and semantic spaces as

\[
A_s = f(X_s),
\]

and then generating unseen visual features by

\[
X_u = f^{-1}(A_u).
\]

In this work, we adopt a linear model for \( f \). With a projection matrix \( W \in \mathbb{R}^{d_{att} \times d_{vis}} \), Eqs. (6) and (7) are written as

\[
X_s = A_s W,
\]

\[
X_u = A_u W = A_u A_s^{-1} X_s.
\]

Note that each row of the projection matrix \( W \) represents a decomposed visual feature corresponding to a particular entry of the semantic feature. \( W \) can be calculated by \( A_s^{-1} X_s \). Since the inverse matrix of \( A_s \) is not possible to calculate directly, we utilize a pseudo-inverse matrix \( A_s^+ \) instead of \( A_s^{-1} \).

The procedure to generate unseen visual features becomes

\[
X_u = A_u A_s^+ X_s,
\]

as illustrated in Fig. 2.

In our method, a pseudo-inverse matrix is calculated by using singular value decomposition (SVD). If

\[
A = Q_1 \Sigma Q_2^T
\]

is the singular value decomposition of \( A \), we have the pseudo-inverse matrix

\[
A^+ = Q_1 \Sigma^+ Q_2^T,
\]

where \( Q_1 \) and \( Q_2 \) are orthogonal matrices, \( \Sigma \) is a diagonal matrix consisting of \( A \)'s large singular values (followed by
zeros), and $\Sigma^+$ is the diagonal matrix consisting of the reciprocals of $A$’s large singular values (again, followed by zeros). As observed in Sect. 4.5.1, the number of the large singular values in $\Sigma$ affects the classification accuracy of ZSL. In our method, up to $n$-th largest singular values of $A_s$ are included and the others are replaced with zeros. $n$ is determined by a cutoff parameter $\alpha$ as

$$n = \text{int}(\alpha N),$$

(13)

where $N$ is the size of $\Sigma$, in concrete, which is equal to the smaller value of $d_{att}$ and $n_{sc}$.

Although the computational complexity of SVD is $O(N^3)$, this does not matter because $N = \min(d_{att}, n_{sc})$ is not a large value (usually tens or hundreds). As a result, SimpleZSL realizes fast generation of unseen visual features without heavy optimization processes.

3.5 Nearest Neighbor Classifier

For a test, SimpleZSL utilizes a nearest neighbor classifier to predict labels for unseen images. Given the visual prototypes of unseen classes obtained in the training process, our classifier selects a class label $c$ whose visual prototype is most similar to the query $x$ by a nearest neighbor rule:

$$y(x) = \arg \max_{c \in \mathcal{Y}} \cos(x, x^\text{proto}_c),$$

(14)

where $\cos(\cdot, \cdot)$ measures cosine similarity of two vectors, which is defined as

$$\cos(v_1, v_2) = \frac{v_1 \cdot v_2}{\|v_1\|\|v_2\|}.$$  

(15)

3.6 Generalized Zero-Shot Learning

SimpleZSL can be easily extended to generalized ZSL (GZSL) settings. In GZSL, a test query is selected from both seen and unseen classes, and the classifier is required to predict the label from a union set of seen and unseen classes. We can solve GZSL problem with SimpleZSL just by slightly modifying the nearest neighbor classifier as follows:

$$y(x) = \arg \max_{c \in \mathcal{Y}_s \cup \mathcal{Y}_u} \cos(x, x^\text{proto(gen)}_c).$$

(16)

This means that the query $x$ is matched not only with unseen classes but also with seen classes. However, it often happens that a query is more likely to be classified into seen classes than unseen classes. Although we can not simultaneously improve classification accuracy for both seen and unseen classes because there is a trade-off between them, we can increase their harmonic mean (often used to measure GZSL performance) by adjusting a parameter affecting the trade-off. In this work, we introduce a offset parameter $\beta$ that assigns weights for similarity measurement depending on whether the visual prototype belongs to seen or unseen classes:

$$\cos(x, x^\text{proto(gen)}_c) = \begin{cases} 
\cos(x, x^\text{proto}_c), & c \in \mathcal{Y}_s \\
\cos(x, x^\text{gen}_c) + \beta, & c \in \mathcal{Y}_u
\end{cases}.$$  

(17)

Note that, since GZSL is a difficult problem as discussed in other works [29], [40], [42], our method is not a fundamental solution for GZSL. However, we found that our method effectively works for several datasets as shown in the experimental results.

4. Experiments

4.1 Dataset and Evaluation Criteria

The performance of the proposed method is evaluated on widely-used datasets: SUN [38], CUB [39], AWA1 [3], AWA2 [40], and aPY [41]. The statistics of the datasets are summarized in Table 1. For the evaluation criteria, we follow the GUB setting [40]. The classification accuracy is measured with Top-1 (T1) accuracy. In the case of GZSL, it is measured with the harmonic mean of accuracies, $H = 2US/(U + S)$, where $U$ and $S$ are accuracies of unseen and seen classes, respectively.

4.2 Implementation

The visual features are extracted by ResNet101 [1], as in GUB [40]. The dimension of the visual feature is $d_{vis} = 2048$. Following [36], we apply two types of preprocessing for visual features, normalizing and centering. We perform both normalizing and centering for CUB and SUN datasets, and only centering for the other datasets. We directly use the attributes whose values are between 0 to 1 as semantic
As shown in the results, ZSL accuracy of SimpleZSL is α = 0.7 and the offset parameter for GZSL is set to β = 0.13.

As shown in the results, ZSL accuracy of SimpleZSL is worse than the state-of-the-art methods, but better than most of the non-generative methods and comparable to the earlier generative ones. For GZSL, H scores, which indicate the GZSL performance considering the trade-off between accuracies for seen and unseen classes, show similar results as ZSL accuracy. We can see that SimpleZSL achieves good performance in spite of its extremely simple algorithm.

The reason why our SimpleZSL shows lower performance than some latest algorithms can be simply considered as follows. In ZSL algorithms with generative approach, a function that generates visual features from semantic features is learned. We utilize a very simple linear function for this purpose, whereas other methods adopt GAN-based complex and expressive functions at the cost of large computations. Our result indicates the potential of the simple linear generative function, and at the same time its limitation for recognition performance compared to more com-
plex functions.

4.4 Computational Cost

To see the efficiency of our algorithm, we measure the execution time of the ZSL algorithms. Figure 3 plots the measured execution time against the reported ZSL accuracy of the existing works and our proposed method. We use publicly available source codes as listed in Table 3 and follow default parameter settings for each dataset. We use GPU implementation if available (plotted by triangles in Fig. 3). Our SimpleZSL and some earlier methods are run on a CPU without using a GPU (circles in Fig. 3). The machine specs used for the evaluation are summarized in Table 4. Note that the measured execution time of all the methods is the total of training and testing processes on each dataset, but does not include the visual feature extraction process by CNNs. We could not evaluate all the methods listed in Table 2 since some works do not publish their source codes or the source codes could not be executed in our environment because of their dependencies on old libraries currently not available.

For the existing methods, we can see that the execution time exponentially increases as accuracy improves, although the complex methods employ GPU acceleration. The proposed method, however, realizes drastically fast execution in less than three seconds. This is more than 100 times faster than the existing methods.
faster than those of the GPU implementations of the existing methods with comparable accuracies under SUN, CUB, and AWA1/2 datasets. The speedup for aPY dataset is smaller than the other datasets because of its small scale of the problem, but still more than 7x faster than the other methods. This result shows that SimpleZSL is suitable for resource-limited computing environments, such as mobile or embedded devices.

4.5 Ablation Study

In the proposed method, two parameters $\alpha$ and $\beta$ affecting ZSL and GZSL performance are utilized. We conduct further analysis to see the effect of these parameters.
4.5.1 Cutoff Parameter for SVD

As described in Sect. 3.4, the cutoff parameter $\alpha$ determines how many singular values are used to calculate a pseudo-inverse matrix. Figure 4 shows the change of $T1$ accuracy of ZSL when $\alpha$ is swept from 0 to 1. The magnitude of the singular values is also plotted in descending order. We can see that the accuracy is improved as $\alpha$ increases from 0. However, in the region near $\alpha = 1$, the accuracy drops except for SUN dataset. These results imply the following two facts. One is that the larger singular values are important for feature generation. It is considered that the singular values behave as latent variables for semantic features. The other is that utilization of all the small singular values spoils the quality of feature generation. Too many singular values may cause a similar situation to so-called over fitting. Through this analysis, we manually determine the cutoff parameter as $\alpha = 0.7$, performing well for all the datasets.

4.5.2 Offset Parameter for GZSL

Our method increases the value of the harmonic mean $H$, which is used to measure GZSL performance, by adding an offset $\beta$ to the similarity scores of unseen classes as described in Eq. (17). To see how the offset parameter affects the classification accuracy of seen and unseen classes, we perform additional experiments by changing the parameter $\beta$. Figure 5 shows the results on the five datasets. We can see trade-offs between the accuracies of seen (S) and unseen (U) classes, as mentioned in Sect. 3.6. As a result, their harmonic mean $H$ has a peak around from $\beta = 0.1$ to $0.2$, in general.

As we can see from the results, the best offset parameters depend on datasets. If you want to determine the best offset for each dataset, you can use validation data from the training set to search an optimal parameter. The required execution time for grid search of $\beta$ in 30 steps like Fig. 5 is 1 or 2 seconds, which does not spoil the fast execution of our SimpleZSL. However, particularly for AWA1/2 and aPY datasets, because of the small number of the seen classes, separation of the validation set from the training set may deteriorate classification accuracy. Therefore, we do not use validation set but manually determines the parameter as $\beta = 0.13$ for the experiment in Sect. 4.3. Note that the utilization of the common parameter $\beta = 0.13$ through all the datasets is a severe condition, while some works tune hyperparameters for each dataset.

5. Conclusion

In this paper, we propose SimpleZSL, which consists of very simple techniques—just averaging feature vectors to obtain visual prototypes of seen classes, calculating a pseudo-inverse matrix via singular value decomposition to generate visual features of unseen classes, and inferring unseen classes by a nearest neighbor classifier. These calculations do not include iterative optimization that incurs large computational costs. Through the experiments, SimpleZSL shows good recognition accuracy and achieves more than 100 times faster than the existing methods with comparable accuracies. This work gives us the findings that a simple linear model is sufficient to generate visual features of unseen classes and that the nearest neighbor classifier is still useful even for ZSL, which is one of the recent challenging problems in computer vision. We hope that this work will be an opportunity to rethink the approach for ZSL, and also will be used as a baseline to compare the performance of future ZSL algorithms.
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