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Abstract. In this work, we consider a class of substitutions on infinite alphabets and
show that they exhibit a growth behaviour which is impossible for substitutions on fi-
nite alphabets. While for both settings the leading term of the tile counting function is
exponential (and guided by the inflation factor), the behaviour of the second-order term
is strikingly different. For the finite setting, it is known that the second term is also
exponential or exponential times a polynomial. We exhibit a large family of examples
where the second term is at least exponential in \( n \) divided by half-integer powers of \( n \),
where \( n \) is the number of substitution steps. In particular, we provide an identity for this
discrepancy in terms of linear combinations of Catalan numbers.

Dedicated to our dear colleague and good friend, Uwe.

1. Introduction

Exponential growth or decay appears in many discrete or continuous dynamical systems.
A perfect example of such a behaviour is the famous Fibonacci sequence that can be used
to describe a (very simplified) growth of a population of bunnies. The Fibonacci sequence
grows like \( \Theta(\varphi^n) \) where \( \varphi = \frac{\sqrt{5}+1}{2} \) is the golden mean; see Section 1.1 for the notations we
use for asymptotic behaviour.

In the sequel, we assume that the reader is familiar with basic terms and concepts
of aperiodic order. Rather than explaining those basic terms here we will refer to the
monograph [2] when necessary.

For (classical) primitive substitution tilings [2], the asymptotic growth of many quantities
scales like \( \lambda^n \), where \( \lambda \) is the associated inflation factor — respectively its \( d \)-th power, if the
tiling lives in \( \mathbb{R}^d \), for \( d \geq 2 \). For example, the number of tiles of all types (or of any single
tile type) in the \( n \)-th iteration of the substitution applied to one prototile grows like \( \Theta(\lambda^n) \).
Both these phenomena originate from the uniqueness of the Perron–Frobenius eigenvalue
\( \lambda \) of the substitution matrix \( M \) and from the Jordan form of \( M \) and its powers \( M^n \).
In the context of primitive substitutions, the \textit{discrepancy} is the difference between the tracked quantity $q(n)$ and the expected value $c \cdot \lambda^n$ for the appropriate constant $c > 0$. Its asymptotics are determined by the second largest (in absolute value) eigenvalue $\lambda'$. Again by using the Jordan form of $M^n$, this discrepancy can be written as $P(n)|\lambda'|^n$ for some polynomial $P$ if $\lambda'$ is real, and with some additional trigonometric factor if $\lambda'$ is complex.

The discrepancy plays a crucial role in the study of bounded-distance equivalence relations for point sets. Two Delone sets are bounded-distance equivalent to each other, if there is a bijection $f$ between them such that $|f(x) - x| < C$ for some $C > 0$; see [6, 21, 22] and references therein. A similar notion of discrepancy lies in the core of the study of bounded remainder sets; see [4, 9] and references therein.

This paper studies discrepancies for a certain class of substitutions on infinite alphabets, which belongs to a generalisation of primitive substitutions introduced in [14, 15]. This particular class was studied in [5], where it was shown that in the most general setting it allows any real number greater than 2 to be the inflation factor of such a substitution.

More precisely, given a bounded sequence of non-negative integers $a = (a_i)_{i \geq 0}$ satisfying certain assumptions, $a$ defines a “pre-substitution” on the countable alphabet $\mathbb{N}_0 \simeq \{[i]\}$; see Eq. (1). This pre-substitution can be extended to a substitution $\varrho_a$ on a compact alphabet $A$ via a suitable embedding of $\mathbb{N}_0$ into a shift space; see [5] for the complete construction. This substitution $\varrho_a$ on a now compact alphabet $A$ satisfies several properties that hold for primitive substitutions, including existence of letter frequencies and of an associated geometric substitution with inflation factor $\lambda$. We refer to [5] and [14, 15] for more details. We briefly remark that the tilings generated by these substitutions have infinite local complexity (ILC), both combinatorially and geometrically. One primary motivation for the series of works of the authors in the infinite alphabet regime is the development of an infinite-dimensional renormalisation scheme which would cover such objects, including the pinwheel tilings of the plane, which have since resisted a complete spectral characterisation; see [3, 7] for some statistical and spectral properties of pinwheel tilings.

The question that inspired this paper was whether the Delone sets arising from these substitutions are bounded-distance equivalent to $\alpha \mathbb{Z}$ for some appropriate $\alpha$. Hence, our main focus is the \textit{discrepancy function} $d_a(n)$, which we define as follows. First, we count the number of letters in $\varrho^a_0([0])$. Due to existence of frequencies and associated tile lengths, this quantity is $1/c_a \cdot \lambda^n + d_a(n)$, where $d_a(n) \in o(\lambda^n)$. Here

- $\lambda$ is the inflation factor, and
- $c_a$ is the average tile length, assuming the length of $[0]$ is 1 (hence $1/c_a$ equals the density of the corresponding Delone set in $\mathbb{R}$, see [2]).

The paper is organised as follows. In Section 2 we provide necessary definitions and some background on substitutions on infinite alphabets, together with specific results for the class of substitutions we will be considering. In Section 3 we prove that, if $a_i = 1$ for all
, the discrepancy $d_a$ is (a multiple of) the tail of the power series
\[
1 - \sqrt{1 - 4x} = \sum_{i=0}^{\infty} C_i x^i
\]
evaluated at $x = \frac{4}{25}$. Here $C_k$ is the $k$-th Catalan number; see for instance \[17, 23, 24\] or OEIS sequence A000108 \[16\]. In particular, in Theorem 3.2 we show for this specific choice of $a$ that $d_a(n)$ belongs to $\Theta \left( \frac{2^n}{n^{3/2}} \right)$.

In Section 4, we tackle the more general case of eventually constant sequences $a$. We show that, in that case, the discrepancy $d_a(n)$ is also related to Catalan numbers through a non-homogeneous linear recurrence relation from Lemma 4.7. In Theorem 4.10 we show that there exists a non-negative integer $q$ such that some subsequence of $d_a(n)$ grows at least as fast as $\Omega \left( \frac{2^n}{n^{q+3/2}} \right)$. This implies that none of the Delone sets arising from the substitutions in this class is bounded distance equivalent to $\alpha \mathbb{Z}$, for any $\alpha > 0$. This is Corollary 4.12

By the results in \[21\] (see also \[6\]), this in turn implies that each substitution $g_a$ gives rise to uncountably many equivalence classes of Delone sets with respect to bounded distance equivalence.

We want to emphasise that both asymptotics are completely different from the case of substitutions on finite alphabets where (for some subsequence) the similarly defined discrepancy is of order $\Theta (n^q |\lambda'|^n)$ for some non-negative integer $q$ and for some (possibly complex) number $\lambda'$. In Section 5, we apply the general framework from Section 4 to two concrete examples. Working through these examples, we show how the results from Section 4 are used to get a recurrence relation for the discrepancy function. Notably, we are able to get explicit formulas for the discrepancies in these two examples.

Section 6 complements the above results by numerical computations of discrepancies of further examples, exploring the different phenomena that may occur for substitutions on infinite alphabets. Our examples study possible cases for some auxiliary parameter $\mu$ and discuss how the corresponding values of $\lambda$ change (or do not change) the growth rate of the discrepancy function.

1.1. Notations for asymptotic behaviour. We use the following families for asymptotic behaviour \[12\]. Here, we assume that $f$ and $g$ are functions of a non-negative integer parameter $n$ and that $g(n) > 0$ for sufficiently large $n$.

- $f \in o(g)$ if $\lim_{n \to \infty} \frac{|f(n)|}{g(n)} = 0$;
- $f \in O(g)$ if $\limsup_{n \to \infty} \frac{|f(n)|}{g(n)}$ is finite;
- $f \in \Omega(g)$ if $\liminf_{n \to \infty} \frac{|f(n)|}{g(n)} > 0$ or infinite;
- $f \in \Theta(g)$ if both $\limsup_{n \to \infty} \frac{|f(n)|}{g(n)}$ and $\liminf_{n \to \infty} \frac{|f(n)|}{g(n)}$ are positive numbers.
2. Preliminaries

2.1. A class of substitutions over a compact alphabet. Let \( \mathcal{A} = \mathbb{N}_0 \cup \{\infty\} \) be the one-point compactification of the set \( \mathbb{N}_0 \) of non-negative integers. We consider a class of substitutions on the alphabet \( \mathcal{A} \) that maps letters in \( \mathcal{A} \) to finite words over \( \mathcal{A} \). The class is parameterised by a bounded sequence \( \mathbf{a} = (a_i)_i \) of non-negative integers. We restrict to sequences \( \mathbf{a} = (a_i)_i \) which are eventually constant, i.e., there exists \( k \in \mathbb{N} \) for which \( a_i = a \) for some \( a > 0 \) and for all \( i \geq k \). We additionally require that \( a_0 > 0 \). The substitution associated to \( \mathbf{a} \) is constructed as follows. We define the following "pre-substitution" on letters \([i]\) with \( i \in \mathbb{N}_0 \), see [5, Def. 3.1], via

\[
\varrho_\mathbf{a}(0) = [0]^{a_0}[1], \quad \text{and} \quad \varrho_\mathbf{a}(i) = [0]^{a_i}[i - 1][i + 1] \quad \text{for } i > 0.
\]

Since both \( i - 1 \) and \( i + 1 \) go to \( \infty \) as \( i \to \infty \), and since \( a_i \) is eventually constant and is equal to \( a \) for \( i \geq k \), we then set

\[
\varrho_\mathbf{a}(\infty) = [0]^a[\infty][\infty].
\]

This makes the rule \( \varrho_\mathbf{a} : \mathcal{A} \to \mathcal{A}^+ \) a continuous map, where the topology on the set \( \mathcal{A}^+ \) of finite words over \( \mathcal{A} \) is the topology of a disjoint union; see [15]. Moreover, the restrictions we impose on \( \mathbf{a} \) imply that \( \varrho_\mathbf{a} \) is a primitive substitution. In the compact alphabet setting, \( \varrho_\mathbf{a} \) being primitive means that, for any non-empty open set \( U \subset \mathcal{A} \), there exists a power \( n := n(U) \) such that \( \varrho_\mathbf{a}^n(b) \) contains a letter in \( U \), for all \( b \in \mathcal{A} \); see [5, Thm. 3.5]. Note that such a rule results in a well-defined shift space \((X_\varrho, S)\) that has many nice properties of primitive substitutions on finite alphabets (e.g., minimality, unique ergodicity); see [5, Thm. 1.4]. For more details on dynamical properties of substitutions on compact alphabets, we refer the reader to [15].

Since we are interested in discrepancies for tile counting functions, we will focus on supertiles, i.e., words of the form \( \varrho_\mathbf{a}^n([i]) \) and the associated substitution operator \( M \), which is the generalisation of the substitution matrix for infinite alphabets. More specifically, we will be looking at the number of words in the \( n \)-th order supertile \( \varrho_\mathbf{a}^n([0]) \) of type \([0]\) as \( n \) grows.

2.2. Substitution operator, natural length function, and frequencies. Let \( M \) be a bounded linear operator on a Banach space \( E \). The spectrum of \( M \), which we denote by \( \sigma(M) \), is the set of all complex numbers \( \lambda \) for which \( (\lambda I - M) \) is not invertible, where \( I \) denotes the identity operator. The spectral radius of \( M \) is defined as \( r(M) = \sup\{ |\lambda| : \lambda \in \sigma(M) \} \). Let \( B_1(0) \) be the unit ball in \( E \). The operator \( M \) is called compact if the image of \( B_1(0) \) under \( M \) is relatively compact. This is a rather strong condition. In fact, for the substitutions we treat in this work, the corresponding substitution operator is never compact; see [15, Prop. 6.2]. A weaker condition is quasi-compactness. An operator \( M \) with spectral radius 1 is called quasi-compact, if there exists a compact operator \( N \) and \( n \in \mathbb{N} \) such that \( |M^n - N|_{\text{op}} < 1 \), where \( | \cdot |_{\text{op}} \) is the operator norm. We refer to [8, 15] and references therein for details on such operators and their properties.
Most asymptotics for abelian quantities (i.e., quantities which solely depend on the number of certain tiles within a supertile and not their location) for substitutions on finite alphabets are encoded by the corresponding substitution matrix. In the compact alphabet setting, one can associate a substitution operator $M$ to the substitution $\varrho_a$ as follows. Consider the Banach space $E = C(\mathcal{A})$ of continuous functions on $\mathcal{A}$ (with the sup norm). Define $M : E \to E$ to be

$$(Mf)(b) = \sum_{c \in \varrho_a(b)} f(c),$$

where $\varrho_a(b)$ is to be understood as a multiset. $M$ is a positive and bounded linear operator on $E$.

Let $K$ be the positive cone in $E$ consisting of all non-negative continuous functions. A natural length function $\ell$ for $\varrho_a$ is a function in $K$ for which $M\ell = \lambda \ell$ for some $\lambda \neq 0$. In other words, it corresponds to a non-negative eigenvector of $M$ in $K$ with non-zero eigenvalue $\lambda$. If further $\lambda > 1$ and $\ell(b) > 0$ for all $b \in \mathcal{A}$, one can associate a geometric inflation rule to $\varrho_a$ which generates substitution tilings on $\mathbb{R}$ with (possibly) infinitely many prototile lengths. The following result is proved in [15].

**Theorem 2.1.** Let $\varrho$ be a substitution on a compact alphabet. Suppose that $\varrho$ is primitive and that the associated scaled substitution operator $\frac{1}{r(M)}M$ is quasi-compact. Then, $\varrho$ admits a unique (up to scalar multiplication) natural length function which is strictly positive with $\lambda = r(M) > 1$.

**Remark 2.2.** Quasi-compactness has strong implications to the spectral properties of $M$. In particular, this is equivalent to the essential spectral radius $r_{\text{ess}}(M)$ being strictly less than $r(M)$. Since it is not central to our arguments, we do not define $r_{\text{ess}}(M)$ here and refer the reader to [1, 15, 18] instead. This observation also implies that outside the essential spectral radius, there are at most finitely many other elements of $\sigma(M)$, each being an eigenvalue with finite-dimensional (generalised) eigenspace; see [8, Ch. XIV.1].

It was shown in [5, Sect. 4] that the substitutions considered in Section 2 satisfy the conditions in Theorem 2.1. Moreover, we know closed forms for $\lambda$ and $\ell$ in terms of the defining sequence $a$.

**Proposition 2.3** ([5]). Let $\varrho_a$ be a substitution on $\mathcal{A} = \mathbb{N}_0 \cup \{\infty\}$ as defined in Eq. (1). Let $\mu$ be the unique real number in $(0,1)$ as defined in Eq. (1). One then has

$$\lambda = \mu + \frac{1}{\mu} \quad \text{and} \quad \ell([k]) = \mu^k + \sum_{i=0}^{\infty} \sum_{j=1}^{k} a_i \mu^{i+k+1-2j}, \quad \text{for } k > 0,$$

with the normalization $\ell([0]) = 1$. 

Figure 1. The $\varrho_a$ of Example 2.5 applied to the tile $[0]$ (a unit interval): $[0]$ is inflated by $\lambda = \frac{5}{2}$ and subdivided into tiles $[0]$ and $[1]$. This is the first order supertile $\varrho_a([0])$. In the next step $\varrho_a$ is applied to the two tiles of the first order supertile. This yields the second order supertile $\varrho_a^2([0])$ consisting of five tiles.

It is easy to see that the substitution defined in Eq. (1) admits a bi-infinite tiling fixed point $T$ with seed $\infty|0$. From this substitution tiling, one can derive a Delone set $\Lambda_T$ by collapsing each tile to the location of its left endpoint. Unique ergodicity implies that the points in $\Lambda_T$ admit a well-defined frequency. This leads us to the following result; compare [5, Prop. 4.5].

Proposition 2.4. Let $\Lambda_T$ be the Delone set derived from the tiling fixed point of $\varrho_a$. Then, the frequency of the point of type $[k]$ in $\Lambda_T$ is given by $\nu([k]) = (1 - \mu)\mu^k$. Moreover, the density of $\Lambda_T$ exists and is given by $\text{dens}(\Lambda_T) = \left(\sum_{k=0}^{\infty} \nu([k])\ell([k])\right)^{-1}$.

Example 2.5. Consider the sequence $a$ with $a_i = 1$ for all $i$. The corresponding substitution $\varrho_a$ has $\mu = \frac{1}{2}$ and hence $\lambda = \frac{5}{2}$, $\ell([k]) = 2 - \frac{1}{2^k}$ and $\nu([k]) = \frac{1}{2^{k+1}}$; compare Figure 1. The average distance between two points in $\Lambda_T$ is given by $(\text{dens}(\Lambda_T))^{-1} = \frac{4}{3}$.

2.3. Spectral gap, discrepancies, and bounded distance equivalence. Apart from the existence of a strictly positive length function and unique ergodicity, quasi-compactness (together with primitivity) has direct implications to studying discrepancies. It also implies that the operator $M$ has a spectral gap, i.e., it admits a “second largest” element (in terms of modulus). More formally, the quantity

$$r_2 := \sup \{|\lambda'|: \lambda' \in \sigma(M) \setminus \{\lambda\}\}$$

exists and is strictly less than the inflation factor $\lambda$; see [14, Sec. 7].

Remark 2.6. Not all primitive substitutions over a compact alphabet admit a spectral gap; see [14, Ex. 6.18] for an example for which $M$ is not quasi-compact.

Let $f \in C(A)$ with $||f|| \leq 1$. We define $\text{Act}(f, b, n) := M^n f(b) = \sum_{c \in \varrho^n(b)} f(c)$ and $\text{Exp}(f, b, n) = \lambda^n \cdot \ell(b) \text{dens}(A)$. (Later we will consider $f(b) = 1$ for all $b \in A$. Then $\text{Act}(f, b, n)$ is the actual number of tiles in $\varrho_a^n(b)$, and $\text{Exp}(f, b, n)$ is the expected number of tiles in $\varrho_a^n(b)$.) The following discrepancy estimate follows from [14, Thm. 7.3].

Theorem 2.7. Let $\varrho$ be a primitive substitution on a compact alphabet with quasi-compact substitution operator $M$. Then for any $f \in C(A)$ with $||f|| \leq 1$, there exists a function $\theta: \mathbb{N} \to \mathbb{R}_+$ with $\lim_{n \to \infty} \sqrt[n]{\theta(n)} = 1$ such that

$$|\text{Exp}(f, b, n) - \text{Act}(f, b, n)| \leq \theta(n)(r_2)^n.$$
Remark 2.8. Quasi-compact operators are ubiquitous in the study of dynamical systems (both in the discrete and continuous regimes). In particular, the quasi-compactness of the Ruelle–Perron–Frobenius transfer operator allows one to estimate rates of mixing and decay of correlations; see the seminal works by Ruelle and Pollicott [18, 20]. The (isolated) eigenvalues lying strictly between the peripheral spectrum (i.e., the intersection of $\sigma(M)$ with the circle of radius $r(M)$) and the essential spectrum figure in expansions similar to that in Theorem 2.7. These eigenvalues are also known as Ruelle–Pollicott resonances, which find a variety of applications including fractal geometry and stochastic differential equations; see [10] for instance. In our setting, the peripheral spectrum consists solely of $\lambda$, and the other isolated eigenvalues of Ruelle–Pollicott-type are the ones which show up in our discrepancy estimates; see Example 6.2 below.

In this work, we will focus on the tile counting function $f$ with $f(b) = 1$ for all $b \in A$. Note that $(M^n f)(b)$ counts the number of tiles in $\varrho_n(a)(b)$. We will restrict ourselves to $n$-th order supertiles of type $[0]$, hence we fix $b = [0]$. For eventually constant sequences, we give certain bounds for $r_2$ and the function $\theta(n)$, which are related to Catalan numbers.

3. Catalan numbers as discrepancies

In this section, we completely describe the tile counting function and discrepancies for the substitution in Example 2.5 where $a_i = 1$ for all $i \geq 0$. The sequence serves as a model example since it is the first and probably one of the simplest examples where the discrepancy function shows Catalan-like growth.

For this sequence, recall from [14] that we have the following pre-substitution on letters $[i], i \in \mathbb{N}$.

$$\varrho_a([0]) = [0][1], \quad \text{and}$$

$$\varrho_a([i]) = [0][i-1][i+1] \quad \text{for } i > 0.$$ 

To this pre-substitution we associate the corresponding infinite substitution matrix

$$A = \begin{pmatrix}
1 & 2 & 1 & 1 & 1 & \ldots \\
1 & 0 & 1 & 0 & 0 & \ldots \\
0 & 1 & 0 & 1 & 0 & \ldots \\
0 & 0 & 1 & 0 & 1 & \ldots \\
0 & 0 & 0 & 1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}. $$

One can view $A$ as the transpose of the substitution operator $M$ restricted on the subspace associated to the isolated points in $A$.

We will estimate the tile counting function

$$\#_a(n) := (1, 1, 1, \ldots) A^n (1, 0, 0, \ldots)^t = (M^n f)([0]),$$
which returns the total number of letters in $g_a^n([0])$. (Recall that we consider $g_a(b)$ as a multiset.) Note that despite using infinite vectors and an infinite matrix $A$, the product is well defined because the product of the left vector with any power of $A$ will give a vector with finitely many non-zero entries (since each column of $A^n$ has only finitely many non-zero entries). In order to make formulas shorter we denote by $[v]_i$, the $i$-th term of a vector $v$. We are interested in $[(1,1,\ldots)A^n]_0$ (we will start indexing from 0, since the initial entry corresponds to $[0]$).

The coefficient of $\lambda^n$ in the formula for $[(1,1,\ldots)A^n]_0$ can be estimated from the lengths of tiles and their frequencies, see [14] or [5]; compare also [2] for the finite alphabet case. In the particular case of this substitution, the average tile length is $\frac{4}{3}$ from Example 2.5.

Since the inflation factor for this substitution is $\frac{5}{2}$, the length of $g_a^n([0])$ is $(\frac{5}{2})^n$, and this iteration is expected to have $\frac{3}{4} \cdot (\frac{5}{2})^n$ tiles. Thus we write

$$[(1,1,\ldots)A^n]_0 = \frac{3}{4} \cdot \left(\frac{5}{2}\right)^n + d_a(n)$$

and estimate the discrepancy term $d_a(n)$ for all $n \geq 0$.

Let $I$ be the infinite identity matrix. Then, by elementary calculation, $(-1,1,\ldots) = (1,1,\ldots)(2A - 5I)$. We define a new function $D(n)$ as

$$D(n) := [(-1,1,\ldots)A^n]_0 = 2d_a(n+1) - 5d_a(n). \quad (3)$$

**Lemma 3.1.** Let $C_k$ be the $k$-th Catalan number, $C_k = \binom{2k}{k} - \binom{2k}{k+1} = \frac{(2k)!}{k!(k+1)!}$. Then,

$$D(n) = \begin{cases} 
-C_k & \text{if } n = 2k, \\
0 & \text{if } n = 2k+1.
\end{cases}$$

**Proof.** Let $V$ be the space of all stabilising sequences $x = (x_0,x_1,x_2,\ldots)$ of real numbers such that $\sum_{i=0}^{\infty} \frac{x_i}{2^i} = x \cdot \left(1,\frac{1}{2},\frac{1}{4},\ldots\right)^t = 0$. The space $V$ is invariant under the operator $B$ defined by the right multiplication by $A$. Indeed, $A \left(1,\frac{1}{2},\frac{1}{4},\ldots\right)^t = \frac{5}{2} \left(1,\frac{1}{2},\frac{1}{4},\ldots\right)^t$ and therefore if $x \cdot \left(1,\frac{1}{2},\frac{1}{4},\ldots\right)^t = 0$, then

$$(xA) \cdot \left(1,\frac{1}{2},\frac{1}{4},\ldots\right)^t = \frac{5}{2} x \cdot \left(1,\frac{1}{2},\frac{1}{4},\ldots\right)^t = 0.$$

Let $e_0 = (-1,1,\ldots)$ and for every $i > 0$ we define $e_i$ as follows

$$e_1 = (1,-2,0,0,0,\ldots),$$
$$e_2 = (0,1,-2,0,0,\ldots),$$
$$e_3 = (0,0,1,-2,0,0,\ldots),$$

and so on. Then $E = \{e_i\}_i$ is a basis for $V$: every vector in $V$ is stabilising and it can be written as a multiple of $e_0$ plus a finite linear combination of vectors from $E$. 
Simple computations show that $B(e_0) = e_0 + e_1$ and $B(e_i) = e_{i-1} + e_{i+1}$ for $i > 0$. In other words, the matrix of the restriction of $B$ on $\mathcal{V}$ in $\mathcal{E}$ is

$$B' = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & \cdots \\
1 & 0 & 1 & 0 & 0 & \cdots \\
0 & 1 & 0 & 1 & 0 & \cdots \\
0 & 0 & 1 & 0 & 1 & \cdots \\
0 & 0 & 0 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.$$ 

We claim that $B^n(e_0) = c_{0,n}e_0 + \cdots + c_{n,n}e_n$, where the list $(c_{0,n}, \ldots, c_{n,n})$ is the list of binomial coefficients $\binom{n}{i}$, sorted from the largest one to the smallest one. That is, for $n$ even the list goes $(\binom{n}{0}), (\binom{n}{2}), (\binom{n}{4}), \ldots, (\binom{n}{n})$; and for $n$ odd analogously.

This can be shown by induction. The basis $n = 0$ is trivial because $B(e_0) = e_0 = c_{0,0}e_0$. For the induction step we write

$$B^{n+1}(e_0) = B(c_{0,n}e_0 + \cdots + c_{n,n}e_n) =
(c_{0,n} + c_{1,n})e_0 + (c_{0,n} + c_{2,n})e_1 + (c_{1,n} + c_{3,n})e_2 + \cdots + (c_{n-2,n} + c_{n,n})e_{n-1} +
+c_{n-1,n}e_n + c_{n,n}e_{n+1}.$$ 

Note that the coefficients of $e_n$ and $e_{n+1}$ are $c_{n-1} = c_{n,n} = 1 = c_{n,n+1} = c_{n+1,n+1}$ as claimed. The remaining coefficients are sums of two binomial coefficients and we use the identity $\binom{n}{i} + \binom{n}{i+1} = \binom{n+1}{i+1}$ in each case. Note that $c_{i,n}$ is equal to $c_{i-1,n}$ or $c_{i+1,n}$ depending on the parities of $i$ and $n$ so the identity can be used for each coefficient.

Since only $e_0$ and $e_1$ have non-zero starting entry,

$$[(-1, 1, 1, \ldots)A^n]_0 = [B^n(e_0)]_0 = -c_{0,n} + c_{1,n}.$$ 

The right-hand side is the difference between the second-to-the-largest and largest binomial coefficients which is either 0 if $n$ is odd, or $-C_k$ if $n$ is even. □

Since $d_a(0) = \frac{1}{2}$ and $d_a(n + 1) = \frac{5}{2}d_a(n) + \frac{1}{2}D(n)$ from Eq. (3), we derive the following explicit formula for $d_a(n)$ for $n > 0$:

$$d_a(n) = \begin{cases}
\frac{1}{2} \left( \frac{5}{2} \right)^{2k} \left( \frac{5}{4} - C_0 - \left( \frac{3}{4} \right)^2 C_1 - \cdots - \left( \frac{3}{4} \right)^{2k} C_k \right), & \text{if } n = 2k + 1, \\
\frac{5}{2}d_a(n - 1), & \text{if } n = 2k.
\end{cases}$$

Next, we use the power series for the Catalan numbers to obtain precise asymptotics for $d_a(n)$. In particular,

$$C(x) = \frac{1 - \sqrt{1 - 4x}}{2x} = \sum_{i=0}^{\infty} C_i x^i,$$
whose radius of convergence is $1/4$. Plugging $x = \frac{4}{25}$ into this series yields $C(4/25) = 5/4$, from which we get the representation of $d_a(2k + 1)$ as the tail of this series:

$$d_a(2k + 1) = \frac{1}{2} \left( \frac{5}{2} \right)^{2k} \sum_{i=k+1}^{\infty} \left( \frac{2}{5} \right)^{2i} C_i = \frac{2}{25} \left( C_{k+1} + \frac{4}{25} C_{k+2} + \left( \frac{4}{25} \right)^2 C_{k+3} + \cdots \right).$$

Since $C_{i+1} < 4C_i$, the right-hand side is bounded from above by a geometric series with factor $16/25$ and we have the following estimates

$$\frac{2}{25} C_{k+1} \leq d_a(2k + 1) \leq \frac{2}{9} C_{k+1} \quad \text{and} \quad \frac{1}{5} C_{k+1} \leq d_a(2k + 2) \leq \frac{5}{9} C_{k+1}.$$

Overall, both $d_a(2k - 1)$ and $d_a(2k)$ are in $\Theta(C_k) = \Theta \left( \frac{4^k}{k^{3/2}} \right)$. Summarising, we get the following result.

**Theorem 3.2.** For the substitution $\varrho_a$ with $a_i = 1$ for all $i$, the number $\#_a(n)$ of tiles in $\varrho_a^n([0])$ has asymptotic expansion

$$\#_a(n) \in \left[ \frac{3}{4} \left( \frac{5}{2} \right)^n + \Theta \left( \frac{2^n}{n^{3/2}} \right) \right].$$

In particular, $r_2 = 2$ and $\theta(n) = n^{-3/2}$ in Theorem [2.7]

**Remark 3.3.** Note that in the proof of quasi-compactness in [5, Thm. 3.5] the authors have implicitly provided a bound for $r_{\text{ess}}(M)$, namely $r_{\text{ess}}(M) \leq 2$ for all substitutions treated in this paper, which we conjecture to be an equality. This suggests that, in the exact expansion of $\#_a(n)$ of Theorem [3.2], the error term completely comes from the essential spectrum. This is not true in general, as there are (at most finitely many) Ruelle–Pollicott-type eigenvalues which may show up; see Example [6.2].

### 4. Stabilising sequences

In this section, we consider sequences $a = (a_i)_i$ with $a_0 > 0$ that stabilise to a non-zero integer. So there is a $k$ such that $a_i = a > 0$ for every $i \geq k$. We mostly employ the same approach as in Section [3] but it requires more linear algebra to deal with technicalities.

From Proposition [2.3], the inflation factor for the corresponding substitution

$$\varrho_a([0]) = [0]^{a_0}[1], \quad \text{and} \quad \varrho_a([i]) = [0]^{a_i}[i - 1][i + 1] \text{ for } i > 0$$

is...
is equal to \( \lambda = \mu + \frac{1}{\mu} \) where \( \mu \in (0, 1) \) is the solution of

\[
\frac{1}{\mu} = \sum_{i=0}^{\infty} a_i \mu^i = a_0 + a_1 \mu + \cdots + a_{k-1} \mu^{k-1} + a_k \mu^k + a_{k+1} \mu^{k+2} + \cdots
\]

\[
= a_0 + a_1 \mu + \cdots + a_{k-1} \mu^{k-1} + \frac{a_k \mu^k}{1 - \mu}.
\]  

(4)

From this, we can see that \( \mu \) is an algebraic number, and so is \( \lambda \). More specifically, \( \mu \) is a root of the following polynomial with integer coefficients

\[
P(x) = 1 + (-1 - a_0)x + (a_0 - a_1)x^2 + \cdots + (a_{k-2} - a_{k-1})x^k + (a_{k-1} - a)x^{k+1}.
\]

As before, we define the substitution matrix as

\[
A = \begin{pmatrix}
    a_0 & a_1 + 1 & a_2 & a_3 & a_4 & \ldots \\
    1 & 0 & 1 & 0 & 0 & \ldots \\
    0 & 1 & 0 & 1 & 0 & \ldots \\
    0 & 0 & 1 & 0 & 1 & \ldots \\
    0 & 0 & 0 & 1 & 0 & \ldots \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

and note that the elements in the first row stabilise to \( a \) at some point. On the right, \( A \) can be multiplied by row-vectors from \( \ell^1 \), while on the left it can be multiplied by column-vectors from \( \ell^\infty \). These spaces roughly correspond to tile lengths and frequencies in the finite alphabet setting.

We will estimate the number of letters in \( g^a([0]) \), that is, \( \#_a(n) = [(1, 1, 1, \ldots) A^n]_0 \). The results of [5] imply that the tiles have well defined frequencies \( \nu([k]) \), as well as the natural tile lengths \( \ell([k]) \), see Propositions [2.3] and [2.4]. As before, the leading term is \( 1/c_a \lambda^n \). Since we are only interested in the discrepancy, we write

\[
\#_a(n) := [(1, 1, 1, \ldots) A^n]_0 = \frac{1}{c_a} \lambda^n + d_a(n),
\]

where \( c_a \) is the expected tile length assuming \( \ell([0]) = 1 \). Note that \( 1/c_a \) is exactly the density given in Proposition [2.4].

Let \( Q(x) = b_0 + b_1 x + \cdots + b_m x^m \) be the minimal polynomial of \( \lambda \). Define \( x_a := (1, 1, 1, \ldots) Q(A) \). For this vector, one has

\[
[x_a A^n]_0 = [(1, 1, 1, \ldots) Q(A) A^n]_0 = b_0 d_a(n) + b_1 d_a(n + 1) + \cdots + b_m d_a(n + m),
\]  

(5)

as the exponential term \( \lambda^n \) vanishes. For example, in Section [3] we had \( Q(x) = 2x - 5 \) and \( x_a = (-1, 1, 1, \ldots) \).

Below, we determine the growth rate of the left-hand side in order to estimate the growth rate of the right-hand side. In order to justify that, we need to establish that the right-hand side is non-zero.
Lemma 4.1. Suppose $g_\alpha$ is a non-constant length substitution. Then, for every non-zero polynomial $f(x)$ with integer coefficients, one has $(1, 1, 1, \ldots)f(A) \neq 0$.

Proof. Let $x_i$ be the largest index such that in $(1, 1, 1, \ldots)A^i$, the entries on places $x_i$ and $x_i + 1$ are different. If all entries are equal, we set $x_i = -1$. Since $(1, 1, 1, \ldots)A^i$ stabilises, the values $x_i$ are well defined for every $i \geq 0$ and $x_0 = -1$.

We claim that the sequence $x_i$ is increasing. Indeed, $x_0 = -1$ and $(1, 1, 1, \ldots)A$ is not a vector with all equal entries because $g_\alpha$ is not a constant-length substitution. We consider several cases. Recall that $k$ is the index when sequence $a$ stabilises to the value $a$.

Case 1: $k > 1$. Then $(1, 1, 1, \ldots)A = (a_0 + 1, a_1 + 2, \ldots, a_{k-1} + 2, a + 2, a + 2, \ldots)$ and $x_1 = k - 1$. Using induction, let $(1, 1, 1, \ldots)A^i = (c_0, \ldots, c_{x_i}, c, c, \ldots)$ with $x_i \geq k - 1$ with $c_{x_i} \neq c$. Then, $[(1, 1, 1, \ldots)A^{i+1}]_{x_i+1} = c_0a + c_{x_i} + c$, while $[(1, 1, 1, \ldots)A^{i+1}]_{x_i+2} = c_0a + 2c$ and these two entries are different. Therefore, $x_{i+1} > x_i$ which settles the case.

Here, we have used $x_i \geq k - 1$. Thus $x_i + 1 \geq k$ and $c_0$ is multiplied by $a$ as the initial entry of the corresponding column of the matrix $A$.

Case 2: $k = 0$. Then $a_i = a \geq 1$ and $(1, 1, 1, \ldots)A = (a + 1, a + 2, a + 2, \ldots)$ so $x_1 = 0 > x_0$. After that,

$$(1, 1, 1, \ldots)A^2 = (a^2 + 2a + 2, a^2 + 3a + 3, a^2 + 3a + 4, a^2 + 3a + 4, a^2 + 3a + 4, \ldots)$$

and $x_2 = 1 > x_1$. Now we can proceed as in the previous case.

Case 3: $k = 1$. Then $(a_i)_i = (b, a, a, a, \ldots)$ and $b \neq a + 1$ since otherwise $g_\alpha$ would be a constant-length substitution. In this case, $(1, 1, 1, \ldots)A = (b + 1, a + 2, a + 2, \ldots)$ and $x_1 = 0 > x_0$. After that,

$$(1, 1, 1, \ldots)A^2 = (b^2 + a + b + 2, ab + 2a + b + 3, ab + 3a + 4, ab + 3a + 4, ab + 3a + 4, \ldots)$$

and $x_2 = 1 > x_1$. Again, the rest follows similarly to the first case.

Since $x_i$ is increasing, the vectors $(1, 1, 1, \ldots)A^i$ are linearly independent, and this completes the proof. □

Let $\mathcal{V}$ be the space of all stabilising sequences $x = (x_0, x_1, x_2, \ldots)$ of real numbers such that $\sum_{i=0}^{\infty} x_i \mu^i = 0$. The space $\mathcal{V}$ is an invariant subspace of the operator $B$ defined by the right multiplication by $A$. Moreover, since $A(1, \mu, \mu^2, \mu^3, \ldots)^t = \lambda(1, \mu, \mu^2, \mu^3, \ldots)^t$, we get that

$$x_a \cdot (1, \mu, \mu^2, \mu^3, \ldots)^t = (1, 1, 1, \ldots)Q(A)(1, \mu, \mu^2, \mu^3, \ldots)^t = 0$$

and so $x_a \in \mathcal{V}$.

While $\mathcal{V}$ has a countable basis, it should be related to the minimal polynomial for $\mu$, which can be different from $P(x)$. Thus, we will work with a certain subspace of $\mathcal{V}$. In
what follows, we define $e_0 = (-1, a_0, a_1, \ldots, a_{k-1}, a, a, \ldots)$, and
\[
e_1 = (1, -1 - a_0, a_0 - a_1, a_1 - a_2, \ldots, a_{k-2} - a_{k-1}, a_{k-1} - a, 0, 0, 0, \ldots),
\]
\[
e_2 = (0, 1, -1 - a_0, a_0 - a_1, a_1 - a_2, \ldots, a_{k-2} - a_{k-1}, a_{k-1} - a, 0, 0, 0, \ldots),
\]
\[
e_3 = (0, 0, 1, -1 - a_0, a_0 - a_1, a_1 - a_2, \ldots, a_{k-2} - a_{k-1}, a_{k-1} - a, 0, 0, 0, \ldots),
\]
and so on. More specifically, the entries of $e_0$ are taken from Eq. (4) defining $\mu$, and for all other $e_i$, the entries are the coefficients of the polynomial $P(x)$ originating from Eq. (4) that has $\mu$ as a root. This implies that each $e_i$ is in $\mathcal{V}$. Moreover, the span $\langle \mathcal{E} \rangle$ of $\mathcal{E} := \{ e_i \}_{i \in \mathbb{N}_0}$ is a subspace of finite codimension in $\mathcal{V}$.

Again, straightforward computations show that $B(e_0) = e_0 + e_1$ and $B(e_i) = e_{i-1} + e_{i+1}$ for $i > 0$. In other words, $\langle \mathcal{E} \rangle$ is an invariant subspace for $B$ and the matrix of the restriction of $B$ on $\langle \mathcal{E} \rangle$ in $\mathcal{E}$ is

$$B' = 
\begin{pmatrix}
1 & 1 & 0 & 0 & 0 & \cdots \\
1 & 0 & 1 & 0 & 0 & \cdots \\
0 & 1 & 0 & 1 & 0 & \cdots \\
0 & 0 & 1 & 0 & 1 & \cdots \\
0 & 0 & 0 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
$$

**Lemma 4.2.** There exists a non-zero polynomial $R(x)$ with integer coefficients such that $x_a R(A)$ is a (finite) linear combination of vectors from $\mathcal{E}$.

**Proof.** The vector $x_a$ is in $\mathcal{V}$ and $\mathcal{V}$ is an invariant subspace of $B$. Since $\langle \mathcal{E} \rangle$ has a finite codimension in $\mathcal{V}$, the (cosets of) vectors $x_a, B(x_a), B^2(x_a), \ldots$ are linearly dependent in the factor space $\mathcal{V}/\langle \mathcal{E} \rangle$. Since all entries are integers, there exists a non-trivial integer linear combination of these vectors that lies in $\langle \mathcal{E} \rangle$. \hfill \Box

It is worth noting that Section 3 gives the simplest example and $R(x) = 1$ because $\langle \mathcal{E} \rangle = \mathcal{V}$ in that section and $x_a \in \mathcal{V}$ right away.

**Lemma 4.3.** For the polynomial $R(x)$ from Lemma 4.2, there exists a non-zero polynomial $g(x)$ with integer coefficients such that $x_a R(A) = g(B)(e_0)$.

**Proof.** The proof of existence follows from the fact that, for each $i$, $B^i(e_0) - e_i$ belongs to the $\mathbb{Z}$-span of $\{ e_0, \ldots, e_{i-1} \}$. By Lemma 4.1, the left-hand side is non-zero and therefore $g(x)$ is non-zero as well. \hfill \Box

**Definition 4.4.** For a polynomial $\alpha(x) = \alpha_0 + \alpha_1 x + \cdots + \alpha_m x^m \in \mathbb{R}[x]$ we define the $\alpha$-twist of $d_a$ as

$$\alpha * d_a(n) := \alpha_0 d_a(n) + \alpha_1 d_a(n + 1) + \cdots + \alpha_m d_a(n + m).$$

With this convention, the right-hand side in Eq. (5) for $[x_a A^n]_0$ can be written as $Q*d_a$. The following lemma is straightforward.
Lemma 4.5. For every polynomial $\alpha(x)$, if $y = x\alpha(A)$, then $[yA^n]_0 = (\alpha Q) \ast d_a$.

Corollary 4.6. In the notations used above,

$$[x_A R(A) A^n]_0 = (RQ) \ast d_a.$$ 

Now we are ready to formulate an analogue of Lemma 3.1 for the general case of stabilising sequences.

Lemma 4.7. There exists an integer $p \geq 0$ and integers $\alpha_i, \beta_i$ such that

$$[x^A R(A) A^n]_0 = \begin{cases} \alpha_0 C_k + \cdots + \alpha_p C_{k+p} & \text{if } n = 2k, \\ \beta_0 C_k + \cdots + \beta_p C_{k+p} & \text{if } n = 2k + 1. \end{cases}$$

Furthermore, if $g(x) = \gamma_0 + \gamma_1 x + \cdots + \gamma_m x^m$ is the polynomial from Lemma 4.3, then $\alpha_1 = -\gamma_2$, and $\beta_{i+1} = -\gamma_{2i+1}$ for $i \geq 0$ while $\beta_0 = 0$. Thus, not all $\alpha_i, \beta_i$ are zero.

Proof. From Lemma 4.3, $x^A R(A) A^n = B^n(g(B)(e_0))$. Suppose $g(x) = \gamma_0 + \gamma_1 x + \cdots + \gamma_m x^m$, then

$$x^A R(A) A^n = B^n(g(B)(e_0)) = \gamma_0 B^n(e_0) + \gamma_1 B^{n+1}(e_0) + \cdots + \gamma_m B^{n+m}(e_0).$$

Since only $e_0$ and $e_1$ have non-zero first entry, we can use the approach of Lemma 3.1 to show that the first entry of $B^i(e_0)$ is either 0 or the negative of a Catalan number depending on the parity of $i$.

More precisely, this approach implies that if $n = 2k$, then

$$\alpha_0 = -\gamma_0, \quad \alpha_1 = -\gamma_2, \quad \alpha_2 = -\gamma_4,$$

and so on, and if $n = 2k + 1$, then $\beta_0 = 0$ and

$$\beta_1 = -\gamma_1, \quad \beta_2 = -\gamma_3, \quad \beta_3 = -\gamma_5,$$

and so on. These equalities give the claimed values for $\alpha_i$ and $\beta_i$ and also immediately show that not all $\alpha_i$ and $\beta_i$ are zero since $g(x)$ is a non-zero polynomial.

Proposition 4.8. Let $p \geq 0$ and let $F(k) = \alpha_0 C_k + \cdots + \alpha_p C_{k+p}$ for some integers $\alpha_i$ at least one of which is not 0. Then, there exists an integer $0 \leq q \leq p$ such that $F(k) \in \Theta\left(\frac{4^k}{k^{q+3/2}}\right)$.

Proof. First of all, note that the coefficients of the power series $\sum_k F(k) x^{k+p}$ for large $k$ coincide with the coefficients of the series for

$$\frac{1 - \sqrt{1 - 4x}}{2x} (\alpha_0 x^p + \cdots + \alpha_p).$$

Since $\sqrt{1 - 4x}$ is not a rational function, the values $F(k)$ cannot all be zero starting for some $k$. 

Recall that \( C_{k+1} = \frac{2(2k+1)}{k+2} C_k \). Therefore
\[
C_{k+1} = C_k \cdot \frac{2^i (2k+1) \cdots (2k+i)}{(k+2) \cdots (k+i+1)} = \frac{P_i(k)}{Q_i(k)}
\]
for some polynomials \( P_i, Q_i \) of degree \( i \). This implies that
\[
F(k) = C_k \cdot \mathcal{R}(k),
\]
where \( \mathcal{R}(k) \) is a rational function with integer coefficients and the numerator and denominator of \( \mathcal{R} \) are polynomials of degree at most \( p \). The numerator of \( \mathcal{R} \) cannot be 0 because \( F(k) \) does not stabilise to 0. Thus, \( \mathcal{R}(k) \in \Theta(1/k) \) for some integer \( q \) between 0 and \( p \). Taking into account the asymptotics for \( C_k \) completes the proof. \( \square \)

**Remark 4.9.** A similar result without the specific power of \( k \) in the denominator can only occur in the infinite alphabet setting. On the other hand, there also exist examples for which \( d_{a}(n) \) exhibits precise asymptotics (as in Theorem 3.2) with non-negative \( q \) can only occur in the infinite alphabet setting. On the other hand, there also exist examples for which \( q = -1 \) in the actual asymptotics along a subsequence; see Example 6.4.

**Remark 4.11.** It is worth mentioning that there is an alternative way to prove Theorem 4.10 without using Catalan numbers at all. First, one observes that the matrix \( \frac{1}{2} B \) is the transition matrix of a random walk on the non-negative integers. The central limit theorem implies that this random walk tends to a Gaussian standard distribution for large \( n \), and can thus be described by \( f(x) = \frac{1}{\sqrt{2\pi n}} e^{-x^2/2n} \).

The \( p \)-th derivative \( f^{(p)} \) can be related to the linear combinations of Catalan numbers in Lemma 4.7. It turns out that \( f^{(k)}(0) = 0 \) for \( k \) odd, and \( f^{(k)} = c \cdot \frac{1}{n^{2p+1/2}} \) for \( p \) even. Multiplying again with \( 2^n \) yields exactly the growth rate in Theorem 4.10.

However, using the approach with Catalan numbers does not only yield Theorem 4.10 but gives us exact values for the results in Sections 3 and 5.
Corollary 4.12. Suppose $\varrho_a$ is a non-constant length substitution. Then no Delone set $\Lambda$ arising from $\varrho_a$ is bounded distance equivalent to $\alpha\mathbb{Z}$, for any $\alpha > 0$.

This is just a consequence of Theorem 4.10 together with an infinite version of Hall’s marriage theorem [19].

5. TWO FURTHER EXAMPLES — PRECISE VALUES

In this section, we apply the general framework from the last section to two particular examples having the same values $\mu$ and $\lambda$. This yields exact expressions for the respective discrepancies and illustrates to what extent equal values for $\mu$ and $\lambda$ may still allow for different discrepancy functions; namely here: equal asymptotics, but with different constants.

Example 5.1. For this example, we consider $a = (1, 2, 2, 2, \ldots)$. The associated substitution matrix is

$$A = \begin{pmatrix}
1 & 3 & 2 & 2 & 2 & \cdots \\
1 & 0 & 1 & 0 & 0 & \cdots \\
0 & 1 & 0 & 1 & 0 & \cdots \\
0 & 0 & 1 & 0 & 1 & \cdots \\
0 & 0 & 0 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.$$ 

The equation that defines $\mu$ is

$$\frac{1}{\mu} = 1 + 2\mu + 2\mu^2 + 2\mu^3 + \cdots = -1 + \frac{2}{1 - \mu}.$$ 

It transforms into $1 - 2\mu - \mu^2 = 0$ so $\mu = \sqrt{2} - 1$ and $\lambda = \mu + 1/\mu = 2\sqrt{2}$, with the minimal polynomial for $\lambda$ being $Q(x) = x^2 - 8$.

Thus, $x_a = (1, 1, 1, \ldots)(A^2 - 8I) = (-2, 2, 4, 4, 4, \ldots)$ and

$$[x_a A^n]_0 = (x^2 - 8) * d_a = d_a(n + 2) - 8d_a(n).$$

Now we turn our attention to the space $V$ of all stabilizing sequences that satisfy $\sum x_i \mu^i = 0$ and to the subspace spanned by the vectors $e_i$ where

$$e_0 = (-1, 1, 2, 2, 2, \ldots),$$
$$e_1 = (1, -2, -1, 0, 0, 0, \ldots),$$
$$e_2 = (0, 1, -2, -1, 0, 0, \ldots),$$
$$e_3 = (0, 0, 1, -2, -1, 0, 0, \ldots),$$

and so on. These are the vectors from Eq. (6).

The vector $x_a$ lies already in this subspace because $x_a = 2e_0$. So we can use $R(x) = 1$ in Lemma 4.2. Actually, in this particular example, $V = \langle \mathcal{E} \rangle$, as it was in Section 3.
Also, in Lemma 4.3 we can use \( g(x) = 2 \). Plugging this data into Corollary 4.6 and Lemma 4.7, we get \( x_0 A^n = 2B^n(e_0) \) and therefore
\[
d_a(n+2) - 8d_a(n) = [x_0 A^n]_0 = \begin{cases} 
-2C_k & \text{if } n = 2k, \\
0 & \text{if } n = 2k+1.
\end{cases}
\]

At this point we can see that \( d_a(2k+1) = 8^kd_a(1) \) so this subsequence appears to be in \( \Theta((2\sqrt{2})^n) \). Such a term must be a leading term in \( #_a(n) = [(1, 1, 1, \ldots) A^n]_0 \) and should not appear in \( d_a(n) \). However, once we track the expected length \( c_a \), this will not be an issue.

More specifically, the frequency of the tile \([i]\) is \((1 - \mu)\mu^i = (2 - \sqrt{2})(\sqrt{2} - 1)^i \) and the length of the tile \([i]\) is \( \sqrt{2} + 1 - \sqrt{2}(\sqrt{2} - 1)^i \). This gives the expected tile length to be
\[
c_a = \sum_{i=0}^{\infty} (2 - \sqrt{2})(\sqrt{2} - 1)^i(\sqrt{2} + 1 - \sqrt{2}(\sqrt{2} - 1)^i) = \sqrt{2}.
\]

One then has
\[
#_a(n) = [(1, 1, 1, \ldots) A^n]_0 = \frac{1}{c_a} \lambda^n + d_a(n) = \frac{1}{\sqrt{2}}(2\sqrt{2})^n + d_a(n).
\]

This gives \( d_a(0) = 1 - \frac{1}{\sqrt{2}} \) and \( d_a(1) = 0 \) because \( (1, 1, 1, \ldots) A = (2, 4, 4, 4, \ldots) \). Therefore, \( d_a(2k+1) = 0 \) for every integer \( k \geq 0 \) due to the recurrence relation above.

If \( n \) is even, a similar approach as in Section 3 using tails of the power series from Catalan numbers gives the growth rate \( d_a(n) \in \Theta\left(\frac{2^n}{n^{3/2}}\right) \).

The next example shares the same \( \mu \) and \( \lambda \) with Example 5.1 but one has \( V \neq \langle E \rangle \). Hence, we will need to apply all steps for the general case in Section 4.

**Example 5.2.** Consider \( a = (1, 1, 3, 4, 4, 4, \ldots) \). The associated substitution matrix is
\[
A = \begin{pmatrix}
1 & 2 & 3 & 4 & 4 & 4 & \ldots \\
1 & 0 & 1 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 1 & 0 & 0 & \ldots \\
0 & 0 & 1 & 0 & 1 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 1 & \ldots \\
0 & 0 & 0 & 0 & 1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

The equation that defines \( \mu \) is
\[
\frac{1}{\mu} = 1 + \mu + 3\mu^2 + 4\mu^3 + 4\mu^4 + 4\mu^5 + \cdots = -3 - 3\mu - \mu^2 + \frac{4}{1 - \mu}.
\]

It transforms into \( 1 - 2\mu - 2\mu^3 - \mu^4 = 0 \) or \( (1 - 2\mu - \mu^2)(1 + \mu^2) = 0 \) so \( \mu = \sqrt{2} \) and \( \lambda = \mu + \frac{1}{\mu} = 2\sqrt{2} \), with minimal polynomial \( Q(x) = x^2 - 8 \) as before.

However, \( x_a = (1, 1, 1, \ldots) (A^2 - 8I) = (-3, 1, 7, 11, 12, 12, 12, 12, \ldots) \).
Since $\mu$ and $\lambda$ are the same as in the previous example, $\mathcal{V}$ is still the space of all stabilizing sequences that satisfy $\sum x_i \mu^i = 0$. But the vectors $e_i$ and the subspace they span are different now. In particular, $\mathcal{E} = \{e_i\}_{i \geq 0}$ where

$$
\begin{align*}
e_0 &= (-1, 1, 1, 3, 4, 4, \ldots), \\
e_1 &= (1, -2, 0, -2, -1, 0, 0, 0, \ldots), \\
e_2 &= (0, 1, -2, 0, -2, -1, 0, 0, \ldots), \\
e_3 &= (0, 0, 1, -2, 0, -2, -1, 0, \ldots),
\end{align*}
$$

and so on. In this case, the span $\langle \mathcal{E} \rangle$ is of codimension 2 in $\mathcal{V}$ and $x_a$ is not in the span.

Observing that $x_a = 3e_0 + (0, -2, 4, 2, 0, 0, 0, \ldots)$, we write

$$
\begin{align*}
x_a + \langle \mathcal{E} \rangle &= (0, -2, 4, 2, 0, 0, 0, \ldots) + \langle \mathcal{E} \rangle, \\
x_a A + \langle \mathcal{E} \rangle &= (-2, 4, 0, 4, 2, 0, 0, \ldots) + \langle \mathcal{E} \rangle = -2e_1 + \langle \mathcal{E} \rangle = \langle \mathcal{E} \rangle.
\end{align*}
$$

Thus, we can take $R(x) = x$ in Lemma 4.2 and write

$$
x_a A = (3e_0 + (0, -2, 4, 2, 0, 0, 0, \ldots))A = 3(e_0 + e_1) - 2e_1 = 3e_0 + e_1.
$$

For Lemma 4.3, we take $g(x) = x + 2$ because

$$(B + 2I)(e_0) = (e_0 + e_1) + 2e_0 = x_a A = x_a R(A).$$

Then, $x_a R(A) A^n = B^n((B + 2I)(e_0)) = B^{n+1}(e_0) + 2B^n(e_0)$. We use $RQ = x(x^2 - 8)$ in Corollary 4.6 and Lemma 4.7 and write

$$d_a(n + 3) - 8d_a(n + 1) = (x(x^2 - 8)) * d_a = [x_a R(A) A^n]_0 = \begin{cases} -2C_k, & \text{if } n = 2k, \\
-C_{k+1}, & \text{if } n = 2k + 1. \end{cases}$$

Here, we can see that the two expressions for even and odd $n$ can be different linear combinations of (different) Catalan numbers. Nevertheless, we still have $d_a(n) \in \Theta \left( \frac{x^n}{n!} \right)$ as the subsequences of odd and even $n$ can be written using tails of the Catalan series as in Section 3 and as in the previous example. However, the constants in the inequalities defining the order of growth are different for odd and even $n$.

6. Even more examples — numerical evidence

In this section, we give more examples of eventually constant sequences $a$ that lead to various behaviours of the tile counting function that have not appeared in this paper so far. We provide examples of sequences which (i) give rise to eigenvalues different from $\lambda$ which show up in the asymptotics, (ii) admit “fake” eigenvalues that appear in finding the general solution of the equation in Lemma 4.7 treated as a linear recurrence relation, but do not appear in the actual numerical solution, and (iii) illustrate the fact that, in Theorem 4.10, the parameter $q$ for actual asymptotics may have negative values as well.

For each example described below, our computational experiments in Wolfram Mathematica 25 are organised as follows.
Given the sequence $a$, we generate the matrix $A_1$ obtained from $A$ by taking its upper-left corner of size $201 \times 201$. For the vector $t = (1, 0, 0, \ldots, 0)^t$ of size $201$ and for every $n = 1, \ldots, 200$, the sum of entries of $A_1^n t$ counts the number $\#_a(n)$ of tiles in the supertile $\varrho_a([0])$ because none of these supertiles contain tiles outside of $\{[0], [1], \ldots, [200]\}$.

Using Proposition 2.3, we can find precise values of the respective $\mu$ and $\lambda$, and the density of the resulting Delone set. This allows us to find the discrepancy function $d_a(n)$ for $n = 1, \ldots, 200$ and, in the cases below, infer its correct asymptotics.

Remark 6.1. Whereas the values in our computations are exact for $n$ up to 200, they are pretty accurate for much larger $n$: as outlined in Remark 4.11 we can describe the discrepancy as a random walk on the non-negative integers. By the law of the iterated logarithm [11, 13], our random walk stays below position $n$ after essentially $n^2$ steps almost surely (more precisely, after $\sqrt{2 \log \log n^2} n^2$ steps or less). So we might alternatively have carried out the computations up to $n = 10^4$ or so, without losing much precision. As before, we decided to restrict ourselves to exact values.

The frequencies and density can be obtained from Proposition 2.4. An alternative, and for most cases described below more useful, method to get the length function $\ell$ is to treat it as a left eigenvector of $A$ with eigenvalue $\lambda$. The structure of $A$ ensures that, starting from some $k$, $\ell$ satisfies the equation

$$a + \ell([k - 1]) + \ell([k + 1]) = \lambda \ell([k]),$$

where $a$ is the value to which $a$ stabilises. This equation can be treated as non-homogeneous linear recurrence which can be solved explicitly knowing several starting terms (in this case, we have $k + 1$ initial conditions). We can also simplify the process a bit by using that $\ell$ must be continuous, and hence bounded on the alphabet $A$.

For all examples described below, we have $k = 1$ or $k = 2$, so the initial values of the corresponding recurrence as well as the density can be computed manually. We illustrate how this approach works in the example below.

Example 6.2. Consider the sequence $a = (1, 9, 9, 9, \ldots)$. As we will see, the bound from Theorem 4.10 is a lower bound in this case, but the actual growth of the discrepancy is exponential with base greater than 2. Nevertheless, we can guess the leading term of the discrepancy by finding additional eigenvectors of the infinite matrix $A$, and by isolating the corresponding exponential term; the remaining part of discrepancy still exhibits Catalan-like growth.

Using Eq. (4), $\mu$ can be computed from the equation

$$\frac{1}{\mu} = \sum a_i \mu^i = 1 + 9(\mu + \mu^2 + \mu^3 + \cdots) = 1 + \frac{9\mu}{1 - \mu}.$$

This transforms into the quadratic equation $8\mu^2 + 2\mu - 1 = 0$ with two solutions $\mu = 1/4$ and $\mu_+ = -1/2$, where the former defines the inflation factor $\lambda = 17/4$. 

In order to find the lengths, we recall that the vector \((1, \ell([1]), \ell([2]), \ell([3]), \ldots)\) is a left \(\lambda\)-eigenvector of the matrix

\[
A = \begin{pmatrix}
1 & 10 & 9 & 9 & 9 & \ldots \\
1 & 0 & 1 & 0 & 0 & \ldots \\
0 & 1 & 0 & 1 & 0 & \ldots \\
0 & 0 & 1 & 0 & 1 & \ldots \\
0 & 0 & 0 & 1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

Therefore, \(1 + \ell([1]) = \frac{17}{4}\) and \(\ell([1]) = \frac{13}{4}\). Additionally, for \(k \geq 1\),

\[9 + \ell([k-1]) + \ell([k+1]) = \frac{17}{4} \ell([k]).\]

Rewriting the above equation into

\[
\ell([k+1]) - \frac{17}{4} \ell([k]) + \ell([k-1]) = -9,
\]

we can treat it as a non-homogeneous linear recurrence with solution \(\ell([k]) = \alpha \cdot \frac{1}{4} + \beta \cdot \frac{3}{4^k} + 4\), with initial terms \(\ell([0]) = 1\) and \(\ell([1]) = \frac{13}{4}\).

The initial values allow us to find \(\alpha = -3\) and \(\beta = 0\). Note that the latter guarantees that \(\ell([\cdot])\) is bounded, as it is required for left eigenvectors of \(A\). Overall, \(\ell([k]) = 4 - \frac{3}{4^k}\).

Recalling that the frequency of the letter \([k]\) is \(\nu([k]) = (1 - \mu) \mu^k\), we get the average tile length to be

\[c_a = \sum_{k=0}^{\infty} \ell([k]) \nu([k]) = \sum_{k=0}^{\infty} \left(4 - \frac{3}{4^k}\right) \cdot \left(1 - \frac{1}{4}\right) \frac{1}{4^k} = \frac{8}{5}.\]

Hence the corresponding density is \(\frac{5}{8}\).

As before, the density gives the coefficient for the leading term. That is,

\[\#_a(n) \leq \frac{5}{8} \left(\frac{17}{4}\right)^n + o\left(\left(\frac{17}{4}\right)^n\right).\]

For the discrepancy, we want to estimate \(\#_a(n) - \frac{5}{8} \left(\frac{17}{4}\right)^n\).

Initally, we expected that this difference will grow as \(\frac{2^n}{n^{1/2}}\) as in Theorem 3.2 but it turns out that it actually grows faster. The numerical computations suggest that the growth rate comes from the second solution \(\mu_* = -\frac{1}{2}\) of the quadratic equation for \(\mu\) discussed above.

More precisely, \(\mu_*\) gives rise to \(\lambda_* = \mu_* + \frac{1}{\mu_*} = -\frac{5}{2}\) which is an eigenvalue of \(A\) with left eigenvector \(\ell_*\) given by

\[\ell_*([k]) = \mu_*^k + \sum_{j=1}^{k} \sum_{i=j}^{\infty} a_i \mu_*^{i+k+1-2j};\]
For the sequence $a = (1, 9, 9, \ldots)$, the plot shows the ratio
\[
\frac{\#_a(n) - \frac{5}{8} \left(\frac{17}{4}\right)^n - \frac{1}{4} \left(-\frac{5}{2}\right)^n}{2^n/n^{3/2}}.
\]

compare with Eq. (2). For every $k \geq 0$, the corresponding series are convergent because $a$ is bounded and $|\mu_*| < 1$.

In the finite-dimensional case, every eigenvalue of an operator $A$ may trigger corresponding exponential growth in the image of $A^n$. A similar effect can be observed here. Since all of our operators here are quasi-compact, they all admit finitely many eigenvalues outside the essential spectrum, which means the expansion $\#_a(n)$ contains finitely many (exponential) terms before the Catalan-like term; see Remarks 2.2 and 3.3.

In particular, our computations show that
\[
\#_a(n) - \frac{5}{8} \left(\frac{17}{4}\right)^n \in \frac{1}{4} \left(-\frac{5}{2}\right)^n + o\left(\left(\frac{5}{2}\right)^n\right)
\]
and the difference shows Catalan-like growth rate of $\frac{2^n}{n^{3/2}}$, see Figure 2.

Overall, we conjecture that, for $a = (1, 9, 9, \ldots)$, we have
\[
\#_a(n) \in \frac{5}{8} \left(\frac{17}{4}\right)^n + \frac{1}{4} \left(-\frac{5}{2}\right)^n + \Theta\left(\frac{2^n}{n^{3/2}}\right).
\]

Example 6.3. For the next example, we consider the sequence $a = (3, 1, 1, 1, \ldots)$. This sequence was studied by Mañibo, Rust, and Walton in [15, Ex. 6.14]. This sequence gives rise to alternative values $\mu_*$ and $\lambda_*$ as well, but $\lambda_*$ is not an eigenvalue of $A$ and does not appear in the counting function $\#_a(n)$.

As before, we use Eq. (4) to write
\[
\frac{1}{\mu} = 3 + \mu + \mu^2 + \mu^3 + \cdots = 3 + \frac{\mu}{1 - \mu}.
\]
For the sequence $a = (3, 1, 1, 1, \ldots)$, the plot shows the ratio
\[
\frac{\#_a(n) - \frac{7}{12 - 4\sqrt{2}} \left( 3 + \frac{1}{\sqrt{2}} \right)^n}{2^{n^3/2}}.
\]
This transforms into the quadratic equation $2\mu^2 - 4\mu + 1 = 0$ with two solutions $\mu = 1 - 1/\sqrt{2}$ and $\mu_* = 1 + 1/\sqrt{2}$. The former defines $\lambda = 3 + 1/\sqrt{2}$, the inflation factor also obtained in [15, Ex. 6.14].

Using a similar approach to the lengths, we find that the average length of tiles is $\frac{12 - 4\sqrt{2}}{7}$. Thus,
\[
\#_a(n) \in \frac{7}{12 - 4\sqrt{2}} \left( 3 + \frac{1}{\sqrt{2}} \right)^n + o \left( \left( 3 + \frac{1}{\sqrt{2}} \right)^n \right).
\]
More precisely, our experiments show that, for the sequence $a = (3, 1, 1, 1, \ldots)$,
\[
\#_a(n) \in \frac{7}{12 - 4\sqrt{2}} \left( 3 + \frac{1}{\sqrt{2}} \right)^n + \Theta \left( \frac{2^n}{n^{3/2}} \right), \tag{8}
\]
see Figure 3.

Note that $\lambda_* = \mu_* + 1/\mu_* = 3 - 1/\sqrt{2} > 2$ does not show up in the asymptotics of $\#_a(n)$ because it is not an eigenvalue for $A$. From Remark 3.3, if $\lambda_*$ is in the spectrum of the substitution operator, and $|\lambda_*| > 2$, then $\lambda_*$ must be an eigenvalue, with eigenvector of the form given in Proposition 2.3. However, if $|\mu_*| > 1$, the corresponding eigenvector $\ell_*([k])$ is unbounded, which means $\lambda_*$ cannot be an eigenvalue. Since $\mu_*$ does not yield an eigenvector, we call $\lambda_*$ a fake eigenvalue.

The fake eigenvalue $\lambda_*$ will appear in the general solution of the equation in Lemma 4.7 treated as a linear recurrence. Indeed, the polynomial $R(A)$ there contains the minimal polynomial of $\lambda$ as a multiple. Since $\lambda$ and $\lambda_*$ are algebraically conjugate, they both will be roots of the corresponding characteristic polynomial. However, the initial conditions will eliminate the term $\lambda_*^n$ from the general solution, consistent with $\lambda_*$ not being in the spectrum of $M$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{For the sequence $a = (3, 1, 1, \ldots)$, the plot shows the ratio $\frac{\#_a(n) - \frac{7}{12 - 4\sqrt{2}} \left( 3 + \frac{1}{\sqrt{2}} \right)^n}{2^{n^3/2}}$.}
\end{figure}
We also experimented with a slightly modified sequence \(a = (a_0, 1, 1, \ldots)\) with \(a_0 = 4, 5, 6\) with the same results. For each \(a_0\), there is a fake \(\lambda_*\) which does not contribute to \(#a(n)\).

We briefly remark that both examples from Section 5 exhibit similar properties, namely, both of them additionally have \(\mu_* = -1 - \sqrt{2}\) and \(\lambda_* = -2 \sqrt{2}\) (which has the same absolute value as \(\lambda = 2 \sqrt{2}\)), but this \(\lambda_*\) is again fake as it does not give rise to an eigenvector and does not appear in the corresponding tile counting function.

**Example 6.4.** Next, we consider \(a = (2, 4, 2, 2, 2, \ldots)\). The equation for \(\mu\) is

\[
\frac{1}{\mu} = 2 + 4\mu + 2\mu^2 + 2\mu^3 + \cdots = 2\mu + \frac{2}{1-\mu}.
\]

It transforms into the cubic equation \(2\mu^3 - 2\mu^2 - 3\mu + 1 = 0\) or \((\mu + 1)(2\mu^2 - 4\mu + 1) = 0\). So in addition to \(\mu = 1 - \frac{1}{\sqrt{2}}\) and \(\mu_* = 1 + \frac{1}{\sqrt{2}}\) from the previous example, we also have \(\mu** = -1\).

Thus, \(\lambda = 3 + 1/\sqrt{2}\) is the same as in the previous example. The average length of tiles is \(4 - 2\sqrt{2}\). We note that, as before, \(\lambda_* = 3 - 1/\sqrt{2}\) does not contribute to the counting function \(#a(n)\).

Additionally, \(\lambda** = \mu** + 1/\mu** = -2\) is not an eigenvalue of \(A\), but it affects the behaviour of \(#a(n)\). In particular, our experiments show that it alters the power of \(n\) in the denominator of the discrepancy and

\[
#a(n) \in \frac{1}{4 - 2\sqrt{2}} \left(3 + \frac{1}{\sqrt{2}}\right)^n + \Theta \left(\frac{2^n}{n^{1/2}}\right),
\]

see Figure 4.

Note that this is still consistent with Theorem 2.7 with \(r_2 = 2\) but now \(\theta(n) = n^{-1/2}\).

We conjecture that it is possible to tie this behaviour to the recurrence from Lemma 4.7 and to the spectral nature of \(\lambda\). The right-hand side there grows at least as \(2^n/\mu^{r+3/2}\) with some alternating behaviour for odd/even \(n\), so it is possible that having \(-2\) as a root of characteristic polynomial adds a linear factor to the growth of some particular solution.

Moreover, \(\lambda = -2\) is an approximate eigenvalue of \(A\), i.e., there exists a sequence \(\{v^{(n)}\}\) of unit vectors in \(\ell^1\) for which \(|Av^{(n)} + 2v^{(n)}| \to 0\) as \(n \to \infty\). In this case, one can choose \(v^{(n)}\) to be

\[
v^{(n)} = \frac{1}{n} \left((-1)^n n, (-1)^{n-1}(n-1), \ldots, -1, 0, 0, \ldots\right).
\]

It is easy to see that every \(v^{(n)}\) has unit sup-norm in \(\ell^1\). Moreover, one can check that

\[
Av^{(n)} + 2v^{(n)} = \begin{cases} 
\left(\frac{2}{n}, 0, 0, \ldots\right), & n \text{ even}, \\
\left(-\frac{4}{n}, 0, 0, \ldots\right), & n \text{ odd},
\end{cases}
\]

from which the required convergence follows. Since \(-2\) is an approximate eigenvalue which is not an eigenvalue, it is part of the *continuous spectrum* of \(A\). A more detailed analysis of these approximate eigenvectors might yield a better description of the asymptotics.
Figure 4. For the sequence $a = (2, 4, 2, 2, \ldots)$, the plot shows the ratio
\[
\frac{\#_a(n) - \frac{1}{4 - 2\sqrt{2}} \left(3 + \frac{1}{\sqrt{2}}\right)^n}{2^n / n^{3/2}}.
\]
Unlike the previous plots this one indicates linear growth, hence an additional factor $n$.

Figure 5. For the sequence $a = (1, 8, 12, 12, \ldots)$, the plot shows the expression
\[
\left(\frac{\#_a(n) - \frac{3}{5} \left(\frac{17}{4}\right)^n - \frac{1}{5}(-2)^n}{2^n}\right)^{-2}.
\]

Example 6.5. Here, we consider $a = (1, 8, 12, 12, \ldots)$. The equation satisfied by $\mu$ reads $4\mu^3 + 7\mu^2 + 2\mu - 1 = (\mu + 1)^2(4\mu - 1) = 0$. So it has $\mu = \frac{1}{4}$ as the solution that gives $\lambda = \frac{17}{4}$ and $\mu_* = -1$ as root of multiplicity 2.

However, the discrepancy between $\#_a(n)$ and the leading term grows not as $2^n \sqrt{n}$ as one may guess from the previous example if every repetition of $\mu_* = -1$ (or $\lambda_* = -2$) brings a factor of $n$ to the discrepancy.
What is also different from previous examples is that \( \lambda_* = -2 \) is an eigenvalue with the eigenvector \((1, -3, -3, -3, \ldots)\). Moreover, this eigenvalue contributes to the tile counting function.

Our computations (see Figure 5) suggest that
\[
\#_a(n) \in \frac{3}{5} \left( \frac{17}{4} \right)^n + \frac{1}{5}(-2)^n + \Theta \left( \frac{2^n}{n^{1/2}} \right). \tag{10}
\]

We note that the asymptotics of the tile counting function for this example is considerably more subtle than the rest, and we needed to check the 2000th iteration of the substitution instead of just the 200th.

**Example 6.6.** Our last example shows that complex values for \( \mu \) may lead to relatively standard behaviour as well.

For the sequence \( a = (1, 7, 15, 15, \ldots) \), the equation for \( \mu \) has solutions \( \mu = 1/4 \) and \( \mu_* = \frac{-1 + i \sqrt{5}}{6} \). The inflation factor \( \lambda = 17/4 \) defines the leading term of \( \#_a(n) \) and \( \lambda_* = \frac{-7 + i \sqrt{5}}{6} \) are eigenvalues as well, since \( |\mu_*| < 1 \) for both choices of the sign.

Again, treating the equation in Lemma 4.7 as a linear recurrence, these \( \lambda_* \)'s should contribute an exponential-times-trigonometric function to the tile counting function \( \#_a(n) \); and this is exactly what our computations show, see Figure 6. A refined expected formula for \( \#_a(n) \) with the exact trigonometric factor remains to be found.

![Figure 6](image_url)

**Figure 6.** For the sequence \( a = (1, 7, 15, 15, \ldots) \), the plot shows the ratio
\[
\frac{\#_a(n) - \frac{1}{5} \left( \frac{17}{4} \right)^n}{\left( \sqrt{\frac{29}{6}} \right)^n}.
\]
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