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Abstract—This paper investigates the achievable rate region of the multiple-input single-output (MISO) interference channel aided by intelligent reflecting surfaces (IRSs). We exploit the additional design degree of freedom provided by the coordinated IRSs to enhance the desired signal and suppress interference so as to enlarge the achievable rate region of the interference channel. To this end, we jointly optimize the active transmit beamforming at the transmitters and passive reflective beamforming at the IRSs, subject to the constant modulus constraints of reflective beamforming vectors. To address the non-convex optimization problem, we propose an iterative algorithm to optimize the transmit beamforming via second-order cone program (SOCP) and the reflective beamforming via the semi-definite relaxation (SDR). Numerical results demonstrate that the performance of the IRS-aided interference channel with the proposed algorithm can significantly outperform the conventional interference channel without IRS.

Index Terms—MISO interference channel, intelligent reflecting surface (IRS), transmit beamforming, Pareto boundary.

I. INTRODUCTION

Interference channel (IFC) models the communication scenario that a number of transmitters wish to send independent messages simultaneously to their respective receivers using the same channel, while causing interference to each other. It is one of the most important fundamental channel setups in wireless communication systems, especially for contemporary mobile communication networks with almost universal frequency reuse and ever-increasing node densities. The information theoretical study of IFC has a long history [1]. The largest known achievable rate region for IFC is called as Han-Kobayashi type region [2], which is achieved by splitting the transmit signal of each user into common and private messages, while each receiver decodes its own designated private message and the public messages. However, such capacity-approaching technique requires signal-level encoding/decoding cooperations among the users, which is challenging to practically implement. Alternatively, a low-complexity approach is to perform signal detection at the receivers by treating the interference as noise, while enabling transmitter-side cooperation via coordinated resource allocation strategy to enhance the achievable rate region of the IFC [3], [4].

Pareto boundary plays an important role in characterizing the achievable rate region of IFC, which consists of all the rate-tuples at which it is impossible to increase one user's rate without simultaneously decreasing other’s. One method for characterizing the Pareto boundary for IFC is by solving a sequence of weighted sum-rate maximization (WSRM) problems, which are usually non-convex problems [4]. Alternatively, by using the concept of rate profile, finding a point on the Pareto boundary of the IFC usually corresponds to the weighted-minimum-rate maximization problem, which is usually convex and hence more efficiently to solve than the WSRMax problems [5]. It has been found that compared with the commonly assumed proper Gaussian signaling, i.e., the complex Gaussian signals whose in-phase and quadratic phase components are independent and identically distributed (i.i.d.), the achievable rate region of IFC by treating interference as noise can be further improved by using improper Gaussian signaling [6].

Recently, a new type of electromagnetic surface structure called intelligent reflecting surface (IRS) or reconfigurable metasurface, is emerging as a promising component for wireless communications [7], [8]. IRS is usually composed of a large number of integrated electronic circuits that can be programmed to manipulate the incoming electromagnetic wave in a customizable manner, in which each unit of the IRS is implemented by reflective arrays that use varactor diodes with the resonant frequency electronically controlled. In wireless communication systems, IRS can be regarded as a cost-effective implementation of passive phase shifters, which has the capability of intelligent signal reflection without any power amplifier. Thanks to its low hardware footprint, IRS can be flexibly deployed on room ceiling, buildings facades, aerial platforms [9], even to be integrated into smart wearable devices, which brings a new design degree of freedom (DoF) to deliberately manipulate the wireless communication channels.

Extensive research efforts on IRS-aided wireless communications have been devoted to jointly optimize the reflective beamforming at the IRS and transmit beamforming at the multi-antenna access point [10], [11]. Furthermore, the IRS-aided wireless communications in various setups have been also studied, such as orthogonal frequency division multiplexing [12], non-orthogonal multiple access [13] and physical layer security [14].

To reap the full benefits of IRS-aided wireless communications, in this paper, we consider IRS-aided IFC, where each of the transmitters is aided by one IRS, as shown in Fig. 1. Intuitively, the introduction of IRS brings a new design DoF for both desired signal enhancement and interference suppression. To this end, we focus on the characterization of the Pareto boundary of the achievable rate region for the IRS-aided multiple-input single-output (MISO) IFC with
interference treated as noise. Specifically, based on the concept of rate-profile [5], we formulate an optimization problem for Pareto boundary characterization by jointly designing active transmit beamforming at the transmitters and passive reflective beamforming at the IRSs. As the problem is non-convex, an efficient algorithm is proposed to find a high-quality suboptimal solution via block coordinate descent (BCD) method, where the transmit and reflective beamforming vectors are optimized in an alternating manner. In particular, with the fixed reflective beamforming, the optimal transmit beamforming can be obtained via second-order cone program (SOCP). On the other hand, with the fixed transmit beamforming vector, the reflective beamforming vector can be updated via the semi-definite relaxation (SDR) approach. Numerical results show that with the proposed algorithm, the achievable rate region of IRS-aided IFC is much larger than that without IRS.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider an IRS-aided MISO IFC with \( K \) transmitter-receiver pairs, each of which is aided by one IRS. Each transmitter is assumed to have \( M \) antennas and each IRS has \( N \) passive reflecting elements. Denote the direct MISO channel from transmitter \( j \) to receiver \( k \) as \( h_{kj} \in \mathbb{C}^{M \times 1} \), where \( j, k = \{1, \ldots, K\} \). Further denote the multiple-input multiple-output (MIMO) channel from transmitter \( j \) to IRS \( i \) as \( G_{ij} \in \mathbb{C}^{N \times M} \), and the MISO channel from IRS \( i \) to receiver \( k \) as \( f_{ki} \in \mathbb{C}^{N \times 1} \).

Let \( w_j \in \mathbb{C}^{M \times 1} \) denote the transmit beamforming vector by transmitter \( j \in \{1, \ldots, K\} \), and \( P_j \) is the maximum power of transmitter \( j \), we then have \( \|w_j\|^2 \leq P_j \). We assume that each reflective element of the IRS is able to dynamically manipulate the phase of the incoming electromagnetic waves, while keeping their magnitudes unchanged. For IRS \( i \in \{1, \ldots, K\} \), denote \( \phi_{in} \in [0, 2\pi) \) as the phase shift introduced by the \( n \)th element, \( n \in \{1, \ldots, N\} \). Further, define the reflective phase shift matrix as the diagonal matrix \( \Phi_i = \text{diag}(\{\phi_i n\}_{n=1}^N) \), where \( v_i \in \mathbb{C}^{N \times 1} = (e^{j\phi_1}, \ldots, e^{j\phi_N}) \). Thus, the baseband complex signal received at receiver \( k \) can be written as

\[
y_k = \sum_{j=1}^K h_{kj}^H w_j s_j + \sum_{j=1}^K \sum_{i=1}^K f_{ki}^H \Phi_i G_{ij} w_j s_j + z_k
\]

where \( s_k \) is the information-bearing symbol for the \( k \)th user, \( z_k \) denotes the additive white Gaussian noise (AWGN) at receiver \( k \), which is assumed to be circularly symmetric complex Gaussian (CSCG) distributed with zero mean and power \( \sigma^2 \), i.e., \( z_k \sim \mathcal{CN}(0, \sigma^2) \). Note that we have ignored the wireless links across different IRSs, since intuitively, the IRSs would only direct their incoming signals towards the receivers rather than other IRSs. It is observed from (1) that both the desired signal and interference of each receiver arrives not only from its own transmitter and IRS, but also from other IRSs. This provides additional DoF to enhance the achievable rate region as compared to the conventional MISO IFC without IRS.

With the interference treated as noise at each receiver, the resulting signal-to-interference-plus-noise ratio (SINR) at receiver \( k \) can be written as

\[
\text{SINR}_k = \frac{\|h_{kk}^H + \sum_{i=1}^K f_{ki}^H \Phi_i G_{ij} w_j\|^2}{\sum_{j \neq k} \|h_{kj}^H + \sum_{i=1}^K f_{ki}^H \Phi_i G_{ij} w_j\|^2 + \sigma^2}. \tag{2}
\]

As \( \Phi_i \) is a diagonal matrix with diagonal elements given by vector \( \{\phi_i n\}_{n=1}^N \), it is not difficult to see that the cascaded link from transmitter \( j \) to receiver \( k \) through IRS \( i \) can be written as

\[
f_{ki}^H \Phi_i G_{ij} w_j = v_i^H \Gamma_{kij}, \tag{3}
\]

where we have defined the effective channel \( \Gamma_{kij} \in \mathbb{C}^{N \times M} = \text{diag}(f_{ki}^H) G_{ij} \). By substituting (3) to (2), and assuming CSCG signaling, the achievable rate of receiver \( k \) is given by:

\[
R_k = \log_2 \left( 1 + \frac{\|h_{kk}^H + \sum_{i=1}^K f_{ki}^H \Phi_i G_{ij} w_j\|^2}{\sum_{j \neq k} \|h_{kj}^H + \sum_{i=1}^K f_{ki}^H \Phi_i G_{ij} w_j\|^2 + \sigma^2} \right). \tag{4}
\]

The achievable rate region for the IRS-aided IFC is the set of all rate-tuples \((R_1, \ldots, R_K)\) for the \( K \) user pairs that can be simultaneously achieved, which can be written as

\[
\mathcal{R} = \bigcup_{\|w_j\|^2 \leq P_j} \{ (R_1, R_2, \ldots, R_K) \}. \tag{5}
\]

The outer boundary of \( \mathcal{R} \) is called the Pareto boundary, which consists of all the rate-tuples at which it is impossible to increase one user’s rate without simultaneously decreasing that of other users [15]. We are able to characterize the Pareto optimal rate-tuples based on the concept of rate profile [5]. Specifically, any rate-tuple on the Pareto boundary of \( \mathcal{R} \) can be obtained by solving the following optimization problem
with a given vector \( \zeta = (\zeta_1, \cdots, \zeta_K) \):

\[
\max_{R, \{w_i\}_{i=1}^K} R \sum_{k=1}^K \quad \text{s.t.} \quad R_k \geq \zeta_k R, \forall k, \quad |v_{in}| = 1, \forall i, n, \quad \|w_j\|^2 \leq P_j, \forall j, \quad \|w_j\|^2 \leq P_j, \forall j,
\]

(6a) \hspace{1cm} (6b) \hspace{1cm} (6c) \hspace{1cm} (6d)

where \( \zeta_k \geq 0 \) denotes the target rate between the achievable rate of receiver \( k \) and the sum rate \( R \), with \( \sum_{k=1}^K \zeta_k = 1 \). Therefore, with different \( \zeta \), the complete Pareto boundary of the achievable rate region \( R \) can be characterized. Note that in the absence of the IRSs, the optimization problem (6) degenerates to the transmit beamforming optimization for the conventional MISO-IFC, which can be optimally solved via SOCP. However, the introduction of the IRSs renders the problem (6) more challenging, since the transmit and reflective beamforming vectors are coupled, which makes (6) non-convex and difficult to be optimally solved. In the following, we propose an efficient algorithm to solve (6) based on the BCD technique, for which the transmit and reflective beamforming vectors are updated alternately.

### III. Proposed Solution

To gain some insights, we first consider the special case of (6) with \( \zeta_k = 1 \) for some \( k \) and \( \zeta_j = 0, \forall j \neq k \). This corresponds to the single-user maximum rate point for user \( k \).

#### A. Single-user Maximum Rate Point

With \( \zeta_j = 0, \forall j \neq k \), it is obvious that we should have \( w_j = 0, \forall j \neq k \), and \( \|w_k\|^2 = P_k \). As a result, problem (6) reduces to

\[
\max_{\{v_i\}_{i=1}^K, w_k} \log_2 \left( 1 + \frac{1}{\sigma^2} \left( h_k^H + \sum_{i=1}^K v_i \Gamma_{kik} w_k \right) \right) \quad \text{s.t.} \quad |v_{in}| = 1, \forall i, n, \quad \|w_k\|^2 = P_k.
\]

(7)

It is not difficult to see that for any given reflective beamforming vectors \( \{v_i\}_{i=1}^K \), the optimal transmit beamforming vector \( w_k^* \) is given by the maximum ratio transmit (MRT) beamforming with the effective channel formed by a supposition of the direct channel and the reflective channels, which is given by

\[
w_k^* = \sqrt{\frac{P_k}{\sigma^2}} \frac{h_k + \sum_{i=1}^K v_i \Gamma_{kik} v_i}{h_k^* + \sum_{i=1}^K v_i \Gamma_{kik} v_i}
\]

(8)

With (8), the resulting SNR for user \( k \) is only a function of the reflective beamforming vectors \( \{v_i\}_{i=1}^K \), which is

\[
\text{SNR}_k = \frac{P_k}{\sigma^2} \left( h_k + \sum_{i=1}^K \Gamma_{kik} v_i \right)^2 = \frac{P_k}{\sigma^2} f(\{v_i\}).
\]

(9)

As a result, problem (7) reduces to the SNR maximization problem via reflective beamforming optimization:

\[
\max_{\{v_i\}_{i=1}^K} \text{SNR}_k, \quad \text{s.t.} \quad |v_{in}| = 1, \forall i, n.
\]

(10)

The non-convex unit-magnitude constraints on the elements of the reflective beamforming vectors in (10) make it difficult to find the optimal solution efficiently. In the following, we propose a heuristic algorithm to find an efficient local optimal solution. Specifically, we aim to extract the contribution from each individual element \( v_{in} \) to the SNR in (9), with all other elements fixed, and update each element alternately via the classic coordinate ascent method [16]. To proceed, let \( \Gamma_{kik} = [r_1, r_2, \cdots, r_N] \), where \( r_n \in \mathbb{C}^{M \times 1} \) is the \( n \)-th column of matrix \( \Gamma_{kik} \). Then, \( f(\{v_i\}) \) in (9) can be expressed as

\[
f(\{v_i\}) = \|h_k + \sum_{i \neq j} \Gamma_{kik} v_i + \Gamma_{kk} v_i \|^2 - \hat{g}_k,
\]

(11)

With all elements of \( \{v_i\}_{i=1}^K \) except \( e^{j\phi_{in}} \), the optimal value for \( \phi_{in} \) should maximize \( Re\{e^{j\phi_{in}} \bar{g}_{in}^H r_n\} \), which is \( \phi_{in}^* = -\angle \bar{g}_{in}^H r_n \). Now, we are able to devise an iterative algorithm to and alternately update each entry \( v_{in} = e^{j\phi_{in}} \) with all other elements fixed. Since the SNR in (9) increases (at least non-decreasing) at each iteration, the algorithm is guaranteed to converge.

It is noted that for the \( K \)-user MISO-IFC aided by IRS, for the special case with single-user maximum rate point, all the transmitters except transmitter \( k \) will keep silence, and all IRSs work cooperatively to enhance the effective MISO channel of user \( k \). Therefore, compared with the conventional IFC, the single-user maximum rate point is guaranteed to be improved in the presence of IRS.

#### B. Iterative Transmit and Reflective Beamforming Optimization Design

In this subsection, we consider the general optimization problem (6) for multi-user MISO-IFC aided by IRS. An iterative optimization algorithm based on the BCD technique is proposed, where the transmit active beamforming and reflective passive beamforming are updated alternately with the other fixed. First, consider the transmit beamforming optimization problem with given reflective beamforming vectors \( \{v_i\}_{i=1}^K \). In this case, the effective MISO channel from transmitter \( j \) to receiver \( k \), denoted as \( g_{kj} \in \mathbb{C}^{M \times 1} \), can be written as

\[
g_{kj} = \left( h_k + \sum_{i=1}^K \Gamma_{kik} v_i \right).
\]

As a result, the sub-problem for transmit beamforming optimization of problem (6) reduces to

\[
\max_{R, \{w_i\}_{i=1}^K} R \sum_{k=1}^K \quad \text{s.t.} \quad \log_2 \left( 1 + \frac{1 + \frac{\|g_{kj} w_{kj}\|^2}{\sigma^2} \sum_{j \neq k} \frac{\|g_{kj} w_{kj}\|^2}{\sigma^2}}{\sum_{j \neq k} \frac{\|g_{kj} w_{kj}\|^2}{\sigma^2} + \sigma^2} \right) \geq \zeta_k R, \forall k, \quad \|w_j\|^2 \leq P_j, \forall j.
\]

(12a) \hspace{1cm} (12b) \hspace{1cm} (12c)

Problem (12) reduces to the beamforming optimization problem of the conventional MISO IFC, which can be optimally solved via SOCP together with bisection search method [8].
Specifically, for any given rate target $R > 0$, we have the following feasibility problem:

\[
\begin{align*}
\text{Find} & : & \{w_j\}_{j=1}^K, \\
\text{s.t.} & & \left| \frac{g_{kj}^H w_k}{(2\kappa R - 1)} \right|^2 \geq \sum_{j \neq k} \left| g_{kj}^H w_j \right|^2 + \sigma^2, \forall k, \\
& & \|w_j\|^2 \leq P_j, \forall j.
\end{align*}
\]

(13a)

If $R$ is feasible to problem (13), then, the optimal value of problem (12), denoted as $R^*$, is no smaller than the given rate $R$, i.e., otherwise, we have $R^* < R$. Hence, the optimal solution $\{R^*, \{w_j\}_{j=1}^K\}$ to problem (12) can be obtained via bisection search over $R$ by solving a sequence of the feasibility problem (13). Moreover, it is noted that without loss of optimality, a common phase shift can be applied to $w_k$ so that $g_{kj}^H w_k$ is a real value for all $k$. Therefore, constraints (13b) can be recast as second order cone (SOC) constraints as

\[
\left( \frac{\text{Re} \left( g_{kj}^H w_k \right)}{2\kappa R - 1} \right) \geq \left( \begin{array}{c} g_{kj}^H w_1 \\
\vdots \\
g_{kj}^H w_K \\
\end{array} \right) \right) \geq \left( \begin{array}{c} \frac{\sqrt{R}}{2\kappa R - 1} \\
\vdots \\
\frac{\sqrt{R}}{2\kappa R - 1} \\
\end{array} \right)^T (14)
\]

which are convex constraints. Therefore, problem (13) can be further written as:

\[
\begin{align*}
\text{Find} & : & \{w_j\}_{j=1}^K, \quad \text{s.t.} (13) \quad \text{and} \quad (14) \quad (15)
\end{align*}
\]

Problem (15) is an SOCP problem, which can be efficiently solved by standard convex optimization solvers (17). Thus, the solution of optimal transmit beamforming to problem (12) is obtained via solving the SOCP problem together with a bisection search over $R$.

Next, we focus on optimizing the reflective beamforming vectors $\{v_i\}_{i=1}^K$ with fixed transmit beamforming. With any given $\{w_j\}_{j=1}^K$, constraints (6b) can be rewritten as

\[
\log_2 \left( 1 + \frac{a_{kk} + \sum_{i=1}^K v_i^H y_{kk}}{\sum_{i \neq k} a_{kj} + \sum_{i=1}^K v_i^H y_{kj}} \right)^2 \right) \geq \zeta_k R, \quad (16)
\]

where $a_{kj} \triangleq h_{kj}^H w_j$ and $y_{kj} \triangleq \Gamma_{kj} w_j \in \mathbb{C}^{N \times 1}$. Define

\[
\bar{v} \triangleq \begin{bmatrix} v_1 \\
\vdots \\
v_K \end{bmatrix} \in \mathbb{C}^{(KN+1) \times 1}, \quad \bar{b}_{kj} \triangleq \begin{bmatrix} a_{kj} \\
y_{kj} \end{bmatrix} \in \mathbb{C}^{(KN+1) \times 1}
\]

Then, the sub-problem for reflective beamforming optimization of problem (6) can be written as

\[
\begin{align*}
\text{max}_{\bar{v}, R} & : & R \\
\text{s.t.} & & \log_2 \left( 1 + \frac{|b_{kj}^H \bar{v}|^2}{\sum_{j \neq k} |b_{kj}^H \bar{v}|^2 + \sigma^2} \right) \geq \zeta_k R, \forall k, \\
& & \bar{v}_1 = 1, \\
& & |\bar{v}_n| = 1, n = 2, 3, \ldots, KN + 1.
\end{align*}
\]

(17a)

Problem (17) is non-convex, due to the non-concave rate expression with respect to the reflective beamforming vectors and the non-convex unit-magnitude constraints. To address the problem, we leverage the celebrated SDR method to find a high-quality approximate solution (18). To proceed, define a rank-1 positive semi-definite matrix $\bar{V} = \bar{v} \bar{v}^H$. Then, problem (17) is further reformulated as

\[
\begin{align*}
\max_{R, \bar{V}} & : & R \\
\text{s.t.} & & \sum_{j \neq k} \text{Tr}(Q_{kj} V) + \sigma^2 \geq 2^{\zeta_k R} - 1, \\
& & |\bar{V}_{n,n}| = 1, n = 1, 2, \ldots, KN + 1, \forall k, \\
& & \text{rank}(\bar{V}) = 1, \\
& & \bar{V} \succeq 0, \\
& & Q_{kj} = \text{rank-1 \ positive \ semi-definite \ matrix}
\end{align*}
\]

(18a)

where $Q_{kj} = b_{kj} b_{kj}^H$. For the given rate target $R > 0$, we have the following feasibility problem:

\[
\begin{align*}
\text{Find} : & \quad \bar{V}, \quad \text{s.t.} (18c), (18d) \quad \text{and} \quad (19b) \\
\text{s.t.} & & \sum_{j \neq k} \text{Tr}(Q_{kj} V) + \sigma^2 \geq 2^{\zeta_k R}, \\
& & |\bar{V}_{n,n}| = 1, n = 1, 2, \ldots, KN + 1, \forall k, \\
& & \text{rank}(\bar{V}) = 1, \\
& & \bar{V} \succeq 0
\end{align*}
\]

(19a)

Note that (19) is still non-convex, due to the rank-one constraints. By dropping the rank-one constraints, we have the following relaxed problem:

\[
\begin{align*}
\text{Find} : & \quad \bar{V}, \quad \text{s.t.} (18c) \quad \text{and} \quad (19b) \\
\text{s.t.} & & \sum_{j \neq k} \text{Tr}(Q_{kj} V) + \sigma^2 \geq 2^{\zeta_k R} - 1, \\
& & |\bar{V}_{n,n}| = 1, n = 1, 2, \ldots, KN + 1, \forall k, \\
& & \text{rank}(\bar{V}) = 1, \\
& & \bar{V} \succeq 0
\end{align*}
\]

(20)

Problem (20) is a convex SDP problem, which can be solved directly. However, due to the relaxation, the resulting $\bar{V}$ from (20) may not be rank-one matrix. To this end, we apply the standard Gaussian randomization steps (18) to construct a rank-one solution to problem (19). Therefore, problem (18) is solved with bisection search over $R$, by solving a sequence of the SDP problem together with Gaussian randomization to construct rank-1 matrix.

In summary, the proposed algorithm to solve problem (6) is presented in Alg. 1. In Alg. 1, for the different weight vector $\zeta$, the transmit and reflective beamforming vectors are optimized alternately. By varying $\zeta$, the resulting rate tuples constitute the Pareto boundary of the achievable rate region for the multi-user MISO IFC aided by the coordinated IRS.

IV. NUMERICAL RESULTS

In this section, we provide an example to evaluate the performance of the proposed algorithms. We consider a two-user IFC with $K = 2$ and $M = 32$, and the two transmitters are located at $(0, 50m)$ and $(50m, 50m)$, respectively, and the receivers are located at $(0, 0)$ and $(50m, 0)$, respectively. The two IRSs with $N = 256$ elements are placed at two random locations between the transmitters and receivers. We assume the distance-dependent path loss model, i.e., $Q_L = C_0 (d/d_0)^\beta$, where $C_0$ denotes the path loss at the reference distance of $d_0 = 1$ meter, $\beta$ is the path loss exponent and $d$ denotes the individual link distance. For the transmitter-receiver, transmitter-IRS and IRS-receiver links, set to 3.6, 2 and 2.5, respectively. Moreover, for the SDR approach, 3000 Gaussian randomizations are used to construct rank-1 matrix for any obtained higher-rank matrices from (20). The following
In this paper, we studied the achievable rate region of the multi-user MISO IFC aided by coordinated IRSs. By leveraging the additional design DoF provided by multiple IRSs, we proposed an iterative transmit and reflective beamforming design scheme to characterize the achievable rate region of IFC, based on SOCP and SDR optimization techniques. Numerical results were provided to demonstrate that the achievable rate region of IRS-aided IFC outperforms that of the conventional IFC, if the beamforming is properly designed.

Algorithm 1 Iterative transmit and reflective beamforming optimization for problem (6)

1: Initialize: threshold $\epsilon > 0$, $\{v_i\}_{i=1}^K$, $R_{\min} = 0$ and $R_{\max}$ to a sufficiently large value. Let $R_L = R_{\min}$;
2: Repeat
3: Let $R_U = R_{\max}$;
4: Repeat
5: Let $R = (R_L + R_U)/2$;
6: With the given $\{v_i\}_{i=1}^K$, solve the SOCP problem (15) and denote the optimal solution as $\{w_j^*\}_{j=1}^J$;
7: if (15) is feasible, set $R_L = R$, $w_j = w_j^*, \forall j$
8: else set $R_U = R$
9: Until $R_U - R_L \leq \epsilon$
10: Reset $R_U = R_{\max}$
11: Repeat
12: $R = (R_L + R_U)/2$;
13: With the fixed $\{w_j\}_{j=1}^J$, solve problem (20) and denote the optimal solution as $V^*$;
14: if (20) is feasible
15: if rank($V^*$) = 1
16: we have $V^* = \bar{v} \bar{v}^H$, $\{v_i\}_{i=1}^K$ and resulting rate $R$;
17: else
18: Performing Gaussian randomization to obtain a rank-1 vector $\bar{v}$, $\{v_i\}_{i=1}^K$, and resulting rate $R$.
19: Set $R_L = R$;
20: else set $R_U = R$;
21: Until $R_U - R_L \leq \epsilon$
22: Until the increase of objective function is smaller than $\epsilon$
23: Output: Solution $\{w_j\}_{j=1}^J$, $\{v_i\}_{i=1}^K$

V. CONCLUSION

In this paper, we studied the achievable rate region of the multi-user MISO IFC aided by coordinated IRSs. By leveraging the additional design DoF provided by multiple IRSs, we proposed an iterative transmit and reflective beamforming design scheme to characterize the achievable rate region of IFC, based on SOCP and SDR optimization techniques. Numerical results were provided to demonstrate that the achievable rate region of IRS-aided IFC outperforms that of the conventional IFC, if the beamforming is properly designed.