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Abstract

The exponential growth of assembled genome sequences greatly benefits metagenomics studies, providing a broader catalog of reference organisms in a variety of environments. However, due to the massive amount of sequences, tools are struggling to manage such data and their frequent updates. Processing and indexing currently available repositories is no longer possible on standard infrastructures and can take days and hundreds of GB of memory even on large servers. Few methods have acknowledged such issues thus far and even though many can theoretically handle large amounts of references, time-memory requirements are prohibitive for a real application. As a result, many tools still rely on static outdated datasets and clearly underperform under the currently available wealth of genome sequences. The content and taxonomic distribution of such databases is also a crucial factor, introducing bias when not properly managed. Motivated by those limitations we created ganon, a k-mer based read classification tool which uses Interleaved Bloom Filters in conjunction with a taxonomic clustering and a k-mer counting-filtering scheme. Ganon provides an efficient method for indexing references and keeping them updated, requiring less than 45 minutes to index RefSeq genome sequences of bacteria, archaea, fungi and virus, covering all diversity currently available in the repository. The tool can keep such indices up-to-date in a fraction of the time necessary to create them allowing researchers to permanently work on the most recent references. Ganon enables querying in those large reference sets, significantly classifying more reads and identifying more species. Using a high complexity set from the CAMI challenge, it shows strongly improved precision (in some cases manifold) while having equal or better sensitivity compared to kraken and centrifuge based in a set of complete (i.e. high quality) reference sequences. When querying the same data against the whole RefSeq, ganon improved the F1-Score by 38% at genus level. Ganon supports taxonomy and assembly level classification as well as multiple indices for a hierarchical classification. The software is open-source and available at: https://gitlab.com/rki_bioinformatics/ganon

1 Introduction

Reference- and taxonomy-based short read classification is a fundamental task in metagenomics. Defining the origin of each read from an environmental sample, which can be done during [1] or after sequencing, is usually the first step prior to abundance estimation, profiling and assembly. Over the last years many tools have been specifically developed for this task with different strategies [2, 3, 4, 5, 6] to achieve good performance classifying a large amount of short reads against a predefined and static set of reference sequences. Many of those approaches use taxonomy based classifications
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[7] providing a backbone arrangement of already obtained sequences to better understand the composition of samples.

Due to advances in genome sequencing, improvements in read quality, length, and coverage and also better algorithms for genome assembly, the amount of complete or draft genomic sequences in public repositories is growing fast (Figure 1). In addition, many partial and some complete genome sequences are coming directly from metagenome-assembled genomes [8, 9, 10], a technique which is boosting the growth of public repositories. This enormous amount of references poses a big challenge for current tools which, in general, were not designed to deal with such amounts of data [11]. The problem that was at first mainly the speed of short read classification is now also shifting towards managing the huge reference sizes and their frequent updates [12].

Figure 1: Number of available sequences in NCBI repositories from June 2007 to December 2018 on a logarithmic scale. Microbial stands for Archaeal and Bacterial organisms and CG stands for Complete Genomes. RefSeq Microbial has an uninterrupted and linear growth on a logarithmic scale. Data collected from: https://ftp.ncbi.nlm.nih.gov/refseq/release/release-statistics/ and https://www.ncbi.nlm.nih.gov/genbank/statistics/

Figure 1 shows the amount of reference sequences available over the last 11 years in the GenBank [13] and RefSeq [14] repositories from NCBI. The growth is exponential. RefSeq sequences from Archaeal and Bacterial genomes are highlighted for being a commonly used reference set for classification. In an interval of two and a half years (from June 2015 to December 2018) the RefSeq Microbial of Complete Genomes (CG) grew more than four times, with 2.5 times more species represented in the most recent set (1529 to 3850). Looking at the same data point (end of 2018), the complete RefSeq Microbial has >12 times base pairs and >5 times species compared to the CG set. These data show that databases are growing fast and the variation among them is very significant. Nowadays, such repositories are too big to be analyzed by standard hardware and if the observed growth continues, all this wealth of data will be constrained to just a few groups with available resources to process them.

The choice of the database and their subsets to perform reference-based classification is an important step and known issue in metagenomics [15]. As a crude rule of thumb, the more sequences the better. But even the complete set of sequences is not evenly distributed throughout the taxonomic tree, with different taxa being represented in different levels of quantity and quality. In addition, most of the taxa are still unknown and do not have any genomic sequence or entry in the taxonomic tree. This requires the tools to always keep up to date with the latest releases of public repositories, a task which is not trivial when dealing with very large amounts of sequences. Most of the tools lack the ability to update their own indices and databases and currently many analyses are performed with outdated resources.

Based on the RefSeq Microbial repository, a year-old release (from beginning of 2018) is 10% less
taxonomic diverse than it is today. An even older set of references obtained from June 2015 lacks 27% of today’s taxonomic diversity. Further, a commonly used subset of RefSeq, the microbial complete genomes, covers only 15% of the available diversity of the full repository (December 2018). As an example, the latest release of kraken’s [16] MiniKraken database (as of 18-Oct-2017) based on complete bacterial, archaeal and viral genomes, although helpful to obtain fast insights on community composition, comprises only 11% of the total taxonomic diversity available on the latest RefSeq release from 04-Jan-2019. Metagenomics analyses based on such releases are prone to underperform and miss potential species of interest. However, the use of outdated references is still common practice in some analysis based on "pre-built" indices. Most methods provide custom database building features but without incremental update capabilities. Weekly or daily updates with the most recent data are almost impossible giving the time requirements to re-build such indices with the current volume of data.

The sequence classifiers MetaPhlAn [17] and Kaiju [18] created alternatives to cover most of the diversity contained in such repositories by selecting a subset of marker genes and protein sequences, respectively. On the one hand, those methods are very powerful and provide fast and precise community profiles and read classification given their reduced index sizes. On the other hand, when analyzing whole genome sequences of complex environments, organisms with low abundance are easily missed since their genomic content may not be completely covered. In addition, current methods using complete genome sequences are struggling with the present amount of available data [11].

With those limitations in mind we developed ganon, a new reference and taxonomy-based short read classification tool for metagenomics. Ganon uses Interleaved Bloom Filters (IBF) [19] to represent very large amounts of sequences in a searchable index. This enables the indexing of large sets of sequences (e.g. complete RefSeq) in short time and with low memory consumption, consequently improving read classification for whole metagenomic sequencing experiments. Ganon also provides updatable indices which can incorporate new released sequences in short time. The classification method, which is based on k-mer counting lemma and a progressive filtering step, improves the precision of the classification without harming sensitivity when compared to state-of-the-art tools. Ganon was developed in C++ using the SeqAn library [20] and python. The code is open source and available at: https://gitlab.com/rki_bioinformatics/ganon

2 Methods

Ganon classifies reads against a set of reference sequences to find their exact or closest taxonomic origin. The method can also work in a further specialized level (e.g. assembly). An indexing step is necessary before classification, where the reference sequences will be clustered into groups based on their taxonomic classification. Ganon indices store all k-mers present in the groups of reference sequences into a specialized type of bloom filter. Once the index is created, ganon classifies the reads based on the k-mer counting lemma together with a post-filtering step providing a unique or multiple classifications for each read. Multiple classifications are solved optionally with the lowest common ancestor (LCA) algorithm [21]. In the following sections we will explain each of those steps in detail.

2.1 Indexing

Ganon indices are based on the k-mer content of the reference sequences, meaning it uses all possible substrings of length k of the given sequences. Instead of using standard methods for k-mer storage which can have high memory and space consumption when k is high (>15) we opted for bloom filters [22], a space-efficient probabilistic data structure. Since the goal of the tool is to classify sequences based on their taxonomic origin, multiple bloom filters would be necessary to represent each distinct group of sequences belonging to a certain taxonomic level (e.g. species). Such approach provides a straightforward solution, but with a high cost on the classification step by needing to compare reads multiple times against different filters. This is solved by interleaving the bloom filters, a technique previously described for the DREAM-Yara tool [19] and also part of the SeqAn library [20]. TaxSBP is used to separate the sequences into taxonomic groups and distribute them better into equal-sized clusters.
2.1.1 TaxSBP

TaxSBP [https://github.com/pirovic/taxsbp] uses the NCBI Taxonomy database [23] to generate clusters of sequences which are close together in the taxonomic tree. It does that based on an implementation of the approximation algorithm for the hierarchically structured bin packing problem [24]. As defined by Codenotti et al. this clustering method “[…] can be defined as the problem of distributing hierarchically structured objects into different repositories in a way that the access to subsets of related objects involves as few repositories as possible”, where the objects are sequences assigned to taxonomic nodes of the taxonomic tree. Sequences are clustered together into groups limited by a maximum sequence length size of its components. Splitting sequences into smaller chunks with overlapping ends is supported. TaxSBP also supports one level of specialization after the leaf nodes of the tree, making it possible to further cluster sequences by strain or assembly information which is not directly contained in the NCBI Taxonomy database (Figure 2). TaxSBP also offers pre-clustering, meaning that members of a certain taxonomic level can be prevented to be split among clusters. TaxSBP can further generate bins with exclusive ranks, which are guaranteed to be unique in their cluster. The tool was developed alongside the distributed indices concept [19] and supports the update of pre-generated clusters. Since TaxSBP is based on the "pre-clustered" taxonomic tree information, the algorithm is very efficient and requires very few computational resources, being potentially useful in many other bioinformatics applications.

2.1.2 IBF

A bloom filter is a probabilistic data structure which comprises a bitvector and a set of hash functions. Each of those functions maps a key value (k-mer in our application) to one of the bit positions in the vector. Collisions in the vector are possible, meaning that distinct k-mers can be set to the same bit positions in the vector. Such overlaps can be avoided with a larger bitvector, reducing the probability of false positives.

An Interleaved Bloom Filter (IBF) is a combination of several (b) bloom filters of the same size (n) with the same hash functions into one bitvector. Each i-th bit of every bloom filter is interleaved, resulting in a final IBF of size $b \times n$. Querying in such data structure is possible by retrieving the sub-bitvectors for every hash function and merging them with a logical AND operation, which will result in a final bitvector indicating the membership for the query, as depicted in Figure 2 in the DREAM-Yara manuscript by [19].

Aiming at the classification based on taxonomic levels (e.g. species, genus, ...) or assembly level (Figure 2), TaxSBP is set to cluster the input sequences into exclusive groups. Every group will contain only sequences belonging to the same taxon or assembly unit, but the same unit can be split into several groups. Groups are limited by a pre-defined threshold of the sum of the base pair length of its elements and sequences can be sliced into smaller pieces to better generate equal sized clusters.

![Classification levels and taxonomic distribution.](image)

Figure 2: Classification levels and taxonomic distribution. Empty circles are inner nodes of the tree; marked circles are leaf nodes (also referenced in this manuscript as “taxid” nodes); full lines represent taxonomic relations, dotted lines represent the extension of the taxonomic classification to the assembly and sequence level. Species+ represents all taxonomic groups more specific than species (e.g. subspecies, species group, no rank) with species in the lineage.

Each of those clusters will correspond to a single bloom filter which is interleaved in a final IBF. Here a trade-off between the number of groups, their maximum size and the k-mer content of each group is important. The false positive rate of a bloom filter depends mainly on its bitvector size...
and the number of inserted elements. In general, the more base pairs a particular cluster has, the higher the number of distinct k-mers. That requires the bloom filter to be bigger to achieve low false positive rates when querying. In ganon indices, the group with most unique k-mers will define the size and the maximum false positive rate of the final IBF since they have to be equal-sized by definition. Thus the previous clustering step is crucial to achieve a good trade-off between the number of groups, their sizes and k-mer content. The lower the taxonomic level the more fragmented the clustering will be. For example: if a reference set has 2000 species groups, there will be at least the same number of clusters. The higher the taxonomic level, the lower the number of clusters, since they can be grouped together, producing smaller filters.

The IBF has an inherent capability of updating since it is fragmented into many sub-parts. Adding new sequences to a previously generated IBF is as easy as setting the bit positions of the k-mers originated from the new sequences, once we know to which cluster it should be added to, or appending new clusters to the existing filter. To remove sequences from the IBF, we reset corresponding bit positions of the affected bins and re-insert the k-mers from the updated content.

At the end of the build process, ganon index will consist of an IBF based on a maximum classification level chosen (taxonomic rank or assembly) and auxiliary files for the classification step.

2.2 Classifying

The ganon read classification is based on the well-studied k-mer counting lemma [25, 26]. All k-mers from given reads are looked up on the indices previously generated. If a minimum number of matches between the read and the reference are achieved, a read is set to classified. Based on incremental error rates, multiple classifications for each read are filtered out and only the best ones are selected. When such filtering cannot define a single origin for a read, an optional LCA step is applied to join multiple matching reads into their lowest common ancestor node in the taxonomic tree.

2.2.1 K-mer counting lemma

The k-mer counting lemma can be defined as the minimum number of k-mer sequences from a read that should match against reference k-mers to be considered present in a set with a certain number of errors allowed. Given a read \( R \) with length \( l \), the number of possible k-mers with length \( k \) in such read can be defined as:

\[
k\text{mers}_R = l_R - k + 1
\]

An approximate occurrence of \( R \) in a set of references has to share at least

\[
k\text{count}_R = k\text{mers}_R - k \cdot e
\]

k-mers, where \( e \) is the maximum number of errors/mismatches allowed.

2.2.2 Filtering

A read can be assigned to multiple references with different error rates, thus a filtering step is necessary to decrease the number of false assignments. The applied k-mer counting lemma provides k-mer counts for each read against the reference sequences. From this count it is possible to estimate the maximum number of mismatches that a read has. For example: for \( k = 19 \) and \( length = 100 \), a read with 50 19-mers matching a certain reference will have at most 2 mismatches. This calculation can be achieved by solving the Equation 2 equation for \( e \).

Assuming that reads with fewer mismatches have a higher chance of being correct, the following filtering is applied: first, only matches against references with no mismatches are kept (all k-mers matching). If there are no such assignments, only matches with 1 error are kept. If there are none, only matches with 2 errors are kept and so on up to the maximum number of errors allowed (\( e \) in Equation 2). Similar filtration methods (also known as mapping by strata) were previously used in read mappers such as Yara. If a read is classified in several references within the same range of errors, they are all going to be reported since it is not possible to define which one has a higher chance of being correct based on the k-mer count information.
Ganon indices contain groups of reference sequences clustered by taxonomy or assembly group, depending on how the index was created. All k-mers from the reads are extracted and compared against such indices applying the k-mer counting lemma to select candidates, based on a user-defined maximum number of errors. All matches within the error rate are filtered as described above and one or more matches are reported. Given our clustering approach, some groups can share the same identification target (e.g. one species was split in two or more groups due to a large amount of sequences). Those cases are treated specially by reporting only the match with more k-mer similarities since they belong to the same classification group.

Ganon also provides a way to further filter the unique classifications with a different error rate for reads that matched against just one reference group. Such filter will be applied after the standard filtration and will re-classify a low scored read to its parent taxonomic level if it scores below a certain threshold. This can be applied for filtering at low levels (e.g. assembly) since the classification in those levels should be more precise with less mismatches. This feature is also useful to avoid classifications which only happen due to a lack of related genomes (e.g. low score match on a species which is the only representative of a lineage). Additionally, ganon supports classification based on multiple indices in a user-defined hierarchy, with independent error rates for each index. At the end, an optional LCA method can be applied to solve reads with multiple matches with a more conservative and less precise taxonomic classification, reporting one match for each read.

3 Results

We evaluate ganon against a well-established method for read classification: kraken [16] and also against a version called krakenuniq [27] which uses the basic kraken algorithm and also allows classification on more specific levels after taxonomic assignments (e.g. up to assembly or sequence level). We further compare the results against Centrifuge [28] which uses the Burrows-Wheeler transform (BWT) and the Full-text index in Minute space (FM-)index for indexing and aims at reducing the index size by compressing similar sequences together. Here we consider only the direct read classification capabilities of the tools. Further functionalities like the estimation of a presence of a certain organism or abundance estimation are not covered.

Ganon and the other evaluated tools are reference-based, meaning all classifications are made based on previously generated sequence data. The choice of the underlying database is therefore crucial. We use the same sequences and taxonomic database version for all tools when creating their indices to guarantee a fair comparison. The NCBI RefSeq repository was the chosen source of the reference sequences since it provides a curated and very extensive set of sequences. Two subsets of RefSeq were extracted: a set of only complete genomes from the groups Archaea, Bacteria, Fungi and Viral (RefSeq CG) and complete set of all genomes from the same groups (RefSeq ALL) both dating from 19-December-2018 (Table 1). Taxonomic information was obtained for the same dates as the sequences.

|            | Base pairs     | # assemblies | # sequences |
|------------|---------------|--------------|-------------|
| RefSeq CG  | 46.986.899.184 | 19.623       | 33.029      |
| RefSeq ALL | 587.607.072.429 | 147.713     | 15.201.684  |

Table 1: Reference sequences used for evaluations. Data was downloaded using https://github.com/pirovic/genome_updater

Both reference sets have some taxonomic groups over-represented with several assemblies for a single species. For example: the Escherichia coli species group is being represented by 634 assemblies, accounting for almost 7% of all base pairs in the RefSeq CG. This is even more pronounced on RefSeq ALL, with 13,250 E. Coli assemblies representing more than 11% of the base pairs in the whole set. In RefSeq CG, the 92 most over-represented species have as many base pairs as the remaining 11,372 species. In RefSeq ALL this ratio is 14 to 29,047 (Supplementary Figures 1-4). This unbalanced distribution of references may not only bias analysis but also introduces redundancy to the set when aiming classification at taxonomic levels. For such reason, when not classifying at assembly level, we removed over-represented assemblies from our reference set, keeping only the 3 biggest assemblies for each taxonomic group (Table 2).

For the classification we use data produced for the first CAMI Challenge [6]. Sets of simulated
and real datasets mimicking commonly used environments and settings were obtained, representing multiple closely related strains, plasmid and viral sequences. Those samples are divided into 3 categories: low, medium and high complexity with increasing number of organisms and different sequencing profiles providing a well-produced and challenging dataset to analyze. The simulated reads were generated based on public data (NCBI, SILVA46) and an exact ground truth is provided with an origin for each read down to sequence level. The real dataset was obtained from newly sequenced genomes of 700 microbial isolates and 600 circular elements and a ground truth is provided at a taxonomic level. Here we use one high complexity sample from both categories to perform evaluations (Supplementary Table 4).

The classification evaluation was performed in a binary fashion. Every read has an assembly or taxonomic identification defined by the ground truth. If a certain tool gives the correct classification for a read at its defined level or at a correct higher level, this read is marked as a true positive. For example: if a read has an species group assigned in the ground truth but the tool outputs it at its correct genus, the read is a true positive for the genus level. False positives are reads with a wrong direct classification or a false high level classification. That way a read classified in the wrong taxonomic group will be considered a false positive, even if it is correctly placed on a higher hierarchy rank (e.g. wrong species of the same genus). Reads with too-specific classifications are also counted as false positives (e.g. tool classifies a read at species but the ground truth only defines it at family level).

### 3.1 Indexing

The set of sequences from RefSeq CG and RefSeq ALL complete and top 3 (Table 1 and 2) were used as input to generate the indices for each evaluated tool. Here evaluation is done by total run-time, memory consumption and final index size (Table 3).

| Max. depth | Method  | RefSeq CG top 3 |  | RefSeq ALL top 3 |  |
|------------|---------|------------------|------------------|------------------|------------------|
| classification | time | Memory (GiB) | Index size (GiB) | time | Memory (GiB) | Index size (GiB) |
| taxid     | centrifuge | 06:51:25 | 269 | 12 | - | - |
|           | ganon     | 00:07:14 | 76 | 72 | 00:46:48 | 288 | 285 |
|           | kraken    | 04:53:31 | 200 | 184 | - | - |
| assembly  | centrifuge | 12:32:08 | 1441 | 20 | - | - |
|           | ganon     | 00:10:13 | 102 | 96 | 03:37:12 | 752 | 748 |
|           | krakenuniq | 09:36:45 | 329 | 191 | 11 days* | 2500* | - |

Table 3: **Build times, memory consumption and index sizes.** Tools taking more than 24 hours to build were not considered. 48 threads were used for all tools. Computer specifications: 56 x Intel Xeon Processor (Skylake, IBRS), 2593 MHz with two terabytes of memory. Parameters used are in the supplementary material. * Approximate time and memory consumption for kraken with a similar reference set obtained from [11]

We built two different indices in different depths of classification: at assembly level using the complete set of references and at taxonomic leaf nodes (taxid) using only the top 3 assemblies for each taxonomic group. Centrifuge indices allow classification up to a taxonomic or sequence level (assembly must be deduced from sequences) and krakenuniq indices allow classifications up to assembly and sequence level. Kraken can do taxonomic level classification. krakenuniq was not evaluated on taxid level since it runs exactly the same base algorithm as kraken in this configuration.

When indexing the RefSeq CG (Table 3), the evaluated tools took between 7 minutes and 12
hours, with ganon being the fastest and centrifuge the slowest. Ganon shows a significant overall reduction in memory consumption and run-time compared to the other tools: 56 times faster than krakenuniq, the second fastest at assembly level. Centrifuge achieves the lowest index size with the cost of having the highest memory and time consumption in every scenario evaluated.

Ganon indexed the RefSeq ALL (top 3) in 46 minutes and the complete RefSeq ALL in 3 hours and 37 minutes. We could not run centrifuge, kraken and krakenuniq for RefSeq ALL on our infrastructure, given computational limitations or long execution time (limited on 24 hours). A recent publication [11] reported that kraken and consequently krakenuniq need 11 days to build a database for the bacterial RefSeq version 80, which is smaller but an approximate of the RefSeq ALL here evaluated, with 64 cores of E7-8860v4 CPUs and three terabytes of memory.

3.2 Updating

Ganon is the only tool among the evaluated ones which allows updates on previously generated indices. We evaluated this functionality with Bacterial sequences added to RefSeq CG dating from 19-December-2018 to 21-January-2019 (comprising 2.77 Gbp, 1307 sequences, 370 species from which 213 are new to the reference set and 716 new assemblies). Updating the ganon index based on RefSeq CG with this dataset took under 5 minutes, less than half of the time necessary to create the index (Table 3).

3.3 Classifying

The classification results were evaluated in terms of sensitivity and precision at each taxonomic level based on the binary classification previously described. The values are always cumulative up to the evaluated level, for example: sensitivity and precision at the genus level will account for all classifications up to genus level (species and species+). Every taxonomic classification in between and different than the predefined ranks (superkingdom, phylum, class, order, family, genus and species) are counted towards the closest high level parent rank in its lineage. Species+ represents all taxonomic groups more specific than species (e.g. subspecies, species group, no rank) with species in the lineage (Figure 2).

The results for CAMI simulated and real datasets should be interpreted considering each tool maximum depth of classification: centrifuge, ganon and kraken at the taxonomic leaf nodes (taxid). centrifuge, ganon and krakenuniq up to assembly level. Given the availability of the ground truth, only simulated data was evaluated up to assembly level while real data was evaluated up to species+ level. Centrifuge outputs at sequence level, thus an extra step of applying a LCA algorithm for non-unique matches was necessary to generate results at assembly and taxid levels. Ganon classifies at a specific rank which the database was built for. kraken outputs at taxid level and krakenuniq at assembly level.

Figure 3 compares the results for one simulated high complexity dataset using the indices based on RefSeq CG top 3 and ganon for RefSeq ALL top 3. Using the same set of references, all tools performed similarly in terms of sensitivity (Table 4), with ganon achieving higher F1-Score from species to superkingdom. In terms of precision, ganon shows superior performance (>5%) in every scenario when compared to its competitors. Using the indices based on the RefSeq ALL, ganon show big improvements compared to the analysis based on the RefSeq CG, given the broader diversity covered by this set. Sensitivity went up by more than 20% at genus. Precision is highly improved with more references available, with ganon reaching >98% at species+. For higher ranks (species and species+) results were mainly limited by the availability of references sequences (black lines on Figure 3 - Sensitivity), with higher values when more references were present (genus and below).

The same analysis was performed on real data, provided as the challenge data on CAMI. This set is more challenging since most of the species in the sample are novel and not present in the public repositories of reference sequences. As stated by the CAMI results [6], most tools performed poorly in this dataset in terms of sensitivity, as show in Figure 4 and Table 5. The results follow the same trend from the previous analysis, with the tools being similarly sensitive while ganon being more precise with less false positives in all scenarios. Here the impact of a larger set of references (RefSeq ALL) is more evident, significantly improving the results in both sensitivity and precision. Genus level sensitivity went from around 5% to almost 50% with a significant improvement in precision. The boost in precision with ganon in this scenario can be explained by the longer read
Figure 3: **Precision, Sensitivity and F1-Score for the simulated reads.** Data for the simulated high complexity sample number 1. RefSeq CG top 3 results are represented with continuous lines and RefSeq ALL top 3 with dotted lines. Black lines show the maximum sensitivity possible given the references available in the set.

| Reference set       | Method | Precision          | Sensitivity          | F1-Score            |
|---------------------|--------|--------------------|----------------------|---------------------|
|                     |        | genus     | species    | species+  | genus     | species    | species+  | genus     | species    | species+  |
| centrifuge          |        | 77.60%    | 71.44%     | 59.47%    | 56.49%    | 30.34%     | 9.04%     | 65.38%    | 50.74%     | 15.70%    |
| RefSeq CG top 3     | ganon  | 85.56%    | 80.49%     | 70.54%    | 58.17%    | 38.57%     | 9.42%     | 69.26%    | 52.15%     | 16.61%    |
| kraken              |        | 80.31%    | 74.33%     | 63.33%    | 56.26%    | 38.95%     | 9.59%     | 66.17%    | 51.12%     | 16.66%    |
| RefSeq ALL top 3    | ganon  | 96.05%    | 94.53%     | 97.77%    | 80.22%    | 53.76%     | 25.65%    | 87.43%    | 68.54%     | 40.64%    |

Table 4: **Precision, Sensitivity and F1-Score values for the simulated reads.** Data for the simulated high complexity sample number 1. Ganon shows higher precision in all levels with little variation on sensitivity. The use of a bigger reference set with RefSeq ALL significantly improves results. Detailed parameters and results for all ranks are in the supplementary material.

lengths (150 bp for real data, against 100 bp for simulated) where more mismatches are allowed, showing how the progressive filter can make a good distinction between false and true positives.

Figure 4: **Precision, Sensitivity and F1-Score for the real reads.** Data for the real high complexity sample number 1. RefSeq CG top 3 results are represented with continuous lines and RefSeq ALL top 3 with dotted lines. Black lines show the maximum sensitivity possible given the references available in the set.

When comparing ganon at assembly level classification against centrifuge and krakenuniq, the
Table 5: **Precision, Sensitivity and F1-Score values for the real reads.** Data for the real high complexity sample number 1. Ganon shows higher precision in all levels with little variation on sensitivity. The use of a bigger reference set with RefSeq ALL significantly improves results. Detailed parameters and results for all ranks are in the supplementary material.

| Reference set | Method | Precision | Sensitivity | F1-Score |
|---------------|--------|-----------|-------------|----------|
|               |        | genus     | species     | species+  | genus     | species     | species+  |          |
| RefSeq CG top 3 | centrifuge | 13.12% | 6.76% | 4.49% | 5.19% | 2.32% | 0.37% | 7.44% | 3.45% | 0.68% |
|               | ganon | **41.79%** | **18.89%** | **18.84%** | **6.97%** | **1.83%** | **0.36%** | **11.95%** | **3.35%** | **0.71%** |
|               | kraken | 17.01% | 9.40% | 6.52% | 4.92% | **2.34%** | **0.37%** | 7.63% | 3.74% | 0.79% |
| RefSeq ALL top 3 | ganon | 53.63% | 38.81% | 94.41% | 47.80% | 24.80% | 10.24% | 50.55% | 30.26% | 18.47% |

Table 6: **Precision, Sensitivity and F1-Score values for the simulated reads against RefSeq CG at assembly level** Data for the simulated high complexity sample number 1. Ganon shows higher precision with little variation on sensitivity. The maximum sensitivity that could be achieved given the reference set is 26%. Detailed parameters are in the supplementary material.

| Method | Precision | Sensitivity | F1-Score |
|--------|-----------|-------------|----------|
| centrifuge | 30.77% | **11.82%** | 17.08% |
| ganon | **37.25%** | 11.52% | **17.60%** |
| krakenuniq | 32.45% | 11.67% | 17.17% |

In all scenarios evaluated, ganon consistently provides a higher precision within the same reference set (from 1-30% higher) while keeping sensitivity values high, with little variation (around 1-2%). High precision translates to fewer reads with a wrong classification. In the simulated set against RefSeq ALL top 3 (Table 4) ganon has only 3% of false assignments out of the classified reads. A lower number of false positives are crucial to reduce bias in further analysis (e.g. abundance estimation).

Table 7 compares the performance of the analyzed tools in terms of how many base pairs they can classify per minute (Mbp/m). Kraken is the tool with the best performance on classification base on Mbp/m. Ganon can be executed with different offset values, skipping a certain number of k-mers, speeding up classification. offset = 1 means that all k-mers are being evaluated while offset = 2 means that every 2nd k-mer is being skipped. The trade-off between offset and precision/sensitivity for ganon results can be seen in Supplementary Figures 5 and 6. Speed variation between simulated and real reads is partly explained due to their classification rate: on average 70% of the simulated reads are classified while only 20% of the real reads are classified. Memory consumption is mainly based on the index size of each tool (Table 3), with little variation besides that. Centrifuge is the method with lowest memory requirements to classify (14 GB) followed by ganon (75 GB) and kraken (190 GB).

| Method | simulated | real |
|--------|-----------|------|
| centrifuge | 274 | 791 |
| ganon | 461 | 649 |
| kraken | 1236 | 1859 |

Table 7: **Classification performance.** 74 million reads from simulated and real sets (both high complexity sample number 1) in Mbp/m with 48 threads against RefSeq CG top 3. Centrifuge performance estimation based on “Time searching” report value without considering post-processing time. Ganon performance based on classification time without optional LCA computation. Times are the average of 5 consecutive runs. Computer specifications and parameters used are in the Supplementary material.
3.4 Tara Oceans and multi-hierarchy analysis

Comparisons with similar methods were performed with one index including all organism groups of interest. However, ganon provides a multi-hierarchical classification system that can use several filters interchangeably, giving more flexibility to perform analysis. This feature together with the fast build and update times allow the creation of independent indices that can be gradually updated and used in any combination.

As a use case we analyzed one sample from TARA Oceans project [29] whose organisms are known for being underrepresented in the current repositories, even with recent advances in cataloging such environment. Besides Archaea (A), Bacteria (B), Fungi (F) and Virus (V) reference sets used from the previous evaluation, we also added Plasmids (PL) and Protozoa (P) reference sets, all from RefSeq. In addition, we built an index based on a set of recently assembled contigs from TARA Oceans project (TARA) [10]. The reads from sample ERR599159 were trimmed by quality and size and one million random reads were analyzed.

We first classified the sample against the *standard* RefSeq dataset used in the previous section, achieving less than 3% of classification on the RefSeq CG set and less than 6% in RefSeq ALL (Figure 5). As expected, a higher number of reads was achieved classifying them against the custom TARA reference set, with slightly more than 12% of reads classified.

![Figure 5: Tara Oceans sample analysis by taxonomic level with different combination of indices](image)

Since the TARA set also contains Virus and Microbes, it is hard to interpret such results independently from each other. Here we could take advantage of ganon multi-filter analysis. We ran ganon classify combining ABFV (as independent indices) and TARA reference sets in one run. Such combination classified more than 15.4% of the reads. In addition we performed a multi-filter and multi-hierarchy run with ganon in the following order: first reads were classified against TARA set, second reads with no matches were classified against Protozoa and Virus. Lastly, all reads without matches were classified side-to-side against Bacteria, Archaea, Fungi and the Plasmid set. This combination achieved the highest classification rate 15.5%, mainly improving the ratio of sequences assigned to species level as show in Figure 5.

Although such analyses are possible with similar approaches, ganon’s fast indexing and built-in
multi-hierarchical classification allow exploratory data analysis in a very fast and convenient way. Combination of several indices in any order for classification is possible with a single command. The number of errors can be set for each index as well as individual output files, allowing diverse applications (e.g. host removal before classification). In addition, given the design of Interleaved Bloom Filters, it is possible to achieve better index to size ratio when building organism-specific indices, by clustering and adapting the size of bins and filter accordingly, speeding up the classification step.

4 Discussion

We presented ganon, a novel method to index big sets of genomic sequences and classify short reads for environmental samples based on a taxonomic oriented scheme. Ganon’s strength lies in providing an ultra-fast indexing method for very large sets of reference sequences and a high precision in classification. That is possible due to a novel application of Interleaved Bloom Filters with a k-mer counting and filtering scheme. This is relevant in a time where the number of available sequences keeps increasing daily and current tools struggle to build and update such indices.

By indexing huge sets of reference sequences and turn them into searchable indices, ganon allows scientists to make most of their data. Short turnaround times for index building and updating is crucial for many bioinformatics applications (e.g. outbreak investigation), quickly going from raw data to taxonomic assignments. Ganon facilitates database maintenance, allowing short increment on a daily basis being the only realistic option up-to-date to keep-up with the fast pace of data generation. In addition, ganon indices are flexible and can be built for high taxonomic levels (e.g. genus), requiring less space and memory, consequently improving classification speed. A trade-off between filter size, clustering and false positive rate is also possible, sacrificing precision over performance or disk usage over classification speed.

Classification results presented here are on par with state-of-the-art methods with regard to sensitivity, while improving precision rates in every scenario of our evaluations, sometimes manifold. We attribute such improvement to an application of the k-mer counting lemma together with a progressive filtering step, which can better separate false from true positives. The unique filtering step also allows better selection of false positives when taxonomic groups are underrepresented in the reference set.

Even with ganon achieving improved results, in general terms, short read classification tools tested here perform similarly when based on the same underlying set of reference sequences. In addition, the more complete the reference set the better the classifications. The difference in sensitivity when using RefSeq ALL compared to only complete genomes is very significant and tends to get even bigger with more sequences added to this repository. Thus the choice of the database is crucial and should not be overlooked when analyzing metagenomic data. Even though centrifuge, kraken and krakenuniq could potentially perform well with more reference sequences, the time to index such set is highly prohibitive. Ganon manages to index a big set of references sequences and keep them updated in very short time with classifications results being as good as or better than the evaluated tools. Additionally, centrifuge does not provide a direct one-match-per-read result and an in-house post-processing step was necessary to achieve it. To the best of our knowledge, ganon is the only tool with update capabilities, which is performed in a fraction of the complete build time. That poses an advantage to keep up to date with the public repositories and even each single of their frequent updates.

Instead of reporting reads only at a fixed LCA level, ganon provides every output for a read at the level the index was built, also allowing assembly level classification. This is crucial for strain level analysis, where candidate organisms are more insightful for further investigations than a conservative identification. Multi-filter and multi-hierarchy support on classification tied to fast indexing of reference sets makes ganon a powerful tool for exploratory data analysis, enabling multiple combinations of indices and errors rates in an iterative manner.

Ganon’s fast indexing performance is mainly due to the fact that k-mers are not being counted, instead all of them are being inserted into a space-efficient data structure (IBF) which also provides quick look-up times. However, data growth is not slowing down and in the long term such approach will reach a limit. For such reason, a k-mer aware clustering which could reduce redundancy would be beneficial together with a minimizer implementation which could reduce the index sizes. Such features are already planned and under development for future releases of the tool.
To conclude, we believe that ganon can be a useful tool for metagenomics analysis in a time where reference sequence repositories are growing fast. Ganon provides fast indexing, updatability, competitive results and improved precision for short read classification.
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