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Abstract

Machine learning methods are being increasingly applied in sensitive societal contexts, where decisions impact human lives. Hence it has become necessary to build capabilities for providing easily-interpretable explanations of models’ predictions. Recently in academic literature, a vast number of explanations methods have been proposed. Unfortunately, to our knowledge, little has been documented about the challenges machine learning practitioners most often face when applying them in real-world scenarios. For example, a typical procedure such as feature engineering can make some methodologies no longer applicable. The present case study has two main objectives. First, to expose these challenges and how they affect the use of relevant and novel explanations methods. And second, to present a set of strategies that mitigate such challenges, as faced when implementing explanation methods in a relevant application domain—poverty estimation and its use for prioritizing access to social policies.
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I. INTRODUCTION

A. Relevance of Model Explanations in Real-World Contexts

Complex estimation and decision-making tasks have traditionally been analyzed and judged by human experts. Hence, decisions have typically been able to be complemented with human-interpretable justifications, when needed, as experts can normally explain the line-of-thought that led to their own decision-making. However, in the past two decades, algorithmic decision-making has spread increasingly to many relevant societal contexts. Despite the notable enthusiasm for the potential benefit that this type of technology can bring, the underlying methods used are typically not inherently transparent, in the sense that they do not readily provide human-interpretable justifications for their decisions [1]. Moreover, in recent years there is a trend where the most successful algorithms, particularly in complex tasks like machine vision and natural language processing, tend to rely on highly complex models, which has led to a further increase in tension between accuracy and interpretability [2].

Relevant societal contexts where algorithmic decision systems have gained substantial traction include medical diagnosis and treatment [3], counter-terrorism [4], criminal justice [5], and risk assessments for credits and insurance [6]. In such impactful contexts, there is a legitimate need for providing human-interpretable explanations along with the estimations and decisions made. Indeed, lack of interpretability has become a barrier to the adoption of machine learning-based systems in many institutions and companies. Hence the value of complementing ML models with human-interpretable accounts of the statistical rationals behind their estimations, in a way that human decision-makers can more easily understand machine estimations, and even integrate their statistical rationals with qualitative information and human expert judgements. To address this challenge and opportunity, in recent years the academic literature has proposed a large number of ML methods for interpretability and explainability

In this work we assess the applicability of state-of-the-art explainability methods in the face of common real-world challenges faced by machine learning (ML) practitioners, and illustrate the challenges and a set of mitigation strategies as applied to a relevant application domain: poverty estimation and its use for prioritizing access to social policies [7].

B. Poverty Estimation and Prioritizing Access to Social Policies

Most social policies, like cash transfers, are targeted at the poor. However, in the developing world, reliable income data is typically not available and costly to procure because most people work in informal economic markets [8]. Hence, targeting commonly relies on algorithms that estimate households’ poverty based on observable and less costly proxy data, such as education levels, demographics, and their assets and services [9]–[13]. In most countries, these algorithms are trained to estimate poverty based on large, periodic, statistically representative household surveys, which collect both the proxy features and the income ground truth. In their daily operations, institutions cannot collect ground truth income data directly from potential beneficiaries, due to the cost of eliciting trustworthy income data at such a massive scale, as well as candidates’ strong incentives for under-reporting.

In practice, estimation models are imperfect, leading to targeting errors. In Latin America and other regions, it is estimated that targeting systems incur more than 25% exclusion errors and inclusion errors (under-coverage and leakage) [12], [14]. However, the methods used during the past two decades for estimating poverty have relied on econometric approaches that are not optimized for out-of-sample prediction, and cannot leverage the many non-linear relationships that are typically found in high-dimensional data. Hence, it has been shown that substantial accuracy gains can come from the use of modern computational and

1Terms which we use interchangeably in this work
statistical methods borrowed from the field of ML; for example, extending the coverage of the poor by nearly a million people in two countries, without increasing expenditure [7]. The present work focus on the task of building accurate household income estimation models, such as in the work of Noriega et al. from 2020 [7], but additionally providing them with a layer of explainability.

C. Interpretability of Poverty Estimation Models

As mentioned in Section I-B, even when ML models can be used to produce fair and accurate poverty estimations, it is highly desirable to provide human-interpretable accounts of the statistical rationals behind a model’s estimations. For example, i) the head of the households may require to know the rationals which justify why they were not prioritized to a given social program, and/or, ii) social workers may need a way to integrate the statistical rationals behind a model’s estimation, together with additional qualitative information of the household, for reaching a final improved judgement about that case.

In our work, we have built a series of statistical models based on methods of increasing complexity. We began with so-called intrinsic interpretable models—such as linear regressions and single tree regressors—and then proceeded to models with higher complexity—such as random forests and gradient boosting regressors [7]. It is commonly noted in literature that in tasks with high-dimensional input, as we move towards higher complexity, interpretability is lost, while accuracy is gained [2], [15]. Others sustain that not necessarily [16]. In our particular case, the most accurate model (a gradient boosting regressor) was not intrinsically interpretable, and the accuracy drop between this model and all interpretable models was substantial. Thus, we kept the not-intrinsically interpretable model and decided to explain it via Model-Agnostic Explanation Methods, which add a layer of interpretability between the model and potential human audits [17].

Section II relates a relevant set of available methodologies with a set of challenges that appear when implementing such methodologies in real-world scenarios, and which are particularly present in our application domain. Section III proposes an ad-hoc methodology that effectively addresses such challenges by introducing a set of mitigation strategies appropriate to our case study. In Section IV we describe briefly an interactive platform we developed to explain, and visualize individual explanations. Section V concludes this case study.

II. REAL-WORLD CHALLENGES VS. AVAILABLE METHODOLOGIES

A. Scope of Methodologies

Recently, there has been a notorious increase in the number of methodologies proposed for ML interpretability. They encompass numerous purposes, and each contains several method alternatives. In this topic, there are standard taxonomies used in literature: (i) Global vs. Local, (ii) Model-Agnostic vs. Model-Specific, or (iii) Post-Hoc vs. Intrinsic Interpretable Models. The scope of the methodologies reviewed here can be characterized as the following class intersection:

- **Local (Individual Explanations).** Any model that provides individual explanations is local. In contrast with Global-Explanations, these methods focus on a small neighborhood rather than the whole feature space. This neighborhood has as centroid an observation of interest which we wish to explain. Perhaps the model is complex to understand fully, but predictions can be explained by a simple set of rules within a neighborhood.

- **Post-Hoc.** In contrast with the Intrinsic Interpretable Models, these methods add an explainability layer between high complexity degree ML models and humans. The addition of this layer is regarded as an independent step of the training and testing of the model.
• **Model-Agnostic.** These methods apply to any ML model, as they separate models from the explanations [1]. Since they cannot access the internal parameters, they analyze it via a sample of inputs and corresponding outputs to assess its internal mechanisms. Because every Model-Agnostic Method is Post-hoc, it is simpler to define our scope as the intersection of Local and Model-Agnostic classes only, but we did not so for completeness.

We selected such a framework because (i) we needed to provide individual explanations for the member's household; (ii) the interpretability is post hoc; (iii) and by using model-agnostic methods, we could apply them to any ML model, the methodology could be repeated in other countries.

**B. Real-World Challenges**

In theory, the implementation of these methods should be straightforward. But empirically, most of them incur different kinds of problems that are complicated to fix. For example, with specific conditions of the data set—which are described further in this section—these methods would likely provide deficient explanations. Other methods provide interpretability in a way that it is not desirable for this context. Indeed, solving—or mitigating—these problems are challenges for real-world scenarios.

It is convenient to introduce the different real-world challenges according to how they affect two major types of approaches existing within model-agnostic methods: Perturbation Approach and Contrastive Approach. Here we describe these two approaches and expose how the severity of a challenge is closely related to the method's approach.

**Perturbation Approach.** A widely popular approach is based on attributing the prediction output as individual effects of each of its input features, and it aims to find the most dominant ones [18], [19]. For estimating each feature’s effect, a perturbation approach is commonly followed. A sample of artificial instances is generated via observed instances in the data set by distorting—or perturbing—slightly a few numbers of features while leaving the remain unchanged. The specific way to generate the sample varies across methods. In this particular context of individual explanations, the perturbations are centered on the instance of interest.

The most common and salient challenges of methods that follow a Perturbation Approach are:

1) **Unlikely or Impossible Observations.** If features are highly correlated, perturbations must be carefully crafted. Otherwise, unlikely or impossible observations could be generated. The model would likely err the prediction for these instances because it has never seen such combinations of feature values. Since the predictions are used for explainability purposes, the interpretability method would probably be inaccurate. This challenge is discussed in detail in Section II-C.

2) **Contrastive Explanations.** A desirable property is to make contrastive explanations as humans understand a certain decision better when contrasted against others. The challenge consists of giving a contrastive interpretation of these methods and is examined further in Section II-D.

3) **Non-Interpretable Model Input.** The preprocessed representation of instances in ML models is non-interpretable for humans; One-Hot-Encoding is a typical example of this representation, in which a classification feature of $n$ bins is transformed into $n$ binary columns—or $n-1$ because of redundant information. Providing explanations in terms of these features would be useless for humans. This challenge is discussed thoroughly in Section II-E.

**Contrastive Approach.** It explains by contrasting a focal instance against a close by reference group. Some methods use the same label prediction for the reference group and focal instance, while others use a different
one. In the former fashion, the explanation consists on demonstrating that the focal instance belongs to a cluster in which similar predictions are made. Whereas for the latter, the explanations are counterfactual. The seek for the smallest changes of the focal instance such that the prediction label changes. These are simple explanations and useful to offer a recourse for users who obtained unfavorable decisions [20].

Because our case-study method followed a perturbation approach, each of these challenges is further analyzed in a later section, with its correspondent mitigation strategies. Whereas, the Contrastive Approach challenges are listed below but not further reviewed.

The most common and salient challenges of methods that follow a Contrastive Approach are:

1) **Distance Definition.** A distance measure is used to test the similarity between instances. In real-world scenarios, where there are different types of data: numerical—with different scaling—categorical and booleans, it is cumbersome to define a distance measure with such a diversity of data types.

2) **Curse of Dimensionality.** The curse of dimensionality is a high dimensional space phenomenon where instances tend to be sparse—too far apart from each other. The nearest neighbors of a focal instance can be so distant that it is no longer reliable to regard them as “similar observations”.

3) **Optimization Problem.** For the particular case of counterfactuals, the optimization problem for finding the closest data-point such that the prediction label changes is *NP-Hard*, which means there is no known efficient algorithm that can solve it within a reasonable lapse of time. Also, the solution must provide an instance real-world observable, i.e. feasible.

4) **Unreliable Counterfactuals.** Again, in the case of counterfactuals, but specifically for classification problems, there is a latent risk of making counterfactual explanations based on counterfactual points that are not reliable. A discussion and mitigation of this challenge can be found at [21].

| Method Name                  | Year | Article | Severity of Challenge |
|------------------------------|------|---------|-----------------------|
| **Perturbation-Based**       |      |         |                       |
| PDP                          | 2001 | [22]    | H                     |
| ICE                          | 2015 | [23]    | H                     |
| ALE                          | 2016 | [24]    | M                     |
| Shapley Values (SHAP)        | 2017 | [18]    | M                     |
| LOCO                         | 2018 | [25]    | H                     |
| Decomposition of prediction  | 2008 | [26]    | H                     |
| Feature Importance           | 2018 | [27]    | M                     |
| Sensitive Analysis           | 2013 | [28]    | H                     |
| LIME                         | 2016 | [19]    | H                     |
| Explanations Vectors         | 2010 | [29]    | H                     |
| Anchors                      | 2018 | [30]    | H                     |

| **Contrast**                 |      |         |                       |
| Counterfactuals              | 2017 | [31]    | H                     |
| Prototype and Criticism      | 2016 | [32]    | H                     |
| Justified Counterfactual     | 2018 | [21]    | M                     |

*II-C: Unlikely or Impossible Observations, II-D: Contrastive Explanations, II-E: Non-Interpretable Model Input*

*H: High Severity, M: Moderate Severity, L: Low Severity*
In Table I, we considered the same list of the most relevant and novel Model-Agnostic Methods for individual explanations considered in [17]. We determined for each, whether the Severity of the Perturbation Approach Challenges is High (H), Moderate (M), or Low (L). The labels of the challenges, II-C, II-D, and II-E, correspond to the Section name where each challenge is further discussed. The upper part corresponds to Perturbation Approach methods, while the lower to Contrastive Approach methods.

The approach class is closely related to the degree of severity of the challenge. Almost all reviewed methods suffer highly from II-C; the exceptions are discussed in that section. Naturally, the Challenge II-D has High Severity for Perturbation Methods and Low for Contrastive Methods. Similarly, the Challenge II-E has High Severity for perturbation methods, whereas Moderate Severity for the contrastive methods because these methods have potential for transforming the Feature Space into an Interpretable Space.

C. Unlikely or Impossible Observations

In real-world data sets, features tend to have a degree of correlation. If we overlook this fact, then it is likely that a collection of the artificial instances randomly generated can hardly ever happen in the real-world scenarios. Specifically, the model would receive combinations of feature values that has never seen before. Evidently, when the model predicts outcomes for these instances, they are prone to be biased or unconfident. If the features’ effects are calculated via these values, then the method’s confidence of interpretability is inherently low. Therefore, the perturbation stage in real-world databases must be carefully crafted.

There are two types of correlations across features: 1) Underlying Distribution of Probability and 2) Feature Dependencies. Some of the mitigation strategies for this challenge can be applied to only a particular type.

1) **Underlying Distribution of Probability.** An unknown Distribution of probability underlies the correlation across features. In this type of correlation, it is unknown how or to what extent features are correlated. It is the most relevant challenge described in this work, as it is possibly the challenge that most increases the probability of providing unreliable and unintuitive explanations of the model.

2) **Feature Dependencies.** They occur when features have a direct and known relation. Instead of an underlying Distribution of probability, the relation across features can be understood as a deterministic mathematical function. To generate an artificial instance, if one does not respect these acknowledged relations, it is possible to obtain an impossible or inconsistent observation. In this circumstance there is certainty that the model was not trained with instances that had such combinations of values. Moreover, these are instances outside of the Feature Space. There are two types of feature dependencies:

   (i) **Nested Features.** In contexts such as the households one, they occur when the database contains nested features. For example, in data sets collected from surveys, each feature corresponds to a particular question. However, not every individual is asked the same questions. Surveys explicitly have question dependencies, where according to a specific answer, it is indicated if the next question should be responded or not. Or even more drastically, which sections should be answered and which others should be skipped. For example, in a socio-economic study, a minor of age would skip all the questions corresponding to labor, whereas the adults would likely skip other kinds of questions.

   (ii) **Preprocessed data.** This kind of dependency arises in cases where preprocessed data—or Feature Engineering—is employed. Almost every real-world database requires a preprocess before an ML model can be applied. In this stage, expert variables are crafted from the initial features, providing explicitly to the model patterns in the data that ad-hoc are important or useful for improving its accuracy. Other common preprocessing techniques are One-Hot Encoding, binning, and grouping operations. Here features are designed for the machine’s processing. For example, features derived from binning or One-Hot-Encoding, have a strict acknowledged dependency.
In these contexts, the moral is that it is required a mechanism to generate carefully a sample of instances in which each has a positive probability of being real-world observable—or feasible—while not necessarily being observed directly in the training data set.

Mitigation Strategies.

1) **Use of the Observed Distribution**: During the generation of artificial instances, in each iteration it is determined which features are perturbed and which values are used for replacement. A powerful idea is drawing values from the observed distribution, rather than generate them randomly. By doing so, each artificial instance is more likely to appear in the real-world. Several strategies follow this approach:

   (i) **Use of Conditional Distributions.** For preventing the generation of artificial instances that are unfeasible, ad-hoc conditionalities are defined across features. After perturbing a particular feature-value, the next values for replacement are drawn from a smaller sampling space, defined by the conditional distribution of observing the first replaced value. The conditionalities are generally implemented only in those features that have high correlation across numerous features, such as age or sex. This strategy was implemented in the Algorithm of Section III-B.

   (ii) **Use of the Natural Distribution for Bivariate perturbation.** Commonly a univariate perturbing approach is followed because it helps to understand the feature-wise effects. But even if the values are drawn from the observed distribution, it still overlooks the correlation across features—particularly the highly correlated ones. This problem can be mitigated by increasing the number of features that are simultaneously perturbed. Unfortunately, this raises the method’s computational cost. A middle point alternative is to use a bivariate approach. It is not as costly as modifying an arbitrary number of features, and it mitigates the problem of correlated features. This strategy implementation is discussed in detail in Section III-C.

   (iii) **Use of Combinations of Simultaneously-Observed Values for Replacement.** This strategy is used in the article by Lipovetsky [33] for Shapley Values estimation. During the artificial instance generation, in each iteration and assuming multiple values are replaced, instead of drawing them independently from the data set, a random instance is drawn. The corresponding feature values of this instance are used for replacement. By doing so, the artificial observations are likely more observable. The work of Feature Importances in [27] proposed a permutation-based on SHAP, which also enables it to mitigate this challenge with a similar procedure. That is why both the Shapley Values and Feature Importances are Moderately affected by this challenge, as shown in Table I.

2) **Use of Differences to Eliminate Correlation.** Apley et al. [24] proposed a graphic method called ALE plots for a scenario with correlations across features. They use the differences in predictions, instead of using averages, to block the features’ interactions. By doing so, they mitigate problems that appeared in methods such as PDPs [22] and Marginal Plots. This fact justifies why the ALE plots have the Moderate Severity in Table I.

3) **Use a Set of Non-Processed Features.** For the particular case of Feature Dependencies, the relationship that exists between features is deterministic and acknowledged. This time it is not a mitigation strategy but a full solution for preventing inconsistent artificial observations that appear as a result of dependencies. The solution consists of only modifying non-processed features and then do the preprocessing. This way, all the corresponding dependent features are changed correctly. For example, if the perturbation is done before binning or one-hot encoding, artificial observations remain consistent. Whereas, for the case of expert values, they get also modified if the dependent feature was perturbed.
D. Contrastive Explanations

Since humans tend to make comparisons between observations’ predictions, Lipton [34] states that explanations need to be contrastive by comparing a focal instance against a small reference group. Sometimes, it is desired to find a cluster of close by instances that share similar predictions. Other times, they are contrasted against similar instances but with different prediction outputs—these are counterfactual explanations. They seek slight changes—or perturbations—that the input should have had to obtain a different label. In the household’s context, a refused candidate would like to know how its application could have been different in order to have been selected. In this sense, the feature’s effect is not interpreted as contributions. A discussion of the challenge of Unreliable Counterfactuals and a corresponding mitigation strategy can be found at [21]. This strategy justifies it for having Moderate Severity for challenge II-C in Table I.

Mitigation Strategies.

1) **Use of Filters by Class.** For Perturbation Approach methods, contrastivity is not straightforward. A strategy for mitigating this challenge is to adjust the procedure in which the artificial instances are generated. The strategy consists of only using values that appear, not only in the distribution data set, but also in the subset to which it is desired to contrast the focal observation. For example, in the household context, to contrast a focal household against those who were elected for the program, the extremely poor class. In this sense, the feature’s effect is computed by using artificial instances values replacements derived from this particular class, the contrastive class of interest. An implementation of this strategy is discussed in Section III-D.

E. Non-Interpretable Model Input

Despite instances having an interpretative representation initially, their preprocessed representation, which the machine receives as input, is likely to be non-interpretable. For example, expert variables such as logarithms or entropies are non-interpretable features because, although they improve the model’s accuracy, they are not appropriate for explaining the model to people. Also, binary features that were produced after a binning or a One-Hot Encoding process are useless for interpretation.

Mitigation Strategies.

1) **Use Aggregation of Effects.** This strategy only applies to methods that follow a Perturbation approach, and when procedures such as binning, grouping, or One-Hot Encoding are used. The available methodologies will compute effects feature-wise, particularly for each set of non-interpretable features derived from corresponding initial features. For the latter, it is assumed that these are interpretable. The mitigation strategy consists of aggregating non-interpretable effects, providing a single value corresponding to the interpretable feature’s overall effect.

2) **Use an Interpretable Representation.** A similar mitigation to the one discussed for dependencies can be for contrastiveness. It consists of selecting ad-hoc, a set of interpretable features, and transforming instances into an **interpretable representation**. Alternatively, it consists of finding a transformation of the Feature Space into an Interpretable Space. The contrastivity would occur between nearby instances in the Interpretable Representation Feature space. Because this strategy could be straightforwardly implemented in Contrastive Approach Methods, Moderate Severity is given to this class for Challenge II-E in Table I.

III. PROPOSED METHODOLOGY

Sections III-A to Section III-E described in detail a model-agnostic methodology we developed for providing individual explanations in this application context. It follows a perturbation approach similar to some extent
to the methods exposed in Table I, but it also gives a contrastive interpretability. Section III-A describes the baseline methodology, its explanation outputs, and pseudocode for a straightforward implementation. The following three sections, from Section III-B to Section III-D, each correspond to a challenge and mitigation strategy mentioned in II-C to II-E. Throughout these sections, the baseline algorithm keeps enhancing, turning into a more robust method. Finally, Section III-E describes the methodology for improving easy interpretability by adding a contrastive interpretation between the focal instance and a reference group (e.g., households in poverty).

A. Features’ Importances by Univariate Perturbation

In this section, the beta-algorithm—the simplest version of the methodology discussed through Sections III-A to III-D—is outlined. It follows a perturbation approach so the explanations are feature-wise effects.

**Inputs.**
- The complete household database $X$. It contains $n$ households (rows) and $d$ features (columns).
- The model $M$ that takes a household as input and outputs the Income Per Capita (IPC).
- A focal household $h$—the household of interest—represented as a vector with $d$ features.

**Output.** The output of Algorithm 1 is a vector where the $j$th element corresponds to the effect over the IPC of the $j$th feature.

The Algorithm 1 steps are described as follows. After predicting the IPC $\hat{y}$ of the focal household $h$, an iterative process for calculating each of the $d$ features’ effects is initiated. The set $V_j$ of unique values that appear in the $j$th column of $X$ is defined. Then, each value $v \in V_j$ is used to perturb once the focal instance $h$. In each iteration, the artificial instance univariately generated is denoted by $h'$. Then, its IPC is predicted and denoted by $\hat{y}'$. Note that the values that we use for modifying the $j$th feature correspond to those that appear in the observation data set. This corresponds to the Mitigation Strategy 1) from Section II-C. The difference $\hat{y} - \hat{y}'$, denoted by $\Delta_j(v)$, can be interpreted as the monetary contribution of having that particular feature value different. Finally, to obtain a global measure of this effect, the weighted average among the different possible $\Delta_j(v)$ values is taken multiplied by the weight $w_j(v)$, which is the proportion in $X[\cdot,j]$ that $v$ appears. In this way, the effects of $\Delta_j(v)$ have more weight if $v$ has more representation in the database. Note that there is a value $v$ that will coincide with the value of $h$ and therefore, $\Delta_j(v) = 0$. By taking this weights average, the effects are being contrastive towards the whole database.

B. Adding Ad-Hoc Conditionalities

Unfortunately, the univariate approach from Algorithm 1 generated impossible or extremely unlikely observations. To mitigate this problem the strategy 1)(i) from Section II-C was implemented. This strategy tries to avoid the generation of impossible observations by adding ad-hoc conditionalities which helps identifying incompatible feature values after the univariate perturbation. The ad-hoc conditionalities are defined as features subsets which we know ad-hoc are highly correlated. After perturbing univariately a feature value, the other features’ from the shared subset undergo a procedure which consists of replacing their value with other values that have positive probability in the conditional distribution given by observing the univariate replacement value.

**Mitigation Examples** In our use case, perturbing univariately features, such as a household member’s schooling, could yield impossible observations, such as ten-year-old children with graduate degrees. To mitigate this challenge, the population was partitioned into eight different subsets given by four distinct age groups and by the household member’s formal-sector economic activity. After the univariate perturbation was performed, the particular subset to which that observation belonged was identified. Then the conditional probabilities were used to perturb other highly correlated features.
Algorithm 1: Features’ Importances by univariate perturbation

**Input:**
- Data set $X \in \mathbb{R}^{n \times d}$
- Income Predictor Model $M : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}$
- Focal household $h \in \mathbb{R}^{1 \times d}$

**Output:** Importance vector $I_h : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}^{1 \times d}$

1. $\hat{y} \leftarrow M(h)$  
   # predict income
2. for $j = 1, 2, \ldots, d$ do
3.     $V_j \leftarrow \{X[:, j]\}$  
    # set of unique values
4.     for $v \in V_j$ do
5.         $h' \leftarrow h; \ h'[j] \leftarrow v$
6.         $\hat{y}' \leftarrow M(h')$  
    # predict income
7.         $\Delta_j(v) \leftarrow \hat{y} - \hat{y}'$  
    # difference between predictions
8.         $w_j(v) \leftarrow$ proportion of $v$ in $X[:, j]$  
    # proportion of unique values
9.         $I_h(j) \leftarrow \sum_{v \in V_j} w_j(v) \Delta_j(v)$  
    # weighted average

Algorithm 2: Features’ importances by conditional, and univariate perturbation

**Input:**
- Data sets $X \in \mathbb{R}^{n \times d}$, $Y \in \mathbb{R}^{n \times 1}$
- Income Predictor Model $M : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}$
- Focal household $h \in \mathbb{R}^{1 \times d}$
- Ad-hoc conditionalities $\subseteq \mathbb{R}^{1 \times d}$

**Output:** Importance vector $I_h : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}^{1 \times d}$

1. $\hat{y} \leftarrow M(h)$  
   # predict income
2. for $j = 1, 2, \ldots, d$ do
3.     $V_j \leftarrow \{X[:, j]\}$  
    # set of unique values
4.     for $v \in V_j$ do
5.         $h' \leftarrow h; \ h'[j] \leftarrow v$
6.         $h' \leftarrow$ perturbation by ad-hoc cond. of $h'[j] = v$
7.         $\hat{y}' \leftarrow M(h')$  
    # predict income
8.         $\Delta_j(v) \leftarrow \hat{y} - \hat{y}'$  
    # difference between predictions
9.         $w_j(v) \leftarrow$ proportion of $v$ in $X[:, j]$  
    # weighted average
10. $I_h(j) \leftarrow \sum_{v \in V_j} w_j(v) \Delta_j(v)$  
    # weighted average

After the implementation of Algorithm 2, the problem for generating impossible observations was drastically mitigated. For example, if the age of a person with a graduate degree is perturbed to a ten-year-old, then all other features that could be incompatible with being a child were also modified.

C. Adding Bivariate Perturbations

Bivariate interactions across features were also considered, and thus the Mitigation Strategy 1)(ii) described in Section II-C was implemented. This approach weights the artificial instances accordingly to the probability of observing the two replaced values $v_j$ and $v_k$. Thus, artificial instances that are more likely to be observed weight more. The only differences between Algorithm 3 and Algorithm 2 is that all possible feature pairs are used for generating artificial instances; and that the weighted average is not univariate but bivariate. Note that this bivariate is an extension of the univariate case, because when $j = k$, then $v_j = v_k$ perturbations
are done univariately.

**Algorithm 3:** Features’ importances by conditional, and bivariate perturbation

**Input:**
- Data sets $X \in \mathbb{R}^{n \times d}$, $Y \in \mathbb{R}^{n \times 1}$
- Income Predictor Model $M : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}$
- Focal household $h \in \mathbb{R}^{1 \times d}$
- Ad-hoc conditionalities $\subseteq \mathbb{R}^{1 \times d}$

**Output:** Importance vector $I_h : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}^{1 \times d}$

1. $\hat{y} \leftarrow M(h)$  # predict income
2. For $j = 1, 2, \ldots, d$ do
3.   $V_j \leftarrow \{X[j]\}$  # set of unique values
4. For $(j, k) = 1, 2, \ldots, d$ do
5.   For each $v_j \in V_j$ and $v_k \in V_k$ do
6.     $h' \leftarrow h$; $h'[j] \leftarrow v_j$; $h'[k] \leftarrow v_k$  # perturb two features of $h$
7.     $h' \leftarrow$ perturbation by ad-hoc cond. of $h'[j] = v_j$ and $h'[k] = v_k$
8.     $\hat{y}' \leftarrow M(h')$  # predict income
9.     $\Delta_{j,k}(v_j, v_k) \leftarrow \hat{y} - \hat{y}'$  # difference between predictions
10. $w_{j,k}(v_j, v_k) \leftarrow$ proportion of $(v_j, v_k)$ in $X[j]$  # weighted average
11. $I_h(j) \leftarrow \sum_{v_j \in V_j} \frac{1}{d}(\sum_{v_k \in V_k} w_{j,k}(v)\Delta_{j,k}(v))$  # weighted average

**Mitigation Examples** The improvement of the implementation of Algorithm 3 is not as straightforward to observe as in Algorithm 2. But with this approach, the artificial observations generated by an unlikely bivariate replacement, assuming this combination was not invalidated by ad-hoc conditionalities, would still be given a low weight. For example, the number of household members is correlated with the number of bedrooms. If the artificial instance has ten members, we would expect a high number of bedrooms. This strategy weights proportionally the instances given the number of bedrooms and household members, for the case when these features correspond to $v_j$ and $v_k$. Another example is the household’s area with the number of rooms or the years of education with the highest educational attainment level.

**D. Adding a Contrastive Interpretation**

As mentioned in Section II-B, the Perturbation Approach methodologies are not inherently contrastive. One of the challenges enlisted is that it is a desirable property to make this explanations comparable with a group of reference. To enable the methodology so far described with a contrastive explanation interpretation we implemented strategy 1) discussed in Section II-D. Algorithm 4 is practically identical to Algorithm 3, except for a few altered lines. Note that in line 1 we now define $X_p$, the filtered database of households below the poverty line. To define the filter, we use the ground-truth income $Y$, and compare it against the constant poverty line value. Everything else remains the same, although we now use $X_p$ instead of $X$ throughout the rest of the algorithm.

**Mitigation Examples** In the case study it was desirable to provide contrastive interpretations. We wished to contrast any focal house with a reference group, which in this case were those households that lived below the poverty line. After the implementation, instead of interpreting the importance as the monetary contribution of having that particular feature value different to the average household in the entire population, it is seen as the contribution against a household that lives in poverty. This comparison is suitable for understanding the
Algorithm 4: Features’ Importances by *conditional, bivariate, and contrastive perturbation*

**Input:**
- Data sets $X \in \mathbb{R}^{n \times d}, Y \in \mathbb{R}^{n \times 1}$
- Income Predictor Model $M : \mathbb{R}^{1 \times d} \to \mathbb{R}$
- Focal household $h \in \mathbb{R}^{1 \times d}$
- Ad-hoc conditionalities $\subseteq \mathbb{R}^{1 \times d}$

**Output:** Importance vector $I_h : \mathbb{R}^{1 \times d} \to \mathbb{R}^{1 \times d}$

1. $X_p \leftarrow$ filter households $X[i, \cdot]$ such that $Y_i <$ poverty line
2. $\hat{y} \leftarrow M(h)$ \hfill (# predict income)
3. for $j = 1, 2, \ldots, d$ do
4.   $V_j \leftarrow \{X_p[i, j]\}$ \hfill (# set of unique values)
5. for $(j, k) = 1, 2, \ldots, d$ do
6.   for each : $v_j \in V_j$ and $v_k \in V_k$ do
7.     $h' \leftarrow h; \ h'[j] \leftarrow v_j; \ h'[k] \leftarrow v_k$ \hfill (# perturb two features of $h$
8.     $\hat{y}' \leftarrow M(h')$ \hfill (# predict income)
9.     $\Delta_{j,k}(v_j, v_k) \leftarrow \hat{y} - \hat{y}'$ \hfill (# difference between predictions)
10. $w_{j,k}(v_j, v_k) \leftarrow$ proportion of $(v_j, v_k)$ in $X_p[:,j]$
11. $I_h(j) \leftarrow \sum_{v_j \in V_j} \frac{1}{d} (\sum_{v_k \in V_k} w_{j,k}(v) \Delta_{j,k}(v))$ \hfill (# weighted average)

The model’s estimation when a focal household contains feature-values that do not accord with those typically seen in the reference group.

**E. Importances of Feature Groups**

In this section, an algorithm for obtaining importances at the *feature groups* level, instead of at the *feature* level, is described. A *feature group* is a collection of common features such as “assets”, “sociodemographic characteristics”, “occupation characteristics”, or “building/household characteristics”. The feature group’s importance of a given household is defined as the average of feature importances for features in the feature group. These feature groups’ importances are useful for contrasting group-wise new focal households with the group of reference—the extremely poor—in a simple and summarized manner. Once we obtain all the feature groups’ importances of the contrastive set and of the focal household, percentiles can be used to show how the focal instance compares to the contrastive set in terms of each of the feature groups (e.g., household assets).

Algorithm 5 describes how to obtain the feature groups’ importances of all the households in the contrastive set.\(^2\) Algorithm 5 does not assume that feature importances were obtained previously, so it explicitly gets them via Algorithm 4.

\(^2\)How to implement the use of percentiles for contrasting a new focal is not described here, but it is straightforward.
Algorithm 5: Groups’ Importances by conditional, bivariate, and contrastive perturbation

Input:
- Data sets $X \in \mathbb{R}^{n \times d}$, $Y \in \mathbb{R}^{n \times 1}$
- Income Predictor Model $M : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}$
- Ad-hoc conditionalties $C_j$ for each $j$th feature, $j = 1, 2 \ldots d$
- Indices sets $K_k$ where $j \in K_k$ iff the $j$th feature is of the $k$th group.

Output: Importance vector $I_h : \mathbb{R}^{1 \times d} \rightarrow \mathbb{R}^{1 \times d}$

1. $X_p \leftarrow \text{filter households } X[i, \cdot] \text{ such that } Y[i] < \text{poverty line}$
2. $m \leftarrow |X_p|$ # cardinality of contrastive set
3. for $k = 1, 2, \ldots , p$ do
4.   $K_k \leftarrow \{j : \text{the } j\text{th feature is of the } k\text{th group}\}$ # define index set
5.   $q_k \leftarrow |K_k|$ # save cardinality
6. for $i = 1, 2, \ldots , m$ do
7.   $h_i \leftarrow X_p[i, \cdot]$ # contrastive focal household of $i$th iteration
8.   $I_{h_i} \leftarrow \text{Algorithm 4}(X, Y, M, h_i, \{C_j\}_j)$ # feature importances vector for focal household
9.   for $k = 1, 2, \ldots , p$ do
10.  $I_{h_i}(k) \leftarrow \frac{1}{q_k} \sum_{j \in K_k} I_{h_i}(j)$ # group importances vector for focal household

IV. A VISUAL AND INTERACTIVE EXPLAINABILITY PLATFORM

In our experience, any interpretability methodology needs a visual interface to achieve true usefulness for technical and non-technical decision-makers. Hence, for our application domain, we developed an interactive platform that provides a visual explanation of the statistical rationales underlying the poverty assessment of any given household. The platform analyzes individual cases applying the interpretable explanation methodologies described in previous sections of this document, and visualizes the main sociodemographic characteristics that determine the poverty classification of households according to the model. Moreover, the platform can be adapted to any estimation model.

In Figure 1, we show the the interface of the platform. The left panel shows the distribution of per-capita household income in the country, and highlights the estimated income level (including formal and informal income, green bar) as well as the formal income observed (grey bar) for the focal household. Moreover, the platform shows some key contextual variables relevant for understanding the analysis of the focal household, including the date when the information was collected (e.g., to identify issues with outdated information), as well as a list of variables with missing values (which can be associated with estimation issues).

On the right panel, via a radar plot, the platform summarizes the sociodemographic profile of the focal household and how it relates to income poverty according to the estimation model (following the feature group importances methodology described in Section III-E). In particular, the radar compares the values of the focal household against the median of households in poverty along each relevant category of variables: housing and services, assets, occupation, and sociodemographic. For example, the radar plot might show that a household is classified as non-poor because its assets denote higher income than the median household in poverty (or, for example, higher that 95% of households in poverty).

The platform is currently being used by social institutions at the national-level in a Costa Rica, to assist social workers in the analysis and assessment of households’ socio-economic levels. Moreover, the platform is often used to synergize the statistical rationales of the estimation model with additional qualitative information available to social workers.
V. CONCLUSION

In this case study, we exposed some of the challenges that arise when using post-hoc methods in real-world scenarios, as well as a set of useful strategies to address them. The list of methods is not exhaustive but emphasizes the most prominent challenges faced when attempting to generate a layer of explainability in application domains like ours, and particularly regarding a broad and prominent class of methods: perturbation-based approaches. This work shows that unlikely or impossible observations appear as potentially the most relevant challenge, as it affects the majority of methods, can cause unreliable and counter-intuitive explanations, and most available mitigation strategies offer only partial solutions.

In particular, we defined an ad-hoc methodology for providing an explanation layer to arbitrary ML models, in the context of poverty predictions and their use for prioritizing access to social policies. The methodology starts with a perturbation-based approach, and provides ad-hoc mitigation strategies to the most relevant challenges faced by this relevant type of approach.

In this work we have also highlighted that contrastive methods, such as counterfactual-based and prototype and criticism methods, can naturally circumvent many challenges akin to the perturbation-based approaches, but potentially face others, such as the curse of dimensionality, and NP-hard optimization problems. Future work may examine the implementation of contrastive approaches in the context of poverty estimation, and report in detail their advantages and challenges.

We hope this work is useful for practitioners seeking to implement explainability layers into complex statistical models that influence decisions in real-world contexts. We also wish the work helps stimulate applied work in academia for the development and evaluation of explainability methods that more naturally address common challenges faced by practitioners.
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