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Abstract
Research problems in the domains of physical, engineering, biological sciences often span multiple time and length scales, owing to the complexity of information transfer underlying mechanisms. Multiscale modeling (MSM) and high-performance computing (HPC) have emerged as indispensable tools for tackling such complex problems. We review the foundations, historical developments, and current paradigms in MSM. A paradigm shift in MSM implementations is being fueled by the rapid advances and emerging paradigms in HPC at the dawn of exascale computing. Moreover, amidst the explosion of data science, engineering, and medicine, machine learning (ML) integrated with MSM is poised to enhance the capabilities of standard MSM approaches significantly, particularly in the face of increasing problem complexity. The potential to blend MSM, HPC, and ML presents opportunities for unbound innovation and promises to represent the future of MSM and explainable ML that will likely define the fields in the 21st century.
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1 INTRODUCTION

Scientific research in the 21st century is characterized by research problems of increasing complexity amidst a data revolution. An ever-growing number of scientific research problems are now focused on systems and processes that are complex not only in terms of their underlying mechanisms and governing principles but also by virtue of the high-dimensional and heterogeneous data worlds that they live in. Modeling, simulation, and high-performance computing, alongside experiments, are indispensable for tackling such problems—numerous success stories have been published across diverse fields. Nonetheless, the unabated increases in complexity and data intensiveness of modern research problems are now posing three evolving challenges for training a new generation of researchers to have the right tools to navigate the emerging challenges. First, many contemporary problems are now defined over multiple length and time scales (i.e., they are multiscale) and also by multiple distinct, yet intricately coupled, physical, chemical, and/or biological processes (they are multiphysics).
Solving multiscale–multiphysics problems through multiscale modeling (MSM) methods requires the construction of highly sophisticated algorithms at different scales, the rigorous coupling of the scales, and laborious algorithmic implementation using message passing on parallel high-performance computing (HPC) platforms. Second, the associated increases in data types, data intensiveness, and the types of questions asked now require more sophisticated approaches for data analysis, including machine learning (ML) techniques, which are becoming indispensable in many applications. Third, MSM and ML approaches have evolved independently, and therefore, the art of combining them is very much an emerging paradigm. This review article describes the convergence of several advances in the scientific literature that has made the field of MSM what it is today and provides a perspective of its future, hoping that it would benefit current and potential researchers navigate and advance the field of MSM.

### Table 1: Historical milestones of governing equations for multiphysics modeling

| Year | Theorist/Equation |
|------|-------------------|
| 1687 | Newton            |
| 1838 | Liouville         |
| 1838 | Navier            |
| 1865 | Maxwell           |
| 1870 | Boltzmann         |
| 1880 | Stokes            |
| 1908 | Langevin          |
| 1926 | Schrödinger       |
| 1930 | Slater, Fock      |
| 1931 | Kolmogorov        |
| 1931 | Onsager           |
| 1954 | Green, Kubo       |
| 1964 | Hohenberg, Kohl    |
| 1981 | van Kampen        |
| 1997 | Jarzynski         |

### 2 | GOVERNING EQUATIONS FOR MULTIPHYSICS MODELING

While the considerations above and the motivation to combine MSM and ML can benefit several disciplines, it is particularly relevant for chemical, biomolecular, and biological engineers. In our disciplines, the fundamentals (namely, thermodynamics, kinetics, transport, controls) have always emphasized molecular to process length and timescales. These core subjects are rooted in their own foundations, each with its premise, and a set of governing equations are discipline dependent. Statistical mechanics drives much of molecular-scale interactions, quantum mechanics (QM) drives catalytic mechanisms, mesoscopic scale relevant to advanced functional materials, energy, or cellular processes are constrained by the laws of transport physics, and foundations of process control and optimization are rooted in applied mathematics, in particular, in the formal analysis of stability, robustness, evolvability, stochastic effects or noise propagation, and sensitivity analyses.\(^1\)\(^–\)\(^4\) In this section, we attempt to provide a unified description of the underlying governing equations in multiphysics modeling. In Section 3, we summarize how the foundations and the governing equations have translated into methods and algorithms for multiphysics modeling and simulations. In Section 4, we discuss HPC, and in Sections 5 and 6 we discuss the current and future prospects of MSM. We end with some conclusions in Section 7. We begin by outlining a summary of historical developments of governing equations and foundations for multiphysics modeling in Table 1.

Within the foundations of statistical mechanics, any theory based on bottom-up molecular models or top-down phenomenological models is developed with the notion of microstates accessible by a system. The dynamics of the system at this level can be described based on transitions between microstates. A microstate defines the complete set of configurations accessible to the system (e.g., positions and momenta of all the particles/molecules of the system). For molecular systems obeying laws of classical dynamics (Newton's laws), the microstate of the system with a given set of positions and momenta at a given time \(t\) only depends on the microstate at the immediately preceding time step. This memory-less feature is a hallmark of a Markov process, and all Markov processes obey the master equation.\(^2\)\(^3\)\(^\text{Note that the Markov process is very general, and the classical dynamics is just a particular case. The probability of access to a microstate defined by a given value of the microstate variables \(y\) is denoted by \(P(y,t)\), which is time dependent for a general dynamical process at nonequilibrium. A set of probability balance equations govern Markov processes (under certain assumptions), collectively referred to as the master equation given by}\)

\[
\frac{\partial P(y,t)}{\partial t} = \int dy' |w(y|y') P(y', t) - w(y'|y) P(y, t)|.
\]  

Here, \(y\) and \(y'\) denote different microstates and \(w(y'|y)\) is the transition probability (which is a rate of transition in units of a frequency) from state \(y'\) to state \(y\).

The Liouville equation in classical dynamics is a particular case of the continuous version of the master equation where the microstates are enumerated by the positions and momenta of each particle.\(^24\)\(^25\) Newtonian dynamics obeys the Liouville equation and the parent master equation, which is easy to see by recognizing that the elements of the transition probabilities under Newtonian dynamics are delta functions and therefore Newtonian dynamics trivially satisfies the Markov property. Similarly, the Schrödinger equation, which governs the dynamics of quantum systems is consistent with the quantum master equation.\(^26\) Therefore, the laws of classical and quantum dynamics are both slaves to the master equation (Equation 1). Neither the Schrödinger equation nor Newton’s equations can predict the interactions between systems (such as atoms and molecules), for which one needs to invoke Maxwell's equations to determine the nature of the potential energy functions.\(^27\) Macroscopic conservation equations can be derived by taking the appropriate moment in (Equation 1)):
\[
\frac{\partial \langle y \rangle}{\partial t} = \int dy' (y' - y) \Delta (y, y') P(y, t).
\] (2)

Here, \(\langle y \rangle\) represents the average of \(y\) over all states, weighted by the probability of accessing each state. Indeed, a particular case of the master equation is the Boltzmann equation,\(^{28}\) where the microstates defined in terms of the positions and momenta of all particles are reduced to a one-particle (particle \(j\)) distribution by integrating over the remaining \(n - 1\) particles. Here, the operator for the total derivative \(\frac{d}{dt}\) is expressed as the operator for the partial derivative \(\frac{\partial}{\partial t}\) plus the convection term \(u \cdot \frac{\partial}{\partial \mathbf{r}}\), where \(u\) is the velocity. The moments of the Boltzmann equation were derived by Enskog for a general function \(y_i\) (here \(i\) indexes the particle).\(^{28}\) Substituting \(y\) as \(m_i\), the mass of particle \(i\) yields the continuity equation, as \(m_i v_i\), the momentum of particle \(i\) yields the momentum components of the Navier–Stokes equation, and as \(1/2 m_i v_i^2\), the kinetic energy of the particle, yields the energy equation, which together represents conservation equations that are the pillars of continuum hydrodynamics. Similarly, the rate equations for describing the evolution of species concentrations of chemical reactions can be obtained by computing the moment of the number of molecules using an analogous version of Equation (2) known as the chemical master equation.\(^{23}\)

### 2.1 Thermal and Brownian effects

One of the main attributes of statistical mechanics of equilibrium and nonequilibrium systems that differentiate it from traditional hydrodynamics is that the kinematics and thermal effects have to be treated with equal importance. It is worth noting that while the thermal effects and fluctuations are described within the scope of the master equation (Equation (1)), by taking the moment (average) to derive the conservation law (Equation (2)), often the thermal effects are averaged out to produce only a mean-field equation. Indeed, the continuity, momentum (Navier–Stokes), and energy equations cannot accommodate thermal fluctuations that are inherent in Brownian motion even though such effects are fully accommodated at the level of the parent master equation. Therefore, nanoscale fluid dynamics must be approached differently than traditional hydrodynamics.

One approach starts with the mean-field conservation equation, such as the Boltzmann equation, and adds the thermal fluctuations as a random forcing term, which results in the Boltzmann–Landau and Lifshitz equation derived by Bixon and Zwanzig.\(^{29}\) This approach amounts to random fluctuating terms being added as random stress terms to the Navier–Stokes equations. The above procedure, referred to as the fluctuating hydrodynamics approach, was first proposed by Landau and Lifshitz.\(^{30}\) In the fluctuating hydrodynamics formulation, the fluid domain satisfies:

\[
\nabla u = 0,
\rho \frac{du}{dt} = \rho [\mu \mathbf{a} + \mathbf{J}] + \nabla \cdot \sigma,
\] (3)

where \(u\) and \(\rho\) are the velocity and density of the fluid, respectively, and \(\sigma\) is the stress tensor given by \(\sigma = \rho J + \mu [\nabla u + (\nabla u)^T]\) + \(S\). Here, \(\rho\) is the pressure, \(J\) is the identity tensor, and \(\mu\) is the dynamic viscosity. The random stress tensor \(S\) is assumed to be a Gaussian white noise that satisfies:

\[
\langle S_i(x, t) \rangle = 0; \langle S_i(x, t) S_j(x', t') \rangle = 2k_B T \delta_{ij} (\delta_{tt} + \delta_{tt}) \delta(x - x') \delta(t - t'),
\] (4)

where, \(\langle \rangle\) denotes an ensemble average, \(k_B T\) is the Boltzmann constant, \(T\) is the absolute temperature, and \(\delta\) is the Kronecker delta. The Dirac delta functions \(\delta(x - x')\) and \(\delta(t - t')\) denote that the components of the random stress tensor are spatially and temporally uncorrelated. The mean and variance of the random stress tensor of the fluid are chosen to be consistent with the fluctuation–dissipation theorem.\(^{31}\) By including this stochastic stress tensor due to the thermal fluctuations in the governing equations, the macroscopic hydrodynamic theory is generalized to include the relevant physics of the mesoscopic scales ranging from tens of nanometers to a few microns.

An alternative approach (and one that is different from fluctuating hydrodynamics) is to start with a form of the master equation referred to as the Fokker–Planck equation. Formally, the Fokker–Planck equation is derived from the master equation by expanding \(w(y' | y) P(y, t)\) as a Taylor series in powers of \(y' - y\). The infinite series is referred to as the Kramers–Moyal expansion, while the series truncated up to the second derivative term is known as the Fokker–Planck or the diffusion equation, which is given by\(^{23}\):

\[
\frac{\partial P(y, t)}{\partial t} = -\frac{\partial}{\partial y} [a_1(y) P] + \frac{\partial^2}{\partial y^2} [a_2(y) P].
\] (5)

Here, \(a_0(y) = \int r^2 w(r) \, dr\). The solution to the Fokker–Planck equation yields the probability distributions of particles which contain the information on Brownian effects. At equilibrium (i.e., when all the time-dependence vanishes), the solution can be required to conform to the solutions from equilibrium statistical mechanics. This approach leads to a class of identities for transport coefficients, including the famous Stokes–Einstein diffusivity for particles undergoing Brownian motion to be discussed later in this article. Furthermore, there is a one-to-one correspondence between the Fokker–Planck equation and a stochastic differential equation (SDE) that describes the trajectory of a Brownian particle. The generalized Fokker–Planck equation is written in terms of a generalized order parameter (or sometimes referred to as a collective variables [CVs]) \(S\), given by:

\[
\frac{dP(S, t)}{dt} = [D/k_B T] \frac{\partial}{\partial S} \frac{\partial F(S)}{\partial S} P(S, t) \frac{\partial F(S)}{\partial S} + D \frac{\partial^2 P(S, t)}{\partial S^2},
\] (6)

where \(F(S)\) is the free energy density (also referred to as the Landau free energy) along \(S\).\(^{32}\) \(D\) is the diffusion coefficient along \(S\), which is also related to the \(a_2\)'s of the original Fokker–Planck equation, that is, \(a_2 = 2D\). The quantity \(k_B T\), which has the units of energy, is called the Boltzmann factor. Corresponding to every generalized Fokker–Planck equation (Equation 6), there exists a SDE given by

\[
\frac{dS}{dt} = -[D/k_B T] \frac{\partial F(S)}{\partial S} + (2D)^{1/2} \xi(t),
\] (7)
where $\xi(t)$ represents a unit-normalized white noise process. The SDE encodes for the Brownian dynamics (BD) of the particle in the limit of zero inertia. When the inertia of the particle is added, the corresponding equation is often referred to as the Langevin equation.\textsuperscript{31} In summary, thermal effects are described in the hydrodynamics framework, either via the fluctuating hydrodynamics or the BD/Langevin equation approach.

### 2.2 Linear response

Thus far, our discussion has not distinguished between a single system or an interacting system. A general framework for describing its dynamics as well as the equilibrium properties of interacting systems approaching equilibrium can be understood in light of the linear response theory, which is the foundation of nonequilibrium thermodynamics. A system at equilibrium evolving under a Hamiltonian $H$ experiences a perturbation $\Delta H = fA$, where $f$ is the field variable (such as an external force), and $A$ is the extensive variable (such as the displacement) that is conjugate to the field. The perturbation throws the system into a nonequilibrium state, and when the field is switched off, the system relaxes back to equilibrium in accordance with the regression process described by Onsager$^\text{31}$:

$$\Delta A(t) = \frac{\langle fA(0) \Delta A(t) \rangle}{\langle A(0) A(0) \rangle} = \frac{\langle fA(0) \xi(t) \rangle}{\langle A(0) \xi(0) \rangle},$$

where $\Delta A(t) = A(t) - \langle A \rangle$. The above identity holds under linear response, when $\Delta H$ is small, or equivalently when $\Delta A(t, f) = \langle A(t, f) \rangle$. The most general form to relate the response $A$ to the field $f$ under the linear response is given by $\Delta A(t) = \int_{t'}^{t} (f(t') - f(t)) dt'$. Here, we have further assumed that physical processes are stationary in the sense that they do not depend on the absolute time, but only the time elapsed, that is, $\xi(t, t') = \xi(t - t')$. One can use the linear-response relationship to derive an equation for the dynamics of a system interacting with a thermal reservoir of fluid (also called a thermal bath). For example, the dynamics of the particle in one dimension along the $x$ coordinate for simplicity of illustration is given by $m\left(\frac{d^2x}{dt^2}\right) = -\frac{dV(x)}{dx} + f$, $U$ it is the particle velocity, where $V(x)$ is the potential energy function, and $f$ is an external driving force including Brownian forces from the solvent degrees of freedom. The thermal bath will experience forces $f_b$ in the absence of the particle, and when the particle is introduced, the perturbation will change the bath forces to $f$. This change $f - f_b$ can be described under linear response as $\Delta f(t) = \int_{t'}^{t} (f(t') - f) dt'$. Using this relationship, and by performing integration by parts, the particle dynamics may be written as:

$$m\left(\frac{d^2x}{dt^2}\right) = -\frac{dV(x)}{dx} + f_b(t) \int_{t'}^{t} \xi_b(t') dt'.$$

Here the subscript $b$ stands for bath, $\xi_b(t) = -d\xi_b(t)/dt$, and $f_b$ is the random force from the bath that is memoryless. This form of the equation for the dynamics of the interacting system is referred to as the generalized Langevin equation (GLE), and it accounts for the memory/history forces. We note that while the parent equation (i.e., the master equation) is Markovian, the memory emerges as we coarse-grain the timescales to represent the system–bath interactions and is a consequence of the second law of thermodynamics. One can recover the Langevin equation from the GLE by assuming that the memory function in the integral of Equation (9) is a Dirac delta function. The strength of the random force that drives the fluctuations in the velocity of a particle (as noted in the above example) is fundamentally related to the coefficient representing the dissipation or friction present in the surrounding viscous fluid. This is the fluctuation–dissipation theorem.\textsuperscript{33} The friction coefficient, $\zeta_b$, associated is time dependent and not given by the constant value (given by the Stokes formula or a drag coefficient). In any description of system dynamics, and therefore, the mean and the variance of observables under the thermal fluctuations have to be chosen to be consistent with the fluctuation–dissipation theorem. In order to achieve thermal equilibrium, the correlations between the state variables should be such that there is an energy balance between the thermal forcing and the dissipation of the system as required by the fluctuation–dissipation theorem. Finally, we note that the fluctuation theorems of Crooks and the Jarzynski relationships for relating equilibrium free energies to nonequilibrium work can be derived from ratios of the probabilities of the forward and backward paths of a Markov process.\textsuperscript{34}

### 2.3 Equilibrium and transport properties

According to equilibrium statistical mechanics, in a uniform temperature fluid, the molecular velocities will be Maxwellian, and the energy components related to the various degrees of freedom will satisfy the equipartition principle. Thus, the equilibrium probability density function of each of the Cartesian components of the particle in the above example $U_i$, will follow the Maxwell–Boltzmann distribution. Another important application of the Onsager regression relationship (Equation 6) is the emergence of a class of relationships that relate transport properties to correlation functions known as the Green–Kubo relationships.\textsuperscript{31,35} These relationships are also a consequence of the fluctuation–dissipation theorem, take the form:

$$\gamma = \frac{1}{d} \int dt \langle A(0) A(t) \rangle.$$

Here, $\gamma$ is the transport coefficient of interest, $t$ is the time, $d$ is the dimensionality, $A$ is the current that drives it. The integrand of Equation (10) is the autocorrelation function of quantity $A$. One can calculate the transport coefficients such as diffusion $D$, shear viscosity $\eta_s$, and thermal conductivity $k$ using the Green–Kubo formula.

### 3 ALGORITHMS FOR MULTIPHYSICS MODELS IN SCIENTIFIC COMPUTING

Numerical analysis in applied mathematics and computational chemistry have laid the foundations of much of the algorithms for numerical
TABLE 2  

| Year | Event |
|------|-------|
| 1941 | Numerical solvers for partial differential equations (PDE): Hrennikoff and Courant |
| 1947 | Numerical linear algebra: von Neumann and Goldstine |
| 1953 | Monte Carlo method: Metropolis et al |
| 1960–1970 | The finite element method: FEM 1960s and 1970s: Strang and George |
| 1970 | Electronic structure methods in computational chemistry: Gaussian is a general-purpose computational chemistry software package initially released in 1970 by Pople |
| 1974–1977 | The first molecular dynamics simulation of a realistic system; the first protein simulations |
| 1970 | Development of linear algebra libraries: Linear algebra package (LAPACK) and basic linear algebra subprograms (BLAS) |
| 1980–2010 | Development of parallel algorithms for linear algebra, Fourier transforms, N-body problems, graph theory |
| 2010–2020 | Parallel algorithms for machine learning |

Historical milestones in numerical analysis and simulations

3.1 Ab initio electronic structure methods

Foundations of electronic structure methods are based on the variational theorem in QM that states that the exact wave function of the ground state of a given Hamiltonian alone is the solution of the variational minimization of the expectation value of the Hamiltonian: minimize $\langle \Psi | H | \Psi \rangle$ subject to $\langle \Psi | \Psi \rangle = 1$ yields $H | \Psi \rangle = E | \Psi \rangle$. In this manner, the variational theorem solves the time-independent Schrodinger equation, which conforms to the quantum master equation, as noted above. As a practical implementation, one can arrive at very close approximations to the exact ground-state solution by expanding the wave function in terms of finite basis sets: $| \Psi \rangle = \Sigma c_i | \Phi_i \rangle$. Lynchpin methods that enable the implementation of the variational calculation for many-electron systems, which are further subject to the constraints of Pauli’s exclusion principle, are Hartree–Fock methods, electronic DFT, and higher-order perturbation theory-based methods.

Software for quantum chemical calculations are available under open-source or commercial licenses that make it easy to model molecular systems using electronic structure methods: https://en.wikipedia.org/wiki/List_of_quantum_chemistry_and_solid-state_physics_software. They have been the driving force to parametrize the force fields of classical simulations such as those in Equation (11) below.

3.2 Molecular dynamics

Molecular dynamics (MD) simulation techniques directly solving Newton’s equations of motion are commonly used to model systems of biomolecules and biomaterials because they can track individual atoms and, therefore, answer questions to specific material properties. In MD simulations, the starting point is defining the initial system, for example, the desired molecule plus the relevant environment, which is water molecules or other solvent and/or membranes. The potential of interactions of each of the atoms is calculated using a force field function, which parameterizes the nonbonded and bonded interaction terms of each atom depending on its constituent atom connectivity: bond terms, angle terms, dihedral terms, improper dihedral terms, nonbonded Lennard-Jones terms, and electrostatic terms. The potential interactions are summed across all the atoms contained in the system to compute an overall potential energy:

$$U(\mathbf{R}) = \sum_{\text{bonds}} K_b (b - b_0)^2 + \sum_{\text{angles}} K_\theta (\theta - \theta_0)^2 \quad + \sum_{\text{dihedrals}} K_\psi (1 + \cos(\chi - \chi_0)) + \sum_{\text{impropers}} K_\psi (\phi - \phi_0)^2 \quad + \sum_{\text{nonbonded}} \left( \epsilon_{ij} \left( \frac{R_{\min}}{r_{ij}} \right)^{12} - \left( \frac{R_{\min}}{r_{ij}} \right)^{6} \right) + q_i q_j \epsilon_{ij}.$$

Constant temperature dynamics are derived by coupling the system to a thermostat using well-established formulations such as the...
Langevin dynamics or the Nose–Hoover methodologies. Application of MD simulations to complex molecules including biomolecules is facilitated by several popular choices of force fields such as CHARMM27 (www.charmm.org), AMBER53 (www.ambermd.org), and GROMOS54 (www.gromacs.org), as well as dynamic simulations packages and visualization/analysis tools such as NAMD55 (www.ks.uiuc.edu/Research/namd/) and VMD56 (www.ks.uiuc.edu/Research/vmd/). MD simulations for commonly modeled molecules such as proteins, nucleic acids, and carbohydrates that have well-established force fields can be performed directly using a favorite software package such as LAMMPS, GROMACS or HOOMD-blue (http://glotzerlab.engin.umich.edu/hoomd-blue).

3.3 Monte Carlo methods

In the limit of steady state, the master equation in Equation (1) can be written in matrix form as \( WP = P \) or \( w_j P_j = P_j \) in the familiar Einstein’s convention of, where the summation over the repeated index is implicitly assumed. It is important to recognize that \( W \) is the entire matrix and \( w_j \) is the \( j \)th element of the matrix. Note that \( w_j \) is the transition probability of migrating from microstate \( j \) to \( i \), consistent with the definition of \( w \) in Equation (1). Similarly, \( P \) is the entire vector of probabilities of each microstate, and the \( i \)th element of \( P \) is \( P_i \), the probability to access microstate \( i \). Note that here, \( P_i \) is the equilibrium distribution. More generally, if we start with a non-equilibrium state \( P(1) \), here \( (1) \) is the initial time and the system transitions to later times and is tracked by (2), (3), and so on, then \( WP(1) = P \), \( WP(2) = P(3), WP(3) = P(4), \ldots \), \( WP(n) = P(n+1) \), and as \( n \) becomes large, \( P(n) = P(\infty) \). In a Monte Carlo (MC) simulation, we simulate the system by sampling accessible microstates according to their equilibrium distribution \( P(\infty) \), for example, as given by the Boltzmann distribution or the appropriate equivalent distribution in different ensembles (for thermodynamic systems at equilibrium). To achieve this task, we need to choose a \( W \) or all \( w_j \) that make up the \( W \), such that \( P_i = \exp(-E_i/k_BT)/\sum_j \exp(-E_j/k_BT) \) is satisfied. Metropolis et al.57 recognized that this could be achieved by choosing \( w_j \) that satisfy equation \( w_j P_j = P_i \) by imposing a stronger criterion, namely, \( P_i w_{im} = P_m w_{mj} \), which leads to the Metropolis MC method for sampling microstates of a classical system.

Quantum MC techniques provide a direct and potentially efficient means for solving the many-body Schrödinger equation of QM.58 The simplest quantum MC technique, variational MC, is based on a direct application of MC integration to calculate multidimensional integrals of expectation values such as the total energy. MC methods are statistical, and a key result is that the value of integrals computed using MC converges faster than by using conventional methods of numerical quadrature, once the problem involves more than a few dimensions. Therefore, statistical methods provide a practical means of solving the full many-body Schrödinger equation by direct integration, making only limited and well-controlled approximations.

The kinetic Monte Carlo (KMC) method is a MC method computer simulation intended to simulate the time evolution of processes that occur with known transition rates among states (such as chemical reactions or diffusion transport). It is essential to understand that these rates are inputs to the KMC algorithm; the method itself cannot predict them. The KMC method is essentially the same as the dynamic MC method and the Gillespie algorithm. From a mathematical standpoint, solving the master equation for such systems is impossible owing to the combinatorially large number of accessible microstates, even considering that the limited number of accessible states renders the transition probability matrix sparse. The Gillespie algorithm provides an ingenious way out of this issue. The practical idea behind KMC is not to attempt to deal with the entire matrix, but instead to generate stochastic trajectories that propagate the system from state to state (i.e., a Markovian sequence of discrete hops to random states happening at random times). From this, the correct time evolution of the probabilities \( P_i(t) \) is then obtained by ensemble averaging over these trajectories. The KMC algorithm does so by selecting elementary processes according to their probabilities to fire, followed by an updating of the time.

3.4 Particle-based mesoscopic models

Earlier, we outlined the connection between the Boltzmann equation (a particular case of the master equation) and the continuum transport equations. However, at the nanoscopic to mesoscopic length scales, neither the molecular description using MD nor a continuum description based on the Navier–Stokes equation are optimal to study nanofluid flows. The number of atoms is too large for MD to be computationally tractable. The microscopic-level details, including thermal fluctuations, play an essential role in demonstrating the dynamic behavior, an effect which is not readily captured in continuum transport equations. Development of particle-based mesoscale simulation methods overcomes these difficulties, and the most common coarse-grained models used to simulate the nanofluid flows are BD, multiparticle collision dynamics,60 and dissipative particle dynamics61–63 methods. The general approach used in all these methods is to average out relatively insignificant microscopic details in order to obtain reasonable computational efficiency while preserving the essential microscopic-level details.

In the BD simulation technique, explicit solvent molecules are replaced by a stochastic force, and the hydrodynamic forces mediated by them are accounted for through a hydrodynamic interaction (HI) kernel. The BD equation thus replaces Newton’s equations of motion in the absence of inertia:

\[
\dot{r}_i = v_i^0 + \sum_j D_{ij} \frac{v_j^0}{k_B T} \Delta t + R_i(\Delta t),
\]

where the superscript 0 denotes the value of the variable at the beginning of the time step, \( r_i \) is the position of the \( i \)th nanoparticle, \( D_{ij} \) is the diffusion tensor, and \( F_i \) refers to the force acting on the \( i \)th particle. The displacement \( R_i \) is the unconstrained Brownian displacement.
with a white noise having an average value of zero and a covariance of $2D_i\delta(t)$. The Rotne–Prager–Yamakawa hydrodynamic mobility tensor is a commonly employed diffusion tensor to approximate the wall surfaces compared to the regions farther away. This feature also allows the mesh points in the regions of interest (i.e., close to the particle and wall surfaces compared to the regions farther away). This feature also keeps the overall mesh size computationally reasonable.

Vast number of flow applications of the lattice Boltzmann method (LBM) have been demonstrated by previous researchers. This approach's primary strategy is to incorporate the microscopic physical interactions of the fluid particles in the numerical simulation and reveal the mesoscale mechanism of hydrodynamics. The LBM uses the density distribution functions $f(x, v, t)$ (similar to the Boltzmann or Liouville equations) to represent a collection of particles with the microscopic velocities $v_i$ and positions $x_i$ at time $t$, and model the propagation and collision of particle distribution taking the Boltzmann equations for flow and temperature fields into consideration. The LBM solves the discretized Boltzmann equation in velocity space through the propagation of the particle distribution functions $f(x,t)$ along with the discrete lattice velocities $v_i$ and the collision operation of the local distributions to be relaxed to the equilibrium distribution $f^e_i$. The collision term is usually simplified to the single-relaxation-time Bhatnagar–Gross–Krook collision operator, while the more generalized multirelaxation-time collision operator can also be adopted to gain numerical stability. The evolution equation for a set of particle distribution function with a single relaxation time is defined as:

$$f_i(x - \Delta x, t + \Delta t) = f_i(x, t) - \frac{\Delta t}{\tau_i} \left[ f_i(x, t) - f^e_i(x, t) \right] + F_i,$$  \hspace{1cm} (13)

is the single-relaxation time scale associated with the rate of relaxation to the local equilibrium, and $F_i$ is a forcing source term introduced to account for the discrete external force effect. The macroscopic variables such as density and velocity are then obtained by taking moments of the distribution function, that is, $\rho = \Sigma i f_i^0$ and $\mathbf{v} = \Sigma i i f_i^0 \mathbf{v}_i$. As explained earlier, through averaging the mass and momentum variables in the discrete Boltzmann equation, the continuity, and Navier–Stokes equations may be recovered.

**Fluctuating hydrodynamics method**: As noted in Equation (4), thermal fluctuations are included in the equations of hydrodynamics by adding stochastic components to the stress tensor as white noise in space and time as prescribed by the fluctuating hydrodynamics method. Even though the original equations of fluctuating hydrodynamics are written in terms of stochastic partial differential equations (PDEs), at a very fundamental level, the inclusion of thermal fluctuations always requires the notion of a mesoscopic cell in order to define the fluctuating quantities. The fluctuating hydrodynamic equations discretized in terms of finite element shape functions based on the Delaunay triangulation satisfy the fluctuation–dissipation theorem. The numerical schemes for implementing the thermal fluctuations in the fluctuating hydrodynamics equations are delicate to implement, and obtaining accurate numerical results is a challenging endeavor.

### 3.5 Continuum models based for fluid flows

We summarize two popular approaches, namely the direct numerical simulations, and lattice Boltzmann methods for solving transport equations.

In direct numerical simulations, a finite element method such as the arbitrary Lagrangian–Eulerian technique can be used to directly solve equations such as Equation (3)) and handle the movement of single-phase or multiphase domains including particle motions and fluid flow. An adaptive finite element mesh enables a significantly higher number of mesh points in the regions of interest (i.e., close to the particle and wall surfaces compared to the regions farther away). This feature also keeps the overall mesh size computationally reasonable.

Vast number of flow applications of the lattice Boltzmann method (LBM) have been demonstrated by previous researchers. This approach's primary strategy is to incorporate the microscopic physical interactions of the fluid particles in the numerical simulation and reveal the mesoscale mechanism of hydrodynamics. The LBM uses the density distribution functions $f(x, v, t)$ (similar to the Boltzmann or Liouville equations) to represent a collection of particles with the microscopic velocities $v_i$ and positions $x_i$ at time $t$, and model the propagation and collision of particle distribution taking the Boltzmann equations for flow and temperature fields into consideration. The LBM solves the discretized Boltzmann equation in velocity space through the propagation of the particle distribution functions $f(x,t)$ along with the discrete lattice velocities $v_i$ and the collision operation of the local distributions to be relaxed to the equilibrium distribution $f^e_i$. The collision term is usually simplified to the single-relaxation-time Bhatnagar–Gross–Krook collision operator, while the more generalized multirelaxation-time collision operator can also be adopted to gain numerical stability. The evolution equation for a set of particle distribution function with a single relaxation time is defined as:

$$f_i(x - \Delta x, t + \Delta t) = f_i(x, t) - \frac{\Delta t}{\tau_i} \left[ f_i(x, t) - f^e_i(x, t) \right] + F_i,$$  \hspace{1cm} (13)

is the single-relaxation time scale associated with the rate of relaxation to the local equilibrium, and $F_i$ is a forcing source term introduced to account for the discrete external force effect. The macroscopic variables such as density and velocity are then obtained by taking moments of the distribution function, that is, $\rho = \Sigma i f_i^0$ and. As explained earlier, through averaging the mass and momentum variables in the discrete Boltzmann equation, the continuity, and Navier–Stokes equations may be recovered.

**Fluctuating hydrodynamics method**: As noted in Equation (4), thermal fluctuations are included in the equations of hydrodynamics by adding stochastic components to the stress tensor as white noise in space and time as prescribed by the fluctuating hydrodynamics method. Even though the original equations of fluctuating hydrodynamics are written in terms of stochastic partial differential equations (PDEs), at a very fundamental level, the inclusion of thermal fluctuations always requires the notion of a mesoscopic cell in order to define the fluctuating quantities. The fluctuating hydrodynamic equations discretized in terms of finite element shape functions based on the Delaunay triangulation satisfy the fluctuation–dissipation theorem. The numerical schemes for implementing the thermal fluctuations in the fluctuating hydrodynamics equations are delicate to implement, and obtaining accurate numerical results is a challenging endeavor.

### 4 PARALLEL AND HIGH-PERFORMANCE COMPUTING

As noted earlier, a summary of the current capabilities of some of the multiphysics methods on current computing platforms is provided in Figure 1. In order to truly leverage the power of these methods in real-world applications, one needs to utilize parallel and HPC resources, which we discuss below. In current terms, HPC broadly involves the use of new architectures (such as graphical processing unit [GPU] computing), computing in distributed systems, cloud-based computing, and computing in parallel to massively parallel platforms or extreme hardware architectures for running computational models (Figure 2). The term applies especially to systems that function with large floating-point operations per second or systems requiring extensive memory. HPC has remained a sustained and powerful driving force for multiphysics modeling and scientific computing and central to applications in science, engineering, and medicine.

A summary of historical developments in parallel and high-performance computing architectures is sketched in Table 3. The switch to parallel microprocessors is a game-changer in the history of computing. The advances in parallel hardware and software (implementing multiple input multiple date [MIMD] instruction) have torpedoed the advances in multiphysics and multisolution simulations. This convergence of high-performance computing and MSM has transformed parallel algorithms (see Table 2), which are the engines of multiphysics modeling.

#### 4.1 Multicore architecture and the decline of Moore’s law

The linear trends in Figure 2 ceases to hold beyond 2007 prediction due to the power wall in chip architecture. The industry was forced to find a new paradigm to sustain performance enhancement. The viable
The option was to replace the single power-inefficient processor with many efficient processors on the same chip, with increasing numbers of processors, or cores, each technology generation every 2 years. This style of the chip was labeled a multicore microprocessor. Hence, the leap to multicore is not based on a breakthrough in programming or architecture and is a retreat from building power-efficient, high-clock-rate, single-core chips. The emergence of the multicore architecture in 2005 prompted shared memory architectures and the establishment of the application programming interface (API), open multiprocessing (OpenMP) standard, which supports multiprocessor shared memory multiprocessing programming in C, C++, and Fortran (OpenMP.org).

One of the main drawbacks of MIMD platforms is the high cost of infrastructure. The alternative to MIMD platforms is single-input multiple data (SIMD) architectures. The use of GPUs in scientific computing has exploded enabled by programming and instructional languages like compute unified device architecture (CUDA), a parallel computing platform and application programming interface or API model created by Nvidia (https://en.wikipedia.org/wiki/CUDA). CUDA allows software developers and software engineers to use a CUDA-enabled GPU for general-purpose processing—an approach termed GPGPU (general-purpose computing on GPUs). The HPC technology is rapidly evolving and is synergistic yet complementary to the development of scientific computing: some useful links on HPC reviews, training, community, and resources are summarized in Table 4.

In Table 2, we mentioned the development of parallel algorithms, which led to a transformation in multiphysics simulations: some examples include parallel matrix operations and linear algebra (https://cww.cac.cornell.edu/APC/); parallel implementation of the N-body problem with short-range interactions (https://cww.cac.cornell.edu/APC/); long-range interactions and the parallel particle-mesh Ewald sum; parallel MC; linear-scaling methods such as multipole expansion; linear-scaling DFT; parallel graph algorithms (https://cww.cac.cornell.edu/APC/). As a specific example, we note that the N-body problem is an essential ingredient in MD. A common goal in MD of large systems is to perform sufficient sampling of the combinatorially

---

**TABLE 4** Resources on high-performance computing (HPC) training, resources, community

- **Parallel computing:** Krste Asanović et al
- **GPU computing:** Prandi
- **Cloud computing:** Griebel et al
- **HPC virtual workshops and virtual training:** https://cww.cac.cornell.edu/topics
- **HPC resources:** Exascale computing project (https://www.exascaleproject.org/); the extreme science and engineering discovery environment (XSEDE) (https://www.xsede.org); National Science Foundation advanced cyber infrastructure (https://www.nsf.gov/div/index.jsp?div=OAC)
- **HPC conferences:** PEARC (Practice and Experience in Advances in Research and Computing) (https://www.pearc.org/); supercomputing (http://supercomputing.org)
- **HPC and industry:** Intel (https://www.intel.com/content/www/us/en/high-performance-computing/overview.html); IBM (https://www.ibm.com/cloud-computing/xx-en/solutions/high-performance-computing-cloud/); Google (https://cloud.google.com/solutions/hpc/); Amazon (https://aws.amazon.com/hpc/)
- **Quantum computing:** Steane; quantum computing emulator on Amazon: (https://aws.amazon.com/braket/)
large number of conformations available to even the simplest of biomolecules. In this respect, a potential disadvantage of MD calculations is that there is an inherent limitation upon the maximum time step used for the simulation (≤2 fs). Solvated systems of biomolecules typically consist of $10^5$–$10^6$ atoms. For such system sizes, with current hardware and software, simulation times extending into the tens of microseconds regime is an exceedingly labor-intensive and challenging endeavor that requires a combination of algorithmic enhancements as well as the utilization of high-performance computing hardware infrastructure. For example, cutoff distances reduce the number of interactions to be computed without loss of accuracy for short-range interactions but not for long-range (electrostatic) interactions; long-range corrections such as the particle-mesh Ewald algorithm along with periodic boundary conditions are typically implemented for maintaining accuracy. Parallelization techniques enable the execution of the simulations on supercomputing resources such as 4,096 processors of a networked Linux cluster. Although a cluster of this size is a big investment, its accessibility is feasible through the extreme science and engineering discovery environment (XSEDE) for academic researchers. XSEDE resources (www.xsede.org) currently include petaflop of computing capability, and other U.S. national laboratories such as the Oakridge are moving toward exascale computing (https://www.exascaleproject.org). Another approach, capitalizing on advances in hardware architecture, is creating custom hardware for MD simulations, and offers one to two orders of magnitude enhancement in performance; examples include MDGRAPE and ANTON. GPU-accelerated computation has recently come into the forefront to enable massive speed enhancements for easily parallelizable tasks with early data indicating that GPU-accelerated computing may allow for the power of a supercomputing cluster in a desktop, see for example, References 91 and 92.

5 | MULTISCALE MODELING 1.0

The acceptance of multiphysics simulation techniques has helped bridge the gap between theory and experiment. Electronic structure (quantum level or ab initio) simulations can reveal how specific molecules assume stable geometrical configurations and charge distributions when subject to a specific chemical environment. By examining the charge distributions and structure, it is possible to quantify and predict structural properties as well as chemical reactivity pertaining to the molecule, which is particularly pertinent when investigating novel materials. Although the quantum simulations provide a wealth of information regarding structure and reactivity, it is currently not possible to model much more than a few hundred atoms at most. MD simulations based on classical (empirical) force fields can model hundreds of thousands of atoms for tens of microseconds in time. Since MD simulations can be set up at atomic resolution, they are uniquely suited to examine thermodynamic and statistical properties of (bio) materials: such properties include (but not limited to) Young's modulus, surface hydration energies, and protein adsorption to different surfaces. Coarse-grained or mesoscale simulations are used to bridge the gap between the atomistic scale of MD simulations and continuum approaches such as elasticity theory or hydrodynamics at the macroscale (i.e., milliseconds, millimeters, and beyond).

The ultimate purpose of MSM is to predict the macroscopic behavior from the first principles. Finding appropriate protocols for multiscale simulations is also challenging as either multiphysics simulations need to operate at multiple resolutions, or two or more multiphysics simulations need to be combined. In general, these are achieved via adaptive resolution schemes, coarse-graining, sequential MSM, concurrent MSM, and enhanced sampling schemes, see Table 5.

The sequential approach links a series of computational schemes in which the operative methods at a larger scale utilize the coarse-grained (CG) representations based on detailed information attained from smaller-scale methods. Sequential approaches are also known as implicit or serial methods. The second group of multiscale approaches, the concurrent methods, is designed to bridge multiple individual scales in a combined model. Such a model accounts for the different scales involved in a physical problem concurrently and incorporates some sort of a handshaking procedure to communicate between the scales. Concurrent methods are also called parallel or explicit approaches. Another concept for multiscale simulations is adaptive resolution simulations. Finally, a number of advanced techniques allow for extending the reach of a single-scale technique such as MD within certain conditions. Such methods offer a route to temporal MSM through enhanced conformational sampling strategies. While these are a lot to review in detail, we summarize these methods into the subclasses followed by references (Table 5) and choose to highlight
just some of the more foundational methods below. There is an entire journal dedicated to MSM, *Multiscale Modeling and Simulation* (https://www.siam.org/journals/mms.php).

### 5.1 Enhanced sampling methods

The second law of thermodynamics states that natural systems seek a state of minimum free energy at equilibrium. Thus, the computation of a system’s free energy is essential in comparing the results of simulation and experiment. Several different methods have been implemented for the calculation of the free energy of various chemical and biomolecular systems, and here we will discuss three of the more commonly employed techniques, namely, the free energy perturbation and umbrella sampling,24 and metadynamics.

**Free energy perturbation:** In molecular systems, the free energy problem is typically presented in terms of computing a free energy difference, $\Delta F$, between two defined thermodynamic states, for example, a ligand-bound versus unbound molecule. The free energy difference between the two states is expressed as,$^{118}$

$$\Delta F = -\frac{1}{\beta} \ln \left[ \exp \left( -\beta \Delta V(x) \right) \right]_T,$$

where the subscript zero indicates configurational averaging over the ensemble of configurations representative of the initial state of the system, $k_B$ is the Boltzmann constant, $T$ is the temperature, and $V(x)$ is the potential energy function that depends on the Cartesian coordinates of the system, $(x)$. $\Delta F$ can also be computed by the reverse integration:

$$\Delta F = -\frac{1}{\beta} \ln \left[ \exp \left( -\beta \Delta V(x) \right) \right]_1,$$

where the subscript one indicates averaging over the ensemble of configurations representative of the final state of the system. However, for systems where the free energy difference is significantly larger, a series of intermediate states must be defined and must differ by no more than $2k_BT$. The total $\Delta F$ can then be computed by summing the $\Delta F^i$ between the intermediate states:

$$\Delta F = -\frac{1}{\beta} \sum_{i=1}^{M+1} \ln \left[ \exp \left( -\beta [V(x; \lambda_{i+1}) - V(x; \lambda_i)] \right) \right]_{\lambda_i},$$

where $M$ indicates the number of intermediate states, and $\lambda$ is the coupling parameter, a continuous parameter that marks the extent of the transition from the initial to the final state. As $\lambda$ is varied from 0 (initial state) to 1 (final state), the potential energy function $V(x; \lambda)$ passes from $V_0$ to $V_1$.

**Umbrella sampling:** This procedure enables the calculation of the free energy density or potential of mean force (PMF) along an a priori chosen set of reaction coordinates or order parameters, from which free energy changes can be calculated by numerical integration, see, for example, Reference 31. For the free energy calculation, the probability distribution $P(S)$ is calculated by dividing the range of order parameter $S$ into several windows. The histograms for each window are collected by harvesting and binning trajectories in that window, from which the PMF $\Lambda(S)$ is calculated; the PMF $\Lambda(S)$ is given by Chandler$^{119}$ and Bartels and Karplus.$^{120}$

$$\Lambda(S) = -k_BT \ln (P(S)) + \text{Constant; then, } \exp (\beta \Delta F) = \int \exp (\beta \Lambda(S)) \, dS. \quad (17)$$

The functions $\Lambda(S)$ in different windows are pieced together by matching the constants such that the $\Lambda$ function is continuous at the boundaries of the windows. Thus, the arbitrary constant associated with each window is adjusted to make the $\Lambda$ function continuous. Note that $\Lambda(S)$ here is the same function as $F(S)$ in Equation (6). The error in each window of the PMF calculations is estimated by dividing the set of trajectories into two blocks and collecting separate histograms. The calculation of the multidimensional PMF (multiple reaction coordinates) using the weighted histogram analysis method reviewed by Roux,$^{121}$ which enables an easy and accurate recipe for unbiassing and combining the results of umbrella sampling calculations, which simplifies considerably, the task of recombining the various windows of sampling in complex systems and computing $\Delta F$.

**Metadynamics:** In metadynamics, the equations of motion are augmented by a history-dependent potential $V(S,t) = k_BT \ln [1 + N(S,t)/r]$, where $N(S,t)$ represents the histograms of previously visited configurations up to time $t$. With this choice of the biasing potential, the evolution equation of $V$ is derived and is solved together with the equation of motion. One can show that the unbiased free energy can be constructed from the biased dynamics using the equation $F(S) = [\Delta T + \Delta T]V(S)$. Metadynamics accelerates rare events along chosen CVs $S$. Well-tempered metadynamics$^{98,122}$ is widely used to sample the large-scale configurational space between the configurations in large biomolecular systems.

**Methods for determining reaction paths:** Path-based methodologies seek to describe transition pathways connecting two well-defined states$^{123-125}$; practical applications of this ideology are available through methods such as stochastic path approach,$^{126}$ nudged elastic band,$^{127-129}$ finite temperature string,$^{130}$ and transition path sampling,$^{99,131,132}$ which each exploit the separation in timescales in activated processes, namely, the existence of a shorter time scale of relaxation at the kinetic bottleneck or the transition state $(\tau_{\text{relax}})$, in comparison with a much longer timescale of activation at the transition state itself $(\tau_{\text{act}})$. Below, we review the path-based method of transition path sampling.

Transition path sampling$^{99,131}$ aims to capture rare events (excursions or jumps between metastable basins in the free energy landscape) in molecular processes by essentially performing MC sampling of dynamics trajectories; the acceptance or rejection criteria are determined by selected statistical objectives that characterize the ensemble of trajectories. In transition path sampling, time-reversible MD trajectories in each transition state region are harvested using the
shooting algorithm\textsuperscript{132} to connect two metastable states via a MC protocol in trajectory space. Essentially, for a given dynamics trajectory, the state of the system (i.e., Basin A or B) is characterized by defining a set of order parameters $x = \{x_1, x_2, \ldots\}$. Each trajectory is expressed as a time series of length $t$. To formally identify a basin, the population operator $h_A = 1$ if and only if a particular molecular configuration associated with a time $t$ of a trajectory belongs to Basin A; otherwise $h_A = 0$. The trajectory operator $H_B = 1$ if and only if the trajectory visits Basin B in duration $\tau$, that is, there is at least one time slice for which $h_B = 1$; otherwise $H_B = 0$. The idea in transition path sampling is to generate many trajectories that connect A to B from one such existing pathway. This is accomplished by a Metropolis algorithm that generates an ensemble of trajectories $\{x\}$ according to a path action $S[\{x\}]$ given by $S[\{x\}] = \rho(0)h_A(x(t_0)H_B(x(t))]$, where $\rho(0)$ is the probability of observing the configuration at $t = 0$ ($\rho(0)\exp(-E(0)/k_B T)$, in the canonical ensemble). Trajectories are harvested using the shooting algorithm\textsuperscript{132}; a new trajectory $x^{*\dagger}$ is generated from an existing one $x'$ by perturbing the momenta of atoms at a randomly chosen time $t$ in a symmetric manner,\textsuperscript{132} that is, by conserving detailed balance. The perturbation scheme is symmetric, that is, the probability of generating a new set of momenta from the old set is the same as the reverse probability. Moreover, the scheme conserves the equilibrium distribution function or the force field. The parameterization of the force field is necessarily heterogeneous environment.

$$V_n(r) = a_n[-k_B T \ln(b_{GR}(r))]. \quad (18)$$

The Boltzmann inversion method is iteratively corrected according to Equation (19) to correct the tabulated potentials until the pair-correlation functions for the atomistic and coarse-grained systems agree.

$$V_{n+1}(r) = V_n(r) + k_B T \ln \frac{\rho_{n+1}(r)}{\rho_{n}(r)} \quad (19)$$

Force matching: The method of force matching provides a rigorous route to developing a coarse-grained force field directly from forces measured in all-atom simulations. In so far as the multibody coarse-grained PMF is derived from structure factors that depend on temperature, pressure, and composition, they cannot be transferred to new systems. To avoid this problem, the force-matching approach proposes a variational method in which a coarse-grained force field is systematically developed from all-atom simulations under the correct thermodynamic ensemble.\textsuperscript{134} In the statistical framework developed by Izvekov and Voit,\textsuperscript{134-136} it is possible to develop the exact many-body coarse-grained PMF from a trajectory of atomistic forces with a sufficiently detailed set of basis functions.

The method starts with a collection of sampled configurations from an atomistic simulation of the target system and calculates the reference forces between atoms of a particular type. After decomposing their target force into a short-ranged part approximated by a cubic spline and a long-ranged Coulomb part one solves the over-determined set of linear equations given by Equation (20):

$$\sum_{j=1}^{K} \sum_{\beta=1}^{N_\beta} \left( -f_{\alpha\beta}\left[f_{\alpha\beta}(x)\right], \left[f_{\alpha\beta}(x)\right] \right) = \frac{q_{\alpha\beta}}{r_{\alpha\beta}^2} \tau^\text{ref}. \quad (20)$$

In Equation (20), the $f_{\alpha\beta}(x)$ correspond to the spline mesh at points $\kappa$ for pairs of atoms of types $\alpha$ and $\beta$, while $f$ and $f'$ are spline parameters that ensure continuous derivatives $f'\beta$ at the mesh points and define the short-ranged part of the force. The subscript $\alpha$ labels the $i$th atom of type $\alpha$ in the $l$th sampled atomic configuration. Solving

5.2 | Coarse graining

Coarse-grained molecular dynamics (CGMD) simulations employ intermediate resolution in order to balance chemical detail with system size. They offer sufficient size to study membrane-remodeling events while retaining the ability to self-assemble. Because they are capable of simulating mesoscopic length scales, they make contact with a wider variety of experiments. A complete coarse-grained model must include two components: a mapping from atomistic structures to coarse-grained beads and a set of potentials that describe the interactions between beads. The former defines the geometry or length scale of the resulting model, while the latter defines the potential energy function or the force field. The parameterization of the force field is essential to the performance of the model, which is only relevant insofar as it can reproduce experimental observables. Here we will describe the characteristic methods for developing CGMD models, namely, the bottom-up structure- and force-matching and top-down free energy-based approaches. We note that excellent reviews have been written on coarse-grained methods with applications in other fields such as polymer physics, see, for example, Reference 102.

Structure and energy matching: Klein and coworkers developed a coarse-grained model for phospholipid bilayers by matching the structural and thermodynamic properties of water, hydrocarbons, and lipid amphiphile to experimental measurements and all-atom simulations.\textsuperscript{133} The resulting force field, titled CMM-CG, has been used to investigate a range of polymer systems as well as those containing nonionic liquids and lipids. Classic coarse-grained methods propose pair potentials between CG beads according to the Boltzmann inversion method. In this method, a pair correlation function, or radial distribution function $g(r)$ defines the probability of finding a particle at distance $r$ from a reference particle such that the conditional probability of finding the particle is $\rho(r) = \mu g(r)$, where $\mu$ is the average number density of the fluid. The PMF between CG beads is then estimated by Equation (18) where $g_{\alpha\beta}(r)$ is measured from atomistic simulation, and $a_n$ is a scaling factor (corresponding to the nth iteration of the estimate) designed to include the effect of interactions with the (necessarily) heterogeneous environment.
these equations minimizes the Euclidean norm of vectors of residuals and can be solved on a minimal set of atomistic snapshots using a singular value decomposition algorithm. By adding the Coulomb term to the short-ranged potential above, this technique allows for the inclusion of explicit electrostatics. The method reproduces site-to-site radial distribution functions from atomistic MD simulations in the as well as the density profiles in inhomogeneous systems such as lipid bilayers.

The energy-based approach of the Martini force field: The Martini force field developed by Marrink and coworkers eschews systematic structure-matching in pursuit of a maximally transferable force field which is parameterized in a “top-down” manner, designed to encode information about the free energy of the chemical components, thereby increasing the range of thermodynamic ensembles over which the model is valid.108

The Martini model employs a four-to-one mapping of water and non-hydrogen atoms onto a single a bead, except in ring-like structures, which preserve geometry with a finer-scale mapping. Molecules are built from relatively few bead types, which are categorized by polarity (polar, nonpolar, apolar, and charged). Each type is further distinguished by hydrogen bonding capabilities (donor, acceptor, both, or none) as well as a score describing the level of polarity. Like the methods described above, Lennard-Jones parameters for nonbonded interactions are tuned for each pair of particles. These potentials are shifted to mimic a distance-dependent screening effect and increase computational efficiency. Charged groups interact via a Coulomb potential with a low relative dielectric for explicit screening. This choice allows the use of full charges while reproducing salt structure factors seen in previous atomistic as well as the hydration shell identified by neutron diffraction studies. Nonbonded interactions for all bead types are tuned to semi-quantitatively match measurements of density and compressibility. Bonded interactions are specified by potential energy functions that model bonds, angles, dihedrals with harmonic functions, with relatively weak force constants to match the flexibility of target molecules at the fine-grained resolutions. The Martini force field’s defining feature is the selection of nonbonded parameters that are optimized to reproduce thermodynamic measurements in the condensed phase. Specifically, the Martini model semi-quantitatively reproduces the free energy of hydration, the free energy of vaporization, and the partitioning free energies between water and a collection of organic phases, obtained from the equilibrium densities in both phases.108

5.3 Minimal coupling methods

Minimal coupling methods minimize explicit and concurrent communication across scales via a variety of clever algorithmic or software architecture tricks and represent a power repertoire of multiscale methods. There are numerous techniques in this popular category, and we chose not to delve into any of them in detail. A few of the methods in these categories are listed along with their references in Table 5 under sequential multiscale methods and adaptive resolution methods. Sequential methods involve computing a property or a constitutive relationship at one (typically the molecular) scale and employing (either pre- or on-the-fly-) computed values in the other (typically the continuum scale).121,125,126

5.4 Concurrent multiscale methods

The concurrent approaches couple two or more methods and execute them simultaneously with continuous information transfer across scales in contrast to the minimal coupling methods that attempt to do the opposite. In this class of methods, the behavior at each scale depends strongly on the phenomena at other scales. A successful algorithm in the concurrent method implements a smooth coupling between the scales. In concurrent simulations, often, two distinct domains with different scales are linked together through a buffer or overlap region called the handshake region.46

Quantum mechanics/molecular mechanics (QM/MM) simulations: An example of concurrent include mixed QM/MM methods combining MD using the empirical force field approach with electronic structure methods47,48,137 to produce a concurrent multiscale method.105,138-149 In the QM/MM simulations, the system is subdivided into two subregions, the QM subregion (QM region) where the reactive events take place, and the MM subregion (which provides the complete environment around the reactive chemistry).139,141 Since electronic structure methods are limited by the number of atoms they can handle (typically 50–500), the QM subregion is restricted to a small number of atoms of the total system. For example, in an enzymatic system, the quantum region can consist of Mg$^{2+}$ ions, water molecules within 3 Å of the Mg$^{2+}$ ions, parts of the substrate molecules, and the catalytic amino acid residues (such as aspartic acids). The remaining protein and solvent molecules are treated classically using the regular classical force field.

In QM/MM simulations, wave function optimizations are typically performed in the quantum (or QM) subregion of the system using an electronic structure method such as DFT.47 In this step, the electrostatic coupling between the QM and the MM subregions is accounted for, that is, the charges in the MM subregion are allowed to polarize the electronic wave functions in the QM subregion. The forces in the quantum subregion are calculated using DFT on-the-fly, assuming that the system moves on the Born–Oppenheimer surface.141,150 That is, we assume a clear timescale of separation between the electronic and nuclear degrees of freedom and the electronic degrees of freedom are in their ground state around the instantaneous configurations of the nuclei. The forces on the classical region are calculated using a classical force field. Besides, a mixed Hamiltonian (energy function) accounts for the interaction of the classical and the quantum subregions. For example, since the QM/MM boundary often cuts across covalent bonds, one can use a link atom procedure144 to satisfy the valences of broken bonds in the QM subregion. Also, bonded terms and electrostatic terms between the atoms of the QM region and those of the classical region are typically included.142
From a practitioner’s standpoint, QM/MM methods are implemented based on existing interfaces between the electronic structure and the MD programs; one example implementation is between GAMESS-UK\(^{151}\) (an ab initio electronic structure prediction package) and CHARMM.\(^{52}\) The model system can then be subjected to the usual energy minimization and constant temperature equilibration runs at the desired temperature using the regular integration procedures in operation for pure MM systems; it is customary to carry out QM/MM dynamics runs (typically limited to 10–100 × 10\(^{-12}\) s because of the computationally intensive electronic structure calculations) using a standard 1-fs time step of integration. The main advantage of the QM/MM simulations is that one can follow reactive events and dissect reaction mechanisms in the active site while considering the explicit coupling to the extended region. In practice, sufficient experience and care are needed in the choices of the QM subregion, and the many alternative choices of system sizes, as well as the link-atom schemes, need to be compared to ensure convergence and accuracy of results.\(^{142}\) The shorter length of the dynamics runs in the QM/MM simulations (10\(^{-12}\) s) relative to the MD simulations (10\(^{-7}\) s) implies that sufficiently high-resolution structures are usually necessary for setting up such runs as the simulations only explore a limited conformational space available to the system. Another challenge is an accurate and reliable representation of the mixed QM/MM interaction terms.\(^{145}\) These challenges are currently being overcome by the suitable design of next-generation methods for electronic structure and MM simulations.\(^{83,152}\) Other examples of concurrent methods linking electronic structure and or MM scales include Car–Parrinello MD\(^{153,154}\) and mixed molecular mechanics/coarse-grained (MM/CG).\(^{107,155}\)

Linking atomistic and continuum models: In several applications involving solving continuum equations in fluid and solid mechanics, there is a need to treat a small domain at finer (often molecular or particle-based resolution) to avoid sharp fronts or even singularities. In such cases linking atomistic and continuum domains using bridging algorithms are necessary. A class of algorithms that realize this challenging integration have been reviewed in Reference 46: examples include the quasicontinuum approach, finite-element/atomistic method, bridging scale method, and the Schwartz inequality method,\(^{156,157}\) which all employ domain decomposition bridging by performing molecular scale modeling in one (typically a small domain) and integrating it with continuum modeling in an adjoining (larger) domain, such that certain constraints (boundary conditions) are satisfied self-consistently at the boundary separating the two domains. Such approaches are useful for treating various problems involving contact lines.

### 5.5 Field-based coarse-graining

For specific systems such as nanoparticle and nanofluid transport, both molecular interactions (due to biomolecular recognition) and HIs (due to fluid flow and boundary effects) are significant. The integration of disparate length and time scales does not fit traditional multiscale methods. The complexity lies in integrating fluid flow and memory for multiphase flow in complex and arbitrary geometries, while simultaneously including thermal and stochastic effects to simulate quasi-equilibrium distributions correctly to enable receptor-–ligand binding at the physiological temperature. This issue is ubiquitous in multivalent binding or adhesive interactions between nanoparticles and cells or between two cells. Bridging the multiple length scales (from meso to molecular) and the associated time scales relevant to the problem is essential to success herein. Multiple macroscopic and mesoscopic time scales governing the problem include (a) hydrodynamic time scale, (b) viscous/ Brownian relaxation time scale, and (c) Brownian diffusion time scale.

Memory function approach to coarse-graining with HIs: In the description of the dynamics of nanosized Brownian particles in an unbounded and unbounded fluid domains the memory functions decay with algebraic correlations as enumerated by theoretical and computational studies.\(^{71,116,158}\) The equation of stochastic motion for each component of the velocity of a nanoparticle immersed in a fluid in bounded and unbounded domains takes the form of a GLE of the form of Equation (9); to account for HI, a composite GLE was introduced:\(^{159,160}\)

\[
M \frac{dU(x,t)}{dt} = -6\pi\eta dlU(x,t) - A_1(t) \int_{0}^{\infty} \left( t - t' - \frac{3}{2} \right) U(x,t') dt' - A_2(t) \int_{0}^{\infty} \left( t - t' - \frac{5}{2} \right) \frac{df}{dx} + f(t).
\]

Here \( M \) is the added mass, and \( \beta \) is the geometric factor with wall effect corrections, the integrands include the memory functions associated with the velocity autocorrelation functions in different domains (lubrication, bulk, and near-wall regimes in order of the first three terms on the right-hand side). The fourth term on the right-hand side is the force from other thermodynamic potentials, same as \( F(S) \) in Equation (7), and the fifth term is the random force term with colored noise to be consistent with the fluctuation–dissipation theorem for composite GLE.\(^{159,160}\)

Effect of molecular forces is introduced as forcing functions in the GLE\(^{159}\) and the effect of multiple particles including multiparticle HI can be introduced via DFT-based treatments\(^{110,111}\) to define \( F(S) \) from hydrodynamic and colloidal effects in addition to the specific contributions from molecular forces. If the memory functions are unknown, they can be obtained via deterministic approaches by solving the continuum hydrodynamic equations numerically.\(^{71,158}\) These disparate hydrodynamic fields and molecular forces can be integrated into a single GLE to realize a unified description of particle dynamics under the influence of molecular and hydrodynamic forces.\(^{116}\) Another approach to integrating these forces is via the Fokker Planck approach using the sequential multiscale method paradigm.\(^{161}\)

### 6 MULTISCALE MODELING 2.0

#### 6.1 Integrating MSM and ML to elucidate the emergence of functional in complex systems

We are riding the wave of a paradigm shift in the development of MSM methods due to rapid development and changes in HPC
infrastructure (see Figure 2) and advances in ML methods. Thus, MSM and HPC have emerged as essential tools for modeling complex problems at the microscopic scales with a focus on leveraging the structured and embedded physical laws to gain a mechanism-based understanding. This success notwithstanding, the design of new MSM algorithms in coupling different scales, data utilization, and their implementation on HPC is becoming increasingly cumbersome in the face of heterogeneous data availability and rapidly evolving HPC architectures and platforms. On the other hand, while purely data-driven models of molecular and cellular systems spawned by the techniques of data science,\textsuperscript{162-164} and in particular, ML methods including deep learning methods,\textsuperscript{165-167} are easy to train and implement, the underlying model manifests as a black box. This general approach taken by the ML community is well suited for classification, learning, and regression problems, but suffers from limitations in interpretability and explainability, especially when mechanism-based understanding is a primary goal. There lies a vast potential in combining MSM, HPC, and ML methods with their complementary strengths.\textsuperscript{4} MSM models are routinely coupled together by appropriately propagating information across scales (see Section 5), while the ever-increasing advances in hardware capabilities and high-performance software implementations allow us to study increasingly more complex phenomena at a higher fidelity and higher resolution. While much of the discussion thus far has been focused on MSM and HPC methods, the progress and potential in integrating MSM and ML are discussed below and represent the forefront of emerging MSM research, in which we discuss a few emerging integrative approaches to combine ML and MSM.

### 6.2 Integrators and autotuning

Over the past two decades, MSM has emerged into a promising tool to build in silico predictive models by systematically integrating knowledge from the tissue, cellular, and molecular level. Depending on the scale of interest, governing equations in each scale of the MSM approaches may fall into two categories, ordinary differential equation-based and PDE-based approaches. Examples include MD,\textsuperscript{49} coarse-grained mesoscale models,\textsuperscript{103} lattice Boltzmann methods,\textsuperscript{68} immersed boundary methods,\textsuperscript{168} as well as classical finite element approaches.\textsuperscript{169} ML-based methods can speed up, optimize, and autotune several of the existing solvers for multiphysics simulations.\textsuperscript{170,171}

### 6.3 ML-enabled MSM

As noted earlier, one of the main objectives of MSM is to couple the physics at different scales using bridging algorithms that pass information between two scales, such as in QM/MM, MM/CG, coarse-grained continuum (CG/CM), and field-based methods discussed in Section 5. However, the implementation of this methodology on parallel supercomputing HPC architectures is complicated and cumbersome. To address this significant limitation in implementation, we advocate for an ML-enabled integration or bridging of scales as a viable approach to develop the next-generation of MSM methods to achieve maximal efficiency and flexibility in integrating scales.

Here one can leverage ongoing developments in ML to accelerate the prediction of large-scale computational models. As a viable path forward, ML workflow can be implemented in three steps (see Figure 3): (1) train deep neural network (NN) encoders that connect properties of the MSM model at Scale 1 (e.g., MD or MC) to those at Scale 2 (e.g., continuum model), using explicit MSM computations overextended parameter sets to cover all possible conditions; (2) implement the encoders in place of the coupling algorithms to bridge Scales 1 and 2; (3) ensure that the properties profiles obtained from the two scales match by defining a cost-function that constrains the training of NNs in (1). The NN-based coupling of scales is expected to be robust, computationally efficient for MSM algorithms.

One challenge is to discover interpretable models from heterogeneous data of variable fidelity and guide the judicious acquisition of new information toward elucidating the emergence of function in biological systems. This challenge can be addressed by subjecting the entire MSM model to contemporary data science and statistical methodologies, that is, sensitivity,\textsuperscript{172} evolvability,\textsuperscript{1} robustness\textsuperscript{173} analyses, uncertainty quantification,\textsuperscript{174} multifidelity modeling,\textsuperscript{4} and pattern discovery and model reduction.\textsuperscript{175}

#### 6.4 Physics-informed NN (PINN)

Can we use prior physics-based knowledge to avoid overfitting or nonphysical predictions? From a conceptual point of view, can we supplement ML with a set of known physics-based equations, an approach that drives MSM models in engineering disciplines? While
data-driven methods can provide solutions that are not constrained by preconceived notions or models, their predictions should not violate the fundamental laws of physics. There are well-known examples of deep learning NNs that appear to be highly accurate but make highly inaccurate predictions when faced with data outside their training regime, and others that make highly inaccurate predictions based on seemingly minor changes to the target data. To address this ubiquitous issue of purely ML-based approaches, numerous opportunities to combine ML and MSM toward a priori satisfying the fundamental laws of physics, and, at the same time, preventing overfitting of the data.

A potential solution is to combine deterministic and stochastic models. Coupling the deterministic governing equations MSM models—the balance of mass, momentum, and energy—with the stochastic equations of systems biology and biophysical systems—cell-signaling networks or reaction–diffusion equations—could help guide the design of computational models for otherwise ill-posed problems. Physics-informed NNs is a promising approach that employs deep NNs and leverages their well-known capability as universal function approximators. In this setting, we can directly tackle nonlinear problems without the need for committing to any prior assumptions, linearization, or local time stepping. PINNs exploit recent developments in automatic differentiation to differentiate NNs concerning their input coordinates and model parameters to obtain physics informed NNs. Such NNs are constrained to respect any symmetry, invariance, or conservation principles originating from the physical laws that govern the observed data, as modeled by general time-dependent and nonlinear PDEs. This construction allows us to tackle a wide range of problems in computational science and introduces a potentially disruptive technology leading to the development of new data-efficient and physics-informed learning machines, new classes of numerical solvers for PDEs, as well as new data-driven approaches for model inversion and systems identification.

6.5 | Deep NN algorithms inspired by statistical physics and information theory

Large amounts of data, cheap computation, and efficient algorithms are driving the impressive performance and adoption of robust deep learning architectures. However, building, maintaining, and expanding these systems is still decidedly an art and requires a lot of trial and error. Learning and inference methods have a history of being inspired by and derived from the principles of statistical physics and information theory. We summarize examples to advance this theme to derive NN algorithms based on a confluence of ideas in statistical physics and information theory and to feed them back into core MSM methods by prescribing new computational techniques for deep NNs. (A) Generalization in deep NN: the approach utilizes algebraic topology to characterize the space of reachable functions using stochastic dynamics on data in order to build computationally efficient architectures and algorithms to train them. (B) Characterizing the quality of representations and the performance of encoders, decoders: Recent works have proposed to exploit principles of representation learning to formulate variational approaches for the assessment of performance in deep learning algorithms that provide guarantees on the performance of the final model.

6.6 | ML-enhanced conformational sampling

Advances in ML-derived force fields are promising to revolutionize classical simulations by directly defining energy landscapes from more accurate QM simulations. Besides, in particle-based simulations of MSM, the efficient sampling of high-dimensional conformational spaces constitutes a significant challenge in the computational molecular sciences limiting the longtime MD simulations of molecular systems in biophysical chemistry and materials science. Combining MD simulations with ML can provide a powerful approach to address the challenges mentioned above. The last decade has seen significant advances in the use of electronic structure calculations to train ML potentials for atomistic simulations capable of reaching large systems sizes and longtime scales with accurate and reliable energies and forces. More recently, ML approaches have proved useful in learning high-dimensional free energy surfaces and in providing a low dimensional set of CVs. Some examples are discussed below.

Boltzmann generators: The primary difficulty in sampling physical realizations or microstates of the system from the Boltzmann distribution lies in the nature of the potential energy. In large, complex systems, the conformational space holds the positions of hundreds of thousands to millions of atoms. The potential energy should be viewed as a vast, rugged landscape in this high-dimensional space characterized by an exponentially large number of low-energy regions or minima, all separated by ridges. It is now possible to train a deep NN to learn a transformation from the conformational space to another variable space such that in this new space, the variables are distributed according to simple distributions such as the Gaussian distribution. One can backmap to the original space through inverse transformation onto a high-probability region of the original conformational space.

ML-enabled conformational enhanced sampling: The choice of appropriate CVs (aka order parameters in the earlier section) for enhanced sampling methods such as meta-dynamics is still a challenge. Recent advances have enabled ML tools of supervised learning to define appropriate CVs. The pipeline flow for such supervised ML methods utilizes ML-identified features from (A) as CVs for enhanced sampling simulations. Another choice for ML-identified CV is through the use of variational autoencoders, which are deep NNs that perform dimensionality reduction similar to principal component analysis. The neural encoder takes a high dimensional input vector and outputs a lower-dimensional output vector. The neural decoder then takes the latent variable as input and attempts to reconstruct the original high dimensional input using standard optimization techniques of a loss function.

ML-enhanced adaptive path sampling: While enhanced sampling methods are efficient in exploring the landscape based on predefined
CVs, one often discovers new variables during sampling. In such scenarios, new variables that become relevant are often orthogonal to the original CVs, and it is impossible to incorporate such variables adaptively into the free energy landscape. One approach is to combine enhanced sampling such as metadynamics with path sampling and utilize the newly identified CVs in the path sampling through a path action. In this approach, path sampling is pursued by adaptively modifying the path action, and the free energy landscape based on the original CVs can be refined iteratively. The path action approach is also easily customized to include other ML strategies such as reinforcement learning to guide the system through non-Boltzmann paths.

6.7 Ab initio methods using quantum computing

Quantum computers hold promise to enable efficient simulations of the properties of molecules and materials; however, at present, their abilities are limited due to a limited number of qubits that can be realized. In the near-term, the throughput of quantum computers is limited by the small number of qubits available, which prohibits large systems. It is more practical to develop hybrid quantum-classical methods where the quantum computation is restricted to a small portion of the system; for example, molecules where an active region requires a higher level of theoretical accuracy than its environment. Galli et al outline a quantum embedding theory for the calculation of strongly correlated electronic states of active regions, with the rest of the system described within DFT. The authors demonstrate the efficacy of the method by investigating defect quantum bits in semiconductors that are of great interest for quantum information technologies. The calculations are performed on quantum computers and show that they yield results in agreement with those obtained with exact diagonalization on classical architectures, paving the way to simulations of realistic materials on near-term quantum computers.

7 CONCLUSIONS

Amidst the explosion of data in all walks of science, engineering, biology, and biomedical science, it is useful to seek an interpretable basis for the emergence of function. How can geometry, physics, and engineering best inform biology or lead to the discoveries of new functional advanced materials? The complex multiscale interactions that characterize the dynamic behavior of biological systems and advanced materials have limited our ability to understand the fundamental mechanisms behind the emergence of function to relatively idealized systems.

ML integrated with MSM is poised to enhance the capabilities of standard MSM approaches profoundly, particularly in the face of increasing problem complexity and data intensiveness. The contemporary research problems warrant an interdisciplinary environment to tackle emerging scientific and technological grand-challenge problems that carry substantial societal impact. Research projects, while posed across varied application domains in science and engineering, often have common features: (a) the problem/solution spans diverse length and timescales and benefits from MSM, (b) ML methods integrate into the MSM methods to define the new approaches at the frontiers of MSM development, (c) tools of data science are effectively leveraged to integrate experimental data with the proposed model, and (d) the implementation of the model will utilize HPC methods and/or platforms. Foundational training for future scholars should ideally provide: (a) working knowledge in fundamental science and modeling methodologies at multiple lengths and timescales spanning the molecular to process scales; (b) the requisite skills to integrate, and couple multiple scales into a multiscale paradigm; (c) learnings to exploit elements of data science, including ML methods and tools of data integration from cloud-based, data-rich repositories in order to validate and test computational models and software; (d) learnings to combine the rich tools of ML with MSM methods to define the next-generation of MSM methods; (e) experience to adopt, and implement best practices in software architecture to leverage modern computational infrastructure and develop efficient sustainable codes. With these foundations and skill sets in the arsenal of the emerging researcher, the potential to blend MSM, HPC, and ML presents opportunities for unbound innovation and represents the future of MSM and explainable ML that will likely define the fields in the 21st century.
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