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Abstract

Convolutional Neural Networks have achieved unprecedented success in image classification, recognition, or detection applications. However, their large-scale deployment in embedded devices is still limited by the huge computational requirements, i.e., millions of MAC operations per layer. In this article, MinConvNets where the multiplications in the forward propagation are approximated by minimum comparator operations are introduced. Hardware implementation of minimum operation is much simpler than multipliers. Firstly, a methodology to find approximate operations based on statistical correlation is presented. We show that it is possible to replace multipliers by minimum operations in the forward propagation under certain constraints, i.e., given similar mean and variances of the feature and the weight vectors. A modified training method which guarantees the above constraints is proposed. And it is shown that equivalent precision can be achieved during inference with MinConvNets by using transfer learning from well trained exact CNNs.

1. Introduction

Nowadays, Convolutional Neural Networks (CNNs) are widely deployed in embedded systems and mobile terminals, such as drones, wearable devices. These applications often have real-time constraints and a very tight power budget. Because of the limited computing resource of embedded systems, the CNNs are always pre-trained offline and then implemented in embedded systems for the inference stage. However, CNN is still computationally intensive and resource-consuming in the inference stage due to the convolution calculation requiring a large number of multiply-accumulate (MAC) operations. For example, AlexNet [25] requires about 666 million MACs operation to process a 227 × 227 image. For more complex tasks, such as object detection, the number of multiplication operations is higher. Multiplication is always more difficult to implement, or time-consuming in computing [10], therefore, many methods are proposed to speed up or compress the network.

1.1. Related Works

Quantization is a class of methods that make use of low-precision arithmetic [23]. [5] proposes half-precision floating-point, [14] uses 8-bit quantized weights, and [8, 36] propose the use of binarized weights and feature maps. Compared with the original neural network encoded in 32-bit, the quantized network is smaller, and fewer-bit multiplication may cost fewer computing resources for some special platform. Pruning networks is another widely discussed method to compress and speed up the neural network. Filter pruning methods that rank filters then remove the less important filters are proposed in [2, 26, 28]. In weights pruning methods [18, 33, 34], the less important weights in each filter are dropped off and set to 0, so that sparse networks can be built and can be accelerated by sparse matrix calculator.

Quantization reduces the consumption of each multiplication while pruning reduces the number of multiplications. However, both of them are still necessary to calculate the multiplication. Different from these methods, we abandon multiplication directly. The comparison operation which is less time-consuming and easier implemented is proposed in our works to replace multiplication in CNNs.

Some works have also proposed multiplication-less networks. In [29], the weight is quantized to 1 bit, which allows multiplication to be converted into addition/subtraction. Furthermore, when the activation is also quantized to 1 bit, as introduced in [8, 30], multiplication is converted to XNOR logic gate. These methods fix one or more multipliers to ±1, thereby simplifying the calculation. Moreover, there are also some networks that break away from multiplication. [22] uses the hit-and-miss transformation composed of comparison and addition to construct a network. Our work also uses comparison and addition operations, but the network with hit-or-miss transformation has brought a considerable loss of accuracy, while the networks in our work have not lost accuracy.
1.2. Contribution

We replace multiplication in CNNs with lighter operations. The main contributions of this work are:

- A set of criteria to measure the degree of approximation between two operations is proposed. Based on these criteria, an approximate operation to multiplication is proposed for error-tolerant systems.
- On top of the proposed approximate operation, an approximate convolutional layer without multiplication is explored to replace the traditional convolutional layer. Then we build and train the CNN by using an approximate convolutional layer, named MinConvNets. The benchmark is applied to MinConvNets to show that lossless accuracy can be achieved in image classification tasks.
- This work shows that in addition to multiplication, other lighter operations can still effectively extract image features. This provides a new direction for compressing or accelerating CNNs in future works.

1.3. Methodologies and Organization

Firstly, we discuss the approximate calculation of multiplication in section 2. In this work, we define similar operations and approximate operations, which can generate results approximate to multiplication under certain constraints, such as the constraints to expected value or variance of multiplication operands. Approximate operations are based on similar operations and have more stringent constraints. The approximate operations can be used to replace the multiplication operations in the error-tolerant systems which meet the constraints.

However, an arbitrary CNN can not always meet the constraints of approximate operation. Therefore, certain transformations are applied to the general CNN to make them meet the constraints. Then, the approximate operations proposed in the section 2 can replace the multiplication operations in the convolutional layers, thereby building CNNs with this approximate convolutional layers, named MinConvNets. Section 3 describes the methods to build and train MinConvNets. Then, the proposed architecture is applied to common networks and data sets, and analyze the feasibility by the accuracy rate. Section 4 focuses on the experimental results of the approximate network. Finally, the conclusion and the future work are discussed in section 5.

2. Approximate Operations to Multiplication

Similar operation and approximate operation to multiplication are proposed in this section. The similar operation can replace multiplication if followed by a linear transformation, while the approximate operation based on similar operation can directly replace multiplication without transformation.

2.1. Similar Operations

Taking a 2D spatial convolution convolution \( Z = X \odot W \) in convolutional layers as an example, the elements in \( Z \) are calculated as:

\[
z_{u,v} = \sum_{i=1}^{f_h} \sum_{j=1}^{f_w} x_{u+i,v+j} \cdot w_{i,j}
\]

where \((u, v)\) shows the coordinate of pixels in the image, and \(f_h, f_w\) are the height and width of convolutional kernel. If the 2D arrays \(x\) and \(w\) are unfolded to 1D vectors according to their coordinate, Equation 1 can be transformed into a multiply-accumulate operation as following:

\[
z_{u,v} = \sum_{n=1}^{N} x(n) \cdot w(n)
\]

where \(w\) is the vector of \(W\), \(x\) is the vector corresponding to the images pixels scanned by this filter at position \((u, v)\), and \(N\) represents the length of the vector calculated as \(N = f_w \cdot f_h\). Equation 2 can be seen as a system \(H\) which takes two spatial signal \(x\) and \(w\), then multiply them and generated the signal \(h = H(x, w) = x \cdot w\) orderly, followed by an accumulation operation. From a perspective of system, this is a module of a convolutional neural network system, shown as Figure 1.

If there is another system \(q = G(x, w)\), the dependence of the output signals \(h\) and \(q\) with the same input signals is an indicator of the similarity between the systems \(H\) and \(G\). The most familiar measure of dependence between two quantities is the Pearson product-moment correlation coefficient (PPMCC), commonly called simply "the correlation coefficient". The correlation coefficient between two signals \(h\) and \(q\) is defined as follows:

\[
\rho(h, q) = \frac{\text{cov}(h, q)}{\sqrt{\text{var}(h) \cdot \text{var}(q)}}
\]

where \(\text{cov}(h, q)\) is the covariance of \(h\) and \(q\), and \(\text{var}(h)\) is the variance of \(h\). The correlation attempts to establish a line of best fit through two signals, and the correlation coefficient indicates the degree of the linear fit of the two signals [12]. In other words, signals with strong correlation can generate approximate signals to each other by linear transformation.

**Definition (Similar Operations)** Let two systems take the same input signals, they are similar systems if they can generate strong correlation signals, and the corresponding operations are similar operations.

For the system shown as Figure 1, the multiplication sub-system can be replaced by a similar system followed by a linear transformation, to generate the approximate output. Even though the approximate output brings errors, some works on few-bits quantization as [6, 7] have shown that CNNs are error-tolerant systems and the limited errors can
be accepted. It should be noted that in the forward propagation, the approximate output is considered as a result of exact operations with some errors, therefore it is still the exact operations that are used to calculate gradients in backward propagation. The widely used training method SGD [4] uses the approximate gradient to replace the real gradient of the forward propagation, which shows that the operations in forward propagation and the operations used to calculate gradient during backward propagation can be different. Therefore, even though the real gradient of the forward propagation is different from the calculated gradient in the backward propagation in approximate convolution, we believe that errors caused by similar operations have a limited impact on the training of CNNs.

Let \( h[n] \) and \( g[n] \) be the expected values of the signals \( h[n] \) and \( g[n] \), the covariance and variances for an input with a convolution kernel size of \( N \) are calculated as follows:

\[
\begin{align*}
\text{cov}(h, g) &= \sum_{n=1}^{N} (h[n] - \mu_h)(g[n] - \mu_g) \\
\text{var}(h) &= \sum_{n=1}^{N} (h[n] - \mu_h)(h[n] - \mu_h)
\end{align*}
\]

(4)

But what we need is to build approximate systems for arbitrary convolutions instead of for one determined convolution with fixed weights and images. Therefore, \( x \) and \( w \) can be modelled as random variable with a probability distribution, hence \( g \) and \( h \) are random variable, too. For commonly used image sets, the images are usually independent of each other. If the images for each training iteration are randomly selected, the probability of images used in a new iteration has no relation to the weights trained in the previous iteration. As well, the new images do not affect the probability distribution of the weights trained in the previous iteration, too. Therefore, the weights and the images are considered as independent variables in each iteration. Let \( p_x(x) \) and \( p_w(w) \) be the probability density functions of \( x \) and \( w \) respectively, for the two given systems \( h = H(x, w) \) and \( g = G(x, w) \), the covariance and variances of \( h \) and \( g \) are calculated as:

\[
\begin{align*}
\text{cov}(h, g) &= \int_{\xi} \int_{\eta} (H(\xi, \eta) - \mu_h)(G(\xi, \eta) - \mu_g) p_x(\xi)p_w(\eta) d\xi d\eta \\
\text{var}(h) &= \int_{\xi} \int_{\eta} (H(\xi, \eta) - \mu_h)(H(\xi, \eta) - \mu_h) p_x(\xi)p_w(\eta) d\xi d\eta
\end{align*}
\]

(5)

where \( \mu_h \) and \( \mu_g \) is the expected values of \( h \) and \( g \).

Three operators are used to compare the similarities with multiplication: min-selector, addition, and max-selector. In order to maintain the same monotonicity, that magnitudes and signs are treated separately, i.e. all the operations take absolute values of operands only, thereby avoiding negative numbers which make multiplications monotonically decreasing. The signs can be calculated by the XNOR gate independently, as introduced in [30]. According to different operators and their distributions, their similarities are shown in Table 1. From this table, it can be seen that:

- The correlation coefficients are all greater than 0.5. In statistics, these signals can be called correlation signals. We believe that this correlation is mainly due to their monotonous increase.
- In case that \( x \) and \( w \) follow the probability distribution \( N(0, 1) \) and \( U(0, 1) \), both min-selector and addition show strong correlation, and min-selector is better than addition. Since the calculation is all for absolute value, the variance in normal distribution or interval in uniform distribution can be reflected by the average of the absolute value. We note the above constraint that makes min-selector and multiplication strong correlation as \( \mu_{|x|} = \mu_{|w|} \), which means that the expected value of the absolute values of \( x \) and \( w \) are equal.
- When the absolute values of \( x \) and \( w \) are more different, the correlation is weaker.

The probability distribution of weights is still a subject under study [3, 11, 15, 17, 31]. But normal and uniform distribution are commonly used initialization weight distributions [16, 19, 20]. Meanwhile, [1] shows that many weights may fit the \( t \) location-scale distribution. When \( w \) follows the above distribution, \( h \) and \( g \) bring strong correlation with the constraint \( \mu_{|x|} = \mu_{|w|} \). In fact, the \( \mu_{|x|} = \mu_{|w|} \) is not only a constraint mathematically or experimental, but it also needs to be maintained in the point of view of the convolutional layer in CNN:

- If most of the values in \( w(n) \) are smaller than \( x(n) \), min-selector will highly probably select the value in \( w \), therefore the features in \( x \) lost.
- On the contrary, if most of the values in \( w \) are larger than values in \( x(n) \), no matter what \( w \) is, min-selector will highly probably select the value in \( x \), so that \( w \) can
2.2. Approximate Operations

The similar signal is approximate to the exact signal if followed by a linear transformation as \( g_2 = A(g_1) + B \). However, the parameters \( A \) and \( B \) in this transformation are unknown. To overcome this, we propose two directions:

- The parameters in linear transformation can be found through linear regression or machine learning. Methods for fitting linear models have been discussed in many works [13, 27, 35]. But this means that in every iteration in the training stage, it needs to calculate the exact signal and approximate signal, then perform linear regression calculation to obtain \( A \) and \( B \), so this is a costly method. We will not discuss the details.

- Supplementary constraints for similar operations should be proposed so that the linear transformation is not required in the approximate system. The correlation coefficient only reflects the consistency of the changing trend by the degree of linear fitness of two signals, regardless of their difference. In order to make the similar signal replace the exact signal without linear transformation, the difference between the signals should be as small as possible. Next, we discuss the supplementary constraint that makes the difference between two similar operations \( g(n) \) and \( h(n) \) small.

**Definition (Approximate Operations) Two similar systems are approximate if they have a small difference therefore they can replace each other in a fault-tolerant system, and the corresponding operations are approximate operations.**

We use the relative error between the approximate signal and the exact signal as a measure of their difference. For a convolution with determined weights and images, the relative error between \( h[n] \) and \( g[n] \) is calculated as following:

\[
L(h, g) = \sum_n \left| \frac{g[n] - h[n]}{h[n]} \right|
\]  

(6)

For arbitrary convolution systems, it is needed to consider the probability distribution of the input signals. Let \( p_x(x) \) and \( p_w(w) \) be the probability density function of \( x \) and \( w \) respectively, the difference between signals \( h = H(x, w) \) and \( g = G(x, w) \) is calculated as:

\[
L(h, g) = \int_{\xi} \int_{\eta} \left| \frac{H(\xi, \eta) - G(\xi, \eta)}{H(\xi, \eta)} \right| \cdot p_x(\xi)p_w(\eta)d\xi d\eta
\]  

(7)

The supplementary constraints need to make \( L(h, g) \) as small as possible, where \( h \) and \( g \) are similar signals. We take the similar signal \( h = H(x, w) = |w \cdot x| \) and \( g = G(x, w) = \min(|w|, |x|) \) as example, where \( w \) and \( x \) follow normal distributions. In order to ensure the constraint of similar operation \( \mu_{|x|} = \mu_{|w|} \), we set that \( x \) and \( w \) have the same averages and related small variance. Therefore, \( w, x \sim N(k, v) \) where \( N(k, v) \) means the normal distribution with average \( k \) and variance \( v \). With these conditions, \( L(h, g) \) is a function about \( (k, v) \), and the task of finding the supplementary constraint is transformed into an optimization problem, that is, finding the values of \( (k, v) \) which minimize \( L(k, v) \).

When \( \xi = 0 \) or \( \eta = 0 \) there are singularities in Equation 7 because of the division by \( H(\xi, \eta) = 0 \). Therefore,
the points which make \( H(\xi, \eta) = 0 \) are break-points and are removed from integration interval. In fact, if \( \xi \) or \( \eta \) is zero, \( H(\xi, \eta) = H(\xi, \eta) = 0 \), so there is no error between the two signals. Figure 3a shows the the function \( L(k) \) with varied variance \( v \). It can be seen that \( L \) achieves a minimum value when \( k \) is around 1. Figure 3b shows the \( k \) that makes \( L(k, v) \) minimum with different variances \( v \). It can be seen that the value of \( k \) is always concentrated around 1 if the variance is less than 1.5. In other words, a quantitative relationship can be obtained: the more values of the operands are concentrated to 1 (or \(-1 \) for negative), the more approximate the signals \( h \) and \( g \) are. In fact, with the application of the batch normalization, the inputs of hidden layers in the CNNs have been standardized, so that we assume \( x \) distributed as \( x \sim N(0,1) \). Since the variance \( v \) can be changed by simply multiplying by a constant, we study the effect of the variance \( v \) on \( L \). Figure 3c shows how the value of \( L \) changes with variance when \( k = 0 \). It can be seen that when \( v = 1.57 \), \( L \) takes the minimum value. For the normal distribution, the average value of the absolute value at \( v = 1.57 \) can be calculated by its variance, \( \mu|x| = 1.25 \), that is not far from 1.

Based on the above analysis, we propose a constraint of approximation that the absolute value of operands should be concentrated around 1. Taking into account the constraint of similarity, we mark the constraint with which min-selector is approximate to multiplication as \( \mu|x| = \mu|w| = 1 \), i.e., the values of the two input parameters are as close as possible, and concentrated to 1 or \(-1 \). This is not an exact mathematical condition, but it is the main guide for building a multiplication-less CNN with min-selectors in the next section.

### 3. Building Approximate Networks

In section 2, we propose min-selector which is an approximate operation to multiplication with the constraint \( \mu|x| = \mu|w| = 1 \). However, the multiplication in arbitrary neural networks does not always meet the constraint. Therefore, in this section, we simply transform the convolutional layer to make it meet the constraints, and then use approximate operations to construct the convolutional layer without multiplication.

#### 3.1. Building the Approximate Convolution

Next, we proposed the transformation to make an arbitrary multiplication \( z = x \cdot w \) meet the approximate constraint \( \mu|x| = \mu|w| = 1 \). To keep the same monotonicity and comparators, which is friendly to some platforms such as FPGA [10].

For a well-trained neural network, the weights \( W \) and \( \mu|w| \) are known. Inspired by [21] which uses moving averages in batch normalization to fix the averages and variances.
during inference, the moving $\mu_{|x|}$ obtained through training is used to fix $\mu_{|x|}$ as a constant during inference. Therefore, for a well-trained network, $\mu_{|x|}$ and $\mu_{|w|}$ are known, so we can generate new weights $\tilde{W}$, where the elements are calculated as:

$$\tilde{w} = \frac{\mu_{|x|}}{\mu_{|w|}} \cdot w$$  \hspace{1cm} \text{(12)}$$

which can be directly used for comparison with the inputs without recalculation during the inference.

Then the convolution in Equation 1 can be calculated by approximate operations as follows:

$$z_{u,v} \approx \sum_{i=1}^{f_0} \sum_{j=1}^{f_0} (\mu_{|w|} \cdot smin(x_{u+i,v+j}, \tilde{w}_{i,j}))$$

$$= \mu_{|w|} \cdot \sum_{i=1}^{f_0} \sum_{j=1}^{f_0} smin(x_{u+i,v+j}, \tilde{w}_{i,j})$$  \hspace{1cm} \text{(13)}$$

Although there is still 1 multiplication operation in Equation 13, it is much fewer than the $f_0 \cdot f_0$ multiplication operations in Equation 1. Since many convolutional layers are followed by the bias layer or the batch normalization layer, the multiplication in Equation 13 can be integrated into these following layers, thereby constructing an approximate convolutional layer that does not require multiplication.

3.2. Training Approximate Convolutional Layers

Based on the approximate convolution constructed in section 3.1, we can build an approximate convolution layer. We call the neural network composed of the approximate convolutional layers MinConvNets. Algorithm 1 shows how to train a MinConvNets.

At the beginning of forward propagation, the moving expected value is used to record the average of the absolute value $\mu_{|x|}$, where $\gamma$ is the momentum of moving value. While $\mu_{|w|}$ is used during training, a well-trained $\mu_{|x|}$ can be used to replace $\mu_{|x|}$ during the inference phase to avoiding calculations.

$X$ and $W$ are clipped by $\text{clip}$ function, and $\text{clip}(X, \alpha)$

Algorithm 1 Training an L-layers CNN with approximate convolutions.

**Input:** A batch of inputs and targets $(X, Y)$, cost function $\text{cost}(Y, \hat{Y})$, current weight $W^t$ and current learning rate $\eta^t$.

**Output:** updated weight $W^{t+1}$ and updated learning rate $\eta^{t+1}$.

1: //Forward propagation
2: for $l = 1$ to $L$ do
3:  $\mu^t_{|x|} = \gamma \cdot \mu_{|x|} + (1 - \gamma) \cdot \mu_{|x|}$
4:  $X^t = \text{clip}(X^t, 2\mu_{|x|})$
5:  for $k$th filter in $l$th layer do
6:  $W^t_{lk} = \text{clip}(W^t_{lk}, 2\mu_{|w|})$
7:  $\tilde{W}^t_{lk} = \frac{\mu_{|x|}}{\mu_{|w|}} \cdot W^t_{lk}$
8:  $\hat{Y}_l = \text{ApproxForward}(X^t, \tilde{W}_l)$
9: //Backward propagation
10: $C = \text{cost}(Y, \hat{Y}_L)$
11: for $l = L$ to 1 do
12:  $\frac{\partial C}{\partial X^t_l}, \frac{\partial C}{\partial W^t_l} = \text{ExactBackward}(\frac{\partial C}{\partial Y^t_l}, W^t_l, X^t_l)$
13:  $\frac{\partial C}{\partial W^t_l} = \frac{\partial C}{\partial W^t_{lk}} \cdot \frac{\partial W^t_{lk}}{\partial W^t_l}$
14:  $\frac{\partial C}{\partial Y^t_l} = \frac{\partial C}{\partial X^t_l} \cdot \frac{\partial X^t_l}{\partial Y^t_l}$
15: //Update Parameters
16: $W^{t+1} = \text{UpdateParameters}(W^t, \frac{\partial C}{\partial W^t_l}, \eta^t)$
17: $\eta^{t+1} = \text{UpdateLearningrate}($\eta^t, t$)$

means $\forall x \in X$ the calculation following is applied:

$$\text{clip}(x, \alpha) = \begin{cases} 
\alpha & \text{if } x > \alpha \\
-\alpha & \text{if } x < -\alpha \\
x & \text{otherwise} 
\end{cases}$$  \hspace{1cm} \text{(14)}$$
Correspondingly, the gradient is calculated as follows:

\[
\text{grad}(\text{clip}(x, \alpha)) = \begin{cases} 
0 & \text{if } x > \alpha \text{ or } x < -\alpha \\
1 & \text{otherwise}
\end{cases} \quad (15)
\]

The main purpose of the \textit{clip} function is to avoid excessive variance caused by excessive values which may reduce the approximation of operations. For a well-trained network, the pre-clipped weights can be used for the inference stage. And the inputs do not need to be clipped during the inference stage, because with the clipped weights, too large input values will not be selected by min-selector. Therefore, the \textit{clip} function is a method to ensure that the network converges, but it does not increase the amount of calculation during the inference stage.

\textit{ApproxForward} is a standard forward propagation, except that the matrix multiplication calculated as shown in Equation 13. The result of the convolution needs to be multiplied by the constant \(\mu_{|w|}\). As mentioned in section 3.1, this operation can be done directly or integrated into subsequent layers. The \textit{ApproxForward} uses \(\{X^c_l, W^c_l\}\) to calculate the approximate convolution of \(\{X^c_l, W^c_l\}\). Therefore, it still calculates the gradient of an exact convolution for backward propagation, i.e., \(\{X^c_l, W^c_l\}\) are used as inputs instead of \(\{X^c_l, W^c_l\}\).

Any update rules (e.g., SGD or ADAM) and learning rate scheduling functions can be applied to update the parameters and learning rate at the end of the algorithm.

4. Experiments

In order to compare our multiply-less architecture with standard results, we build different networks and apply them to different data sets.

4.1. Networks and Image Sets

LeNet and mini_cifar are used to build approximate networks. LeNet shown in Table 3 is a small convolutional network for image classification. In order to measure the performance for negative operands, leaky ReLU [32] instead of ReLU is used in convolutional layers as the activation function. The mini_cifar shown in Table 4 is a network deeper than LeNet. There are 6 convolutional layers, but three of them are 1x1 convolutional layers, mainly used to adjust the size of the network.

### Table 3: LeNet network.

| Layer          | Size          |
|----------------|---------------|
| Input image    | 28x28x3       |
| Conv.+ leaky ReLU | 5x5x32   |
| MaxPool.       | 2x2           |
| Conv.+ leaky ReLU | 5x5x64   |
| Fully Connected+ReLU | 1024  |
| drop out       | 50%           |
| Fully Connected | 10            |

### Table 4: mini_cifar network.

| Layer          | Size          |
|----------------|---------------|
| Input image    | 28x28x3       |
| Conv.+ leaky ReLU | 3x3x32   |
| MaxPool.       | 2x2           |
| Conv.+ leaky ReLU | 1x1x16   |
| Conv.+ leaky ReLU | 3x3x64   |
| MaxPool.       | 2x2           |
| Conv.+ leaky ReLU | 1x1x32   |
| Conv.+ leaky ReLU | 3x3x128  |
| Conv.+ leaky ReLU | 1x1x64   |
| Fully Connected+ReLU | 1024  |
| drop out       | 50%           |
| Fully Connected | 10            |

4.2. Approximate Networks

The accuracy of different networks and image sets are shown in Table 5. In order to evaluate the training speed easily, we recorded the accuracy increasing along with the training epoch, as shown in Figure 4, Figure 5, and Figure 6.

Since MNIST is a relatively simple database, it is usually
used to test whether the neural networks work. Although its accuracy is reduced by 0.65% compared with the exact LeNet, the approximate LeNet achieves good accuracy. It proves that the approximate network can converge and be used for image classification.

Compared with MNIST, Cifar10 is more complex. Two networks are applied to Cifar10, with exact or approximate convolution. The accuracies of different networks are shown in Table 5. It can be seen that for more complex data sets, approximate networks have brought errors compared with exact networks. Figure 5 and Figure 6 show the accuracy along with training. After 512 epoch, the accuracies of standard networks have already stopped increasing, while the approximate networks are still slowly rising. On the one hand, this reflects the slower training of the approximate network. On the other hand, it also shows that the accuracy of the approximate network can be better with more training. In fact, we continue training the approximate networks until the 2048 epoch, in which the increase is much slower, the results are shown in Table 5. Continued training brings a related better result, but it did not change our conclusion, that is, compared with the exact network, the training of approximate network is slower, and depending on the data set and network structure, the approximate network will bring different degrees of error.

4.3. Transfer Learning

Since MinConvNets are approximate to exact networks, we believe that the weights which have been well-trained on the exact networks can accelerate the convergence of the approximate network. Therefore, the transfer learning method is applied to train the approximate network.

The weights after 512 epoch trained in the standard network are used as the initial weights of the approximate network. Then the top-1 accuracy along with the training epochs are shown in Figure 5 and Figure 6. It can be seen from these figures that transfer learning can speed up the training of approximate networks. After 512 epoch training, the accuracy levels of the approximate network are almost the same as the exact networks. In addition, as shown in Table 5, with more training, such as 1024 epochs, the accuracy is closer to the standard network. In other words, there is negligible loss of accuracy in the approximate CNNs.

5. Conclusion

In order to speed up the CNNs, we reinterpret CNNs from the perspective of signals and systems, and propose a new structure named MinConvNets. In the convolutional layers of MinConvNets, the multiplication is approximated by an operation based on a minimum comparator, which is easier to be implemented or faster to be calculated. MinConvNets bring negligible loss of accuracy in the benchmark test.

In addition, the MinConvNets have shown that operations with errors can also generate good global inference results for CNNs, so that multiplication can be replaced by some simpler operation. This work shows that other operations can also extract features from images, and provides a new research direction for the acceleration technologies for neural networks.

This work is still in progress and various improvements are parts of future research. First, the main contribution of this work is to propose a new architecture, but do not measure the runtime performance. The proposed approximate operation can be implemented in different platforms, and it is necessary to measure the runtime performance on these platforms. Next, other approximate calculators can be applied. Some other more valuable approximate calculators may bring greater acceleration and structural optimization. Furthermore, MinConvNets are still based on original neural networks, such as using the same training methods as original ones. Since other operations can also extract features, it is possible to get out of the original framework and propose a more light image processing system in the future.
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