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ABSTRACT
Stereo matching is an essential subject in stereo vision architecture. Traditional framework composition consists of several constraints in stereo correspondences such as illumination variations in images and inadequate or non-uniform light due to uncontrollable environments. This work improves the local method stereo matching algorithm based on the dynamic cost computation method for depth measurement. This approach utilised modified dynamic cost computation in the matching cost. A modified census transform with dynamic histogram is used to provide the cost in the cost computation. The algorithm applied the fixed-window strategy with bilateral filtering to retain image depth information and edge in the cost aggregation stage. A winner takes all (WTA) optimisation and left-right check with adaptive bilateral median filtering are employed for disparity refinement. Based on the Middlebury benchmark dataset, the algorithm developed in this work has better accuracy and outperformed several other state-of-the-art algorithms.
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1. INTRODUCTION
The stereo-matching algorithm's development framework is a popular topic in the stereo vision architecture to obtain the disparity map. Several important applications apply the disparity map to acquire the object depth measurement, such as in medical image processing, 3D reconstruction, virtual reality, autonomous navigation, and many more [1]. The disparity estimation accuracy evaluation is quite crucial since small inaccuracies lead to no little impact on the result of the 3D application. Thus, it has been a targeted subject by many researchers [2]. The disparity accuracy assessment of the stereo matching algorithm can be compared with other state-of-the-art algorithms using the online evaluation platform such as Middlebury dataset [3]. Most of the algorithms established are based on the traditional framework of Schaefer and Szeliski, comprised of four stages; 1) Matching cost, 2) Aggregation of cost, 3) Disparity optimisation, and 4) Final disparity refinement [4]. The framework used an essential cost function of matching to measure the stereo images’ corresponding points from two or multiple perspectives [5].

The approach of each stereo matching algorithm can be categorised into three groups: local, global, and semi-global [6]. The local approach delivers a fast computation of cost using the pixel information comparison process between the nearby pixel, contributing to shorter processing time. The local method is mostly used in real-time applications, but it produces low disparity accuracy from mismatches, and high noise sensitivity. While global approach typically provides high accuracy of disparity map by producing the
disparities within the stereo vision system using energy function minimization process. The trade-off disadvantage of this approach is contributing to cost exhaustive, too complex and longer execution time. The third approach is the semi-global, which combines local and global approaches to a more balance disparity accuracy and differs based on the framework.

It is difficult to acquire accurate correspondences due to several factors, especially from low texture regions, radiometric differences from environment illumination variations, and blurry boundaries displayed due to poor segmentation methods. Several factors contributed to these problems, such as specular reflection and non-Lambertian surfaces [7]. The stereo camera light sensor also produced illumination differences, resulting in dissimilar intensity levels corresponding to the same point in 3D space. Besides that, the irregularity of the image captured from the stereo camera also caused radiometric differences. The properties from inconsistent multiple stereo cameras like Gaussian noise, salt, and pepper noise, gain setting, and vignetting are the main factors for radiometric differences.

An improved framework of the local stereo matching algorithm approach is developed to increase the disparity map accuracy based on modified dynamic cost computation. This work used a modified census transform (CT) with a dynamic histogram to provide the cost computation in the matching cost stage, while in the aggregated cost stage, it utilised a fixed-window strategy with bilateral filtering that efficiently retains image depth information and edge in the image. In the disparity selection and refinement stage, a winner-takes-all (WTA) optimisation and a consistency check of left and right with adaptive bilateral median filtering are employed. The rest of this article is organised as being as. Section 2 explained the illumination constraints. The methodology of the framework is shown in section 3. Section 4 will explain the experiment result and the discussion, while the conclusion is summarised in section 5.

2. ILLUMINATION VARIATIONS IN STERE \[ \text{CORRESPONDENCE} \]

The most challenging stereo matching constraint is to get accurate correspondence estimation information recovered from the 2D plane image due to several factors [8]. The basic stereo vision system used an essential cost function of matching to measure the corresponding stereo images’ corresponding points from two or multiple perspectives. It is challenging to establish accurate correspondences between pixels that lie inside low-textured image areas, as shown in Figure 1 for Teddy images left and right [9] due to different illumination environments, amongst other factors, which needs further complicated cost functions to solve the radiometric differences.
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Figure 1. Noise factors in stereo images from Middlebury Teddy dataset

One of the issues is the inconsistency in two points of stereo images that need to be matched. Many attributes contribute to the inconsistency problem because the intensity and colour are different according to the perspective of images that may cause by the other camera sensor characteristics because of camera sensor characteristics or image noise, vignetting, and slightly different settings. Radiometric pre-calibration can only compensate for some of these differences and is not possible in all situations. Among other differences that contributed are from the non-Lambertian surfaces of the reflected light from the camera's different viewing angle. It is quite challenging to determine an accurate stereo correspondence with stereo image pair’s viewpoint that consists of exposure to poor conditions and illumination variations [10]. The differences of viewpoint can be minimized by implementing a smaller stereo baseline; however, it will decrease the accuracy of geometric reconstruction. To obtain an accurate depth estimation, this constraint needs to be solved.

It is not easy to estimate accurate correspondences if each viewpoint image is captured under varying illumination and exposure conditions. An implementation of cross-scale pixel matching based on distance transform can improve these issues [11]. The researcher stated the disparity map output from this algorithm is robust at the boundary and low texture regions. Census transform is a noise-sensitive algorithm due to the algorithm executes brightness comparison between the center pixel with neighbouring pixels within a matching window [12]. The researcher proposed the upgraded Star-census transform executed with a symmetrical pattern of brightness comparison between the center pixel with neighbouring pixels divided by a
certain distance along with the matching window. Lim and Lee [13] proposed a fast stereo and robust Patchmatch-based matching under radiometric differences to acquire the disparity measurement from stereo images. That work showed the proposed framework outperforms better than conventional framework by 3.35 per cent of bad pixel errors and 4.71-27.24 times faster, separately. An algorithm utilises an adjustment to the pixel differences'; absolute differences (AD) with iterative guided filter also proposed by [14] focused on radiometric distortions improvement. An algorithm that exploits AD differences is linked together with CT also been developed to minimise the illumination variations effects. The increase of illumination differences contributes to the error matching rate increasing quickly, and thus affecting the disparity map accuracy.

3. PROPOSED FRAMEWORK

Fundamentally, the proposed stereo matching algorithm has been developed is illustrated in Figure 2. This framework utilises the disparity estimation of modified matching cost with dynamic histogram and census signature in the matching cost computation to produce a 2D depth map compared with a traditional framework by [15]. To accomplish the objective of this work, some processes will be conducted. The proposed work methodology consists of five main necessary stages, pre-processing, matching cost, aggregation of cost, disparity optimisation, and final disparity refinement. This framework of stereo images is pre-processed with the 1D Gaussian filter size 1 x 3 to smooth the original images as in (1):

\[ G_f(x) = \exp\left(-\frac{x^2}{2\sigma^2}\right) \]  

where \( x \) is the relative coordinate to the center of kernel and \( \sigma \) is the filter standard deviation.

The algorithm generates sub-histogram partition, the gray level allocation for dividing each sub-histogram and employing equalisation [16] in the matching cost computation. The partitions of the sub-histogram are based on local minima parameters. Again, a 1D Gaussian filter size 1x3 is utilised on the main histogram to eliminate unnecessary minima. Afterwards, it creates partitions of sub-histogram based on the points that fall between two local minima, which by default the non-zero histogram of first and last are measured as minima [17]. The partitions will shun domination by some part of the histogram to others. Each sub-histogram is allocated with a specific range of gray level values that spanned an output image’s histogram. The gray level allocation is determined based on the gray level span ratio in each occupied sub-histogram. This will avoid over or under enhancement to the stereo image because equalisation works separately on each sub-histogram, as in (2).

\[ Y(x,y) = \sum_{k=0}^{i-1} range_{k+1} + (\sum_{k=i}^{i} range_{k} - \sum_{k=i}^{i-1} range_{k+1}) \times \sum_{k=1}^{i} \frac{n_k}{M} \]  

Where the \( Y(x,y) \) the output dynamic histogram.

The range presents the dynamic range for the histogram while \( n_k \) is the quantity of pixels with the intensities of \( k \), and \( M \) is the total of pixels. The approach avoids both gray levels of dissimilar sub-histograms mapped to the identical value of gray level in the image output mainly due to the sequential, non-overlapping and specific grey level ranges. So, there is no loss of important information in image details [18]. CT is a non-parametric local transform formula with a local intensity relationship between center pixel and near pixels inside a matching window [19]. The matching window is defined as \((2u+1) \times (2v+1)\), so the equation can be presented as (3) and (4) from the \( Y(x,y) \) for both reference and target image:
The final map. Unnecessary noises can be worked from the reference disparity map of the image, which corresponds to the right disparity map’s target image. Thus, utilising the similar strategy employed by [21]. Based on their works, the disparity maps output during this stage still producing error. The aim is to produce the minimum error in the textureless and occluded regions. The expression of WTA is delivered by (9).

\[ d = \arg \min_{d \in d_x} CA(p, d) \]  

(9)

Where the minimum cost of \( d \) from cost aggregation is selected, the cost aggregation signifies the range of allowable disparity values.

The final stage of this work comprises the post-processing step defined as final disparity refinement. This approach is worked from the reference disparity map of the image, which corresponds to the right disparity map’s target image. Thus, utilising the similar strategy employed by [22], the location of point \( p \) for disparity validation map is expressed by (10).

\[ d(p) = \begin{cases} 
1, & \text{if } |d_{LB}(p) - d_{RL}(p - d_{LB}(p))| \leq \tau_{LR} \\
0, & \text{otherwise}
\end{cases} \]

(10)

Where \( d_{LB} \) and \( d_{RL} \) signify reference and target of the disparity maps. The map comprises the disparity location of valid (i.e., 0=iner) and invalid (i.e., 1=outlier). In this work, the \( \tau_{LR} \) is fixed to zero that have a similar setting with [23]. The aim is to produce the minimum error in the final map. Unnecessary noises can be removed using the adaptive bilateral median filter (ABMF) of \( B(p,q) \). The ABMF was employed as in [24] as in (8). Their work attained a great accuracy level on the removal of noise. Corresponding to (8) and (10), the value of weighted \( B(p, q) \) is adjusted to a summation of the histogram \( (p, d) \) that contributes to (11).

\[ h(p, d_x) = \sum_{q \in W_{p|d(q)=d_x}} B(p, q) \]

(11)
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Where \( d_i \) indicates disparity range and \( w_x \) represents the size of matching window, including the \( z \times z \) radius at the centred of \( p \) pixel. The median of \( h(p, d) \) valued finalised the disparity value \( d' \) given by (12):

\[
d' = \text{med}\{d|h(p, d_x)\}
\]

(12)

The algorithm’s quantitative and qualitative performance analysis will be employed using the Middlebury vision benchmark dataset by computing the bad pixel error as in (13). Middlebury dataset was established by [4], that comprises 15 training set images. The level assessment of accuracy for each image depends on two parameters (i.e., bad pixels among all pixels in non-occluded areas (nonocc) and all pixels detected as valid pixels (all). The lower bad pixel percentage for the stereo matching algorithm will better disparity map accuracy, allowing the algorithm’s accuracy to be assessed objectively [25].

\[
B = \frac{1}{N} \sum_{(x,y)} |d_r(x,y) - d_f(x,y)| > \delta_d
\]

(13)

Where \( \delta_0 \) (eval bad thresh) is a disparity error tolerance, for this work, we used \( \delta_0 = 1.0 \). \( N \) is the total of pixels.

4. EXPERIMENT RESULTS AND DISCUSSION

All experiments for this work are performed using the Window 10 platform on desktop personal computer (PC) with Intel Xeon 2.6 GHz processor with 64 GB memory. The Middlebury dataset was documented from real surroundings of indoor and outdoor utilising a stereo vision architecture. Therefore, the architecture and system include very complicated and challenging images for framework evaluation. Figure 3 shows the comparison disparity map matching result on the Middlebury images ‘Motorcycle’, ‘Playtable’ and ‘Vintage’ images, Figures 3 (a) Reference image, (b) Ground-truth, (c) binary stereo matching (BSM), (d) intrinsic curve stereo matching (ICSG), (e) adaptive support weight with guided filter (ISM), (f) adaptive support weight and guided filter (ADSR_GIF), (g) removed normal cross correlation (R-NCC), (h) Proposed framework between several established frameworks such as binary stereo matching (BSM) [26], intrinsic curve stereo matching (ICSG) [27], gradient matching with iterative guided filter (ISM) [28], adaptive support weight with guided filter (ADSR_GIF) [29] and modified network coordination centre (R-NCC) [30]. The object scenes located at the depth are designated step by step, increasing the disparity values based on the final value from closer to farther according to colours assignment.

Although the disparity map for the developed framework is not entirely smoothed than ISM and ADSR_GIF, the uniform and border surface area produces better matching detection. The low texture that contributes mismatching process caused by the plain colour and textureless surface regions and sometimes also produced a constant luminance in large areas is marked in the red box compared with other frameworks shown in Figure 3. The disparity map also shows no streak artefacts, which usually occur in the local method stereo matching framework. The framework performed poorly at low texture regions and occlusion areas, as shown around the yellow box marking. Consequently, it is more difficult and very tricky to develop the algorithm in larger low texture regions due to pixel intensities’ likeness to each other. By visually evaluating the developed algorithm’s disparity map, the framework able to improve the edge-preserving properties in the disparity map and robust against the illumination variation and discontinuities areas. The disparity maps result has proved the algorithm framework improved the disparity map accuracy compared with other state-of-the-art methods.

![Figure 3. Disparity map comparison for Middlebury dataset ‘Motorcycle’, ‘Playtable’ and ‘Vintage’ images, (a) reference image, (b) ground-truth, (c) BSM, (d) ICSG, (e) ISM, (f) ADSR_GIF, (g) R-NCC, and (h) proposed framework.](image-url)
Table 1 presents the Middlebury quantitative evaluation of the developed algorithm compared with several other frameworks. The accomplishment of the proposed framework from the experiment has been measured and compared with other local frameworks in the Middlebury Dataset. The outcomes show the framework is among the lowest average errors that signify the proposed accuracy accomplishment competitiveness. All the compared algorithm except the proposed algorithm developed without the preprocessing stage and dynamic histogram matching cost. It indicates that the developed framework is placed at the top of the comparison table, producing 41.0% and 33.0% of all and nonocc errors-the second method contributed by ADSR_GIF and trailed by ISM, ICSG, BSM and R-NCC. The developed framework decreases in all errors with 5%-10% and nonocc errors with 3%-5%, respectively, compared to the other frameworks. The framework also shows a promising result of bad pixel error for images containing illumination variations and radiometric differences such as ‘Recycle’, ‘Teddy’ and ‘Vintage’. The preprocessing stage with the matching costs in the proposed framework is robust against the illumination variations, recognizing the regions with different intensity and brightness. The modified dynamic cost of matching cost computation presents a fine contour of disparity levels with the lowest noise displayed on the image. Additionally, the bilateral and median filter adoption also increased the efficiency and preserved the edges of an object.

| Method | BSM | ISM | ADSR_GIF | R-NCC | Proposed |
|--------|-----|-----|----------|-------|----------|
|        | Nonocc | All | Nonocc | All | Nonocc | All | Nonocc | All | Nonocc | All |
| Adiron | 59.8  | 39.0 | 48.7  | 50.9 | 37.3  | 40.0 | 43.6  | 40.0 | 26.2  | 54.3 | 29.7 | 35.2 |
| ArtL | 25.8  | 43.9 | 15.1  | 27.2 | 28.8  | 37.1 | 18.6  | 31.1 | 14.8  | 35.3 | 22.8 | 38.5 |
| Jadepl | 27.9  | 54.9 | 44.9  | 56.4 | 45.5  | 54.4 | 36.7  | 49.1 | 30.2  | 61.9 | 38.2 | 52.0 |
| Motor | 38.9  | 38.3 | 29.1  | 34.4 | 32.1  | 36.3 | 24.6  | 39.3 | 30.9  | 25.7 | 27.4 | 34.9 |
| MotorE | 60.6  | 37.1 | 25.2  | 30.2 | 34.3  | 38.5 | 58.6  | 45.1 | 72.9  | 30.2 | 26.1 | 33.8 |
| Piano | 33.3  | 43.9 | 37.3  | 41.2 | 44.7  | 48.1 | 22.8  | 42.3 | 41.6  | 46.2 | 35.6 | 40.5 |
| PianoL | 46.9  | 64.2 | 53.6  | 56.4 | 53.1  | 56.1 | 56.3  | 62.2 | 77.7  | 61.2 | 47.6 | 51.5 |
| Pipes | 37.3  | 42.2 | 31.9  | 41.8 | 34.2  | 43.1 | 49.7  | 35.1 | 64.1  | 46.7 | 26.7 | 38.7 |
| Playrm | 26.3  | 54.0 | 49.6  | 55.8 | 44.6  | 50.9 | 18.7  | 48.1 | 27.4  | 67.4 | 43.3 | 50.9 |
| Playt | 64.8  | 61.5 | 62.3  | 65.3 | 59.8  | 62.3 | 56.0  | 55.6 | 59.1  | 45.0 | 52.0 | 56.9 |
| PlaytP | 51.5  | 46.9 | 30.5  | 33.3 | 44.5  | 48.5 | 48.5  | 42.1 | 71.9  | 36.8 | 34.1 | 40.9 |
| Recyc | 42.6  | 39.1 | 44.9  | 47.3 | 38.1  | 40.5 | 32.2  | 39.1 | 50.9  | 47.6 | 30.7 | 35.7 |
| Shelves | 45.2  | 60.9 | 60.1  | 61.2 | 51.8  | 53.0 | 24.5  | 55.2 | 33.9  | 53.4 | 57.1 | 59.7 |
| Teddy | 42.8  | 24.5 | 17.5  | 24.2 | 22.0  | 27.3 | 36.3  | 17.9 | 78.2  | 24.7 | 15.5 | 24.3 |
| Vintage | 66.6  | 59.9 | 68.1  | 70.0 | 55.0  | 57.7 | 79.1  | 61.8 | 80.8  | 81.5 | 52.4 | 56.2 |
| Avg | 41.5  | 44.8 | 37.7  | 43.3 | 39.5  | 44.3 | 37.1  | 41.8 | 48.4  | 45.1 | 33.0 | 41.0 |

5. CONCLUSION

A new local framework of stereo matching based on improved modified dynamic cost was explained in this paper, mainly on the stereo correspondence illumination variations issue, the methodology and disparity map performance. The algorithm consists of five steps: Pre-processing using a Gaussian filter and a modified dynamic histogram with a census signature of matching cost with adaptive bilateral filter as cost aggregation. WTA optimisation is used as disparity selection, while consistency check for left and right with combination adaptive bilateral median filter is used as the final disparity refinement. The disparity map obtained shown better performance around the uniform and border surface. The accuracy accomplishment is competitive compared with several other state-of-the-art frameworks from the Middlebury evaluation platform. In the future, a local texture histogram analysis would be adopted to the proposed algorithm, which will improve the low texture region effectively.
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