Quantum phase transitions of the Dirac oscillator in the Anti-Snyder model
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We obtain exact solutions of the (2+1) dimensional Dirac oscillator in a homogeneous magnetic field within the Anti-Snyder modified uncertainty relation characterized by a momentum cut-off ($p \leq p_{\text{max}} = 1/\sqrt{3}$). In ordinary quantum mechanics ($\beta \to 0$) this system is known to have a single left-right chiral quantum phase transition (QPT). We show that a finite momentum cut-off modifies the spectrum introducing additional quantum phase transitions. It is also shown that the presence of momentum cut-off modifies the degeneracy of the states.
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I. INTRODUCTION

In recent years quantum mechanical models based on modified commutation relations (MCR) have been studied by many authors. Usually MCR’s involve a minimum position uncertainty leading to a minimal length $\frac{\hbar}{2}$ ($h/\sqrt{3}$). But there are also MCR’s which lead to a maximum momentum $\frac{1}{\sqrt{3}}$ ($1/\sqrt{3}$). A number of quantum mechanical models in the presence of a maximum momentum parameter have also been investigated. The main reason for studying quantum mechanical models with MCR is that the spectrum gets modified because of the presence of a minimum length/maximum momentum parameter which may eventually be detected in low energy experiments.

The Dirac oscillator in the presence of a homogeneous magnetic field is one of the few exactly solvable problems in relativistic quantum mechanics. This combined system is known to exhibit a quantum chirality phase transition whenever the magnetic field strength exceeds a critical value. Such system has received quite a lot of attention also in view of the possible applications to the physics of recently discovered materials like graphene, germanene, and silicene. Indeed it has been known that, in these materials, at the $K$, $K'$ points of the Brillouin zone the charge carriers are described by an effective 2 dimensional Dirac equation. The Dirac oscillator coupling has been proposed to arise from the interaction of the charge carriers with an effective internal magnetic field due to collective motion of the electrons in the planar hexagonal lattice of the carbon atoms.

This system has also been studied in the presence of a minimal length as well as in non-commutative space. In all these cases it was shown that there are a multitude of quantum phase transitions depending on the minimal length/non-commutative parameters. In this work our objective is to study again the same system but in the Anti-Snyder space i.e., under a MCR which incorporates a momentum cut-off. One reason why we have taken up this model is that in contrast to the minimum length scenario in the present case the presence of a maximum momentum parameter changes the nature of the spectrum from an infinite one to a finite one. Consequently it is of interest to examine how the quantum phase transitions are influenced by the maximum momentum parameter.

We will show that in the Anti-Snyder model the (2+1)-dimensional Dirac oscillator of frequency $\omega$ in an external magnetic field ($B_0$) admits a finite and bounded spectrum (of bound states). Similarly to what has been found in ref. 36 we find that the excited energy levels can be classified in two classes one of which disappears in the ordinary quantum mechanical limit, $\beta \to 0$, and whose corresponding states are characterised by the presence of quantum phase transitions which accumulate towards the critical field $B_0 = \frac{2\omega Mc}{e}$. The other class of levels does not disappear in the ordinary quantum mechanical limit, $\beta \to 0$, and indeed reduces to the known spectrum of the system in this limit. We postpone the discussion of the continuum states to a future work.

We would also like to recall that recently the one dimensional version of the Dirac oscillator has been realised in the laboratory. In addition practicable prospects of realising soon the two dimensional version of the Dirac oscillator have also been reported in the literature. The exact solutions presented here may have then a direct relevance to the physics of experimentally accessible 2-dimensional systems which have received a lot of attention recently in the literature.

The rest of the paper is organised as follows: Sec. II introduces the Anti-Snyder model and defines the problem; Sec. III describes the transformation of the problem to a Pöschl-Teller potential; Sec. IV and Sec. V present the explicit solutions respectively in the case of weak and strong magnetic field. Sec. VI gives a discussion of the main properties of the spectrum and the quantum phase transitions. Finally Sec. VII presents the conclusions.
II. FORMULATION OF THE PROBLEM

Let us first present the basic facts about the Anti-Snyder space. The commutation relations between the coordinates \((\hat{x}_i, \hat{p}_j)\) are given by [11]:

\[
\begin{align*}
[\hat{x}_i, \hat{x}_j] &= 2i\hbar\beta(1 - \beta^2)p^2\epsilon_{ijk}L_k, \\
[\hat{x}_i, \hat{p}_j] &= 0, \\
[\hat{p}_i, \hat{p}_j] &= i\hbar\delta_{ij}(1 - \beta p^2), \\
[\hat{x}_i, \hat{L}_j] &= i\hbar\epsilon_{ijk}\hat{p}_k, \\
[\hat{L}_i, \hat{L}_j] &= i\hbar\epsilon_{ijk}\hat{x}_k,
\end{align*}
\]
(1)

where \(L_i = \frac{1}{\beta^2 p^2}\epsilon_{ijk}\hat{x}_j\hat{p}_k\). A representation of the operators \(\hat{x}_i\) and \(\hat{p}_i\) can be taken as

\[
\hat{x}_i = i\hbar(1 - \beta p^2)\frac{\partial}{\partial p_i}, \quad \hat{p}_i = p_i
\]
(2)

It may be pointed out that in the present case the scalar product is defined as

\[
\langle f | g \rangle = \int_0^\infty \frac{d^2p}{(1 - \beta^2p^2)} f^\ast(p)g(p)
\]
(3)

Let us now consider the Hamiltonian corresponding to \((2 + 1)\) dimensional Dirac oscillator in the presence of a homogeneous magnetic field \(B = (0, 0, B_0)\). In the Anti-Snyder space the corresponding Hamiltonian is given by

\[
H = c\sigma \cdot (\hat{p} - iM\omega\sigma_z\hat{x} + \frac{\epsilon}{c}\hat{A}) + \sigma_z Mc^2,
\]
(4)

where \(\sigma = (\sigma_x, \sigma_y)\) and \(\hat{A} = (-B_0\hat{y}/2, B_0\hat{x}/2, 0)\) denote the Pauli matrices and the vector potential respectively. We shall now solve the eigenvalue equation corresponding to the Hamiltonian \([4]\). The eigenvalue problem reads

\[
H\psi = \left(\begin{array}{cc}
Mc^2 & cP_- \\
cP_+ & -Mc^2
\end{array}\right)\left(\begin{array}{c}
\psi^{(1)} \\
\psi^{(2)}
\end{array}\right) = E\left(\begin{array}{c}
\psi^{(1)} \\
\psi^{(2)}
\end{array}\right)
\]

or

\[
cP_-\psi^{(2)} = \epsilon_-\psi^{(1)}
\]

\[
cP_+\psi^{(1)} = \epsilon_+\psi^{(2)}
\]

(6a)

(6b)

where \(\epsilon_\pm = E \pm Mc^2\) and the operators \(P_\pm\) are given by

\[
\begin{align*}
P_+ &= e^{+i\phi}\left[p - \lambda(1 - \beta p^2)\left(\frac{\partial}{\partial p} + \frac{i}{\beta}\frac{\partial}{\partial \phi}\right)\right], \\
P_- &= e^{-i\phi}\left[p + \lambda(1 - \beta p^2)\left(\frac{\partial}{\partial p} - \frac{i}{\beta}\frac{\partial}{\partial \phi}\right)\right],
\end{align*}
\]
(7)

with

\[
\lambda = \frac{\hbar B_0}{2c} - M\hbar\omega = M\hbar(\omega_c - \omega), \quad \omega_c = \frac{eB_0}{2Mc}
\]
(8)

\[
p_x = p\cos\phi, \quad p_y = p\sin\phi, \quad p_x^2 + p_y^2 = p^2
\]
(9)

From Eq. \([8]\) it is seen that depending on the strength of the magnetic field (in comparison to the oscillator strength), \(\lambda\) can either be positive or negative.

III. TRANSFORMATION TO A PÖSCHL-TELLER II POTENTIAL

In order to solve the eigenvalue problem in Eq. \([6]\) we proceed as follows:

\[
\begin{align*}
\psi^{(1)} &= e^{im\phi}\varphi^{(1)}_m(p), \\
\psi^{(2)} &= e^{i(m+1)\phi}\varphi^{(2)}_m(p)
\end{align*}
\]
(10)

where \(m = 0, \pm 1, \pm 2, \ldots\) denotes the angular momentum quantum number in the \(p\) space.

Now applying the operator \(H\) from the left on Eq. \([5]\), the eigenvalue equations for the components \(\psi^{(1,2)}\) can be found as:

\[
\begin{align*}
P_-P_+\psi^{(1)} &= c^2\psi^{(1)}, \\
P_+P_-\psi^{(2)} &= c^2\psi^{(2)},
\end{align*}
\]

\[
\epsilon^2 = \frac{E^2 - M^2c^4}{c^2} = \frac{\epsilon_+\epsilon_-}{c^2}.
\]

(11c)

With a little algebra then the above Eqs. \([11a, 11b]\) can be put in the following form:

\[
\begin{align*}
-f(p)\frac{d^2\varphi^{(1)}}{dp^2} + g(p)\frac{d\varphi^{(1)}}{dp} + h_1(p)\varphi^{(1)} &= (c^2/\beta\lambda)^2\varphi^{(1)} \\
-f(p)\frac{d^2\varphi^{(2)}}{dp^2} + g(p)\frac{d\varphi^{(2)}}{dp} + h_2(p)\varphi^{(2)} &= (c^2/\beta\lambda)^2\varphi^{(2)}
\end{align*}
\]

(12)

(13)

where

\[
f(p) = \frac{(1 - \beta p^2)^2}{\beta}
\]

\[
g(p) = (1 - \beta p^2)\left[2p - \frac{(1 - \beta p^2)}{\beta p}\right]
\]

\[
h_1(p) = \frac{p^2}{\beta\lambda^2} + \frac{(1 - \beta p^2)^2(2m + 2 - 2m\beta\lambda)}{\beta^2\lambda^2} + \frac{(1 - \beta p^2)^2m^2}{\beta^2p^2}
\]

\[
h_2(p) = \frac{p^2}{\beta\lambda^2} + \frac{(2m + 2m\beta\lambda + 2\beta\lambda)(1 - \beta p^2)^2}{\beta^2\lambda^2} + \frac{(m + 1)^2(1 - \beta p^2)^2}{\beta^2p^2}
\]

(14)

(15)

In order to solve the equations \([12]\) and \([13]\) we perform the transformations

\[
\varphi^{(1,2)}(p) = \rho(p)\phi_{1,2}(p), \quad q = \int \frac{1}{\sqrt{f(p)}} dp
\]

(16)

\[
\rho(p) = e^{\int \chi(p) dp}, \quad \chi(p) = \frac{f^2 + 2g}{4f}
\]

(17)

namely

\[
\varphi^{(1,2)}(p) = p^{1/2}\phi_{1,2}(p), \quad q = \tanh^{-1}(\sqrt{\beta}p)
\]

(18)
and obtain from Eqs. (12) and (13)
\[
\left[ -\frac{d^2}{dq^2} + V_i(q) \right] \phi_i(q) = k^2 \phi_i(q), \quad i = 1, 2 \tag{19a}
\]
\[
k^2 = \frac{\epsilon^2 - 1/\beta}{\beta \lambda^2}. \tag{19b}
\]
Eq. (19a) is effectively an one dimensional Schrödinger equation with a potential given by
\[
V_1(q) = -\frac{(2 + \beta \lambda + 2m\beta)(-2 + 3\beta \lambda + 2m\beta)}{4\beta^2 \lambda^2} \text{sech}^2 q + (m - \frac{1}{2})(m + \frac{1}{2}) \text{cosh}^2 q, \quad 0 < q < \infty \tag{20}
\]
\[
V_2(q) = -\frac{(2 - \beta \lambda + 2m\beta)(-2 + \beta \lambda + 2m\beta)}{4\beta^2 \lambda^2} \text{sech}^2 q + (m + \frac{1}{2})(m - 3\frac{3}{2}) \text{cosh}^2 q, \quad 0 < q < \infty \tag{21}
\]
It may be noted that the potentials (20) and (21) can be identified with the Pöschl-Teller potential II of the form
\[
U(x) = -A(x + 1) \text{sech}^2 x + B(B - 1) \text{cosh}^2 x, \quad 0 < x < \infty, \quad A > B > 0 \tag{22}
\]
The above potential is exactly solvable. The eigenvalues and the corresponding (unnormalised) eigenfunctions of the Schrödinger eigenvalue problem as in Eq. (19a) are given by (32) (33):
\[
k_n^2 = -(A - B - 2n)^2, \quad n = 0, 1, 2, ..., < \frac{A - B}{2}, \tag{23a}
\]
\[
\phi_n = N(\cosh 2x - 1)^{B/2}(\cosh 2x + 1)^{-A/2} \times 2F_1(-n, B = A + n; B + 1/2, 1 - \cosh 2x) \tag{23b}
\]
where \(2F_1(-n, B = A + n; B + 1/2, 1 - \cosh 2x)\) is the hypergeometric function, and \(N\) a normalisation constant. Note that the conditions \(A > B > 0\) are required for the wave functions to be normalizable. Now identifying the potential (21) with the one in (22) we have to solve the following two systems of quadratic equations in the unknown quantities \((A_1, B_1)\) and \((A_2, B_2)\):
\[
A_1(A_1 + 1) = \frac{(-2 + \beta \lambda + 2m\beta)(-2 + 3\beta \lambda + 2m\beta)}{4\beta^2 \lambda^2}, \tag{24a}
\]
\[
B_1(B_1 - 1) = (m - \frac{1}{2})(m + \frac{1}{2}); \tag{24b}
\]
\[
A_2(A_2 + 1) = \frac{(-2 - \beta \lambda + 2m\beta)(-2 + \beta \lambda + 2m\beta)}{4\beta^2 \lambda^2}, \tag{24c}
\]
\[
B_2(B_2 - 1) = (m + \frac{1}{2})(m + \frac{3}{2}). \tag{24d}
\]
Each system admits four solutions \((a, b, c, d)\) which are shown in Table I and Table II (first and second columns). In order to ensure that the resulting wave functions are normalizable it is necessary to impose the conditions \(A_j > B_j > 0\) for \(j = 1, 2\) whose resulting constraints are shown in the third and fourth columns of Table I and Table II.

Before discussing the explicit general solutions for the eigenvalues and wavefunctions based on the above results we conclude this section by a separate discussion of the zero modes, e.g. the states with energy \(E = \pm Mc^2\) (or \(E = 0\) in the massless case). Such states can be identified solving explicitly the first order equations in Eq. (3) which read:
\[
cP_-\psi^{(2)} = (E - Mc^2)\psi^{(1)} \tag{24a}
\]
\[
cP_+\psi^{(1)} = (E + Mc^2)\psi^{(2)} \tag{24b}
\]
From Eqs. (24) it is seen that the eigenfunctions corresponding to the eigenvalues \(E = \pm Mc^2\) are correctly identified by the following set of conditions:
\[
E = +Mc^2, \quad \rightarrow \psi^{(2)} = 0, \quad P_+\psi^{(1)} = 0 \tag{25a}
\]
\[
E = -Mc^2, \quad \rightarrow \psi^{(1)} = 0, \quad P_-\psi^{(2)} = 0 \tag{25b}
\]
The corresponding first order differential equations are readily solved explicitly. Using Eq. (3) it can be shown that the acceptable (normalizable) solutions of Eq. (25a) are given by
\[
\psi = Ne^{im\theta} \left( \begin{array}{c} \varphi^{(1)} \\ 0 \end{array} \right), \quad E = +Mc^2, \quad \varphi^{(1)} = p^m (1 - \beta \rho^2)^{-\frac{1}{2m}} \quad m \geq 0, \quad \lambda < 0, \tag{26}
\]
where \(N\) is a normalization constant. Similarly Eq. (25b) is solved by:
\[
\psi = Ne^{i(m+1)\theta} \left( \begin{array}{c} 0 \\ \varphi^{(2)} \end{array} \right), \quad E = -Mc^2, \quad \varphi^{(2)} = p^{-(m+1)} (1 - \beta \rho^2)^{\frac{1}{2m}} \quad m \leq -1, \quad \lambda > 0, \tag{27}
\]
where \(N\) is again a normalization constant. We then realize that when \(\lambda < 0\) there is a zero mode at \(E = +Mc^2\) while for \(\lambda > 0\) the zero mode is in the negative branch of the spectrum. In both cases the zero mode is infinitely degenerate with respect to the angular quantum number \(m\).

IV. WEAK MAGNETIC FIELD (\(\omega_c < \omega, \lambda < 0\))

Having discussed the zero modes explicitly in the previous section we now turn our attention to the general excited states, starting from the region of negative values of \(\lambda\).

(i) States of finite degeneracy
We start considering solutions \((a)\) in Table I and Table II. The reduced eigenvalues \(k_n^2\) (last column), for both components \(\phi_{1,2}\) are obtained using the solutions of \(A_1, B_1, A_2, B_2\) (third and fourth columns) in the eigenvalue relation in Eq. (25a). In this case we have
\[
A_1 - B_1 = A_2 - B_2 = -1/(2\beta\lambda) + m \quad \text{so that the eigenvalues of the two components match using for each one of them the same radial quantum number } n. \text{ We must however take the intersection of the ranges of the angular quantum number } m \text{ from Table I and Table II. In this context we note that}
\[
\left\{ \frac{1}{2\beta\lambda} < m \leq 0 \right\} \cap \left\{ \frac{1}{2\beta\lambda} < m \leq -1 \right\} = \{ \frac{1}{2\beta\lambda} < m \leq -1 \}
\]
Note also that this implies in particular \( \frac{1}{2\beta\lambda} < -1 \) which, since here \( \lambda \) is negative, translates into a global condition \( -\frac{1}{2\beta} < \lambda \) (i.e. valid for both components). All negative values \( \lambda < -\frac{1}{2\beta} \) which would have been allowed for the solution of the upper component (Table I) must be excluded when matching with the solution of the lower component which requires \( -\frac{1}{2\beta} < \lambda \).

We then finally get:
\[
k^2_{n,m} = -4 \left( -\frac{1}{2\beta\lambda} + m - n \right)^2 , \quad -\frac{1}{2\beta} < \lambda < 0 \quad \text{for } n = 1, \ldots, \left\lfloor -\frac{1}{2\beta\lambda} + m \right\rfloor, \quad \frac{1}{2\beta\lambda} < m \leq -1
\]

As in the case of the solutions (a) while the condition in the third column of Table I is always satisfied (being \( \lambda < 0 \) the same condition on Table II) \( \frac{1}{2\beta\lambda} < -1 \), implies \( -\frac{1}{2\beta} < \lambda \) translates into a global condition (i.e. valid for both components). Again, all negative values \( \lambda < -\frac{1}{2\beta} \) which would have been allowed for the solution of the upper component (Table I) must be excluded when
matching with the solution of the lower component which requires $-\frac{1}{2\beta} < \lambda$.

We then finally get:

$$k_{n,m}^2 = -4 \left( -\frac{1}{2\beta^2} - n \right)^2, \quad -\frac{1}{2\beta} < \lambda < 0 \quad (n = 1, \ldots < -\frac{1}{2\beta}, m \geq 0)$$ (29)

with the eigenvalue $E_{n,m}$ of the Dirac problem computed via Eqs. (23a,19b) and the corresponding upper and lower components of the spinor solution with the radial quantum number $n$ shifted by one unit, e.g. $\varphi_n^{(1)}$ with $\varphi_n^{(2)}$.

The full spinor solutions in the region $-\frac{1}{2\beta} < \lambda < 0$, corresponding to cases (a) (finite degeneracy, Eq. (28)) and (b) (infinite degeneracy, Eq. (29)) illustrated in the above detailed discussion, are explicitly written down in the following Eqs. (30,31), in terms of unspecified normalisation constants $C_{\cdot\cdot}, C'_{\cdot\cdot}$.

$$E_{n,m} = c \sqrt{M^2 c^2 + \frac{1}{\beta^2} - 4\beta \lambda^2 (-\frac{1}{2\beta^2} + m - n)^2}, \quad \psi_{n,m} = C_{\cdot} \left(\begin{array}{c} e^{\pm im \varphi} \\ e^{\mp (m+1) \varphi} \end{array}\right) \varphi_{n,m}^{(1)}, \quad n = 1, \ldots, < -\frac{1}{2\beta} + m, \quad j = 1, 2$$ (30)

$$E_{n,m} = c \sqrt{M^2 c^2 + \frac{1}{\beta^2} - 4\beta \lambda^2 (-\frac{1}{2\beta^2} + n)^2}, \quad \psi_{n,m} = C'_{\cdot} \left(\begin{array}{c} e^{+im \varphi} \\ e^{+(m+1) \varphi} \end{array}\right) \varphi_{n,m}^{(1)} \varphi_{n,m}^{(2)}, \quad n = 1, \ldots, < -\frac{1}{2\beta} + m, \quad j = 1, 2$$ (31)

V. STRONG MAGNETIC FIELD ($\tilde{\omega}_c > \omega, \lambda > 0$)

We now discuss the spectrum in the case when the magnetic field is such that the corresponding cyclotron frequency $\tilde{\omega}_c$ is larger than the Dirac oscillator frequency $\omega$ which amounts to requiring $\lambda > 0$.

While the procedure is quite similar to the one exposed in the previous section the corresponding spectrum turns out to have important differences relative to the previous case. Such differences are responsible for the quantum phase transition(s).

(i) States of infinite degeneracy.

We now turn our focus on solutions (c) of Table I and Table II. The reduced eigenvalues $k_{n,m}^2$ (last column), for both components $\phi_{1,2}$ are obtained again using the solutions of $A_1, B_1$, and $A_2, B_2$ (third and fourth columns) in the eigenvalue relation in Eq. (23a). Now we have $A_1 - B_1 = \frac{1}{\beta^2} - 2$ and $A_2 - B_2 = 1/(\beta \lambda)$. We see then that the eigenvalues (last column) do not match if we use for both components the same radial quantum number $n$. This implies that in writing a spinor solution of the Dirac problem we must connect components with the radial quantum numbers shifted by one unit: e.g. $\varphi_{n-1}^{(1)}$ with $\varphi_n^{(2)}$. Again we must take as acceptable only the intersection of the ranges of the angular quantum number $m$ from Table II and Table III. Thus:

$$\{m \leq 0\} \cap \{m \leq -1\} \implies \{m \leq -1\}$$

As in the case of the solutions (b) while the condition in the third column of Table II is always satisfied (being $\lambda > 0$) the same condition on Table III $\lambda > 0$, implies $\lambda < \frac{1}{2\beta}$ and translates into a global condition (i.e. which must be valid for both components). Again, all positive values $\lambda > \frac{1}{2\beta}$ which would have been allowed for the solution of the lower component (Table II) must be excluded when matching with the solution of the upper component which requires $\lambda < \frac{1}{2\beta}$.

We then finally get:

$$k_{n,m}^2 = -4 \left( -\frac{1}{2\beta^2} - n \right)^2, \quad n = 1, \ldots < -\frac{1}{2\beta}, \quad -\infty < m \leq -1$$ (32)

with the eigenvalue $E_{n,m}$ of the Dirac problem computed via Eqs. (23a,19b) and the corresponding upper and lower components of the spinor solution with the radial quantum number $n$ shifted by one unit, e.g. $\varphi_n^{(1)}$ with $\varphi_n^{(2)}$.

(ii) States of finite degeneracy.

We are now left with the solutions (d) in Table II and Table III. The reduced eigenvalues $k_{n,m}^2$ (last column), for both components $\phi_{1,2}$ are obtained using the solutions of $A_1, B_1$, and $A_2, B_2$ (third and fourth columns) in the eigenvalue relation in Eq. (23a). In this case we have $A_1 - B_1 = A_2 - B_2 = 1/(2\beta \lambda) - 2 - 2m$ so that the eigenvalues of the two components match using for each one of them the same radial quantum number $n$. We must however take the intersection of the ranges of the
angular quantum number $m$ from Table I and Table II. In this context we note that

$$\left\{ 0 \leq m < \frac{1}{2\beta} - 1 \right\} \cap \left\{ -1 \leq m < \frac{1}{2\beta} - 1 \right\}$$

$$\Rightarrow \left\{ 0 \leq m < \frac{1}{2\beta} - 1 \right\}$$

Note also that this implies in particular $\frac{1}{2\beta} > 1$ which, since here $\lambda$ is positive, translates into a global condition $\lambda < \frac{1}{2\beta}$ (i.e. valid for both components). All positive values $\lambda > \frac{1}{2\beta}$ which would have been allowed for the solution of the lower component (Table I) must be excluded when matching with the solution of the upper component which requires $\lambda < \frac{1}{2\beta}$.

$$E_{n,m} = c \sqrt{M^2 c^2 + \frac{1}{\beta} - 4\beta^2 \lambda^2 \left( \frac{1}{2\beta} - n \right)^2}, \quad \psi_{n,m} = C_+ \left( \frac{e^{+im\theta}}{2m\lambda} \varphi_{n-1,m}^{(1)} \right), \quad n = 1, ..., < \frac{1}{2\beta}$$

$$\varphi_{n,m}^{(j)} = p B_j \sqrt{1 - \beta^2} A_j - B_j \frac{A_j}{2} 2F_1(-n, B_j - A_j + n; B_j + 1/2; -\beta p^2)} \right) \right), \quad n = 1, ..., < \frac{1}{2\beta} - 1$$

$$E_{n,m} = c \sqrt{M^2 c^2 + \frac{1}{\beta} - 4\beta^2 \lambda^2 \left( \frac{1}{2\beta} - 1 - m - n \right)^2}, \quad \psi_{n,m} = C_+ \left( \frac{e^{+im\theta}}{2(m+1)\lambda} \varphi_{n,m}^{(2)} \right), \quad n = 1, ..., < \frac{1}{2\beta} - 1$$

$$\varphi_{n,m}^{(j)} = p B_j \sqrt{1 - \beta^2} A_j - B_j \frac{A_j}{2} 2F_1(-n, B_j - A_j + n; B_j + 1/2; -\beta p^2)} \right) \right), \quad 0 \leq m < \frac{1}{2\beta} - 1, \quad j = 1, 2$$

VI. SPECTRUM AND QUANTUM PHASE TRANSITIONS: DISCUSSION

It is well known that even in ordinary quantum mechanics ($\beta \to 0$ - no maximum momentum) - when $\omega_c = \omega$ there is a quantum phase transition. Here our main object is to study the impact of the Anti-Snyder model $\beta \neq 0$ with respect to the nature (and number) of such phase transition(s).

Let us consider for instance the spectrum $E_{n,m}$ as given in Eqs. (30, 31) and Eqs. (34, 35). Upon introducing the dimensionless variable:

$$\rho = \frac{\hbar(\omega_c - \omega)}{M c^2} = \frac{\lambda}{M^2 c^2}, \quad (36)$$

and the parameter:

$$\rho^* = \frac{1}{\beta M^2 c^2}, \quad (37)$$

the energy eigenvalues from Eqs. (30, 31) for $\lambda < 0$, and

We then finally get:

$$k_n^2 = -4\left( \frac{1}{2\beta} - 1 - m - n \right)^2, \quad n = 1, ..., < \frac{1}{2\beta} - 1 - m, \quad 0 \leq m < \frac{1}{2\beta} - 1 \quad (33)$$

with the eigenvalue $E_{n,m}$ of the Dirac problem computed via Eqs. (23a, 19b) and the corresponding upper and lower components of the spinor solution with the same radial quantum number $n$.

The full spinor solutions in the region $0 < \lambda < \frac{1}{2\beta}$ corresponding to cases (c) (infinite degeneracy, Eq. (32)) and (d) (finite degeneracy, Eq. (33)) illustrated in the above detailed discussion, are explicitly written down in the following Eqs. (34, 35) in terms of unspecified normalisation constants $C_+, C'_+.$

Eqs. (34, 35) for $\lambda > 0$ are easily obtained as:

$$E_N = \begin{cases} \pm Mc^2 \sqrt{1 - 4N \rho \left( 1 + \frac{\rho}{\rho^* N} \right)} & \rho < 0 \\ \pm Mc^2 \sqrt{1 + 4N \rho \left( 1 - \frac{\rho}{\rho^* N} \right)} & \rho > 0 \end{cases} \quad (38)$$

where for $\rho < 0$: $N = n + |m|$ (negative $m$), Eq. (30), and $N = n$, Eq. (31); and for $\rho > 0$: $N = n$, Eq. (34), and $N = n + m + 1$ (positive $m$), Eq. (35).

The energy eigenvalues $E_N$ are plotted as function of the $\rho$ variable in Fig. 1 where it is quite evident that the discrete spectrum is indeed bounded: for each value of $\rho$ there is a finite number of discrete energy levels and there is a maximal energy corresponding to the maximum momentum of the Anti-Snyder model.

One first thing to notice about the spectrum is that it is always finite for any finite value of $\rho$ and it is always bounded from above $E \leq E_{\max}$ with $E_{\max}$ easily computed from Eq. (38) as $E_{\max} = Mc^2 \sqrt{1 + \rho^*}$ and straightforwardly related via Eq. (37) to the maximum momentum: $E_{\max} = \sqrt{M^2 c^2 + P_{\max}^2}$, as would be naturally
expected for a relativistic particle with a maximum momentum.

For a given value of the dimensionless variable $\rho$ we order the eigenvalues according to increasing values of the energy $E_N$ resulting in the (excited) energy levels $E_k^+$ which are assigned a color code according to the legend, see Fig. 1. Since the functions $E_N(\rho)$ from Eq. (38), are non monotonic the level suffix $k$ in general does not coincide with the suffix $N$ which denotes instead a given function $E_N(\rho)$. The energy levels are clearly separated in two distinct classes. One class of levels is built up (say for $\rho > 0$) with the decreasing branches of the $E_N(\rho)$ functions ($k = 1, 3, 5, \ldots$). This levels, which have the peculiar property that they disappear in the $\beta \to 0$ limit ($\rho^* \to \infty$), suffer a discontinuity at each value $\frac{2\pi j}{\rho + 1 + j}$, $j = 1, 2 \cdots$ which therefore denote a series of quantum phase transitions accumulating towards the $\rho = 0$ critical point. The class of levels (for $\rho > 0$) built out of the increasing branches of the functions $E_N(\rho)$ (ground state, $k = 2, 4, 6 \cdots$) reduce in the $\beta \to 0$ limit ($\rho^* \to \infty$) to the known standard result of ordinary quantum mechanics [19] extending to $\rho \to \infty$.

Therefore we can give the following definition of the two classes of excited levels:

$$C_\angle = \left\{ \begin{array}{l} k = 2, 4, 6, \ldots, \ (\rho < 0) \\ k = 1, 3, 5, \ldots, \ (\rho > 0) \end{array} \right\} \quad \text{(39)}$$

$$C_\rangle = \left\{ \begin{array}{l} k = 1, 3, 5, \ldots, \ (\rho < 0) \\ k = 2, 4, 6, \ldots, \ (\rho > 0) \end{array} \right\} \quad \text{(40)}$$

We emphasise that in the vanishing $\beta$ limit the class $C_\angle$ reduces to the ordinary spectrum of the (2+1)-dimensional Dirac oscillator while the class $C_\rangle$ contains new levels relative to the ordinary spectrum which disappear in the limit $\beta \to 0$ ($\rho^* \to \infty$) and thus:

$$\lim_{\beta \to 0} C_\angle = \{ \emptyset \} \quad \text{(41)}$$

Another interesting observable is the magnetisation of the system for a given energy level $M_N = -\frac{\partial E_N}{\partial B_0}$. The magnetisation $M_N$ can be easily derived as:

$$M_N = -\frac{\partial \rho}{\partial B_0} \frac{\partial E_N}{\partial \rho} \quad \text{(42)}$$

From Eq. (38) one has: $\frac{\partial \rho}{\partial B_0} = \frac{\hbar}{Mc^2} \left( \frac{\partial \omega_0}{\partial B_0} \right) = \frac{e\hbar}{2Mc^2}$; and thus from Eq. (38) the magnetisation $M_N$ can finally be

Figure 1. (Color online) Positive branch of the discrete spectrum. The (positive) energy eigenvalues $E_N^+$ from Eq. (38), in units of $Mc^2$, are plotted as a function of the dimensionless variable $\rho$ which is directly related to the intensity of the external magnetic field $B$. Note that for a given value of the dimensionless variable $\rho$ we order the eigenvalues according to increasing values of the energy $E_N$ resulting in the (excited) energy levels $E_k^+$ which are assigned a color code according to the legend.
Figure 2. Magnetisation $M_N = -\frac{\partial E_N}{\partial B_0}$ of the system in units of the Bohr magneton. The color schemes is the same as in Fig. 1 and follows the energy levels ordered by increasing numerical values of the energy eigenvalue.

having introduced the Bohr magneton $\mu_B = \frac{e\hbar}{2Mc}$. 

In Fig. 2 we plot the magnetisation $M_N$ in units of the Bohr magneton as a function of $\rho$. It is evident that levels from the class $C_\prec$ are characterised by a negative magnetisation when $\rho < 0$ and by a positive magnetisation when $\rho > 0$. Exactly the contrary applies to the class $C_\succ$ so that in the limit $\beta \to 0$ one recovers the known result from ordinary quantum mechanics that the magnetisation is positive in the left chiral phase ($\rho < 0$) while it is positive definite in the right chiral phase ($\rho > 0$). The differences introduced by the new class of states in the Anti-Snyder model may have an impact in the thermodynamical properties of such systems and therefore may offer a way to access or at least constrain the maximum momentum parameter $\beta$.

Finally we briefly discuss how the results presented in this work may have some relevance in the study of new materials like graphene [26–28], silicene [31–34] and germanene [29, 30] in connection with possible experimental investigations of the Anti-Snyder model. Charge carriers in these materials are known to be described by an effective (2+1)-dimensional Dirac Equation. In reference [37] it was shown that both in graphene and silicene the quantum phase transitions induced by the non commutativity will affect differently the two inequivalent Dirac points $K$ and $K'$. Indeed the quantum phase transitions at $K$ and $K'$ arise for different critical magnetic fields. A similar behaviour is worth investigating here in the case of the Anti-Snyder model, although one would have to cope with a multitude of critical fields as discussed above.

In view of the fact that in silicene and germanene the charge carriers are massive the exact solutions derived in this work can be applied directly while in the case of graphene the charge carriers are massless and the same solutions would need to be computed explicitly in the massless limit, $M \to 0$.

VII. CONCLUSIONS

In this paper we have obtained exact solutions of the Dirac oscillator in the presence of a homogeneous magnetic field in the Anti-Snyder space. As mentioned before the same problem was examined in Snyder space (GUP with a minimal length) and it was shown that there were a number of quantum phase transitions [36] accumulating towards the $\rho = 0$ critical point. Unlike the prob-
lem in ref. [26] in the present case the spectrum consists of a finite part as well as a continuum (scattering) part which will be discussed elsewhere. Similarly to what has been found for the same system in the GUP model with a minimal length we find that the energy levels can be classified in two classes. The levels in one of these classes are such that they disappear in the vanishing $\beta$ limit (vanishing maximal momentum). Each level in this class comes in alternatively in the spectrum ($k = 2, 4, 6 \cdots$ when $\rho < 0$ and $k = 1, 3, 5 \cdots$ when $\rho > 0$). They are all characterised by discontinuities which are interpreted as quantum phase transitions. The levels in the other class instead when $\beta \to 0$ reduce to the known spectrum of the system in ordinary quantum mechanics, with a single critical point at $\rho = 0$.

The magnetisation of the system is an observable that in principle has the potential to disentangle the states belonging to the class $C_r$ from those of the class $C_s$. Indeed we have found that the two classes are characterised by a magnetisation $M$ which is either positive definite or negative definite depending on $\rho$ being positive or negative.

It is our belief that the results derived in this work may prove useful for further studies of the Anti-Snyder model not only from the theoretical side but also from the experimental point of view given the recent progress in the physics of two dimensional systems involving materials like silicene, germanene and graphene whose charge carriers are effectively described by a $(2+1)$-dimensional Dirac equation.
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