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Abstract—Battery Asset Management problem determines the minimum cost replacement schedules for each individual asset in a group of battery assets that operate in parallel. Battery cycle life varies under different operating conditions including temperature, depth of discharge, charge rate, etc., and a battery deteriorates due to usage, which cannot be handled by current asset management models. This paper presents battery cycle life prognosis and its integration with parallel asset management to reduce lifecycle cost of the Battery Energy Storage System (BESS). A nonlinear capacity fade model is incorporated in the parallel asset management model to update battery capacity. Parametric studies have been conducted to explore the influence of different model inputs (e.g. usage rate, unit battery capacity, operating condition and periodical demand) for a five-year time horizon. Experiment results verify the reasonableness of this new framework and suggest that the increase in battery lifetime leads to decrease in lifecycle cost.
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I. INTRODUCTION

In the past three decades, the applications for lithium-ion batteries as major energy storage devices have spread into an increasing number of fields related to human life, such as smart phones, personal computers and electric vehicles. Moreover, energy storage technologies are expected to play a decisive role in the future development of renewable energy systems [1], considering an increasing penetration of renewable energy-based power generation units (e.g. solar and wind) in a modern power grid. Battery energy storage system (BESS), provided with the maturity of battery technology and its operation management, could substantially enhance the reliability and resilience of critical infrastructure systems, such as power transmission and distribution systems [2]. Suitable battery choices and advanced technologies applied to the BESS have been discussed extensively in the literature [3, 4]. With the prevalence of energy storage installations at the utility scale, BESS assets gradually become a new important type of assets for power systems asset owners. To achieve high operational reliability and functionality robustness while increasing the profitability of the BESS assets, it is imperative to develop an asset management platform with technical tools for the BESS asset owners to manage their assets better. The asset management platform should be able to take into account special characteristics that BESS assets are different from other types of assets and enable operational cost optimization for a given period of designed service life [2].

As unexpected battery failures could result in enormous economic and societal losses, safe and reliable operation of lithium-ion batteries is of vital importance. Extensive research has been performed in the past decade for the development of effective battery management systems, and good reviews of these developments can be found from the literature [5, 6]. Because capacity fade and internal resistance increase due to aging of battery cells, directly affecting the performance of a battery pack by decreasing both energy and power outputs, two important parameters: state-of-charge (SoC) and state-of-health (SoH) are applied to indicate battery health conditions. For accurate assessment of the performance of an operating battery cell, a number of techniques for SoC and SoH estimations have been developed in the literature [7]. One of the most commonly used SoC estimation approaches is the ampere hour counting technique [8], which calculates SoC values by integrating current with respect to time. Due to its high accuracy, the ampere hour counting technique has been used primarily as a benchmark method in the research community. In common practice, battery manufacturers generally utilize open circuit voltage (OCV) measurements to find out corresponding SoC values from SoC-OCV tables, which are expensively made based on experiments by comparing SoC and OCV under different operating conditions [9]. To avoid extensive efforts in developing the SoC-OCV tables, advanced battery power management techniques have also been developed recently [10-16]. For example, He et al. developed an approach using Dempster-Shafer theory (DST) and the Bayesian Monte Carlo (BMC) method for the estimation of both SoH and remaining useful life (RUL) [17]. A self-cognizant dynamic system-based prognosis approach has been developed by Bai and co-workers and applied to battery RUL prediction [18]. Hu et al. developed an approach to estimate the SoH and predict the RUL using the...
Gauss–Hermite particle filter technique [19]. A model-based dynamic multi-parameter method was proposed to estimate the peak power of Li-ion batteries by Sun et al. [20]. Waag et al. investigated the battery impedance characteristics at different conditions and demonstrated the decreasing of SoC range due to significant aging when operating with high efficiency [21].

While battery power management studies have been conducted at battery cell and module levels, management of BESSs as physical assets has barely been investigated, primarily because of the fact that the deployment of large scale BESSs has only become prevalent in recent years. Asset management is a systematic process of developing, operating, maintaining, upgrading, and disposing of assets in the most cost-effective manner, including all costs, risks and performance attributes [22, 23]. Asset management coordinates the financial, operational, maintenance, risk, and other asset-related activities of an organization to realize more value from its assets, and over the past several decades the research community has accumulated a large number of diverse asset replacement models and methods. Yatsenko and Hritonenko [24] provided a good summary and categorization of the literature on the asset replacement models. In their study, the asset replacement models have been classified in accordance with their specific features as: a) series replacement and parallel replacement models, b) discrete-time and continuous-time replacement models, c) deterministic and stochastic models, d) models with constant and variable lifetime of assets, e) models with finite and infinite forecast horizons, and f) models with continuous and discontinuous technological change. One of the asset replacement models in particular considered in this study is the parallel asset replacement model, which determines the minimum cost replacement schedule for each individual asset in a group of assets that operate in parallel and are economically interdependent due to the fixed cost of replacement [25, 26]. In this model, the replacement of assets is often affected by increased operating and maintenance costs of deteriorating assets, or the availability of newer, more efficient assets in the marketplace. Unlike serial (single asset) replacement problems, parallel replacement problems are combinatorial as groups of assets must be analyzed simultaneously under a fixed-cost replacement. The combinatorial nature of the problem makes it NP-Hard, a very difficult problem to optimize, as proven in the study of Büyüktahtakın et al. [26].

Comprehensive studies summarizing outstanding parallel asset management policies have also been reported in the literature [26-29] and the model presented by Büyüktahtakın and Hartman [27] is employed and further modified in this study for the battery assessment management. A battery asset has unique life characteristics as its cycle life varies under different operating conditions and capacity decreases due to usage. The significance of battery cycle life prediction has resulted in a tremendous amount of research developments in this field, leading to advanced battery cycle life prognosis and power management techniques. Current life prediction models for batteries can be divided into three categories [30-32]: mechanism models, semi-empirical models and empirical models. Among all the models, stress factors, such as temperature, depth of discharge (DOD), and charge rate are employed most commonly and thus these factors are also selected in this study.

This study employs a parallel asset management model as a fundamental framework while incorporating battery cycle life prognosis information into the battery asset management decision making. It presents a mathematical programming model for the battery asset replacement problem for the first time, and further develops an asset replacement planning method to minimize the total lifecycle cost in battery energy storage systems. The rest of this article is organized as follows. In section II, battery lifetime prediction model and aging index of battery assets are introduced. Section III formally states the modified parallel asset management model. Section IV is dedicated to the effects of principle inputs and provides experimental results that illustrate the efficiency of our approach. Model application extensions are discussed in Section V and the final section concludes the article and provides some future directions.

II. BATTERY LIFETIME PREDICTION

This section presents a lifetime prediction model and the aging index of battery assets that will be integrated with the parallel asset management model in Section III. Section II-A presents a three-parameter semi-empirical capacity fading model; Section II-B then introduces the modeling of battery aging process considering degradation due to both usage and calendar fading effect; Section II-C provides the battery lifetime prediction considering different operation scenarios.

A. Nonlinear Capacity Fade Modeling

This study employs a three-parameter semi-empirical model introduced in [33] to predict the nonlinear capacity fade of Lithium-ion batteries caused by the growth of solid electrolyte interphase (SEI) layer. During the battery charging process, a passive SEI layer is generated at electrode-electrolyte interface and continuously grows through the electrochemical side reactions, leading to an irreversible consumption of lithium ions.

In this study, the capacity fade due to the SEI growth is assumed to be occurred on the negative electrode during the charging process, and the capacity loss of a battery cell from its first to the Nth cycle can be quantified by integrating the current density of this side reaction over time as (1),

\[
Q_{\text{loss}}^{(N)} = S_{\text{avg}} \sum_{n=1}^{N} \int_{t_0}^{t_{\text{cycle}}} J_s^{(n)} \, dt
\]

where \( S_{\text{avg}} \) represents the total interfacial area of the anode, \( t_{\text{cycle}} \) is the charge time at the constant current stage of the nth cycle, and \( J_s^{(n)} \) denotes the side reaction current density \( J_s \) for the nth cycle. Since the nonlinear property of capacity fade is caused by the deceleration of SEI growth as the SEI layer becomes thicker, \( J_s \) can be presented as (2),

\[
J_s = \beta_0 e^{-\frac{E_a}{RT_{\text{m}}}} \exp\left(-\frac{E_a}{RT_{\text{m}}} \right) J_k
\]

where \( \beta_0, E_a, R, T_{\text{m}} \) represent a temperature-independent
factor, the activation energy, the ideal gas constant, and the internal temperature of a battery cell, respectively; \( \lambda \) is a limiting coefficient [34], \( \delta \) is the thickness of the SEI film, \( J_{\text{a}} = C_{\text{a}} / 3600(s) \cdot C \) is the deintercalation/intercalation current density of Li-ion from/into the solid particles, \( C_{\text{a}} \) is the nominal capacity of the battery, and \( C \) is the charging rate, i.e. 1C charging rate means it takes 1 hour to fully charge the battery. As shown in the equation, the Arrhenius form is employed to characterize the temperature dependence and a multiplier of \( e^{-\beta \delta} \) describes the impact of SEI growth on the chemical reaction rate. Due to the fact that SEI layer grows thicker in a rising temperature [34-39], the model uses an inverse Arrhenius form of \( \lambda \) as (3),

\[
\lambda = \lambda_0 \exp(E_a / RT_{\text{int}})
\]

with \( \lambda_0 \) being a constant. In addition, during the charging/discharging processes, the temperatures of the batteries will change due to the heat generation in lithium-ion batteries [40]. In this study, the heat generation is mainly attributed to the Joule heat due to charge transport, and other heat sources are neglected since they have relatively small impacts [41]. The temperature profile of the battery in one cycle is simplified as follows. At first, the internal temperature \( T_{\text{int}} \) is viewed equivalent as the ambient temperature. During the charging process, the temperature rises \( \Delta T \) linearly with respect to time \( t \). Based on experiment data in [40], \( dT = 4C / t_{\text{int}} \cdot dt \) where 1C charging leads to a temperature change: \( \Delta T = 4K \). Afterwards, when discharging, battery gradually cools down to the ambient temperature due to the heat dissipation.

Based on the above description, this degradation model includes three temperature-independent parameters: \( E_a, \beta_0, \) and \( \lambda_0 \). \( E_a \) is obtained from (4) by having the experimental plot of capacity versus cycle number at two different ambient temperatures.

\[
Q_{\text{loss}}(T_1, T_2) = e^{-E_a / RT_1} / e^{-E_a / RT_2}
\]

And the other two parameters \( \beta_0 \) and \( \lambda_0 \) can be determined by finding the intercept and slope of the straight line, which is obtained by taking the logarithm of (2) as

\[
\ln\left| J_{\text{a}} \right| + E_a / RT - \ln\left| J_{\text{a}} \right| = \ln(\beta_0) - \lambda_0 \delta e^{E_a / RT}
\]

The parameters of the charging capacity fade model for three types of commercial LIBs, i.e. LiFePO4 (LFP), LiNiMnCoO2 (NMC) and LiNiCoAlO2 (NCA), are summarized in Table 1.

The capacity fade model in [33] supposes that the capacity loss only occurs in the calendar state and mainly considers the influence of temperature and charge rate. However, battery energy storage system may employ different depth of discharge values in real practice resulting in different charge time of each cycle. In our capacity fade prediction, we also introduce the flexibility of \( t_{\text{int}} \) considering the impact of depth of discharge (DOD).

Moreover, there exists battery relaxing time during the usage period when batteries are not being charged or discharged. The capacity of batteries may continue degrading during the relaxing time, which is known as calendar aging [42]. The battery operating temperature and state of charge (SOC) level play a decisive role in the calendar aging of Lithium-ion batteries. Fig. 1 illustrates the assumed SOC profile of the batteries in this study, where the usage frequency \( f = 3 \), namely 3 charging/discharging cycles are performed in one day. The charging and discharging time during the cycling process is neglected for simplification. In each cycle (8 hrs in the case of Fig. 1), we assume that the batteries will be kept at full for half of the relaxing time (4 hrs in the case of Fig. 1) while stay at SOC = 100% - DOD in the other half. Temperature effect on battery calendar aging under different levels of SOC is obtained from [42] and fitted as (6),

\[
Q_{\text{loss}}^{\text{SOC}} = \begin{cases} 
\alpha_1 \cdot \frac{\text{SOC}}{f} \cdot \frac{T_{\text{oper}}}{T_0} - 1 \cdot C_s & \text{SOC} \leq 40\\
\alpha_2 \cdot \frac{1}{f} \cdot \frac{T_{\text{oper}}}{T_0} - 1 \cdot C_s & 40 < \text{SOC} \leq 70\\
\alpha_3 \cdot \frac{1}{f} \cdot \frac{T_{\text{oper}}}{T_0} - 1 \cdot C_s & \text{SOC} \geq 70
\end{cases}
\]

where \( Q_{\text{loss}}^{\text{SOC}} \) is the capacity loss due to calendar aging in each battery relaxing interval (4 hrs), \( T_{\text{oper}} \) is the ambient temperature in Celsius, \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are the calendar aging factors, and \( T_0 \) is a fitted constant. Table 1 lists the fitted parameters of the calendar aging model of three types of LIBs using the experimental data in [42]. Note that, the temperature effect on battery degradation under full SOC \( Q_{\text{loss}}^{\text{int}} \) is considered to be the same with that when SOC \( \geq 70 \). Finally, calendar aging induced capacity loss during relaxing time is the sum of \( Q_{\text{loss}}^{\text{SOC}} \) and \( Q_{\text{loss}}^{\text{int}} \).

**Table I: Cycling capacity fade model parameters for the three types of LIBs**

| Types   | LFP  | NMC  | NCA  |
|---------|------|------|------|
| \( E_a(J/mol) \) | 30336 | 28775 | 2992 |
| \( \beta_0 \) | 77.86 | 128.29 | 0.000061 |
| \( \lambda_0(m^3) \) | 0.83 | 0.33 | -120838 |
| \( m \) | 2.60 | 2.62 | 1.17 |
| \( \text{Nominal Capacity } C_s(Ah) \) | 2.30 | 1.50 | 0.40 |
| \( S_{nn} (m^3) \) | 7.76 | 1.17 | 15.56 |

Fig. 1. An Example of SOC Profile of the Batteries with \( f = 3 \)
B. Modeling the Aging Process

Battery capacity fade due to charging process can be estimated using the model introduced in Section II-A. However, battery capacity will also decrease due to self-discharge. Self-discharge rate varies with operating conditions, and severe capacity loss may be caused by extreme environment. Self-discharge rates under different operating scenarios have been discussed in [43], which can be referred when using our model in a specific scene. In this article, we use \( v_1 \) and \( v_2 \) to represent capacity fade due to usage and self-discharge rate respectively and \( v \) is calculated by using the sum of \( Q_{\text{loss}}^\text{SOC} \) and \( Q_{\text{loss}}^\text{self SOC} \) in the following study.

In practice, battery assets cannot work continuously due to interm breakdown or environmental factors. Therefore, usage rate of battery assets \( u \) is introduced into the problem setting, which means a battery asset is available during the percentage \( u \) of the total working time. Considering aging effect due to usage, self-discharge, and average availability, the overall capacity loss \( v \) during each time period can be described as (7), which will be incorporated in the modified parallel asset management model in Section III.

\[
v = u v_1 + (1 - u) v_2 \tag{7}
\]

C. Battery Lifetime Prediction

The nonlinear capacity fade model introduced in Section II-A is applied to predict battery degradation under different operating conditions. Factors considered in this paper include temperature, depth of discharge and charge rate. Table. III lists operating combinations of three factor levels and the predicted LFP battery lifetimes which are obtained based on a usage frequency of 3 cycle/day and end-of life capacity of 75%.

![Fig. 2. Battery Cycle Life Prognosis Results](image)

Table. III shows that different operating conditions may lead to the same battery lifetime and similar degradation pattern. Therefore, we select 5 different scenarios marked in bold with different battery lifetimes to conduct parametric studies in Section IV. The battery cycle life prediction results and accordingly 5 different prognosis scenarios can be seen clearly in Fig. 2, in which operating conditions leading to the same lifetime result have been grouped together using circles.

III. Battery Asset Management Model

This section will introduce how battery lifetime prediction is incorporated in the parallel asset management model so that a minimum-total-cost replacement schedule for each individual asset considering battery lifetime characteristics can be determined. By solving the battery asset management model,
we aim to identify the best policy of purchasing, using, storing and salvaging assets. The flow chart in Fig. 3 summarizes the battery asset management model, which is built upon both parallel asset management model and battery lifetime prediction model.

![Fig. 3. Battery Degradation Model and Asset Management Model Framework](image)

**A. Nomenclature**

**Indices:**
- $i$: index for asset age;
- $j$: index for time period or time point;
- $n$: maximum age of an asset;
- $m$: number of time periods.

**Parameters:**
- $P_j$: cost of purchasing one unit of battery at time point $j$;
- $K_j$: fixed cost of purchasing battery assets at time point $j$;
- $C_j$: operation and maintenance (O&M) cost for one unit of battery at time period $j$;
- $H_j$: inventory cost for one unit of battery at time period $j$;
- $R_j$: salvage revenue from one unit of battery with age $i$ at time point $j$;
- $N_i$: number of initial batteries at age $i$;
- $a$: initial battery capacity of one unit of battery;
- $d_j$: electricity demand at time period $j$;
- $v_i$: capacity loss percentage of battery with age $i$ considering usage and self-discharge;
- $u$: usage rate of battery assets.

**Decision Variables:**
- $B_j$: number of batteries to purchase at time point $j$;
- $Z_j$: binary variable, which equals 1 if battery assets are purchased at time point $j$, and 0 otherwise;
- $X_{ij}$: number of batteries in use with age $i$ at time period $j+1$;
- $I_{ij}$: number of batteries in storage with age $i$ at time period $j+1$;
- $S_j$: number of salvaged batteries with age $i$ at time point $j$.

**B. Model Assumptions**
The following model assumptions have been made in this study.

a) Operating condition is fixed over the decision horizon.
b) The capacity of a battery asset (in usage and in inventory) decreases due to usage and self-discharge after each month but is regarded invariant within each month.
c) Salvage revenue is related with asset age while O&M and inventory costs are not.
d) No battery assets are salvaged at the initial time point 0.

**C. Integer Programming Model**

Under each operating condition, periodical battery capacity degradation can be calculated with the method introduced in Section II-A, battery aging index considering usage rate can be determined as explained in Section II-B, and battery lifetime can be predicted given an end-of-life capacity threshold as shown in Section II-C. Then, the following mixed-integer optimization model can be established specifically.

\[
\min \sum_{j=0}^{m} (P_j B_j + K_j Z_j) + \sum_{i=0}^{n-m-1} \left( C_j X_{ij} + H_j I_{ij} \right) - \sum_{i=1}^{m} \sum_{j=1}^{n} R_j S_j \tag{8}
\]

Subject to

\[
\sum_{j=1}^{m} (1-v_j) a u X_{ij} \geq d_j, \forall j = 0, ..., m-1 \tag{9}
\]

\[
X_{ij} + I_{ij} = N_i, \forall i = 1, ..., n-1 \tag{10}
\]

\[
X_{ij} + I_{ij} - B_j = N_i, \forall j = 1, ..., m-1 \tag{11}
\]

\[
S_j - X_{(i+1)j} - I_{(i+1)j} = 0, \forall i = 1, ..., n-1, j = 1, ..., m-1 \tag{12}
\]

\[
S_j - X_{(i+1)j} - I_{(i+1)j} = 0, \forall i = 1, ..., n \tag{13}
\]

\[
X_{ij} + I_{ij} = B_j = 0, \forall j = 1, ..., m-1 \tag{14}
\]

\[
B_j \leq [d_j / (1-v_j) a u] Z_j, \forall j = 0, ..., m-1 \tag{15}
\]

\[
X_{ij}, I_{ij} \in \{0,1,2,...\}, \forall i = 0, ..., n-1, j = 0, ..., m-1 \tag{16}
\]

\[
S_j \in \{0,1,2,...\}, \forall i = 1, ..., n, j = 1, ..., m \tag{17}
\]

\[
B_j \in \{0,1,2,...\}, \forall j = 0, ..., m-1 \tag{18}
\]

\[
Z_j \in \{0,1\}, \forall j = 0, ..., m-1 \tag{19}
\]

The objective function (8) minimizes the cost of purchase, O&M and inventory minus the revenue from salvaged assets. Constraint (9) guarantees that electricity demand is satisfied at each time period. Available capacity at a certain time period is calculated considering aging index due to usage and self-discharge rate as introduced in Section II-B. Constraint (10) and (11) describe initial condition of the system: battery assets that the system has already had can be either used or stored and new assets in the system should be assigned together with initial purchase. Flow is conserved through the constraint (12). Constraints (13) and (14) describe the final condition of the system: assets at the maximum age should be salvaged and all assets need to be salvaged at the end of the decision horizon. Constraint (15) ensures that newly-purchased assets should be either used or stored at the time period of purchase. Constraint (16) enforces whenever any assets are purchased at any time.
point, a fixed cost will be incurred in the objective function. Finally, constraints (17)-(20) define the range of integer variables.

D. Optimal Asset Management Schedule

With the integer programming model built, an optimal policy for battery asset management under certain operation scenarios can be found. We consider a quarter as a time period and 75% of the original capacity as the end-of-life capacity. With the nonlinear capacity fade model in Section II-A and aging index calculation formula in Section II-B, battery capacity degradation can be obtained given a certain operating condition. Quarterly demand is calculated based on the monthly electricity total retail sales data from 2014 to 2018 in US. The demand input in this study is 1/1000 of the original data so that the demand scale fits the parameter setting well. We first use battery assets with 3-quarter lifetime and solve the model under the parameter setting in Table IV to find characteristics of the optimal policy. In the table, inflation rate is used to calculate the periodical cost and revenue based on each initial value, i.e. \( P_k = P_0 \cdot (1 + r)^k \).

| Model Input                        | Symbol | Value         |
|-----------------------------------|--------|---------------|
| Usage frequency of battery assets | \( f \) | 3 cycles/day  |
| End-of-life capacity              | \( C_{ecc} \) | 75% of the total capacity |
| Number of time periods (quarters) | \( m \) | 20            |
| Usage rate                        | \( u \) | 80%           |
| Initial capacity of one unit of battery | \( a \) | 8100 kWh |
| Demand for each time period       | \( d_j \) | 940,572,000 kWh on average |
| Unit purchase cost at time point 0 | \( P_0 \) | 250 $         |
| Purchase fixed cost at time point 0 | \( K_0 \) | 40 $         |
| Operation and maintenance cost at time point 0 | \( C_o \) | 10 $         |
| Inventory cost at time point 0    | \( H_o \) | 10 $         |
| Salvage revenue of new assets at time point 1 | \( R_{S1} \) | 20 $         |
| Inflation rate (quarterly)        | \( r \) | 0.24%        |
| Number of initial new battery assets | \( N_0 \) | 120          |

When battery assets with 3-quarter lifetime are applied to the energy storage system, the operation schedule obtained from the proposed model with parametric setting listed in Table IV is shown in Fig. 4. Most of the assets are utilized till their end of life and then salvaged except 1 salvaged after one-period usage and 7 salvaged after two-period usage before the last time point. Since redundant assets can always be salvaged instead of being stored to save operation cost, the number of assets that are put into inventory is always zero in this case. And the two lines representing demand and actual capacity provided by the battery assets almost coincides due to the purpose of satisfying periodical demand with the minimum operating cost.

Since we have obtained 5 different lengths of asset usage in Table III, we use battery assets with 5 different lifetimes to solve for optimal management schedules and obtain results in Table V. There are 20 time periods in the study corresponding to 21 time points numbered from 0 to 20. Since all assets will be salvaged at the last time point to minimize the total cost, the average asset salvage age and salvage time points are displayed based on the result from time point 0 to time point 19. We compare the minimum total cost from the optimal solution with the operation cost calculated from a simple heuristic, in which assets are always utilized till the end-of life and periodical purchase decision is based on the gap between remaining capacity and the quarterly demand. From the comparison, it is clear that the optimal management schedule can bring cost savings. When battery lifetime varies, the time points that salvage or purchase has to be performed will also change but assets tend to be salvaged near their end-of life. However, there are indeed cases that cannot be detected intuitively when salvaging assets earlier will lead to a long-term benefit, which is also the advantage of using the mathematical programming model proposed in this paper.

| Average Salvage Age | Salvage Time Points | Purchase Time Points | Optimal Cost ($) | Cost based on Heuristic ($) |
|---------------------|---------------------|----------------------|------------------|---------------------------|
| \( L = 3 \)         | 2.99                | 3,18                 | All              | 280578.11               | 280635.95          |
| \( L = 4 \)         | 3.83                | 3,5,7,11,12,13,15,16,19 | 0.2,4,5,6,8,9,10,12,13,14,16,17, 18 | 218988.22 | 220210.20 |
| \( L = 8 \)         | 7.39                | 3,5,7,11,15,19       | 0.2,6,8,10,11,12,13,14,16,17, 18,19 | 131732.42 | 133557.83 |
| \( L = 9 \)         | 8.55                | 3,5,7,11,14,15,16,17,18 | 0.2,6,8,9,10,11,12,13,14,16,17,18 | 120391.48 | 121175.71 |
| \( L = 10 \)        | 9.22                | 3,5,7,11,14,15,16,17,18 | 0.2,6,8,9,10,11,12,13,14,16,17,18 | 986690.02 | 100222.48 |

IV. PARAMETRIC STUDIES

Different operating scenarios and market situation will
influence the decision-making process to varying degrees. In this section, parametric studies are conducted to evaluate the influence of different model inputs for a five-year time horizon. We suppose there are only new battery assets and the number of assets at other ages equals to 0 at the initial condition. Parameters in this model and their relationship are summarized in Fig. 5, in which an influence factor is linked to an affected factor with an arrow. The unit purchase cost and salvage revenue for batteries with larger capacity will be higher than that for ones with smaller capacity. Unit battery capacity, operating condition, and usage frequency will influence the capacity degradation due to usage based on the method introduced in Section II-A. Meanwhile, operating condition and usage frequency will also influence the self-discharge rate. Then, the capacity degradation and self-discharge, together with usage rate will determine the aging index. When exploring the effect of a certain parameter, we change the related values while keeping others same as listed in Table IV.

![Diagram](Image)

**Fig. 5. Parameters and Their Relationship**

### A. Effect of Usage Rate

In this section, we explore the effect of usage rate of the battery assets on the system performance. Usage rate is introduced in this model to accommodate emergencies and provide flexibility in the usage formula of assets as well. We change the usage rate from 10% to 90% under 5 different operating conditions marked in Table III in the experiment, which leads to the result in Fig. 6.

![Graph](Image)

**Fig. 6. Cost Change due to Usage Rate**

Fig. 6 shows that the minimum total cost for a five-year time horizon decreases as the usage rate increases. Difference between operating conditions is reflected in lifetime since operating conditions leading to the same predicted lifetime are considered equivalent. And scenarios with different battery lifetimes present similar decreasing pattern as battery assets are utilized for a larger percentage of time. The reason is that when usage rate is higher, the system needs smaller number of battery assets to satisfy the demand which will reduce purchase cost. As other types of cost remain the same level, the minimum total cost will finally decrease.

### B. Effect of Unit Battery Capacity

Effect of unit battery capacity is discussed in this section since battery assets with various performance indicators are available in the market. Should the company always purchase batteries with the highest capacity? The answer to this question may lead to a valuable decision guidance. As the increase of battery capacity, its price will also rise and the depreciation process may fluctuate. In this section, we suppose unit purchase cost and salvage revenue increase proportionally as the battery capacity is augmented while purchase fixed cost, maintenance and inventory cost remain invariant. At each run, we change the number of initial new battery assets so that demand for the first time period can be satisfied at full utilization. By using battery with 9-quarter lifetime and changing unit battery capacity from 3600 kWh to 18000 kWh, we can acquire the result in Fig. 7.

![Graph](Image)

**Fig. 7. Cost Change due to Unit Battery Capacity**

We are informed from Fig. 7 that the minimum total operating cost will decrease as the unit battery capacity increases. The reason is that the number of battery assets we need to satisfy periodical demand will be smaller. Since O&M cost is only related with the number of assets, it will decrease under this condition. And as the increment of battery capacity, unit purchase cost and salvage revenue increase proportionally, so the total purchase cost and salvage revenue will almost remain the same. Therefore, the total operating cost decreases as the unit battery capacity increases mainly due to the reduction of maintenance cost.

We can also notice from Fig. 7 that the decrement of total operating cost turns insignificant as the unit battery capacity increases to a certain amount, which provides us an insight in battery selection. Companies may not have to pursue extremely large capacity of battery assets since a reasonable amount is enough for the low-cost operation purpose.
C. Effect of Operating Condition

Battery lifetime may vary under different operating conditions. In this section, we test the effect of operating conditions, namely how battery lifetime has influenced our decision-making process. Five different operating conditions same as those in Section IV-A are selected in this experiment and the result is shown in Fig. 8.

We may notice from the result that minimum total cost decreases as the battery lifetime increases. That’s because when battery assets have a longer lifetime, purchase of new assets will be at a lower frequency. Replacement decisions from the optimal solution tend to keep using old assets until they reach their maximum age since their capacity reduction is small so that the optimization model tends to use them rather than purchasing new assets. The result emphasizes the importance of keeping a moderate operating condition for the battery assets so that longer lifetime holds.

D. Effect of Periodical Demand

We use the data of monthly electricity total retail sales from 2014 to 2018 in US to calculate the periodical demand in previous experiments. In this section, data over the 50-year horizon has been applied to explore the unit cost change due to periodical demand. In the 50-year horizon, electricity demand has been increasing as shown in Fig. 9. We select five different 20-quarter time periods in this section and compare the unit demand cost which is calculated by using the minimum total cost divided by total demand over the decision horizon to gain insights in the asset replacement decisions. The result is presented in Fig. 10.

As time goes from 1974 to 2018, unit demand cost slightly increases as the periodical demand increases with battery assets of different lifetime used. The unit demand cost is a balance between the average unit purchase price, average maintenance and inventory cost, and average salvage revenue. From the slight increase, we are informed that as demand increases the benefit from unit salvage plays a weaker role than that of all types of cost so that the unit demand cost has a slight increase. There is also a gap between the results of lifetime 3,4 and results of lifetime 8,9,10, which also illustrates the importance of maintaining an appropriate lifetime.

V. DISCUSSION

In previous sections, we regard five years as our decision horizon and a quarter as one decision period, in which process we suppose battery capacity remains the same within one month and decreases at a certain aging index and self-discharge rate after each month. However, decision horizon may vary from several months to tens of years in practice. So first we will illustrate how to apply the model proposed in this article to different decision horizons. Since extreme cases may occur in real practice, we will then discuss the asset management decisions under possible extreme cases.

When decision horizons and periods change, we still update battery capacity monthly but adjust our decision variables according to the actual decision interval. We discretize battery capacity change in a way illustrated by Fig. 11, in which the battery capacity is updated after one-month usage. When we make decisions quarterly, we use the average capacity within the quarter as the invariant periodical capacity. For example, \(1 - v_0 = (c_0 + c_1 + c_2)/3\) and the value for \(c_0, c_1, c_2\) are calculated using the degradation model described in Section II. When we change the decision-making interval, two basic modifications should be made. First, the periodical invariant capacity should be modified based on the number of months within one decision interval. Second, inflation rate to update periodical costs and revenue also need to be altered based on current decision period. After these two modifications, our model can still provide replacement guidance for the battery asset management problem.

While the presented study considers different scenarios in the battery asset operation, there are extreme cases as discussed blow. First, when battery assets are being operated in a hostile environment or the decision period is relatively long, one extreme condition could happen is that all battery assets would...
reach their end of lives at each asset management decision point. Under this extreme case, the asset management policy could become straightforward since at each time point new assets should be purchased and all used asset should be salvaged. In the opposite scenario when battery assets can survive for the whole decision horizon, no purchase decision has to be made during the operation process and the assets should be salvaged only at the end. When there is a limit for the number of batteries that can be purchased or there is an upper bound for the capacity that the system can provide, the periodical demand may not always be satisfied, in which case the model proposed in this article will not be suitable. If such a satisfaction gap is allowed, then a penalty function should be added to the objective function and the demand satisfaction constraint can be eliminated. When unit battery cost varies not only along time but also due to technology improvement, the purchase cost should be changed from one single parameter to a parameter array saving costs for different periods based on market condition or prediction. Also, current model is fed with fixed demand for each time period so that an operation policy can be determined. However, when periodical demand is unknown, a learning algorithm should be used to provide sufficient capacity based on the consequences of previous decisions. And since the demand pattern is a given input of the optimization model, inventory decisions consist a negligible part in all the management decisions so that battery degradation process is treated identically for assets in usage and in inventory.

VI. CONCLUSION

We have incorporated battery lifetime prediction, which regards temperature, depth of discharge, charge rate and usage frequency as stress factors, in a parallel asset management model. Battery aging and availability are considered in the proposed model so that the decisions will be applicable to practical battery asset replacement problems. The asset management profile in Section III illustrates that by considering battery cycle life prediction in the asset management model, there is more flexibility in purchase and salvage decisions so that system owners can maximize the usage value of the purchased battery assets. Parametric studies show that an appropriate operating condition which guarantees a long battery lifetime can reduce lifecycle cost of the system and further increase in battery capacity after a certain value will lead to slight reduction in total cost. Also, an extension of the model is discussed in Section V to show how the proposed model can be applied to different decision horizons and periods.

As the future work, profits from the battery energy storage system should be introduced to the model and a continuous way of depicting battery aging process may be established. Since utility companies make profits by charging the batteries at low electricity price and discharge at high price, the asset management model should also incorporate the fluctuation of electricity price together with demand. And BESS in real practice may consist of mixed types of batteries with varying degradation characteristics and capacity which also requires further research. Finally, battery asset management profile may also change if budget limit occurs in the decision-making process.
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