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ABSTRACT

Fractal dimension is mathematically defined as a ratio of statistical complexity of network traffic; its significant manifestation can affect the network performance. In this work, two models of corporate computer networks have been developed using optimized network engineering tool (OPNET) technology. Raw packet generator (RPG) traffic was imposed on the corporate networks and modeled using $H = 0.7$ and $D = 1.3$, under the influence of Pareto distribution. Autocorrelation function and power law were used to confirm the presence of fractal traffic on the networks. Average Hurst index ($H$) of 50 and 100 workstations were estimated using aggregate of variance, absolute moment, periodogram and R/S methods as 0.627, 0.608 and its corresponding fractal dimensions ($D$) were obtained as 1.371 and 1.391 respectively. These results obtained mean, there is a manifestation of fractal traffic and delay is minimised on the network.
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1. INTRODUCTION

In modern telecommunication networks being, global system of mobile communication (GSM), corporate computer or general packet radio service (GPRS) network. The traffic structure is becoming complex day by day due to the increasing demand of the internet services. Corporate network is a group of computers that are connected in a local area network such as institutes, companies and ministries to mention but a few. This complexity of the traffic has become an area of challenge to the communication engineers. It is noticed that modern network traffic structure becomes self – similar and fractal [1–10], which is likely associated with information transmission delay, overflow probability, information retransmission and may eventually lead to loss of vital information. When any of these conditions occur, it degrades the performance of the network. In this regards, there is a need to develop mathematical models that can capture the traffic behaviours, doing this will provide information about the networks and how to manage them properly.

Different mathematical models have been developed to investigate various properties and characteristics of information flow across telecommunication networks using Poison, Lognormal or Weibull distribution [11–16]. However, to date, there is no systematic method that has addressed traffic irregularity on telecommunication networks. Therefore, this calls for constant traffic monitoring and modeling to maintain the network quality of service (QoS). It is generally known that Lognormal and Weibull distributions are accepted as the methods of capturing the behaviours of the traffic on telecommunication networks. Furthermore, Lognormal distribution is used as one of the earliest models for investigating fractal traffic, and it is also, used to simulate intervals between the request and the web – resources, size of the file transmitted, while Weibull distribution is used for modeling flow protocol blocks like file transfer protocol (FTP). In other hand, the modern computer network has aggregated traffic from multiple sources or in other words, many technologies today are harmonised on a single network such as web browsing, audio and video streaming. It is observed by different authors that, lognormal or Weibull can no more fully capture the traffic behaviour on the network. In recent studies, a work demonstrates that local and wide area networks are statistically self – similar and also observed Hurst is the only parameter that can be used to evaluate self – similarity on a computer network [17]. Other authors, tested self – similarity on a web traffic in terms of Hurst index (H) and found that, H = 6.8 using least square fitting line and also noticed that the network variance slowly decays rather than exponential decay [18]. Another work, addressed long range dependence and self – similarity on web traffic using popular technique called Hurst parameter [19]. Research work was carried out on how to calculate fractal dimension on a complex network, the work revealed that covering a network with a reasonable number of boxes can indicate fractal dimension and self – similarity on a network [20]. In a separate study, QoS was analysed in terms of fractal dimension using regression analysis and other statistical tools [21–22]. Danladi et al, 2017, examined how routing protocols induce self – similarity on a wireless network [23] and investigated fractal and multifractal properties on bipartite network and found that, fractality exists on bipartite network and [24] used heuristic algorithm to reduce fractal traffic on a complex network. In this regards, it is observed that, all these works mentioned above didn’t use RPG traffic model to minimize delay or confirms the presence of the self – similarity on the network using autocorrelation and power law before evaluating the Hurst index. Therefore, this work proposes, to model and detect fractal traffic on corporate computer network using RPG traffic under the influence of the Pareto distribution, to minimize transmission delay on the network and the following objectives shall be realized, firstly, develop corporate network of two different sizes with 50 and 100 work stations to differentiate the traffic density in terms of moderate and high traffic respectively, impose ON and OFF RPG traffic, with Hurst index (H = 0.7) or fractal dimension (D = 1.3), confirm the presence of fractal traffic on the network using autocorrelation and power law, evaluate Hurst index and responding fractal dimension (D), and finally, compare the values of H and D obtained with H = 0.7 and D = 1.3. These value is chosen arbitrary on a scale of (0.5 ≤ H ≤ 1.0) or (1 ≤ D ≤ 2) and signifies the level of traffic congestion as well as the network delay. Usually, as H or D approaches 1, network congestion increases [25–26]. The contribution of this work lies in optimisation of the QoS of the corporate networks.
2. METHOD OF GENERATING ON/OFF TRAFFIC

Fractal traffic is generated by multiplexing sources of ON and OFF traffic under the influence of Pareto distribution [27], on a network with packet switching; ON traffic is represented as active period (transmitted traffic) and OFF traffic represented as inactive period (no traffic is transmitted) and the average value of Pareto distribution is given by Eq. (1)

\[ E(X) = \frac{ab}{a-1} \]  

(1)

the formula for generating Pareto distribution is also given as in Eq. (2)

\[ X_{\text{pareto}} = \frac{b}{2^{1/a}} \]  

(2)

Where, Z stands for the distributed values between (0, 1]. i.e., the probability that traffic is transmitted can be determined by Eq. (3)

\[ l_i = \frac{ON}{ON+OFF} \]  

(3)

The entire traffic that may be transmitted from different sources can be obtained using Eq. (4)

\[ L = \sum_{i=1}^{N} l_i \]  

(4)

The average value of the Pareto distribution may be computed using Eq. (5) as

\[ E(X) = \int_{b}^{\infty} Xf(x)dx = \frac{ab}{a-1} \left[ 1 - \left( \frac{b}{a} \right)^{a-1} \right] \]  

(5)

And \( q = \frac{b}{2^{1/a}} \)  

(6)

By simplifying Eq. (6), the OFF period is obtained given in expression (7) as

\[ M_{OFF} = K \frac{T_{OFF}}{T_{ON}} \times \frac{1-S_{ON}}{1-S_{OFF}} \times \left( \frac{1}{L_i} - 1 \right) \]  

(7)

If the \( \alpha_{ON} \) and \( \alpha_{OFF} \) are chosen to be the same, Eq. (7) will take the form of Eq. (8)

\[ M_{OFF} = K \times \left( \frac{1}{L_i} - 1 \right) \]  

(8)

In practice or real life, the probability of getting OFF period is higher than the probability of getting ON period, and to obtain the ON period, OFF period has to be subtracted from 1 as given in Eq. (9).

\[ M_{ON} = 1 - M_{OFF} \]  

(9)

Eq. (9) is the mathematical model that shall be used to generate the ON/OFF RGP traffic in the OPNET environment.

2.1 Method of Simulation

The corporate network is developed as depicted in Fig. 1. Firstly, an office topology of 100/100 m² is created; required numbers of components are dragged into the work space in OPNET environment, such as switch, work stations, application and profile configurations while the simulation parameters of the work stations are set as shown in Table 1. For example, ON state time is set to (10%), OFF state time (90%), interval time (1s), Pareto parameters (10, 0.8) that is, the packet size given by \( \alpha_{ON} \) and \( \alpha_{OFF} \) respectively and no segmentation is applied, profile configuration is set to define the all profile such as \( \text{H}=0.7 \) and application configuration is set to support the profile. Then simulation is applied.

![Fig. 1. Sample of corporate network](image)

### Table 1. Simulation matrix parameters

| Traffic Property | Description |
|------------------|-------------|
| Work station     | Ethernet stations |
| Start time       | Constant (5s) |
| ON time          | Exponential (10%) |
| OFF time         | Exponential (90%) |
| Inter arrival    | Exponential (1s) |
| Packet (byte)    | Pareto (0.1 0.8) |
| Segmentation     | No |
| Stop time        | Never |

2.2 Confirmation of Fractal Traffic on the Simulated Network

As earlier stated, an autocorrelation and power law shall be used to confirm the fractal nature of the traffic on the network. One observation about
2.3 Methods of Estimating Hurst Index

Methods of estimating Hurst index include Absolute Moments, Variance of Residuals and Abry - Veitch Estimator, Whittle and Periodogram methods. Furthermore, the following methods shall be considered to evaluate the Hurst index of the traffic obtained from OPNET environment.

I) The Variance method is given by

\[
\sigma^2(X^m) \sim am^{-\beta}, \quad \beta \to \infty
\]  

It is possible to evaluate \( \beta \) for all values of \( m \) by taking the \( \log \) of both side of Eq. (12) as shown in Eq. (13)

\[
\log(\sigma^2(X^m)) \sim \log(m) + \log(a), \quad m \to \infty
\]  

Variance method uses the logarithmic sample variance to equalize the level of aggregation, which is expected to give a straight line with a slope \( \geq -1 \) where \( H = 1 + \beta/2 \) and \( X^m \) is the variance of the combine processes, \( m \) is the size interval, \( \beta \) is the slope of the straight line and \( a \) is the finite positive constant.

II) The R/S plot method, is the ratio of rescale adjusted range given by

\[
M \left[ \frac{R(n)}{S(n)} \right] \sim cn^H, \quad n \to \infty
\]  

Equation (14) can be further evaluated by estimating, \( H \), and also by taking the \( \log \) of both side of Eq. (14).

\[
\log \left( M \left[ \frac{R(n)}{S(n)} \right] \right) \sim H \log(n) + \log(c), \quad n \to \infty
\]  

It is expected that, logarithmic samples of the R/S statistics in the Eq. (15) with the number of the aggregated series may give a straight line with a slope \( H \).

III) Periodogram Method. The method plots the logarithm of the spectral density of the time series verves the logarithm of frequency. The slope will provide an estimate as given by \( N \) in Eq. (16)

\[
I(v) = \frac{1}{2\pi N} \sum_{-N}^{N} X(je^{iv})
\]  

Where \( v \) is the frequency and \( N \) is the Length of time series,

IV) Whittle Estimation, is done based on minimising the likelihood function, which applies to the period of time series, evaluated \( H \) dependence on the confidence interval.

2.4 Hurst Index and Fractal Dimension Calculation

Usually, \( H \) is examined in three classes such as anti-persistent, random and persistent in the range of \( 0 \to 0.49 \), \( 0.59 \) and \( 0.6 \to 1.0 \) respectively [31] and fractal dimension can be obtained from Eq. (17) given by

\[
D = 2 - H
\]  

where \( D \) ranges from \( 1 \leq D \leq 2 \), which translates that, as \( D \) approaches 1 there is a manifestation of fractal traffic on the network as earlier mentioned.

3. RESULTS AND DISCUSSION

Figs. 2 (a–d) show the traffic generated after the simulation using different Pareto parameters, for example, (10, 0.8), (10, 1.2), (10, 16) and (10, 1.8). Fig. 3 depicts the variation and weak decay of the autocorrelation coefficients, which signifies presence of fractal traffic on the network. Fig. 4, shows the power law characteristics, as it can be seen, the heavy tail is skewed towards \( y \) – axis which also indicates presence of fractal traffic on the network. Figs. 5 (a –d) show how Hurst index is estimated using Eq. (13, 15, 16). The Average of the several methods are considered because each method has its accuracy and error. The Hurst index estimated are summarized in Tables.
2 and 4 for 50 and 100 work stations while the corresponding fractal dimensions are computed using Eq. (17) and are also, summarized in Tables 3 and 5. The study developed a model of a corporate computer network in terms of fractal traffic. Moreover; fractal properties vary depending on the characteristics of ON-OFF period.

Fig. 2a. Pareto (10, 0.8)

Fig. 2b. Pareto (10, 1.2)

Fig. 2c. Pareto (10, 1.6)
As shown, in Tables 2 – 5, there is a moderate manifestation of fractal properties on the corporate computer networks. However, the network developed was modeled with RPG traffic of $H = 0.7$ or equivalent, $D = 1.3$ and the results in Tables 2 and 4 show that average value of $H = 0.627$ and 0.608 for 50 and 100 workstations respectively and Table 3 and 5 show that, $D = 1.371$ and 1.391 for 50 and 100 work stations respectively. In comparison, $H$ obtained in this work is less than 0.7 or $D$ is greater than 1.3. This means, the modeling results show that the fractal dimension is minimised by 5. 5% and 7.0% for 50 and 100 work stations respectively. And it is worthy to say network congestion is minimised as well as delay.

**Table 2. Hurst parameter with 50 work stations**

| Time setting (ON/OFF) | A   | R/S | P   | AM  | Ave(H) |
|-----------------------|-----|-----|-----|-----|--------|
| Pareto (10, 0.8)      | 0.647 | 0.773 | 0.636 | 0.628 | 0.671  |
| Pareto (10, 1.2)      | 0.640 | 0.699 | 0.576 | 0.608 | 0.631  |
| Pareto (10, 1.6)      | 0.637 | 0.669 | 0.518 | 0.546 | 0.593  |
| Pareto (10, 1.8)      | 0.598 | 0.671 | 0.625 | 0.559 | 0.613  |

*Aggregate variance estimator (A), adjusted rescale estimator (R/S), Periodogram estimator (P) and Absolute moment estimator (AM)*

**Table 3. Fractal dimension with 50 work stations**

| Time setting (ON/OFF) | A   | R/S | P   | AM  | Ave(H) |
|-----------------------|-----|-----|-----|-----|--------|
| Pareto (10, 0.8)      | 1.353 | 1.227 | 1.364 | 1.372 | 1.329  |
| Pareto (10, 1.2)      | 1.360 | 1.301 | 1.424 | 1.392 | 1.369  |
| Pareto (10, 1.6)      | 1.363 | 1.301 | 1.482 | 1.454 | 1.386  |
| Pareto (10, 1.8)      | 1.402 | 1.329 | 1.375 | 1.441 | 1.398  |

**Table 4. Hurst parameter with 100 work stations**

| Time setting (ON/OFF) | A   | R/S | P   | AM  | Ave(H) |
|-----------------------|-----|-----|-----|-----|--------|
| Pareto (10, 0.8)      | 0.607 | 0.673 | 0.536 | 0.646 | 0.616  |
| Pareto (10, 1.2)      | 0.590 | 0.601 | 0.555 | 0.618 | 0.591  |
| Pareto (10, 1.6)      | 0.677 | 0.569 | 0.618 | 0.646 | 0.628  |
| Pareto (10, 1.8)      | 0.508 | 0.682 | 0.535 | 0.659 | 0.596  |
### Table 5. Fractal dimension with 100 work stations

| Time setting (ON/OFF) | A   | R/S | P   | AM  | Ave(H) |
|-----------------------|-----|-----|-----|-----|--------|
| Pareto (10, 0.8)      | 1.393 | 1.327 | 1.464 | 1.354 | 1.376   |
| Pareto (10, 1.2)      | 1.410 | 1.399 | 1.445 | 1.382 | 1.409   |
| Pareto (10, 1.6)      | 1.333 | 1.431 | 1.382 | 1.354 | 1.375   |
| Pareto (10, 1.8)      | 1.492 | 1.318 | 1.465 | 1.341 | 1.404   |

**Fig. 3. Autocorrelation coefficients**

**Fig. 4. Power law**

**Fig. 5a. Aggregate variance estimator**
4. CONCLUSION

Two models of the computer networks with 50 and 100 workstations have been developed using OPNET technology to capture traffic behaviour on the networks using Pareto distribution in terms of RPG traffic (ON and OFF). After the simulation, autocorrelation, and power law were used to confirm the presence of fractal traffic on the network before evaluating the Hurst index using an aggregate of variance, absolute moment, periodogram and R/S methods.
and its corresponding fractal dimensions. The results of finding the observed following

- There is a moderate manifestation of fractal traffic on the network
- Increasing number of workstation does not induce fractal traffic on the network
- Transmission delay is minimised
- Pareto distribution model is capable of capturing traffic behaviour on a modern computer network.

Therefore it is recommended that Pareto distribution models are better than Poison, Lognormal and Weibull models in analysing traffic on modern computer network.
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