Riccati-feedback Control of a Two-dimensional Two-phase Stefan Problem
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Abstract: We discuss the feedback control problem for a two-dimensional two-phase Stefan problem. In our approach, we use a sharp interface representation in combination with mesh-movement to track the interface position. To attain a feedback control, we apply the linear-quadratic regulator approach to a suitable linearization of the problem. We address details regarding the discretization and the interface representation therein. Further, we document the matrix assembly to generate a non-autonomous generalized differential Riccati equation. To numerically solve the Riccati equation, we use low-rank factored and matrix-valued versions of the non-autonomous backward differentiation formulas, which incorporate implicit index reduction techniques. For the numerical simulation of the feedback controlled Stefan problem, we use a time-adaptive fractional-step-theta scheme.

We provide the implementations for the developed methods and test these in several numerical experiments. With these experiments we show that our feedback control approach is applicable to the Stefan control problem and makes this large-scale problem computable. Also, we discuss the influence of several controller design parameters, such as the choice of inputs and outputs.
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Novelty statement: We propose a linear-quadratic regulator approach for the feedback stabilization of a two-dimensional two-phase Stefan problem, where the control target is to steer the interface position. This closed-loop control problem goes beyond existing open and closed-loop control approaches for one-dimensional or one-phase Stefan problems. Further, this is the first time the linear-quadratic regulator approach is applied to this type of problem with a moving interface or inner boundary. Our approach can handle the non-linearities and differential-algebraic structures induced by the Stefan problem as well as time-dependent matrices that are present in a non-autonomous differential Riccati equation. We use a new non-autonomous backward differentiation formula method to numerically solve this Riccati equation and compute feedback controls, which successfully stabilize the interface position.
1 Introduction

The solidification and melting of materials is an active and intensively studied field with numerous applications. This phase-change problem can be modeled by a non-linear PDE and is often called Stefan problem after J. Stefan who describes it in his works \[Ste89, Ste91, Ste90\]. In a certain domain, the temperature of the material is either below, above, or equal to the specific melting temperature of the material. Accordingly, the domain is split into a solid and a liquid phase, which are separated by an interface or inner boundary. J. Stefan formulates what is now called Stefan condition in \[Ste89\], which couples the time-derivative of the interface position with the jump of the temperature gradient along the interface. On the other hand, J. Stefan was not the first to consider this type of problem. G. Lamé and B. P. Clapeyron were concerned with this in an earlier work as well [LC31], such that it is also called Lamé–Clapeyron problem.

Several books address the Stefan problem, e.g., [Rub71, NCM11, Gup18, KK20b]. An extensive historical survey of the Stefan problem can be found in the book by L. I. Rubenstein [Rub71, Introduction: §1]. Early works on the Stefan problem usually consider the one-dimensional case, while higher dimensional cases where only studied decades after the original publication.

The aim of this manuscript is to compute and apply feedback control to the two-dimensional two-phase Stefan problem. While this problem has been studied in combination with open-loop controls several times, see e.g. [Zie08, Ber10, ANS14, ANS15, BBHS18] and the reference therein, only recently, also closed-loop, i.e. feedback control, for the Stefan problem has been discussed in [KK19, KK20a, KK20b]. However, these works address only the one-dimensional case. On the one hand, the novelty of our work lies in the consideration of feedback control for the two-phase Stefan problem in two spatial dimensions in contrast to the one-phase or one-dimensional Stefan problem. On the other hand, we apply the linear-quadratic regulator (LQR) approach to the Stefan problem, which goes beyond the types of problems that have been studied in connection with this approach.

In particular, the application of LQR requires the treatment of the non-linearities, the differential-algebraic nature, and the time-varying character of the Stefan problem. In this manuscript, we address the details on how to transform it into a linear ordinary differential equation, apply the LQR approach to compute feedback controls, and then use these feedback controls to stabilize the interface position in the non-linear differential-algebraic problem. In order to do this, we linearize the Stefan problem around a reference trajectory and assemble a generalized differential Riccati equation (DRE). For the derivation of the LQR problem and the resulting DRE we refer to [Rei72, BG91]. An extensive study on DREs and their numerous applications can be found in [AKFIJ03]. Since the Stefan condition is an algebraic equation, which is coupled to the Stefan problem, the DRE we are considering results from a differential-algebraic equation (DAE). Details on generalized DREs can be found in [KM90a] and for DREs resulting from DAEs, see [KM90b].

To solve the Stefan problem numerically and assemble the DRE, we discretize in space using the finite element method (FEM) by applying the software FEniCS [LWH12]. This results in a large-scale matrix-valued DRE with time-dependent coefficients, denoted as a non-autonomous DRE. While we observe in numerical experiments that, usually, its solution can be well approximated by a low-rank factorization, this is proven theoretically only for the autonomous DRE in [Sti18b]. Well known methods, which use the low-rank structure of the numerical solution, are splitting schemes [Sti15a, Sti15b, Sti18a, OPW18, MOPP18], Rosenbrock and Peer methods [Men12, LMS15, Lan17, BL18] as well as the backward differentiation formulas (BDF) [BM04, Men12, LMS15, BM18]. Krylov subspace methods [BBH21, KM20, KS20, GHJK18] and exponential integrators [LZL20] for DREs have been developed recently as well. In [Men12, BM18] Rosenbrock and BDF methods and in [LMS15, Lan17] also Peer methods are studied for a non-autonomous DRE where the mass matrix is constant. In extension of this, splitting schemes and BDF methods are developed in [BBSS21] for non-autonomous DREs with a time-varying mass matrix. In contrast to the BDF methods, the splitting schemes require that the coefficients can be decomposed into a time-dependent scalar function times a constant matrix. The non-autonomous DREs we consider go beyond this case. We use mesh movement techniques to track the interface, and, as a consequence, the single matrix entries change very differently, possibly for all matrices. Thus, the BDF methods are the most promising method for the non-autonomous DRE resulting from the Stefan problem and we apply the non-autonomous BDF method from [BBSS21].
Structure of the Manuscript  In this manuscript, we derive and apply several feedback controls to the two-dimensional two-phase Stefan problem. For this, we state the equations that model the Stefan problem and the mesh movement that we use to track the interface position (Section 2). Then, we linearize the resulting system and semi-discretize it in space (Section 3). With the resulting time-dependent matrices we formulate a non-autonomous DRE resulting from the LQR approach (Section 4). We solve this DRE with the non-autonomous BDF method and use the resulting feedback gain matrices to compute a feedback control (also Section 4). We apply the described methods in several numerical experiments for different parameter settings and specify where all our codes and data are available (Section 5).

Notation In most equations, we omit the time-dependence \((t)\), the spatial dependence \((x)\), or the combination of both \((t,x)\). This is supposed to improve the readability of the equations.

2 Two-dimensional Two-phase Stefan Problem

In this section, we define the equations describing the Stefan problem, its boundary conditions and initial values. This involves equations characterizing the temperature and interface movement. Our goal is to use a Riccati feedback control approach to control the interface position. For this, we choose a sharp interface representation in the formulation of the Stefan problem, opposed to, e.g., the level set representation of the interface in [Ber10]. As in [BPS10, BPS13], we extend the approach (Section 4). We solve this DRE with the non-autonomous BDF method and use the resulting time-dependent matrices we formulate a non-autonomous DRE resulting from the LQR approach (Section 4). We solve this DRE with the non-autonomous BDF method and use the resulting feedback gain matrices to compute a feedback control (also Section 4). We apply the described methods in several numerical experiments for different parameter settings and specify where all our codes and data are available (Section 5).

At each \(t \in [0, t_{\text{end}}]\), the domain is \(\Omega(t) \subset \mathbb{R}^2\). One instance is illustrated in Figure 1. We split the domain \(\Omega(t)\) into the two regions corresponding to the two phases. These are the regions where the material is in its solid phase \(\Omega_s(t)\) and accordingly, the region \(\Omega_l(t)\) related to the liquid phase. The two phases are separated by the interface \(\Gamma_{\text{int}}(t)\). This inner phase-boundary can move such that its position is time-dependent. Thus, also the two phases \(\Omega_s(t)\) and \(\Omega_l(t)\) are time-dependent and, as a consequence, so is the whole domain \(\Omega(t)\) and its boundary regions. The boundary of \(\Omega(t)\) is separated into \(\Gamma_u(t)\), \(\Gamma_{\text{cool}}(t)\) and \(\Gamma_N(t)\) as depicted in Figure 1. Note that the outer shape of \(\Omega(t)\) is constant for the realization chosen in this manuscript. Thus, the time-dependence of \(\Omega(t)\) is not absolutely necessary even though its sub-domains are time-dependent. However, we keep the time-dependence in our notation in order to not restrict our methods to this case.

We follow the definition of the Stefan problem from [BBHS18]. However, here we use it in a more compact form, i.e. omitting the couplings with the Navier-Stokes equations and the interface graph formulation. While the Navier-Stokes equations alone add additional algebraic constraints, making the DAE harder to classify, both the Navier-Stokes equations and the interface graph formulation add more nonlinearities to the problem. In order to develop the general numerical strategy, we first want to study the feedback control problem for this simplified setting without these couplings, before delving into the additional technical challenges of the full problem formulation.

We denote the temperature as \(\Theta(t)\) and model it with the partial differential Equation (1):

\[
\begin{align*}
\dot{\Theta} - \nabla \cdot \nabla \Theta - \alpha \Delta \Theta &= 0, & \text{on } (0,t_{\text{end}}] \times \Omega, \\
\partial_n \Theta &= u, & \text{on } (0,t_{\text{end}}] \times \Gamma_u, \\
\Theta &= \Theta_{\text{cool}}, & \text{on } (0,t_{\text{end}}] \times \Gamma_{\text{cool}}, \\
\Theta &= \Theta_{\text{melt}}, & \text{on } (0,t_{\text{end}}] \times \Gamma_{\text{int}}, \\
\partial_n \Theta &= 0, & \text{on } (0,t_{\text{end}}] \times \Gamma_N, \\
\Theta(0) &= \Theta_0, & \text{on } \Omega.
\end{align*}
\]

In Equation (1b), we apply the control \(u(t)\) as a Neumann condition on the control boundary \(\Gamma_u(t)\). The Equations (1c) and (1d) describe the Dirichlet conditions on the cooling boundary \(\Gamma_{\text{cool}}(t)\) and the interface \(\Gamma_{\text{int}}(t)\) with the constants \(\Theta_{\text{cool}}\) and \(\Theta_{\text{melt}}\), respectively. Equation (1f) presents the initial condition with the initial temperature distribution \(\Theta_0\). The heat conductivities
in the solid phase $k_s$ and in the liquid phase $k_l$ are collected in $\alpha(\Theta(t))$:

$$\alpha = \begin{cases} k_s, & \text{on } \Omega_s, \\ k_l, & \text{on } \Omega_l. \end{cases}$$

In Equation (1a), the temperature is coupled with the extended interface movement $\Upsilon(\nabla \Theta(t))$. For every $t \in (0, t_{\text{end}}]$, we model $\Upsilon(\nabla \Theta(t))$ with a system of algebraic equations, in the sense that they do not contain any time-derivatives:

$$\Delta \Upsilon = 0, \quad \text{on } \Omega,$$

$$\Upsilon = \left( \frac{1}{\ell} [k(\nabla \Theta(t))]^s_t \right) \cdot n_{\text{int}}, \quad \text{on } \Gamma_{\text{int}},$$

$$\Upsilon = 0, \quad \text{on } \Gamma_{\text{cool}} \cup \Gamma_u,$$

$$\Upsilon \cdot n = 0, \quad \text{on } \Gamma_N,$$

$$\Upsilon(0) = 0, \quad \text{on } \Omega.$$

On the interface, $\Upsilon|_{\Gamma_{\text{int}}} (\nabla \Theta(t)) = \Upsilon_{\text{int}} (\nabla \Theta(t))$ is the interface movement in normal direction, where $n_{\text{int}}(t)$ is the unit normal vector pointing from $\Omega_s(t)$ to $\Omega_l(t)$. $\Upsilon_{\text{int}} (\nabla \Theta(t))$ is coupled to $\Theta(t)$ through the Stefan condition (2b). Here, $\ell$ is the latent heat constant and

$$[k(\nabla \Theta)]^s_t = k_s \partial_{n_{\text{int}}} \Theta|_{\Omega_s} - k_l \partial_{-n_{\text{int}}} \Theta|_{\Omega_l}$$

is the jump of the temperature gradient along $\Gamma_{\text{int}}(t)$. Equations (2c) and (2d) ensure that the outer boundaries of $\Omega(t)$ do not move such that the outer shape of the domain does not change.

We use $\Upsilon(\nabla \Theta(t))$ in Section 3 for the mesh movement. The Stefan problem, which is described by the system of Equations (1) and (2), is a non-linear system of DAEs on a time-varying domain. Due to the coupling of $\Theta(t)$ and $\Upsilon_{\text{int}} (\nabla \Theta(t))$ in (2b) and the two temperature-dependent phases in the definition of $\alpha(\Theta(t))$, both, $\Upsilon_{\text{int}} (\nabla \Theta(t))$ and $\alpha(\Theta(t))$, depend on $\Theta(t)$. Thus, the terms $\Upsilon(\nabla \Theta(t)) \cdot \nabla \Theta(t)$ and $\alpha(\Theta(t)) \Delta \Theta(t)$ in Equation (1a) are nonlinear.
3 Discretization and Linearization

In order to apply the LQR approach in Section 4, we need to formulate the Stefan problem in a standard state-space format, which is linear and semi-discretized in space. Thus, we describe how to transform the coupled DAE system of Equations (1) and (2) into

\[
\begin{align*}
\mathcal{M} \dot{x}^h &= A x^h + B u^h, \\
y^h &= C x^h,
\end{align*}
\]

(4)
in this section. To generate the square matrices \(A(t), M(t) \in \mathbb{R}^{n \times n}\), the input matrix \(B(t) \in \mathbb{R}^{n \times m}\), and output matrix \(C(t) \in \mathbb{R}^{r \times n}\), we spatially discretize and linearize the Stefan problem. Further, we take special care on how the boundary conditions (1d) and (2b) are treated in the definition of the matrices for Equation (4) since they are of particular importance for our feedback control problem.

For the spatial discretization, we use the finite element method (FEM) on a mesh of triangular cells \( \mathcal{L}^h(t) = \{ Q(t) \} \) that changes over time, driven by the movement of the interface. The interface \( \Gamma_{\text{int}}(t) \) itself is represented explicitly and sharply through facets that are aligned with \( \Gamma_{\text{int}}(t) \). In order to track \( \Gamma_{\text{int}}(t) \) with the mesh, we use the semi-discrete extended interface movement \( \hat{\Theta}^h(\nabla \Theta^h(t)) \) to adapt the mesh inside the whole domain, as described in \[BBHS10, BPS13\]. In this way, we prevent mesh tangling and too strong deformations. See \[BBHS18\] for a detailed description of our implementation.

In order to define the linearization of the Stefan problem, we require a trajectory generated by applying an open-loop control approach to the nonlinear problem. For this, we take the open-loop control approach from \[BBHS18\]. This (desired) reference trajectory contains the semi-discrete reference solutions \( \hat{\Theta}^h(t), \hat{\Upsilon}^h(\nabla \Theta^h(t)), \Gamma_{\text{int,ref}}(t) \), and the heat conductivities \( \hat{\alpha}(t) \), depending on the reference trajectory.

Combining these two techniques, we derive the linearized, semi-discrete version of Equation (1a)

\[
\dot{\Theta}^h - \Upsilon^h \cdot \nabla \hat{\Theta}^h - \hat{\alpha} \Delta \Theta^h = 0, \quad \text{on } (0, t_{\text{end}}) \times \Omega,
\]

(5)
by using the semi-discrete states \( (\Theta^h(t), \Upsilon^h(\nabla \Theta^h(t))) \) and, in particular, by replacing \( \Theta^h(t) \) in the convection term by \( \hat{\Theta}^h(t) \) and \( \alpha(t) \), which depends on \( \Theta^h(t) \), by the reference heat conductivity \( \hat{\alpha}(t) \).

In order to get the matrices for Equation (4), we pose the semi-discrete variational formulations of Equation (5) together with its boundary conditions and Equation (2):

\[
\begin{align*}
0 &= \int_{\Omega} \hat{\Theta}^h \cdot \nu^h \, dx - \int_{\Omega} \Upsilon^h \cdot \nabla \hat{\Theta}^h \cdot \nu^h \, dx + \int_{\Omega} \alpha \nabla \Theta^h \cdot \nabla \nu^h \, dx - \int_{\Gamma_u} k u^h \cdot \nu^h \, ds,
0 &= - \int_{\Omega} \nabla \Upsilon^h \cdot \nabla \nu^h \, dx + \int_{\Gamma_{\text{int}}} \Upsilon^h \cdot \nu^h \, ds - \int_{\Gamma_{\text{int}}} \frac{1}{\ell} [k(\nabla \Theta^h)]_n \cdot \nu^h \, ds.
\end{align*}
\]

We denote the semi-discrete test functions with \( \nu^h(t) \) and \( \hat{\nu}^h(t) \) and reformulate these variational formulations into a matrix-based form:

\[
\begin{align*}
\dot{\Theta}^h &= A_{\Theta \Theta} \Theta^h + A_{\Theta \Upsilon} \Upsilon^h + B \Theta u^h, \quad \text{on } (0, t_{\text{end}}) \times \Omega, \\
0 &= A_{\Upsilon \Theta} \Theta^h + A_{\Upsilon \Upsilon} \Upsilon^h, \quad \text{on } (0, t_{\text{end}}) \times \Omega.
\end{align*}
\]
Here, the coefficient matrices are defined via the inner products

\[ \langle M_{\Theta} \Theta^h, \nu^h \rangle = \int_{\Omega} \Theta^h \cdot \nu^h \, dx, \]
\[ \langle A_{\Theta\Theta} \Theta^h, \nu^h \rangle = -\int_{\Omega} \alpha \nabla \Theta^h \cdot \nabla \nu^h \, dx, \]
\[ \langle A_{\Theta\bar{\Theta}} \Theta^h, \nu^h \rangle = \int_{\Omega} \bar{\Theta}^h \cdot \nabla \tilde{\Theta}^h \cdot \nu^h \, dx, \]
\[ \langle A_{\bar{\Theta}\bar{\Theta}} \Phi^h, \nu^h \rangle = \int_{\Omega} \nabla \bar{\Phi}^h \cdot \nabla \nu^h \, dx - \int_{\Gamma_{\text{int}}} \bar{\Phi}^h \cdot \nu^h \, ds, \]
\[ \langle A_{\bar{\Theta}\bar{\Phi}} \Phi^h, \nu^h \rangle = \int_{\Gamma_{\text{int}}} \frac{1}{r} [k(\nabla \Theta^h)]^n \cdot \mathbf{n}_{\text{int}} \cdot \nu^h \, ds, \]
\[ \langle B_{\Theta} \Theta^h, \nu^h \rangle = \int_{\Gamma_{\text{int}}} k_{\text{int}} \Theta^h \cdot \nu^h \, ds. \]

(6)

With these definitions, we can formulate the semi-discrete linearized Stefan problem in the format of Equation (4):

\[
\begin{bmatrix}
M_{\Theta} & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\frac{d}{dt} \Theta^h \\
\frac{d}{dt} \Phi^h
\end{bmatrix}
= \begin{bmatrix}
A_{\Theta\Theta} & A_{\Theta\bar{\Theta}} \\
A_{\bar{\Theta}\Theta} & A_{\bar{\Theta}\bar{\Theta}}
\end{bmatrix}
\begin{bmatrix}
\Theta^h \\
\Phi^h
\end{bmatrix}
+ \begin{bmatrix}
B_{\Theta} \\
0
\end{bmatrix}
\begin{bmatrix}
\nu^h
\end{bmatrix}
\]  

(7)

\[ \mathbf{y}^h = \begin{bmatrix}
C_{\Theta} & 0
\end{bmatrix}
\begin{bmatrix}
\Theta^h \\
\Phi^h
\end{bmatrix}. \]

Several choices are plausible for the output matrix \( C_{\Theta}(t) \). We will introduce some in Section 5. With the zero-blocks in Equation (7), the DAE structure is clearly visible. Since, at every time instance \( t \), \( A_{\bar{\Theta}\bar{\Phi}}(t) \) represents the Poisson operator with a Dirichlet boundary part, it is always non-singular. Further, the mass matrix with respect to the temperature \( M_{\Theta}(t) \) is symmetric positive definite and, in particular, always non-singular as well. Thus, Equation (7) is a DAE in semi-explicit form of differential index 1 (see e.g. [KM06]) and we can apply the implicit index-reduction techniques from [FRM08] for this type of DAEs.

Next, we discuss the treatment of the boundary conditions in the FEM matrices in Equations (6) and (7). This is of special importance for our objective to use these matrices to compute a feedback control for the Stefan problem in Section 4. The subject of attention in our feedback control problem is the position of \( \Gamma_{\text{int}}(t) \), which is directly linked to the boundary conditions (1d) and (2b) since they are defined on \( \Gamma_{\text{int}}(t) \). Equations (1d) and (2b) are also important for the coupling of Equations (1) and (2). This coupling is of particular importance for the feedback control problem since the interface movement is defined in the Stefan condition (2b) and the control is applied in Equation (1b). One common approach to handle Dirichlet boundary conditions, such as Equations (1d) and (2b), is to remove the rows and columns corresponding to the degrees of freedom (DOFs) at the related boundary regions from the FEM matrices. However, these DOFs are related to the coupling of \( \Theta^h(t) \) and \( \Phi^h(\nabla \Theta^h(t)) \), and, thus, the coupling of the temperature and the interface movement. By removing these DOFs, the matrices would lose important information, which is necessary for the computation of a feedback control. Thus, the corresponding DOFs on \( \Gamma_{\text{int}}(t) \) are to be present in the FEM matrices. In order to treat the boundary conditions (1d) and (2b) appropriately for our feedback control problem we, from now on, consider the difference states

\[ \Theta_{\Delta}^h = \Theta^h - \tilde{\Theta}^h, \]
\[ \Phi_{\Delta}^h = \Phi^h - \tilde{\Phi}^h. \]
We formulate our feedback control problem in terms of $\Theta^h(t)$ and $\Upsilon^h(\nabla \Theta^h(t))$. As a result, the desired state, which we stabilize with a feedback control, is the all-zero-state. The semi-discrete version of the Dirichlet condition in Equation (1d) in terms of the difference state $\Theta^h(t)$ is equivalent to

$$0 = \Theta_{\Delta,\text{melt}} - \Theta^h_{\Delta}, \quad \text{on } (0, t_{\text{end}}] \times \Gamma_{\text{int}}. \quad (8)$$

Further, both terms $\Theta_{\Delta,\text{melt}}(t) = \Theta_{\text{melt}}(t) - \Theta_{\text{melt}}(t) = 0$ and $\Theta^h_{\Delta}(t)|_{\Gamma_{\text{int}}(t)} = 0$ in Equation (8) are constant. Thus, also the time derivative equals zero, $\dot{\Theta}^h_{\Delta}(t) = 0$, and we add this equation to Equation (8). As a result, we can formulate the modified condition (9) to replace Equation (1d) in terms of the difference state for the FEM matrices, yielding

$$\dot{\Theta}^h_{\Delta} = \Theta_{\Delta,\text{melt}} - \Theta^h_{\Delta}, \quad \text{on } (0, t_{\text{end}}] \times \Gamma_{\text{int}}. \quad (9)$$

To incorporate Equation (9) into the matrices, we denote $\Theta^h_{\Delta,\Gamma}(t) = \Theta^h_{\Delta}(t)|_{\Gamma_{\text{int}}(t)}$ and assume we can split

$$\Theta^h_{\Delta} = \begin{bmatrix} \Theta^h_{\Delta,\Gamma} \\ \Theta^h_{\Delta,\text{melt}} \end{bmatrix}. \quad (10)$$

In order to ensure the Dirichlet condition on $\Gamma_{\text{int}}(t)$, we add Equation (9) to the related block matrices, which then read

$$\tilde{M}_\Theta = \begin{bmatrix} M_\Theta & 0 \\ 0 & I \end{bmatrix}, \quad \tilde{A}_\Theta = \begin{bmatrix} A_{\Theta \Theta} A_{\Theta \Gamma} A_{\Gamma \Gamma} & 0 \\ A_{\Theta \Gamma} & -I \end{bmatrix}, \quad \tilde{A}_\Upsilon = \begin{bmatrix} A_{\Theta \Upsilon} & 0 \\ 0 & I \end{bmatrix}, \quad \tilde{A}_{\Upsilon \Gamma} = \begin{bmatrix} A_{\Upsilon \Theta} & A_{\Upsilon \Gamma} \end{bmatrix}. \quad (11)$$

With this, the conditions in Equations (1b) and (2b) can be incorporated explicitly into the definition of $A_{\Upsilon \Theta}(t)$ and $B_{\Theta}(t)$. Regarding the remaining boundary conditions, the Neumann condition in Equation (1c) does not need any extra attention, since it is incorporated automatically. The Dirichlet boundary conditions in Equations (1c), (2c) and (2d) can be handled by the common approach to remove the rows and columns corresponding to the DOFs at the related boundary regions from the matrices.

Equation (7) with Equation (9) incorporated reads

$$\begin{bmatrix} \tilde{M}_\Theta & 0 \\ 0 & 0 \end{bmatrix} \frac{d}{dt} \begin{bmatrix} \Theta^h_{\Delta} \\ \Upsilon^h_{\Delta} \end{bmatrix} = \begin{bmatrix} \tilde{A}_\Theta & \tilde{A}_\Upsilon \\ \tilde{A}_{\Upsilon \Theta} & A_{\Upsilon \Upsilon} \end{bmatrix} \begin{bmatrix} \Theta^h_{\Delta} \\ \Upsilon^h_{\Delta} \end{bmatrix} + \begin{bmatrix} B_{\Theta} \\ 0 \end{bmatrix} u^h, \quad (10)$$

$$y^h = \begin{bmatrix} C_{\Theta} & 0 \end{bmatrix} \begin{bmatrix} \Theta^h_{\Delta} \\ \Upsilon^h_{\Delta} \end{bmatrix}. \quad (11)$$

Notably, this modification preserves the DAE structure and index of Equation (7). Consequently, we follow [FRM08] and apply the Schur complement to remove the algebraic conditions. This yields an equivalent formulation, a.k.a. realization, of the Stefan problem on the hidden manifold [KM06], i.e., as an ODE, with the coefficient matrices

$$\begin{align*}
\mathcal{M}(t) &= \tilde{M}_\Theta(t), \\
\mathcal{A}(t) &= \tilde{A}_\Theta(t) - \tilde{A}_{\Theta \Gamma}(t) \tilde{A}_{\Upsilon \Gamma}^{-1}(t) \tilde{A}_{\Upsilon \Theta}(t), \\
\mathcal{B}(t) &= B_{\Theta}(t), \\
\mathcal{C}(t) &= C_{\Theta}(t). \quad (11)
\end{align*}$$

With the matrices from Equation (11), we can transform the Stefan problem into the formulation of Equation (4) and are able to apply the LQR approach for the computation of a feedback control. In order to have a computationally efficient method, we keep the sparse structure of the matrices.
and never compute the generally dense Schur complement for $A(t)$ explicitly. Instead we apply $A(t)$ implicitly and use the matrices from Equation (10). For details, see [FRM08], or the numerical implementation in [SKB21].

In Section 4, we describe the related numerical methods. For this, we further discretize the Stefan problem in time. For the simulation forward in time, we use the reference time-steps

$$0 = t_0 < t_1 < \ldots < t_{n-1} < t_n = t_{\text{end}},$$

$$\mathcal{T}^{\text{ref}}_{\text{fwd}} = \{t_0, t_1, \ldots, t_{n-1}, t_n\}.$$  

In Section 4, we solve differential Riccati equations backwards in time. For this we use the same time-steps $\hat{t}_k = t_{n-k}$ in reversed order

$$t_{\text{end}} = \hat{t}_0 > \hat{t}_1 > \ldots > \hat{t}_{n-1} > \hat{t}_n = t_0,$$

$$\mathcal{T}^{\text{bwd}} = \{\hat{t}_0, \hat{t}_1, \ldots, \hat{t}_{n-1}, \hat{t}_n\}.$$  

We use the same time-steps because the matrices from Equation (11), which form the coefficients of the differential Riccati equations, are assembled during the forward simulation. When we apply a time-adaptive method in the forward simulation, additional time-steps can be added to $\mathcal{T}^{\text{ref}}_{\text{fwd}}$.

4 Non-autonomous Linear-Quadratic Regulator

In this section, we formulate the Riccati-feedback approach for the Stefan problem. We focus on the non-autonomous character of this problem, which is induced by the moving interface and the consequently changing sub-domains. This results in time-dependent coefficients in Equation (4).

In order to derive a feedback-based stabilization of the Stefan problem, we use the LQR approach (e.g., [Son98]). We use this approach because it is well studied for related types of problems, e.g., convection diffusion equations [Wei16], and demonstrates promising performance for these.

To formulate the control problem, we define a quadratic cost functional

$$J(y^h, u^h) = \frac{1}{2} \int_0^{t_{\text{end}}} \| y^h - y^h_d \|^2 + \lambda \| u^h \|^2 \, dt.$$  

We minimize this cost functional subject to the linear time-varying system (4). With the matrices from Equation (11) the LQR problem reads

$$\min_{u^h} J(y^h, u^h)$$

subject to

$$\mathcal{M}x^h = Ax^h + \hat{B}u^h,$$

$$y^h = Cx^h.$$  

The unique solution to the LQR problem (15) is (see Theorem 1)

$$u^h = -K^*x^h,$$  

where the feedback gain matrix

$$K = \frac{1}{\lambda} \hat{B}^T \mathcal{X} \mathcal{M} = \frac{1}{\sqrt{\lambda}} \mathcal{B}^T \mathcal{X} \mathcal{M}$$  

requires the solution $\mathcal{X}(t) \in \mathbb{R}^{n \times n}$ of a differential Riccati equation (DRE). For the Stefan problem, this is the large-scale matrix-valued non-autonomous generalized DRE

$$\frac{d}{dt}(\mathcal{M}^T \mathcal{X} \mathcal{M}) = C^T C + A^T \mathcal{X} \mathcal{M} + \mathcal{M}^T \mathcal{X} \mathcal{A} - \mathcal{M}^T \mathcal{X} \mathcal{B} \hat{B}^T \mathcal{X} \mathcal{M}.$$  
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All coefficients of Equation (18) can be non-autonomous (but we skip the \((t)\)-dependency for better readability). The coefficients of the DRE, at each time instance \(t\), are the matrices \(\mathcal{A}(t), \mathcal{M}(t), \mathcal{M}(t) \in \mathbb{R}^{n \times n}, \mathcal{B}(t) \in \mathbb{R}^{n \times m}, \) and \(\mathcal{C}(t) \in \mathbb{R}^{r \times n}\) from Equation (11), where the input matrix \(\mathcal{B}(t) = \frac{1}{\sqrt{\alpha}} \hat{\mathcal{B}}(t)\) is scaled. In order to solve the DRE, the time-derivative requires special treatment due to the time-dependent mass matrix \(\mathcal{M}(t)\). The left-hand side in Equation (18) can be computed applying the chain rule,

\[
-\frac{d}{dt}(\mathcal{M}^T \mathcal{X} \mathcal{M}) = -\dot{\mathcal{M}}^T \mathcal{X} \mathcal{M} - \mathcal{M}^T \dot{\mathcal{X}} \mathcal{M} - \mathcal{M}^T \dot{\mathcal{M}} \mathcal{X}.
\]

We subtract the two terms containing \(\dot{\mathcal{M}}(t)\) from Equation (18) to obtain a DRE with the time-derivative of \(\mathcal{M}(t)\) moved to the right-hand side:

\[
-\mathcal{M}^T \dot{\mathcal{X}} \mathcal{M} = \mathcal{C}^T \mathcal{C} + (\dot{\mathcal{M}} + \mathcal{A})^T \mathcal{X} \mathcal{M} + \mathcal{M}^T \dot{\mathcal{X}} (\mathcal{M} + \mathcal{A}) - \mathcal{M}^T \mathcal{X} \mathcal{B} \mathcal{B}^T \mathcal{X} \mathcal{M}.
\]

**Assumption 1.** The matrix pencil \(\alpha \mathcal{M}(t) - \beta (\dot{\mathcal{M}}(t) + \mathcal{A}(t))\) is regular.

Note that we observed Assumption 1 to hold in our numerical experiments.

**Theorem 1.** If Assumption 1 holds, the unique solution to the LQR problem (15) given by the control function \(u^b_\Delta\) defined by Equations (16) to (19).

**Proof.** We use the result from [KM90a] that the LQR problem (15) can be reduced to a standard control problem under certain conditions. These are [KM90a, condition (3.4) and (3.5)].

With the block structure of the matrices in Equation (10), condition [KM90a, condition (3.5)] is fulfilled even without the singular value decomposition and the resulting transformation that is performed there.

Together with Assumption 1, also [KM90a, condition (3.4)] is fulfilled and Equation (10) is already formulated in the form of [KM90a, Equation (3.12)–(3.16)]. Thus, the control function \(u^b_\Delta\) defined by Equations (16) to (19) is equivalent to the unique solution in [KM90a, Equation (2.19)]. Consequently, \(u^b_\Delta\) is the unique solution to the LQR problem (15).

Besides the challenges arising from solving a large-scale matrix-valued DRE, the time-dependent matrices, especially the presence of \(\dot{\mathcal{M}}(t)\), impose additional difficulties, which we address in this section.

To numerically compute the feedback gain matrix \(K_k = K(t_k)\) and the feedback control \(u_k = u^b_\Delta(t_k)\) for \(t_k \in \mathcal{T}_{bwd}\), the solution of the DRE (19) is required. We use efficient low-rank methods for the computation of the numerical solution of the DRE, \(X_k = X(t_k)\), since we assume that \(X_k\) has a low (numerical) rank motivated by [Sti18b]. For this, we use only a small number of inputs and outputs in our experiments, i.e. \(m, r \ll n\). As introduced in [LMS15], which is motivated by [BLT09], \(X_k\) can, thus, be approximated to high accuracy by the decomposition

\[
X_k \approx L_k D_k L_k^T,
\]

where the matrices \(L_k \in \mathbb{R}^{n \times s}\) and \(D_k \in \mathbb{R}^{s \times s}\) have rank \(s \ll n\). We use the low-rank non-autonomous backward differentiation formula (BDF) (see Algorithm 1) to solve the non-autonomous DRE (19). This method is described in greater detail in [BBS21, Section 2]. Compared to an open-loop control problem, the DRE replaces the adjoint equations in the LQR setting. Consequently, we solve the DRE backwards in time and have the time-steps \(\mathcal{T}_{bwd}\) (see Equation (13)) in reversed order as an input to Algorithm 1. In each step of the BDF method, we solve an algebraic Riccati equation (ARE)

\[
0 = C_k^T S_k C_k + (M_k + A_k)^T X_k M_k + M_k^T X_k (M_k + A_k)
- M_k^T X_k B_k B_k^T X_k M_k
\]

for the low-rank solution \(X_k \approx L_k D_k L_k^T\). The matrices in Equation (20) are constructed in Lines 2 to 6. The coefficients \(\alpha_j\) and \(\beta\) are taken from the literature, e.g. [AP98]. The BDF
Algorithm 1: Non-autonomous low-rank factor BDF method of order $\wp$

**Input:** $A(t), \mathcal{M}(t), \dot{\mathcal{M}}(t), B(t), C(t), \lambda, \mathcal{F}_{\text{med}}, \wp, L_0, \ldots, L_{\wp-1}, D_0, \ldots, D_{\wp-1}$

**Output:** $K_k, k = 1, \ldots, n_t$

1. for $k = \wp, \ldots, n_t$
   2. $A_k = \tau_k \beta (\dot{\mathcal{M}}(\hat{t}_k) + A(\hat{t}_k)) - \frac{1}{2} \mathcal{M}(\hat{t}_k)$
   3. $\mathcal{M}_k = \mathcal{M}(\hat{t}_k)$
   4. $B_k = \sqrt{\tau_k \beta} B(\hat{t}_k)$
   5. $C_k^T = \begin{bmatrix} C(\hat{t}_k)^T, \mathcal{M}_k^T L_{k-1}, \ldots, \mathcal{M}_k^T L_{k-\wp} \end{bmatrix}$
   6. $S_k = \begin{bmatrix} -\alpha_1 D_{k-1} & \cdots & -\alpha_{\wp} D_{k-\wp} \end{bmatrix}$
   7. solve ARE (20) for $L_k$ and $D_k$
   8. $K_{n_t-k} = \frac{1}{\sqrt{\chi}} B(\hat{t}_k)^T L_k D_k L_k^T \mathcal{M}_k$
   9. end

Algorithm 2: LQR for the Stefan problem

1. solve open-loop control problem to get the reference trajectory and $A(t), \mathcal{M}(t), \dot{\mathcal{M}}(t), B(t), C(t)$ of the linearized problem
2. solve DRE (19) with Algorithm 1 to get $K_k, k = 1, \ldots, n_t$
3. apply $K_k$ in a forward simulation of the Stefan problem

The method is a multistep method. Thus, to start a BDF method of order $\wp > 1$, the terminal values $X_0, \ldots, X_{\wp-1}$ are required with sufficient accuracy to obtain the desired order of convergence. These values can be computed with sufficiently small time-steps of the order $\wp - 1$ method. This procedure is repeated recursively for the order $\wp - 1$ method to compute terminal values for its start. For details see [BBSS21, Algorithm 2], or the implementation in [SKB21, mess_bdf_dre.m]. This method requires an additional input parameter that we set to $n_\wp = 10$ as in [BBSS21].

Algorithm 1 is embedded in the open source software package M-M.E.S.S. 2.1 [SKB21], where it benefits from efficient solvers for the ARE (20).

To have an overview of the three steps for the Riccati-feedback stabilization of the Stefan problem, we collect the overall procedure in Algorithm 2. The method we choose for the forward simulations of the Stefan problem in Lines 1 and 3 is a fractional-step-theta scheme and for solving the DRE in Line 2 the non-autonomous BDF methods, which we described above. The time discretization $\mathcal{F}_{\text{med}}$, defined in Equation (12), is used in all three steps. In Line 2, it is used backwards in time ($\mathcal{F}_{\text{med}}$, Equation (13)) and, for the second forward solve in Line 3, additional time steps can be added adaptively. We use the time-adaptivity to prevent numerical instabilities that can occur with feedback controls that have very large variation, as demonstrated in [BBSS21]. The specific time-adaptivity is tailored to include the relative change of the feedback control. A detailed description of this time-adaptive fractional-step-theta scheme with a relative control-based indicator function is presented in [BBSS21, Section 3].

We provide the references for the codes of the methods above in Section 5 and showcase the behavior of Algorithms 1 and 2 by means of several numerical experiments.

5 Numerical Experiments

With several numerical experiments, we demonstrate that the LQR approach is applicable to this type of control problem, i.e., the Stefan problem, regardless of several numerical challenges and approximations that arise similar to other types of problems, where this approach is applied suc-
cessfully. The Stefan problem is non-linear, which we address with a linearization. Further, the coefficients of the corresponding DRE are large-scale matrices. Thus, we use a low-rank representation of the DRE solution to make it feasible in regard of the computational cost and the memory requirements. Additionally, the Stefan problem is a DAE as well as, e.g., the Navier-Stokes equations, for which the LQR approach is applied successfully in [Wei16]. To handle the DAE structure, we use an implicit index reduction technique.

In addition, for the Stefan problem, the matrices are time-dependent and we approximate the time-derivative of the mass matrix by centered differences. Consequently, we use the non-autonomous BDF method to solve the DRE and compute the feedback gain matrices. Then, at intermediate time-steps that are generated by the time-adaptive fractional-step-theta scheme, we interpolate the feedback gain matrices. An alternative is to interpolate the DRE solution with the corresponding low-rank factors and compute the feedback gain matrices at intermediate time-steps as in Line 7 of Algorithm 1. However, this is more expensive and not necessary in our setting. All these techniques can introduce additional approximation errors. Still, the computed feedback controls can steer the interface back to the desired trajectory successfully in our experiments, similar to previously studied problem types.

With several numerical experiments, we illustrate the performance of the feedback stabilization, which is computed with Algorithm 2. The open-loop computations in Line 1 are reported in [BBHS18] and the assessment of the runtime performance of different methods for the solution of the DRE in Line 2 is left to [BBSS21]. Instead, we focus on the behavior of the feedback stabilization in Line 3. This behavior is strongly influenced by the weight factor $\lambda$ in the cost functional as well as different choices of inputs and outputs, as the experiments demonstrate. In order to assess the robustness of our computed feedback controls, we are interested in uncertainties in the cooling, i.e., we investigate different perturbations $\varphi(t)$ to the Dirichlet boundary condition at $\Gamma_{\text{cool}}(t)$.

We depict several boundary regions for perturbations ($\Gamma_{\text{cool}}(t)$) as well as inputs ($\Gamma_u(t)$) and outputs ($\Gamma_C(t)$) in Figure 2. As for $\Omega(t)$, the boundary regions for inputs $\Gamma_{u,1}(t), \ldots, \Gamma_{u,4}(t)$ are constant in this representation of the domain. However, we do not restrict ourselves to this case and, thus, keep the time-dependence in our notation.

The particular domain $\Omega(t)$, we choose for the experiments, is a rectangle $[0,0.5] \times [0,1]$ with the initial interface position at height 0.5 as a horizontal line. For the discretization, we choose a mesh of triangles with 3899 vertices and 401 time-steps. This, using standard P1 elements in

Figure 2: Input, Perturbation (left), and Output Areas (right)
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{$t_{\text{end}}$} & \textbf{$k_s$} & \textbf{$k_l$} & \textbf{$\Theta_{\text{cool}}$} & \textbf{$\Theta_{\text{melt}}$} & \textbf{$\ell$} & \textbf{$\Theta_0$} \\
\hline
1 & 6 & 10 & -1 & 0 & 10 & $\Theta_{\text{cool}} \cdot (1 - 2 \cdot x_2)$ \\
\hline
\end{tabular}
\caption{Stefan Problem Model Parameters}
\end{table}

\[ \text{FEniCS}, \text{results in 3,899 DOFs for } \Theta(t) \text{ and 7,798 DOFs for } \Upsilon(\nabla \Theta(t)). \text{ After the removal of the DOFs corresponding to Dirichlet boundary conditions (see Section 3), the size of the matrices is } n = 11429. \text{ The model parameters are listed in Table 1.} \]

**Code Availability**

All codes and data to reproduce the presented results are available at [Bar21]. The non-autonomous BDF method is incorporated in the software package M-M.E.S.S. 2.1 [SKB21]

### 5.1 Experiment 1

For this first experiment, we focus on the influence of weight parameters and outputs on the performance of the feedback control. The desired interface trajectory, which we intend to stabilize with the feedback control, is a flat horizontal line moving from its initial height at 0.5 downward by 0.004. Since we assume the Stefan problem to be asymptotically stable, the interface returns to the desired trajectory after a perturbation without a feedback control as well. However, this is not achieved within the time horizon. With the feedback control, we intend to prevent the interface deviation to a certain extent and to steer the interface back in a much shorter time after a perturbation occurs.

The interface deviation is caused by the perturbation $\varphi(t)$, which is generated randomly in the form of three scalar values in the range of $[-\Theta_{\text{cool}}, \Theta_{\text{cool}}]$. These are applied for a period of four time-steps of $\mathcal{S}_{\text{pred}}$ at the times 0.1, 0.3, and 0.5 on $\Gamma_{\text{cool}}(t) = \Gamma_{\text{cool},1}(t) \cup \Gamma_{\text{cool},2}(t)$:

\[ \Theta = \Theta_{\text{cool}} + \varphi, \quad \text{on } (0, t_{\text{end}}) \times \Gamma_{\text{cool}}. \]

The trajectory of $\varphi(t)$ is pictured in the top part of Figure 3. The scaling of the y-axis is relative to $\Theta_{\text{cool}}$.

Here, for the LQR problem, we use a single input $u(t)$ with the same value on $\Gamma_{u,1}(t) \cup \ldots \cup \Gamma_{u,4}(t)$, i.e. $B(t) \in \mathbb{R}^{n \times 1}$. The top part of Figure 3 shows the control for three different LQR designs, resulting from three different combinations of weights and outputs:

- $u_1 : \lambda = 10^{-4}$, 2 outputs: $\Gamma_{C,3}, \Gamma_{C,4}$
- $u_2 : \lambda = 10^{-6}$, 2 outputs: $\Gamma_{C,3}, \Gamma_{C,4}$
- $u_3 : \lambda = 1.6 \cdot 10^{-2}$, 7 outputs: $\Gamma_{C,1}, \ldots, \Gamma_{C,6}, \Gamma_{\text{int}}$

The outputs on $\Gamma_{C,1}(t), \Gamma_{C,2}(t)$, $\Gamma_{C,5}(t)$, and $\Gamma_{C,6}(t)$ measure averaged temperatures on the corresponding interval, while $\Gamma_{C,3}(t)$ and $\Gamma_{C,4}(t)$ represent point measurements of the temperature. The output at $\Gamma_{\text{int}}(t)$ monitors the difference of the interface movement to the desired movement

\[ (c_{\text{int}}, v^h) = \int_{\Gamma_{\text{int}}} \left( \frac{1}{2} \left[ k_s (\nabla \Theta_\Delta)_s - k_l (\nabla \Theta_\Delta)_l \right] \right) \cdot n_{\text{int}} \cdot v^h ds \]

and is defined via the jump term of the Stefan condition (Equation (2b)). This output alone is not suited for an effective control-design. It would generate a large output, and thus an active feedback-response, only while the perturbation is actively driving the interface away from the desired trajectory. However, it can not detect a difference in the position of the interface. Consequently, it would not steer the interface back but would keep it on a "parallel trajectory".

Thus, in the first two LQR designs, the controls $u_1(t)$ and $u_2(t)$ are based on two outputs that measure the temperature at the desired interface position on the boundary, such that $\mathcal{C}(t) \in \mathbb{R}^{2 \times n}$, while $u_3(t)$, in the third setting, uses seven outputs, i.e. $\mathcal{C}(t) \in \mathbb{R}^{7 \times n}$. With this, we compute the feedback gain matrices according to Section 4 with Algorithm 1 and set $\varphi = 1$. Then, we simulate...
Figure 3: Perturbation and feedback (top), relative interface position (middle), and time-step sizes (bottom) for different weights and outputs (Experiment 1)
the closed-loop system with these feedback gain matrices together with the perturbations. The resulting feedback controls \( u_1(t), u_2(t), \) and \( u_3(t) \) are displayed in the top part of Figure 3 and the interface positions in the middle part of Figure 3. The interface positions are relative to the desired interface position at the point \( x^*(t) \) with the largest deviation on the interface:

\[
\Gamma_{\text{int,} \Delta}(t, x^*) = \Gamma_{\text{int, ref}}(t, x^*) - \Gamma_{\text{int}}(t, x^*),
\]

\[
x^* = \arg\max_{x_1 \in [0, 0.5]} |\Gamma_{\text{int, ref}}(t, x_1) - \Gamma_{\text{int}}(t, x_1)|.
\]

The feedback control \( u_1(t) \) is most active shortly after the perturbation starts and it steers the interface back to the desired position in much reduced time, as expected from theory. Again as expected, a smaller weight factor \( \lambda \) allows the control \( u_2(t) \) to react with a larger magnitude input while the perturbation is active. It is, therefore, able to stop the interface from deviating earlier and drives it back even faster.

It should be mentioned that smaller weights reduce the contribution of the control cost term in the cost functional (14). This term can also be interpreted as a regularization term. Consequently, smaller weights decrease the regularity of the feedback control problem. We note that this results in larger computational cost for the solution of the DRE due to slower convergence of the internal iterative solvers used in the BDF method, but refer to [BBSS21, Section 4.2] for a more detailed discussion of this issue.

The weights for the LQR settings of \( u_1(t) \) and \( u_2(t) \) are not directly comparable to the setting for \( u_3(t) \), since this is based on different outputs. The outputs at \( \Gamma_{5,5}(t) \) and \( \Gamma_{5,6}(t) \) allow it to detect the temperature perturbation earlier and the output that monitors the movement of \( \Gamma_{\text{int}}(t) \) can observe the deviation of the interface earlier. Thus, \( u_3(t) \) is most active immediately after the perturbation starts and moves the interface back much faster.

Note, that we use a time-adaptive fractional-step-theta scheme with a relative feedback control-based indicator function to simulate the Stefan problem together with a feedback control. For this example, the bottom part of Figure 3 shows the adaptive time-step sizes. While the feedback control is inactive, like at the beginning or end of the simulation, the method chooses the largest time-step size of \( \tau_c = 0.0025 \). As soon as the feedback control is active, the method chooses the minimal time-step size of \( \tau_c = 10^{-4} \). This prevents numerical instabilities that can occur with very small \( \lambda \) and thus very active feedback controls as is demonstrated in [BBSS21, Section 4.2].

Experiment 1 demonstrates the influence of the chosen weight parameter \( \lambda \) in the cost functional (Equation (14)). Smaller weight parameters increase the impact of the deviation term in the cost functional indirectly by decreasing the relevance of the control costs which are measured by the second term and scaled by \( \lambda \). Further, the choice and number of outputs has a significant impact on the performance of the feedback control.

The next experiment demonstrates that our method works as well with increased time-dependence of the data in the non-autonomous DRE.

### 5.2 Experiment 2

In our second experiment, the desired interface trajectory is, again, a flat horizontal line moving from its initial height at 0.5, this time, upward by 0.1. This is a longer distance interface movement than in Experiment 1 on the same time horizon and, in turn, results in a stronger time-dependence of the matrices for the DRE. The investigated LQR design is chosen as in the second case in Experiment 1.

That means, we use the same weight (\( \lambda = 10^{-6} \)) and outputs as for \( u_2(t) \) above and call the corresponding feedback control \( \tilde{u}_2(t) \). This time we use four randomly generated perturbations applied at the times 0.1, 0.3, 0.5, and 0.7, which, together with \( \tilde{u}_2(t) \), can be found in the top part of Figure 4. Again, the perturbations cause the interface to deviate from the desired trajectory. The feedback control \( \tilde{u}_2(t) \) behaves similarly to the previous experiment. It stops the interface from deviating and drives it back to the desired position, as expected from the theory. Additionally, the time-adaptivity behaves analogously to Experiment 1.

The experiment showcases the performance of our method with strongly time-varying coefficients in the DRE. We implemented more experiments with desired interface trajectories that move con-
considerably. Our feedback control showed the same performance for all of them. This demonstrates that our solver can also cope with the stronger time dependence without difficulties.

5.3 Experiment 3

Our third experiment revisits the basic task as in Experiment 1. This time, we generate two different perturbations $\varphi_1(t), \varphi_2(t) \in [-\Theta_{\text{cool}}, \Theta_{\text{cool}}]$, acting on the left ($\Gamma_{\text{cool},1}(t)$) and right ($\Gamma_{\text{cool},2}(t)$) part of the Dirichlet boundary at the bottom of $\Omega(t)$ (see Figure 2), with three random values each, which are applied at the times $0.1, 0.4325,$ and $0.765$. They are displayed in the top part of Figure 5. We apply these two perturbation functions to $\Theta = \Theta_{\text{cool}} + \varphi_1$, on $(0, t_{\text{end}}] \times \Gamma_{\text{cool},1},$

$\Theta = \Theta_{\text{cool}} + \varphi_2$, on $(0, t_{\text{end}}] \times \Gamma_{\text{cool},2}.$

These perturbations will not only move the interface away from the desired position but also add some curvature to the deviated interface. To stabilize this interface position, we use six individual inputs at $\Gamma_u, 1(t), \ldots, \Gamma_u, 6(t)$ ($B(t) \in \mathbb{R}^{n \times 6}$) and the same two outputs at $\Gamma_{C,3}(t), \Gamma_{C,4}(t)$ as in the previous experiments ($\mathcal{C}(t) \in \mathbb{R}^{2 \times n}$). For the weight factor in the cost functional we use $\lambda = 10^{-9}$. Again, this weight factor is not directly comparable to the previous experiments since we use a different combination of inputs and outputs.

The resulting perturbed and feedback controlled interfaces are displayed in the bottom part of Figure 5 at the time points $t \in [0.465, 0.56, 0.798, 1]$. With the first two perturbations, the interface is pushed downwards and assumes a distinct curvature. Right after the second perturbation ($t = 0.465$), the feedback controlled interface is already essentially back to the desired interface, but still has undesired curvature. Well before the third perturbation, at $t = 0.56$, the feedback controlled...
Figure 5: Two different perturbations (top), and perturbed and feedback controlled relative interface positions (bottom) (Experiment 3)
interface is almost flat again, as the desired interface. At the two endpoints of the interface, where the outputs are located, the controlled interface is directly at the desired position. The remaining curvature cannot be measured by the cost functional and is, thus, not actively removed. For the given setup, this is the expected behavior of the feedback control. It is similar after the first perturbation. The third perturbation moves the interface upwards above the desired position \(t = 0.798\). At the end of the time interval \((t = 1)\), the feedback controlled interface is again almost flat and back to the desired position at the ends while the uncontrolled interface is still far away.

This experiment shows that the feedback control can move the perturbed interface back to the desired trajectory and additionally control the curvature of the interface, to a certain extent. With the chosen input and output setting, the position of the interface is corrected as fast as in the previous experiments. The curvature correction requires some more time but is still performed during the considered time interval up to the level that the cost functional can measure with the given two outputs.

In all three experiments, we are able to stabilize the desired interface position with the proposed feedback control approach despite the different challenges that are posed by the Stefan problem.

6 Conclusions

In this work, we address the challenging task to derive, compute, and apply a feedback control for the two-dimensional two-phase Stefan problem. The particular challenges for the Stefan problem lie in the non-linearities, the DAE structure, as well as the moving inner boundary. Additionally, the applied feedback control approach results in a generalized DRE with time-dependent large-scale matrices. We address this task with a sharp interface representation and mesh movement techniques. Resulting from this coupling of the Stefan problem with mesh movement, we have a detailed description of the linearization, discretization and matrix assembly. Regarding this, we particularly elaborate on how Dirichlet boundary conditions can be treated and display the DAE structure in the resulting matrices.

To obtain a feedback control for the Stefan problem, we apply the LQR approach and treat large-scale non-autonomous DREs with a corresponding low-rank BDF method. More specifically, we also include the time-dependent mass matrix and its derivative. The feedback control resulting from this approach is applied in a forward simulation of the closed-loop Stefan problem where we handle the numerical difficulties that arise with a time-adaptive fractional-step-theta scheme specifically adapted to this process.

Through several numerical experiments, we demonstrate how effectively our methods and the resulting feedback controls perform. The performance of the feedback controls strongly depends on the choice of control parameters like the weight factor in the cost functional and the selected inputs and outputs. The outputs are particularly important since in our formulation of the Stefan problem, the interface position to be controlled, is not explicitly available as an output. Thus, the outputs need to indicate the interface deviation reliably.

Our methods include several stages of approximations, like the linearization, implicit index reduction, and low-rank representation of the DRE solution in an iterative solver. Like this, we are able to make the numerical solution of this large-scale problem feasible while the feedback controls still perform as known from problem types, that are already well studied in this regard.

Future research could investigate other promising methods for the non-autonomous DRE like, e.g., splitting schemes. Additionally, a quantitative error analysis is still to be done in future work.
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