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Abstract—For any flag simplicial complex $K$, we describe the multigraded Poincaré series, the minimal number of relations, and the degrees of these relations in the Pontryagin algebra of the corresponding moment–angle complex $Z_K$. We compute the LS-category of $Z_K$ for flag complexes and give a lower bound in the general case. The key observation is that the Milnor–Moore spectral sequence collapses at the second page for flag $K$. We also show that the results of Panov and Ray about the Pontryagin algebras of Davis–Januszkiewicz spaces are valid for arbitrary coefficient rings, and introduce the $(\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)$-grading on the Pontryagin algebras which is similar to the multigrading on the cohomology of $Z_K$.

DOI: 10.1134/S0081543822020031

1. INTRODUCTION

Let $K$ be a simplicial complex on the vertex set $[m] = \{1, \ldots, m\}$. We consider the following homotopy invariants of the moment–angle complex $Z_K$ associated with $K$:

- the Pontryagin algebra $H_*(\Omega Z_K; k)$, where $k$ is a commutative ring with unit;
- the Lusternik–Schnirelmann category (LS-category) $\text{cat}(Z_K)$ of $Z_K$.

The Pontryagin algebras of moment–angle complexes were studied in [21, 15, 16]. If $k$ is a field and $K$ is a flag complex, a minimal set of $\sum_{J \subseteq [m]} \dim H_0(K_J)$ generators for $H_*(\Omega Z_K; k)$ is known (see [15, Theorem 4.3]). However, it seems difficult to explicitly describe the relations between them. We solve a simpler problem of describing the $(\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)$-grading of defining relations and their degrees by computing $\text{Tor}^{H_*(\Omega Z_K; k)}(k, k)$. (Assertion 2 of Proposition 2.4 below shows why this $k$-module is relevant.)

Beben and Grbić [4] gave various lower and upper bounds on the LS-category of moment–angle complexes, focusing on the case where $|K|$ is a low-dimensional manifold (but $K$ can be non-flag). We consider the following

For any simplicial complex $K$, there is an embedding of $H_*(\Omega Z_K; k)$ into the Pontryagin algebra $H_*(\Omega (\mathbb{C}P^\infty)^K; k)$ of the Davis–Januszkiewicz space $(\mathbb{C}P^\infty)^K$. We introduce the $(\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)$-grading on these algebras, and show that Panov and Ray’s theorem on the structure of $H_*(\Omega (\mathbb{C}P^\infty)^K; k)$ is true for any commutative ring $k$ with unit (for the case of integer or field coefficients, see [7, Sect. 8.4]).

Theorem 1.1. Consider the $(\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)$-graded $k$-algebra

$$k[K]^\ell := T(u_1, \ldots, u_m)/(u_i^2 = 0, \ i = 1, \ldots, m; \ u_iu_j + u_ju_i = 0, \ \{i, j\} \in \mathcal{K}),$$

$\deg u_i = (-1, 2e_i)$.
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Then

(a) there is an isomorphism $H_*(\Omega(\mathbb{C}P^\infty)^K; k) \cong \text{Ext}_{k[K]}^*(k, k)$ of $\mathbb{Z}$-graded algebras, where $k[K]$ is the Stanley–Reisner algebra; in particular, for any $n \geq 0$ we have

$$H_n(\Omega(\mathbb{C}P^\infty)^K; k) \cong \bigoplus_{-i+2|\alpha|=n} \text{Ext}_{k[K]}^i(k, k)2\alpha,$$

$$i \geq 0, \quad \alpha \in \mathbb{Z}^m_\geq;$$

(b) there is a natural inclusion $k[K]^1 \hookrightarrow H_*(\Omega(\mathbb{C}P^\infty)^K; k);$ 

(c) if $K$ is a flag complex, then $k[K]^1 \cong H_*(\Omega(\mathbb{C}P^\infty)^K; k).$

The isomorphism from (a) induces the following $(\mathbb{Z} \times \mathbb{Z}^m_\geq)$-grading on $H_*(\Omega(\mathbb{C}P^\infty)^K; k):$

$$H_n(\Omega(\mathbb{C}P^\infty)^K; k) = \bigoplus_{-i+2|\alpha|=n} H_{-i,2\alpha}(\Omega(\mathbb{C}P^\infty)^K; k), \quad H_{-i,2\alpha}(\Omega(\mathbb{C}P^\infty)^K; k) \cong \text{Ext}_{k[K]}^i(k, k)2\alpha.$$

The inclusion from (b) agrees with this grading. Note that it is similar to the multigrading on $H^*(\mathbb{K}; k)$ of [7, Theorem 4.5.7]:

$$H^*(\mathbb{K}; k) = \bigoplus_{-i+2|\alpha|=n} H^{i,2\alpha}(\mathbb{K}; k), \quad H^{i,2\alpha}(\mathbb{K}; k) \cong \text{Tor}_{i}^{k[\mathbb{Z}^1, \ldots, \mathbb{Z}^m]}(k, k)2\alpha.$$

We also obtain a $(\mathbb{Z} \times \mathbb{Z}^{m}_{\geq 0})$-grading on $H_*(\mathbb{K}; k)$, since it is a subalgebra of $H_*(\Omega(\mathbb{C}P^\infty)^K; k)$. Using the Fröberg resolution [12] for the left $k[K]^1$-module $k$ and the structure of a free left $H_*(\mathbb{K}; k)$-module on $H_*(\Omega(\mathbb{C}P^\infty)^K; k)$, we compute $\text{Tor}_n^{H_*(\mathbb{K}; k)}(k, k)$.

Theorem 1.2. Let $K$ be a flag simplicial complex. Then

$$\text{Tor}_n^{H_*(\mathbb{K}; k)}(k, k) \cong \bigoplus_{J \subseteq [m]} \tilde{H}_{n-1}(K_J; k).$$

Here $K_J = \{I \in K; I \subset J\}$ is the full subcomplex of $K$. This isomorphism is $(\mathbb{Z} \times \mathbb{Z}^{m}_{\geq 0})$-graded in the following sense:

$$\text{Tor}_n^{H_*(\mathbb{K}; k)}(k, k)_{-|J|, 2J} \cong \tilde{H}_{n-1}(K_J; k), \quad J \subseteq [m],$$

all the other graded components being zero.

(For a subset $J \subseteq [m]$, we write $J$ instead of $\sum_{j \in J} e_j \in \mathbb{Z}^{m}_{\geq 0}$.)

Using this result, in Corollary 4.5 we compute the number of generators and relations in the algebra $H_*(\mathbb{K}; k)$ for field coefficients, and give a lower bound in the case where the coefficient ring is a principal ideal domain (PID). This implies the available criteria for $H_*(\mathbb{K}; \mathbb{F})$ to be free or be a one-relator algebra (see [15, 16]).

The Poincaré series of $H_*(\mathbb{K}; \mathbb{F})$ in the flag case was calculated by Panov and Ray [21]. We refine this calculation in Theorem 4.8 by introducing the multigrading.

By the Milnor–Moore theorem [20], the algebra $H_*(\mathbb{K}; \mathbb{Q})$ is the universal enveloping of $\pi_*(\mathbb{K}) \otimes \mathbb{Q}$. Hence the rational homotopy groups of $\mathbb{K}$ are $(\mathbb{Z} \times \mathbb{Z}^{m}_{\geq 0})$-graded. We obtain a multigraded refinement of [9, Theorem 4.2.1] by calculating the multigraded Poincaré series of $\pi_*(\mathbb{K}) \otimes \mathbb{Q}$ (see Theorem 4.14). The non-negativity of the graded components of these series gives certain restrictions on the Euler characteristics of full subcomplexes of $K$ in the flag case. These restrictions (see Example 4.17) can be of independent combinatorial interest (see [27]).

As another application of Theorem 1.2, we prove in Proposition 5.15 that the Milnor–Moore spectral sequence

$$E^2_{p,q} \cong \text{Tor}_p^{H_*(\mathbb{K}; \mathbb{F})}(\mathbb{F}, \mathbb{F})\Rightarrow H_{p+q}(X; \mathbb{F})$$
collapses at the second page for \( X = Z_K \) in the flag case. This allows us to compute the Toomer invariant [26] of such \( Z_{K'} \), which gives a lower bound on the LS-category \( \text{cat}(Z_K) \) (see Proposition 5.17). Note that the simpler lower bound of \( \text{cat}(X) \) by the cup-length is not always strict for \( Z_K \), as shown in [4, Sect. 5]. However, we expect it to be strict for flag complexes (see Problem 5.27).

To give an upper bound, we observe that in the flag case the real moment–angle complex \( R_K \) is the classifying space for the commutator subgroup \( RC' \) of the right-angled Coxeter group \( RC \) associated with \( K \) (see [23]). Using the inequality \( \text{cat}(Z_K) \leq \text{cat}(R_K) \) by Beben and Grbić [4] and Dranishnikov’s formula [10] for the virtual cohomological dimension of \( RC_K \), we compute \( \text{cat}(Z_K) \) for every flag \( K \).

**Theorem 1.3.** Let \( K \) be a flag simplicial complex. Then

\[
\text{cat}(Z_K) = \text{cat}(R_K) = 1 + \max_{J \subset [m]} \text{cdim}_Z K_J = 1 + \max_{I \in K} \text{cdim}_Z \text{lk}_K I.
\]

Let \( K' \) be the flagification of \( K \), the unique flag simplicial complex with the same 1-skeleton. (The i-skeleton of \( K \) is the simplicial complex \( s^i K := \{ I \in K : |I| \leq i + 1 \} \).) We give the following lower bound on \( \text{cat}(Z_K) \) in the non-flag case, which is most useful if \( \nu(K) \) is small (this number measures how far \( K \) is from being flag).

**Proposition 1.4.** Let \( K \) be a simplicial complex. Let \( \nu(K) \) be the smallest \( n \geq 0 \) such that the following holds: \( J \in K \) whenever \( J \subset I \in K' \) and \( |I \setminus J| \geq n \). Then

\[
\text{cat}(Z_K) \geq 1 - \nu(K) + \max_{J \subset [m]} \text{cdim}_Z K'_J.
\]

As an example, we calculate \( \text{cat}(Z_K) \) for the skeletons of flag triangulations of manifolds (see Corollary 5.25).

The paper is organized as follows.

In Section 2 we recall the basic properties of simplicial complexes and moment–angle complexes. Then we discuss multigraded associative algebras and relevant homological algebra.

In Section 3 we prove Theorem 1.1 and describe the structure of a left \( H_* (\Omega Z_K; k) \)-module on \( H_* (\Omega (CP^\infty)^K; k) \).

In Section 4 we interpret the minimal resolution of the left \( H_* (\Omega (CP^\infty)^K; k) \)-module \( k \) constructed by Fröberg as a free resolution of the left \( H_* (\Omega Z_K; k) \)-module \( k \). This resolution is used to prove Theorems 1.2, 4.8, and 4.14.

In Section 5 we study the LS-category of \( Z_K \) and \( R_K \) in the flag case. We first calculate \( \text{cat}(R_K) \) and then show that the inequality \( \text{cat}(Z_K) \leq \text{cat}(R_K) \) turns into an equality due to the collapse of the Mikhur–Moore spectral sequence. Finally, we discuss lower bounds on \( \text{cat}(Z_K) \) in the non-flag case and the cup-length of \( Z_K \) in the flag case.

2. PRELIMINARIES

2.1. Simplicial complexes and polyhedral products. A simplicial complex \( K \) on a vertex set \( V \) is a nonempty collection of subsets \( I \subset V \), called faces, that satisfies the following condition:

- If \( I \in K \) and \( J \subset I \), then \( J \in K \).

It follows that \( \emptyset \in K \). An element \( i \in V \) is called a ghost vertex if \( \{i\} \notin K \). We consider only complexes without ghost vertices, so \( \{i\} \in K \) for every \( i \in V \). Usually \( V = [m] := \{1, \ldots, m\} \).

For any \( J \subset [m] \), the simplicial complex \( K_J := \{ I \in K : I \subset J \} \) on the vertex set \( J \) is called a full subcomplex of \( K \) on \( J \).

A missing face of \( K \) is a set \( J \subset [m] \) such that \( J \notin K \) but every proper subset of \( J \) is a face of \( K \). A complex \( K \) is a flag complex if all its missing faces consist of two vertices. Every full subcomplex
of a flag complex is a flag complex. A flag complex is uniquely determined by its 1-skeleton. Hence, for every \( K \), there is a unique flag complex \( K^f \) with the same 1-skeleton, called the \textit{flagification} of \( K \). Clearly, \( K \subset K^f \).

The \textit{link} of a simplex \( I \in K \) is the simplicial complex \( \text{lk}_K I := \{ J \in K : I \cap J = \emptyset, I \cup J \in K \} \).

\textbf{Lemma 2.1} [22, Lemma 2.3]. Let \( K \) be a flag simplicial complex. Let \( I \in K \). Then \( \text{lk}_K I \) is a \textit{full subcomplex} of \( K \). \( \square \)

Now let \( (X, A) = \{(X_i, A_i)\}_{i=1}^m \) be a sequence of pairs of topological spaces and \( K \) be a simplicial complex on \( [m] \). The corresponding \textit{polyhedral product} is the topological space

\[
(X, A)^K := \bigcup_{I \in K} \left( \prod_{i \in I} X_i \times \prod_{i \notin I} A_i \right) \subset \prod_{i=1}^m X_i.
\]

We write \( (X, A)^K := (X, A)^K \) if \( X_1 = \ldots = X_m = X \) and \( A_1 = \ldots = A_m = A \). We also set \( X^K := (X, pt)^K \).

The \textit{moment–angle complex} \( Z_K := (D^2, S^1)^K \) and real \textit{moment–angle complex} \( R_K := (D^1, S^0)^K \) are important special cases of this construction. The homology and cohomology of moment–angle complexes are well known.

\textbf{Theorem 2.2} (see [7, Theorem 4.5.8]). For any abelian group of coefficients,

\[
H_p(Z_K) \cong \bigoplus_{J \subset [m]} \bar{H}_{p-|J|}(K_J), \quad H_p(R_K) \cong \bigoplus_{J \subset [m]} \bar{H}_{p-1}(K_J),
\]

\[
H^p(Z_K) \cong \bigoplus_{J \subset [m]} \bar{H}^{-p-|J|-1}(K_J), \quad H^p(R_K) \cong \bigoplus_{J \subset [m]} \bar{H}^{-p-1}(K_J). \quad \square
\]

\subsection*{2.2. Multigraded associative algebras.}

In what follows, \( k \) is a commutative ring with unit and \( \otimes \) is the tensor product of \( k \)-modules. For field coefficients, we usually write \( F \) instead of \( k \).

By a \textit{multigrading} of a \( k \)-module we mean a grading by an additive semigroup of the form \( \mathbb{Z}^k \times \mathbb{Z}_{\geq 0}^m \), \( k = 0, 1, 2 \). The multidegree of a homogeneous element \( x \) is denoted by \( \deg x \) or \( |x| \). We use Greek letters for elements of \( \mathbb{Z}_{\geq 0}^m \) and \( k \)-tuples of latin letters for elements of \( \mathbb{Z}^k \). The basis of \( \mathbb{Z}_{\geq 0}^m \) is denoted by \( e_1, \ldots, e_m \). For a multiindex \( \alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{Z}_{\geq 0}^m \) we write \( |\alpha| := \sum_{i=1}^m \alpha_i \).

There are standard projections \( \mathbb{Z}_{\geq 0}^m \to \mathbb{Z}, e_i \mapsto 1 \) and \( \mathbb{Z}^k \to \mathbb{Z}, (n_1, \ldots, n_k) \mapsto n_1 + \ldots + n_k \). Hence every \((\mathbb{Z}^k \times \mathbb{Z}_{\geq 0}^m)\)-graded \( k \)-module is \( \mathbb{Z} \)-graded by the total grading:

\[
V_n := \bigoplus_{i_1 + \ldots + i_k + |\alpha| = n} V_{i_1, \ldots, i_k, \alpha}.
\]

For the degree of homogeneous components, we use the agreement \( \deg M_\alpha = \deg M^\alpha = \alpha \) with the only exception: \( \deg \text{Ext}_A^1 = -n \). For a free graded \( k \)-module \( M \), let \( M^{\#} \) denote the \textit{graded dual} \( k \)-module: \( (M^{\#})_\alpha := \text{Hom}_k(M_\alpha, k) \).

By a \textit{multigraded algebra} we mean a \((\mathbb{Z}^k \times \mathbb{Z}_{\geq 0}^m)\)-graded connected associative \( k \)-algebra with unit which is a free \( k \)-module of finite type. (A \((\mathbb{Z}^k \times \mathbb{Z}_{\geq 0}^m)\)-graded algebra \( A \) is \textit{connected} if it is connected as a \( \mathbb{Z} \)-graded algebra, i.e. \( A_{<0} = 0 \) and \( A_0 \cong k \).) Here are some examples:

1. the \((\mathbb{Z}^k \times \mathbb{Z}_{\geq 0}^m)\)-graded free associative algebra (tensor algebra) \( T(a_1, \ldots, a_N) \) for arbitrary generators \( a_i \) of positive total degree;
2. the \( \mathbb{Z}_{\geq 0}^m \)-graded commutative \( k \)-algebra \( k[m] := k[v_1, \ldots, v_m] \), \( \deg v_i = 2e_i \).
(3) the $\mathbb{Z}_{\geq 0}$-graded Stanley–Reisner algebra of a simplicial complex $\mathcal{K},$

$$k[\mathcal{K}] := k[v_1, \ldots, v_m]/\left(\prod_{i \in I} v_i : I \notin \mathcal{K}\right), \quad \deg v_i = 2e_i;$$

(4) the $(\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)$-graded exterior $k$-algebra $\Lambda[m] := \Lambda[u_1, \ldots, u_m], \deg u_i = (-1, 2e_i)$.

Now let $A$ be a $(\mathbb{Z}^k \times \mathbb{Z}_{\geq 0}^m)$-graded $k$-algebra, $L$ and $\tilde{L}$ be left $A$-modules, and $R$ be a right $A$-module. Then, for every $i \geq 0$, the $k$-modules $\text{Ext}^i_A(L, \tilde{L})$ and $\text{Tor}^i_A(R, L)$ are $(\mathbb{Z}^k \times \mathbb{Z}_{\geq 0}^m)$-graded.

Hence $\text{Ext}^i_A(L, \tilde{L})$ and $\text{Tor}^i_A(R, L)$ are $(\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)$-graded $k$-modules. For example,

- if $x \in \text{Ext}^i_A(L, \tilde{L})_{j_1, \ldots, j_k, \alpha},$ then $\deg x = (-i, j_1, \ldots, j_k, \alpha),$
- if $y \in \text{Tor}^i_A(R, L)_{j_1, \ldots, j_k, \alpha},$ then $\deg y = (i, j_1, \ldots, j_k, \alpha).$

The isomorphism $\Lambda[m] \cong \text{Ext}_k[m](k, k)$ explains our choice of grading for $\Lambda[m]$.

### 2.3. Poincaré series and minimal presentations.

**Definition 2.3.** Let $V = \bigoplus_{i, \alpha} V_{i, \alpha}$ be a $(\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)$-graded vector space. The **Poincaré series** of $V$ is a formal power series in $m + 1$ variables $(t, \lambda) = (t, \lambda_1, \ldots, \lambda_m)$:

$$F(V; t, \lambda) := \sum_{i \in \mathbb{Z}} \sum_{\alpha \in \mathbb{Z}_{\geq 0}^m} \dim(V_{i, \alpha}) t^i \lambda^\alpha, \quad \lambda^\alpha := \prod_{i=1}^m \lambda_i^{\alpha_i}.$$  

The space $V$ will usually be concentrated in degrees $\mathbb{Z}_{\leq 0} \times \mathbb{Z}_{\geq 0}^m$, so $F(V; t, \lambda) \in \mathbb{Z}[t^{-1}, \lambda]$. 

A **presentation** of a multigraded associative $k$-algebra $A$ with unit is an epimorphism $\pi: T(a_1, \ldots, a_N) \to A$ with a choice of elements $r_1, \ldots, r_M \in T(a_1, \ldots, a_N)$, called *relations*, that generate the ideal $\text{Ker} \pi \subset T(a_1, \ldots, a_N)$. We assume that the generators have positive degrees with respect to the total grading, and that the relations are homogeneous. Hence $A$ is connected, and the projection $\varepsilon: A \to k$ makes $k$ into a left $A$-module. Moreover, the following standard properties of connected graded algebras remain valid, with the same proofs by induction.

**Proposition 2.4.** Let $\mathbb{F}$ be a field, and let $A$ be a multigraded $\mathbb{F}$-algebra.

1. There is a free resolution of the left $A$-module $\mathbb{F}$ of the form

$$\ldots \xrightarrow{d} A \otimes_\mathbb{F} R_2 \xrightarrow{d} A \otimes_\mathbb{F} R_1 \xrightarrow{d} A \xrightarrow{\varepsilon} \mathbb{F} \to 0$$

such that $d: R_n \to A_{>0} \otimes_\mathbb{F} R_{n-1}$ and $d: R_1 \to A_{>0}$. This resolution is called a *minimal resolution* and is unique up to an isomorphism. After applying the functor $\mathbb{F} \otimes_A (-)$, all differentials become zero; hence $R_n \cong \text{Tor}^n_A(\mathbb{F}, \mathbb{F})$.

2. Up to a natural equivalence, there is a one-to-one correspondence between the presentations $A \cong T(a_1, \ldots, a_N)/(r_1, \ldots, r_M)$ and exact sequences of left $A$-modules of the form $A \otimes_\mathbb{F} R_2 \to A \otimes_\mathbb{F} R_1 \to A \xrightarrow{\varepsilon} \mathbb{F} \to 0$. Under this correspondence, $\{a_1, \ldots, a_N\}$ is a basis of the graded vector space $R_1$, and $\{r_1, \ldots, r_M\}$ is a basis of $R_2$.

In particular, there is a minimal presentation $A \cong T(a_1, \ldots, a_N)/(r_1, \ldots, r_M)$ such that

$$\text{Tor}^1_A(\mathbb{F}, \mathbb{F}) \cong \bigoplus_{i=1}^N \mathbb{F} \cdot a_i \quad \text{and} \quad \text{Tor}^2_A(\mathbb{F}, \mathbb{F}) \cong \bigoplus_{j=1}^M \mathbb{F} \cdot r_j.$$ 

For a minimal presentation, the numbers of generators and relations in each degree are the smallest possible among all presentations of $A$. 
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3. The Poincaré series of $A$ and $\text{Tor}_n^A(\mathbb{F}, \mathbb{F})$ are related by the identity

$$\sum_{n=0}^{\infty} (-1)^n F(\text{Tor}_n^A(\mathbb{F}, \mathbb{F}); t, \lambda) = \frac{1}{F(A; t, \lambda)}.$$ 

**Proof.** 1. See [7, Proposition A.2.3].
2. See [28, §7].
3. See [7, Proposition A.2.1]. □

For an arbitrary coefficient ring, the differentials in the complex obtained after applying the functor $k \otimes_A (\cdot)$ to the minimal resolution can be nonzero (see the remark after Proposition A.2.3 in [7]). However, any presentation of $A$ still corresponds to a resolution, and $\text{Tor}_n^A(k, k)$ is the homology of the complex $\ldots \to \bigoplus k \cdot r_j \to \bigoplus k \cdot a_i \to k \to 0$. This gives a lower bound on the number of generators and relations.

**Proposition 2.5.** Let $k$ be a PID and $A$ be a multigraded $k$-algebra. Denote by $N_{1,\alpha}$ the minimal number of generators of the $k$-module $\text{Tor}_n^A(k, k)_\alpha$. Then every presentation of $A$ has at least $N_{1,\alpha}$ generators and $N_{2,\alpha}$ relations of degree $\alpha$.

**Proof.** Let $A = T(a_1, \ldots, a_N)/(r_1, \ldots, r_M)$ be a presentation of $A$. We construct the exact sequence

$$\bigoplus_{j=1}^{M} A \cdot r_j \to \bigoplus_{i=1}^{N} A \cdot a_i \to A \to k \to 0$$

as in [28, §7], and extend it to obtain a free resolution of the left $A$-module $k$. Then $\text{Tor}_n^A(k, k)$ is the homology of the complex

$$\ldots \to \bigoplus_{j=1}^{M} k \cdot r_j \to \bigoplus_{i=1}^{N} k \cdot a_i \to k \to 0.$$ 

In particular, $\text{Tor}_2^A(k, k)_\alpha$ is a quotient module of a submodule of the free $k$-module generated by \{\{r_j : \deg r_j = \alpha\}. For PIDs, every submodule of a free module is free with at most the same rank (see [3, Proposition 5.1]). So $\text{Tor}_2^A(k, k)_\alpha$ can be generated by \#\{r_j : \deg r_j = \alpha\} elements, and this implies that \#\{r_j : \deg r_j = \alpha\} $\geq N_{2,\alpha}$. Similarly, \#\{a_i : \deg a_i = \alpha\} $\geq N_{1,\alpha}$. □

2.4. **Stanley–Reisner (co)algebras.** Recall that the *Stanley–Reisner algebra* is the following $\mathbb{Z}_{\geq 0}$-graded $k$-algebra:

$$k[K] := k[v_1, \ldots, v_m]/\left(\prod_{i \in I} v_i : I \notin K\right), \quad \deg v_i = 2e_i.$$ 

For $\alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{Z}_{\geq 0}^m$, we define $\supp \alpha := \{j \in [m] : \alpha_j > 0\}$ and $v^\alpha := \prod_{j=1}^{m} v_j^{\alpha_j} \in k[K]$. Then $\{v^\alpha\}_{\supp \alpha \in K}$ is an additive basis of $k[K]$ and

$$v^\alpha \cdot v^\beta = \begin{cases} v^{\alpha+\beta}, & \text{supp } \alpha \cup \text{supp } \beta \in K, \\ 0, & \text{supp } \alpha \cup \text{supp } \beta \notin K. \end{cases}$$

We also consider the graded dual coalgebra $k(K) := k[K]^\#$ with the dual basis $\{\chi_\alpha\}_{\supp \alpha \in K}$, $\chi_\alpha := (v^\alpha)^\#$, $\deg \chi_\alpha = 2\alpha$. The comultiplication in $k(K)$ is given by

$$\Delta \chi_\alpha = \sum_{\alpha = \beta + \gamma} \chi_\beta \otimes \chi_\gamma,$$
where the sum is taken over all \( \beta, \gamma \in \mathbb{Z}_{\geq 0}^m \). In particular,
\[
\Delta \chi_{i i} = 1 \otimes \chi_{i i} + \chi_i \otimes \chi_i + \chi_i \otimes 1, \quad i = 1, \ldots, m,
\]
\[
\Delta \chi_{i j} = 1 \otimes \chi_{i j} + \chi_i \otimes \chi_j + \chi_j \otimes \chi_i + \chi_{i j} \otimes 1, \quad \{i, j \} \in \mathcal{K}.
\]

We will need the following notation: \( k[\mathcal{K}]_{(s)} \) is the \( k \)-submodule of \( k[\mathcal{K}] \) with additive basis
\[
\{ \nu^a \in k[\mathcal{K}] : |a| = s \}.
\]
The modules \( k(\mathcal{K})_{(s)} \) are defined similarly. For example, \( \chi_{i j} \in k(\mathcal{K})_{(2)} \) while \( \deg \chi_{i j} = 2e_i + 2e_j \).

2.5. The bar and cobar constructions. We follow [24, §1] (see also [18, §7.1, §9.2]). Let \( A \) be a connected \( \mathbb{Z}_{\geq 0}^m \)-graded \( k \)-algebra with unit which is a free \( k \)-module of finite type. Let \( I := \text{Ker}(\varepsilon : A \to k) = A_{>0} \subset A \) be the augmentation ideal. We also set \( \overline{a} := (-1)^{1+|a|}a \). Then, for a graded left \( A \)-module \( L \) and a graded right \( A \)-module \( R \), the **two-sided bar construction** \( B(R, L) := R \otimes T(I) \otimes L \) is the \((\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)\)-graded complex with grading
\[
\deg r[a_1] \ldots [a_s] l := (s, |r| + \sum_{i=1}^s |a_i| + |l|)
\]
and the following differential \( \partial \) of degree \((-1, 0)\):
\[
-\partial(r[a_1] \ldots [a_s] l) := \overline{r}a_1[a_2] \ldots [a_s] l + \sum_{i=1}^{s-1} \overline{\alpha_i}[\alpha_i a_{i+1}] \ldots [a_s] l + \overline{\alpha_s}a_s l.
\]
Here \( r[a_1] \ldots [a_s] l \) is the traditional notation for the element
\[
r \otimes (a_1 \otimes \ldots \otimes a_s) \otimes l \in R \otimes T(I) \otimes L = B(R, L).
\]

It is well known that \( B(A, L) \) is a free resolution of a left \( A \)-module \( L \). Hence \( \text{Ext}_A(k, k) \) can be computed as the cohomology of the complex
\[
\text{Hom}_A(B(A, k), k) \cong (k \otimes_A B(A, k))^\# \cong B(k, k)^\#.
\]
(Here we use the **adjunction isomorphism** \( \text{Hom}_A(M, N) \cong (N^\# \otimes_A M)^\# \) for left \( A \)-modules \( M \) and \( N \) which are free \( k \)-modules of finite type.)

This complex coincides with the **Adams cobar construction** \( \Omega_* A^\# \) (see [1]), where the coalgebra \( A^\# := \text{Hom}_k(A, k) \) is the graded dual of \( A \). The cobar construction is the \((\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)\)-graded \( k \)-module \( \Omega_* A^\# \cong T(I^\#) \) with grading
\[
\deg[x_1] \ldots [x_s] := (-s, |x_1| + \ldots + |x_s|)
\]
and the following differential \( \partial^\# \) of degree \((-1, 0)\): if \( \Delta x_i = 1 \otimes x_i + x_i \otimes 1 + \sum_r x_{i,r}^1 \otimes x_{i,r}^2 \), then
\[
\partial^\#[x_1] \ldots [x_s] = \sum_{i=1}^s \sum_r [\overline{x_1}] \ldots [x_{i-1}, \overline{x_{i,r}}, x_{i+1}] \ldots [x_s].
\]

The cobar construction is a differential graded algebra with the multiplication
\[
[x_1] \ldots [x_s] \cdot [y_1] \ldots [y_t] := [x_1] \ldots [x_s][y_1] \ldots [y_t].
\]
Hence the \((\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)\)-graded \( k \)-module \( H(\Omega_* A^\#) \) is an associative algebra.

We summarize this as follows.

**Proposition 2.6.** Let \( k \) be a commutative ring with unit. Let \( A \) be a connected \( \mathbb{Z}_{\geq 0}^m \)-graded \( k \)-algebra with unit which is a free \( k \)-module of finite type. Then there is an isomorphism \( \text{Ext}_A(k, k) \cong H(\Omega_* A^\#) \) of \((\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)\)-graded \( k \)-modules, and this isomorphism makes \( \text{Ext}_A(k, k) \) into a connected graded associative algebra. \( \square \)
3. PONTRYAGIN ALGEBRAS OF DAVIS–JANUSZKIEWICZ SPACES

3.1. Proof of Theorem 1.1. Proof of assertion (a). By [7, Proposition 8.4.10], we have an isomorphism $H_*(\Omega(\Omega_{\mathbb{CP}^\infty})^K;\mathbf{k}) \cong H(\Omega,\mathbf{k}(\mathcal{K}))$ of graded $\mathbf{k}$-algebras. Since $\mathbf{k}[\mathcal{K}] = (\mathbf{k}(\mathcal{K}))^\#$ is a free $\mathbf{k}$-module of finite type, it follows from Proposition 2.6 that $H(\Omega,\mathbf{k}(\mathcal{K})) \cong \text{Ext}^{i,\alpha}_{\mathbf{k}[\mathcal{K}]}(\mathbf{k},\mathbf{k})$ as graded $\mathbf{k}$-algebras.

Proof of assertion (b). We will follow [17, Corollary 1.1] to prove that $\mathbf{k}[\mathcal{K}]$ is isomorphic to the “diagonal” subalgebra

$$D = \bigoplus_{i,\alpha: |\alpha|=i} \text{Ext}^{i,\alpha}_{\mathbf{k}[\mathcal{K}]}(\mathbf{k},\mathbf{k}) \subset \text{Ext}^{i}_{\mathbf{k}[\mathcal{K}]}(\mathbf{k},\mathbf{k}).$$

Define

$$D_0 = \bigoplus_{i,\alpha: |\alpha|=i} \Omega_{-i}\mathbf{k}(\mathcal{K}) \subset \Omega_1\mathbf{k}(\mathcal{K}).$$

Every element of $D_0$ is of the form $[\chi_{j_1} \cdots \chi_{j_n}]$ for dimensional reasons, so $D_0 \cong T(\chi_1, \ldots, \chi_m)$.

Since the cobar construction $(\Omega_1\mathbf{k}(\mathcal{K}), \partial^\#)$ is concentrated in degrees

$$\{(0, 2\alpha) : 0 \leq i \leq |\alpha| \} \subset \mathbb{Z} \times \mathbb{Z}_0^n$$

and $\partial^\#$ has degree $(-1,0)$, it follows that $D = D_0/(D_0 \cap \text{Im} \partial^\#)$. Note that the $\mathbf{k}$-submodule $D_0 \cap \text{Im} \partial^\# \subset D_0$ is a two-sided ideal, since $D$ is an algebra. Now let

$$\varphi^\#: \mathbf{k}(\mathcal{K})_{(2)} \to \mathbf{k}(\mathcal{K})_{(1)} \otimes \mathbf{k}(\mathcal{K})_{(1)}$$

be the non-primitive part of the comultiplication map. Since $\varphi^\#(\chi_{i}) = \chi_i \otimes \chi_i$ for any $i = 1, \ldots, m$ and $\varphi^\#(\chi_{ij}) = \chi_i \otimes \chi_j + \chi_j \otimes \chi_i$ for any $\{i,j\} \in K$, it follows that $\mathbf{k}[\mathcal{K}] \cong D_0/(\text{Im} \varphi^\#)$.

Finally, we show that $D_0 \cap \text{Im} \partial^\# = (\text{Im} \varphi^\#)$ as two-sided ideals in $D_0$. Let $f \in D_0 \cap \text{Im} \partial^\#$. Since $\partial^\#$ has degree $(-1,0)$, we can assume that $f$ is homogeneous of degree $(-i,2\alpha)$, $|\alpha| = i$. Then $f = \partial^\# g$ for some $g$, $\deg g = (-i+1,2\alpha)$. Let $V = \mathbf{k}(\mathcal{K})_{(1)}$ and $W = \mathbf{k}(\mathcal{K})_{(2)}$. We have

$$g \in \Omega_{-i+1} \mathbf{k}(\mathcal{K})_{2\alpha} = \bigoplus_{i=0}^{n-2} V^{\otimes i} \otimes W \otimes V^{\otimes (n-i-2)}$$

for dimensional reasons. Since $\partial^\# V = 0$ and $\partial^\#|W = \varphi^\#$, we get

$$\partial^\# g \in \sum_{i=0}^{n-2} V^{\otimes i} \otimes \text{Im} \varphi^\# \otimes V^{\otimes (n-i-2)} \subset D_0 \cdot \text{Im} \varphi^\# \cdot D_0,$$

so $D_0 \cap \text{Im} \partial^\# \subset (\text{Im} \varphi^\#)$. Conversely, $\partial^\# = \varphi^\#$ when restricted to $\mathbf{k}(\mathcal{K})_{(2)} \subset I^\# \subset \Omega_1\mathbf{k}(\mathcal{K})$; hence $\text{Im} \varphi^\# \subset D_0 \cap \text{Im} \partial^\#$.

Thus,

$$\text{Ext}^{i}_{\mathbf{k}[\mathcal{K}]}(\mathbf{k},\mathbf{k}) \supset D = D_0/(D_0 \cap \text{Im} \partial^\#) = D_0/(\text{Im} \varphi^\#) \cong \mathbf{k}[\mathcal{K}]^\#.$$

Proof of assertion (c). If $\mathcal{K}$ is a flag simplicial complex, then $\mathbf{k}[\mathcal{K}]$ is a quadratic algebra:

$$\mathbf{k}[\mathcal{K}] = T(v_1, \ldots, v_m)/(v_i v_j = 0, \{i,j\} \notin \mathcal{K}; v_i v_j = v_j v_i, \{i,j\} \in \mathcal{K}).$$

Hence the algebra $\mathbf{k}[\mathcal{K}] \otimes \mathbf{k}[\mathcal{K}]^\#$ belongs to the class of quadratic algebras considered by Fröberg in [12]: our variables $v_i$ and $u_i$ correspond to his $X_i$ and $Y_i$. 
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Since condition B' of [12, Lemma 4] is satisfied, there is a free resolution \((k[K] \otimes k[K]^!; d)\) for the left \(k[K]\)-module \(k\):

\[
\ldots \to k[K] \otimes k[K]^! \subset \to k[K] \otimes k[K]^! \subset \to k[K] \otimes k[K]^! \subset \to k \to 0.
\]

This complex is \((\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)\)-graded:

\[
\deg u_i = (-1, 2e_i), \quad \deg v_i = (0, 2e_i).
\]

Then \(d\) has degree \((1,0)\), and \(H^*((k[K]^!)\#; d\#) \cong \text{Ext}_{k[K]}^*(k, k)\). It follows from the grading on \(k[K]^!\) that \(\text{Ext}_{k[K]}^i(k, k)_{2\alpha} = 0\) unless \(i = |\alpha|\). Hence \(\text{Ext}_{k[K]}^i(k, k) = D\). □

**Remark 3.1.** We have used the results stated in [12, 17, 24] in the case of field coefficients. However, the proofs remain valid for arbitrary \(k\), provided that the \(k\)-modules are free and of finite type. For example, the proofs use the exactness of the functor \(\text{Hom}_{k}(-, k)\) for free \(k\)-modules and the adjunction isomorphisms \(M^{##} \cong M\) and \(\text{Hom}_A(M, N^{##}) \cong (N \otimes_A M)^{##}\), but never use the universal coefficient theorem.

**Remark 3.2.** It would be interesting to deduce Theorem 1.1(b) from Theorem 1.1(c) topologically, using the flagification. By Panov and Theriault’s result [22], the map \(\Omega(\mathbb{C}P^\infty)^K \to \Omega(\mathbb{C}P^\infty)^K\) has a right homotopy inverse. Passing to homology, we obtain a \(k\)-linear section \(k[K]^! \cong k[K]^! \to H_s(\Omega(\mathbb{C}P^\infty)^K; k)\) of the \((\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)\)-graded multiplicative map \(H_s(\Omega(\mathbb{C}P^\infty)^K; k) \to k[K]^!\). However, it is unclear if the section is multiplicative and \((\mathbb{Z} \times \mathbb{Z}_{\geq 0}^m)\)-graded.

**Remark 3.3.** We see from Theorem 1.1(c) that, in the flag case, the algebra \(H_s(\Omega(\mathbb{C}P^\infty)^K; k)\) is concentrated in degrees \((-i, 2\alpha) \in \mathbb{Z} \times \mathbb{Z}_{\geq 0}^m : i \geq 0, i = |\alpha|\). If \(K\) is not flag, this is not the case. (We can only say that it is concentrated in degrees \((-i, 2\alpha) \in \mathbb{Z} \times \mathbb{Z}_{\geq 0}^m : 0 \leq i \leq |\alpha|\).)

For example, it can be shown that every missing face \(J \notin \mathcal{K}\) corresponds to a certain nonzero element \(\mu_J \in \text{Ext}^2_{k[K]}(k, k)_{2\alpha} \cong H_{-2,2}(\Omega(\mathbb{C}P^\infty)^K; k)\), which can be interpreted as a “higher commutator product” \(\mu_J = [\mu_{j_1}, \ldots, \mu_{j_k}], J = \{j_1, \ldots, j_k\}\) (see [7, Example 8.4.6]). If \(|J| \neq 2\), then \(\mu_J\) does not belong to the “diagonal” subalgebra \(k[K]^!\).

### 3.2. The Künneth formula for the Pontryagin algebras

There is a split principal fibration of \(H\)-spaces,

\[
\Omega Z_K \xrightarrow{i} \Omega(\mathbb{C}P^\infty)^K \xrightarrow{p} T^m
\]

(see [7, Sect. 8.4]), and hence an exact sequence of Hopf algebras,

\[
1 \to H_s(\Omega Z_K; k) \xrightarrow{i_*} H_s(\Omega(\mathbb{C}P^\infty)^K; k) \xrightarrow{p_*} \Lambda[u_1, \ldots, u_m] \to 0.
\]

In particular, \(i_*\) and \(p_*\) are maps of \(k\)-algebras. The map \(p: \Omega(\mathbb{C}P^\infty)^K \to T^m \cong \Omega(\mathbb{C}P^m)^m\) is induced by the map of simplicial complexes \(K \to \Delta^{m-1}\); therefore, it sends the element

\[
u_i \in \text{Ext}_{k[K]}^i(k, k) \cong H_s(\Omega(\mathbb{C}P^\infty)^K; k)
\]

to the element

\[
u_i \in \text{Ext}_{k[m]}(k, k) = H_s(T^m; k) \cong \Lambda[u_1, \ldots, u_m].
\]

Let \(I\) be a subset of \([m]\). We order its elements: \(I = \{i_1, \ldots, i_k\}\), \(i_1 < \ldots < i_k\), and define

\[
u_I := u_{i_1} \wedge \ldots \wedge u_{i_k} \in \Lambda[u_1, \ldots, u_m], \quad \tilde{u}_I := u_{i_1} \ldots u_{i_k} \in H_s(\Omega(\mathbb{C}P^\infty)^K; k).
\]

Clearly, \(\{u_I\}_{I \subset [m]}\) is an additive basis of \(\Lambda[u_1, \ldots, u_m]\). The morphism \(p_*\) has a \(k\)-linear section \(\sigma: \Lambda[u_1, \ldots, u_m] \to H_s(\Omega(\mathbb{C}P^\infty)^K; k)\) defined by \(\sigma(u_I) := \tilde{u}_I\). However, this map is not multiplicative unless \(sk_1 K = sk_1 \Delta^{m-1}\).
Hence $T: H_*(\Omega Z_K; k) \otimes \Lambda[u_1, \ldots, u_m] \rightarrow H_*(\Omega(\mathbb{C}P^\infty)^K; k)$, $T(x \otimes u_I) := i_*(x)\hat{u}_I$.

**Proposition 3.4.** For any $K$, the map $T$ is an isomorphism of left $H_*(\Omega Z_K; k)$-modules. Moreover, the following diagram of $k$-modules is commutative:

$$H_*(\Omega Z_K; k) \otimes \Lambda[u_1, \ldots, u_m] \xrightarrow{\varepsilon \otimes \text{id}} k \otimes \Lambda[u_1, \ldots, u_m]$$

$$H_*(\Omega(\mathbb{C}P^\infty)^K; k) \xrightarrow{ps} \Lambda[u_1, \ldots, u_m]$$

**Proof.** If $x_1, x_2 \in H_*(\Omega Z_K; k)$ and $I \subseteq [m]$, then

$$T(x_1 \cdot (x_2 \otimes u_I)) = T(x_1 x_2 \otimes u_I) = i_*(x_1) i_*(x_2) \hat{u}_I = i_*(x_1) \hat{u}_I = x_1 \cdot T(x_2 \otimes u_I).$$

Hence $T$ is an $H_*(\Omega Z_K; k)$-linear map.

The algebra $\Lambda[u_1, \ldots, u_m]$ is a free $k$-module. The fibration $p$ is trivial, and $\sigma$ is a section of $p_*$. Hence $T$ is an isomorphism of $k$-modules by the Künneth formula. Since $T$ is $H_*(\Omega Z_K; k)$-linear, it is an isomorphism of $H_*(\Omega Z_K; k)$-modules.

Finally, we check that the diagram (3.2) is commutative:

$$x \otimes u_I \xrightarrow{\varepsilon(x) \otimes u_I} \xrightarrow{i_*(x) \hat{u}_I} p_*(i_*(x))u_I$$

The map $p \circ i$ is trivial up to homotopy; hence $p_* \circ i_* = \varepsilon$. □

4. RELATIONS IN THE PONTRYAGIN ALGEBRAS IN THE FLAG CASE

In this section we consider several chain complexes of free left $H_*(\Omega(\mathbb{C}P^\infty)^K; k)$- and $H_*(\Omega Z_K; k)$-modules. These algebras are $(\mathbb{Z} \times \mathbb{Z}_{\geq 0})$-graded; hence the complexes are $(\mathbb{Z} \times \mathbb{Z} \times \mathbb{Z}_{\geq 0})$-graded: $\deg H_{-i,2\alpha}(\Omega(\mathbb{C}P^\infty)^K; k) = (0, -i, 2\alpha)$, and the differentials usually have degree $(-1, 0, 0)$.

**4.1. The minimal resolution of the $H_*(\Omega(\mathbb{C}P^\infty)^K; k)$-module $k$.** Let $0 \neq \chi_\alpha \in k\langle K \rangle$, so $\text{supp } \alpha \subseteq K$. Note that $\text{supp } (\alpha - e_j) \subseteq K$ for every $j \in \text{supp } \alpha$. Hence $\chi_{\alpha - e_j} \in k\langle K \rangle$ is well defined. We let

$$\deg \chi_\alpha := (|\alpha|, -|\alpha|, 2\alpha) \in \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z}_{\geq 0}$$

in this section.

**Proposition 4.1.** Let $K$ be a flag simplicial complex. Then the left $H_*(\Omega(\mathbb{C}P^\infty)^K; k)$-module $k$ has a minimal resolution

$$\cdots \xrightarrow{d} H_*(\Omega(\mathbb{C}P^\infty)^K; k) \otimes k\langle K \rangle_{(2)} \xrightarrow{d} H_*(\Omega(\mathbb{C}P^\infty)^K; k) \otimes k\langle K \rangle_{(1)}$$

$$\cdots \xrightarrow{d} H_*(\Omega(\mathbb{C}P^\infty)^K; k) \otimes k\langle K \rangle_{(0)} \xrightarrow{\varepsilon} k \rightarrow 0$$

with the following differential of degree $(-1, 0, 0)$:

$$d: k\langle K \rangle_{(0)} \rightarrow H_*(\Omega(\mathbb{C}P^\infty)^K; k) \otimes k\langle K \rangle_{(1)}, \quad \chi_\alpha \mapsto \sum_{j \in \text{supp } \alpha} u_j \otimes \chi_{\alpha - e_j},$$

$$\sum_{j \in \text{supp } \alpha} u_j \otimes \chi_{\alpha - e_j}.$$
The algebra $k[K]$ is commutative, and every monomial $v(\nu) \neq 0$ can be written uniquely as $v^\alpha$, $\supp \alpha \in K$. Therefore,

$$d_j(u(\mu) \otimes v^\alpha) = \begin{cases} 0, & j \notin \supp \alpha, \\ u(\mu) u_j \otimes v^{\alpha - \epsilon_j}, & j \in \supp \alpha, \end{cases}$$

and

$$d(u(\mu) \otimes v^\alpha) = \sum_{j=1}^m d_j(u(\mu) \otimes v^\alpha) = \sum_{j \in \supp \alpha} u(\mu) u_j \otimes v^{\alpha - \epsilon_j}.$$  

Replacing $v^\alpha \in k[K]_{(\alpha)}$ with $\chi_\alpha \in k(K)_{(\alpha)}$, we obtain the differential (4.2). □

4.2. The free resolution of the $H_s(\Omega Z_K; k)$-module $k$. By Proposition 3.4, there is an isomorphism of $(\mathbb{Z} \times \mathbb{Z}_{\geq 0})$-graded left $H_s(\Omega Z_K; k)$-modules:

$$T: H_s(\Omega Z_K; k) \otimes \Lambda[m] \rightarrow H_s(\Omega(CP^\infty)^K; k), \quad a \otimes u_I \mapsto i_*(a)\hat{u}_I.$$  

Consider the $k$-modules $M_I := \Lambda[m] \otimes k(K)_{(t)}$. They are $(\mathbb{Z} \times \mathbb{Z} \times \mathbb{Z}_{\geq 0})$-graded:

$$\deg u_I \otimes \chi_\alpha = \deg u_I + \deg \chi_\alpha = (0 + |\alpha|, -|I| - |\alpha|, 2I + 2\alpha) = (t, -|I| - t, 2I + 2\alpha).$$

Theorem 4.2. Let $K$ be a flag simplicial complex. Then the left $H_s(\Omega Z_K; k)$-module $k$ has a free resolution

$$\cdots \rightarrow H_s(\Omega Z_K; k) \otimes M_2 \xrightarrow{\hat{d}} H_s(\Omega Z_K; k) \otimes M_1 \xrightarrow{\hat{d}} H_s(\Omega Z_K; k) \otimes M_0 \xrightarrow{\hat{d}} k \rightarrow 0 \quad (4.3)$$

with the following differential of degree $(-1,0,0)$:

$$\hat{d}: M_I \rightarrow (H_s(\Omega Z_K; k) \otimes \Lambda[m]) \otimes k(K)_{(t-1)}, \quad u_I \otimes \chi_\alpha \mapsto \sum_{j \in \supp \alpha} T^{-1}(\hat{u}_I u_j) \otimes \chi_{\alpha - \epsilon_j}. \quad (4.4)$$

Proof. The chain complex (4.1) is a free resolution of the left $H_s(\Omega(CP^\infty)^K; k)$-module $k$. The algebra $H_s(\Omega(CP^\infty)^K; k)$ is itself a free left $H_s(\Omega Z_K; k)$-module. It follows that (4.1) is a free resolution of the left $H_s(\Omega Z_K; k)$-module $k$.

Now consider the following sequence of isomorphisms of left $H_s(\Omega Z_K; k)$-modules:

$$H_s(\Omega Z_K; k) \otimes M_I = H_s(\Omega Z_K; k) \otimes \Lambda[m] \otimes k(K)_{(t)} \xrightarrow{T \otimes \text{id}} H_s(\Omega(CP^\infty)^K; k) \otimes k(K)_{(t)}.$$  

We will prove that it defines an isomorphism between the chain complexes (4.3) and (4.1):

$$(H_s(\Omega Z_K; k) \otimes M, \hat{d}) \xrightarrow{T \otimes \text{id}} (H_s(\Omega(CP^\infty)^K; k) \otimes k(K), d).$$
It is sufficient to show that the diagram

\[
\begin{array}{ccc}
\quad & H_*(\Omega Z_K; \mathbf{k}) \otimes M_t & \xrightarrow{\hat{d}} & H_*(\Omega Z_K; \mathbf{k}) \otimes M_{t-1} \\
\quad & T \otimes \text{id} \cong & & T \otimes \text{id} \cong \\
\quad & H_*(\Omega(\mathbb{C}P^\infty; \mathbf{k}) \otimes \mathbf{k}(K)_{(t)} & \xrightarrow{d} & H_*(\Omega(\mathbb{C}P^\infty; \mathbf{k}) \otimes \mathbf{k}(K)_{(t-1)}
\end{array}
\]

is commutative. For \( x \in H_*(\Omega Z_K; \mathbf{k}) \) and \( u_I \otimes \chi_\alpha \in \Lambda[m] \otimes \mathbf{k}(K)_{(t)} = M_t \), we have

\[
x \otimes (u_I \otimes \chi_\alpha) \mapsto \sum_{j \in \text{supp} \alpha} xT^{-1}(\hat{u}_Iu_j) \otimes \chi_{\alpha-e_j}
\]

But \( T(xT^{-1}(\hat{u}_Iu_j)) = i_*(x)T(T^{-1}(\hat{u}_Iu_j)) = i_*(x)\hat{u}_Iu_j \), as \( T \) is \( H_*(\Omega Z_K; \mathbf{k}) \)-linear and \( H_*(\Omega Z_K; \mathbf{k}) \) acts on \( H_*(\Omega(\mathbb{C}P^\infty; \mathbf{k}) \) via \( i_* \).

**Remark 4.3.** The resolution (4.3) can be used to obtain a presentation of \( H_*(\Omega Z_K; \mathbf{k}) \). However, an explicit description of \( T^{-1} \) requires involved commutator calculus. Also, to obtain a presentation using assertion 2 of Proposition 2.4, one needs a resolution of the form \( \ldots \to H_*(\Omega Z_K; \mathbf{k}) \to \mathbf{k} \to 0 \) instead of

\[
\ldots \to H_*(\Omega Z_K; \mathbf{k}) \otimes \Lambda[m] \to \mathbf{k} \to 0.
\]

**4.3. Proof of Theorem 1.2 and a corollary to it.**

**Proposition 4.4.** Let \( K \) be a flag complex. Then \( \text{Tor}^{H_*(\Omega Z_K; \mathbf{k})}(\mathbf{k}, \mathbf{k}) \simeq H(M, \overline{d}) \), where \( \overline{d} \) is defined as

\[
\overline{d}: M_t \to M_{t-1}, \quad u_I \otimes \chi_\alpha \mapsto \sum_{j \in \text{supp} \alpha} (u_I \wedge u_j) \otimes \chi_{\alpha-e_j}.
\]

**Proof.** We apply the functor \( \mathbf{k} \otimes H_*(\Omega Z_K; \mathbf{k}) \) \((-\)) to the resolution (4.3) and obtain a differential \( M_t \to M_{t-1}, \)

\[
u_I \otimes \chi_\alpha \mapsto ((\varepsilon \otimes \text{id}) \otimes \text{id}) \left( \sum_{j \in \text{supp} \alpha} T^{-1}(\hat{u}_Iu_j) \otimes \chi_{\alpha-e_j} \right) = \sum_{j \in \text{supp} \alpha} (\varepsilon \otimes \text{id})(T^{-1}(\hat{u}_Iu_j)) \otimes \chi_{\alpha-e_j}.
\]

The homology of this complex is isomorphic to \( \text{Tor}^{H_*(\Omega Z_K; \mathbf{k})}(\mathbf{k}, \mathbf{k}) \) by definition. It follows from (3.2) that \( (\varepsilon \otimes \text{id})(T^{-1}(\hat{u}_Iu_j)) = p_*(\hat{u}_Iu_j) = u_I \wedge u_j \). Hence

\[
\sum_{j \in \text{supp} \alpha} (\varepsilon \otimes \text{id})(T^{-1}(\hat{u}_Iu_j)) \otimes \chi_{\alpha-e_j} = d(u_I \otimes \chi_\alpha).
\]

**Proof of Theorem 1.2.** We first consider the Koszul algebra of the Stanley–Reisner ring. It is the following \((\mathbb{Z} \times \mathbb{Z} \times \mathbb{Z}^m)\)-graded algebra supplied with a differential of degree \((1,0,0)\):

\[
(\Lambda[u_1, \ldots, u_m] \otimes \mathbf{k}[K], d), \quad \deg u_i = (0, -1, 2e_i), \quad \deg v_i = (1, -1, 2e_i), \quad d u_i = v_i, \quad d v_i = 0.
\]

The differential extends to the additive basis by the Leibniz rule:

\[
d = \sum_{i=1}^m \frac{\partial}{\partial u_i} \otimes v_i.
\]
Now consider the dual coalgebra \( (\Lambda[u_1, \ldots, u_m] \otimes k(K), \delta) \) with
\[
\delta = \sum_{i=1}^{m} u_i \otimes \frac{\partial}{\partial \chi_i}.
\]
This differential coincides with \( \tilde{7} \). Therefore, \( \text{Tor}_{n+1}^{H_*((\Omega \mathcal{K})^\ast; k)}(k, k) \) is the homology of the \( k \)-dual complex to the Koszul algebra.

Recall the calculation of the cohomology of the Koszul algebra. By [7, Lemma 3.2.6], factoring out the homogeneous acyclic ideal \( (u_i v_i, v_i^2) \) gives a quasi-isomorphism
\[
(\Lambda[m] \otimes k[K], d) \to (\Lambda[m] \otimes k[K], d)/(u_i v_i = v_i^2 = 0) =: R(K).
\]
As shown in the proof of Theorem 3.2.9 in [7], there is an isomorphism of chain complexes
\[
\tilde{C}^s(\mathcal{K}; k) \cong R^{s+1,-|J|+2J}(K), \quad I \mapsto \pm u_{J \setminus I} \otimes v_I,
\]
for every \( J \subset [m] \). Moreover, the direct sum is an isomorphism
\[
\bigoplus_{J \subset [m]} \tilde{C}^s(\mathcal{K}; k) \cong R(K).
\]
By passing to \( k \)-dual complexes and then to homology, we obtain the isomorphisms
\[
\text{Tor}_{n+1}^{H_*((\Omega \mathcal{K})^\ast; k)}(k, k)_{-|J|+2J} \cong H_n(R^{s+1,-|J|+2J}(K)^\#) \cong \tilde{H}_n(\mathcal{K}; k).
\]
Their direct sum gives the required isomorphism
\[
\text{Tor}_{n+1}^{H_*((\Omega \mathcal{K})^\ast; k)}(k, k) \cong \bigoplus_{J \subset [m]} \tilde{H}_n(\mathcal{K}; k). \quad \Box
\]
To simplify the notation, denote by \( \dim M \) the minimal number of generators of a \( k \)-module \( M \).

**Corollary 4.5.** Let \( \mathcal{K} \) be a flag simplicial complex and \( k \) be a commutative ring with unit. Then

(a) if \( k \) is a PID, any presentation of \( H_*(\Omega \mathcal{K}; k) \) contains at least \( \sum_{J \subset [m]} \dim \tilde{H}_0(\mathcal{K}; k) \) generators and \( \sum_{J \subset [m]} \dim \tilde{H}_1(\mathcal{K}; k) \) relations;

(b) if \( k = \mathbb{F} \) is a field, the minimal presentation of the algebra \( H_*(\Omega \mathcal{K}; \mathbb{F}) \) contains exactly \( \sum_{J \subset [m]} \dim \tilde{H}_0(\mathcal{K}; \mathbb{F}) \) generators and \( \sum_{J \subset [m]} \dim \tilde{H}_1(\mathcal{K}; \mathbb{F}) \) relations.

**Proof.** Assertion (a) follows from Theorem 1.2 and Proposition 2.5. Assertion (b) follows from Theorem 1.2 and assertion 2 of Proposition 2.4. \( \Box \)

**Remark 4.6.** The algebra \( H_*(\Omega \mathcal{K}; \mathbb{F}) \) is \( (\mathbb{Z} \times \mathbb{Z}_m^\ast) \)-graded. This implies that the \( \mathbb{F} \)-modules \( \text{Tor}_{n+1}^{H_*((\Omega \mathcal{K})^\ast; \mathbb{F})}(\mathbb{F}, \mathbb{F}) \) are \( (\mathbb{Z} \times \mathbb{Z}_m^\ast) \)-graded. Hence, for every \( J \subset [m] \), the corresponding \( \dim \tilde{H}_1(\mathcal{K}; \mathbb{F}) \) relations in \( H_*(\Omega \mathcal{K}; \mathbb{F}) \) have degree \(-|J|, 2J \in \mathbb{Z} \times \mathbb{Z}_m^\ast\). Similarly, if \( k \) is a PID, then there are at least \( \dim \tilde{H}_1(\mathcal{K}; k) \) relations of this degree in any presentation of \( H_*(\Omega \mathcal{K}; k) \).

Note that the number of relations depends on \( k \), since the number \( \dim \tilde{H}_1(\mathcal{K}; k) \) does. For example, let \( \mathcal{K} \) be a flag triangulation of \( \mathbb{R}P^2 \). Then, in degree \((-m, 2|m]) \), there are

- at least one relation in \( H_*((\Omega \mathcal{K}); \mathbb{Z}) \);
- exactly one relation in \( H_*((\Omega \mathcal{K}); \mathbb{Z}/2) \);
- no relations in \( H_*((\Omega \mathcal{K}); \mathbb{F}) \) if \( \text{char} \mathbb{F} \neq 2 \).
It is natural to expect the following: If $\mathcal{K}$ is a flag triangulation of $\mathbb{R}P^2$, then there is a relation $r = 0$ in $H_*(\Omega Z_\mathcal{K}; k)$ of degree $(-m, 2[m])$ such that $2r = 0$ follows from relations of smaller degree.

**Remark 4.7.** Recently, Li Cai [8] has obtained a method that produces a relation of degree $(-|J|, 2J)$ in $H_*(\Omega Z_\mathcal{K}; k)$, given a subset $J \subset [m]$ and a free simplicial loop in $\mathcal{K}_J$. We expect that

- the relation depends only on the homotopy class of the simplicial loop;
- taking the generating loops for the fundamental groups of connected components of full sub-complexes, one obtains a sufficient set of relations.

This expectation is based on the following evidence. Over a field, the “module of minimal relations” in $H_*(\Omega Z_\mathcal{K}; F)$ is isomorphic to $\bigoplus_{J \subset [m]} H_1(\mathcal{K}_J; F)$. But the first homology of any $\mathcal{K}_J$ is generated by the Hurewicz images of generating loops for fundamental groups of connected components.

Another argument is the analogy between the presentations of $H_*(\Omega Z_\mathcal{K}; k)$ and $\pi_1(\mathcal{R}_\mathcal{K})$ (see [23, 16]). As shown by Li Cai, the analogous set of relations in $\pi_1(\mathcal{R}_\mathcal{K})$ is sufficient by the van Kampen theorem.

**4.4. Multigraded Poincaré series of Pontryagin algebras and Lie superalgebras.**

**Theorem 4.8.** Let $\mathcal{K}$ be a flag simplicial complex and $F$ be a field. Then

$$\frac{1}{F(H_*(\Omega Z_\mathcal{K}; F); t, \lambda)} = - \sum_{J \subset [m]} \bar{\chi}(\mathcal{K}_J) t^{-|J|} \lambda^{2J}. \tag{4.5}$$

**Proof.** It follows from Theorem 1.2 that

$$F\left(\text{Tor}_n^{H_*}(\Omega Z_\mathcal{K}; F)(F, F); t, \lambda\right) = \sum_{J \subset [m]} \dim_F \bar{H}_{n-1}(\mathcal{K}_J; F) t^{-|J|} \lambda^{2J}.$$

By assertion 3 of Proposition 2.4,

$$\frac{1}{F(H_*(\Omega Z_\mathcal{K}; F); t, \lambda)} = \sum_{n=0}^{\infty} (-1)^n F\left(\text{Tor}_n^{H_*}(\Omega Z_\mathcal{K}; F)(F, F); t, \lambda\right)$$

$$= \sum_{J \subset [m]} \sum_{n=0}^{\infty} (-1)^n \dim_F \bar{H}_{n-1}(\mathcal{K}_J) t^{-|J|} \lambda^{2J} = - \sum_{J \subset [m]} \bar{\chi}(\mathcal{K}_J) t^{-|J|} \lambda^{2J}. \quad \square$$

**Remark 4.9.** Let $n = \dim \mathcal{K}$. The $h$-numbers of $\mathcal{K}$ are defined by the identity

$$\sum_{i=0}^{n} h_i s^{-i} = \sum_{I \subset \mathcal{K}} (s - 1)^{n-|I|}.$$

The following formula for the $\mathbb{Z}$-graded Poincaré series of $H_*(\Omega Z_\mathcal{K}; F)$ follows from the results of Panov and Ray [21] (see [7, Proposition 8.5.4]):

$$\frac{1}{F(H_*(\Omega Z_\mathcal{K}; F); t)} = (1 + t)^{m-n} \sum_{i=0}^{n} h_i (-t)^i.$$

(The $\mathbb{Z}$-graded Poincaré series $F(V; t)$ is obtained from the multigraded series $F(V; t, \lambda)$ by substituting $t = \lambda_1 = \ldots = \lambda_m$.) We show sketchily that this formula agrees with (4.5). We need to check that

$$(1 + t)^{m-n} \sum_{i=0}^{n} h_i (-t)^i = - \sum_{J \subset [m]} \bar{\chi}(\mathcal{K}_J) t^{|J|}. \tag{4.6}$$
It is clear that \( L \) is a basis of the tensor product. On the other hand, \( -\tilde{\chi}(K_J) = \sum_{I \in K_J} (-1)^{|I|} \) via simplicial homology. Hence (4.6) is equivalent to the following identity, which is easy to verify by changing the order of summation:

\[
\sum_{J \subset [n]} \sum_{I \in K_J} (-1)^{|I|} p^{[J]} = \sum_{I \in K} (-1)^{|I|} p^{[I]} (1 + t)^{m - |I|}.
\]

Now we recall that, by the Milnor–Moore theorem [20], the algebra \( H_*(\Omega Z_K; \mathbb{Q}) \) is the universal enveloping of the graded Lie superalgebra \( \pi_*(\Omega Z_K) \otimes \mathbb{Q} \). Hence \( \pi_*(\Omega Z_K) \otimes \mathbb{Q} \) is \( (\mathbb{Z} \times \mathbb{Z}_{\geq 0}) \)-graded:

\[
\pi_n(\Omega Z_K) \otimes \mathbb{Q} = \bigoplus_{n = -i + 2|\alpha|} (\pi_n(\Omega Z_K) \otimes \mathbb{Q})_{-i, 2\alpha}, \quad (\pi_n(\Omega Z_K) \otimes \mathbb{Q})_{-i, 2\alpha} \subset H_{-i, 2\alpha}(\Omega Z_K; \mathbb{Q}).
\]

**Remark 4.10.** A natural question is whether \( \pi_*(\Omega Z_K) \) admits a natural \( (\mathbb{Z} \times \mathbb{Z}_{\geq 0}) \)-grading.

If \( K \) is a flag complex, it may be possible to introduce such a grading using the homotopy decomposition of \( \Omega Z_K \) from [22, Corollary 7.3]. The following argument serves as a motivation: by [22, Theorem 1.1], \( \Omega Z_K \) is a homotopy retract of \( \Omega Z_{\mathcal{K}} \), where \( \mathcal{K} \) is the disjoint union of \( m \) points. But \( \Omega Z_{\mathcal{K}} \) is a wedge of spheres, so an appropriate multigrading on the homotopy groups may be provided by the Hilton–Milnor theorem (see the proof of [15, Theorem 5.3(e)]). However, as in Remark 3.2, we do not know if the homotopy section from [22] respects the multigrading.

Now we use Theorem 4.8 to calculate the multigraded Poincaré series of \( \pi_*(\Omega Z_K) \otimes \mathbb{Q} \) for flag \( K \). Let \( L \) be a connected \( (\mathbb{Z} \times \mathbb{Z}_{\geq 0}) \)-graded Lie superalgebra and \( U(L) \) be its universal enveloping algebra. It is assumed that the first grading is either always positive or always negative, so we can divide power series and take logarithms. Define the coefficients \( l_{i, \alpha} \) and \( u_{j, \beta} \) by the identities

\[
F(L; t, \lambda) = \sum_{i, \alpha} l_{i, \alpha} t^i \lambda^\alpha, \quad \ln F(U(L); t, \lambda) = \sum_{j, \beta} u_{j, \beta} t^j \lambda^\beta.
\]

Define also

\[
F(L; -t, -\lambda) = \sum_{i, \alpha} \tilde{l}_{i, \alpha} t^i \lambda^\alpha, \quad \ln F(U(L); -t, -\lambda) = \sum_{j, \beta} \tilde{u}_{j, \beta} t^j \lambda^\beta.
\]

It is clear that \( \tilde{l}_{i, \alpha} = (-1)^{i+|\alpha|} l_{i, \alpha} \) and \( \tilde{u}_{j, \beta} = (-1)^{j+|\beta|} u_{j, \beta} \).

**Lemma 4.11.** The Poincaré series have the following properties:

1. \( F(V_1 \oplus V_2; t, \lambda) = F(V_1; t, \lambda) + F(V_2; t, \lambda) \);
2. \( F(V_1 \otimes V_2; t, \lambda) = F(V_1; t, \lambda) \cdot F(V_2; t, \lambda) \).

**Proof.** If \( \{v_i\}_{i \in I} \) is a basis of a vector space \( V \) and \( \deg v_i = (a_i, b_i) \), then \( F(V; t, \lambda) = \sum_{i \in I} t^{a_i} \lambda^{b_i} \). Property (1) follows from the fact that the union of bases is a basis of the direct sum, and property (2), from the fact that the set of pairwise tensor products of basis vectors is a basis of the tensor product. \( \Box \)

**Theorem 4.12** [20].

\[
F(U(L); t, \lambda) = \prod_{i, \alpha} (1 - (-t)^i (-\lambda)^\alpha (-1)^{i+|\alpha|+1} l_{i, \alpha}).
\]

**Proof.** The Poincaré–Birkhoff–Witt theorem implies that if \( \{x_{i, \alpha}\} \) is a homogeneous additive basis of \( L \), then \( U(L) \) is isomorphic (as a graded vector space) to the free graded commutative
algebra generated by \( \{x_{i,\alpha}\} \). It follows that every summand \( t^i \lambda^\alpha \) in \( F(L; t, \lambda) \) corresponds to a factor

\[
\begin{align*}
F(\Lambda[x_{i,\alpha}]; t, \lambda) &= 1 + t^i \lambda^\alpha, & i + |\alpha| \text{ odd} \\
F(\mathbb{F}[x_{i,\alpha}]; t, \lambda) &= \frac{1}{1 - t^i \lambda^\alpha}, & i + |\alpha| \text{ even}
\end{align*}
\]

in \( F(U(L); t, \lambda) \). □

**Lemma 4.13.**

\[
\tilde{l}_{i,\alpha} = \sum_{k|\alpha} \tilde{u}_{i/k,\alpha/k} \frac{\mu(k)}{k},
\]

where the summation is over all positive integer \( k \) dividing \( i \) and \( \alpha_1, \ldots, \alpha_m \), and \( \mu(n) \) is the Möbius function.

**Proof.** By Theorem 4.12, \( F(U(L); -t, -\lambda) = \prod_{\alpha} (1 - t^i \lambda^\alpha)^{-\tilde{l}_{i,\alpha}} \). Hence

\[
\sum_{j,\beta} \tilde{u}_{j,\beta} t^j \lambda^\beta = -\sum_{i,\alpha} \tilde{l}_{i,\alpha} \ln(1 - t^i \lambda^\alpha) = \sum_{i,\alpha} \tilde{l}_{i,\alpha} \sum_{k=1}^\infty \frac{t^k \lambda^\alpha}{k} = \sum_{j,\beta} \sum_{k|\beta} \frac{t^j \lambda^\beta}{k}.
\]

Equivalently, \( \tilde{u}_{j,\beta} = \sum_{k|\beta} \frac{\tilde{l}_{j/k,\beta/k}}{k} \). The claim now follows from the \((\mathbb{Z} \times \mathbb{Z}^m_{\geq 0})\)-graded Möbius inversion formula. □

**Theorem 4.14.** Let \( K \) be a flag simplicial complex. Consider the \( \mathbb{Z}^m_{\geq 0} \)-graded power series

\[
\sum_{\beta} w_\beta \lambda^\beta = -\ln \left(-\sum_{J \subset [m]} \tilde{\chi}(K,J)(-\lambda)^J \right).
\]

Then

\[
\dim(\pi_* (\Omega Z_K) \otimes \mathbb{Q})_{-|\alpha|,2\alpha} = (-1)^{|\alpha|} \sum_{k|\alpha} \frac{\mu(k)}{k} w_{\alpha/k}
\]

for every \( \alpha \in \mathbb{Z}^m_{\geq 0} \). Otherwise, \( \dim(\pi_* (\Omega Z_K) \otimes \mathbb{Q})_{i,\beta} = 0 \).

**Proof.** Let \( L = \pi_* (\Omega Z_K) \otimes \mathbb{Q} \), so \( U(L) = H_* (\Omega Z_K; \mathbb{Q}) \) by the Milnor–Moore theorem. Then Theorem 4.8 gives

\[
\sum_{i,\beta} \tilde{u}_{i,\beta} t^i \lambda^\beta = -\ln \left(-\sum_{J \subset [m]} \tilde{\chi}(K,J)(-t)^{-|J|} \lambda^{2J} \right) = -\ln \left(-\sum_{J \subset [m]} \tilde{\chi}(K,J)(-\lambda^2/t)^J \right) = \sum_{\alpha} w_{\alpha} t^{-|\alpha|} \lambda^{2\alpha}.
\]

Thus \( \tilde{u}_{-|\alpha|,2\alpha} = w_{\alpha} \), and \( \tilde{u}_{i,\beta} = 0 \) in other cases. By Lemma 4.13,

\[
\tilde{l}_{-|\alpha|,2\alpha} = \sum_{k-|\alpha|,2\alpha} \tilde{u}_{-|\alpha|/k,2\alpha/k} \frac{\mu(k)}{k} = \sum_{k|\alpha} w_{\alpha/k} \frac{\mu(k)}{k},
\]

and \( \tilde{l}_{i,\beta} = 0 \) in other cases. Finally, \( \dim(\pi_* (\Omega Z_K) \otimes \mathbb{Q})_{-|\alpha|,2\alpha} = l_{-|\alpha|,2\alpha} = (-1)^{|\alpha|} \tilde{l}_{-|\alpha|,2\alpha} \). □

**Remark 4.15.** The numbers

\[
l_n := \dim \pi_{n+1}(Z_K) \otimes \mathbb{Q} = \dim \pi_n(Z_K) \otimes \mathbb{Q} = \sum_{|\alpha|=n} l_{-|\alpha|,2\alpha}
\]
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for flag $\mathcal{K}$ were first described by Denham and Suciu [9, Theorem 4.2.1]. They followed the same scheme: the $\mathbb{Z}$-graded variant of Theorem 4.12 gives

$$F(H_*(\Omega \mathcal{K}; \mathbb{Q}); t) = \prod_{r \geq 1} \frac{(1 + t^{2r-1})j_{2r}}{(1 - t^{2r})j_{2r+1}}.$$ 

The L"ofwall formula is then used to express $F(H_*(\Omega \mathcal{K}; \mathbb{Q}); t)$ through the bigraded Poincaré series of $H^*(\Omega \mathcal{K}; \mathbb{Q})$. Sometimes this approach simplifies the computations, as in [9, Example 7.2.1], but in general our formula from Theorem 4.14 is more explicit. It also gives the multigraded answer.

Remark 4.16. In [27], Ustinovskiy interpreted the non-negativity of the numbers $l_n = \dim(\pi_n(\Omega \mathcal{K}) \otimes \mathbb{Q})$ as certain polynomial inequalities for the $h$-numbers of $\mathcal{K}$ in the flag case (the $h$-numbers appear as coefficients in the Panov–Ray formula).

In a similar way, using the multigrading, we can interpret the non-negativity of $l_{-|\alpha|, 2\alpha} = \dim(\pi_*(\Omega \mathcal{K}) \otimes \mathbb{Q})_{-|\alpha|, 2\alpha}$ as polynomial inequalities for the reduced Euler characteristics of full subcomplexes of $\mathcal{K}$. These inequalities imply those by Ustinovskiy, since $l_n = \sum_{|\alpha|=n} l_{-|\alpha|, 2\alpha}$. However, their combinatorial interpretation is subtler. In particular, in the multigraded case the logarithm of a power series cannot be expressed through the Newton polynomials, as in [27, Lemma 1.4].

Example 4.17. Consider the inequality $\dim(\pi_*(\Omega \mathcal{K}) \otimes \mathbb{Q})_{-|\alpha|, 2\alpha} \geq 0$ for $\alpha = [m] = \sum_{i=1}^m e_i \in \mathbb{Z}_n_{\geq 0}$. In this case $k \mid \alpha$ only if $k = 1$, so Theorem 4.14 gives

$$\dim(\pi_*(\Omega \mathcal{K}) \otimes \mathbb{Q})_{-m, 2|m|} = (-1)^m w_{|m|}, \quad \sum_\beta w_\beta \lambda^\beta = -\ln \left( 1 - \sum_{J \subset [m], J \neq \emptyset} (-1)^{|J|} \tilde{\chi}((\mathcal{K}_J)\lambda^J) \right).$$

Expanding the right-hand side using the formula $-\ln(1-t) = \sum_{N \geq 1} t^N / N$ and taking the coefficient of $\lambda^{|m|}$, we obtain the following inequality: for any flag complex $\mathcal{K}$,

$$\dim(\pi_*(\Omega \mathcal{K}) \otimes \mathbb{Q})_{-m, 2|m|} = \sum_{N \geq 1} \frac{1}{N} \sum_{|m|=J_1 \cup \ldots \cup J_N} \prod_{i=1}^N \tilde{\chi}(\mathcal{K}_{J_i}) \geq 0. \quad (4.7)$$

Here the subsets $J_1, \ldots, J_N$ are ordered, so every partition $\{J_1, \ldots, J_N\}$ of $[m]$ appears in the sum exactly $N!$ times.

More generally, if $\gcd(\alpha_1, \ldots, \alpha_m) = 1$, then similar calculations give the inequality

$$\dim(\pi_*(\Omega \mathcal{K}) \otimes \mathbb{Q})_{-|\alpha|, 2\alpha} = \sum_{N \geq 1} \frac{1}{N} \sum_{\alpha=J_1 + \ldots + J_N} \prod_{i=1}^N \tilde{\chi}(\mathcal{K}_{J_i}) \geq 0.$$ 

5. LS-CATEGORY OF MOMENT–ANGLE COMPLEXES IN THE FLAG CASE

Definition 5.1. Let $X$ be a topological space. The $LS$-category $\text{cat}(X)$ is the smallest integer $n$ such that there is an open covering $X = U_0 \cup \ldots \cup U_n$ where every $U_i \hookrightarrow X$ is null-homotopic.

Remark 5.2. In early sources, such as [14], the covering was denoted by $U_1 \cup \ldots \cup U_n$. Hence the definition of $\text{cat}(X)$ was shifted by 1. In the other papers we refer to, the modern convention is used.

Lower and upper bounds on $\text{cat}(\mathcal{K})$ were obtained in [4]. We use the following result.

Proposition 5.3 [4, Corollary 3.13]. Let $\mathcal{K}$ be a simplicial complex without ghost vertices. Then $\text{cat}(\mathcal{K}) \leq \text{cat}(\mathcal{R}_\mathcal{K})$. □
5.1. LS-category of real moment–angle complexes in the flag case. For flag complexes, the calculation of \( \text{cat}(\mathcal{R}_K) \) reduces to a group-theoretical problem which was solved by Dranishnikov [10].

**Theorem 5.4** (see [23]). If \( K \) is a flag complex, then \( \mathcal{R}_K = B(\text{RC}'_K) \), where \( \text{RC}'_K \) is the commutator subgroup of the right-angled Coxeter group \( \text{RC}_K \).

**Definition 5.5.** The cohomological dimension \( \text{cdim}_K \) of a topological space \( X \) over a ring \( k \) is the smallest integer \( n \) such that \( H^i(X; k) = 0 \) for all \( i > n \). Similarly, the homological dimension \( \text{hdim}_K \) is the smallest integer \( n \) such that \( \tilde{H}_i(X; k) = 0 \) for all \( i > n \).

**Definition 5.6.** The cohomological dimension \( \text{cdim} \) of a discrete group \( G \) is the smallest integer \( n \) such that \( H^i(G; M) = 0 \) for all \( i > n \) and all \( \mathbb{Z}[G] \)-modules \( M \).

To cover the degenerate cases, we set \( \text{cdim}_k \) pt := −1 and \( \text{cd} 1 := 0 \). Note that \( \text{cdim}_k \emptyset := −1 \).

**Theorem 5.7.** For any discrete group \( G \), one has \( \text{cd} G = \text{cat}(BG) \).

**Proof.** By the Eilenberg–Ganea theorem [11], the inequality \( \text{cd} G \neq \text{cat}(BG) \) is possible only if \( \text{cd} G = 1 \). In that case \( G \) is free by the Stallings–Swan theorem [25]. Therefore, \( BG \) is a wedge of circles, so \( \text{cat}(BG) = 1 \). □

**Proposition 5.8** [5, Proposition VIII.2.2]. It holds that \( \text{cdim}_\mathbb{Z} BG \leq \text{cd} G \leq \dim BG \). □

**Corollary 5.9.** If \( K \) is a flag complex, then \( \text{cdim}_\mathbb{Z} \mathcal{R}_K \leq \text{cd} \text{RC}'_K = \text{cat}(\mathcal{R}_K) \leq \dim \mathcal{R}_K \). □

**Proposition 5.10.** If \( K \neq \Delta^{m−1} \), then \( \text{cdim}_\mathbb{Z} \mathcal{R}_K = 1 + \max_{J \subset [m]} \text{cdim}_\mathbb{Z} K_J \).

**Proof.** By Theorem 2.2, \( H^n(\mathcal{R}_K; \mathbb{Z}) = \bigoplus_{J \subset [m]} \tilde{H}^{n−1}(K_J; \mathbb{Z}) \). Since \( K \neq \Delta^{m−1} \), there is a missing face in \( K \); hence \( H^{s−1}(\mathcal{R}_K; \mathbb{Z}) \neq 0 \), where \( s \geq 2 \) is the size of the missing face. Therefore, \( \text{cdim}_\mathbb{Z} \mathcal{R}_K \geq 1 \), and if \( n \geq 1 \) then \( H^n(\mathcal{R}_K; \mathbb{Z}) = \tilde{H}^{n}(\mathcal{R}_K; \mathbb{Z}) \). □

Recall the notion of virtual cohomological dimension of a discrete group \( G \): if \( G_1 \subset G \) is a subgroup of finite index and \( \text{cd} G_1 < \infty \), then \( \text{vcd} G := \text{cd} G_1 \). This number does not depend on the choice of \( G_1 \) by a result of Serre (see [5, § VIII.11]).

**Proposition 5.11** (cf. [10, p. 142]). Let \( K \) be a flag simplicial complex. Then
\[
\text{cd} \text{RC}'_K = 1 + \max_{I \in K} \text{cdim}_\mathbb{Z} \text{lk}_K I.
\]

**Proof.** We have \( \text{vcd} \text{RC}_K = \text{cd} \text{RC}'_K \), as \( |\text{RC}_K : \text{RC}'_K| = |\mathbb{Z}_2^m| < \infty \) and \( \text{cd} \text{RC}'_K \leq \dim \mathcal{R}_K < \infty \). In [10], Dranishnikov proved the following formula:
\[
\text{vcd} \text{RC}_K = \max(\text{lcd}(K), 1 + \text{cdim}_\mathbb{Z} K), \quad \text{where } \text{lcd}(K) := 1 + \max_{I \in K, I \neq \emptyset} \text{cdim}_\mathbb{Z} \text{lk}_K I.
\]
(In the notation of [10], the empty set is not a simplex.) Since \( \text{lk}_K \emptyset = K \), the claim follows. □

**Proposition 5.12.** For every flag \( K \neq \Delta^{m−1} \), we have
\[
\text{cd} \text{RC}'_K = \text{cat}(\mathcal{R}_K) = \text{cdim}_\mathbb{Z} \mathcal{R}_K = 1 + \max_{J \subset [m]} \text{cdim}_\mathbb{Z} K_J.
\]

**Proof.** By Corollary 5.9, Proposition 5.11, Lemma 2.1, and Proposition 5.10,
\[
\text{cdim}_\mathbb{Z} \mathcal{R}_K \leq \text{cat}(\mathcal{R}_K) = \text{cd} \text{RC}'_K = 1 + \max_{I \in K} \text{cdim}_\mathbb{Z} \text{lk}_K I \leq 1 + \max_{J \subset [m]} \text{cdim}_\mathbb{Z} K_J = \text{cdim}_\mathbb{Z} \mathcal{R}_K.
\]

**Remark 5.13.** It follows that
\[
\max_{I \in K} \text{cdim}_\mathbb{Z} \text{lk}_K I = \max_{J \subset [m]} \text{cdim}_\mathbb{Z} K_J
\]
for flag \( K \). In fact, this identity holds for any simplicial complex. It can be obtained by applying the combinatorial Alexander duality (see [7, Corollary 2.4.6]) to the results of Aizenberg [2, Proposition 3.2]. He proved that the link-acyclic simplicial complexes of degree \( s \) are exactly subcomplex-acyclic complexes of rank \( s \).
5.2. Lower bounds on the LS-category of moment–angle complexes. Let $F$ be a field and $X$ be a simply connected CW complex. There exists a first quadrant homological spectral sequence, called the Milnor–Moore spectral sequence, with the following properties:

$$E^2_{p,q} \cong \text{Tor}_p^{H_*(\Omega X; F)}(F, F) \Rightarrow H_{p+q}(X; F).$$

It can be constructed as follows (see [26, Sect. II.A]). Let $(A, d)$ be a connected differential graded algebra over $F$. Then the reduced bar construction $\overline{B}(A) := B(F, F)$ (see Subsection 2.5) of $A$ is a bicomplex (there is a differential $\partial$ of the bar construction, and a differential $d$ extended to $\overline{B}(A)$ from $(A, d)$ by the Leibniz rule). Hence there is a spectral sequence with the second page

$$E^2 = H(H(\overline{B}(A), d), \partial) \cong H(\overline{B}(H(A)), \partial) \cong \text{Tor}^{H(A)}(F, F)$$

(the isomorphism $H(\overline{B}(A), d) \cong \overline{B}(H(A))$ follows from the Künneth theorem).

The Milnor–Moore spectral sequence is obtained by taking $A = C_*(\Omega X; F)$. Other approaches use natural geometric filtrations on certain spaces that are weakly equivalent to $X$:

- Milnor’s construction of the classifying space $B_\infty G(X)$ of a topological group $G(X) \simeq \Omega X$ (see [19] as well as [6, Sect. 6]);
- Ganea’s fibre–cofibre construction [13];
- G. Whitehead’s filtration on the space of maps $\Delta^\infty \to X$ (see [14, §1]).

These constructions give isomorphic spectral sequences (see [14, §3]). Geometric interpretations show that the Milnor–Moore spectral sequence converges to $H_*(X; F)$.

The LS-category of $X$ is bounded from below by the Toomer invariant $e_F(X)$.

**Theorem 5.14** [14, Theorem 2.2] (see also [26, Theorem II.B.2]). For the Milnor–Moore spectral sequence, let $e_F(X) := \max\{p : E^\infty_{p,*} \neq 0\}$. Then $\text{cat}(X) \geq e_F(X)$. □

**Proposition 5.15.** Let $K$ be a flag simplicial complex and $F$ be a field. Then the Milnor–Moore spectral sequence for $Z_K$ over $F$ collapses on $E^2$, and $e_F(Z_K) = 1 + \max_{J \subset [m]} \text{hdimg} K_J$. 

**Proof.** Using Theorems 1.2 and 2.2, we calculate the total dimensions of $E^2_{*,*}$ and $E^\infty_{*,*}$:

$$\sum_{p,q} \text{dim } E^2_{p,q} = \sum_i \sum_{J \subset [m]} \text{dim } \tilde{H}_{i-1}(K_J; F),$$

$$\sum_{p,q} \text{dim } E^\infty_{p,q} = \sum_i \sum_{J \subset [m]} \text{dim } \tilde{H}_{i-1}(K_J; F).$$

They coincide; hence the differentials are trivial. The formula for the Toomer invariant follows from Theorem 1.2: $E^\infty_{p,*} \cong E^2_{p,*} \cong \text{Tor}_p^{H_*(\Omega Z_K; F)}(F, F) = \bigoplus_{J \subset [m]} \tilde{H}_{p-1}(K_J; F)$. □

**Lemma 5.16.** Let $X$ be a topological space with finitely generated homology groups. Then $\text{cdim}_F X = \max_F \text{hdimg} X$, where the maximum is over all fields $F$.

**Proof.** Let $\text{cdim}_F X = n$ and let $F$ be a field. By the universal coefficient theorem, $\tilde{H}_k(X; F)$ can be expressed through $\tilde{H}^k(X; \mathbb{Z})$ and $\tilde{H}^{k+1}(X; \mathbb{Z})$; therefore, $\tilde{H}_k(X; F) = 0$ for $k > n$. Hence $\text{hdimg} X \leq n$ for all $F$.

It remains to show that $\tilde{H}_n(X; F) \neq 0$ for some $F$. Since $\tilde{H}_n(X; \mathbb{Z}) \neq 0$, there are two possibilities:

- $\tilde{H}_n(X; \mathbb{Z})$ has nontrivial free part;
- $\tilde{H}_n(X; \mathbb{Z})$ has nontrivial $p$-torsion for some $p$.

In the first case, $\tilde{H}_n(X; \mathbb{Q}) \neq 0$, and it follows that $\tilde{H}_n(X; \mathbb{Q}) \neq 0$. In the second, $\tilde{H}_{n-1}(X; \mathbb{Z})$ has nontrivial $p$-torsion, and hence $\tilde{H}_{n-1}(X; \mathbb{Z}/p)$ and $\tilde{H}_n(X; \mathbb{Z}/p)$ have nontrivial $p$-torsion. So $\tilde{H}_n(X; \mathbb{Z}/p) \neq 0$. □
Proposition 5.17. If $\mathcal{K}$ is a flag simplicial complex, then \( \text{cat}(\mathcal{Z}_\mathcal{K}) \geq 1 + \max_{J \subset [m]} \text{cdim}_\mathcal{Z} \mathcal{K}_J. \)

Proof. We have

\[
\text{cat}(\mathcal{Z}_\mathcal{K}) \geq \max_{F} e_F(\mathcal{Z}_\mathcal{K}) = 1 + \max_{J \subset [m]} \text{hdim}_\mathcal{Z} \mathcal{K}_J = 1 + \max_{J \subset [m]} \text{cdim}_\mathcal{Z} \mathcal{K}_J. \quad \square
\]

Now we can prove Theorem 1.3.

Proof of Theorem 1.3. Propositions 5.3, 5.12, and 5.17 give a chain of cyclic inequalities between \( \text{cat}(\mathcal{Z}_\mathcal{K}), \text{cat}(\mathcal{R}_\mathcal{K}), \text{cdim}_\mathcal{Z}(\mathcal{R}_\mathcal{K}), \) and \( 1 + \max_{J \subset [m]} \text{cdim}_\mathcal{Z} \mathcal{K}_J. \) \quad \square

Corollary 5.18. If $\mathcal{K}$ is a flag triangulation of a $d$-manifold, then \( \text{cat}(\mathcal{Z}_\mathcal{K}) = \text{cat}(\mathcal{R}_\mathcal{K}) = d + 1. \)

Proof. We need to prove that \( \max_{J \subset [m]} \text{cdim}_\mathcal{Z} \mathcal{K}_J = d. \) We have

\[
d = \text{hdim}_{\mathbb{Z}/2} \mathcal{K} \leq \text{cdim}_\mathcal{Z} \mathcal{K} \leq \max_{J \subset [m]} \text{cdim}_\mathcal{Z} \mathcal{K}_J \leq \dim \mathcal{K} = d. \quad \square
\]

Remark 5.19. The LS-category of \( \mathcal{Z}_\mathcal{K} \) for arbitrary triangulations of 1- and 2-manifolds was calculated by Beben and Grbić [4, Propositions 4.7, 4.12]. In the non-flag case, \( \text{cat}(\mathcal{Z}_\mathcal{K}) \) can be smaller than \( d + 1. \)

Denote the set of missing faces of \( \mathcal{K} \) by \( \text{MF}(\mathcal{K}). \) By definition, \( \text{MF}(\mathcal{K}) = \{ I \subset [m] : I \notin \mathcal{K}, I \setminus \{ i \} \in \mathcal{K} \forall i \in I \}. \) To give a lower bound in the non-flag case, we use an inequality noted by Beben and Grbić.

Proposition 5.20 (see [4, Lemma 3.11]). Let \( \mathcal{L}_0 \subset \ldots \subset \mathcal{L}_s \) be a filtration of simplicial complexes such that \( \mathcal{L}_{p+1} \setminus \mathcal{L}_p \subset \text{MF}(\mathcal{L}_p) \) for all \( p = 0, \ldots, s - 1. \) Then \( \text{cat}(\mathcal{Z}_{\mathcal{L}_s}) \leq \text{cat}(\mathcal{Z}_{\mathcal{L}_0}) + s. \)

Proof. The argument is the same as in [4, Lemmas 3.10, 3.11]. The key step is to verify the decomposition

\[
\mathcal{Z}_{\mathcal{L}_{p+1}} \setminus \mathcal{Z}_{\mathcal{L}_p} = \bigcup_{I \in \mathcal{L}_{p+1} \setminus \mathcal{L}_p} \prod_{i \in I} (D^2 \setminus S^1) \times \prod_{i \notin I} S^1. \tag{5.1}
\]

Let \( x = (x_1, \ldots, x_m) \in \mathcal{Z}_{\mathcal{L}_{p+1}} \setminus \mathcal{Z}_{\mathcal{L}_p}. \) There exists a simplex \( I \in \mathcal{L}_{p+1} \setminus \mathcal{L}_p \) such that \( x \in \prod_{i \in I} D^2 \times \prod_{i \notin I} S^1. \) By assumption, for any \( j \in I \) one has \( I \setminus \{ j \} \in \mathcal{L}_p. \) If there is an index \( j \in I \) such that \( x_j \in S^1, \) then

\[
x \in \prod_{i \in I \setminus \{ j \}} D^2 \times \prod_{i \notin I \setminus \{ j \}} S^1 \subset \mathcal{Z}_{\mathcal{L}_p},
\]

a contradiction. Hence \( x_j \in D^2 \setminus S^1 \) for each \( j \in I. \) This argument proves that

\[
\mathcal{Z}_{\mathcal{L}_{p+1}} \setminus \mathcal{Z}_{\mathcal{L}_p} \subset \bigcup_{I \in \mathcal{L}_{p+1} \setminus \mathcal{L}_p} \prod_{i \in I} (D^2 \setminus S^1) \times \prod_{i \notin I} S^1.
\]

Conversely, let \( x \in \prod_{i \in I} (D^2 \setminus S^1) \times \prod_{i \notin I} S^1 \) for some \( I \in \mathcal{L}_{p+1} \setminus \mathcal{L}_p. \) Clearly,

\[
x \in \prod_{i \in I} D^2 \times \prod_{i \notin I} S^1 \subset \mathcal{Z}_{\mathcal{L}_{p+1}}.
\]

If \( x \in \mathcal{Z}_{\mathcal{L}_p}, \) then there is a simplex \( J \in \mathcal{L}_p \) such that \( x \in \prod_{i \in J} D^2 \times \prod_{i \notin J} S^1. \) It follows that \( I \subset J, \) and this contradicts the assumptions \( I \notin \mathcal{L}_p \) and \( J \in \mathcal{L}_p. \) So \( x \in \mathcal{Z}_{\mathcal{L}_{p+1}} \setminus \mathcal{Z}_{\mathcal{L}_p}, \) and (5.1) is verified. \quad \square

Now we define a number \( \nu(\mathcal{K}) \) that measures how far \( \mathcal{K} \) is from being flag. Recall that \( \mathcal{K}^f \) is the unique flag simplicial complex with \( \text{sk}_1 \mathcal{K}^f = \text{sk}_1 \mathcal{K}. \)
Definition 5.21. Let $K$ be a simplicial complex. Consider the following filtration of simplicial complexes:

$$L_0 := K, \quad L_{p+1} := L_p \cup \{I \in \text{MF}(L_p) : |I| \geq 3\}$$

(on each step, we add to the complex $L_p$ all its missing faces that are not edges).

Clearly, the filtration stabilizes on a flag simplicial complex. Since for each $p$ we have $sk_1 L_p = sk_1 L_{p-1} = \ldots = sk_1 K$, it stabilizes on $K^f$. Let $\nu(K)$ be the minimal $n \geq 0$ such that $L_n = K^f$.

The number $\nu(K)$ and complexes $L_p$ admit an explicit description.

Proposition 5.22. Let $K$ be a simplicial complex. Then $\nu(K)$ is the smallest $n \geq 0$ such that the following holds: $J \in K$ whenever $J \subset I \in K^f$ and $|I \setminus J| \geq n$.

Proof. Consider the simplicial complexes

$$L'_p := \{I \in K^f \mid J \in K \text{ for every } J \subset I \text{ such that } |I \setminus J| \geq p\}.$$

Clearly, $L'_p \subset L'_{p+1}$. The condition that $J \in K$ whenever $J \subset I \in K^f$ and $|I \setminus J| \geq n$ is equivalent to $L'_n = K^f$, so it is sufficient to show that $L'_p = L_p$ for all $p \geq 0$. We use induction on $p$.

Base case: $L'_0 = \{I \in K^f \mid J \in K \text{ for every } J \subset I\} = K = L_0$.

Inductive step: let $L'_p = L_p$. To prove that $L'_{p+1} = L_{p+1}$, we show that $L_{p+1} \setminus L_p \subset L'_{p+1}$ and $L'_{p+1} \setminus L'_p \subset L_{p+1}$.

1. Let $I \in L_{p+1} \setminus L_p$. Then $I \in K^f$ and $I \in \text{MF}(L_p)$. Suppose that $J \subset I$ and $|I \setminus J| \geq p + 1$. To prove that $I \in L'_{p+1}$, it is sufficient to show that $J \in K$. Since $|I \setminus J| \geq p + 1 \geq 1$, there exists $i \in I \setminus J$. Clearly, $J \subset I \setminus \{i\}$ and $|(I \setminus \{i\}) \setminus J| \geq p$. Also $I \setminus \{i\} \in L'_p$, since $I \in \text{MF}(L'_p)$. Hence $J \in K$.

2. Let $I \in L'_{p+1} \setminus L'_p$, so $I \in K^f$. To show that $I \in L_{p+1}$, we prove that $I \in \text{MF}(L_p)$ and $|I| \geq 3$. Let $i \in I$, and suppose $J \subset I \setminus \{i\}$ and $|(I \setminus \{i\}) \setminus J| \geq p$. Clearly, $J \subset I$ and $|I \setminus J| \geq p + 1$. Since $I \in L'_{p+1}$, it follows that $J \in K$. This argument shows that $I \setminus \{i\} \in L'_p$ for any $i \in I$. Hence $I \in \text{MF}(L'_p) = \text{MF}(L_p)$.

Suppose $|I| \leq 2$. Then $I \in \text{sk}_1 L'_{p+1}$. But $L'_{p+1} \subset K^f$, so $I \in \text{sk}_1 K^f = \text{sk}_1 L_{\nu(K)} = \ldots = \text{sk}_1 L_p$, a contradiction with $I \notin L'_{p}$. $\square$

Corollary 5.23. Let $K$ be a simplicial complex. Let $d = \dim K^f$, and suppose $\text{sk}_i K = \text{sk}_i K^f$ for some $i \leq d$. Then $\nu(K) \leq d - i$.

Proof. By Proposition 5.22, it is sufficient to prove that $J \in K$ whenever $J \subset I \in K^f$ and $|I \setminus J| \geq d - i$. But if $I \in K^f$, then $|I| \leq d + 1$. Hence $|J| \leq i + 1$, so $J \in \text{sk}_i K^f = \text{sk}_i K \subset K$. $\square$

Example 5.24. Let $K$ be the $i$-skeleton of a flag complex $K^f$, $2 \leq i \leq d = \dim K^f$. Then $\nu(K) \leq d - i$ by Corollary 5.23. On the other hand, choose a $d$-simplex $I \in K^f$ and a subset $J \subset I$, $|J| = i + 2$. Then $J \notin K$ and $|I \setminus J| = (d + 1) - (i + 2) = d - i - 1$. It follows that $\nu(K) = d - i$. In particular, $\nu(\text{sk}_i \Delta^{m-1}) = m - i - 1$.

However, the inequality $\nu(K) \leq \min\{n : \text{sk}_{d-n} K = \text{sk}_{d-n} K^f\}$ can be strict. For example, if $K = \partial \Delta^2 \cup \partial \Delta^5$, then $\nu(K) = 1$ and $d = 5$, but $\text{sk}_4 K \neq \text{sk}_4 K^f$.

Proof of Proposition 1.4. Clearly, the filtration $K = L_0 \subset \ldots \subset L_{\nu(K)} = K^f$ from Definition 5.21 satisfies the conditions of Proposition 5.20. Hence $\text{cat}(Z_{K^f}) \leq \text{cat}(Z_K) + \nu(K)$. It remains to apply Theorem 1.3. $\square$

Corollary 5.25. Let $K$ be a flag triangulation of a $d$-manifold. Let $L$ be a simplicial complex on $[m]$ such that $\text{sk}_i K \subset L \subset \text{sk}_j K$ for some $i$ and $j$, $1 \leq i \leq j \leq d$. Then $i + 1 \leq \text{cat}(Z_L) \leq j + 1$. In particular, $\text{cat}(Z_{\text{sk}_i K}) = i + 1$.

Proof. By Corollary 5.18, we have $\text{cat}(Z_K) = d + 1$. Clearly, $\text{sk}_1 K = \text{sk}_1 (\text{sk}_1 K) \subset \text{sk}_1 L \subset \text{sk}_t (\text{sk}_j K) = \text{sk}_t K$ for each $t \leq i$. Hence $\text{sk}_i L = \text{sk}_i K$ and $\text{sk}_i L = \text{sk}_i K$. $\square$
The complex $\mathcal{K}$ is a flag complex, and $\text{sk}_1 \mathcal{K} = \text{sk}_1 \mathcal{L}$, so $\mathcal{K} = \mathcal{L}^f$. By Corollary 5.23, we have $\nu(\mathcal{L}) \leq d - i$. By Proposition 1.4, $\text{cat}(\mathcal{Z}_\mathcal{K}) \leq \text{cat}(\mathcal{Z}_\mathcal{L}) + \nu(\mathcal{L})$. This gives the inequality $\text{cat}(\mathcal{Z}_\mathcal{L}) \geq (d + 1) - (d - i) = i + 1$.

On the other hand, $\text{cat}(\mathcal{Z}_\mathcal{L}) \leq 1 + \dim \mathcal{L}$ by [4, Lemma 3.11]. Therefore, the upper bound $\text{cat}(\mathcal{Z}_\mathcal{L}) \leq j + 1$ follows from the inequality $\dim \mathcal{L} \leq \dim \text{sk}_j \mathcal{K} = j$. \hspace{1cm} $\square$

Clearly, this corollary is true for any flag $\mathcal{K}$ such that $\dim K = \max_{J \subset [m]} \text{cdim}_Z \mathcal{K}_J = d$.

**Example 5.26.** Every simple $n$-polytope $P$ corresponds to a triangulation $\mathcal{D}P^s$ of $S^{n-1}$. The moment–angle manifold $Z_P$ is the moment–angle complex $Z_{\mathcal{D}P^s}$. Buchstaber and Limonchenko [6] studied a certain family of flag polytopes $Q = \{Q_n\}_{n \geq 0}$, $\dim Q_n = n$. In particular, they calculated the LS-category of the corresponding moment–angle manifolds [6, Theorem 6.11]: $\text{cat}(Z_{Q_n}) = n$. To obtain a lower bound on $\text{cat}(Z_{Q_n})$, they constructed a nontrivial $n$-product in $H^*(Z_{Q_n})$ and used the well-known inequality $\text{cat}(X) \geq \text{cup}(X)$ between the LS-category and the cup-length of a space $X$. (We say that $\text{cup}(X) \geq n$ if there are $\alpha_1, \ldots, \alpha_n \in H^*(X)$ such that $\alpha_1 \circ \ldots \circ \alpha_n \neq 0$.)

Clearly, Corollary 5.18 gives the same value $\text{cat}(Z_{Q_n}) = n$ by a different method. Also, by Proposition 5.15, the Milnor–Moore spectral sequence for $Z_{Q_n}$ collapses at $E^2$, not only at $E^{n+1}$ as shown in [6, Theorem 6.11].

**Problem 5.27.** In general, the inequality $\text{cat}(Z_{\mathcal{K}}) \geq \text{cup}(Z_{\mathcal{K}})$ can be strict (see [4, Examples 5.8, 5.9]). However, $\mathcal{K}$ is not flag in these examples. This raises the following question:

- Does $\text{cat}(Z_{\mathcal{K}}) = \text{cup}(Z_{\mathcal{K}})$ hold for all flag simplicial complexes?

Since we know the LS-category (Theorem 1.3) and the cohomology ring [7, Theorem 4.5.8] of moment–angle complexes in the flag case, the problem has a purely combinatorial form:

- Let $\mathcal{K}$ be a flag simplicial complex on $[m]$. Set $d = \max_{J \subset [m]} \text{cdim}_Z \mathcal{K}_J$. Does there always exist a collection of disjoint subsets $A_1, \ldots, A_{d+1} \subset [m]$ such that the product map $\tilde{H}^0(\mathcal{K}_{A_1}) \otimes \cdots \otimes \tilde{H}^0(\mathcal{K}_{A_{d+1}}) \cong \tilde{H}^d(\mathcal{K}_{A_1} \ast \cdots \ast \mathcal{K}_{A_{d+1}}) 

\text{induced by } \mathcal{K}_{A_1 \cup \cdots \cup A_{d+1}} \hookrightarrow \mathcal{K}_{A_1} \ast \cdots \ast \mathcal{K}_{A_{d+1}} \text{ is nonzero}?$

(The classes $\alpha_1, \ldots, \alpha_{d+1} \in H^*(Z_{\mathcal{K}})$ can be chosen to be $(Z \times Z_{\mathbb{Z}^n})$-homogeneous, so $\alpha_i \in \tilde{H}^k_i(\mathcal{K}_{A_i})$ for some disjoint $A_1, \ldots, A_{d+1} \subset [m]$ and $k_i \geq 0$. Then $k_i = 0$ for dimensional reasons.)

Passing from $\mathcal{K}$ to $\mathcal{K}_J$, we can assume that $\max_{J \subset [m]} \text{cdim}_Z \mathcal{K}_J = \text{cdim}_Z \mathcal{K}$ and $\mathcal{K} = \mathcal{K}_{A_1 \cup \cdots \cup A_{d+1}}$. Finally, we can assume that the classes $\alpha_i \in \tilde{H}^0(\mathcal{K}_{A_i})$ are induced from the generator of $\tilde{H}^0(S^0)$ by simplicial maps $\mathcal{K}_{A_i} \to S^0$ (every class in $\tilde{H}^0(\mathcal{K}_J)$ is a linear combination of such induced classes). This gives another equivalent form of the question:

- Let $\mathcal{K}$ be a flag simplicial complex and $d = \text{cdim}_Z \mathcal{K}$. Let $C_d = S^0 \ast \cdots \ast S^0$ be the cross-polytope triangulation of $S^d$. Does there always exist a full subcomplex $\mathcal{K}_J$ and a simplicial map $\mathcal{K}_J \to C_d$ such that $\tilde{H}^d(C_d) \to \tilde{H}^d(\mathcal{K}_J)$ is nonzero?

Note that if $X$ is a finite simplicial complex with $\text{cdim}_Z X = d$, then any $\alpha \in \tilde{H}^d(X; \mathbb{Z})$ can be induced from the generator of $\tilde{H}^d(S^d; \mathbb{Z})$ via some continuous map $f : X \to S^d$ (this follows from the obstruction theory). Taking a simplicial approximation, we can make $f$ simplicial for some subdivision of $X$. So, in fact, we wonder whether flag simplicial complexes are “subdivided enough.”
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