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Abstract

Local surrogate approaches for explaining machine learning model predictions have appealing properties, such as being model-agnostic and flexible in their modelling. Several methods exist that fit this description and share this goal. However, despite their shared overall procedure, they set out different objectives, extract different information from the black-box, and consequently produce diverse explanations, that are-in general- incomparable. In this work we review the similarities and differences amongst multiple methods, with a particular focus on what information they extract from the model, as this has large impact on the output: the explanation. We discuss the implications of the lack of agreement, and clarity, amongst the methods’ objectives on the research and practice of explainability.

1. Introduction

The need for machine learning interpretability, for example to understand a specific prediction, may arise for multiple reasons such as regulation, ethics, business requirements or model conception and control. From this multiplicity comes a variety of interpretability specifications. For instance, let us consider a situation where a customer is denied a credit by a model. The customer may want explanations for the differences between their situation and the ones of similar customers with an accepted application. On the other hand, for the same model, a regulator may be looking for explanations to identify potential discrimination threats. Because these stakeholders have different needs and goals, they most likely require different information, which should then be formalized into different mathematical objectives. Therefore, a careful analysis of the use-case should be carried out to define the interpretability objective of each situation and choose the most appropriate interpretability method, as it is unlikely that a one-size-fits-all solution exists.

Yet, we argue that the current literature on model surrogates to explain a prediction lacks the clarity needed for a practitioner to make an informed choice on which method to use, given explanation needs. Existing approaches usually lack transparency with regards to the explanation needs they propose to solve, on their specifications and ultimately on their formal objectives. This situation (1) fuels a disseminated research with propositions that are difficult to compare and (2) prevents a sound development of the explainability practice.

In this paper, we propose a study to highlight the diversity amongst the approaches categorized under the same vague objective of “explaining a prediction with a model surrogate”. This work is based on a theoretical analysis of proposed solutions and an experiment to illustrate the differences. In view of its popularity, an emphasis is given to KernelSHAP (Lundberg & Lee, 2017). Finally, we propose a discussion on the ways forward. We first remind the construction principles shared across model surrogates to explain a prediction.

2. Explaining Predictions with Surrogates

A surrogate in our context is a simple interpretable machine learning model (e.g. linear model, decision tree or rules) that aims to mimic the predictive behaviour of a black-box model that is to explain. As the surrogate model is interpretable, it needs to be simpler than the black-box model. To preserve the fidelity of the model surrogate to the black-box despite its simplicity, the information the surrogate has to model needs to be restricted. In particular, to explain a prediction, a surrogate will mimic the black-box only in the neighbourhood of the instance whose prediction is to explain. This defines the relevant subspace for explaining the prediction.

The general procedure to explain a prediction, made by a black-box classifier \( f : \mathcal{X} \rightarrow \mathcal{Y} \) trained on a dataset \( (\mathbf{X}, \mathbf{y}) = \{ (\mathbf{x}_i, y_i) \}_{i=1}^n \in (\mathbb{R}^d \times \{0, 1\}) \), with an interpretable model surrogate \( g \) follows two steps, common to...
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all approaches:

1. Extract the relevant classification behaviour for the prediction of $z_e$, by constructing the neighbourhood dataset $D_N$, which describes the relevant predictive behaviour of the black-box $f$ for the prediction to explain. Optionally assign weights $w_{z_e}$ to the instances of the generated neighbourhood.

2. Train an interpretable model, the surrogate $g$, from an interpretable model class, using the neighbourhood, and accompanying weights.

The training procedure of the surrogate $g$ on the neighbourhood dataset $D_N$ follows a standard machine learning procedure, apart from the trade-off fidelity-interpretability for $g$ as the model surrogate allows the direct generation of explanations. However, the generation of the neighbourhood needs very specific attention as it directly controls the subspace where the surrogate mimics the black-box, and hence the meaning of the surrogate’s explanations. This issue is critical and the main challenge for making interpretable model surrogates comply with explainability specifications and formal objectives.

In the following section we analyse how interpretable model surrogates generate their neighbourhoods to highlight the diversity of views and the need for more clarity.

3. Where Interpretable Surrogates Look: a Comparison of Neighbourhood Strategies

In the previous section we discussed how the approaches have common construction process and made apparent the similarities between them. In this section we analyse interpretable surrogate approaches and focus in particular on what information each approach extracts from the black-box: their neighbourhoods. This analysis shows that beyond the common construction process, approaches differ in what information they extract from the black-box, and therefore produce different explanations.

Arguably one of the most well-known local-surrogate approaches is LIME (Ribeiro et al., 2016). In LIME, the neighbourhood is obtained by sampling instances from a Gaussian distribution centered on $z_e$. Locality is introduced by considering weights derived from the exponentiated negative Euclidean distance between these instances and $z_e$. The default bandwidth (or kernel width) is a heuristic based on the dimension of the input space, hence failing to adapt to every unique case and its possible intricacies. The consequence of defining locality this way is the risk of LIME not properly capturing the relevant local classification behaviour of the black-box (Laugel et al., 2018). The weighted neighbourhood is then used to train a linear decision model.

LIME does not explore the decision boundary directly, but instead samples the dataset, such that it is close (in Euclidean distance) to the instance in question.

To circumvent LIME’s issues, GSLS (Laugel et al., 2018) exploits the structure of the decision boundary locally, by first finding the nearest point of the opposite class, and then generating instances uniformly within a hyper-ball in its vicinity. As opposed to LIME, GSLS clearly defines which part of the decision boundary is relevant: the nearest point on the decision boundary. An issue is how to define how
large the hyper-ball neighbourhoods should be. Furthermore, the decision boundary may require more than one point on the decision boundary in several directions to be fully captured by the neighbourhood.

**LORE** (Local Rule-Based Explanations) (Guidotti et al., 2018) also makes use of the decision boundary in the vicinity the instance to be explained to construct the neighbourhood. The construction of the neighbourhood is posed as a set of optimisation problems: one for finding instances of the same class as \( z_e \), and one for finding instances not belonging to that class. A genetic algorithm is used to maximise the objective function. As part of the optimisation problem, a distance function that is a mixture of euclidean distance, for continuous features, and simple feature matching, for discrete features, is considered. This allows the approach to detect the variations of the local decision boundary. In comparison with GSLS, LORE goes a step further and aims at an in-depth exploration of the decision boundary surrounding the instance. While they also make use of the decision boundary, and explore beyond the nearest point, there is not a clear understanding of what “local” means in this case.

A different direction in defining the neighbourhood is based on relying on the training instances to favour the most important features. As such, **LEAP** (Local Embedding Aided Perturbation) (Jia et al., 2019a) tries to extract the relevant subspace for the instance by employing dimensionality reduction techniques at a local level. They use the **Local Intrinsic Dimensionality** (LID) (Jia et al., 2019a) to identify the dimensionality of the subspace at the vicinity of the instance. Once the \( LID \) is identified, a dimensionality reduction technique is used (e.g., Principal Components Analysis (PCA)). \( z_e \) is then projected in the new subspace giving \( \hat{z}_e \). The neighbourhood and associated weights are then respectively sampled and computed similarly to LIME. The elements of the neighbourhood are then mapped back to the original feature space, where the surrogate is fitted. LEAP first tries to identify the local manifold; then it proceeds in a similar fashion to LIME, but in this sub-space of reduced dimensionality.

In **PALEX** (Jia et al., 2019b) the neighbourhood is constructed by repeating the procedure of: (1) randomly selecting a subset of features from \( z_e \), and (2) replacing them with values from \( X \). The calculation of the weights relies on a set of frequent patterns extracted from the training set. The distance depends on how often two instances appear together on frequent patterns. The main difference of **PALEX** with previously mentioned methods is the weight function that utilises pattern mining. This type of weighting function goes beyond the euclidean measure and aims at identifying manifolds in the global data structure.

An alternative strategy is followed by **KernelSHAP** (Lundberg & Lee, 2017) which is motivated by the theory of Shapley Values from cooperative game theory. The relevant (for us) contribution of the paper is to pose Shapley Values as the solution of a weighted linear regression problem when the design matrix \( (X_{\text{shap}}) \), weights and targets \( (y) \) are carefully chosen. The design matrix, \( X_{\text{shap}} \in \mathbb{R}^{2d \times d} \), is the set of all binary vectors of size \( d \) (the number of features), it represents all the subsets of the powerset of features. The weight matrix is a diagonal matrix with the Shapley kernel weights for each row of the design matrix. Each row of \( X_{\text{shap}} \) represents two sets of features: the clamped \( Q \in [d] \) (features in the current subset) and those that will not be clamped \( \neg Q \) (features that are not in the current subset). With this in mind, we represent with \( y_Q \) the target corresponding to the row of \( X_{\text{shap}} \) that has features \( Q \) clamped. We have in theory \( y_Q = \mathbb{E}[f(Z) \mid Z_i = z_{e_i}, \forall i \in Q] \), which is understood as the expected output of the black-box if we fix the features in set \( Q \) according to the values in \( z_e \). The exact computation of this is very computationally expensive. Hence, the authors resort to approximations (illustrated in Eqs.9-12 of (Lundberg & Lee, 2017)) which include the assumptions of feature independence and model linearity for the black-box. As part of the approximations, information needs to be extracted from the black-box to compute the expected outputs, which we present in Fig. 1. Also, the high-dimensionality of \( X_{\text{shap}} \) poses further computational issues, which require additional relaxations of the original formulation, such as feature selection procedures, or added regularisation schemes. If formalising the problem of explaining a prediction with Shapley Values from cooper-
ative game theory fits the explanation needs, KernelSHAP proposes an interesting approach. However, many assumptions and approximations are necessary to make it work in practice, raising questions on the meaning of the generated output, in particular how they compare to the true Shapley Values.

As we have shown in Section 2 the approaches have a common process for the construction of a local surrogate: (1) neighbourhood sampling, and (2) model fitting. On the other hand, we made apparent in Section 3 that there is a lack of consensus on what properties these models should possess. Table 1 provides a comparison of the different neighbourhood strategies of the approaches discussed in this section. There is a general agreement that the surrogate should reflect the behaviour of the black-box in the locality of the instance to be explained, but there is no consensus on what this means. As is illustrated in Figure 1, even though the approaches share the same goal (explaining a prediction) they extract different information from the black-box model.

Furthermore, the explanation provided by an approach cannot be traced back to an explanation need, because it is not a well-defined problem (not explicitly defined, heuristic or approximations with unknown consequences on the initial promise). Thus, there is no real understanding of what the explanation means, preventing proper comparisons between approaches. This impacts the research in the field and the application of explainability in practice. We elaborate on this issue in the following section.

4. Discussion

In the previous section we saw that approaches under the same category of local-surrogate explainers, have different objectives and capture different information from the black-box. While this study has been focusing on the neighbourhood, our observations on the diversity of the information captured by local surrogate methods can be used to imply a diversity in the explanations produced. As illustrated in Figure 2, the same instance on Adult dataset\(^1\) presents conflicting explanations generated by KernelSHAP and LIME. A practitioner is confronted with conflicting explanations with no way of comparing, or evaluating the methods.

It appears the problem of explaining black-box prediction has been tackled backwards by proposing solutions first, before defining the problem itself. As a consequence, as shown by studies, interpretability approaches tend to be misunderstood and followed blindly (Kaur et al., 2020). For instance, the relevance of Shapley values to explain individual predictions has been questioned recently (Kumar et al., 2020; Weerts et al., 2019). This did not prevent some approaches such as KernelSHAP to be extensively used, in spite of the issues mentioned in this paper, or in other studies (Kumar et al., 2020).

The machine learning community should pay more attention to user-centric works that attempt to specify interpretability requirements in link with user needs (Miller, 2019; Liao et al., 2020)). From these specifications alone should arise proper interpretability objectives to compare or design efficient interpretability approaches.
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