Oven Controlled Crystal Oscillator Control Based on BP Neural Network Tuning PID
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Abstract. In order to improve the problem that the traditional PID control oven controlled crystal oscillator cannot be adjusted in real time in the process of clock taming, a BP neural network tuning PID control algorithm is proposed. BP neural network tuning PID control algorithm can learn the rule of PID control online, and can adjust the parameters of PID control in real time. The results of simulation in MATLAB show that there is no obvious overshoot and oscillation in step response controlled by BP neural network tuning PID, and the system is stable faster than the traditional PID control. Therefore, BP neural network tuning PID control has better control effect than traditional PID control in oven controlled crystal oscillator control, and has a strong self-adaptability in parameter adjustment.
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1 Introduction

The research and development of 5G mobile communication network will promote the rapid development of the Internet of Things era, and in the upcoming 5G era, everything will be interconnected. Each networked device and node requires precise time scales to support the operation of the system [1]. In the white paper released by the International Mobile Telecommunication (IMT)-2020 (5G) promotion group, for some collaborative services with 300ns requirements, the recommended indicator assignments are: ±30 ns at the source, ±200ns at the load, and ±50ns at the access. Compared with the ±1.5 μs index allocation of 4G basic services, each part of the index allocation of 300 ns scale has a significant improvement. This requires us to conduct research on key technologies such as synchronization source, high-precision transmission, and synchronous access [2].

The most fundamental problem in improving synchronization performance in 5G services is to improve the performance of the synchronous clock source. Global Navigation Satellite System (GNSS) signals can be used as an accurate, reliable, and stable time source. But once the GNSS signal is not available for a short period of time, a synchronous clock is required to provide a temporary clock signal, so it is necessary to tame the local clock with GNSS. The GNSS second pulse has high long-term stability and low short-term accuracy, while the local crystal oscillator has low long-term stability and high short-term precision. The local crystal after tame by GNSS second pulse has high long-term stability and short-term accuracy. Therefore, the crystal oscillator domesticated by GNSS second pulse can be used as a high precision clock source.

Clock tame is to compare the 1PPS signal outputted by the GNSS receiver with the 1PPS signal of the crystal oscillator frequency division output, measure the frequency difference between the two, filter the
obtained frequency difference data, pass it to the PID controller, and then the PID controller. Control the OCXO to adjust the output frequency to achieve synchronization with the GNSS signal [3]. The block diagram of the GNSS signal taming OCXO is shown in Fig. 1. It can be seen from Fig. 1 that the control of the OCXO is a very important part of the clock tame process during the whole clock tame process. Therefore, the high-precision time synchronization requirement for 5G requires more in-depth research on OCXO control to support the improvement of time synchronization accuracy.

The OCXO is a commonly used clock source with high short-term stability. However, the output frequency and phase of the OCXO will drift as the working time increases, where aging and temperature are the most important factors influencing the drift [4]. Therefore, it is necessary to adjust the output parameters of the crystal oscillator in time to ensure a reliable frequency of the crystal oscillator output. The control crystal oscillator is mostly controlled by traditional PID. PID control is based on the error of the system, using proportional, integral, differential to calculate the control amount for control. In general, control parameters must be determined by experience and on-site commissioning [5]. The main advantage of BP neural network is that it has strong nonlinear mapping ability. In theory, BP neural network with three or more layers can approximate a nonlinear function with arbitrary precision as long as the number of neurons in the hidden layer is sufficient [6]. Therefore, combining PID control with BP neural network makes it possible to improve the crystal control performance during clock tame.

2 Digital PID Control Algorithm

2.1 Positional PID Control

At present, the OCXO control mostly adopts the traditional PID control [7-9], and the PID control schematic diagram is shown in Fig. 2:

![PID control schematic](image)

Figure 2. PID control schematic

Traditional PID control uses the difference between input and output to adjust the three parameters of proportion, integral and differential. The positional PID control formula is:

\[ u(k) = K_p e(k) + K_i \sum_{i=0}^{k} e(i) + K_d [e(k) - e(k-1)] \]  \hspace{1cm} (1)

In formula (1), \( K_p \) denotes proportional coefficient, \( K_i \) denotes integral coefficient, \( K_d \) denotes differential coefficient, \( K \) denotes sampling sequence number, \( u(k) \) denotes input value of the controlled system, and \( e(k) \) denotes deviation of the system at the k-th sampling.

2.2 Incremental PID Control

Through the positional PID control formula, it can be seen that each output is related to all past states. If \( u(k) \) is to be calculated, not only \( e(k-1) \) and \( e(k-2) \) are involved, but also the previous deviations must be added together, which is prone to large cumulative error [10]. Incremental PID only needs to calculate the increment. When the calculation error or precision is insufficient, the influence on the control quantity calculation is small, so the incremental PID control is generally adopted. According to the positional PID control formula, the control amount of the k-th sampling time is:
\[ u(k-1) = K_p e(k-1) + K_d \sum_{i=0}^{k-1} e(i) + K_i [e(k-1) - e(k-2)] \]  

(2)

By subtracting the k-1th sampling time control amount from the kth sampling time control amount, it is obtained:

\[ u(k) = u(k-1) + K_p [e(k) - e(k-1)] + K_d e(k) + K_i [e(k) - 2e(k-1) + e(k-2)] \]  

(3)

After determining the three parameters of \( K_p \), \( K_i \), and \( K_d \), the control increment can be obtained by calculating the deviation of the three measurements before and after. The advantage of the incremental PID control algorithm is that even if the current calculation output is wrong, it will not have a big impact on the system [11].

3 BP Neural Network Tuning PID Control

3.1 PID Control System Based on BP Neural Network

The structure of the PID control system based on BP neural network is shown in Fig. 3. The whole system consists of two parts: the classic incremental PID controller and the BP neural network.

![Based on BP neural network tuning PID control system structure](image)

(1) Incremental PID controller: The three parameters of \( K_p \), \( K_i \), and \( K_d \) of the controller are online adjustment mode. The controller performs closed-loop control on the OCXO under the adjustment of BP neural network.

(2) BP neural network: The neural network obtains the input parameters of the network according to the running state of the system. The system learns the control law autonomously according to the learning algorithm and adjusts the network weight coefficient, so that the neural network outputs the optimal PID control parameters under the control law [12].

3.2 BP Neural Network Structure and Algorithm

The number of input neurons in the neural network depends on the complexity of the controlled system. In this paper, four input neurons are used: \( X(1)=e(k)-e(k-1) \), \( X(2)=e(k) \), \( X(3)=e(k)-2e(k-1)+e(k-2) \), \( X(4)=u(k-1) \). The number of layers in the hidden layer and the number of neurons in each layer can be determined by empirical formula \( q = \sqrt{n + m + f} \), where \( n \), \( q \) and \( f \) are the number of neurons in the input layer, the hidden layer and the output layer respectively. In this paper, a single layer of hidden layer is used, and the number of neurons is 8; the number of neurons in the output layer is consistent with the three parameters controlled by PID, so the number of neurons is 3 [13]. The BP neural network structure is shown in Fig. 4.
Figure 4. BP neural network structure

The input to the network input layer is:

\[ f^{(0)}_j = X(j) \quad (j = 1, 2, ..., M) \] (4)

In the formula (4), \( M \) is 4.

The input and output of the hidden layer of the network are:

\[ \text{net}^{(2)}_i(k) = \sum_{j=0}^{M} w_{ij}^{(2)} O^{(3)}_j \] (5)

\[ O^{(3)}_i(k) = f(\text{net}^{(2)}_i(k)) \quad (i = 1, 2, 3, ..., Q) \] (6)

The \( w_{ij}^{(2)} \) in the equation (5) is a weighting coefficient of the input layer to the hidden layer, and the number \( Q \) of hidden layer neurons is 8. The hidden layer activation function \( f(x) \) is set to the Relu function:

\[ f(x) = \begin{cases} x , & x > 0 \\ 0 , & x \leq 0 \end{cases} \] (7)

The input and output of the network output layer are:

\[ \text{net}^{(1)}_i(k) = \sum_{j=0}^{Q} w_{ij}^{(3)} O^{(2)}_j \] (8)

\[ \begin{align*} O^{(3)}_i(k) &= g(\text{net}^{(1)}_i(k)) \\ O^{(1)}_i(k) &= K_p \\ O^{(2)}_i(k) &= K_d \end{align*} \] (9)

The output of the network corresponds to the three parameters of the PID control, and the output layer activation function \( g(x) \) is still the Relu function:

\[ g(x) = \begin{cases} x , & x > 0 \\ 0 , & x \leq 0 \end{cases} \] (10)

The cost function set is:

\[ E(k) = \frac{1}{2}(r(k) - y(k))^2 \] (11)

In the neural network, the gradient descent method is used to update the weight coefficient. The local minimum point is searched for the negative gradient direction of the weight coefficient according to \( E(k) \), and a global minimum inertia term that makes the search fast convergence is added:
In the formula (12), $\eta$ is the learning rate, and $\alpha$ is the inertia coefficient. From the chain rule of derivation, $\frac{\partial E(k)}{\partial u^3_h}$ can be further expressed as equations (13) and (14):

$$\frac{\partial E(k)}{\partial u^3_h} = \frac{\partial E(k)}{\partial y(k)} \cdot \frac{\partial y(k)}{\partial \Delta u(k)} \cdot \frac{\partial \Delta u(k)}{\partial O^{(3)}_1(k)} \cdot \frac{\partial O^{(3)}_1(k)}{\partial \Delta e^3_i(k)} \cdot \frac{\partial \Delta e^3_i(k)}{\partial \Delta e^3_h(k)}$$

$$\frac{\partial \Delta u(k)}{\partial O^{(3)}_2(k)} = O^{(3)}_1(k)$$

Since $\frac{\partial e_i(k)}{\partial \Delta u(k)}$ is unknown, $\text{sgn} \left( \frac{\partial e_i(k)}{\partial \Delta u(k)} \right)$ can be used instead, and the resulting uncertain effect can be compensated by adjusting the learning rate $\eta$.

The control increment $u(k)$ obtained by equation (3) is:

$$\Delta u(k) = K_p(e(k) - e(k-1)) + K_i e(k) + K_d(e(k) - 2e(k-1) + e(k-2))$$

(15)

The first three inputs of the network can be obtained by equations (9) and (15):

$$\frac{\partial \Delta u(k)}{\partial O^{(3)}_1} = e(k) - e(k-1)$$

(16)

$$\frac{\partial \Delta u(k)}{\partial O^{(3)}_2} = e(k)$$

(17)

$$\frac{\partial \Delta u(k)}{\partial O^{(3)}_3} = e(k) - 2e(k-1) + e(k-2)$$

(18)

Through the above analysis, the learning algorithm for the network output layer weight coefficient is:

$$\Delta w^{(3)}_h = \alpha \Delta \Delta w^{(3)}_h(k-1) + \eta \delta^{(3)}_i O^{(3)}_i(k)$$

(19)

$$\delta^{(3)}_i = e(k)\text{sgn} \left( \frac{\partial e_i(k)}{\partial \Delta u(k)} \right) \cdot \frac{\partial \Delta u(k)}{\partial O^{(3)}_i} \cdot g'(\Delta e^3_i(k)) \quad (i = 1, 2, 3)$$

(20)

Similarly, the learning algorithm for the hidden layer weight coefficient is:

$$\Delta w^{(2)}_h = \alpha \Delta \Delta w^{(2)}_h(k-1) + \eta \delta^{(2)}_i O^{(2)}_i(k)$$

(21)

$$\delta^{(2)}_i = f'(\text{net}^{(2)}_i(k)) \cdot \sum_{i=1}^{Q} \delta^{(3)}_i w^{(3)}_i(k) \quad (i = 1, 2, ..., Q)$$

(22)

The BP neural network tuning PID control algorithm flow is as follows:

1. Determine the number of nodes in each layer of the BP neural network, that is, determine the values of $M$ and $Q$, and give the initial values of the network weight coefficients of the hidden layer and the output layer and the initial values of the learning rate and the inertia coefficient;
2. Sampling to obtain $r(k)$ and $y(k)$, and calculate $e(k)$;
3. Calculate the input and output of each layer of the neural network, the output of the output layer is the three parameters of the PID control, and further obtain the controller output $u(k)$ according to the control parameters;
4. Neural network online learning, the back propagation of error, and adjust the weight coefficient of the hidden layer and the output layer [14].

4 Simulation and Analysis

In order to verify the validity and feasibility of the BP neural network based PID tuning OCXO algorithm proposed in this paper, the traditional PID control algorithm and BP neural network tuning PID control algorithm were simulated in MATLAB. Assuming that the controlled object is a nonlinear system, its mathematical model is:
For the traditional PID control, the three control parameters of the PID are set as: $K_p=0.8$, $K_i=0.1$, $K_d=0.06$. Before the BP neural network tuning PID control simulation, some values need to be initialized. In this paper, the inertia coefficient and learning rate of the neural network are $\alpha=0.04$, $\eta=0.28$, and the initial weight coefficients of hidden layer and output layer are random numbers between $[-0.5, 0.5]$ generated by Rands function of MATLAB. In order to observe the simulation results as accurately as possible and obtain the same contrast scale, the sampling period and simulation time of the two control algorithms are set to the same value, respectively, the sampling period is $t_s=0.001s$, and the simulation time is $0.5s$ [15].

The unit step response curve of the system using BP neural network tuning PID control and traditional PID control is shown in Fig. 5. It can be seen from Fig. 5 that the BP neural network tuning PID control has a faster response speed and a smaller overshoot than the conventional PID control.

\[ y(k) = \frac{0.8y(k-1)}{1 + y^2(k-1)} + u(k-1) \]  
(23)

Figure 5. Step response curve

Figure 6. Response error curve
The error value between the input and output of the system during the BP neural network tuning process is shown in Fig. 6. The curves of three control parameters $K_p$, $K_i$, $K_d$ of BP neural network tuning PID control in the learning process is shown in Fig. 7. It can be observed from Fig. 6 and Fig. 7 that when the system deviation exists, the BP neural network adjusts the three parameters of the PID in real time until the system output and input deviation are zero. The control parameters $K_p$, $K_i$, $K_d$ of the traditional PID control are obtained by the trial and error method, and the parameters of the BP neural network tuning PID control are automatically adjusted by the online learning of the network, and have strong adaptability.

5 Conclusion

In this paper, the comparison of the simulation results of traditional PID control and BP neural network PID control by MATLAB shows that BP neural network tuning PID control is better than traditional PID control in the control of OCXO. The step response generated by traditional PID control has obvious overshoot and oscillation phenomenon after adjusting the three control parameters $K_p$, $K_i$, $K_d$ according to the empirical value. The system takes a long time to stabilize. BP neural network tuning PID control adaptively adjusts the three control parameters $K_p$, $K_i$, $K_d$ in the online learning process of BP neural network, and obtains the step response without obvious overshoot and oscillation, and the response speed is faster. The BP neural network has strong real-time performance and can be controlled in time when a deviation is detected. In summary, BP neural network tuning PID control has better control effect in OCXO control. Therefore, this control algorithm has certain reference value and application prospect for improving the performance of synchronous clock source in the aspect of 5G clock source.
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