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ABSTRACT

The exploration of mean-field galactic dynamos affected by a galactic spiral pattern, begun in Chamandy et al. (2013, hereafter Paper I) with numerical simulations, is continued here with an asymptotic solution. The mean-field dynamo model used generalizes the standard theory to include the delayed response of the mean electromotive force to variations of the mean magnetic field and turbulence parameters (the temporal non-locality, or \( \tau \) effect). The effect of the spiral pattern on the dynamo considered is the enhancement of the \( \alpha \)-effect in spiral-shaped regions (which may overlap the gaseous spiral arms or be located in the interarm regions). The axisymmetric and enslaved non-axisymmetric modes of the mean magnetic field are studied semi-analytically to clarify and strengthen the numerical results. Good qualitative agreement is obtained between the asymptotic solution and numerical solutions of Paper I for a global, rigidly rotating material spiral (density wave). At all galactocentric distances except for the co-rotation radius, we find magnetic arms displaced in azimuth from the \( \alpha \)-arms, so that the ridges of magnetic field strength are more tightly wound than the \( \alpha \)-arms. Moreover, the effect of a finite dynamo relaxation time \( \tau \) (related to the turbulence correlation time) is to phase-shift the magnetic arms in the direction opposite to the galactic rotation even at the co-rotation radius. This mechanism can be used to explain the phase shifts between magnetic and material arms observed in some spiral galaxies.
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1 INTRODUCTION

Disc galaxies typically contain regular (or large-scale or mean) magnetic fields of \( 1-10 \) \( \mu \)G in strength. In many cases, their non-axisymmetric components can be as strong as the axisymmetric part (Fletcher 2010). The non-axisymmetric part of the field takes the form of ‘magnetic spiral arms’, wherein the regular field is enhanced (Beck et al. 1996; Shukurov 2002; Beck 2012). Magnetic arms cannot be accounted for if the underlying disc is assumed to be axisymmetric (Chamandy et al. 2013, hereafter Paper I) and they appear to be related (though in a non-trivial way) to the material (gaseous) spiral arms (Frick et al. 2000). Hence the need to develop a theory which relates the non-axisymmetry of the regular magnetic field to that of the underlying disc. This was the general aim of Paper I where we approached the problem from a numerical standpoint and considered not only the linear growth of the field (kinematic regime) but also the non-linear saturation phase. Here we take an analytical approach and therefore restrict the investigation mostly to the kinematic regime, although a nonlinear extension is also suggested. We are motivated, in part, by insights that were provided by analytical treatments in the past (Ruzmaikin et al. 1988, hereafter RSS88, for the axisymmetric case and Mestel & Subramanian 1991, hereafter MS91, for the non-axisymmetric case). The latter work was focused on how the \( |m| = 1 \) (bisymmetric) azimuthal modes can be generated in a galactic disc with a two-arm spiral pattern. Numerical models (e.g. Moss 1998; Rohde et al. 1999, Paper I) show, however, that \( m = 0 \) (axisymmetric) and \( |m| = 2 \) (quadrisymmetric) modes tend to be more prevalent in such discs (or \( m = 0 \) and \( |m| = n \) for discs with \( n \) spiral arms). An analytical model that can explain such modes is therefore needed.

Our aim in this paper is a systematic interpretation of the key numerical results of Paper I by solving a suitably simplified but essentially the same mean-field dynamo...
equations with an approximate semi-analytical method. Here we consider both axially symmetric and enslaved non-axisymmetric modes of a kinematic dynamo. The enslaved modes are those that have the same growth rate as the leading axisymmetric mode; they occur because of deviations of the galactic disc from axisymmetry, e.g., due to a spiral pattern in the interstellar gas. For a two-armed spiral, the enslaved modes include the \[ m \] = 2 components that co-rotate with the spiral pattern, as well as other, weaker, even-\[ m \] corotating modes. We leave the \[ m \] = 1 modes and other odd-\[ m \] corotating modes for a future work. Our model differs from earlier analytical study of MS91 in that here we:

(i) provide an asymptotic treatment of the \[ m \] = 0 and even-\[ m \] modes forced by a rigidly rotating two-arm spiral;

(ii) incorporate the minimal-\[ \tau \] approximation (MTA) and explore the effects of a finite dynamo relaxation time.

The plan of the paper is as follows. The basic equations and mathematical approach are summarized in Section 2. In Section 3, we present an asymptotic solution for the axisymmetric and enslaved non-axisymmetric magnetic modes which inhabit a disc containing a global, steady, rigidly rotating spiral density wave. We then compare our results with numerical solutions in Section 4, including the saturated states. Conclusions and discussion for both Paper I and this paper can be found in Sections 5 and 6.

2 THE GENERALIZED MEAN-FIELD DYNAMO EQUATION

The basic equation solved here is a generalization of the standard mean-field dynamo equation, and is derived in Paper I.

\[
\tau \frac{\partial^2 \mathbf{B}}{\partial t^2} + \frac{\partial \mathbf{B}}{\partial t} = \tau \nabla \times \left( \mathbf{U} \times \frac{\partial \mathbf{B}}{\partial t} \right) + \nabla \times \left( \mathbf{U} \times \mathbf{B} + c_r \mathbf{a} \mathbf{B} \right) + \eta \nabla^2 \mathbf{B}
\]

(1)

Here we use the same (standard) notation as in Paper I. We have neglected the terms \( \tau \eta \nabla^2 (\partial \mathbf{B} / \partial t) \) and \( \eta \nabla^2 \mathbf{B} \) on the right-hand side because of the high Ohmic conductivity of the interstellar gas, \( \eta \ll \eta_0 \). Following the usual mean-field approach, the velocity and magnetic fields, \( \mathbf{U} \) and \( \mathbf{B} \), have each been written as the sum of an average part and a random part,

\[
\mathbf{B} = \overline{\mathbf{B}} + \mathbf{b} \quad \text{and} \quad \mathbf{U} = \overline{\mathbf{U}} + \mathbf{u},
\]

where overbar represents the ensemble average but for practical purposes spatial averaging over scales larger than the turbulent scale but smaller than the system size can be used (Gerrard 1992; Eyink 2012; Gent et al. 2013).

Equation (1) arises when the response time \( \tau \) of the mean electromotive force (emf) \( \mathbf{E} = \mathbf{u} \times \mathbf{b} \) to changes in the mean field or small-scale turbulence is not negligible (e.g. Rheinhardt & Brandenburg 2012). The \( \tau \) effect can have various interesting implications (see, e.g., Brandenburg et al. 2004 and Hubbard & Brandenburg 2004, the latter of which also contains a brief review of applications from the literature). A convenient approach to allow for this effect is the minimal-\( \tau \) approximation (MTA) (Rogachevskii & Kleerbin 2000; Blackman & Field 2002; Brandenburg & Subramanian 2005a), which leads to a dynamical equation for \( \mathbf{E} \):

\[
\frac{\partial \mathbf{E}}{\partial t} = \frac{1}{\tau_c} (\alpha \overline{\mathbf{B}} - \eta_0 \nabla \times \mathbf{B}) - \frac{\mathbf{E}}{\tau}
\]

(2)

In the kinematic limit, and for isotropic and homogeneous turbulence, the turbulent transport coefficients are given by

\[
\alpha = -\frac{4}{3} \tau_c \mathbf{u} \cdot \nabla \mathbf{u}, \quad \eta = \frac{1}{3} \tau_c \mathbf{u}^2,
\]

(3)

with \( \tau_c \) the correlation time of the turbulence and \( \tau \) the relaxation time, found in numerical simulations to be close to \( \tau_c \) (Brandenburg & Subramanian 2005a). We retain \( c_r = \tau / \tau_c \) as a free parameter, but set it to unity in illustrative examples. For the sake of simplicity, we take \( \tau \) to be independent of scale and constant in space and time. Eq. (2), when combined with the mean-field induction equation, leads to Eq. (1).

The more standard mean-field dynamo equation

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{U} \times \mathbf{B} + \alpha \mathbf{B}) + \eta \nabla^2 \mathbf{B}
\]

(4)

is recovered from Eq. (1) in the limit \( \tau \to 0 \) with \( c_r = 1 \). Below, we refer to the approach leading to Eq. (4) as the ‘standard theory’.

3 ASYMPTOTIC SOLUTIONS FOR GALACTIC DYNAMOS

Many disc galaxies have a spiral structure which causes deviations from axial symmetry in both turbulent and regular gas flows, leading to non-axisymmetric magnetic fields. Here we follow MS91 by assuming that the \( \alpha \) effect is modulated by the spiral pattern. The nature of such a modulation is largely unexplored (Shukurov 1998; Shukurov & Sokoloff 1998), but it is reasonable to assume that \( \alpha \) is enhanced along a spiral perhaps overlapping with the gas spiral. The spiral patterns observed in the light of young stars are believed to represent a global density wave rotating at a fixed angular frequency, or possibly a superposition of such waves, with differing azimuthal symmetries and angular frequencies (e.g. Comparetta & Quillen 2012; Roskar et al. 2012). At least in some galaxies, they can be transient features (e.g. Dobbs et al. 2010; Sellwood 2011; Quillen et al. 2011; Wada et al. 2011; Grand et al. 2012), whose effect on the mean-field dynamo is discussed in Paper I. In this paper, we consider an enduring spiral with \( n \) arms and a constant pattern speed \( \Omega \).

3.1 Basic equations

Since we are interested in non-axisymmetric magnetic fields that co-rotate with the spiral pattern, it is preferable to work in the corotating frame where the dynamo forcing is independent of time. Following MS91, we carry out a coordinate transformation from the inertial cylindrical frame \( \Sigma = (r, \phi, z, t) \) (with disc rotation axis as the \( z \)-axis) to the frame \( \Sigma = (\tilde{r}, \tilde{\phi}, \tilde{z}, \tilde{t}) \) rotating with the pattern angular velocity \( \Omega \) (assumed constant in both time and position):

\[
\tilde{\phi} = \phi - \Omega \tilde{t}, \quad \tilde{r} = r, \quad \tilde{z} = z, \quad \tilde{t} = t,
\]

\[
\mathbf{B}_r = \mathbf{B}_r, \quad \mathbf{B}_\phi = \mathbf{B}_\phi, \quad \mathbf{B}_z = \mathbf{B}_z.
\]

(5)
so that
\[
\left( \frac{\partial}{\partial t} \right) = \left( \frac{\partial}{\partial t} \right) + \left( \frac{\partial}{\partial \phi} \right) - \Omega \left( \frac{\partial}{\partial \phi} \right),
\]
(6)

The coordinate transformation shifts the mean velocity, \( \overline{\mathbf{u}} = \overline{\mathbf{u}} - r \Omega \), but the random velocity is left unchanged, \( \mathbf{u} = \mathbf{u} \), as are both the mean and random magnetic fields. Therefore, \( \tilde{\alpha} = \alpha \) and \( \tilde{\eta} = \eta \).

We use the thin-disc approximation, \( \partial/\partial z \gg \partial/\partial r \) and, eventually, consider tightly wound magnetic spirals, \( \partial/\partial r \gg r^{-1} \partial/\partial \phi \). Thus, we consider magnetic fields whose radial scale is asymptotically intermediate between the scale height of the Galactic disc (of order 0.5 kpc) and its radial scale length (of order 10 kpc). We also adopt the \( \alpha \omega \)-dynamo approximation where the rate of production of the azimuthal magnetic field by the \( \alpha \) effect is negligible in comparison with the effect of the differential rotation. The mean velocity field is taken to be axisymmetric, purely azimuthal, and constant in time,
\[
\overline{\mathbf{u}} = r \omega(r) \tilde{\phi},
\]
(7)

where \( \tilde{\phi} \) is the unit azimuthal vector. In the rotating frame, the gas angular velocity is \( \tilde{\omega}(r) = \omega(r) - \Omega \). The magnitude of the rotational velocity shear is quantified with \( G(r) = r d\omega/dr = r d\tilde{\omega}/dr \). Applying Eqs. (5) and (6) to the \( r \) and \( \phi \)-components of Eq. (11), and dropping tides for ease of notation (except for on \( \mathcal{L} \), leads to the following equations in the corotating frame:
\[
\mathcal{L} \overline{\mathbf{B}} = -c_r \frac{\partial}{\partial z} (\alpha \overline{\mathbf{B}}) + c_r \eta \left( \mathbf{\tilde{\nabla}}^2 \overline{\mathbf{B}}_r + \frac{1}{r^2} \mathbf{\tilde{\nabla}}_r \mathbf{\tilde{\nabla}}_r \overline{\mathbf{B}} + \frac{1}{r^2} \frac{\partial}{\partial \phi} \overline{\mathbf{B}}_r + \frac{\partial}{\partial \phi} \left( \frac{1}{r} \frac{\partial}{\partial r} (r X) \right) \right),
\]
(8)

\[
\mathcal{L} \overline{\mathbf{B}}_\phi = \left( 1 + \tau \frac{\partial}{\partial t} - \Omega \tau \frac{\partial}{\partial \phi} \right) (G \overline{\mathbf{B}}_\phi) + c_r \eta \left( \mathbf{\tilde{\nabla}}^2 \overline{\mathbf{B}}_\phi + \frac{1}{r^2} \frac{\partial}{\partial \phi} \overline{\mathbf{B}}_\phi + 2 \frac{\partial}{\partial \phi} \left( \frac{1}{r} \frac{\partial}{\partial r} (r \mathbf{\tilde{X}}) \right) \right),
\]
(9)

where
\[
\mathcal{L} = \left( 1 + \tau \frac{\partial}{\partial t} - \Omega \tau \frac{\partial}{\partial \phi} \right) \left( \frac{\partial}{\partial t} + \tilde{\omega} \frac{\partial}{\partial \phi} \right)
\]
and
\[
\mathbf{\tilde{\nabla}}^2 X = \frac{\partial^2 X}{\partial z^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r} (r X) \right).
\]

These equations agree with Eqs. (2.2) and (2.3) of [MS01] in the limit \( \tau \to 0 \) with \( c_r = 1 \). Since, in the thin-disc approximation, both equations do not include \( \overline{\mathbf{B}}_z \), the equation for \( \overline{\mathbf{B}}_z \) can be replaced by the solenoidality condition,
\[
\frac{1}{r} \frac{\partial}{\partial r} (r \overline{\mathbf{B}}_r) + \frac{1}{r} \frac{\partial}{\partial \phi} \overline{\mathbf{B}}_\phi + \frac{\partial}{\partial z} \overline{\mathbf{B}}_z = 0.
\]
(10)

We emphasize that the governing equations acquire additional terms when transformed to the rotating frame whenever \( \tau \) is finite. On the contrary, the standard mean-field dynamo equation (4) does not change form under the transformation to a rotating frame. This can be understood physically in the following way. In the standard theory, \( \mathcal{E} \) at time \( t_0 \) and position \( x \) depends on \( \overline{\mathbf{B}} \) and the turbulence parameters at the same time and position. This is not true in the MTA, where \( \mathcal{E}(t_0, x) \) depends on the history of \( \overline{\mathbf{B}}(t, x) \), \( \tilde{\alpha} \) and \( \tilde{\eta} \) over, roughly, \( t_0 - \tau < t \leq t_0 \). [Here \( \tilde{\alpha} \) and \( \tilde{\eta} \) refer to the more general version of Eq. (2), wherein we have made the standard assumption \( \tilde{\alpha} \equiv \alpha/\tau \), \( \tilde{\eta} \equiv \eta/\tau \). [Brandenburg & Subramanian 2005a]] Thus, \( \mathcal{E}(t_0, x) \) is affected by how fast variations in the field and \( \alpha \)s and \( \eta \)s are sweeping past the position \( x \).

### 3.2 Approximate solution

When the coefficients of Eqs. (5) and (6) depend on the azimuthal angle \( \phi \) as \( \exp(i m \phi) \) with certain \( m \), their solutions can be represented in the form
\[
\mathcal{L} \overline{\mathbf{B}} = \sum_{m=-\infty}^{\infty} \left( a_m(r, z) \right) \exp \left( i m \phi + \Gamma t \right),
\]
(11)

so that Eqs. (5) and (6) reduce to
\[
\sum_{m=-\infty}^{\infty} e^{i m \phi} \left( \mathcal{L} a_m + c_r \frac{\partial}{\partial z} (a b_m) \right) = 0,
\]
(12)

\[
\mathcal{L} b_m - (1 + \Gamma \tau - i m \Omega \tau) \Gamma a_m = 0,
\]
(13)

where
\[
\mathcal{L} = (1 + \Gamma \tau - i m \Omega \tau) (\Gamma + i m \tilde{\omega}).
\]

We note that \( \alpha \) is, in general, a function of \( r, \phi \) and \( z \), whereas \( \omega \) and \( G \) are assumed to be functions of \( r \) alone. When obtaining Eq. (13) from Eq. (9), the summation can be dropped because the only \( \phi \)-dependence that occurs in this equation is in the common factor \( \exp(i m \phi) \), whereas \( \alpha \) depends on \( \phi \) in Eq. (12).

To make further progress, we model \( \alpha \) as an \( n \)-armed, rigidly rotating global spiral (thus, in the rotating frame it is time-independent).
\[
\alpha = \alpha_0 \left[ 1 + \alpha_n \cos(n \phi - \kappa r) \right] \equiv \alpha_0 + \alpha_n e^{i \phi} + \alpha_{-n} e^{-i \phi},
\]
(14)

where
\[
\alpha_n = \frac{1}{2} \alpha_0 \epsilon_{n \phi} e^{-i \kappa r}, \quad \alpha_{-n} = \frac{1}{2} \alpha_0 \epsilon_{n \phi} e^{i \kappa r} = \alpha_n^*,
\]
(15)

where \( \alpha_0 \) may depend on \( r \) and \( z \), and asterisk denotes complex conjugate. With this convention, \( \kappa < 0 \) describes a trailing Archimedean spiral. We choose an Archimedean rather than a logarithmic spiral in order to simplify the calculations; this choice does not affect our conclusions. The requirement that each coefficient of Eq. (12) vanishes gives
\[
\mathcal{L} a_m - c_r \eta \left( \mathbf{\tilde{\nabla}}^2 a_m - m^2 a_m - 2 i m b_m \right) = 0,
\]

This implies that components with \( m = ... , -2n, -n, 0, n, 2n, ... \) are coupled to each other, and likewise components with \( m = ..., -2n + 1, -n + 1, 1, n + 1, 2n + 1, ..., \) etc. However, these sets of components are decoupled from one another. Components that are coupled to the generally dominant \( m = 0 \) components grow along with it, and are thus called ‘enslaved’ components. One
naturally expects the lowest-order enslaved components of order \( n \) to dominate the higher-order enslaved components, as the former are forced directly. This was in fact borne out in the numerical work of Paper I. Therefore, the \( m = \pm n \) components will be the dominant non-axisymmetric components for a galaxy with an enslaved \( n \)-armed spiral pattern.

Taking \( n = 2 \) (a two-armed \( \alpha \)-spiral), MS91 and Subramanian & Mestel (1993, hereafter SM93) truncated the series of coupled equations by neglecting \( |m| > 3 \). Thus, only the \( m = \pm 1 \) are coupled and likewise \( m = 0 \) is coupled to \( m = \pm 2 \). Here we truncate the series in the same way; the numerical solutions of Paper I confirm that this is an excellent approximation for much of the parameter space (however, see below). The case of \( m = \pm 1 \) has already been considered in MS91. Thus, we focus on the \( m = 0, \pm 2 \) case here, for which the governing equations are

\[
(1 + \Gamma) \partial_t a_0 - c_r \partial_z \nabla^2 a_0 = -c_r \frac{\partial}{\partial z} \left( a_0 b_0 + \alpha_2 b_{-2} + \alpha_{-2} b_2 \right),
\]

\[
(1 + \Gamma) \partial_t b_0 - c_r \partial_z \nabla^2 b_0 = (1 + \Gamma) G a_0,
\]

while, for \( m = \pm 2 \) and \( n = 2 \),

\[
L a_{\pm 2} - c_r \partial_t \left( \nabla^2 a_{\pm 2} - 4 \frac{\partial^2}{\partial r^2} + 4i \frac{b_{\pm 2}}{r^2} \right) = -c_r \frac{\partial}{\partial z} \left( a_0 b_{\pm 2} + \alpha_{\pm 2} b_0 \right),
\]

\[
L b_{\pm 2} - c_r \partial_t \left( \nabla^2 b_{\pm 2} - 4 \frac{\partial^2}{\partial r^2} - 4i \frac{a_{\pm 2}}{r^2} \right) = (1 + \Gamma) \mp 2i \Omega \Gamma) G a_{\pm 2},
\]

where

\[
L = (1 + \Gamma) \mp 2i \Omega \Gamma (\Gamma \pm 2i \tilde{\omega}).
\]

### 3.2.1 Non-axisymmetric modes under the no-\( z \) and WKBJ approximations

We note that for the modes involving even components \( m = 0, \pm 2 \), there are six coupled partial differential equations. MS91 solved the corresponding simpler problem for the \( z \)-derivatives and (1 + \( \Gamma \)) \( \partial_t \) approximation to obtain Schrödinger-type differential equations in \( r \) with the effective potential \( V(r) \). Bound states in this potential correspond to exponentially growing solutions, and these are obtained using the WKBJ approximation. This is done iteratively using numerical methods, so that the method is semi-analytical rather than analytical. Thus we avoid solving the six coupled differential equations \(10 \)–\( 11 \). We shall see that this procedure, in which four of the six differential equations are approximated as algebraic equations, works well for the case where the vertical turbulent diffusion is much stronger than the radial turbulent diffusion, i.e., for solutions of a large radial scale (wavelength) in a thin disc.

As shown in Appendix A, solutions of Eqs. \(15 \) and \(19 \) can be represented as

\[
a_{\pm 2} = - \left[ \frac{D_0 |b_0| \gamma}{2} \right] \frac{A^2 + B^2}{A^2 + B^2} \exp \left[ \mp i (k r + \beta) \right],
\]

\[
b_{\pm 2} = \left[ \frac{D_0 |b_0| \gamma}{2} \right] \frac{1}{\sqrt{A^2 + B^2}} \exp \left[ \mp i (k r + \beta) \right],
\]

where \( A, B, A \) and \( \tilde{B} \), as well as \( \beta \) and \( \tilde{\beta} \), are functions of position defined in Appendix A. Here the dynamo number is defined as

\[
D_0 = \frac{\alpha_0 G \eta^3}{\eta^2} = \frac{\alpha_0 G \eta^2}{\eta} \begin{vmatrix} \end{vmatrix} < 0,
\]

where \( t_d = h^2 / \eta \) is the vertical turbulent diffusion time scale.

Once \( a_{\pm 2} \) and \( b_{\pm 2} \) are obtained, we can solve Eqs. \(16 \) and \(17 \) for \( a_0 \) and \( b_0 \). Following RSS88 and MS91 by invoking the thinness of the disc, we factorise the solution into the local (\( \tilde{a} \) and \( \tilde{b} \)) and global (\( q \)) parts,

\[
a_0(r) = \tilde{a} q(r), \quad b_0(r) = \tilde{b} q(r).
\]

Generally, the local solution depends on \( z \), i.e., \( \tilde{a}(z) \) and \( \tilde{b}(z) \). However, the \( z \)-dependence has been removed using the no-\( z \) approximation, and the local solution is a vectorial constant.

#### 3.2.2 The local solution

We shown in Appendix B that the local equations can be written as

\[
\gamma + \frac{\pi^2 c_r}{4} \tilde{a} = -c_r \frac{2 \alpha_{\pm 2} \beta}{\eta^2} \left( 1 + \frac{|D_0| \sqrt{2}}{4} (X_2 + X_{-2}) \right),
\]

\[
\gamma + \frac{\pi^2 c_r}{4} \tilde{b} = (1 + \Gamma) G \tilde{a},
\]

with \( X_{\pm 2} \) defined in Appendix A. These homogeneous equations in \( \tilde{a} \) and \( \tilde{b} \) are easily solved to yield \( \tilde{b} \tilde{a} \gamma \) and \( \gamma \). From Eq. \(25 \), we obtain

\[
\frac{\tilde{b}}{\tilde{a}} = \frac{(1 + \Gamma) G t_d}{\gamma t_d + \frac{4 c_r}{\pi^2}}.
\]

Then the vanishing of the determinant of the coefficients of Eqs. \(24 \) and \(26 \) yields

\[
\gamma = t_d \left\{ -\frac{\pi^2 c_r}{4} \pm \sqrt{2 \frac{c_r}{\pi} (1 + \Gamma) |D_0| \left[ 1 + \frac{\epsilon_0^2 |D_0| A}{2 (A^2 + B^2)} \right] \right\},
\]

where the positive sign in front of the square root provides growing solutions, \( \gamma > 0 \).

With \( \epsilon_0 = 0 \) (axisymmetric forcing) and \( \gamma = 0 \) (neutral stability of the mean magnetic field), we obtain an estimate
for the local critical dynamo number, i.e., the minimum magnitude of the dynamo number for the field to grow rather than decay,

$$\left| D_{a,cr} \right| = \frac{\pi^3 c_r}{32(1 + \Gamma_r)} \approx 9.6 c_r.$$  

It is slightly larger than the $D_{a,cr} = 8$, obtained by the numerical solution of the z-dependent versions of Eqs. (21) and (28) for $c_r = 1$, $\tau = \epsilon_a = 0$ (RSS88); we note that $\Gamma_r \ll 1$.

For $\epsilon_a = 0$, the magnetic pitch angle, given by Eq. (30), can be expressed as

$$\tan \beta, = \frac{a}{b} = -\sqrt{\frac{2c_r}{\pi(1 + \Gamma_r)h^2|G|}}.$$  

(27)

A similar result can be obtained from perturbation theory (Sur et al. 2007). With

$$\alpha_0 = l^2 \omega/h$$  

(28)

and $G = -\omega$ (flat rotation curve), this becomes

$$\tan \beta, = -\frac{l^2 \omega}{h^2} \sqrt{\frac{2c_r}{\pi(1 + \Gamma_r)}}.$$  

The azimuthal average of the pitch angle in the kinematic regime obtained numerically in Paper I where Eq. (28) was used, agrees very well with this formula. This can be seen by using the relevant parameters from that paper in the above equation, and then comparing with Fig. 8d of that paper. On the other hand, if, for example, $\alpha_0$ and $h$ are independent of radius, then Eq. (27) with $|G| = \omega$ implies that $|\beta,|$ increases with radius, as $\omega$ is a decreasing function of $r$.

### 3.2.3 The global solution

From Appendix B, the global equation is given by

$$(1 + \Gamma_r)\partial q = \gamma q + c_r \eta \left[ \frac{(rq)'}{r} \right],$$  

(29)

where prime stands for $d/dr$. Now, substituting Eq. (29) into Eq. (30), we obtain a Schrödinger-type equation for $q(r)$,

$$-\nabla_r^2 q + V(r)q(r) = Eq(r),$$  

(30)

where $\nabla_r^2 = (rq)'/r$ is the radial part of the Laplacian in cylindrical coordinates. Here, the ‘potential’ is given by

$$V = \frac{1}{r^2} - \frac{\gamma_l}{c_r h}$$

$$= \frac{1}{r^2} + \frac{\pi^2}{4h^2} - \frac{2(1 + \Gamma_r)|D(0)|}{\pi c_r} \left[ 1 + \frac{c_l^2|D(0)|A}{2(A^2 + B^2)} \right],$$  

(31)

and the ‘energy’ eigenvalue, by

$$E = -\frac{(1 + \Gamma_r)\gamma_l}{c_r h^2}.$$  

(32)

Note that bound states in the ‘potential’ $V(r)$ with $E < 0$ correspond to growing modes with $\Gamma > 0$. We solve this equation using the WKBJ theory; in terms of a scaled variable $x$, introduced via $r = h_0 e^x$ (with $h_0 = \text{const}$, $-\infty < x < \infty$ and $dx = dr/h$). Eq. (30) reduces to

$$d^2 q dx^2 + p(x)q(x) = 0,$$

where

$$p(x) = h_0^2 e^{2x}[E - V(x)].$$

The boundary conditions are $q = 0$ at $r = 0$ and $r \to \infty$ (or $x \to \pm \infty$). Suppose that $p(x) = 0$ for $x = x_\pm$ (corresponding to $r_\pm$), with $x_+ < x_-$. For our purposes, it is sufficient to consider the case of just two roots. The standard WKBJ theory yields the quantization condition

$$\int_{r_-}^{r_+} \frac{p(r)}{r} dr = \int_{r_-}^{r_+} [E - V(r)]^{1/2} dr = \frac{\pi}{2}(2k + 1),$$  

(33)

with $k = 0, 1, 2, \ldots$, which can be used to obtain the growth rate $\Gamma$. Note, however, that $\Gamma$ enters both the ‘potential’ and the ‘energy’, so the WKBJ approach has to be supplemented with an iteration procedure to converge on the correct value of $\Gamma$, in addition to the iterations over $\beta$ and $\beta$ discussed in Sect. ?? and Appendix A.

As we will see below, the $\phi$-dependent term in the $\alpha$ effect leads to a deepening of the potential well near the co-rotation radius, allowing strong non-axisymmetric modes that co-rotate with the $\alpha$-spiral to exist there. Outside this region (i.e., far from the co-rotation radius) axisymmetric modes will dominate, while non-axisymmetric modes will be weaker. The asymptotic solutions developed here apply to the corotating magnetic modes in the kinematic regime, but the numerical simulations of Paper I are, of course, not restrictive.

Substituting Eqs. (20) and (21) into Eq. (11), and using Eqs. (29) and (30), we can write the overall solution as

$$\overline{B_r} = \frac{b}{a} q e^{\psi} \left[ 1 - \frac{\sqrt{A^2 + B^2}}{A} \right]$$

$$\overline{B_\phi} = \frac{b}{a} q e^{\psi} \left[ 1 + \frac{\sqrt{A^2 + B^2}}{A} \right] \epsilon_a |D(0)| \cos(\psi - \beta),$$  

(34)

(35)

where

$$\psi = 2 \phi - \kappa r - \beta.$$

Magnetic field lines of the mean field are expected to be trailing spirals since $G < 0$, which implies $b/a < 0$. Therefore, the overall phase difference between $\overline{B_r}$ and $\overline{B_\phi}$ has magnitude $\beta$ (without the minus sign introduced in front of $\overline{B}$ in Eq. (A1), there would have been an extra phase difference $\pi$). The pitch angle of the magnetic field, defined as

$$\beta, = \arctan \frac{\overline{B_r}}{\overline{B_\phi}},$$  

(36)

is independent of $q$.

Each component of the mean magnetic field consists of an axisymmetric part and that having the $m = 2$ symmetry,

$$\overline{B_i} = \overline{B_i}^{(0)}(\phi) + \overline{B_i}^{(2)}(\phi) \cos[2(\phi - \phi_0)],$$

where $i = r, \phi$. The magnitude of the $r$-component of the field is maximum where $2 \phi - \kappa r - \beta = 0$, while the magnitude of the $\phi$-component is maximum for $2 \phi - \kappa r - \beta = \pi$. On the other hand, the magnitude of $\alpha$ is maximum where $2 \phi - \kappa r = 0$. Therefore, the ($\tau$-fold degenerate) phase differences between the $r$ and $\phi$ components of the magnetic field and the $\alpha$-spiral are given, respectively, by

$$\Delta_r = \frac{\beta + \beta}{2}, \quad \Delta_\phi = \frac{\beta}{2}.$$
3.2.4 Non-enslaved non-axisymmetric modes

Non-axisymmetric modes that rotate at an angular speed different from that of the α-spiral and are not enslaved (they rotate at approximately the local angular velocity at the radius where their eigenfunctions are maximum,) can also be maintained but they are sub-dominant everywhere (MS91).

Such modes have been observed to exist in axisymmetric discs (Ruzmaikin et al. 1988, Mos 1996, Paper I). In Paper I we showed that the growth of such modes in an axisymmetric disc requires somewhat special parameter values, and that in any case, such modes decay in the nonlinear regime. For a non-axisymmetric disc, such modes could be found by replacing $\Gamma$ in Eq. (11) (and hence in subsequent equations) with $\Gamma_0 - \text{im} \Gamma_1$, where $\Gamma_0$ is the growth rate and $\Gamma_1$ is the angular velocity of the mode in the reference frame that co-rotates with the α-spiral. However, with this more general approach, the WKBJ treatment of Sect. 15 would, strictly speaking, have to be replaced by a complex WKBJ treatment. Given the numerical result that non-corotating non-axisymmetric modes are less important than corotating non-axisymmetric modes, we have chosen to leave the study of the former for the future.

3.3 Illustrative example

We determine $\Gamma$ and the properties of the mean magnetic field by varying $\Gamma$ iteratively until the quantization condition (33) is satisfied for $k = 0$ (the fastest growing mode). In addition, there is the complication that $\beta'$, $\beta''$, and hence $\theta_\alpha$, $\theta_\beta$, $A$, $B$, $A$, $B$, etc., are not a priori known (see Section 3.2.1 and Appendix A). We resolve this by iterating these variables as well. That is, we start with $\beta'(r)$, $\beta''(r)$ and their derivatives equal to zero, and at each iteration, we obtain these functions from Eqs. (A9) and (A12) to use as input for the next iteration. The iterations converge if the terms involving $\beta'$ and $\beta''$ are small compared with the turbulent diffusion terms that do not vary with $r$. In the example below, $\beta'$ and $\beta''$ are comparable to $\kappa$ near the co-rotation. However, it can be seen from Eqs. (A10), (A11), (A13) and (A14) that the terms involving the radial derivatives are not very important if the radial diffusion is much weaker than the vertical diffusion, that is if $\theta_\alpha^2 + \theta_\beta^2 < \pi^2/4h^2$, which may permit the iterations to converge.

In order to determine the potential and growth rates of the corotating non-axisymmetric modes, we must first specify the functional forms of the scale height $h(r)$, angular velocity $\omega(r)$ and $c_0(r)$. For simplicity, we choose $h = 0.1 \text{kpc} = \text{const}$. We also take $\eta_0 = ul/3$, where $u$ and $l$ are the rms turbulent velocity and scale, and adopt $l = 0.025 \text{kpc}$, and $u = 12h \omega^{-1} = 5 \text{km s}^{-1}$. These values are different from those usually adopted, $u = 10 \text{km s}^{-1}$ and $l = 0.1 \text{kpc}$. Our choice is motivated by the desire to improve the convergence of the iterations since our aim here is mainly to illustrate the solution procedure and to discuss the qualitative properties of the eigen-solutions. However, we take care to keep the key parameter, the vertical turbulent diffusion time, at $t_\text{d} = 0.24 \text{Gyr}$, similar to (about twice smaller than) the standard value.

As in Paper I, we use Brandt’s rotation curve,

$$\omega = \frac{\omega_0}{[1 + (r/r_0)^2]^{1/2}},$$

with $r_0 = 20h = 2 \text{kpc}$, and $\omega_0$ set to yield the circular rotation speed $U_\phi = 600h^{-1} = 250 \text{km s}^{-1}$ at $r = 100h = 10 \text{kpc}$. We choose the co-rotation radius to be located at $r_{\text{corr}} = 100h = 10 \text{kpc}$, which corresponds to a pattern speed $\Omega = 6h^{-1} = 25 \text{km s}^{-1} \text{kpc}^{-1}$.

Furthermore, we take $a_0 = 24ht^{-1} = 1 \text{km s}^{-1}$ at all radii. We also take $\kappa = -0.1h^{-1} = -1 \text{kpc}^{-1}$ and $\epsilon_\alpha = 1$, the latter chosen to be large to maximize the strength of the non-axisymmetric modes. We also adopt $c_r = 1$.

The value of $\tau$ is estimated as $\tau \approx 2l/u \approx 2l^2/3h \approx 2l^2/3h^2/t_d/24 = 9.8 \text{Myr}$. We also consider solutions for $\tau \rightarrow 0$, both for reference and also because $\tau$ could be much smaller than our estimate of $2l/u$ in some galaxies (though it could be much larger in others).

When describing the geometry of the magnetic modes, it is useful to have in mind that magnetic lines have the shape of a spiral with the pitch angle defined in Eq. (36). These spirals have to be distinguished from the spirals along which magnetic field strength is maximum. These can be called magnetic arms or magnetic ridges, and have a different pitch angle (Baryshnikova et al. 1987, Krasheninnikova et al. 1989) (see also Fig. VII.8 of RSS88).

The converged results for the modes around co-rotation are shown in Fig. 12 for $\tau \rightarrow 0$ and $\tau = t_d/24 = 9.8 \text{Myr}$. (Solutions for intermediate values of $\tau$ are intermediate between the two solutions illustrated.) Panel a shows the potential $V(r)$ of Eq. (11), along with the ‘energy’ $-\left(1 + \Gamma \tau \Gamma_0/h^2\right)$ of the fastest growing eigenmode. Importantly, due to the non-axisymmetric part of $\alpha$, the potential has a local minimum near the co-rotation radius. Therefore, corotating non-axisymmetric modes can be preferentially excited there.

The finite value of $\tau$ makes the potential deeper and thus enhances the growth of non-axisymmetric modes, with a slightly larger growth rate, $\Gamma = 1.4l\omega^{-1} = 5.9 \text{Gyr}^{-1}$ for $\tau = t_d/24$ versus $\Gamma = 1.33l\omega^{-1} = 5.6 \text{Gyr}^{-1}$ for $\tau \rightarrow 0$.

Figure 12 shows the ratio

$$\delta \equiv \frac{\Pi_\phi - \Pi_\phi^{(0)}}{\Pi_\phi^{(0)}} = \delta^{(2)} = \frac{1}{\sqrt{\epsilon^2 + B^2}} \epsilon_\alpha |D_0| \cos(2\phi - \kappa r - \beta),$$

(37)

where the equality between $\delta$ and $\delta^{(2)}$ does not hold for numerical solutions, which include higher-order azimuthal components, and where,

$$\delta^{(m)} \equiv \frac{B_\phi^{(m)}}{B_\phi} \cos[m(\phi - \phi_0)].$$

(38)

The quantity $\delta^{(2)}$ is given by the second term in the brackets of Eq. (37). The figures show $\delta$ at the azimuth $\phi = \phi_{\text{corr}} = \kappa r_{\text{corr}}/2$ where one of the $\alpha$-spiral arms crosses the co-rotation circle. The $\phi$-independent amplitude (envelope) of this ratio is shown with dashed curves, and $\alpha(r, \phi_{\text{corr}})$ is represented with a dash-dotted curve for reference. For both finite and vanishing $\tau$, the envelope of $\delta$ exceeds unity near the co-rotation, so that the $|m| = 2$ components dominate there. The dominance is stronger when $\tau$ differs from zero. Importantly, the radius $r_{\text{max}}$ where the envelope of $\delta$ is maximum is somewhat larger for the finite $\tau$.

The azimuthal phase differences $\Delta_\phi$ and $\Delta_r$ between
The maximum in, respectively, the azimuthal and radial magnetic field components, and the maximum of \( \alpha \), are shown in Fig. 1. For both \( \tau \to 0 \) and \( \tau \neq 0 \), the magnetic spiral arms (whose phase shift is given approximately by \( \Delta_\phi \) since \( \mathbf{B}_0 \) dominates over \( \mathbf{B}_r \)) cross the \( \alpha \)-spiral near the co-rotation radius, so that each magnetic arm precedes the \( \alpha \)-arm in azimuth inside the co-rotation circle and lags it at larger radii. This implies that the magnetic arms are more tightly wound than the material arms.

The \( \tau \) effect produces a phase shift in the magnetic arm such that the part of the arm that precedes the corresponding \( \alpha \)-arm is weakened, while the part that lags the \( \alpha \)-arm is enhanced. This can be seen from Fig. 1. For the \( \tau \to 0 \) case, \( r_{\text{max}} \) (vertical dotted red line) is located slightly inside the circles at which \( \Delta_\phi = 0 \) and \( \Delta_r = 0 \). At these circles, the \( \mathbf{B}_\phi \) and \( \mathbf{B}_r \), magnetic arms respectively cross the \( \alpha \)-arm. This means that for \( \tau \to 0 \), the part of the magnetic arm that precedes the \( \alpha \)-arm is somewhat stronger than that which lags. (For the more realistic numerical solutions of \textit{Paper I}, the preceding and lagging parts are of equal strength for \( \tau \to 0 \) as can be seen in Fig. 8c of that paper.) On the other hand, for \( \tau = 2l/u \) in our asymptotic solution, we see that \( r_{\text{max}} \) is located to the right of the radii for which \( \Delta_\phi = 0 \) and \( \Delta_r = 0 \), which tells us that the lagging part of the magnetic arm is stronger than the preceding part. This is consistent with the findings of \textit{Paper I}. Thus, the lagging, outer part of the magnetic arm is enhanced for finite \( \tau \), while the preceding inner part is weakened. For example, the phase shift between the magnetic and \( \alpha \)-arms is \( \Delta_\phi(r_{\text{max}}) = 5.2^\circ \) for \( \tau \to 0 \) but \( -3.7^\circ \) for \( \tau = 2l/u \). However, what we are most interested in is the effect of a finite \( \tau \), so from now on we will mostly consider the phase difference between the vanishing and finite \( \tau \) cases. Crucially, we shall show below in Sect. 4.4 that the general behaviour of the phase difference as a function of \( \Omega \tau \) is nicely reproduced by the asymptotic solution. Thus, defining the difference between the phase shifts obtained for \( \tau = 0 \) and finite \( \tau \),

\[
\Delta(\tau) = \Delta_\phi[\tau, r_{\text{max}}(\tau)] - \Delta_\phi[0, r_{\text{max}}(0)],
\]

we have \( \Delta(2l/u) = -9^\circ \) for the asymptotic solution, which is of the same order of magnitude as \( -\Omega\tau \approx -14^\circ \). The phase difference \( \Delta(\tau) \approx -\Omega\tau \), obtained here and in the models of \textit{Paper I}, is a natural consequence of the finite response time \( \tau \) of \( \mathcal{E} \) to variations in \( \alpha \).

In Fig. 1d, we plot the pitch angle of the magnetic field \( \theta_B \) at the same azimuth \( \phi = \phi_{\text{cor}} = \kappa r_{\text{cor}}/2 \), shown with the opposite sign for presentational convenience. The pitch angle obtained for the axisymmetric disc (dashed lines) is about \( \theta_B \approx -\left(20-30\right)^\circ \) in the region shown, and increases with radius in agreement with Eq. (27). Its large magnitude is due to the large, constant value of \( \alpha_0 \) used in this model, whereas the increase of \( |\theta_B| \) with \( r \) is due to our choice of a constant disc scale height here, as discussed above.
azimuthal variation in $\alpha$ leads to a large variation in the pitch angle, with $-\rho_B$ being large where $\alpha$ is large and small where $\alpha$ is small (compare with the dash-dotted curve for $\alpha$ in Fig. 1b). The magnitude of the variation depends on $\epsilon_\alpha$. This variation is explained by the fact that the $\alpha\omega$ dynamo mechanism tends to produce $|B_r/B_\phi| < 1$ due to the velocity shear; hence, $|\rho_B| \propto |\alpha_0/G|^{1/2}$, Eq. (27). (By contrast, the $\alpha^2$-dynamo would generate rather open magnetic spirals with $|B_r/B_\phi| \approx 1$.)

3.4 Modes localised away from the co-rotation radius

As discussed above and in Paper I, strong enslaved non-axisymmetric modes are excited near $r = r_{\text{cor}}$. These modes co-rotate with the $\alpha$-spiral pattern and are enslaved to the $m = 0$ component, but have very strong $m = \pm 2$ components (with the relative amplitude $\delta \sim 1$). Apart from the corotating enslaved non-axisymmetric modes localised near the co-rotation radius, other types of modes exist within the disc.

The fastest growing modes in the disc are located between $r = 0$ and $r = r_{\text{cor}}$, near to the radius $r_D$ for which the azimuthally averaged dynamo number is maximum in magnitude. In this region of the disc, the axisymmetric component dominates, with enslaved non-axisymmetric components that co-rotate with the $\alpha$-spiral also present, but negligible in comparison to $m = 0$.

We illustrate these modes in Fig. 2 which is similar to Fig. 1 except that it shows the results for the fastest growing mode near $r = r_D$. Because the potential (31) includes $\Gamma$, the potentials in Figs. 1 and 2 are different, though they are qualitatively similar and both have two minima, one near $r_D$ and the other near $r_{\text{cor}}$. Figure 2a shows that the minimum in the potential is located at a radius of $\approx 2.8$ kpc, which corresponds almost exactly to the radius $r_D$ for which the magnitude of the dynamo number (and hence the shear $G$ since $\alpha$ and $h$ are constant with $r$) is maximum. The growth rates are $\Gamma = 1.73\tau^{-1} = 7.2$ Gyr$^{-1}$ for $\tau = \tau_D/24$ and slightly smaller, $\Gamma \approx 1.70\tau_D^{-1} = 7.1$ Gyr$^{-1}$, for $\tau \to 0$. The above growth rates are similar to those seen in the more realistic disc models of Paper I. They produce $\sim 7$ e-folding times, or a factor $\sim 10^3$ in the growth of the field in 1 Gyr. That is, our models can comfortably explain the existence of $\mu G$ strength large-scale fields even in young disc galaxies of age 1 Gyr if the seed field is of $\mu G$ strength. It can be seen in Fig. 2b that $\delta \ll 1$ around $r \approx r_D$, which means that non-axisymmetric components are very weak there. Figure 2c illustrates that the azimuthal variation of the pitch angle of the magnetic field caused by the $\alpha$-spiral is quite strong, even deep inside the co-rotation radius, in agreement with the results of Paper I (e.g., the bottom row of Figure 10 there). This can be seen by comparing the solid lines for the non-axisymmetric disc ($\epsilon_\alpha = 1$), with the dashed lines for the axisymmetric disc ($\epsilon_\alpha = 0$).

4 COMPARISON WITH NUMERICAL RESULTS

4.1 Numerical solutions of Paper I

The semi-analytical solution obtained agrees well, qualitatively, with the numerical solutions of Paper I, which can
be seen by comparing Fig. 1 with Fig. 8 of Paper I, which shows the solution of the fiducial non-axisymmetric model of that paper (Model E) in the kinematic regime. This is especially true in the \( \tau \to 0 \) case. The numerical solution, however, does reveal a greater difference between the finite and vanishing \( \tau \) cases than what is seen in the semi-analytical solution. For example, the phase difference for Model E of Paper I during the kinematic stage is \( \Delta(l/u) = -27^\circ \pm 4^\circ \) where the range of \( \Delta \) reflects the finite resolution of the numerical grid. This is comparable to but somewhat larger in magnitude, than \( -\Omega \tau = -18^\circ \) for that model, while in our semi-analytical solution, presented above, \( \Delta \) was found to be comparable, but somewhat smaller in magnitude, than \( -\Omega \tau \) for the disc model used. This apparent discrepancy suggests that there is an additional physical element missing in the asymptotic solution. In fact, the larger phase shift in the numerical solution can be partly attributed to higher-order even corotating components, especially \( m = \pm 4 \). Figure 3 shows the relative strength of the non-axisymmetric magnetic field \( \delta \), defined in Eq. (37), at the azimuthal angle \( \phi = \phi_{\text{cor}} \), where the \( \alpha \)-spiral crosses the co-rotation circle, for the case \( \tau \to 0 \) in Model E of Paper I. Fig. 4 shows \( \delta(\phi_{\text{cor}}) \) for the case \( \tau = l/u \). These panels are similar to Fig. 8b of Paper I, with the envelope of \( \delta \) over all \( \phi \) plotted here as a dotted line. The quantities \( \delta^{(2)} \) and \( \delta^{(4)} \) [see Eq. (55)], are also plotted. It is clear that the \( |m| = 2 \) components dominate, as assumed in the asymptotic solution. However, it is also clear that the ratio of the amplitude of \( |m| = 4 \) to that of \( |m| = 2 \) is larger when \( \tau \) is finite. Moreover, for \( \tau = l/u \), the \( \delta^{(4)} \) envelope peaks at a larger radius than that of \( \delta^{(2)} \). This suggests that the \( |m| = 4 \) components have the effect of shifting \( r_{\text{max}} \) outward. Since \( \Delta(\tau) \) is sensitive to \( r_{\text{max}}(\tau) \), this can cause a significant increase in \( \Delta(\tau) \).
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**Figure 3.** The relative strength \( \delta \) of the non-axisymmetric part of the mean magnetic field in Model E of Paper I, defined as in Eq. (47), as a function of the galactocentric radius near the co-rotation circle at \( \phi = \phi_{\text{cor}} \) (black solid), and the envelope of this dependence at all values of \( \phi \) (black dotted). The individual contributions of the \( |m| = 2 \) [red dashed for \( \delta^{(2)}(\tau_{\text{cor}}) \) and red dotted for its envelope] and \( |m| = 4 \) [blue dash-dotted for \( \delta^{(4)}(\tau_{\text{cor}}) \) and blue dotted for its envelope] components are also shown. (a) \( \tau \to 0 \); (b) \( \tau = l/u \).

4.2 Direct comparison of asymptotic and numerical solutions

It is also useful to compare an asymptotic solution such as that presented above with a numerical solution for the *same disc model* (with e.g. a much smaller half-thickness \( h \) than the models of Paper I). An example is shown in Figs. 4 and 5 for \( \tau \to 0 \) and \( \tau = l/u \), respectively. The model uses the same parameters as the asymptotic solution above, except that \( \epsilon = 0.6 \) instead of 1, for both the asymptotic and numerical solutions. Plots are shown at \( t = 10t_a \), when the relative strength of higher-order radial modes has become quite low (though they can still be seen as wiggles at \( r > 11 \text{kpc} \)). In Figs. 4 (asymptotic) and 5 (numerical), we compare the quantity \( \delta \) for the two types of solution, while in Fig. 5b (asymptotic) and d (numerical), the quantities \( \Delta_r \) and \( \Delta_\phi \) are compared, for the \( \tau \to 0 \) case. For \( \tau \to 0 \), the profiles of \( \delta \), \( \Delta_r \) and \( \Delta_\phi \) do not undergo much subsequent evolution. If, however, \( \tau = l/u \), the envelope of \( \delta \) grows and becomes somewhat more asymmetric with time after \( t = 10t_a \), though the profile of the central (solid) peak at \( \phi = \phi_{\text{cor}} \) remains almost unchanged. Moreover, the asymmetry subsides in the saturated state, and the profile of \( \delta \) resembles the one shown.

For the case of vanishing \( \tau \), the two types of solution are in fairly good agreement. However, as can be seen by comparing panels a and c of Fig. 5, magnetic arms are more pronounced in the numerical solution than in the asymptotic solution. This can be attributed to higher order enslaved components in the numerical solution, as can be seen by comparing the overall envelope (dashed) with the envelopes of the \( |m| = 2 \) (dotted) and \( |m| = 4 \) (dash-dotted) components in panel c.

For the \( \tau = l/u \) case, shown in Fig. 5 qualitative features of the solution are in reasonable agreement, but the effect of a finite \( \tau \) is more dramatic in the numerical solution than in the asymptotic solution. For instance, \( r_{\text{max}} \) is much
larger in the numerical solution due to the asymmetric envelope of $\delta$, resulting in a larger phase shift. This is seen by comparing panels b and d, where it is evident that the dotted vertical line crosses the solid and dashed lines at much larger values of $|\Delta \delta|$ and $|\Delta \gamma|$ in the numerical solution. As with the solutions from [Paper 1], enslaved components with $|m| > 2$ are stronger in the finite $\tau$ case than in the $\tau \to 0$ case, as can be seen by comparing the dash-dotted envelopes for the $|m| = 4$ components in Figs. 5c and 4c. The assertion, made above, that higher-order enslaved components are responsible for enhancing the phase shift is therefore strengthened.

The fact that non-axisymmetric components can be more easily generated in a thinner disc, where the difference in the global mode structure is less important because of the stronger dominance of the local dynamo action (due to the shorter magnetic diffusion time across the disc), is well known (Sect. VII.8 in [RSSSS]). However, the importance of the finite relaxation time in this respect was not appreciated earlier. We emphasize that this disc model is used for the sake of illustration only, and is not as realistic as the models of [Paper 1] where enslaved components with $|m| > 2$ are anyway much less important.

It is also interesting to compare the growth rates of the asymptotic and numerical solutions. Both types of solution can give the same growth rate for the inner mode located near $r_D$: $\Gamma = 1.734t_{\odot}^{-1}$ for $\tau = \l/u$ and $\Gamma = 1.724t_{\odot}^{-1}$ for $\tau \to 0$. The magnetic field in the inner disc is maximum at $r = 2.9$ kpc in the numerical solution, for both values of $\tau$ considered, in close agreement with the asymptotic solution where the minimum of the potential is situated at $2.8$ kpc in both cases. For the modes near the co-rotation radius, the semi-analytical model predicts the growth rates of $\Gamma = 0.994t_{\odot}^{-1}$ for $\tau = \l/u$ and $\Gamma = 0.97t_{\odot}^{-1}$ for $\tau \to 0$, while the numerical solution gives $\Gamma = 1.061t_{\odot}^{-1}$ and $\Gamma = 1.024t_{\odot}^{-1}$, respectively. Again, the agreement between the prediction of the asymptotic solution and the numerical solution is quite satisfactory. The growth rates for non-axisymmetric modes near the corotation radius are thus about half as large as those of the inner axisymmetric modes.

Although one could, in principle, include magnetic components with $|m| > 2$ in the asymptotic solution presented above, including $m = \pm 4$ adds four new differential equations as well as new terms to the existing equations (15), increasing the complexity of the model. Moreover, from our analytical expressions (20) and (21) for $a_{l \pm 2}$ and $b_{l \pm 2}$ we find that the WKBJ-type approximations (A2) turn out to be strictly valid only out to $\sim 0.5$ kpc on either side of the minimum (near $r = r_{cor}$) in the potential. At those locations, the magnitude of the rate of change of the amplitude with $r$ is comparable to that of the phase, in violation of Eq. (A2).

This limitation becomes more severe for $|m| > 4$. We take the view that the asymptotic solution presented above anyway does a very good job of reproducing the key qualitative features of the numerical solution, and thus we do not include the $m = \pm 4$ components.

4.3 Competition between the inner and outer modes

Due to their larger growth rate, $m \neq 0$ components in the inner disc, although weaker than the $m = 0$ component there, soon come to be stronger than the $m \neq 0$ components near the co-rotation circle (assuming a relatively uniform seed field). In fact, in the kinematic regime the local extremum of the magnetic field near the co-rotation radius is gradually overcome by the tail of the dominant $m = 0$ eigenfunction (which has it maximum near $r_D$). However, the non-axisymmetric magnetic structure near the co-rotation radius becomes prominent again in the saturated state (see also Sect. 5 of [Paper 1]).

In Fig. 3 the square root of the magnetic energy density in a component with a given azimuthal symmetry $m$, averaged over the area of the disc, is plotted as a function of time for the numerical solution (only the $\tau \to 0$ case is shown to avoid clutter, though the behaviour is very similar when $\tau$ is finite). Solid, short-dashed and dash-dotted lines show $m = 0$, $|m| = 2$ and $|m| = 4$ components, respectively. The long-dashed reference line has slope corresponding to a growth rate of $1.724t_{\odot}^{-1}$, while the dotted reference line corresponds to $0.97t_{\odot}^{-1}$. These reference lines correspond to the growth rates obtained from the asymptotic solution; they illustrate the general agreement between asymptotic and numerical solutions discussed above. Clearly, the modes localised near the co-rotation radius dominate at early times, until the modes spreading from $r_D$ catch up at about $t = 2$ Gyr. Under normal circumstances, the inner nearly-axisymmetric mode would dominate its counterpart situated near co-rotation right from $t = 0$, while the $|m| = 2$ and $|m| = 4$ inner-mode components would quickly come to dominate over their counterparts situated near co-rotation. We have delayed this inevitable outcome for illustrative purposes using a seed magnetic field that is about 1000 times stronger within an annulus of width 4 kpc centered on $r = r_{cor}$. Thus, the growth rates of both types of mode can be easily calculated from the same graph. Moreover, it is clear from the figure that, for the modes situated near the co-rotation, the $|m| = 2$ component has almost the same strength as $m = 0$, while $|m| = 4$ is somewhat weaker (about 0.4 times as strong). For the modes situated near $r = r_D$, on the other hand, $m = 2$ is more than 30 times weaker than $m = 0$, and $|m| = 4$ is almost 200 times weaker than $|m| = 2$.

In Fig. 7 we show a similar plot (obtained without any enhancement of the seed magnetic field near the co-rotation), but here the averaging is taken over the 4 kpc-wide annulus around the co-rotation radius. Clearly, the fastest growing mode localized near $r = r_{cor}$ dominates until $t \approx 12$ Gyr, when the tail of the dominant eigenfunction (which peaks near $r = r_D$) overtakes it. However, as in the solutions of [Paper 1], an enhancement in the axisymmetric and non-axisymmetric components of the field near $r = r_{cor}$ re-establishes itself in the saturated state.

In summary, good agreement is obtained between asymptotic and numerical solutions, especially in the growth rates and various qualitative features. The semi-analytical model presented thus generally succeeds in capturing the
Figure 4. Direct comparison of asymptotic (a–b) and numerical (c–d) solutions for the same disc model, for the case $\tau \to 0$. Panels a and c are similar to panel b of Fig. 1 whilst panels b and d are similar to panel c of that figure. In a and c the $|m| = 2$ and $|m| = 4$ envelopes are represented by dotted and dash-dotted curves, respectively. In Panel (d), the curves are smoothed over 0.125 kpc.

Figure 5. As in Fig. 4 but now for $\tau = l/u$ (note the change in the plotting range of $\delta$).

Figure 6. Evolution of the magnetic field strength in each Fourier component for the $\tau \to 0$ case: $m = 0$ (solid), $|m| = 2$ (short-dashed) and $|m| = 4$ (dash-dotted). Also plotted are reference lines corresponding to growth rates predicted by the semi-analytical model: $\Gamma = 1.72t^{-1}$ (long-dashed) and $\Gamma = 0.97t^{-1}$ (dotted).

Figure 7. As in Fig. 6 but now with the average taken over the annulus of 4 kpc in width centred on $r = r_{cor}$.

4.4 The phase difference caused by a finite dynamo relaxation time

It is also interesting to explore how the phase difference $\Delta$ varies with the dimensionless quantity $\Omega \tau$. Here we retain the disc model (of the asymptotic example or of Model E from Paper I) but vary $\tau$. Figure 8 shows the phase difference $\Delta$ as a function of $\Omega \tau$ for the asymptotic solution of Sect. 3.3 shown by crosses in the plot, confirming that...
\[ \Delta \approx -C\Omega \tau \] with \( C \) a constant of order unity. It can be seen that the relation is not strictly linear and tends to flatten as \( \Omega \tau \) increases, but is approximately linear for \( \Omega \tau < 0.5 \), which is the region of parameter space that normally applies to disc galaxies. Figure 8 also presents results from the numerical solution of Model E from Paper I, discussed in Sect. 4.1 above, where the galaxy model is more realistic than in the kinematic regime. Figure 9 also presents results from the numerical model is also partly due to higher-order even modes, as discussed in Sect. 4.1 above.

\[ \frac{\Delta}{\Delta_{0}} = \frac{-C\tau}{0.05} \]

\[ \theta_{m} = \frac{-m\alpha}{0.65} \]

\[ \Delta \approx \frac{C}{0.05} \]

\[ \alpha \approx \alpha_{k} + \alpha_{m} \]

\[ \alpha = \alpha_{k} + \alpha_{m} \]

where \( \alpha_{k} \) is proportional to the kinetic helicity \( \mathbf{u} \cdot \nabla \times \mathbf{u} \) of the random flow and is independent of magnetic field, whereas \( \alpha_{m} \) is proportional to the small-scale current helicity \( \mathbf{b} \cdot \nabla \times \mathbf{b} \). At an early stage, magnetic force is negligible and \( \alpha \approx \alpha_{k} \), but \( \alpha_{m} \) (whose sign is opposite to that of \( \alpha_{k} \)) builds up as the mean magnetic field grows. This reduces (quenches) the net \( \alpha \)-effect and leads to a steady state.

As an approximation to the steady-state nonlinear solution, we consider the marginal asymptotic solution, i.e., the one with \( \Gamma = 0 \). To obtain it, we iterate the values of \( \alpha_{0} \) defined in (33), until the quantization condition (33) is satisfied. (We recall that the procedure to find other solutions is to iterate \( \Gamma \).) The value of \( \alpha_{0} \) after the iterations is smaller than the starting one; the difference is attributed to \( \alpha_{m} \).

Results for \( \tau \rightarrow 0 \) are shown in Fig. 9 in a form similar to Fig. 1. The asymptotic solution obtained here is strictly valid only in the kinematic (linear) regime. However, we find that the general properties of the nonlinear numerical solution are very similar to the asymptotic one, and we discuss here the generalisation of the asymptotic solution to nonlinear, saturated states.

In the dynamic nonlinearity model (Pouquet et al. 1976; Kleeorin & Ruzmaikin 1982; Gruzinov & Diamond 1994; Blackman & Field 2000; Rüdiger et al. 2003; Brandenburg & Subramanian 2005a), the modification of the \( \alpha \)-effect by the Lorentz force is represented as an additive magnetic contribution \( \alpha_{m} \), so that the total \( \alpha \)-coefficient becomes

4.5 Extrapolation to the nonlinear regime

The asymptotic solution obtained here is strictly valid only in the kinematic (linear) regime. However, we find that the general properties of the nonlinear numerical solution are very similar to the asymptotic one, and we discuss here the generalisation of the asymptotic solution to nonlinear, saturated states.
5 CONCLUSIONS

We have extended non-axisymmetric mean-field dynamo theory in two ways. Firstly, we have obtained semi-analytic solutions for the axisymmetric and the dominant enslaved non-axisymmetric components ($m = 0$ and $m = \pm 2$ for a two-armed $\alpha$-spiral). Previously, the only analytical treatment that existed was for the sub-dominant non-enslaved modes ($m = \pm 1$). Secondly, we have included and explored the effects of the finite relaxation time $\tau$ on the mean electromotive force, related to the finite correlation time of the random flow.

We assume that galactic spiral arms lead to the $\alpha$-effect enhanced along spirals which may coincide with the material arms or may be located in between them. The asymptotic solutions employ the WKBJ approximation applicable to tightly wound magnetic spirals; to obtain explicit expressions for the growth rate of the mean magnetic field and its radial and azimuthal distributions we use the no-$z$ approximation to solve the local dynamo equations.

We find overall good qualitative agreement with the numerical results of Paper I for a global, rigidly rotating spiral pattern (which is the type of spiral forcing most amenable to analytical treatment) to grow around the co-rotation radius. In particular, the asymptotic solution obtained here agrees with the numerical solution of Paper I in the following key features.

(i) Strong magnetic modes with the azimuthal wave numbers $m = \pm n$ are supported by the dynamo action, which co-rotate with the $\alpha$-spiral (here $n$ is the number of $\alpha$-spiral arms). Non-axisymmetric modes are confined to a radial range of a few kiloparsecs around the co-rotation radius and enslaved non-axisymmetric components are comparable in strength with the $m = 0$ component.

(ii) Magnetic arms (understood as ridges of the mean magnetic field strength that have a spiral shape) cross the $\alpha$-spiral near the co-rotation radius and are more tightly wound than the $\alpha$-arms.

(iii) In the model considered here, the only effect of the galactic spiral pattern is the enhancement of the dynamo $\alpha$-coefficient by the spiral pattern. As a result, the magnetic lines of the mean field are less tightly wound (larger magnitude of the pitch angle $p_B$) within the $\alpha$-spirals than between them.

(iv) The amplitude of the non-axisymmetric modes increases with the magnitude of the relaxation time $\tau$.

(v) Another effect of the finite magnitude of $\tau$ is that the part of the magnetic arm that lags behind the $\alpha$-arm with respect to the galactic rotation (i.e., outside the co-rotation radius) becomes stronger than the part that precedes the $\alpha$-arm (inside the co-rotation radius). This leads to the overall appearance of magnetic arms that are phase-shifted from the $\alpha$-arms (material arms) in the direction opposite to the galactic rotation.

(vi) For $\Omega \tau \lesssim 0.5$, the phase shift produced by a finite value of $\tau$ (relative to that for $\tau \rightarrow 0$), is directly proportional to $-\Omega \tau$, with a proportionality constant of order unity.

6 DISCUSSION FOR PAPERS I AND II

Results obtained in Chamandy et al. (2013) (Paper I) and here (Paper II) for a rigidly rotating $\alpha$-spiral demonstrate the ability of the mean-field dynamo mechanism to produce magnetic arms that do not overlap with the material arms in the regions where the former are best pronounced, which is outside the co-rotation circle in our model. Due to a finite magnitude of the relaxation time of the mean electromotive force, $\tau$, the lagging part of the magnetic arm is better pronounced than that ahead of the material arm, which can make it difficult to detect their intersection in the observations. As a result of advection of the mean magnetic field by the differentially rotating gas, magnetic arms are, in these models, more tightly wound than the $\alpha$-spiral which drives them, and are localized to within a few kiloparsecs of the co-rotation circle. The phase shift between the magnetic and $\alpha$-arms in our model vanishes at or near the co-rotation radius and then increases, first rapidly and then at a lower rate, up to a value as large as 60° at a distance of a few kpc from the co-rotation circle.

The morphology of magnetic arms in spiral galaxies and their position relative to the material arms is rather diverse. One extreme is the galaxy NGC 6946 where magnetic arms appear to have the same pitch angle as the optical
arms, and the two patterns do not interact. The azimuthal phase shifts between the individual optical arms and their magnetic counterparts identified by Frick et al. (2000) are \(-26^\circ \pm 12^\circ\), \(-36^\circ \pm 11^\circ\) and \(-45^\circ \pm 17^\circ\) at \(r \approx 4\) kpc and, for an outer arm, \(-68^\circ \pm 17^\circ\) at \(r \approx 8\) kpc, where negative phase shift corresponds to a position behind a gaseous arm (all distances have been reduced to a distance of 5.5 Mpc to NGC 6946 – Kennicutt et al. 2003). According to the Ho observations and analysis of Fathi et al. (2007), the co-rotation radius of the outer spiral pattern in this galaxy is at about 8.3 kpc, whereas the interlaced magnetic and optical spiral arms occur at \(1 \lesssim r \lesssim 9\) kpc. The dynamo action at \(r \gtrsim 9\) kpc may be too weak to make the magnetic arms observable there, but there are no indications of the magnetic and optical arms crossing at or near the co-rotation radius. Nevertheless, the right magnitude of the azimuthal phase shifts obtained in our models (15–40\(^\circ\)) is arguably encouraging.

Another possibility is that the spiral structure in NGC 6946 is more complex than that of a single, rigidly rotating pattern. For instance, the arms may be winding up to some extent, and thus transient (e.g. Dobbs et al. 2010; Sellwood 2011; Quillen et al. 2011; Wada et al. 2011; Grand et al. 2012). The model of Comparetta & Quillen (2012) invokes multiple rigidly rotating patterns, which interfere to produce spiral features that wind up. Magnetic arms which are present over several kiloparsecs in radius, and which have a large negative phase shift from the \(\alpha\)-arms that varies only weakly with radius, like in NGC 6946, are indeed found in our ‘winding-up’ spiral model of Paper I.

On the other hand, the mutual arrangement of magnetic and material arms is more complicated in M51 (Patrikeev et al. 2006; Fletcher et al. 2011) where the two patterns overlap in some regions but are systematically offset by about 0.5–0.6 kpc elsewhere (adopting 7.6 Mpc for the distance to M51 – Ciardullo et al. 2002). This linear displacement corresponds to the angular phase difference of \(5–10^\circ\) at \(r = 3–6\) kpc where such an offset is best pronounced. The two arms visible in polarized emission at \(6.2\) cm intersect the material arms observed in other tracers at \(r = 5–6\) kpc. Elmegreen et al. (1989) suggest that M51 has two spiral arm systems, with the co-rotation radii at \(r = 4.8\) kpc and \(r = 12\) kpc. García-Burillo et al. (1993) determine the co-rotation radius to be 5.8 kpc from CO observations and modelling of M51. Then the region at \(r = 3–6\) kpc is (mostly) inside the co-rotation radius and the magnetic arms in the inner galaxy are displaced downstream of the material arms, as expected in our model. The two magnetic arms are positioned differently with respect to the material arms at larger galactocentric distances. Outside the co-rotation circle, magnetic Arm 1 (on the east of the galactic centre) is systematically lagging the material arm, in accordance with our model, but the magnetic Arm 2 overlaps the material arm.

Our model appears to be better applicable to this galaxy, but the diverse mutual arrangement of the magnetic and material arms in M51 strongly suggests that more than one physical effect is involved in its genesis. Dobbs et al. (2010) suggest that the spiral arm morphology in M51 evolves rapidly due to the interaction with its satellite galaxy. Magnetic arms driven by evolving material arms are explored in Paper I. It also appears that M51 may be a good candidate for the ‘ghost’ magnetic arms, where the magnetic arms trace the spiral arms as they were in the past up to a few hundred Myr earlier. The simulations of Dobbs et al. (2010) show that the material spiral arms are being wound up by the galactic differential rotation, so the model with transient material spirals of Paper I may be more relevant to M51 than the model with a rigidly rotating, stationary spiral pattern explored here.

Still another morphology of magnetic and gaseous arms is observed in the nearby barred galaxy M83. Beck et al. (in preparation) applied the same approach involving wavelet transforms as Frick et al. (2000) to determine the positions of the spiral arms as seen in optical light, dust, Hα, CO, as well as the total and polarized intensities at \(\lambda 66\) and 13 cm. The morphology of M83 is dominated by a well-pronounced two-armed spiral pattern in each tracer, with some substructure within the arms. The magnetic and material arms in this galaxy are clearly separated but intersect at the galactocentric radius 6.4 kpc (given the distance to M83 is 4.5 Mpc – Thim et al. 2003). The co-rotation radius of M83, determined by Hirota et al. (2009) as 2.4 arcmin, or 6.2 kpc, is practically equal to the intersection radius given the uncertainties involved. This galaxy is a good candidate for the formation of magnetic arms by the mechanism suggested here.

An important assumption of all or most of the available models of magnetic arms is that the \(\alpha\)-effect is stronger within, or at least correlated with, the material spiral arms. We note that the effects of the spiral arms on the scale height of the interstellar gas, its turbulent scale and velocity, local velocity shear, and other parameters that control the intensity of the dynamo action are far from being certain, either observationally or theoretically (see Shukurov 1998; Shukurov et al. 2004, and references therein). Shukurov & Sokoloff (1998) argue that the magnitude of the \(\alpha\) effect within the material arms can be four times smaller than between the arms, whereas the turbulent diffusivity is plausible to be only weakly modulated by the spiral pattern. As a result, the local dynamo number within the material arms can be four times smaller than between them, and the dynamo action can, in fact, be more vigorous between the material arms. Direct numerical simulations by Elstner & Gressel (2012) find that both the \(\alpha\) effect and turbulent diffusivity increase with star formation rate \(\sigma\), which itself will be larger within the arms, but this leads to an overall dynamo number that scales inversely with \(\sigma\). However, even if the dynamo number is larger in the interarm regions, this does not necessarily imply that the steady-state mean magnetic field there should be stronger than within the arms, since the gas density is lower in between the arms than within them. Significant effort in observations, theory of interstellar magnetohydrodynamics and dynamo theory are still required to establish a clear understanding of the various mechanisms that produce the diverse morphology of magnetic arms in spiral galaxies. Our work here and in Paper I provides the beginnings of such a study.
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APPENDIX A: DETAILS OF THE ASYMPTOTIC SOLUTIONS

In the no-z approximation, the vertical diffusion terms are approximated as
\[ \frac{\partial^2 a_{\pm z}}{\partial z^2} \simeq -\frac{\pi^2 a_{\pm z}}{4h^2}, \quad \frac{\partial^2 b_{\pm z}}{\partial z^2} \simeq -\frac{\pi^2 b_{\pm z}}{4h^2}, \]
where \( h \) is the disc half-thickness. Further, the terms containing \( a \) can be approximated as
\[ \frac{\partial}{\partial z} (a_0 b_0 + a_2 b_{-2} + \ldots + a_{-2} b_2), \]
\[ \frac{\partial}{\partial z} (a_0 b_{-2} + a_{-2} b_0), \]
For the radial diffusion terms, we start by representing \( a_{\pm 2} \) and \( b_{\pm 2} \) as
\[ a_{\pm 2} = \mp \pi \Theta(r) e^{\mp i \theta_a(r)}, \quad b_{\pm 2} = \bar{b}(r) e^{\mp i \theta_b(r)}, \]
where the minus sign in front of \( \pi \) is introduced for future convenience, and where we have removed the \( z \)-dependence of \( \pi \) and \( \bar{b} \) due to the fact that we are now working in the no-z approximation. Note that \( |a_2| = |a_{-2}| \) and \( |b_2| = |b_{-2}| \), whereas the phases of \( a_2 \) and \( a_{-2} \) (or \( b_2 \) and \( b_{-2} \)) must be equal in magnitude and opposite in sign, since \( B_r \) and
Here \(a_\pm = -\frac{n_0}{m_0}j_0|D_0|X\pm_1, \quad a\pm_2 = -Y\pm_2b_\pm_2\), (A5)

where prime stands for \(d/dr\). It should be noted that in the region where the relative strength of non-axisymmetric components with respect to axisymmetric components is expected to be the largest (near the co-rotation radius), we expect \(1/r \ll |d/dr|\) since the co-rotation radius is typically comparable to the size of the galaxy. Thus, we have dropped terms proportional to \(1/r\). Since turbulent diffusion terms containing the \(\phi\)-derivatives are proportional to \(1/r^2\), they, too, can be neglected. We find these approximations to be suitable even for the essentially axisymmetric modes that are located much closer to the galactic center, where the dynamo number is maximum, because even here the radial scale length of the field turns out to be small compared to \(r\) in the kinematic regime.

With the above approximations, Eqs. (18) and (19) yield, after some algebra,

\[
b\pm_2 = b_0 \frac{\alpha_\pm}{\alpha_0}\left|D_0\right|X\pm_2, \quad a\pm_2 = -Y\pm_2b_\pm_2.
\]

Here

\[
X\pm_1(r) = \frac{(A + iB)}{A^2 + B^2} = \frac{e^{\mp i\beta}}{\sqrt{A^2 + B^2}} = X_{\mp 1},
\]

and

\[
Y\pm_1(r) = \frac{A}{\sqrt{A^2 + B^2}}e^{\mp i\beta} = Y_{\mp 1},
\]

with the dynamo number defined as

\[
D_0 = \frac{\alpha_0 G\eta^3}{\eta^2} = \frac{\alpha_0 G\tau_0^3}{h} < 0,
\]

where \(t_i = h^2/\eta_h\) is the vertical turbulent diffusion time scale and

\[
\cos \beta = \frac{A}{\sqrt{A^2 + B^2}}, \quad \sin \beta = \frac{B}{\sqrt{A^2 + B^2}}.
\]

with

\[
A = D_0 + \frac{\pi}{2c_r}\left[t_0^2(1 + \Gamma_r)(1 + \Gamma)^2 + 8\Omega \Gamma \tau_0 t_0^2\right] + \left[(1 + \Gamma_r)^2 + (2\Omega \tau_0)^2\right]^{-1} \times \left[c_0^2(1 + \Gamma_r)(\frac{1}{2}r^2 + \theta_0^2 h^2)(\frac{1}{2}r^2 + \theta_0^2 h^2)\right] - 2c_0^2 \Omega \Gamma t_0 \left[\frac{1}{2}(\frac{1}{2}r^2 + \theta_0^2 h^2)\theta_0 h^2 + \left(\frac{1}{2}r^2 + \theta_0^2 h^2\right)\theta_0 h^2\right] - c_0^2(1 + \Gamma_r)\theta_0 h^2
\]

\[+ c_r \Gamma t_0 \left(\frac{1}{2}r^2 + \theta_0^2 h^2 + \theta_0^2 h^2\right) - 2c_r \omega t_0 h^2\left(\theta_0 + \theta_0^2\right)\right)\],

(A10)

Further,

\[
\cos \beta = \frac{\bar{A}}{\sqrt{A^2 + B^2}}, \quad \sin \beta = \frac{\bar{B}}{\sqrt{A^2 + B^2}}.
\]

with

\[
\bar{A} = -\frac{\Gamma}{G} - \frac{c_r}{\Gamma t_0} \left[\frac{(1 + \Gamma_r)(\frac{1}{2}r^2 + \theta_0^2 h^2) - 2\Omega \tau_0 \theta_0 h^2}{(1 + \Gamma_r)^2 + (2\Omega \tau_0)^2}\right].
\]

\[
\bar{B} = \frac{2\pi}{G} - \frac{c_r}{\Gamma t_0} \left[\frac{2\Omega(\frac{1}{2}r^2 + \theta_0^2 h^2) + (1 + \Gamma_r)\theta_0 h^2}{(1 + \Gamma_r)^2 + (2\Omega \tau_0)^2}\right].
\]

Substituting (15), (A7) and (A7) into Eq. (A5), we arrive at

\[
a\pm_2 = -\frac{|D_0|b_0c_0}{2} \sqrt{A^2 + B^2} \exp \left[\mp i(\kappa r + \beta + \bar{\beta})\right],
\]

(A15)

\[
b\pm_2 = \frac{|D_0|b_0c_0}{2} \sqrt{A^2 + B^2} \exp \left[\mp i(\kappa r + \beta)\right].
\]

(A16)

Using Eqs. (A11), we now make the identifications

\[
\theta_h = \kappa r + \beta + \bar{\beta}, \quad \theta_h = \kappa r + \beta,
\]

and so

\[
\theta_0 = \kappa + \beta + \bar{\beta}, \quad \theta_0 = \kappa + \beta, \quad \theta_0'' = \beta'' + \bar{\beta}'', \quad \theta_0'' = \beta''.
\]

(A17)

Clearly, \(\beta\) and \(\bar{\beta}\) depend on \(A, B, \bar{A}\) and \(\bar{B}\) (Eqs. (A7) and (A12), which, in turn, depend on the derivatives of \(\beta\) and \(\bar{\beta}\) through \(\theta_0, \theta_0', \theta_0''\) and \(\theta_0''\) (Eqs. (A10), (A11), (A13) and (A14). This means that, unless \(\beta\) and \(\bar{\beta}\) are completely neglected, it is not possible to obtain an analytical solution. We will see however that, if the terms involving \(\beta', \beta'', \beta''\) and \(\bar{\beta}'\) are small compared with the turbulent diffusion terms that do not vary with \(r\), then \(\beta\) and \(\bar{\beta}\) can be determined semi-analytically, by successive iteration.

The need for the iterations can be understood as follows. Firstly, if \(\beta'\) and \(\beta''\) were zero, then the radial phase would be \(\kappa r\), which is the same as the radial phase of the \(\alpha\)-spiral. Thus, the magnetic arms would be as tightly wound as the \(\alpha\)-arms. In fact, the extra contributions to the radial phase \(\beta + \bar{\beta}\) for \(\bar{B}\) and \(\beta\) for \(\bar{B}\), are finite, and turn out to have the same sign as \(\kappa\). This implies that the magnetic arms (defined as the set of positions where \(\bar{B}\) is maximum), are more tightly wound than the material arms that produce them. This is because the enhancement of field due to the enhanced dynamo action within the \(\alpha\)-arm is advected downstream with the differentially rotating gas. Ultimately a balance is set up between the competing effects of preferential magnetic field generation in the \(\alpha\)-arms and advection.
downstream, resulting in stationary magnetic arms that are more tightly wound than the $\alpha$-arms, and cross them near the co-rotation circle. Moreover, this balance, which determines the pitch angle of the magnetic arms (ridges), and thus the values of $\beta$ and $\tilde{\beta}$, involves many quantities, including the derivatives of $\beta$ and $\tilde{\beta}$ through the radial diffusion (as seen in the equations of Appendix A). This self-dependence results from the fact that the radial diffusion is stronger when the magnetic arms (ridges) are more tightly wound, as can be seen from Eqs. (A3) and (A4). Thus, the radial diffusion feeds back onto itself, forcing us to iterate to obtain the functions $\beta$ and $\tilde{\beta}$.

**APPENDIX B: GROWTH RATES OF NON-AXISYMMETRIC MAGNETIC MODES**

To obtain the growth rate $\Gamma$, we substitute Eq. (23) into the no-$z$ versions of Eqs. (16) and (17), and, in Eq. (16), we also substitute Eq. (A5) for $b_\pm^2$. In addition, we make use of the relation

$$\alpha_2 \alpha_{-2} = \alpha_0^2 \epsilon_0^4 / 4,$$

obtained from Eq. (15). Equations (16) and (17) then reduce to

$$(1 + \Gamma \tau) \Gamma - c_r \eta \left[ \frac{r^2q'}{r} \right]' = -\frac{2c_r \alpha_0}{\pi h} \frac{D_0}{\alpha} \left[ 1 + \frac{1}{4} (X_2 + X_{-2}) \right] - c_r \eta \frac{\pi^2}{4h^2},$$

$$(1 + \Gamma \tau) \Gamma - c_r \eta \left[ \frac{r^2q'}{r} \right]' = (1 + \Gamma \tau) b_\alpha \tilde{a} - c_r \eta \frac{\pi^2}{4h^2},$$

where $X_{\pm 2}$ are defined in Eq. (A6). Note that $\epsilon_0 = 0$ corresponds to an axisymmetric forcing of the dynamo. It is convenient to introduce a new quantity $\gamma(r)$ defined as

$$\gamma(r) = (1 + \Gamma \tau) \Gamma - c_r \eta \left[ \frac{r^2q'}{r} \right]' ,$$

which, in the $\tau \to 0$ case, is equal to the growth rate $\Gamma$ under the local or slab approximation (vanishing radial derivatives). For this reason, $\gamma$ is sometimes called the 'local growth rate'. In the case of finite $\tau$, $\gamma$ is also closely related to $\Gamma$ in the local approximation (since typically $\Gamma \tau \ll 1$, $\gamma$ can still loosely be thought of as the local growth rate). Now the equations can be separated into a global eigen-equation for $q(r)$,

$$(1 + \Gamma \tau) \Gamma q = \gamma q + c_r \eta \left[ \frac{r^2q'}{r} \right]' ,$$

which only contains derivatives with respect to $r$, and two local equations for $\tilde{a}$ and $\tilde{b}$,

$$\left( \gamma + \frac{\pi^2c_r}{4\alpha_0} \right) \tilde{a} = -\frac{2c_r \alpha_0}{\pi h} 1 + \frac{1}{4} (X_2 + X_{-2}) ,$$

$$\left( \gamma + \frac{\pi^2c_r}{4\alpha_0} \right) \tilde{b} = (1 + \Gamma \tau) G \tilde{a} ,$$

which generally only have derivatives with respect to $z$ but become algebraic equations under the no-$z$ approximation.