Adaptive observer for a nonlinear system with partially unknown state matrix and delayed measurements
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Abstract: Problem of an adaptive state observer design for nonlinear system with unknown time-varying parameters and under condition of delayed measurements is considered. State observation problem was raised by many researchers (see for example Sanx et al. (2019)). In this paper the results proposed in Bobtsov et al. (2021b), Bobtsov et al. (2021a), Bobtsov et al. (2022a) are developed. The problem is solved under assumption that the state matrix can be represented as sum of known and unknown parts. The output vector is measured with a known constant delay. An adaptive observer which reconstructs unknown state and unknown time-varying parameter is proposed.

1. INTRODUCTION

It is well known that measurements obtained with real devices are affected by delays. It makes the design of observers and control laws for dynamical systems more complicated. Many authors explored this problem recently. For the case with linear time invariant (LTI) systems, the solution of this problem is well known (Fridman, 2014). However, in case of linear time variant and nonlinear systems it is still widely open - see the references and literature review in Sanx et al. (2019), Bobtsov et al. (2021b), Rueda-Escobedo et al. (2020). There are different problems related to systems with delays considered by researchers currently. For instance, in Biroon et al. (2021) authors provide an observer-based algorithm for estimation of the unknown delay and the states of the system. A solution for the problem of state observers design for systems with constant delay was presented in (Guo and Mei, 2020) and state observers for the systems with time-varying delay were proposed in Bobtsov et al. (2021b), Bobtsov et al. (2021a), Bobtsov et al. (2022a) etc. There are many examples of real systems with delayed measurements. For example, the system considered in Ramjug-Ballgobin et al. (2021, 2020) is a bioreactor used for the biological treatment of wastewater. The problem of biomass regulation is measured with a known constant delay. An adaptive observer which reconstructs unknown state and unknown time-varying parameter is proposed.

The authors proposed a fault estimation method for linear systems with known constant time-delay and unknown disturbances and measurement noise. In this paper we consider a nonlinear system with unknown time-varying parameters. The unknown parameters observer is designed under condition that the output signal measurements contain a known constant delay. State observer for a nonlinear system is designed based on the obtained time-varying parameter.

2. PROBLEM FORMULATION

In this paper we consider a nonlinear system described by the following equation

\[ \dot{x}(t) = f(x(t), u(t)) + \sum_{i=1}^{n} \theta_i(t)Q_i x(t), \]

\[ y(t) = C(t)x(\phi(t)), \]

where \( x(t) \in \mathbb{R}^n \) is an unknown state vector, \( f(x(t), u(t)) \in \mathbb{R}^n \) and \( C(t) \in \mathbb{R}^{n \times n} \) are known matrices and their entries are assumed to be continuous and bounded, \( Q_i \in \mathbb{R}^{n \times n} \) is a known matrix, \( \phi(t) \) is a continuous known nonnegative function which defines the measurement delay

\[ \phi(t) = t - d, \phi(t) \geq 0, \]

where \( d > 0 \) is a constant delay; \( \theta_i(t) \) is an unknown time-varying sinusoidal function defined by the equation (see for example Pyrkin et al. (2015), Bobtsov et al. (2011))

\[ \dot{\theta}_i(t) = -\omega_i^2 \theta_i(t), \]

where \( \omega_i > 0 \) is a constant unknown parameter.

Solving the differential equation (4), we can rewrite it in the following form:

\[ \dot{\theta}_i(t) = -\omega_i^2 \theta_i(t), \]
\[ \theta_i(t) = a_{1i} \sin \omega_i t + a_{2i} \cos \omega_i t, \quad (5) \]

where \(a_{1i}\) and \(a_{2i}\) are corresponding constant unknown parameters.

**Assumption 1.** We suppose that \(C(t)\) is the identity matrix \(C(t) = I_{n \times n}\).

**Assumption 2.** We suppose that matrices \(Q_i\) satisfy the following conditions:

\[ Q_i Q_j = 0, \quad (6) \]

where \(j \neq i\);

\[ Q_i = Q_i^T; \quad (7) \]

\[ Q_i^2 = k_i Q_i, \quad (8) \]

where \(k_i \in \mathbb{Z}\).

**Assumption 3.** We suppose that

\[ y^T Q_j y > 0 \quad (9) \]

**Assumption 4.** We suppose that function \(f(x, u)\) can be represented in the following form

\[ f(x(t), u(t)) = A(y(t), u(t)) x(t) + B(y(t), u(t)) u(t) \quad (10) \]

where \(A(y(t), u(t)) \in \mathbb{R}^{n \times n}; B(y(t), u(t)) \in \mathbb{R}^n\).

According to the Assumption 4 the system (1), (2) can be rewritten in the form

\[ \dot{x}(t) = A(y(t), u(t)) x(t) + B(y(t), u(t)) u(t) + \sum_{i=1}^{n} [\theta_i(t) Q_i x(t)], \]

\[ y(t) = C(t) x(\phi(t)). \quad (12) \]

**3. MAIN RESULT**

**3.1 Preliminary transformations**

The problem of an observer design will be solved in three steps. At first, the unknown constant parameters \(\omega_i\) will be estimated. Secondly, an observer for unknown continuous function \(\theta_i\) will be designed. At the last step, a state observer for the system (1), (2) will be designed.

Let us consider the system (1), (2) at the moment \(t - d\). The equation (1) can be rewritten in the following way

\[ \dot{x}_d = f_d + \sum_{i=1}^{n} \eta_i Q_i x_d, \quad (13) \]

where (by virtue of the Assumption 1)

\[ x_d = x(\phi(t)) = y, f_d = f(x_d, u(\phi(t))), \quad (14a) \]

\[ \eta(t) = \theta(\phi(t)). \quad (14b) \]

The new parameter \(\eta_i(t)\) is defined by an equation:

\[ \dot{\eta}_i = -\omega_i^2 \eta_i. \quad (15) \]

Define function \(\Psi_j\)

\[ \Psi_j = y^T Q_j y = x^T_d Q_j x_d, \quad (16) \]

where \(j = 1, n\).

For derivative of (16) we have:

\[ \dot{\Psi}_j = \alpha_j(x_d) + \sum_{i=1}^{n} \eta_i x_d Q_i^T [Q_j x_d + x_d^T Q_j] \sum_{i=1}^{n} Q_i x_d \eta_i, \quad (17) \]

where

\[ \alpha_j(x_d) = f_d^T Q_j x_d + x_d^T Q_j f_d \quad (18) \]

is known.

According to the Assumption 2, the equation (17) can be rewritten as following:

\[ \dot{\Psi}_j = \alpha_j(x_d) + 2k \eta_j Q_j x_d = \alpha_j(x_d) + 2k \eta_j \Psi_j. \quad (19) \]

Let us define a new variable \(\xi_j\) by the equation

\[ \xi_j = \ln \Psi_j. \quad (20) \]

Its derivative can be written in the following form

\[ \dot{\xi}_j = \frac{\dot{\Psi}_j}{\Psi_j} = \frac{\alpha_j(x_d)}{\Psi_j} + 2k \eta_j. \quad (21) \]

Function \(\eta_j\) can be obtained from the previous equation:

\[ \eta_j = \frac{1}{2k} (\dot{\xi}_j - \beta_j(x_d)), \quad (22) \]

where \(\beta_j(x_d) = \frac{\alpha_j(x_d)}{\Psi_j}. \quad (23) \]

**3.2 Estimation of the unknown parameter \(\omega\)**

The equation (15) can be rewritten for \(\eta_j(t)\) in operator form:

\[ p^2 \eta_j = -\omega_j^2 \eta_j, \quad (23) \]

where \(p = d/dt\) is a differential operator.

Applying an LTI filter \(\frac{\lambda_1}{(p + \lambda_1)}\), where \(\lambda_1 > 0\) to (23) we can obtain

\[ \frac{\lambda_1}{(p + \lambda_1)} \eta_j = -\omega_j^2 \frac{\lambda_1}{(p + \lambda_1)} \eta_j. \quad (24) \]

Substituting \(\eta_j(t)\) from (22) into the previous equation, we obtain:

\[ \frac{\lambda_1}{(p + \lambda_1)} (\dot{\xi}_j - \beta_j(x_d)) = -\omega_j^2 \frac{\lambda_1}{(p + \lambda_1)} (\dot{\xi}_j - \beta_j(x_d)). \quad (25) \]

The equation (25) can be rewritten in the linear regression form

\[ q_j = \varphi_j v_j, \quad (26) \]

where

\[ q_j = \frac{\lambda_1}{(p + \lambda_1)} \xi_j + \frac{\lambda_1}{(p + \lambda_1)} \beta_j(x_d), \quad (27) \]

\[ \varphi_j = \frac{\lambda_1}{(p + \lambda_1)} \beta_j(x_d) - \frac{\lambda_1}{(p + \lambda_1)} \xi_j, \quad (28) \]

\[ v_j = \omega_j^2. \quad (29) \]

For the unknown parameter \(v_j\) estimation standard gradient algorithm (Ljung, 1999; Sastry et al., 1990) can be used:

\[ \dot{v}_j = \gamma_1 j \varphi_j (v_j - \varphi_j \dot{v}_j), \quad (30) \]

where \(\gamma_1 j > 0\) is an adaptation gain.

The unknown constant parameter \(\omega_j\) can be obtained as

\[ \dot{\omega}_j = \sqrt{|\dot{v}_j|}. \quad (31) \]

Consider the error

\[ \ddot{v}_j = \dot{v}_j - v_j. \quad (32) \]

Then for derivative of \(\ddot{v}_j\) we have

\[ \dot{v}_j = \gamma_1 j \varphi_j (v_j - \varphi_j \dot{v}_j) = \gamma_1 j \varphi_j^2 v_j - \gamma_1 j \varphi_j^2 \dot{v}_j = -\gamma_1 j \varphi_j^2 \ddot{v}_j. \quad (33) \]
The solution for $\tilde{v}_j$ takes the form

$$\tilde{v}_j(t) = \tilde{v}_j(0) e^{-\gamma_j \int_0^t \tilde{v}_j^2 d\tau}. \quad (34)$$

Then

$$\tilde{v}_j(t) = v + \tilde{v}_j(0) e^{-\gamma_j \int_0^t \tilde{v}_j^2 d\tau} \quad (35)$$

and for $\dot{\omega}_j$ we obtain

$$\dot{\omega}_j(t) = \sqrt{v_a} e^{-\gamma_j \int_0^t \tilde{v}_j^2 d\tau} = \omega_j + \varepsilon_j(t), \quad (36)$$

where $\varepsilon_j(t)$ is exponentially decaying term due to $\tilde{v}_j(0)$.

### 3.3 Time-varying parameter observer

The solution of (23) is a harmonical signal. At first let us design the observer of the signal $\eta_j$ under assumption that $\omega_j$ is known:

$$\eta_j(t) = a_{i1} \sin(\omega_i \phi(t)) + a_{i2} \cos(\omega_i \phi(t)), \quad (37)$$

where $a_{i1}$ and $a_{i2}$ are unknown constant parameters. Let us denote

$$\chi_i = \begin{bmatrix} \chi_{i1} \\ \chi_{i2} \end{bmatrix} = \begin{bmatrix} \sin(\omega_i \phi(t)) \\ \cos(\omega_i \phi(t)) \end{bmatrix}. \quad (38)$$

Now we can rewrite (37) in the following form:

$$\eta_j(t) = a_i^T \chi_i, \quad (39)$$

where $a_i = \begin{bmatrix} a_{i1} \\ a_{i2} \end{bmatrix}$.

Substituting (39) to (13), we obtain:

$$\hat{x}_d = \hat{f}_d + \sum_{i=1}^{n} a_i^T \chi_i Q_i x_d. \quad (40)$$

Let us apply a filter $\frac{1}{\int_0^t \tilde{v}_j^2 d\tau}$ to previous equation. After that the initial system can be transformed into linear regression form with $2n$ unknown parameters

$$\mathcal{Y} = \sum_{i=1}^{n} [a_{i1} \chi_{i1} \psi_i + a_{i2} \chi_{i2} \psi_i], \quad (41)$$

where

$$\mathcal{Y} = \begin{bmatrix} \mathcal{Y}_1 \\ \vdots \\ \mathcal{Y}_n \end{bmatrix} \quad \hat{x}_d = \begin{bmatrix} \hat{y}_1 \\ \vdots \\ \hat{y}_n \end{bmatrix} \quad \psi_i = \begin{bmatrix} \psi_{i1} \\ \vdots \\ \psi_{in} \end{bmatrix} = Q_i x_d$$

The linear regression model can be rewritten as a system of linear equations

$$\begin{cases} \mathcal{Y}_1 = \sum_{i=1}^{n} [a_{i1} \chi_{i1} \psi_{i1} + a_{i2} \chi_{i2} \psi_{i1}] \\ \vdots \\ \mathcal{Y}_n = \sum_{i=1}^{n} [a_{i1} \chi_{i1} \psi_{in} + a_{i2} \chi_{i2} \psi_{in}] \end{cases} \quad (42)$$

In force of the Assumption 2 every equation of the system (42) can be rewritten in the following form:

$$\mathcal{Y}_i = A_i^T \Phi_i \quad (43)$$

where:

$$A_i = a_i, \quad \Phi_i = \begin{bmatrix} x_{i1} \psi_{i1} \\ x_{i2} \psi_{i2} \end{bmatrix} \quad (44)$$

For estimation of the unknown vector $\mathcal{A}$, we suggest to use dynamical regression estimation and mixing (DREM) technology (Aranovskiy et al., 2017; Ortega et al., 2021a; Bobtsov et al., 2017) as it was developed in Bobtsov et al. (2021a). The observer can be written in the following form:

$$\dot{Y}_i = -\lambda_3 Y_i + \lambda_3 \Phi_i^T \psi_i, \quad \dot{\Omega} = -\lambda_3 \Omega_i + \lambda \Phi_i^T \Phi_i, \quad \dot{A}_i = -\gamma \Delta_i (\Delta_i \hat{A}_i - \mathcal{Z}_i), \quad (46)$$

with $\lambda_3 > 0$ and $\gamma_2 > 0$, $\hat{A}_i = \bar{a}_i$ with the definitions $\mathcal{Z}_i = \text{adj} \{ \Omega_i \} Y_i, \Delta_i = \text{det} \{ \Omega_i \}$.

Substituting $\bar{a}_{i1}, \bar{a}_{i2}$ into (37), we have

$$\tilde{\eta}_i(t) = \tilde{a}_{i1} \sin(\omega_i \phi(t)) + \tilde{a}_{i2} \cos(\omega_i \phi(t)). \quad (47)$$

We can obtain the unknown time-varying parameter $\theta_i(t)$ by substitution of $\tilde{a}_{i1}, \tilde{a}_{i2}$ and $\dot{\omega}_i$ (the proof is given in Bobtsov et al. (2022b))

$$\dot{\theta}_i(t) = \tilde{\eta}_i(t) + \delta = \tilde{a}_{i1} \sin(\tilde{\omega}_i t) + \tilde{a}_{i2} \cos(\tilde{\omega}_i t). \quad (48)$$

### 3.4 State observer for the system (1) (2)

Estimates of the state vector of (1), (2) can be found using generalized parameter estimation-based observer (GPEBO) technique (Ortega et al., 2021b) for systems with measurements delay from Bobtsov et al. (2021b). If we use the estimate of $\hat{\theta}_i(t)$ then we have the following identification algorithm.

By force of the Assumption 4 we consider the system (1), (2) in the form

$$\dot{\xi}(t) = A(t) \xi(t) + B(t) u(t) + \sum_{i=1}^{n} [\theta_i(t)], \quad (49a)$$

$$\dot{\Phi}_A(t) = \left( A(t) + \sum_{i=1}^{n} [\theta_i(t)] \right) \Phi_A(t), \quad \Phi_A(0) = I_n, \quad (49b)$$

and the gradient parameter estimator

$$\dot{\hat{\theta}}_i(t) = -\gamma_3 \mathcal{P}(t) [\mathcal{P} \hat{\theta}(t) - \mathcal{R}(t)], \quad (50)$$

with $\gamma_3 > 0$.

Let us define $\mathcal{R}(t)$ and $\mathcal{P}(t)$ as

$$\mathcal{R}(t) := \text{adj} \{ \Phi_A(\phi(t)) \} g(t), \quad (51a)$$

$$\mathcal{P}(t) := \text{det} \{ \Phi_A(\phi(t)) \}, \quad (51b)$$

where $\text{adj} \{ \}$ is the adjugate matrix.

Then we define the state estimate as

$$\hat{x}(t) = \xi(t) + \Phi_A(t) \hat{\theta}(t), \quad (52a)$$

$$\dot{\hat{\theta}}_i(t) = \frac{1}{1 - \omega_c(t)} [\hat{\theta}(t) - \omega_c(t) \hat{\theta}(0)] \quad (52b)$$

with

$$\omega(t) = -\gamma \mathcal{P}(t) u(t), \quad u(0) = 1, \quad (53)$$
and \( w_c(t) \) defined via the clipping function
\[
    w_c(t) = \begin{cases} 
        w(t) & \text{if } w(t) \leq 1 - \mu, \\
        1 - \mu & \text{if } w(t) > 1 - \mu, 
    \end{cases}
\]
where \( \mu \in (0, 1) \) is a designer chosen parameter.
Then \( \dot{x}(t) = x(t), \forall t \geq t_c, \) for some \( t_c \in (0, \infty) \)

**Proof.**

Consider error equation
\[
e(t) = x(t) - \xi(t).
\]
Then, taking into account \( \dot{\theta}(t) = \dot{\theta}(t) \) we have
\[
\dot{e}(t) = (A(t) - \theta(t))e(t).
\]
The solution for \( e(t) \) can be found in the following form
\[
e(t) = \Phi_A e(0),
\]
where \( e(0) = x(0) - \xi(0) \) and \( \Phi_A \) is the fundamental matrix defined by equation (49b).
For zero initial conditions in (49a) we have \( e(0) = x(0) \).
After substitution (57) into (55) we can write
\[
\Phi_A e(0) = x(t) - \xi(t).
\]
In (58) the unknown state vector \( x \) is used, but we can implement equation written in the following form
\[
\Phi_A(\phi(t))e(0) = x(\phi(t)) - \xi(\phi(t)),
\]
and we obtain linear regression equation
\[
g(t) = \Phi_A(\phi(t))e(0),
\]
where \( g(t) = x(\phi(t)) - \xi(\phi(t)) \).

Now we can find vector of initial conditions \( (\dot{e}(0)) \) using gradient approach (50) or \( (\dot{e}_T(0)) \) using finite time algorithm (52b). After estimation of initial condition the state vector can be found by (52a).

4. SIMULATION RESULTS

Consider system (1), (2) with the following parameters:
\[
f(x(t), u(t)) = A(y(t), u(t))x(t) + B(t)u(t),
\]
where \( A(y(t), u(t)) = \begin{bmatrix} 0 & 0.1 - 0.1 \sin(t) \\ -1 & -1 + 0.5 \cos(2t) \end{bmatrix} \)
\[
B(y(t), u(t)) = \begin{bmatrix} -1 \\ 4 \end{bmatrix}; \quad u = 2 \sin(t); \quad C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} ;
\]
\[
Q_1 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}; \quad Q_2 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad \omega_1 = 5, \quad \omega_2 = 5.
\]
For simulation the following initial conditions were used \( x(0) = \begin{bmatrix} -5 \\ 5 \end{bmatrix} \), \( \theta_1(0) = 3, \dot{\theta}_1(0) = 1.5, \theta_2(0) = 2, \dot{\theta}_2(0) = 1. \) As filter parameters \( \lambda_1 = \lambda_2 = \Lambda_2 = 1 \) were used. The constant delay in output signal is \( d = 2 \).

Fig. 1 demonstrates transients of identification error \( \dot{\omega}_1 = \theta - \dot{\omega}_1 \) for different values of adaptation gain \( \gamma_1 \). Fig. 2 demonstrates transients of identification error \( \dot{\omega}_2 = \theta - \dot{\omega}_2 \) for different values of adaptation gain \( \gamma_2 \). Fig. 3 and fig. 4 demonstrate transients of identification errors for four unknown coefficients of unknown functions \( \theta_1 \) and \( \theta_2 \) with different values of the adaptation gain \( \gamma_2 \) and fixed values of adaptation gains \( \gamma_1 = 1000 \) and \( \gamma_2 = 10000 \). For the estimation of this coefficients we use the estimated values of \( \omega_1 \) and \( \omega_2 \) obtained by (31). Fig. 5 and fig. 6 demonstrates transients of identification error \( \dot{\theta}_1 = \theta_1 - \dot{\theta}_1 \) and \( \dot{\theta}_2 = \theta_2 - \dot{\theta}_2 \) for different values of adaptation gain \( \gamma_2 \) and fixed values of adaptation gains \( \gamma_1 = 1000 \) and \( \gamma_2 = 10000 \).

As we have previously estimated the unknown time-varying parameters \( \theta_1(t) \) and \( \theta_2(t) \), we start estimation of the state vector. For the simulation we used \( \mu = 0.01 \) in (54) and the adaptation gain \( \gamma_3 = 100 \) in (50). The state vector observer is switched on after the \( \theta_1(t) \) and \( \theta_2(t) \) are estimated. On the fig. 7 and 8 the transients of state variables \( x_1(t) \) and \( x_2(t) \) and their estimates \( \hat{x}_1(t) \) and \( \hat{x}_2(t) \) are demonstrated. On the fig. 9 and 10 the transient of identification error \( \hat{x}_1 = x_1 - \hat{x}_1 \) and \( \hat{x}_2 = x_2 - \hat{x}_2 \) are demonstrated. The algorithm provides convergence of the identification error to zero in finite time.

5. CONCLUDING REMARKS

An adaptive observer for a nonlinear system (1), (2) with delayed measurements was presented. The system contains unknown time-variant parameters in the state matrix. At first we estimate constant parameters of the unknown sinusoidal function. Based on the obtained estimates we can calculate the time-varying parameters. After that we use finite time observer based on GPEBO+DREM technique to estimate unknown state vector. To demonstrate efficiency of the proposed algorithm the simulation results was presented.
Fig. 3. Transients of the error $\tilde{a}_{ij} = a_{ij} - \hat{a}_{ij}$ when the adaptation gain is $\gamma_2 = 1$

Fig. 4. Transients of the error $\tilde{a}_{ij} = a_{ij} - \hat{a}_{ij}$ when the adaptation gain is $\gamma_2 = 100$

Fig. 5. Transients of the error $\tilde{\theta}_i = \theta_i - \hat{\theta}_i$ when the adaptation gain is $\gamma_2 = 1$
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