Data Quality from the Detector Control System at the ATLAS Experiment
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Abstract. At the ATLAS experiment, the Detector Control System (DCS) is used to oversee detector conditions and supervise the running of equipment. It is essential that information from the DCS about the status of individual sub-detectors be extracted and taken into account when determining the quality of data taken and its suitability for different analyses. DCS information is written to the ATLAS conditions database and then summarised to provide a status flag for each sub-detector and displayed on the web. We discuss how this DCS information should be used, and the technicalities of making this summary.
1. Introduction
An essential part of data taking at ATLAS is monitoring the status of the hardware components, and the quality of the data taken. An important component of this is the monitoring of the Detector Control System (DCS) which supervises detector components and can provide information about conditions inside the detector. Information from the DCS should be taken into account when making a decision about whether to use a given dataset for physics analysis. After a brief overview of the Data Quality and DCS structures in sections 2 and 3, the implementation of a tool to provide an automatic summary of the status of the DCS for a given run (DCS Status Calculator) is discussed in section 4.

2. Data Quality Monitoring Framework
The ultimate goal of the Data Quality Monitoring Framework (DQMF) [1] is to indicate whether or not a given run is deemed suitable for use in physics analysis. The various components of the DQMF all provide status flags to signal if the checks made on a given subdetector (and thus the data taken from that detector) were satisfactory or not. The status flags are defined as follows:

- Good (green): Data can be used for physics analysis.
- Caution (yellow): Data has issues which can be solved by further reprocessing.
- Bad (red): Data cannot be used.
- Undefined (grey): Quality of data is not known.

Automatic checks from both online (while a run is taking place) and offline (up to 24 hours after a run has finished) detector monitoring are carried out and status flags for each individual subdetector are written to the offline database. A DCS status flag and detector ‘dead fraction’ (the proportion of the detector which failed one or more of the DCS requirements or was excluded from the run) are calculated offline automatically by the DCS Status Calculator and this output is also written to a folder in the offline database. These three statuses are combined with input from a data quality shifter (online) to provide a summary data quality status for each subdetector. Expert shifters (offline) from each sub-system can override this decision if necessary; otherwise this summary status is propagated through to become the final status.

This information is complemented by event displays which can provide 2-dimensional (Atlantis [2]) and 3-dimensional (VP1 [3]) representations of events. However, these are not used in making the final data quality decision. A summary of the ATLAS data quality monitoring framework is shown in figure 1.

3. Detector Control System (DCS)
The Detector Control System (DCS) supervises detector components and provides information about conditions inside the detector, for example temperature, state/status from the finite state machine (FSM), high voltage on a power supply etc. A full discussion of the DCS can be found in reference [4]. Some of the DCS quantities can affect the quality of data taken, and should therefore be monitored for use in the final data quality decision for data. Different quantities are useful for different subdetectors and the DCS Status Calculator has been designed to accommodate this.

All DCS information from the detector is written to the ATLAS online database (PVSS Oracle Archive). Every 15 minutes a process is run to copy a subset of this data to the offline database (via the COOL API [5]). Once the information is available from COOL, the DCS Status Calculator can be run, to summarise the DCS status. A schematic of the flow of DCS information is shown in figure 2.
4. DCS Status Calculator for Data Quality

The DCS Status Calculator summarises information from COOL folders to make a decision about the suitability of data for reprocessing. The number of luminosity blocks and the start and end times for a given run (UTC timestamps) are obtained from the database. This step is necessary because DCS information is indexed by timestamp, rather than run/luminosity block. Following this, DCS information for each detector channel and also (if requested) the detector configuration is collected. Any number of DCS inputs can be considered. A 5-bit bit-set is constructed for each channel, with information about whether or not it was excluded from the run, and a status representing the combined DCS inputs. Finally, all the channels are considered together to provide a detector dead fraction, and based on this, a status flag. This process is depicted in figure 3.

The framework for running the DCS Status Calculator automatically and a library of standard functions (e.g., converting run number to timestamp, reading information from the database, comparing different inputs etc) is provided by the ATLAS Data Quality group, but the subdetector groups are responsible for configuring the tool for their own system. There are two elements to the configuration. Firstly, an XML file containing database connection information, paths to folders, variable names, and criteria for that variable being good/caution and for the detector to be good/caution/bad. The subdetector groups are also responsible for maintaining a second file, from which library functions are called. Any subdetector specific functions (e.g., to look at detector configuration) are defined here too. The structure of the package is shown in figure 4.
Figure 3. The DCS Status Calculator process: Once a run number is entered, the corresponding timestamps are obtained. Then DCS information for each subdetector channel is collected and compared with the detector configuration (if requested). Finally, these inputs are all combined and a detector ‘dead fraction’ and status are written to the database.

Figure 4. Structure of the DCS Status Calculator, showing the different components of the tool and where the responsibility for each lies.

4.1. Automatic Running
Run numbers are obtained from an RSS feed. This is both updated and polled every 10 minutes and returns an XML file with information about any runs which have started or are ongoing since the last update. This file is then parsed to obtain the relevant information and the run numbers are collected. Once an hour the DCS Status Calculator runs over this list of run numbers. Precautions are taken to ensure that runs have finished and that sufficient time for all information to be written to COOL has elapsed.
4.2. Viewing Output

The status flags output by the DCS Status Calculator can be easily viewed using a standard ATLAS tools, including a web-based database browser. An example of the database browser is shown in figure 5. This tool is widely used within the data quality group to browse database entries from all data quality inputs (online and offline automatic checks and shifter inputs), as well as the DCS results.

![Database Browser Screenshot](image)

**Figure 5.** Data quality results can be viewed online using a database browser.

5. Summary and conclusion

A framework for summarising DCS information on a per run and per subdetector basis has been implemented and has been running successfully since September 2008. It is now used by the entire ATLAS inner detector (pixel detector, Semi-Conductor Tracker (SCT) and Transition Radiation Tracker (TRT)), electromagnetic (Liquid Argon) calorimeter and two out of the four muon sub-systems (Monitored Drift Tubes (MDT) and Resistive Plate Chambers (RPC)). Details on all ATLAS sub-detector systems can be found in reference [7]. The remaining ATLAS subdetectors are expected to join by the time data taking starts in Autumn 2009. The summaries provided by the DCS Status Calculator contribute to the final data quality status flag to indicate a run’s suitability for physics analysis.

References

[1] Corsu-Radu A, Hadavand H, Haaschild M, Kehoe R, Kolos S, Data Quality Monitoring Framework for the ATLAS Experiment at the LHC, 2007, *IEEE Trans Nucl. Sci.* 54, 5

[2] Konstantindis NP et al, The Atlantis event visualisation program for the ATLAS experiment, 2004, *Computing in High Energy Physics and Nuclear Physics 2004*, 361

[3] Boudreau J, Kittelmann T, Tsulaia V, [online], [http://atlas-vp1.web.cern.ch/atlas-vp1/index.php](http://atlas-vp1.web.cern.ch/atlas-vp1/index.php)

[4] Schlenker S et al, The detector control system of the ATLAS experiment, 2008, *JINST*. 3 P05006

[5] COOL Package Documentation, [Online], [http://lcgapp.cern.ch/doxygen/COOL/COOL_2_6_0/doxygen/html/](http://lcgapp.cern.ch/doxygen/COOL/COOL_2_6_0/doxygen/html/)

[6] Roe S, [Online], [http://atlas-service-runinformation.web.cern.ch/atlas-service-runinformation/feed.xml](http://atlas-service-runinformation.web.cern.ch/atlas-service-runinformation/feed.xml)

[7] ATLAS, Detector and physics performance technical design report, 1999, *CERN-LHCC-99-15*