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Abstract
Despite the huge success of deep neural networks (NNs), finding good mechanisms for quantifying their prediction uncertainty is still an open problem. Bayesian neural networks are one of the most popular approaches to uncertainty quantification. On the other hand, it was recently shown that ensembles of NNs, which belong to the class of mixture models, can be used to quantify prediction uncertainty. In this paper, we build upon these two approaches. First, we increase the mixture model’s flexibility by replacing the fixed mixing weights by an adaptive, input-dependent distribution (specifying the probability of each component) represented by NNs, and by considering uncountably many mixture components. The resulting class of models can be seen as the continuous counterpart to mixture density networks and is therefore referred to as compound density networks (CDNs). We employ both maximum likelihood and variational Bayesian inference to train CDNs, and empirically show that they yield better uncertainty estimates on out-of-distribution data and are more robust to adversarial examples than the previous approaches.

1. Introduction
Deep neural networks (NNs) have achieved state-of-the-art performance in many application areas, such as computer vision (Krizhevsky et al., 2012) and natural language processing (Collobert et al., 2011). However, despite achieving impressive prediction accuracy on these supervised machine learning tasks, NNs do not provide good ways of quantifying predictive uncertainty. This is undesirable for many mission-critical applications, where taking wrong predictions with high confidence could have fatal consequences (e.g. in medical diagnostics or autonomous driving).

A principled and the most explored way to quantify the uncertainty in NNs is through Bayesian inference. In the so-called Bayesian neural networks (BNNs) (Neal, 1995), the NN parameters are treated as random variables and the goal of learning is to infer the posterior probability distribution of the parameters given the training data. Since exact Bayesian inference in NNs is computationally intractable, different approximation techniques have been proposed (Neal, 1995; Blundell et al., 2015; Hernández-Lobato & Adams, 2015; Ritter et al., 2018, etc.). Given the (approximate) posterior, the final predictive distribution is obtained as the expected predictive distribution under the posterior. This expectation can be seen as an ensemble of an uncountably infinite number of predictors, where the prediction of each model is weighted by the posterior probability of the corresponding parameters.

Based on a Bayesian interpretation of dropout (Srivastava et al., 2014), Gal & Ghahramani (2016) proposed to apply it not only during training but also when making predictions to estimate predictive uncertainty. Interestingly, dropout has been also interpreted as ensemble model (Srivastava et al., 2014) where the predictions are averaged over the different NNs resulting from different dropout-masks. Inspired by this, Lakshminarayanan et al. (2017) proposed to use a simple NN ensemble to quantify the prediction uncertainty, i.e. to train a set of independent NNs using a proper scoring rule and defining the final prediction as the arithmetic mean of the outputs of the individual models, which corresponds to defining a uniformly-weighted mixture model. It is argued, that the model is able to encode two sources of uncertainty by calibrating the target uncertainty (i.e. uncertainty in target y given input x) in each component and capturing the model uncertainty by averaging over the components.

In this paper, we therefore aim at further investigating the potential that lies in employing mixture distributions for uncertainty quantification. The flexibility of the mixture model can be increased by learning input-conditioned mixture weights like it is done by mixture density networks (MDNs) (Bishop, 1994). Furthermore, one can consider uncountably many component distributions instead of a finite set, which turns the mixture distribution into a compound distribution. We combine both by deriving the continuous counterpart of MDNs, which we call compound density networks (CDNs).
These networks can be trained by likelihood maximization. Moreover, variational Bayes can be employed to infer the posterior distribution over the CDN parameters, leading to a combination of the mixture model and the Bayesian approach to uncertainty modeling. We experimentally show that CDNs allow for better uncertainty quantification and are more robust to adversarial examples than previous approaches.

This paper is organized as follows. In Section 2 we give a brief introduction to MDNs. We then formally define CDNs in Section 3. We review related work in Section 4 and present a detailed experimental analysis in Section 5. Finally, we conclude our paper in Section 6.

2. Mixture Density Networks

Let \( D = \{x_n, y_n\}_{n=1}^N \) be an i.i.d dataset. Let us define the following conditional mixture model

\[
p(y|x) = \sum_{k=1}^K p(y; \phi_k(x)) p(\phi_k(x); \pi(x)),
\]

and an NN that maps \( x \) onto both the parameters \( \pi(x) \) of the mixing distribution and the parameters \( \{\phi_k(x)\}_{k=1}^K \) of the \( K \) mixture components. The complete system is called mixture density network (MDN) and was proposed by Bishop (1994). That is, an MDN is an NN parametrizing a conditional mixture distribution, where both the mixture components and the mixture coefficients depend on input \( x \).

MDNs can be trained by maximizing the log-likelihood of the parameters of the NN given the training set \( D \) using gradient-based optimizers such as stochastic gradient descent (SGD) and its variants.

As MDNs, CDNs can be trained by maximizing the log-likelihood of \( \psi \) given the data set \( D \). Moreover, one can add a regularization term encouraging the mixing distribution to stay close to some distribution \( \rho(\theta) \), which leads to the objective

\[
\mathcal{L}_{\text{ML}}(\psi) := \sum_{n=1}^N \log \mathbb{E}_{p(\theta|g(x_n; \psi))} [p(y_n; f(x_n; \theta))] - \lambda \sum_{n=1}^N D_{\text{KL}}[\rho(\theta; g(x_n; \psi))\|p(\theta)]
\]

where \( \lambda \) is a hyperparameter controlling the strength of the regularization.

Alternatively, we can turn CDNs into Bayesian models by defining a prior \( p(\psi) \) over \( \psi \) and employing variational Bayes (VB) (Hinton & Van Camp, 1993) to infer an approximate posterior \( q(\psi; \omega) \approx p(\psi|D) \) by maximizing the evidence lower bound (ELBO):

\[
\mathcal{L}_{\text{VB}}(\omega) := \sum_{n=1}^N \mathbb{E}_{q(\psi; \omega)}[\log \mathbb{E}_{p(\theta|g(x_n; \psi))} [p(y_n; f(x_n; \theta))] - D_{\text{KL}}[q(\psi; \omega)\|p(\psi)].
\]
Algorithm 1 The training procedure of CDNs with $\mathcal{L}_{ML}$.

Require:
- Mini-batch size $M$, number of samples $S$ of $\theta$, regularization strength $\lambda$, and learning rate $\alpha$.

1: while the stopping criterion is not satisfied do
2: \vspace{1mm}
3: \hspace{3mm} \{ $(x_m, y_m)_{m=1}^M \sim D$ \}
4: \hspace{3mm} for $m = 1, \ldots, M$; $s = 1, \ldots, S$ do
5: \hspace{6mm} $\theta_{ms} \sim p(\theta; g(x_m; \psi))$
6: \hspace{6mm} $\phi_s(x_m) = f(x_m; \theta_{ms})$
7: \hspace{3mm} end for
8: $\mathcal{L}(\psi) = \sum_{m=1}^M \log \frac{1}{S} \sum_{s=1}^S p(y_m; \phi_s(x_m)) - \lambda \sum_{m=1}^M D_{KL}[p(\theta; g(x_m; \psi)) || p(\theta)]$
9: $\psi \leftarrow \psi + \alpha \nabla \mathcal{L}(\psi)$
10: end while

Given the approximate posterior the predictive distribution of the Bayesian CDN is defined as

$$p(y|x) = \int p(y|x; \psi)q(\psi; \omega)\, d\psi, \quad (6)$$

which is approximated based on samples of $\psi$ and $\theta$.

We present pseudocode for training CDNs with $\mathcal{L}_{ML}$ in Algorithm 1.\footnote{Pseudocode for training CDNs with $\mathcal{L}_{VB}$ is presented in the supplement.} Note that CDNs correspond to an abstract framework for modeling compound distributions with NNs, i.e. we still need to concretely define the stochastic NN $f(x; \theta)$ and choose the statistical models for the mixture components and the mixing distribution.

### 3.1. Probabilistic hypernetworks

Ha et al. (2017) proposed to (deterministically) generate the parameters of an NN by another NN, which they call the hypernetwork\footnote{Specifically, they propose to apply a hypernetwork to compute the weight matrix of a recurrent NN at each time-step, given the current input and the previous hidden state.}. We would like to follow this approach for modeling a CDN, i.e. we aim at modeling the mixing distribution $p(\theta; g(x; \psi))$ over network parameters by NNs. Since now the hypernetworks map $x$ to a distribution over parameters instead of a specific value $\theta$, we refer to them as probabilistic hypernetworks. In the following, we will describe this idea in more detail.

Let $f$ be a multi-layer perceptron (MLP) with $L$-layers, parametrized by a set of layers’ weight matrices\footnote{We assume that the bias parameters are absorbed into the weight matrix.} $\theta = \{W_1\}_{i=1}^L$, that computes the parameters $\phi(x) = f(x; \theta)$ of the CDNs component distribution in eq. (3). Let $h_1, \ldots, h_{L-1}$ denote the states of the hidden layers, and let us define $h_0 = x$, and $h_L = f(x; \theta)$. We now assume the weight matrices $\{W_i\}_{i=1}^L$ to be random variables and to be independent of each other given the state of the previous hidden layer. We define a series of probabilistic hypernetworks $g = \{g_i\}_{i=1}^L$ (parametrized by $\psi = \{\psi_i\}_{i=1}^L$), where $g_i$ maps $h_{i-1}$ to the parameters of the distribution of $W_i$, and let the joint distribution over $\theta$ be given by

$$p(\theta; g(x; \psi)) := \prod_{i=1}^L p(W_i; g_i(h_{i-1}; \psi_i)). \quad (7)$$

An illustration of a stochastic two-layer network $f(x; \theta)$ computing $\phi(x)$, where the distribution of the parameters is given by probabilistic hypernetworks as defined in eq. (7), is given in Figure 1.

### 3.2. Probabilistic hypernetworks with matrix variate normals

A statistical model that was recently applied as the posterior over weight matrices in BNNs (Louizos & Welling, 2016; Sun et al., 2017; Zhang et al., 2018; Ritter et al., 2018) is the matrix variate normal (MVN) distribution (Gupta & Nagar, 1999). An MVN is parametrized by three matrices: a mean matrix $M$ and two covariance factor matrices $A$ and $B$. It is connected to the multivariate Gaussian by the following equivalence

$$X \sim \mathcal{MN}(X; M, A, B) \iff \text{vec}(X) \sim \mathcal{N}(\text{vec}(X); \text{vec}(M), B \otimes A), \quad (8)$$

where $\text{vec}(X)$ denotes the vectorization of matrix $X$. Due to the Kronecker factorization of the covariance, an MVN requires fewer parameters compared to a multivariate Gaussian, which motivates us to use it as the distribution over weight matrices in this work. Furthermore, we assume that the covariance factor matrices are diagonal matrices, following Louizos & Welling (2016). That is, we choose the mixture distribution of the CDN to be

$$p(\theta; g(x; \psi)) = \prod_{i=1}^L \mathcal{MN}(W_i; g_i(h_{i-1}; \psi_i)) \quad (9)$$

$$= \prod_{i=1}^L \mathcal{MN}(W_i; M_i, \text{diag}(a_i), \text{diag}(b_i)), \quad (9)$$

![Figure 1: An example of a probabilistic hypernetwork applied to a two-layer MLP.](image-url)
where \( g_l \) maps the state \( h_{l-1} \) of the previous hidden layer onto the \( l \)-th MVN’s parameters \( \{ \mathbf{M}_l, \mathbf{a}_l, \mathbf{b}_l \} \) defining the distribution over \( \mathbf{W}_l \). Suppose \( \mathbf{W}_l \in \mathbb{R}^{r \times c} \), then the corresponding MVN distribution has \( rc + r + c \) parameters, which is more efficient compared to \( rc + rc \) parameters when modeling \( \mathbf{W}_l \) as fully-factorized Gaussian random variable. To further reduce the model complexity we use a vector-scaling parametrization similar to the one used by Ha et al. (2017) and Krueger et al. (2017) for the mean matrices \( \{ \mathbf{M}_l \}_{l=1}^L \). We detail this parametrization in the supplement.

For the regularization during ML training (eq. (4)), we define the prior over \( \theta \) to be \( p(\theta) := \prod_{l=1}^{L} \mathcal{MN}(\mathbf{W}_l; 0, \mathbf{I}, \mathbf{I}) \). Meanwhile, to perform variational Bayes (eq. (5)), the prior over \( \psi \) is assumed to be the product of standard MVNs (similar to \( p(\theta) \)), while the variational posterior is defined as product of diagonal MVNs with variational parameters \( \omega \), following Louizos & Welling (2016). That is, for CDNs trained with VB, we assume each probabilistic hypernetwork \( g_l \) to be a variational matrix Gaussian (VMG), the BNN proposed by Louizos & Welling (2016).

Note that using the mixing distribution and approximate posterior as defined above allows us to apply the reparametrization trick (Louizos & Welling, 2016). Furthermore, the KL-divergence term in eq. (5) can be computed in closed form, as also noted by Louizos & Welling (2016).

4. Related work

Various approaches for quantifying predictive uncertainty in NNs have been proposed. Applying Bayesian inference to NNs, i.e. treating the network parameters as random variables and estimating the posterior distribution given the training data based on Bayes’ theorem, results in BNNs (MacKay, 1992; Neal, 1995; Graves, 2011; Blundell et al., 2015; Louizos & Welling, 2016; Sun et al., 2017; Louizos & Welling, 2017; Ritter et al., 2018; Zhang et al., 2018, etc). Since the true posterior is intractable, BNNs are trained based on approximate inference methods such as variational inference (VI) (Peterson, 1987; Hinton & Van Camp, 1993; Graves, 2011; Blundell et al., 2015), Markov Chain Monte Carlo (Neal, 1995), or Laplace approximation (MacKay, 1992; Ritter et al., 2018). The final prediction is then given by the expectation of the network prediction (given the parameters) w.r.t. the approximate posterior distribution. In VI, many modeling choices for BNNs’ approximate posterior have been proposed. Louizos & Welling (2016) proposed to train BNNs with an MVN as the approximate posterior of each weight matrix (leading to a model they refer to as VMG). Multiplicative normalizing flow (MNF) (Louizos & Welling, 2017) models the approximate posterior as a compound distribution, where the mixing density is given by a normalizing flow. Zhang et al. (2018) also use an MVN approximate posterior and apply approximate natural gradient (Amari, 1998) based maximization on the VI objective, which results in an algorithm called noisy K-FAC. Meanwhile, the Kronecker-factored Laplace approximation (KFLA) (Ritter et al., 2018) extends the classical Laplace approximation by using an MVN approximate posterior with tractable and efficiently computed covariance factors, based on the Fisher information matrix.

Models with similar functional form as CDNs, i.e. \( p(y|x; \psi) = \int p(y|x; \theta)p(\theta|x; \psi) d\theta \), have been previously studied in various settings. The deep variational information bottleneck (VIB) (Alemi et al., 2017) assumes \( \theta \) to be the hidden units of a certain layer instead of the parameters of an NN and trains the model with an objective derived from the information bottleneck method (Tishby et al., 2001). Interestingly, this objective gets equivalent to the ML objective for CDNs when approximated based on a single sample of \( \theta \). Malinin & Gales (2018) proposed Prior Networks (PNs) which can be described by \( p(y|x) = \int p(y|x; \theta)p(\theta|x; \psi) d\theta \) and aim at modeling data uncertainty with the component distribution and what they call “distributional uncertainty” (i.e. uncertainty due to mismatch between the distributions of test and training data) with the mixture distribution. Specifically, they propose Dirichlet Prior Networks (DPNs) for uncertainty quantification in classification tasks, where \( p(\theta|x; \psi) \) is assumed to be Dirichlet distribution. In contrast to CDNs, DPNs use only a single NN to parametrize the model and an objective that augments likelihood maximization/KL-divergence minimization by a term explicitly making use of out-of-distribution samples. Depeweg et al. (2017; 2018) investigated BNNs with latent variables \( \theta \) (referred to as BNN+LV), which can be described by \( p(y|x) = \int \int p(y|x; \theta, \psi)p(\theta|x; \psi)p(\psi) d\theta d\psi \). This model is similar to VB-CDNs, but in contrast assumes that \( \theta \) is independent of \( \psi \), which serves as additional input to the component distribution instead. Furthermore, BNN+LV employ an \( \alpha \)-divergence-based objective, instead of the ELBO.

There have been several concurrent works (Krueger et al., 2017; Louizos & Welling, 2017; Pawlowski et al., 2017; Sheikh et al., 2017) applying hypernetworks (Jia et al., 2016; Ha et al., 2017) to model the posterior distribution over network parameters in BNNs. Krueger et al. (2017) and Louizos & Welling (2017) use normalizing flows, while Pawlowski et al. (2017) and Sheikh et al. (2017) use arbitrary NNs as their hypernetworks. Note, that in Bayesian CDNs the hypernetworks themselves become BNNs.

Gal & Ghahramani (2016) developed a theoretical framework that relates dropout training in NNs to approximate Bayesian inference and, as a result, proposed to approximate the predictive distribution by an average over the different networks resulting from independently sampled dropout-
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Figure 2: Comparison of the predictive distributions given by the CDNs and the baselines on toy datasets with homoscedastic noise and few samples (first row) and heteroscedastic noise and more samples (second row). Black lines correspond to the true noiseless function, red dots correspond to samples, orange lines and shaded regions correspond to the empirical mean and the ±3 standard deviation of the predictive distribution, respectively. The VB-CDN is the only model able to capture both the epistemic uncertainty on the first and the aleatoric on the second dataset.

We estimate the predictive distribution $p(y|x)$ of the CDNs, based on 100 joint samples of $\psi \sim q(\psi; \omega), \theta \sim p(\theta; g(x; \psi))$ for VB-CDNs and 100 samples of $\theta \sim p(\theta; g(x; \psi))$ for ML-CDNs. We also draw 100 samples from the posterior to approximate the predictive distribution of BNN baselines. If not stated otherwise, we use a single sample to perform Monte Carlo integration during training. We pick the regularization hyperparameter $\lambda$ for ML-CDNs (eq. (4)) out of the set $\{10^{-4}, 10^{-5}, 10^{-6}, 10^{-7}, 10^{-8}\}$ which maximizes the validation accuracy. We use Adam (Kingma & Ba, 2015) with default hyperparameters for optimization in all experiments and the implementations provided by Louizos & Welling (2017)\textsuperscript{8} and Zhang et al. (2018)\textsuperscript{9} for MGF and noisy K-FAC, respectively. Where mini-batching is necessary, e.g. on MNIST and CIFAR-10, we use minibatches of size 200. All models are optimized over 10000 iterations in the toy regression experiments, 20000 iterations (≈67 epochs) in experiments on MNIST and Fashion-MNIST, and 100 epochs in experiments on CIFAR-10.

5. Experiments

We consider several standard tasks in our experimental analysis: 1D toy regression problems inspired by Hernández-Lobato & Adams (2015) (Section 5.1), classification under out-of-distribution data (Section 5.2), and detection of and defense against adversarial examples (Szegedy et al., 2014) (Section 5.3). We refer to the CDNs that are trained via $\mathcal{L}_\text{ML}$ (eq. (4)) and $\mathcal{L}_\text{VB}$ (eq. (5)) as ML-CDNs and VB-CDNs, respectively. The following recent models (described in Section 4) are considered as the baselines: VMG, MNF, DPN, noisy K-FAC, MC-dropout, and Deep Ensemble.\textsuperscript{7}

We choose ReLU and hyperbolic tangent as the nonlinearities, and Zhang et al. (2018) for MNF and noisy K-FAC, respectively. Where mini-batching is necessary, e.g. on MNIST and CIFAR-10, we use minibatches of size 200. All models are optimized over 10000 iterations in the toy regression experiments, 20000 iterations (≈67 epochs) in experiments on MNIST and Fashion-MNIST, and 100 epochs in experiments on CIFAR-10. We chose ReLU and hyperbolic tangent as the nonlinearities of the ML-CDNs' and VB-CDNs' hypernetworks, respectively. For the details on the selection of the model-specific hyperparameters of the baselines, we refer the reader to the supplementary material. The source code for all our experiments is available at https://github.com/gd-zhang/noisy-K-FAC.

5.1. Toy regression

Following Hernández-Lobato & Adams (2015), we generate the first toy regression dataset as follows: We sample 20 input points $x \sim \mathcal{U}([-4, 4])$ and their target values $y = x^3 + \epsilon$, where $\epsilon \sim \mathcal{N}(0, 3^2)$, i.e. the data noise is homoscedastic. We aim at analyzing how well the target function is modeled over the larger interval $[-6, 6]$. Having only few data points, it is a desirable property of a model to express high (epistemic) uncertainty in regions with no or only few samples, e.g. between $-6$ and $-4$ or $4$ and $6$. The second toy regression dataset is constructed by sampling 100 data points as

\textsuperscript{7}Additional baselines are investigated in the supplement.

\textsuperscript{8}https://github.com/AMLab-Amsterdam/MNF_VBNN

\textsuperscript{9}https://github.com/gd-zhang/noisy-K-FAC
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above, this time with different scale of noise in different intervals: \( \epsilon \sim \mathcal{N}(0, 3^2) \), if \( x \geq 0 \) and \( \epsilon \sim \mathcal{N}(0, 15^2) \), otherwise. This dataset is designated for testing whether a model can capture heteroscedastic aleatoric uncertainty.

In these experiments, we use a two-layer MLP with 100 hidden units as the predictive network, while the hypernetworks of the CDNs \( (g_1 \text{ and } g_2) \) are modeled with two-layer MLPs with 10 hidden units each. Three samples of \( \theta \) (along with a single sample of \( \psi \) in the case of the VB-CDN) are used to approximate the objectives during training of both CDNs and BNNs.\(^{10}\) A regularization hyperparameter of \( \lambda = 10^{-3} \) is used for training the ML-CDNs.

The results for the first data set (shown in the first row of Figure 2) demonstrate that the VB-CDN is capable of capturing the epistemic uncertainty like other Bayesian models. This is not the case for the ML-CDN (which displays high confidence everywhere) and the DE (which captures only the uncertainty on the left side). This demonstrates the benefits of using a Bayesian approach for capturing parameter uncertainty. On the other hand, the mixture models, i.e. the CDNs and the DE, are the only ones able to capture the aleatoric uncertainty on the second dataset, as shown in the second row of Figure 2. This can be explained by the ability of CDNs and DEs to model input-dependent variance.

To further investigate the different roles in uncertainty modeling of the mixing distribution and the approximate posterior of VB-CDNs, we compare their average variance (over parameters and samples).\(^{11}\) On the first data set, the average variance of the mixing distribution is 0.356 and that of the posterior distribution is 0.916. On the second data set the average variance of the posterior distribution is 0.429 and that of the mixing distribution is 0.618 for \( x < 0 \) and 0.031 for \( x \geq 0 \). Therefore, the variance of the posterior is reduced on the second data set (as desired for more training data) while the mixing distribution successfully captures the higher data uncertainty for \( x < 0 \), indicating that the approximate posterior successfully models epistemic and the mixing distribution aleatoric uncertainty.

5.2. Out-of-distribution classification

Following Lakshminarayanan et al. (2017), we train all models on the MNIST training set\(^{12}\) and investigate their performance on the MNIST test set and the notMNIST dataset\(^{13}\), which contains images (of the same size and format as MNIST) of letters from the alphabet instead of handwritten digits. On such an out-of-distribution (OOD) test set, the predictive distribution of an ideal model should have maximum entropy, i.e. it should have a value of \( \ln 10 \approx 2.303 \) which would be achieved if all ten classes are equally probable. The predictive NN used for this experiment is an MLP with a 784-100-10 architecture.

We present the results in Figure 3a and b, where we plotted the cumulative distribution function (CDF) of the empirical entropy of the predictive distribution, following Louizos & Welling (2017). A CDF curve close to the top-left corner of the figure implies that the model yields mostly low entropy predictions.

\( ^{10}\)On these toy datasets, we found that using more than one sample is crucial for the results of the CDNs (i.e. results for using just one sample look similar to that of the VMG and Noisy K-FAC as can be seen in the supplement), while it does not significantly change the behaviour of the BNNs.

\( ^{11}\)We picked 1000 evenly spaced points from \([-6, 6]\) and \([-4, 4]\) respectively and approximated the means over the posterior with 100 samples.

\( ^{12}\)We use Fashion-MNIST as OOD data for training the DPN.

\( ^{13}\)http://yaroslavvb.blogspot.com/2011/09/notmnist-dataset.html.
entropy predictions, indicating that the model is very confident. While one wishes to observe high confidence on data points similar to those seen during training, the model should express uncertainty when exposed to OOD data. That is, we prefer a model to have a CDF curve closer to the bottom-right corner on notMNIST, as this implies it makes mostly uncertain (high entropy) predictions, and a curve closer to the upper-left corner for MNIST. As the results show, the VB-CDN yields high confidence on the test set of MNIST while having significantly lower confidence on notMNIST compared to all baseline models, except the DPN. Note however, that training DPNs requires additional data (which makes the comparison unfair) and that the DPN’s prediction accuracy and confidence on the MNIST test set are low compared to all other models. For the ML-CDN, we observe that it is more confident than all other models on within-distribution data, at the expense of showing lower uncertainty on OOD data than the VB-CDN. On the more challenging OOD task introduced by Alemi et al. (2018) where Fashion-MNIST (Xiao et al., 2017) is used as training set, while the vanilla and the up-down flipped test set of Fashion-MNIST are used for evaluation (Figure 3c and d), the results are less pronounced, but the CDNs still show a performance competitive to that of the baseline models.

![Figure 4: Prediction accuracy and average entropy of models trained on MNIST when attacked by FGSM-based adversarial examples (Goodfellow et al., 2015) with varying perturbation strength.](image)

| Perturbation strength | Accuracy | Entropy |
|-----------------------|----------|---------|
| 0.0                   | 0.8      | 0.2     |
| 0.2                   | 0.5      | 0.4     |
| 0.4                   | 0.3      | 0.6     |
| 0.6                   | 0.2      | 0.8     |
| 0.8                   | 0.1      | 1.0     |

5.3. Adversarial examples

To investigate the robustness and detection performance of CDNs w.r.t. adversarial examples (Szegedy et al., 2014), we apply the Fast Gradient Sign Method (FGSM) (Goodfellow et al., 2015) to a 10% fraction (i.e. 1000 samples) of the MNIST, Fashion-MNIST (Xiao et al., 2017), and CIFAR-10 test set. We do so, by making use of the implementation provided by Cleverhans (Papernot et al., 2018). We employ a transfer learning scheme by using DenseNet-121 (Huang et al., 2017) trained on ImageNet, as a fixed feature extractor for CIFAR-10. The predictive network for both MNIST and CIFAR-10 is a two-layer MLP with 100 hidden units. The probabilistic hypernetworks are two-layer MLPs with 50 hidden units. Note, that we do not use adversarial training when training the Deep Ensemble in this experiment to allow for a fair comparison. Furthermore, we use SVHN (Netzer et al., 2011) as the OOD training set for DPN baseline.

**MNIST:** Figure 4 presents the accuracy and the average empirical entropy of the predictive distribution w.r.t. adversarial examples for MNIST with varying levels of perturbation strength (between 0 and 1). We observe that the CDNs are more robust to adversarial examples than all baseline models. More specifically, the ML-CDN is significantly more robust in terms of accuracy to adversarial examples than all other models, while showing a competitive and nicely increasing entropy. The VB-CDN has only slightly better prediction accuracy but attains higher uncertainty than all the baselines except the DPN. Moreover, it shows uncertainties close to that of the DPN, while having higher accuracy and without needing additional data during training. Furthermore, we found that using more samples of $\theta$ during

![Figure 5: Accuracy and average entropy of CDNs and a BNN (Noisy K-FAC) under FGSM attack, with varying number of samples of $\theta$ used during training. Circles indicate accuracy, while crosses indicate entropy. The y-axis represents both the accuracy and the entropy relative to the maximum entropy (i.e. ln 10). While using more samples during training significantly improves the overall performance of CDNs, it only has little impact for BNNs (Noisy K-FAC and VMG).](image)
training is beneficial for the robustness of both ML-CDNs and VB-CDNs, as shown in Figure 5. This behavior is significantly more pronounced for CDNs than for BNNs (as exemplary shown for Noisy K-FAC and VMG). When using 10 samples per iteration during training the accuracy stays over 0.7 and 0.5 for ML-CDNs and VB-CDNs respectively, even for strong perturbations. As shown in Figure 6, even when the adversarial examples are stronger, i.e. estimated by averaging over multiple forward-backward passes, the performance of both CDNs is only marginally decreased (for VB-CDNs, it stays almost unchanged).

Fashion-MNIST: The results on Fashion-MNIST are shown in Figure 7: Overall the same observations and conclusions can be made as for MNIST. We note that strangely, the DPN’s uncertainty estimate is decreasing with increasing perturbation strength.

CIFAR-10: The results shown in Figure 8 demonstrate that the VB-CDN is competitive to other state-of-the-art models on CIFAR-10. The ML-CDN does not reflect uncertainty very well but has slightly higher accuracy than other models.

6. Conclusion

We introduce compound density networks (CDNs), a new class of models that allows for better uncertainty quantification in neural networks (NNs) and corresponds to a compound distribution (i.e. a mixture with uncountable components) in which both the component distribution and the input-dependent mixing distribution are parametrized by NNs. CDNs are inspired by the success of recently proposed ensemble methods and represent a continuous generalization of mixture density networks (MDNs) (Bishop, 1994). They can be implemented by using hypernetworks to map the input to a distribution over the parameters of the target NN, that models a predictive distribution. For training CDNs, regularized maximum likelihood or variational Bayes can be employed. Extensive experimental analyses showed that CDNs are able to produce promising results in terms of uncertainty quantification. Specifically, Bayesian CDNs are able to capture epistemic as well as aleatoric uncertainty, and yield very high uncertainty on out-of-distribution samples while still making high confidence predictions on within-distribution samples. Furthermore, when facing FGSM-based adversarial attacks, the predictions of CDNs are significantly more robust in terms of accuracy than those of previous models. This robustness under adversarial attacks is especially pronounced for CDNs trained with a maximum likelihood objective, but also clearly visible for Bayesian CDNs, which also provide a better chance of detecting the attack by showing increased uncertainty compared to the baselines. These promising experimental results indicate the benefits of applying a mixture model approach in conjunction with Bayesian inference for uncertainty quantification in NNs. We will investage other implementations of CDNs and adaptions to recurrent and convolutional NNs in future.
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A. Pseudocode

We show the pseudocodes for training CDNs via maximization of the ELBO in Algorithm 2.

Algorithm 2 The training procedure of VB-CDNs.

Require: Mini-batch size $M$, number of samples $S$ used for Monte Carlo integration of $\theta$, and learning rate $\alpha$.
1: while the stopping criterion is not satisfied do
2: $\{x_m, y_m\}_{m=1}^M \sim \mathcal{D}$
3: $\psi \sim q(\psi; \omega)$ \Comment{Sample $\psi$ from the variational posterior}
4: for $m = 1, \ldots, M$; $s = 1, \ldots, S$ do
5: $\theta_{ms} \sim p(\theta; g(x_m; \psi))$
6: $\phi_s(x_m) = f(x_m; \theta_{ms})$
7: end for
8: $L(\omega) = \sum_{m=1}^M \log \frac{1}{S} \sum_{s=1}^S p(y_m; \phi_s(x_m)) - D_{KL}[q(\psi; \omega)\parallel p(\psi)]$ \Comment{Update variational parameters $\omega$}
9: $\omega \leftarrow \omega + \alpha \nabla L(\omega)$
10: end while

B. Details about the matrix variate normal (MVN)

Let $X \in \mathbb{R}^{r \times c}$ and $p(X) := \mathcal{MN}(X; \mathcal{M}, \text{diag}(a), \text{diag}(b))$. Following Louizos & Welling (2016), the procedure to sample from $p(X)$ by employing the reparametrization trick (Kingma & Welling, 2014) and the closed-form expression of the KL-divergence to $\mathcal{MN}(0, I, I)$ are presented in the following sections.

B.1. Reparametrization trick

Let $E \in \mathbb{R}^{r \times c}$. Sampling $p(X)$ can be done by

$$
E \sim \mathcal{MN}(0, I) \iff \epsilon_{ij} \sim \mathcal{N}(0, 1) \quad \forall \ i = 1, \ldots, r \quad \forall \ j = 1, \ldots, c \quad (10)
$$

$$
X = \mathcal{M} + \text{diag}(a)^{1/2} E \text{diag}(b)^{1/2} \quad (11)
$$

B.2. KL-divergence to standard MVN

Let $I_r \in \mathbb{R}^{r \times r}$, $I_c \in \mathbb{R}^{c \times c}$ be identity matrices, the KL-divergence between $p(X)$ and $\mathcal{MN}(X|0, I, I)$ is given by

$$
D_{KL}[p(X)||\mathcal{MN}(0, I, I)] = \frac{1}{2} \left( \sum_{i=r}^{c} a_i \sum_{j=1}^{r} b_j + \|\mathcal{M}\|_F^2 - rc - c \sum_{i=1}^{r} \log a_i - r \sum_{j=1}^{c} \log b_j \right) \quad (12)
$$

C. Vector scaling parametrization

A naive formulation of the hypernetwork $g_l$ can be very expensive in terms of the resulting number of parameters. Suppose $\mathcal{W}_l \in \mathbb{R}^{r \times c}$ and $g_l$ is a two layer MLP with $k$ hidden units. Then $g_l$ would have $rk + krc + kr + kc$ parameters, which quickly becomes very large for a moderately sized NNs. The majority of the parameters are needed to define the mean matrix $\mathcal{M}_l$. Following the approach of Ha et al. (2017) and Krueger et al. (2017), we make a trade-off between the expressiveness of $g_l$ and the number of parameters by instead replacing $\mathcal{M}_l$ with a matrix $\mathcal{V}_l$ of the same size (with row vectors $(v)_{ii}$, $i = 1, \ldots, r$) and a vector $d_l \in \mathbb{R}^r$, which is the output of $g_l$. Thus, now $g_l$ maps $h_{l-1} \mapsto \{d_l, a_l, b_l\}$ (instead of $\{\mathcal{M}_l, a_l, b_l\}$) and we can get $\mathcal{M}_l$ by

$$
\mathcal{M}_l = \begin{bmatrix}
    d_{l1}v_{l1} \\
    d_{l2}v_{l2} \\
    \vdots \\
    d_{lr}v_{lr}
\end{bmatrix} \quad (13)
$$
That is, each element of $d_l$ is being used to scale the corresponding row of $V_l$. Note that although $V_l$ is a parameter matrix with the same size of $M_l$, it crucially is not an output of $g_l$ as in the naive parametrization. Thus the number of parameter of $g_l$ is reduced to $rk + rc + 2kr + kc$, which is more manageable and implementable for larger weight matrices.

**D. Hyperparameters**

For the baseline models in our experiments, we use the hyperparameter values that are suggested in the respective publications and summarized in the following:

- **MNF**: The KL-term is weighted by $1/B$, where $B$ is the number of mini-batches used during optimization (see (Graves, 2011) for a justification of this). Moreover it is annealed with a hyperparameter initialized to 0 and increasing to 1 during training. We found that this yields better results than using no re-weighting of the KL term and is necessary to achieve the results reported by Louizos & Welling (2017).

- **noisy K-FAC**: KL-term weight is set to $\lambda = 1$ to reflect true Bayesian objective and the prior variance is set to $\eta = 0.1$ as suggested by the authors.

- **DPN**: the OOD datasets used are Fashion-MNIST, MNIST, and SVH, respectively for the MNIST, Fashion-MNIST, and CIFAR-10 training set.

- **KFLA**: we use the smallest prior precision $\tau \in \{1, 10, 100, 1000\}$ that still gives good validation accuracy.

- **Deep Ensemble**: The number of mixture components is 5, the adversarial perturbation strength is set to 1% of the input range, and the weight decay is 0.0001.

- **MC-dropout**: The dropout probability is set to 0.5 and the weight decay parameter to 0.0001.

**E. Comparison to training based on VIB objective**

![Graphs showing prediction uncertainty and adversarial accuracy](image)

Figure 9: Comparison of the effects of training the proposed model with the VIB or the maximum likelihood objective of CDNs. “Objective-S” denotes that the objective was approximated based on $S$ samples of $\theta$ during training.
In this section, we experimentally compare the effects of optimizing our proposed maximum likelihood objective $L_{\text{ML}}$ and following the VIB approach (which corresponds to optimizing the objective which results from exchanging the $\log$ with the expectation in $L_{\text{ML}}$). As stated in the main text, they become equivalent when approximating the objective by a single sample of $\theta$. To better analyze the effects of following the different objectives we therefore approximate them based on 10 samples. As a point of comparison, we also investigated the performance of the VMG (Louizos & Welling, 2016), which is a closely related BNN using a MVN distributions as approximate (input independent) posterior.

Results for the OOD classification and the robustness to adversarial examples are shown in Figure 9. We observe that training ML-CDNs with 10 samples of $\theta$ gives the best results in both experiments, the VMG gave the worst. The letter suggests that the input dependency of the distribution over $\theta$ of CDNs and VIB plays a crucial role for the increased performance observed compared to baseline models.

While for the robustness against adversarial attacks, the increased sample size improved the performance of models trained with the VIB as well as with the CDN objective, the model trained with the CDN objective clearly outperforms the others, reaching an surprisingly high accuracy about 0.8 even under huge perturbations.

**F. Additional experiments on the toy datasets**

![Figure 10: Effect of number of samples of $\theta$ on the results of ML-CDNs on the toy datasets.](image)

To give better understanding of the effect of using different number of samples of $\theta$ in ML-CDNs’ and VB-CDNs’ training, we present the results for using $S \in \{1, 2, 3\}$ samples during training on the toy regression datasets in Figure 10 and Figure 11, respectively. We note that, using larger values of $S$ leads to increase in the ability of CDNs to capture the aleatoric uncertainty of the data.

**G. Experimental results for additional baseline models**

In this section we compare the CDNs described in the main text with the Kronecker-factored Laplace approximation (KFLA) proposed by Ritter et al. (2018), a mixture of experts (MoE) and an MDN on the MNIST dataset. For both MDN and MoE, we use two-layer MLP with 100 hidden units, with 5 mixture components. Specifically for MoE, the mixing distribution is also given by another NN of the same architecture. The results for the out-of-distribution prediction and adversarial examples are presented in Figure 12 and Figure 13, respectively. Note that the results are in line with the conclusions drawn in comparison with respect to other baseline models in the main text.
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Figure 11: Effect of number of samples of $\theta$ on the results of VB-CDNs on the toy datasets.

Figure 12: CDF of the prediction entropy on MNIST and notMNIST test set of additional models.

Figure 13: Prediction accuracy and average entropy of models trained on MNIST when attacked by FGSM-based adversarial examples (Goodfellow et al., 2015) with varying perturbation strength.