Using artificial intelligence strategies for process-related automated inspection in the production environment
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Abstract. In this paper a new method for the automatic visual inspection of metallic surfaces is proposed by using Convolutional Neural Networks (CNN). The different combinations of network parameters were developed and tested. The obtained results of CNN were analysed and compared with the results of our previous investigations with color and texture features as input parameters for a Support Vector Machine. Advantages and disadvantages of the different classifying methods are explained.

1. Introduction
Lately, biologically inspired CNN are becoming more popular in the area of computer vision. The CNN is considered a special case of standard neural networks. They showed exceptional performance for various tasks as image recognition, object detection [1], feature extraction [2] and segmentation [3]. Since the first seminal paper [4], convolutional nets are continuously advancing their accuracy in different image classification tasks [5] and proved robustness against different lighting conditions, object positions, partial occlusions and translation. Despite many of the recent CNNs are very time-consuming in both training and testing, they have an important advantage in comparison to sophisticated methods in machine learning (like Support Vector Machine, decision trees etc.): CNNs usually do not need to use both external feature extraction and feature selection methods for image recognition tasks. Low-level image features like edges, lines, and corners are extracted out of the convolution layers. In the following layers, patterns are detected in these low-level features. Therefore, we get another level of abstraction within every layer and the concept can be classified among the group of deep learning methods [6].

In this paper, we propose a new method for the automatic visual inspection of metallic surfaces. We have presented a method for recognition of metal surfaces defects based on the analysis of drilled countersink holes in heat-treatable steel [7]. The classification was done using color and texture features as input parameters for a Support Vector Machine. Here we want to present results from our latest research considering the usage of Convolutional Neural Networks (CNN) for this task. We discriminated between the two classes: good parts (perfect surface) and bad parts (longitudinal rills and chatter marks) (see Figure 1).
Firstly, we will describe the design of our approach, then present our results and compare with our previous investigations at the end.

2. Development of a novel CNN recognition approach for metal surfaces defects

2.1. Data preprocessing
Our dataset consists of 3 classes (see Figure 1) and around 250 RGB-images of resolution 1280x1024 pixels. That is a huge size for the input of convolutional network (it requires more than 11 million parameters only for one filter with size 3x3). We needed to downsample images and to reduce the number of color layers from 3 to 1 (grayscale). It does not change drastically the difficulty of detection, but improves the calculation speed and reduces the number of parameters in the net (16 times less for the first convolution layer). We obtained gray-scaled images of resolution 320x256 pixels after downsampling with antialiasing filter (package Pillow [8]). Two datasets were prepared: with two classes (good parts – bad parts) and with three classes (perfect surface - longitudinal rills - chatter marks).

2.2. Design of the network
Following packages were used for building our convolutional neuronal network: Theano [9], Lasagne [10] and nolearn[11]. The implementation consists of many elements of CNN: convolutional layers, nonlinearity functions, subsampling layers etc.

The structure of network was inspired by LeNet network [4]. Figure 2 shows the network structure. It consists of several types of layers: convolutional, pooling and dense layer. We tested different combinations of these elements with different parameters.

Three pooling layers perform downsampling after each convolutional layer. After all of them we placed two fully-connected dense (hidden) layers and then an output layer.

Each convolutional layer has a nonlinearity function placed directly after them. We tried several nonlinearity functions, which were successful in other investigations: rectifier linear unit (ReLU)[12], exponential linear unit (ELU)[13], parametric rectifier linear unit [14].

After output layer, we placed the softmax function [15], as a typical choice for the classification task, which generalizes the categorical probability distribution.

For the parameter updates, we used the algorithm AdaMax [16]. This method worked well in our investigations and showed a good convergence and optimization properties in comparison to other stochastic optimization methods (Stochastic Gradient Descent (SGD)[17], Nesterov Momentum [18]).

All computations were performed on the single GPU-unit.
2.3. Data augmentation
The first problem we have faced in our investigations with CNN was a small size of the given dataset. Usually, neural networks require big datasets to achieve good results [5]. There are many techniques to make a dataset bigger without necessity of new experiments. The general term for that process is data augmentation. At first, we used flipping randomly chosen images. In the next stage we added also random rotation (0, 90, 180, 270 degrees), horizontal and vertical shift for a few pixels and zooming in the range between 0.9 and 1.1 of the original image size.

For training our net, we used small batches from the original dataset. These batches were augmented on the fly by an implemented generator. It generates new samples at “no cost”.

2.4. Prevention of the overfitting
Usual problem when using small datasets and feedforward networks is the overfitting effect [5]. To prevent this, we applied some regularization techniques: batch normalization [19] and dropout [20]. Batch normalization is a normalization step, which fixes variances and means of layer inputs. It improves the stability and speed of the optimization process. The idea of dropout is to randomly nullify the weights of neurons from the previous layer. It prevents adaptation of neurons to specific features in images and improves the generalization ability of the network.

3. Experimental results
The results of our investigations are presented in Table 1.

There are a few most successful network configurations with the highest accuracy for the given dataset. The networks consist of a few stages with pooling layers between them. Each stage consists of one or several convolutional layers. The first number in brackets corresponds to the size of the filter, the second to the number of filters with that size. Slash sign shows stride of the filter or pooling layer. The filters on each stage are working consecutively from top to bottom, not in parallel. The networks A-D were tested on the dataset with downsampled images. The network E was tested on the dataset with full-sized grayscale images.

![Figure 2. Structure of neuronal network for inspection of metal surfaces](image)
Our first attempts showed a recognition rate of 48%. It is a decent performance and we used data augmentation and dropout to improve the results. It is worth to notice that we tried to apply batch normalization technique, but it does not improve the performance of our networks. The network A uses a relatively big filter sizes and consists of only three convolutional layers. A recognition rate of 56.4% for the 3-class dataset and 84.7% for the 2-class dataset were achieved. As showed in [21], the results can be improved by reducing the filter size and increasing the depth of network and the number of filters. The network B used two consecutive convolutional layers with small filters on the input. This stack makes possible to develop the complex features. It results in increase of the total recognition rate up to 83.5% for 3-class dataset and to 96.5% for 2-class dataset. The networks C and D use more convolutional layers. The network C consists of fewer number of filters in the first two stages that reduces the computational time, but costs a few percent of performance on the 3-class dataset (8% less in comparison to B). The network D has additional layers on stages 2, 3 and 4 in comparison to B. It results in increasing the recognition rate of objects with longitudinal rills, but also decreases the recognition rate of objects with chatter marks. In general, the network D shows a comparable accuracy with network B, but takes 50% more time for training. It also shows a good feature generalization (see Figure 3). The salience plot shows the image parts, which matter to the net.

![Figure 3. Salience plot of image with chatter marks (network D). (From left to right: original image, important parts of the image for classification, combination of those two images.)](image)

The network E was designed for the dataset with full-sized images. It has the same structure as D, except the additional layer with filter size 11x11 and stride 4 on the input. This configuration was

---

**Table 1. Configuration and performance of several convolutional neuronal networks on the metal surface dataset**

| Stage 1 | Pool | Stage 2 | Pool | Stage 3 | Pool | Stage 4 | Pool | Fully-connected layer | Total recognition rate 2 class | Total recognition rate 3 class | Non-linearity function | Training time (sec/epoch) |
|---------|------|---------|------|---------|------|---------|------|-----------------------|-----------------------------|-----------------------------|--------------------------|-----------------------|
| A       | (12, 32) | 2/2     | (6, 64) | 2/2     | (6, 128) | 2/2   | 2x256 | 3/30%               | 84.7                        | 56.4                       | ELU                     | 4.75                |
| B       | (3, 16)  | 2/2     | (3, 64) | 2/2     | (3, 128) | 2/2   | 2x256 | 3/30%               | 96.5                        | 83.5                       | ELU                     | 13                  |
| C       | (3, 8)   | 2/2     | (3, 16) | 2/2     | (3, 64) | 2/2   | 2x256 | 3/30%               | 96.5                        | 75.3                       | ELU                     | 10                  |
| D       | (3, 16)  | 2/2     | (3, 64) | 2/2     | (3, 256) | 2/2   | 2x256 | 3/30%               | 96.5                        | 81.2                       | ELU                     | 19.5                |
| E       | (11, 1)/4 | 2/2     | (3, 64) | 2/2     | (3, 256) | 2/2   | 2x256 | 3/30%               | 95.3                        | 75.3                       | ELU                     | 21                  |
successfully used in [5] and helps to downsize the image with extracting some information in comparison to other dataset with preprocessed images. It results in a high recognition rate both on the 3-class (75.3%) and on the 2-class (95.3%) datasets. However, this did not overperform the networks B and D. The network E also requires for 7% more time than D and 38% than B.

All of our most efficient networks are using exponential linear unit as nonlinearity function after convolution layers. The tests with other nonlinearity functions (rectifier linear unit and parametric rectifier linear unit) showed no improvements of recognition rate. It can be explained with the high dependency of these methods from the initializations weight in layers.

4. Conclusions

The total recognition rate of 96.5% was achieved by using a relatively small dataset and a not fully optimized convolutional neural network. Using full sized images does not improve the classification accuracy, but it increases the computation time depending on the network architecture (not less than 5%). Using small filter sizes and deeper networks results in increasing of the classification accuracy and improving the generalization ability of the network. Applying dropout to fully connected layers helps to prevent overfitting. An optimal value of 30% in our case. Exponential linear unit as nonlinearity function and AdaMax algorithm for parameter updates showed a good synergy in our tests.

An unoptimized Support Vector Machine (SVM) reached recognition rates of about 85%. With SVM-parameter-optimization and further feature developing a total recognition rate of 99% were achieved with an SVM-classifier. The great advantages of CNN over the SVM are:
- can be efficiently implemented with field programmable gate arrays (FPGA) and graphic processing units (GPU)
- convolution kernels with integral effects can reduce image noise
- feature extraction and classification are implemented in a single process
  ⇒ no need for time-consuming feature engineering and feature selection

A comparison between both algorithms is given in Table 2.

| Criteria                      | SVM               | Convolutional Neural Networks |
|-------------------------------|-------------------|-------------------------------|
| Separate feature extraction   | Yes               | No                            |
| Separate feature selection    | Case-specific     | No                            |
| Prone to overfitting          | No                | With small datasets           |
| Parameter optimization needed | Yes               | Yes                           |

With these advantages of CNN it is possible to build classification systems in an automated way. A convolutional neural network will obtain sample images from the classes to discriminate between and a genetic algorithm will optimize the network architecture. With this optimized architecture the final network is trained.
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