Aspects of the S transformation bootstrap

Enrico M Brehm\textsuperscript{1} and Diptarka Das\textsuperscript{2,3}

\textsuperscript{1} Max Planck Institut für Gravitationsphysik, Albert-Einstein-Institut, Potsdam-Golm, D-14476, Germany
\textsuperscript{2} Indian Institute of Technology, Kanpur, Department of Physics, Kanpur, 208016, India
E-mail: brehm@aei.mpg.de and didas@iitk.ac.in

Received 6 February 2020
Accepted for publication 3 March 2020
Published 6 May 2020

Online at stacks.iop.org/JSTAT/2020/053103
https://doi.org/10.1088/1742-5468/ab7f36

Abstract. We review and systematize two (analytic) bootstrap techniques in two-dimensional conformal field theories using the $S$-modular transformation. The first one gives universal results in asymptotic regimes by relating extreme temperatures. Along with the presentation of known results, we use this technique to also derive asymptotic formulae for the Zamolodchikov recursion coefficients which match previous conjectures from numerics and from Regge asymptotic analysis. The second technique focuses on intermediate temperatures. We use it to sketch a methodology to derive a bound on off-diagonal squared OPE coefficients, as well as to improve existing bounds on the spectrum in case of non-negative diagonal OPE coefficients.
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1. Introduction

Conformal field theories in two dimensions are among the best understood and most studied quantum field theories. They play a crucial role in the perturbative description of string theory and in particular appear as fixed points of renormalization group flow, describing the dynamics of statistical and condensed matter systems at criticality. In some cases they can even be solved exactly [1] and under certain conditions—the case of rational theories with a finite amount of primary operators—all possible CFTs have been classified [2]. However, in the general case a full classification seems far out of reach. Nevertheless, there are certain techniques that allow to constrain the spectrum and couplings of generic irrational CFTs. Our main goal is to review two of these techniques, which are both often dubbed modular bootstrap, and thereby formulate it in such a manner that it can be used more generally. We, in particular, give many old but also new examples where these techniques lead to universal results in CFT4.

The techniques that we will review originally come from imposing particular modular properties on the CFTs. These are primarily the modular invariance of the torus partition function and modular covariance of torus $N$-point functions. In fact, imposing the latter for $N = 1$ together with crossing symmetry on the sphere has been shown to lead to crossing symmetry and modular invariance in higher genus [3, 4]. Only then the CFT is unambiguously defined on any Riemann surface. The latter is, in particular, necessary in string theory because the perturbative description is in terms of higher genus Riemann surfaces. However, it is not always needed in other contexts, e.g. in condensed matter applications chiral CFTs, that often appear, are mostly not modular invariant5.

Still, important CFTs used in low energy physics are modular invariant.

The conformal dimensions of primary operators and the coefficients of three point functions on the plane get constrained from modular properties. With these data at hand one can, in principle, construct correlation functions on any Riemann surface6. Hence, complete knowledge about these data completely determines CFT observables. An already quite established technique to (numerically) obtain a consistent set of the above data is the conformal bootstrap that focuses mainly on the constraints coming from crossing symmetry of the four point function, which we shall not describe here, but rather refer the interested readers to [6, 7] and references therein.

The setting for us, here, is a conformal field theory defined on a torus. The latter is given by its modular parameter $\tau$. All tori whose modular parameters can be transformed into each other by a modular transformation

$$\tau \mapsto \gamma \cdot \tau = \frac{a\tau + b}{c\tau + d}, \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{PSL}(2, \mathbb{Z})$$ (1)

4Here, universal means that the result holds in a large class of theories that is given by particular (weak) constraints to start with.
5A famous example of a chiral theory that is in fact modular invariant is the Monster CFT [5].
6By in principle we mean that one still needs to know the conformal blocks that are universal results to the symmetry equations (Ward identities). However, these symmetry equations are non-trivial differential equations that have not been solved in general. Or equivalently, one has to explicitly perform the sewing which is in practice not an easy task, too.
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are conformally equivalent to each other\(^7\). A CFT should therefore *look the same* on all these, which in particular means that the partition function should be invariant under these transformations. The modular group $\text{PSL}(2, \mathbb{Z})$ can be generated by the two elements

\[
S : \tau \mapsto -\frac{1}{\tau}, \quad T : \tau \mapsto \tau + 1.
\]

Here, we want to focus on the first generator, $S$, and discuss how to extract or constrain data of a quantity $f$ that transforms in a particular way which will be specified in section 2. Following our motivation, we will choose $f$ in examples to be some quantity of the two-dimensional field theory—a partition function, a correlation function, etc—and most of the time the examples that we choose shall be tied to the theory defined on a torus. However, neither the first nor the second is necessary to present the general techniques. This fact is aligned with the spirit of our article, namely we assume a general function $f$ that depends on some complex variables $\tau, \bar{\tau}$ and that shows some transformation property under the ‘$S$-transformation’ of $\tau, \bar{\tau}$. Then if one assumes that the function can be expanded in a quite general way, using the latter transformation properties, one can obtain some knowledge about the expansion coefficients. In the examples, when we go back to explicit functions of a CFT, the expansion will be very specific and the expansion coefficients will be related to the data of the CFT.

We will actually not work with $\tau, \bar{\tau} \in \mathbb{C}$ but shall restrict ourselves to the upper imaginary axis so that we can use the parametrization $\tau = i\frac{\beta}{L}$ and $\bar{\tau} = \tau^* = -i\frac{\beta}{L}$, with $\beta \in \mathbb{R}^+$, furthermore we choose $L = 2\pi$. Then $f$ becomes a function of the real positive parameter $\beta$ that transforms under the $S$-transformation as

\[
\beta \mapsto \frac{L^2}{\beta} = \frac{4\pi^2}{\beta}.
\]

In case of $(\tau, \bar{\tau})$ being the modular parameters of a torus, the above choice picks a rectangular torus. In conformal field theory the partition function on a rectangular torus represents a critical system that lives on a circle of length $L$ in a thermal state with temperature $1/\beta$. Correlation functions on that torus are then the thermal expectation values. From now on, we generally talk of inverse temperature when talking about $\beta$ even when there is no real thermal system involved.

The two techniques we present, work in different, quite special *temperature regimes*. The first one is the extreme temperature regime, namely when $\beta \to 0$ and $\beta \to \infty$. The $S$-transformation directly relates the two regimes to each other. The high temperature behavior of $f(\beta)$ is then related to its low temperature behavior via the respective transformation property. In many cases, there exists some explicit knowledge about $f$ in one of the extreme regimes which allows to obtain information about $f$ in the other one. For a conformal theory on a torus, many quantities at low temperature are dominated by the vacuum contribution, hence are universal and under control. An approximation to the high temperature behavior of the quantity then follows by

\footnote{The group $\text{PSL}(2, \mathbb{Z})$ is also called the mapping class group of the torus.}

\url{https://doi.org/10.1088/1742-5468/ab7f36}
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its transformation property. Already the physical intuition tells us that high energies should contribute at high temperatures\(^8\). And indeed, we can extract very good approximations to high energy data of the CFT as we will see in the examples. Generally, the first technique gives approximate results on asymptotic data that appear in the quantity \(f\).

The other special regime is the medium temperature regime. More precisely we will use that the \(S\)-transformation has a fixed point at \(\tau = i\) or at inverse temperature \(\beta = L (= 2\pi)\). Because of this, we can construct constraint equations by applying particular functionals on \(f\). Depending on the choice of functionals these equations are very often not handy in their bare form and can even be trivial. However, reformulating and combining them in particular ways, i.e. choosing the functional cleverly, can lead to interesting constraints in form of bounds on possible expansion parameters. In conformal theories, an analysis like this e.g. led to the result that there exists an upper bound on the gap between the vacuum and the first primary \([8]\). Generally, the second method can generate bounds on the data that appear in the quantity \(f\).

The text is organized as follows. In section 2 we shortly define the basic setup. We, in particular, specify the transformation property \((6)\) that we demand from our quantity \(f\) such that the two techniques can be applied. Some examples in conformal field theory are given in section 2.1. They include partition functions, grand canonical ensembles for a \(u(1)_k\) current, four-point functions on the plane, four-point blocks on the plane, and correlation functions on the torus. In section 3, we review and systematize the first technique. An important assumption is the way the quantity \(f\) can be expanded \((16)\). The final result of this section is \((20)\) which gives an approximation to asymptotic expansion coefficients. The best-known application is the approximation of the density of states for large conformal dimensions \([9]\), given in \((24)\). Other known examples are results on averaged diagonal matrix elements \([10]\), given in \((27)\), and averages over squared matrix elements from considering torus two point functions \([11]\), given in \((33)\), and from the pillow four point function \([12]\), given in \((52)\). We here also present results on squared matrix elements in theories with a \(u(1)_k\) symmetry \([39]\), and on Zamolodchikov recursion coefficients that appear in conformal sphere four-point blocks, \((62)\), \((66)\), and \((71)\). In section 3.2 we comment on the regimes of validity and error bounds on results obtained by the above technique. In section 4, we review and systematize the second technique. Again it is important to assume a similar expansion of the quantity \(f\). Then, after constructing an invariant quantity \(g\) from \(f\) we basically apply the technique developed in \([8]\) on \(g\). The results of the latter paper also serve as first example in section 4.2.1: applying the technique on the partition function gives a universal bound on the spectrum \((104)\). In the second example in section 4.2.2, we focus on the torus one-point function at large central charge with only non-negative diagonal OPE coefficients. The technique leads to an upper bound on the first gap in the spectrum given by \(c/11.05\). In the last example in section 4.2.3, we use the torus two-point function and, among giving weak bounds on the spectrum, present a method to obtain bounds on particular OPE coefficients.

\(^8\)Recently there has been active effort to make this assumption rigorous using complex Tauberian theorems, which we briefly review in section 3.2.

https://doi.org/10.1088/1742-5468/ab7f36
2. Basic setup

We want to consider a function \( f_\alpha(\tau, \bar{\tau}) \) of two complex variables \((\tau, \bar{\tau})\) and additional variables \(\alpha\). The set of \(\alpha\) is only restricted by the assumption that under the \(S\)-transformation
\[
\tau \mapsto -\frac{1}{\tau}, \quad \bar{\tau} \mapsto -\frac{1}{\bar{\tau}} \tag{5}
\]
we can define the transformation property of \(f_\alpha\) as follows
\[
f_\alpha(\tau, \bar{\tau}) = \int d\gamma S_{\alpha\gamma}(\tau, \bar{\tau}) f_\gamma \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}} \right), \tag{6}
\]
where the integral with its kernel \(S\) represents a linear map on the space of functions \(f_\gamma\). The kernel can be regarded as a distributional object that e.g. could include \(\delta\)-functions in which case the integral could (partially) be replaced by a sum, too.

2.1. Examples

2.1.1. Partition function. Let us consider the partition function of a two-dimensional conformal field theory on a torus with modular parameters \((\tau, \bar{\tau})\). In this example there is no \(\alpha\) dependence and we write \(f(\tau, \bar{\tau}) = Z(\tau, \bar{\tau})\). In a modular invariant theory the partition function must be invariant under the \(S\)-transformation, which means that (6) reduces to
\[
Z(\tau, \bar{\tau}) = Z \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}} \right). \tag{7}
\]

2.1.2. Grand canonical ensemble (GCE). Let us consider the partition function on a torus with non-vanishing chemical potentials \(\nu, \bar{\nu}\) for a \(u(1)_k\) current. In this case \(\alpha\) is associated with the chemical potential and we write \(f_{\nu, \bar{\nu}}(\tau, \bar{\tau}) = Z(\tau, \bar{\tau}; \nu, \bar{\nu})\). If the ordinary partition function is supposed to be modular invariant, then the GCE transforms such that \([13, 14]\)
\[
Z(\tau, \bar{\tau}; \nu, \bar{\nu}) = \exp \left[ i\pi k \left( \frac{\nu^2}{\tau} - \frac{\bar{\nu}^2}{\bar{\tau}} \right) \right] Z \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}}; \frac{\nu}{\tau}, \frac{\bar{\nu}}{\bar{\tau}} \right), \tag{8}
\]
which is of the form (6) with
\[
S_{(\nu, \bar{\nu})|\mu, \bar{\mu}}(\tau, \bar{\tau}) = \delta \left( \mu - \frac{\nu}{\tau} \right) \delta \left( \bar{\mu} - \frac{\bar{\nu}}{\bar{\tau}} \right) \exp \left[ i\pi k \left( \frac{\nu \bar{\mu}}{\tau} - \frac{\bar{\nu} \mu}{\bar{\tau}} \right) \right].
\]

2.1.3. Four-point function on the plane. Let us consider the 4-point function on the plane
\[
\langle O(\infty)O(1)O(z)O(0) \rangle_C \tag{9}
\]
which is in particular invariant under the conformal transformation \(z \mapsto 1 - z\), one of the crossing symmetries of the four-point function. If we define the monome \(q = e^{i\pi \tau}\)
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with $\tau = i^{K(1-z)}K(z)$, where $K(z)$ is the elliptic integral of first kind, then the above crossing symmetry can be regarded as invariance under the $S$-transformation of $\tau$, i.e. with $f(\tau) = \langle O(\infty)O(1)O(z(\tau))O(0)\rangle_C$ the crossing relation can be written as

$$f(\tau) = f\left(-\frac{1}{\tau}\right).$$

(10)

In the more general case of different operator insertions the above transformation is not an invariance but relates the respective correlators to each other. In that case $\alpha$ is given by the two orderings in which the operators appear in the correlator, i.e. we can define $\alpha = (ijkl)$ then

$$f_{ijkl}(\tau) = \langle O_i(\infty)O_k(1)O_j(z)O_i(0)\rangle_C$$

(11)

and the crossing relation can be written as

$$f_{ijkl}(\tau) = f_{kjil}\left(-\frac{1}{\tau}\right).$$

(12)

Note, that this is the first example where $\tau$ is not related to the modular parameter of a torus.

2.1.4. Conformal four-point blocks. Let us consider the four point blocks $F_{12}^{3i}(h;z)$ that appear in the expansion of the four point function on the complex plane. We employ the following parameterization of the CFT data: $c = 1+6Q^2$, $Q = b + b^{-1}$, and $h = \alpha(q - \alpha)$, where $Q$ is called ‘background charge’, $b$ the ‘Liouville coupling’, and $\alpha$ the ‘momentum’. From crossing symmetry of the full four-point function in Liouville theory one can find invertible fusion relation [15]

$$F_{32}^{14}(ht;1-z) = \int_{Q+i\mathbb{R}}^{Q+i\mathbb{R}} \frac{d\alpha_s}{2i} S_{\alpha_s,\alpha_1} \left[ \begin{array}{c} \alpha_3 \\ \alpha_4 \\ \alpha_1 \\ \alpha_2 \end{array} \right] \cdot F_{12}^{34}(\alpha_s;z)$$

$$+ \sum_{\gamma_{k:m,n} < \frac{Q}{2}} \text{Res}_{\alpha_s = \gamma_{k:m,n}} \left( S_{\alpha_s,\alpha_1} \left[ \begin{array}{c} \alpha_3 \\ \alpha_4 \\ \alpha_1 \\ \alpha_2 \end{array} \right] \cdot F_{12}^{34}(\alpha_s;z) \right)$$

(13)

with some kernel $S$. See appendix A for more on it and A.1 for the definition of $\gamma_{k:m,n}$. Now, by again defining the nome $q = e^{i\pi\tau}$ with $\tau = i^{K(1-z)}K(z)$, the latter equation takes the (chiral) form of (6) for $\tilde{\tau} = -\frac{1}{\tau}$. Although the fusion kernel had been derived some time back [15, 16], only recently it has found applications in analytic bootstrap [17–23].

2.1.5. $N$-point functions on the torus. Consider the correlator of $N$ primary fields on the torus

$$f_{w_i}(\tau, \tilde{\tau}) = \langle O_1(w_1) \ldots O_N(w_N)\rangle_{\tau, \tilde{\tau}}.$$

(14)

The elliptic coordinates $w_i$ on the torus transform under $S$-transformation as $w_i \rightarrow \frac{w_i}{\tau}$. Using the transformation properties of the primaries and invariance of the correlator
under modular transformations it follows that
\[ \langle O_1(w_1) \ldots O_N(w_N) \rangle_{\tau, \bar{\tau}} = \frac{1}{\tau^{\sum_{a=1}^{n} b_a \sum_{b=1}^{n} b_b}} \langle O_1 \left( \frac{w_1}{\tau} \right) \ldots O_N \left( \frac{w_N}{\tau} \right) \rangle_{-\frac{1}{\tau}, -\frac{1}{\bar{\tau}}} \]
(15)
which has the form of (6) with \( S_{w,w'}(\tau, \bar{\tau}) = \prod_i \delta \left( \frac{w_i - w_i'}{\tau \eta \tau_n} \right) \).

3. Asymptotic results from extreme temperature

Now we want to present the first technique to obtain knowledge about asymptotic data that appear in the function \( f_\alpha \). We assume that they are encoded in the latter function as some expansion coefficients. Therefore, let us assume that the function \( f_\alpha \) can, in fact, be expanded schematically in \( q = e^{-\beta} \) as
\[ f_\alpha(\beta) = f_{\alpha,0}(q) \left( C_{\alpha,0} + \sum_{n \geq 0} \sum_{m \geq 0} C_{\alpha, m; n} f_{\alpha, m; n}(q) \right) \]
(16)
with some explicit knowledge about the set of functions \( f_{\alpha, m; n}(q) \) and the coefficient \( C_{\alpha,0} \) but not necessarily about the other coefficients \( C_{\alpha, m; n} \). In fact, those are the objects we want to obtain some knowledge about! The sum over values \( n \) can be discrete or continuous and is distinguished from other possible expansion parameters \{\( m \}\} by the assumption that there exist a gap \( \epsilon \) to a contribution from \( n = 0 \). The set \{\( m\}\} normally depends on \( n \), indicated by the subscript, and we, in particular, assume that \{\( m\)=\{1\}\} s.t. the \( m \)-sum collapses for \( n = 0 \). An easy example is \{\( m\}=\{1\}, f_{\alpha,1; n}(q) = q^n \) and \( f_{\alpha,0}(q) = e^{\beta b_\alpha} \) with some real constant \( b_\alpha \). This is exactly what happens in the case of the partition function.

We further assume that in the low temperature regime \( \beta \rightarrow \infty (T \rightarrow 0) \) the functions behave as \( f_{\alpha, n} \sim q^n \), s.t. all terms in this sum are suppressed exponentially compared to the first term. This allows us to write
\[ f_\alpha(\beta) = f_{\alpha,0}(q) \left( C_{\alpha,0} + \mathcal{O} \left( e^{-\beta q} \right) \right)^{\beta \geq 1} \approx f_{\alpha,0}(q) C_{\alpha,0}. \]
(17)
Then, by the transformation rule (6) the high temperature result \( \beta \rightarrow 0(T \rightarrow \infty) \) can be approximated by the low temperature result as
\[ f_\alpha(\beta) = \int d\gamma S_{\alpha, \gamma}(\beta) f_\gamma \left( \frac{4 \pi^2}{\beta} \right)^{\beta \leq 1} \approx \int d\gamma S_{\alpha, \gamma}(\beta) f_{\gamma,0} \left( \frac{4 \pi^2}{\beta} \right) C_{\gamma,0}. \]
(18)
In the regime \( \beta \rightarrow 0 \) we demand that large \( n \) contributions dominate and \{\( m\}\} can be approximately replaced by some \{\( m\)=\{\infty\}. We then use a further approximation very familiar from statistical physics, namely replace the (possibly discrete) sums by integrals, s.t.
\[ f_\alpha(\beta)^{\beta \leq 1} \approx f_{\alpha,0}(q) \int_0^\infty dn \int dm C_{\alpha, m; n} f_{\alpha, m; n}(q) = : f_{\alpha,0}(q) \mathcal{I}[C_{\alpha,n}](q). \]
(19)
https://doi.org/10.1088/1742-5468/ab7f36
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For a convenient set of functions, \( \mathcal{I} \) is some invertible integral transform of the coefficients \( C_{a,n} \). In the above example of \( f_{a,n}(q) = q^n \) it is nothing but the Laplace transform! By taking the inverse transformation and using (18) we obtain

\[
C_{a,m;n} \approx \mathcal{I}^{-1} \left[ \int d\gamma S_{a\gamma}(\beta) f_{\gamma,0} \left( \frac{4\pi^2}{\beta} \right) f_{a,0}(\beta) C_{\gamma,0} \right] (m;n). \quad (20)
\]

In case of \( f_{a,n}(q) = q^n \) the inverse Laplace transform is \( \mathcal{I}^{-1}[\cdot] = \oint \frac{d\beta}{2\pi i} e^{\beta n} \).

The approximation (20) is the main result of this section. The quality of the approximation heavily depends on how well the sums can be approximated by integrals. In particular, it can only be good for those values of \( n \) for which the main contribution to the integral transform originates from the asymptotic region \( \beta \ll 1 \). This is typically the case for asymptotic values of \( n \), too. In many cases, this can be checked by considering the saddle point approximation to the integral and demanding that the saddle for \( \beta \) is small.

3.1. Examples

3.1.1. Partition function and density of states. The thermal partition function of a two-dimensional CFT with a non-zero gap to the unique vacuum can be expressed as

\[
Z(\beta) = \text{Tr} e^{-\beta H} = \text{Tr} e^{-\beta (L_0 + \bar{L}_0 - \frac{c}{12})} = e^{\beta \frac{c}{12}} \left( 1 + \sum_{\Delta \geq \epsilon > 0} \rho(\Delta) e^{-\beta \Delta} \right), \quad (22)
\]

where the \( \Delta \)s are the conformal dimensions of non-vacuum states appearing in the spectrum, \( \rho(\Delta) \) is the number of states of conformal dimension \( \Delta \), \( \epsilon \) is the gap in the spectrum and 1 is the contribution from the vacuum. Applying (20) hence gives the high energy density of states

\[
\rho(\Delta) \approx \frac{1}{2\pi i} \oint d\beta e^{\frac{c}{12}\beta + \beta(\Delta - \frac{c}{12})} \approx \sqrt{2\pi} \left( \frac{\Delta - \frac{c}{12}}{12} \right)^{-\frac{1}{2}} e^{\frac{c}{12}\sqrt{2\pi}(\Delta - \frac{c}{12})} \quad (24)
\]

also known as the Cardy density of states [9, 24].

The saddle of the integral is \( \beta^* = \frac{2\pi}{\sqrt{12\Delta/c - 1}} \) which is small for \( \Delta \gg \frac{c}{12} \). For generic \( c > 0 \) and without imposing further assumptions, the Cardy density of states is a good approximation to the CFT density of states at energies \( \Delta \gg \frac{c}{12} \). This asymptotic behavior of the high energy density of states is of great importance for the AdS/CFT correspondence, since it matches with the horizon entropy of BTZ black holes [25]!

3.1.2. Thermal one-point function and averaged expectation values. The thermal expectation value of a primary operator \( \mathcal{O} \) can be written as

https://doi.org/10.1088/1742-5468/ab7f36
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\[
\langle \mathcal{O} \rangle_\beta = \text{Tr} \, \mathcal{O} e^{-\beta H} = \sum_i \langle i | \mathcal{O} | i \rangle e^{-\beta (\Delta - \frac{c}{12})} \tag{25}
\]

\[
\approx e^{\beta \pi} \left( \rho(\Delta_x) \langle \Delta_x | \mathcal{O} | \mathcal{O} \rangle e^{-\beta \Delta_x} + \sum_{\Delta_{x} \Delta_{y} > \Delta_x} \rho(\Delta) \langle \Delta | \mathcal{O} | \Delta_y \rangle e^{-\beta \Delta} \right), \tag{26}
\]

where \( \langle \Delta | \mathcal{O} | \Delta \rangle \) is the average over all expectation values \( \langle i | \mathcal{O} | i \rangle \) with \( \Delta = \Delta_x \). Since the vacuum expectation value \( \langle 0 | \mathcal{O} | 0 \rangle \) vanishes, the leading contribution comes from the lightest fields in the spectrum that have non-vanishing overlap with \( \mathcal{O} \). We assign the conformal dimension \( \Delta_x \) to them. Additionally, we have to assume that there is a gap in the conformal dimensions to the next fields with conformal dimension \( \Delta_{y} > \Delta_x \). Then, by applying (20) with the transformation property (15) we can obtain an approximation of the average expectation values (with \( S = \bar{h}_\mathcal{O} - \bar{h}_\mathcal{O} \)) [26]

\[
\langle \Delta | \mathcal{O} | \Delta \rangle \approx \rho(\Delta_x) \langle \Delta_x | \mathcal{O} | \mathcal{O} \rangle e^{\beta \pi} \int d\beta \left( \frac{2\pi}{\beta} \right)^\Delta \rho(\Delta) \langle \Delta | \mathcal{O} | \Delta \rangle e^{-\beta \Delta} \approx \frac{\sqrt{2\pi} N_{O,\chi}}{\rho(\Delta)} \left( \Delta - \frac{c}{12} \right)^{\frac{\Delta}{12} - \frac{1}{4}} \exp \left( 4\pi \sqrt{\frac{c}{12} - \Delta_{x}} \left( \Delta - \frac{c}{12} \right) \right) \approx N_{O,\chi} \left( \Delta - \frac{c}{12} \right)^{\frac{\Delta}{12}} \exp \left( -\frac{\pi c}{3} \left( 1 - \sqrt{1 - \frac{12\Delta_{x}}{c}} \right) \right) \tag{27}
\]

with \( N_{O,\chi} = i^S \rho(\Delta_x) \langle \Delta_x | \mathcal{O} | \mathcal{O} \rangle e^{\beta \pi} \left( \frac{c}{12} - \Delta_{x} \right)^{\frac{\Delta}{12} - \frac{1}{4}} \). The last step follows from using the asymptotic result for the number of states (24).

The saddle point of the above inverse Laplace transform is

\[
\beta \approx 2\pi \sqrt{\frac{c}{12} - \Delta_{x}} + \frac{\Delta_{O}}{2 \left( \Delta - \frac{c}{12} \right)} \tag{28}
\]

s.t. we need \( \Delta \gg \frac{c}{12}, \Delta \gg \Delta_{O} \) for the saddle point to be small and \( \Delta_{x} < \frac{c}{12} \) to obtain a real one. Both requirements are necessary for (27) being a good approximation.

The holographic description of (27) involves a Witten diagram in the BTZ geometry, of a \( \phi_{\mathcal{O}} \) boundary to bulk geodesic, dual to the CFT operator \( \mathcal{O} \), splitting into \( \phi_{\chi} \) and encircling the horizon [26]. The fact that this asymptotic diagonal matrix element is small, plays a key role in suppressing contributions of the primary operators in the trace distance of reduced density matrices between a pure heavy state and its corresponding thermal counterpart. Similar calculation has also been carried out in presence of a global \( u(1)_e \), wherein now the OPE coefficient is dressed with Aharonov–Bohm phases [12].

3.1.3. Thermal two-point function and averaged matrix elements. The thermal two-point function of a primary operator \( \mathcal{O} \) at two different times can be written as
\[
\langle \mathcal{O}(t) \mathcal{O}(0) \rangle = \text{Tr} \left[ \mathcal{O}(t) \mathcal{O}(0) e^{-\beta H} \right]
\]
\[
= e^{\frac{\beta}{2}} \left( \langle 0 | \mathcal{O}(t) \mathcal{O}(0) | 0 \rangle + \sum_{i > j} \langle i | \mathcal{O}(t) \mathcal{O}(0) | i \rangle e^{-\beta \Delta(i - j)} \right)
\]
\[
= \sum_{\Delta, \Delta'} \rho(\Delta) \rho(\Delta') |\langle \Delta | \mathcal{O} | \Delta' \rangle|^2 e^{\beta \omega} e^{-\beta (\Delta - \frac{\omega}{2})},
\]
where \(\omega = \Delta - \Delta'\) and \(|\langle \Delta | \mathcal{O} | \Delta' \rangle|^2\) is the average over all squared matrix element \(|\langle i | \mathcal{O} | j \rangle|^2\) with \(\Delta_i = \Delta\) and \(\Delta_j = \Delta'\). The integral approximation to this double sum is a Laplace transform \(\mathcal{L}\) and a Fourier transform \(\mathcal{F}\).

The leading order contribution at low temperature is given by the not normalized vacuum two-point function on a cylinder, i.e.\(^9\)
\[
\langle \mathcal{O}(t) \mathcal{O}(0) \rangle \gg 1 \approx e^{\frac{\beta}{2}} \langle 0 | \mathcal{O}(t) \mathcal{O}(0) | 0 \rangle = \left( -1 \right)^{-\frac{\Delta_0}{2}} e^{\frac{\omega}{2}} \left( 2 \sin \left( \frac{\pi}{2} \right) \right)^{\Delta_0},
\]
Now, using (20) and the transformation property (15) we obtain [11]
\[
\langle \mathcal{O}(t) \mathcal{O}(0) \rangle \gg 1 \approx e^{\frac{\omega}{2}} \langle 0 | \mathcal{O}(t) \mathcal{O}(0) | 0 \rangle = \left( -1 \right)^{-\frac{\Delta_0}{2}} e^{\frac{\omega}{2}} \left( 2 \sin \left( \frac{\pi}{2} \right) \right)^{\Delta_0}.
\]

where \(\Delta_0 = \frac{\Delta + \Delta'}{2} = \Delta + \frac{\omega}{2}\), and \(\Gamma\) is the usual gamma function.

The result (33) is consistent with expectations from eigenstate thermalization hypothesis (see [27] and references therein), and additionally has a natural holographic interpretation of the absorption/decay rate of a BTZ black hole, weighted with the correct Boltzmann factors [11, 28, 29]. Further refinement of the result to just primaries have also been carried out in [11], which in addition to requiring \(\Delta, \Delta' \gg 1\), also needs \(\omega \ll \Delta, \Delta'\).

3.1.4. GCE two-point function and averaged expectation values. The previous analysis can be refined when we consider the two-point function in a grand canonical ensemble of a \(u(1)_k\) current (see (8)). We denote the conserved \(u(1)_k\) currents by \(J_0, \bar{J}_0\). Then every state \(|a\rangle\) in the spectrum carries respective quantum numbers \(Q_a, \bar{Q}_a\) and we can write

\(^9\)\(-1\)^{\(\Delta_0\)} originates from the analytic continuation to physical time \(t\).
the two-point function in the GCE as

\[
\langle O(t)O^\dagger(0) \rangle_{\beta,\nu,\nu'} = \sum_{\Delta,\Delta',Q^+,Q^-} \rho(\Delta, Q^+) \, \rho(\Delta', Q^+ - Q^-_0) \, \left| \langle \Delta, Q^+ | O | \Delta', Q^+ - Q^-_0 \rangle \right|^2 \\
\times e^{i\omega} e^{-\beta(\Delta - \pi)} e^{2\pi i \nu Q^- - 2\pi Q^+},
\]

where \( \omega = \Delta - \Delta', \, Q^\pm = Q \pm Q, \, \nu = \nu_R + i\nu_I, \) and \( Q^-_0 \) are the charges of \( \rangle. \) We also use the density of states at given \( \Delta \) and \( Q^\pm \) that can be computed for high \( \Delta \) by the present technique, too, and is given by [12]

\[
\rho(\Delta, Q^\pm) = \frac{1}{2^{1/2}} \left( \frac{c}{12} \right)^{3/4} \left( \Delta_Q - \frac{c}{12} \right)^{-5/4} e^{4\pi\sqrt{\pi}(\Delta_Q - \pi)},
\]

where we use the definition \( \Delta_Q := \Delta - \frac{Q^+ - Q^-}{4\pi} = \Delta - \frac{Q^+ + Q^-}{2\pi}. \) Finally, we define the object \( \langle \langle \Delta, Q^\pm | O | \Delta', Q^+ - Q^-_0 \rangle \rangle \) to be the average over all squared matrix elements \( |(i \rangle \langle O | j)\rangle|^2 \) with \( \Delta_i = \Delta, \, \Delta_j = \Delta', \, Q^\pm = Q_i^\pm. \) Note, that the charges \( Q_j^\pm \) are fixed by the fusion rules of \( u(1)_k \) which essentially tells that every matrix element has to be charge neutral. The latter is the reason why the sum only runs over a single set of \( Q^\pm. \)

The low temperature result is again given by (31) and the transformation property under \( \tau \to -1/\tau = \bar{\tau} \) follows from the transformation of the GCE (8) and the transformation of primaries,

\[
\langle O(w_1)O^\dagger(w_2) \rangle_{\tau,\nu} = (c\tau + d)(c\bar{\tau} + d)^\ell e \frac{ie^{4\pi\nu}}{\gamma^{2\pi}} \langle O(w_1)O^\dagger(w_2) \rangle_{\bar{\tau},\nu},
\]

which together give the high temperature approximation

\[
\langle O(t)O^\dagger(0) \rangle_{\beta < 1} \approx e^{\frac{i\beta}{\pi}} \frac{(-1)^{\Delta_0}}{\sinh^{2\Delta_0}(\pi t)} e^{-\frac{e^{4\pi \nu}}{\gamma^{2\pi}} (\nu - \nu').}
\]

Now, we can apply (20) and obtain

\[
\langle \langle \Delta, Q^\pm | O | \Delta', Q^+ - Q^-_0 \rangle \rangle \approx \frac{\mathcal{L}^{-1}_{\beta,\Delta} F_{\ell,-Q^-} F_{\nu,R}^{-1} F_{\nu,-Q^-}^{-1} F_{\nu,R}^{-1} e^{-\beta \pi} \langle O(t)O^\dagger(0) \rangle_{\beta < 1}}{\rho(\Delta, Q^\pm) \rho(\Delta', Q^+ - Q^-_0)}
\]

\[
\approx \frac{2^{-\frac{3}{2}} (\frac{12}{\pi})^{2-\Delta_0} \pi^{\frac{1}{2} - \Delta_0} \Gamma(\Delta_0 + i\frac{\omega}{\sqrt{\Delta}}, \frac{\Delta_0 + \frac{1}{2} - \pi}{\pi})}{\Gamma(2\Delta_0)}
\]

\[
\times \rho(\Delta + \frac{\omega}{\pi}, Q^\pm) \rho(\Delta + \omega, Q^+ - Q^-_0) \approx \mathcal{N} \cdot \hbar \langle \langle \Delta, Q^\pm \rangle \rangle \cdot e^{-4\pi \sqrt{\pi}(\Delta_0 - \Delta)^2 + \frac{\pi}{4} - \pi}
\]

\[
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\]
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where in the last step we took the approximation $|\omega| \ll \Delta_Q$, define $\mathcal{N} = \frac{(\frac{\omega}{12} - \frac{\omega}{12})^{\Delta_Q - \frac{3}{2}}}{\sqrt{12} \pi}$, and

$$h(\Delta, Q^\pm) = \frac{(\frac{\Delta_Q + \frac{\omega}{2} - \frac{\omega}{12})^{\Delta_Q + \frac{3}{2}}}{(\Delta_Q - Q^0 + \frac{\omega}{2} - \frac{\omega}{12})^{\Delta_Q + \frac{3}{2}}} \Gamma \left( \Delta_Q + \frac{\omega}{\sqrt{12} e (\Delta_Q + \frac{\omega}{2} - \frac{\omega}{12})} \right) \right)^2.$$ 

captures the non-exponential dependence on $\Delta$ and $Q^\pm$.

The result (39) is the charged generalization of (33) and thus is relevant for ETH in presence of a global symmetry. Holographically it also probes the charged BTZ black hole, just as the diagonal result does [12].

3.1.5. Four-point function on the plane and Zamolodchikov expansion. The (1221) four-point function can be expanded in the Zamolodchikov blocks $H_{12}^{21}(h_i, q)$ as follows [30, 31]

$$f_{12}^{21}(q) = \langle O_1(\infty)O_2(1)O_2(z)O_1(0) \rangle = \sum_i C_{12; i} F_{12}^{21}(h_i, z)F_{12}^{21}(\bar{h}_i, \bar{z}) \tag{40}$$

$$= \sum_i C_{12; i} \Lambda_{12}^{21}(h_i, q) \Lambda_{12}^{21}(\bar{h}_i, \bar{q})H_{12}^{21}(h_i, q) \bar{H}_{12}^{21}(\bar{h}_i, \bar{q}) \tag{41}$$

where again $q = e^{i\pi \tau} \equiv e^{-\beta/2}$ with $\tau = i \frac{\Gamma(1-\frac{1}{2})}{\pi (z)}$, and we introduce

$$\Lambda_{12}^{mn}(h_i, q) = (16q)^{h_i - \frac{1}{24} - h_k - h_l - h_i - h_l(1 - z) \frac{\omega}{12}} \theta_3(q)^{\frac{1}{24} - \frac{1}{3}(h_k + h_i + h_m + h_n)} \tag{42}$$

The advantage of the Zamolodchikov block is that it can be expressed in a $q$ expansion

$$H_{12}^{mn}(h_i, q) = 1 + \sum_{n=1}^{\infty} c_n q^n, \tag{43}$$

where all the dependence on the external and internal fields is encoded in the expansion coefficients $c_n = c_n(h, l, m, n, i)$. In addition, it can be shown that it behaves in the heavy limit, i.e. when $h \to \infty$, as [32, 33]

$$H_{12}^{mn}(h \to \infty, q) \approx 1 + \mathcal{O}(h^{-1}) \tag{44}$$

The crossing relation $z \to 1 - z$ that we want to interpret as an $S$-transformation for $\tau$ relates the above expression to

$$f_{22}^{11}(\bar{q}) = \langle O_1(\infty)O_1(1)O_2(1 - z)O_2(0) \rangle \tag{45}$$

which, due to the $\bar{q}$ analog expansion of (43), is dominated in the $\bar{q} \to 0$, $\beta \to 0$, limit by the vacuum contribution $h = 0 = \bar{h}$ and, therefore, can be approximated by

$$f_{22}^{11}(\bar{q}) \approx \Lambda_{22}^{11}(0, e^{-\frac{2\pi}{\beta}}) \Lambda_{22}^{11}(0, e^{-\frac{2\pi}{\beta}}) \tag{46}.$$

If we assume that the spectrum of primaries at high conformal dimension $\Delta = h + \bar{h}$ is dominated by fields of light conformal spin then in the $q \to 1$, $\beta \to 0$, limit heavy channels
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dominate. Here we can use the $h_i^{-1}$ expansion (43) to approximate the Zamolodchikov recursion blocks, $H_{12}^{a b}$ by 1 and (40) can be approximated by

$$f_{12}^{a b}(q) \approx \Lambda_{12}^{a b} \left(0, e^{-\frac{q}{2}}\right) \overline{\Lambda}_{12}^{a b} \left(0, e^{-\frac{q}{2}}\right) \int_0^\infty d\Delta \rho^\Delta(\Delta) \overline{C}_{12\Delta}^{a b} 16^\Delta e^{-\beta \frac{\Delta}{2}},$$

(47)

where $\rho^\Delta(\Delta) = 2\pi I_0 \left(4\pi \sqrt{\frac{c-1}{12}} (\Delta - \frac{c-1}{12})\right)$ is the density of primaries at conformal dimension $\Delta$, and $\overline{C}_{12\Delta}^{a b}$ is the average over all OPE coefficients $C_{12\Delta}$ with $\Delta_i = \Delta$. This allows us to write

$$\int_0^\infty d\Delta \rho^\Delta(\Delta) \overline{C}_{12\Delta}^{a b} 16^\Delta e^{-\beta \frac{\Delta}{2}} \approx \frac{\Lambda_{12}^{a b} \left(0, e^{-\frac{2q}{2}}\right)}{\Lambda_{12}^{a b} \left(0, e^{-\frac{2q}{2}}\right) \overline{\Lambda}_{12}^{a b} \left(0, e^{-\frac{2q}{2}}\right)} \approx \left(\frac{\beta}{2\pi}\right)^{\frac{c}{12} - 4(\Delta_1 + \Delta_2)} e^{\frac{\beta}{2} (\Delta_1 + \Delta_2)}.$$  

(48)

(49)

Inverting the Laplace transformation on the lhs then allows us to obtain $[22, 32, 34]$

$$\overline{C}_{12\Delta}^{a b} \approx \frac{1}{16^\Delta \rho^\Delta(\Delta)} \int \frac{d\beta}{2\pi i} \left(\frac{\beta}{2\pi}\right)^{\frac{c}{12} - 4(\Delta_1 + \Delta_2)} e^{\frac{\beta}{2} (\Delta_1 + \Delta_2)} I_0 \left(4\pi \sqrt{\frac{c-1}{12}} (\Delta - \frac{c-1}{12})\right) I_0 \left(4\pi \sqrt{\frac{c-1}{12}} (\Delta - \frac{c-1}{12})\right)$$

(50)

$$= \frac{1}{2 \cdot 16^\Delta} \left(\frac{12\Delta}{c - 1} - 1\right) 2(\Delta_1 + \Delta_2) - \frac{c}{12} I_0 \left(4\pi \sqrt{\frac{c-1}{12}} (\Delta - \frac{c-1}{12})\right)$$

(51)

$$\approx \frac{1}{\sqrt{2 \cdot 16^\Delta}} \left(\frac{12\Delta}{c - 1} - 1\right) 2(\Delta_1 + \Delta_2) - \frac{c}{12} e^{-2\pi \sqrt{\frac{c-1}{12} (\Delta - \frac{c-1}{12})}}.$$  

(52)

Holographically, the result shows that the formation and decay of black holes in a 2–2 scattering process in quantum gravity is entropically suppressed [34]. This suppression also sharpens the notion of OPE convergence in CFTs [35, 36].

The analysis can also be done with 4-point functions with arbitrary operator insertions. However, then the lightest field $\chi$ that has non-vanishing OPE coefficient with the fields fused in the $t$ channel contributes dominantly in the $q \to 0$, $\beta \to 0$, limit. The above analysis would then lead to a result for $C_{12\Delta}^{a b} C_{34}^{c d}$ that depends on $C_{23}^{a b} C_{\chi 14}^{c d}$ and the conformal dimension of $\chi$.

3.1.6. Conformal blocks and Zamolodchikov expansion. The s-channel conformal block can be expressed in terms of the Zamolodchikov block as

$$F_{12}^{34}(h_s, z) \equiv \Lambda_{12}^{34} \left(h_s, q\right) H_{12}^{34} \left(h_s, q\right) = \Lambda_{12}^{34} \left(h_s, q\right) \sum_{n=0}^\infty c_n^s q^n,$$

(53)
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with all the definitions as before. The $t$-channel likewise can be expressed as

$$F^{14}_{32}(h_t, 1 - z) \equiv \Lambda^{14}_{32}(h_t, \bar{q}) H^{14}_{32}(h_t, \bar{q}) = \Lambda^{14}_{32}(h_t, \bar{q}) \sum_{n=0}^{\infty} c_n q^n. \quad (54)$$

As already mentioned in (13) the two channels are related by

$$F^{14}_{32}(\alpha_t; 1 - z) = \int_{\frac{Q}{2} + i\mathbb{R}} \frac{d\alpha_s}{2i} S_{\alpha_s, \alpha_t} \left[ \begin{array}{cc} \alpha_3 & \alpha_4 \\ \alpha_1 & \alpha_2 \end{array} \right] \cdot F^{14}_{12}(\alpha_s; z)$$

$$+ \sum_{\alpha_s = \gamma_k \cap \mathbb{N}} \mathrm{Res} \left( S_{\alpha_s, \alpha_t} \left[ \begin{array}{cc} \alpha_3 & \alpha_4 \\ \alpha_1 & \alpha_2 \end{array} \right] \cdot F^{14}_{12}(\alpha_s; z) \right) \quad (55)$$

via some integral kernel $S$.\(^\text{10}\) Applying (20) with $c_0 = 1$, and $\bar{q} = e^{-\beta/2}$ gives for large $n$

$$c_n^t \approx \int \frac{d\beta}{2\pi i} e^{\beta n/2} \left[ \int_{C} \frac{d\alpha_s}{2i} S_{\alpha_s, \alpha_t} \left[ \begin{array}{cc} \alpha_3 & \alpha_4 \\ \alpha_1 & \alpha_2 \end{array} \right] \frac{\Lambda^{14}_{12}(h_s, e^{\frac{2\beta}{2\pi}})}{\Lambda^{14}_{32}(h_t, e^{\frac{-\beta}{2}})} \right]$$

$$+ \sum_{\alpha_s = \gamma_k \cap \mathbb{N}} \mathrm{Res} \left( S_{\alpha_s, \alpha_t} \left[ \begin{array}{cc} \alpha_3 & \alpha_4 \\ \alpha_1 & \alpha_2 \end{array} \right] \cdot \Lambda^{14}_{32}(h_s, e^{\frac{-2\beta}{2\pi}}) \Lambda^{14}_{12}(h_t, e^{\frac{-\beta}{2}}) \right) \quad (56)$$

where we introduced $\mathbf{h}(\beta, h_s, h_t) = 16^{h_s-h_t} \left( \frac{\beta}{2\pi} \right)^{\frac{c_1}{2}} e^{\frac{2\pi}{2r}} (h_{\bar{t}} - n \frac{\beta}{2\pi}) - \frac{2\pi}{2r} (h_t - \frac{\beta}{2\pi})$ to shorten notation.

Before we proceed further and evaluate the integrals we first want to explicitly split the $s$-channel decomposition into the contribution from the continuous spectrum $\alpha_s \in \frac{Q}{2} + i\mathbb{R}$ and a possible finite contribution from the discrete spectrum $\alpha_s \in (0, Q/2).$\(^\text{11}\) Let us first consider the continuous contribution. In that case we can write $\alpha_s = \frac{Q}{2} + is$ and $h_s = \frac{Q^2}{4} + s^2 = \frac{c_1}{2\pi} + s^2$. As was also shown in [22] the $\alpha_s$ integral is dominated by $s = 0$ in the limit of $\beta \ll 1$ and given by

$$c_n^{t, \text{cont.}} \approx \partial_{\alpha_t} S_{\alpha_s, \alpha_t} \bigg|_{\alpha_s = \frac{Q}{2}} \int \frac{d\beta}{2\pi i} \int_{\mathbb{R}} \frac{ds}{2} 16^{h_s-h_t} s^2 \left( \frac{\beta}{2\pi} \right)^{\frac{c_1}{2}} e^{\frac{2\pi}{2r}} (h_{\bar{t}} - n \frac{\beta}{2\pi}) - \frac{2\pi}{2r} (h_t - \frac{\beta}{2\pi}) \quad (59)$$

\(^{10}\) Remember the parametrisation $h_t = \alpha_t (Q - \alpha_s)$.

\(^{11}\) See appendix A.
where

\[ \nu \]

When the result depends on the coefficient of the double pole, that we call \( d_{\text{Res}} \) as in [22].

In particular, there is no exponential but only polynomial growth in \( n \).

As also summarized in A.1, the contribution from the discrete spectrum is in terms of a finite sum of residues at poles \( \alpha_s = \alpha_1 + \alpha_2 + mb < \frac{Q}{2} \), \( \alpha_s = \alpha_3 + \alpha_4 + mb < \frac{Q}{2} \), etc.

When \( \beta \ll 1 \), then because of \( e^{-2z^2/(h_s - \nu)} \) the pole with lowest conformal dimension contributes most, all others are suppressed exponentially. This already tells that \( m = 0 \). The leading contribution comes from \( \alpha_s^{\text{min}} = \min\{\alpha_1 + \alpha_2, \alpha_3 + \alpha_4, \ldots\} \). In case of a single pole this gives

\[
\sum_{i} (\text{Res}_{\alpha_s^{\text{min}}} S_{\alpha_s^{\text{min}}}) 16^{h_s^{\text{min}} - h_t} \int \frac{d\beta}{2\pi i} \left( \frac{\beta}{2\pi} \right)^{\frac{c-1}{24} - 2\sum_i h_i} e^{\frac{z}{2}(h_t + n - \frac{c-1}{24}) - \frac{z^2}{2}(h_s^{\text{min}} - \frac{c-1}{24})}
\]

(61)

\[
\sum_{i} (\text{Res}_{\alpha_s^{\text{min}}} S_{\alpha_s^{\text{min}}}) 16^{h_s^{\text{min}} - h_t} \frac{2\pi}{2\beta} \left( \frac{\beta}{2\pi} \right)^{\frac{c-1}{24} - 2\sum_i h_i} e^{\frac{z}{2}(h_t + n - \frac{c-1}{24}) - \frac{z^2}{2}(h_s^{\text{min}} - \frac{c-1}{24})}
\]

\[
\times \left( 2\pi \sqrt{\left( \frac{c-1}{24} - h_s^{\text{min}} \right) \left( h_t + n - \frac{c-1}{24} \right)} \right) I_{\nu}
\]

(62)

where \( \nu = 2\sum_i h_i - \frac{c+3}{4}, h_s^{\text{min}} = \alpha_s^{\text{min}}(Q - \alpha_s^{\text{min}}) \), and we define

\[
\mathcal{N} = \pi \left( \text{Res}_{\alpha_s^{\text{min}}} S_{\alpha_s^{\text{min}}} \right) 16^{h_s^{\text{min}} - h_t} \left( \frac{c-1}{24} - h_s^{\text{min}} \right)^{-\frac{\nu}{2} - \frac{1}{4}}.
\]

(63)

(64)

(65)

(66)

When \( \alpha_s^{\text{min}} \) is not unique and when \( \alpha \neq 0 \), then there appear double poles. In that case the result depends on the coefficient of the double pole, that we call \( d_{\text{Res}} \) as in [22].

This for example happens when \( \mathcal{O}_1 = \mathcal{O}_4 \) and \( \mathcal{O}_2 = \mathcal{O}_3 \) with \( \alpha_1 + \alpha_2 < \frac{Q}{2} \). Then there is a double pole at \( \alpha_s = \alpha_1 + \alpha_2 \) and the leading answer for the \( \alpha_s \) integral gives

\[
\sum_{i} (\text{Res}_{\alpha_s^{\text{min}}} S_{\alpha_s^{\text{min}}}) 16^{h_s^{\text{min}} - h_t} \int \frac{d\beta}{2\pi i} \left( \frac{\beta}{2\pi} \right)^{\frac{c-1}{24} - 2\sum_i h_i} e^{\frac{z}{2}(h_t + n - \frac{c-1}{24}) - \frac{z^2}{2}(h_s^{\text{min}} - \frac{c-1}{24})}
\]

(67)

\[
\sum_{i} (\text{Res}_{\alpha_s^{\text{min}}} S_{\alpha_s^{\text{min}}}) 16^{h_s^{\text{min}} - h_t} \frac{2\pi}{2\beta} \left( \frac{\beta}{2\pi} \right)^{\frac{c-1}{24} - 2\sum_i h_i} e^{\frac{z}{2}(h_t + n - \frac{c-1}{24}) - \frac{z^2}{2}(h_s^{\text{min}} - \frac{c-1}{24})}
\]

\[
\times \left( 2\pi \sqrt{\left( \frac{c-1}{24} - h_s^{\text{min}} \right) \left( h_t + n - \frac{c-1}{24} \right)} \right) I_{\nu}
\]

\[
\approx 2\pi^4 (Q - 2(\alpha_1 + \alpha_2)) \left( \text{dRes}_{\alpha_s^{\text{min}}} S_{\alpha_s^{\text{min}}} \right) 16^{h_s^{\text{min}} - h_t} \left( \frac{c-1}{24} - h_s^{\text{min}} \right)^{-\frac{\nu}{2}}
\]

(68)

(69)
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\[ \times I_{\nu'} \left( 2\pi \sqrt{\left( \frac{c-1}{24} - h_{s_{\min}} \right) \left( h_{t} + n - \frac{c-1}{24} \right)} \right) \]

\approx N' \cdot \left( h_{t} + n - \frac{c-1}{24} \right)^{\nu'} e^{2\pi \sqrt{\left( \frac{c-1}{24} - h_{s_{\min}} \right) \left( h_{t} + n - \frac{c-1}{24} \right)}} \tag{71}

where \( \nu' = 2\sum h_{i} - \frac{c-1}{4} \), \( h_{s_{\min}} = (\alpha_1 + \alpha_2)(Q - \alpha_1 - \alpha_2) = h_1 + h_2 - 2\alpha_1\alpha_2 \), and

\[ N' = \pi^3 \left( \frac{d \text{Res}}{\alpha_s = \alpha_1 + \alpha_2} S_{\alpha_s, \alpha_{t, h}} \right) 16^{h_{s_{\min}} - h_{t}} \left( \frac{c-1}{24} - h_{s_{\min}} \right)^{-\frac{\nu' - \frac{1}{4}}{4}} \] \tag{72}

Note, that in case of \( h_t = 0 \), i.e. the vacuum contribution to the \( t \)-channel, there is no double pole and the previous result applies.

To conclude, the coefficients \( c_n \) can be well approximated for large \( n \). How they behave depends on the external fields. When all external fields lie in the continuous spectrum then even in the \( s \)-channel decomposition, only the continuous spectrum contributes. In that case \((62)\) is the asymptotic result for \( c_n \). It, in particular, does not show an exponential growth in \( \sqrt{n} \). When one or more external fields are from the discrete spectrum, then there is a contributions from residues when any of the combinations \( \{\alpha_1 + \alpha_2, \alpha_3 + \alpha_4, \alpha, \rightarrow Q - \alpha \} \) is smaller than \( \frac{Q}{2} \). In that case, the field with the lowest conformal dimension contributes most and \( c_n \) is given by \((66)\) if \( S \) has a single pole. In presence of a double pole, we give the result for \( \alpha_1 = \alpha_4 \) and \( \alpha_2 = \alpha_3 \) in \((71)\). Only when there is a contribution from the discrete spectrum we see an exponential growth in \( \sqrt{n} \) for \( c_n \).

We want to mention that in the case of \( \alpha_i = \alpha_j = \alpha \), the constrain to obtain contributions from the discrete spectrum is \( 2\alpha < \frac{Q}{2} \) which gives \( h_{s_{i}} = \alpha(Q - \alpha) < \frac{c-1}{32} \), and clearly the behavior of the blocks drastically changes at \( h = \frac{c-1}{32} \) (this was already pointed out in [22, 23]).

In all cases, explicit dependence on \( S \) appears as a prefactor which looks in general quite complicated. In particular for \( \alpha_1 = \alpha_4 \) and \( \alpha_2 = \alpha_3 \), many of these can be found explicitly in [22]. We would like to emphasize that while, the monodromy matrix approach using Regge asymptotics [23] reproduces the same behaviors, our approach is more direct, especially in accessing subleading contributions, primarily because it is amenable to a complex Tauberian analysis, which we review briefly next.

3.2. Regime of validity and bounds on errors

It turns out that the techniques of \( S \)-modular bootstrap in extreme temperatures, contain secretly quite a few assumptions, which if not understood rigorously can lead us to uncontrolled errors and prevent us from appreciating the uniqueness of the universal asymptotic results including the conditions under which they are valid.

(a) As a consequence of modular invariance [37], was able to show that, provided the spectrum is sparse enough, the high temperature partition function is dominated by the \( S \)-transformed vacuum contribution. The analysis quantifies the meaning of this sparseness. A similar analysis has also been carried out for the torus correlation
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functions in [10], and conditions for vacuum dominance can also be quantified in those examples. For instance, in the low temperature regime \( (\beta > 2\pi) \), the above analysis gives a bound of the form,

\[
G_H(\beta) \leq \frac{\delta}{1 - \delta} G_L(\beta).
\] (73)

In the above, \( G_H(G_L) \) denotes the contribution of the heavy(light) sector to the physical quantity under consideration. The quantity \( \delta \) is exponentially suppressed in \( \Delta_H - \frac{\pi}{12} \), where \( \Delta_H \) denotes the border between the light and the heavy sectors. Next, at large \( c \), from the light sector one can further isolate the vacuum contribution by requiring a sparseness condition on the light sector, which is quite relaxed, \( \rho_L(\Delta) \lesssim e^{2\pi \Delta} \), for \( \Delta < \Delta_H \).

(b) Most of the \( S \)-transformation applications (e.g., bootstrapping asymptotic density of states, asymptotic OPE coefficients) need the assumption that at high temperatures, high energy states give the dominant contribution. This is then used with the modular transformation to get the asymptotic contribution from the vacuum/light spectra. The assumption is actually tied very closely with the approximation of a discrete distribution\(^{12}\) by a smooth function.

(c) What lies at the heart of the Cardy like asymptotic formulae is the assumption that the errors in the inverse Laplace transformation is bounded as well, which results in approximating a discrete distribution by a continuous one. Tauberian theorems help in estimating these errors. In particular, provided that vacuum dominance in the sense of (1) holds, the errors can be shown to be bounded in comparison with the leading asymptotic result where contribution(s) come from the light sector of the theory.

(d) One starts by bounding the integrated density centered at some heavy \( \Delta \to \infty \) by convolution of the physical quantity \( G(\beta) \) from (73) and bandlimited functions \( \phi_{\pm} \),

\[
G(\beta + it) \ast \phi_{\pm}(t) \leq \text{integrated density} \leq G(\beta + it) \ast \phi_{\pm}(t).
\] (74)

Next one \( S \)-transforms the quantity, \( G(\beta + it) \to G \left( \frac{4\pi^2}{\beta + it} \right) \) and separates it out into \( G_L \) and \( G_H \). For the light sector part, one does the integrals of the convolution by saddle point. The optimum saddle, which sets \( \beta \propto \frac{1}{\Delta} \), with \( \theta > 0 \), shows that in the large \( \Delta \) regime, one has small \( \beta \), which implies one has a large argument for the function \( G \). This light part gives the standard Cardy like formulae for the asymptotic density of states, which gets contribution from vacuum and/or the light sectors. For the heavy part, which is still left to be dealt with, one can use (73) to show that this is suppressed provided the conditions of (1) are satisfied.

When \( G(\beta) \) is the partition function this analysis was carried out by [38]. As a consequence of their analysis one can also obtain upper bound on the spectral spacings. The spacing between Virasoro primaries was upper bounded by \( \approx 1.1 \) in [38], which was improved to \( \approx 1 \) in [39]. Tauberian analysis was further successfully applied to the case of \( G(\beta) = \langle O \rangle_\beta \) in [40], wherein errors to (27) have been bounded. Tauberian analysis can

---

\(^{12}\)E.g., the density of states is a sum of Dirac delta functions.
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also be carried out for the asymptotic formulae obtained for OPE coefficients starting from the pillow geometry (52) as well as \( \langle OO \rangle_3 \) (33) [41]. It will be interesting to also extend these analyses to the charged partition function, however one will first need to develop an analog of (73) which will now possess additional subtleties since one needs to separate out large and low charge sectors as well. The analysis in the case of the conformal blocks, (52), (66), (62), (71) should also give upper bounds on the weighted spectral spacings which could be interesting holographically.

4. Constraints from intermediate temperature

Now we want to present the second technique to extract data about \( f \). The general idea was first presented in [8]. Invariance of the partition function \( Z(\tau) \) under modular \( S \)-transformation was used to obtain an upper bound on the gap between the vacuum and the first excited state. The main feature that was exploited is that \( S \) has a fixed point at \( \tau^{I,p} = i \). Hence, because of the invariance of the partition function, \( Z(\tau^{I,p}) \) is a fixed point under \( S \), too.

So first, from \( f_\alpha \) we want to construct a function \( g \) that is invariant under the \( S \)-transformation, too. To do so we write

\[
g(\tau, \bar{\tau}) := \int d\gamma J_\gamma(\tau, \bar{\tau}) f_\gamma(\tau, \bar{\tau}), \tag{75}
\]

with some (unknown) integral kernel \( J_\gamma(\tau, \bar{\tau}) \). The requirement of invariance of \( g \) then tells us that

\[
g(\tau, \bar{\tau}) := \int d\gamma J_\gamma(\tau, \bar{\tau}) f_\gamma(\tau, \bar{\tau}) \tag{76}
\]

\[
= \int d\eta d\gamma J_\gamma(\tau, \bar{\tau}) S_\eta(\tau, \bar{\tau}) f_\eta \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}} \right) \tag{77}
\]

\[
= g \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}} \right) = \int d\eta J_\eta \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}} \right) f_\eta \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}} \right), \tag{78}
\]

which is satisfied if

\[
\int d\gamma J_\gamma(\tau, \bar{\tau}) S_\eta(\tau, \bar{\tau}) = J_\eta \left( -\frac{1}{\tau}, -\frac{1}{\bar{\tau}} \right). \tag{79}
\]

Any integration kernel that shows this transformations property, which is obviously very similar to the property of \( f \) itself, does the job and can be used to construct a modular invariant quantity out of \( f_\alpha \).

4.1. Examples

4.1.1. \( N \)-point functions on the torus. In case of the \( N \)-point function on a torus, the behavior under \( S \) transformation is specified by \( S_{w,w'}(\tau, \bar{\tau}) = \prod_i \frac{\delta(w_i-w'_i)}{e^{\tau \phi_i} e^{\bar{\tau} \phi_i}} \). One can
simply choose \( J \) to have trivial dependence on the coordinates. We can further choose \( w_1 = 0 \) due to the shift symmetry on the torus. Since \( w_1 = 0 \) is a fixed point under the \( S \)-transformation already we do not need to integrate over it. Then (79) simplifies to

\[
\mathbb{J}(\tau, \bar{\tau}) = \mathbb{J}(\tau, \bar{\tau}) \prod_i \frac{1}{\tau^{h_i-1} \bar{\tau}^{h_i-1}} = \mathbb{J}(-\frac{1}{\tau}, -\frac{1}{\bar{\tau}}),
\]

where we used the delta-function identity \( \delta(ax) = \frac{1}{|a|} \delta(x) \).

Using the Dedekind \( \eta \)-function, that transforms as

\[
\eta(\tau) = \sqrt{-i\tau} \eta(-\frac{1}{\tau}), \quad \eta(\bar{\tau}) = \sqrt{i\bar{\tau}} \eta(-\frac{1}{\bar{\tau}}),
\]

we can choose

\[
\mathbb{J}(\tau, \bar{\tau}) = \eta(\tau)^2 \eta(\bar{\tau})^2 \prod_i \eta(\tau)^{2(h_i-1)} \eta(\bar{\tau})^{2(h_i-1)}
\]

(82)

(4.1.2) Grand canonical ensemble (GCE). In case of the GCE the \( S \)-transformation kernel is given by

\[
S_{(\nu, \bar{\nu})}(\mu, \bar{\mu}) = \delta(\mu - \frac{\nu}{\tau}) \delta(\bar{\mu} - \frac{\bar{\nu}}{\bar{\tau}}) \exp[i\pi k (\tau \bar{\mu}^2 - \tau \mu^2)]
\]

such that \( \mathbb{J} \) should satisfy

\[
\tau \bar{\tau} \exp[i\pi k (\tau \bar{\mu} - \tau \mu^2)] \mathbb{J}(\tau, \bar{\tau}) = \mathbb{J}(\mu, \bar{\mu}) \left(-\frac{1}{\tau}, -\frac{1}{\bar{\tau}}\right).
\]

\(\uparrow\) We want to thank Sridip Pal for raising this issue.
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To construct such a function we can consider the generalized theta function (with $q = e^{2\pi i\tau}$)

$$\theta[a, b](\tau, z) = \sum_{n \in \mathbb{Z}} q^{\frac{1}{2}(n+a)^2} e^{2\pi i(n+a)(z+b)}$$

which transforms under $S$ transformation as

$$\theta[a, b] \left(-\frac{1}{\tau}, \frac{z}{\tau}\right) = \sqrt{-i\tau} e^{\frac{2\pi i a b}{\tau}} \theta[b, -a](\tau, z).$$

(87)

Taking the complex conjugate gives

$$\theta[a, b] \left(-\frac{1}{\bar{\tau}}, \frac{\bar{z}}{\bar{\tau}}\right) = \sqrt{i\bar{\tau}} e^{-\frac{2\pi i a b}{\bar{\tau}}} \theta[b, -a](\bar{\tau}, \bar{z}).$$

(88)

Hence, if we define

$$J_{\nu, \bar{\nu}}(\tau, \bar{\tau}) = \eta(\tau)^2 \eta(\bar{\tau})^2 \left[ \frac{\theta[0, 0](\nu, \tau) \theta[0, 0](\bar{\nu}, \bar{\tau})}{\eta(\tau) \eta(\bar{\tau})} \right]^{ck}$$

(89)

it fulfills (85).

Having an $S$ invariant function $g(\beta)$ at hand, we can follow the logic of [8] to obtain some constraints on the expansion coefficients of $f$. Therefore we assume an expansion similar but a bit simpler than the one used in (16),

$$f_\alpha(\beta) \equiv f_\alpha(q) = \sum_{n \geq 0} C_{\alpha, n} f_{\alpha, n}(q),$$

(90)

such that we can write

$$g(\beta) = \sum_{n \geq 0} \int d\gamma C_{\gamma, n} \mathbb{I}_\gamma(\beta) f_{\gamma, n}(\beta)$$

(91)

It is clear that the $S$ invariant function $g$ has a fixed point at $\beta^* = 2\pi \ (\tau^f, \nu = i)$. Now consider any operator $D_\beta$ that is odd under the $S$ transformation, i.e. it satisfies

$$D_\beta = -D_{\beta^*},$$

(92)

and consider the corresponding functional

$$F[\cdot] : = \lim_{\beta \to \beta^*} D_\beta(\cdot).$$

(93)

By construction, $F$ maps any $S$-invariant function to zero, s.t. we obtain

$$F[g] \equiv 0.$$ 

(94)

Using (16) we can write this as

$$0 = \sum_{n \geq 0} \int d\gamma C_{\gamma, n} F[\mathbb{I}_\gamma(\beta) f_{\gamma, n}(\beta)]$$

(95)
Simple examples for odd operators are the derivatives $D_{\beta}^{p} := \left( \beta \frac{\partial}{\partial \beta} \right)^{p}$ with odd $p$, and any linear combination of these.

Now, the general idea is to interpret (94) as constraint equations on $g$ and via (95) on the expansion coefficients of $f_{\alpha}$. There are infinitely many of these constraints because one can construct infinitely many linear independent odd operators. The goal is to reformulate these constraints in such a way that one obtains information on particular data of the function. For example, if the index set of $n$ is not known, one can construct functionals such that

$$\int d\gamma C_{\gamma,n} F[\mathbb{J}_{\gamma}(\beta)f_{\gamma,n}(\beta)] < 0$$

only in a finite region of all possible $n$. Then it is necessary that there must be some contribution to $f$ from that region. The functional $F$ that minimizes this region is then optimal in that sense.

How to choose a functional $F$ and how to obtain some bounds from (95) depends on the knowledge about $f$ and very often depends on additional assumptions. Here, examples are the most illuminating.

4.2. Examples

4.2.1. Partition function and bounds on the spectrum. This example originates from [8, 42] and gives a universal constraint on the spectrum of a modular invariant conformal field theory. By assumption the partition function is modular invariant, so there is no need to construct an invariant function. The respective thermal partition function can be expressed as

$$Z(\beta) = \text{Tr} e^{-\beta H} = \text{Tr} e^{-\beta (L_0 + \bar{L}_0 - \frac{c}{6})} = e^{\beta \frac{c}{6}} + \sum_{\Delta > \epsilon > 0} \rho(\Delta) e^{-\beta (\Delta - \frac{c}{6})},$$

with $\rho(\Delta)$ being the density of states.

Let us choose as functionals the above examples $F_{\beta} = \lim_{\beta \to \beta^*} D_{\beta}^{p}$ which gives the constraint equations

$$0 = B_p \left( \frac{\pi c}{6} \right) e^{\frac{\pi c}{6}} + \sum_{\Delta > \epsilon > 0} \rho(\Delta) B_p \left( -2\pi \Delta + \frac{\pi c}{6} \right) e^{-2\pi \left( \Delta - \frac{c}{6} \right)},$$

where $B_p(x)$ are the Bell polynomials which can be expressed as

$$B_p(x) = \sum_{n=1}^{p} S_p^{(n)} x^n$$

with $S_p^{(n)}$ being the Stirling number of second kind that gives the number of ways of partitioning a set of $p$ elements into $n$ non-empty subsets. For example

$$B_1(x) = x,$$
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$B_3(x) = x^3 + 3x^2 + x.$ \hfill (101)

These two already suffice to obtain some knowledge about the spectrum of the theory, too. Therefore, consider the functional $F_3[Z] + aF_1[Z]$ which gives

$$0 = \left( B_3 \left( \frac{\pi c}{6} \right) + aB_1 \left( \frac{\pi c}{6} \right) \right) e^{\overline{F}} + \sum_{\Delta > \epsilon > 0} \rho(\Delta) \left( B_3 \left( -2\pi \Delta + \frac{\pi c}{6} \right) + aB_1 \left( -2\pi \Delta + \frac{\pi c}{6} \right) \right) e^{-2\pi(\Delta - \overline{F})} \hfill (102)$$

for all values of $a$. The polynomial $B_3 \left( -2\pi \Delta + \frac{\pi c}{6} \right) + aB_1 \left( -2\pi \Delta + \frac{\pi c}{6} \right)$ goes to $-\infty$ for large $\Delta$ and has three zeros at

$$\Delta_0 = \frac{c}{12}, \quad \Delta_{\pm} = \frac{c}{12} + 9 \pm 3\sqrt{5} - 4a \frac{c}{12\pi}. \hfill (103)$$

Now, one can choose ‘$a$’ such that the vacuum, i.e. $\Delta = 0$, gives a non-positive contribution which is the case for $a \leq \frac{B_3(\frac{\pi c}{6})}{B_1(\frac{\pi c}{6})} = -1 - \frac{c\pi(18+c\pi)}{36}$. Then, only $\Delta_0 < \Delta < \Delta_+$ can give positive contribution to the sum on the rhs of (102). There must be some contribution from that region to cancel the negative contribution from any other possible $\Delta$. The region is minimal for $a = \frac{B_1(\frac{\pi c}{6})}{B_1(\frac{\pi c}{6})}$ which gives $\Delta_+ = \frac{c}{6} + \frac{3}{2\pi}$. Hence, a consistent spectrum of a modular invariant CFT has to have at least one field in the range

$$\frac{c}{12} < \Delta < \frac{c}{6} + \frac{3}{2\pi}. \hfill (104)$$

In particular, if $c < 12 - \frac{9}{2}$ then $\Delta_+ < 2$ which excludes that the field in the above range is a descendant of the identity. This means there either is a primary in the above region or there is a primary with conformal weight $\Delta < \frac{c}{6} + \frac{3}{2\pi} - 1$ such that its first descendants are in that region. It, in particular, gives an upper bound on a possible gap in the theory!

This first example was already refined to the case of the spectrum of primaries in [8]. It was shown that one gets an (improved) upper bound on the gap to the first primary in a generic unitary modular invariant CFT by expanding the partition function in terms of characters. It is given by $\Delta < \frac{c}{6} + 0.473695$. Ever since, the bound has been improved by optimizing the above functional [43, 44]. The respective numerical method to find the best functional is called linear programming [45].

Under additional assumption one can go further and, e.g. bound state degeneracies at particular (low) conformal dimensions. This has been done in [42] where they construct an upper bound on the number of marginal deformations under the assumption of cluster decomposition, the absence of a continuum of states just above the vacuum, or even better with no relevant operator, and $c < 24$. This can for example bound dimensions of moduli spaces of Calabi–Yau manifolds (see also [46]).

The present technique and applications thereof have also been used in [47–55].

4.2.2. Constraints from torus one-point functions at large central charge. As mentioned earlier, sometimes it is convenient to impose further assumptions to obtain a
manageable set of consistency conditions. For the present example, we want to impose two assumptions. Firstly, we take the central charge $c$ to be large and, secondly, we assume that diagonal OPE coefficients $C_{O_i O_i}$ are non-negative. The latter can e.g. be analyzed in Liouville theory. There the OPE coefficients are given by the DOZZ formula [56, 57]. In the continuous (physical) spectrum, i.e. when $h \geq \frac{c-1}{24}$, $C_{O_i O_i}$ has neither zeroes nor poles as a function of $\Delta_i$. Hence, it does not change sign and we can choose $O_i$ s.t. it is always positive\(^{14}\). However, we cannot assure that OPE coefficients behave the same way in generic CFTs.

Now, let us consider the torus one-point function

$$\langle O \rangle_\tau = \sum_{O_i} C_{O_i O_i}^{\bar{O}} F_{c, \bar{O}}^{h_i}(q) F_{c, \bar{O}}^{\bar{h}_i}(\bar{q})$$

(105)

expanded in the one-point conformal torus blocks $F_{c, \bar{O}}^{h_i}$. For generic central charge $c$, the coefficients of their $q (\bar{q})$ expansion can be computed from a recursive formula [58]. However, in large $c$ they are known explicitly and are given by

$$F_{c, \bar{O}}^{h_i}(q) = \frac{q^{h_i - \frac{c}{24}}}{1 - q} {}_2F_1 \left( h_{\bar{O}}, 1 - h_{\bar{O}} ; 2h_i ; \frac{q}{q - 1} \right).$$

(106)

Therefore, up to large $c$ corrections and with $h_{\bar{O}} = \bar{h}_{\bar{O}}$, we can define a modular invariant function

$$g(\beta) = \left( \frac{\beta}{2\pi} \right)^{h_{\bar{O}}} \langle O \rangle_\tau$$

(107)

$$= \sum_i C_{O_i O_i}^{\bar{O}} e^{-\beta(h_i + h_{\bar{O}} - \frac{c}{24})} \left( \frac{\beta}{2\pi} \right)^{h_{\bar{O}}} F_1 \left( h_{\bar{O}}, 1 - h_{\bar{O}} ; 2h_i ; \frac{e^{-\beta}}{e^{-\beta} - 1} \right)$$

$$\times {}_2F_1 \left( h_{\bar{O}}, 1 - h_{\bar{O}} ; 2\bar{h}_i ; \frac{e^{-\beta}}{e^{-\beta} - 1} \right).$$

(108)

Surprisingly, considering only the simple functional $F_1[ \cdot ] = \lim_{\beta \to 2\pi} \beta \partial_\beta (\cdot)$ already gives a quite strong constraint. So applying $F_1$ on $g$ gives

$$F_1[g] = \sum_i C_{O_i O_i}^{\bar{O}} f_{F_1}(h_{\bar{O}}, h_i, \bar{h}_i, c),$$

(109)

where $f_{F_1}$ is given in appendix B. For fixed $h_{\bar{O}}$ and $c \gg 1$, $f_{F_1}$ can be interpreted as a function from $\mathbb{R}^2_+ \to \mathbb{R}$, where $\mathbb{R}^2_+$ is the space of all possible conformal weights $(h, \bar{h})$. The set of points that are mapped to zero, i.e. $f_{F_1}^{-1}(0)$ — also called zero variety, separates the region of possible positive and negative contributions to the above sum. We were not able to handle $f_{F_1}^{-1}(0)$ analytically. However, the numerical study of the problem is feasible. It turns out that

\(^{14}\)We want to thank Sylvain Ribault for giving us insight into this.
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• \( f_{F_1}^{-1}(0) \) is connected in \( \mathbb{R}^2_+ \) and intersects the two axes. This means that there is a finite region in \( \mathbb{R}^2_+ \) bounded by \( f_{F_1}^{-1}(0) \) and the two axes. The contribution from that region has to compensate the contribution from its (non-compact) complementary region.

• The region grows monotonically with larger \( h_0 \). For small \( h_0 \), however, \( f_{F_1}^{-1}(0) \) never goes below \( h_i + \bar{h}_i = \frac{c}{10} \) and only for very large \( h_0 \) grows above \( h_i + \bar{h}_i = \frac{c}{6} \), i.e. the Hellerman bound [8].

From the analysis of the partition function we know that there must be a field with conformal dimension below the Hellerman bound. Since we can choose \( h_0 \) to be some field in the spectrum with \( h^* \) which is controlled by the polynomial power of \( h, \bar{h} \) which is controlled by the numbers of derivatives in the functional and, hence, does not depend on \( c \). Investigation of the torus blocks at \( O(1/c) \) order is presently under progress.\(^{15} \)

Improving the above bound and constructing further bounds by exploring the space of possible functionals is left for future work.

4.2.3. Constraints from the torus two-point function. The thermal two-point function can be written as

\[
\langle \mathcal{O}(w, \bar{w}) \mathcal{O}(0,0) \rangle_\beta = \text{Tr}(\mathcal{O}(w, \bar{w}) \mathcal{O}(0,0)) = \sum_{\Delta, s, \bar{\Delta}, s'} |\langle \Delta, S | \mathcal{O} | \Delta', s' \rangle|^2 e^{-\beta (\Delta - \bar{\Delta})} e^{-2\pi \mathfrak{R}(w)(\Delta - \bar{\Delta}) + i2\pi \mathfrak{R}(w)(s' - s)},
\]

(110)

where \( w = \mathfrak{R}(w) + i\mathfrak{I}(w) \) and \( \mathcal{O}(w, \bar{w}) = e^{\mathfrak{I}(w)\mathcal{H} + i\mathfrak{R}(w)\mathcal{P}} \mathcal{O}(0,0) e^{-\mathfrak{I}(w)\mathcal{H} - i\mathfrak{R}(w)\mathcal{P}} \), with \( \mathcal{H} = 2\pi (L_0 + \bar{L}_0 - \frac{c}{12}) \) and \( \mathcal{P} = 2\pi (L_0 - \bar{L}_0) \), and \( s = h - \bar{h} \) is the conformal spin. Now, we want to assume that \( \mathcal{O} \) is a scalar operator of conformal dimension \( \Delta_0 < 1/2 \). In that case we can avoid UV divergences and do not have to worry about them. Then we can

\(^{15}\)We want to thank Sridip Pal for his comments on this.
Figure 1. The \((h, \bar{h})\) plane. The yellow line corresponds to the boundary that separates possible positive and negative contributions to the one-point function of an operator \(O\) with \(h_O = \frac{c}{12}\) in a theory with only positive diagonal OPE coefficients at \(c = 2000\). There must be some contribution from the region below it. The region is contained in the region bound by \(\Delta = h + \bar{h} = \frac{c}{11.06}\).

use (84) to construct the \(S\)-invariant function, i.e.

\[
g(\beta) := \int_0^{\frac{\beta}{2\pi}} d\Im(w) \int_0^1 d\Re(w) \left(\frac{\beta}{2\pi}\right)^{\Delta_O - 1} \langle O(w, \bar{w}) O(0,0) \rangle_{\beta} \\
= \left(\frac{\beta}{2\pi}\right)^{\Delta_O} \left[ \sum_{\Delta, s} |\langle \Delta, s | O | \Delta, s \rangle|^2 e^{-\beta(\Delta - \Pi)} \right. \\
+ \left. \sum_{\Delta \neq \Delta', s} |\langle \Delta, s | O | \Delta', s \rangle|^2 e^{-\beta(\frac{\Delta + \Delta' - \Pi}{2})} \frac{\sinh \left(\frac{\beta(\Delta - \Delta')}{2}\right)}{\beta(\Delta - \Delta')} \right].
\]

(111)

(112)

Note that the sum runs no longer over twice the full spectrum because the integral over \(\Re(w)\) fixes \(s = s'\). Now, applying \(D^\beta_\alpha\) we obtain the constraints.
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\[ 0 = \sum_{\Delta', \Delta} \frac{|\langle \Delta, S | \Delta', S \rangle|^2}{2\pi (\Delta - \Delta')} \sum_{n=0}^{p} \left( \begin{array}{c} p \\ n \end{array} \right) (\Delta_\beta - 1)^{p-n} \left( e^{-2\pi \Delta'} B_n \left[ \frac{\pi c}{6} - 2\pi \Delta' \right] - (\Delta' \rightarrow \Delta) \right) \]

(113)

For \( \Delta = \Delta' \) it is understood to take the limit \( \Delta' \rightarrow \Delta \). The result is by construction symmetric under the exchange of \( \Delta \) and \( \Delta' \).

Since \( |\langle \Delta, s | D | \Delta', s \rangle|^2 \) is always non-negative, whether some range contributes negatively or positively to the sum only depends on the functions

\[ h_p(\Delta, \Delta') := \frac{1}{2\pi (\Delta - \Delta')} \sum_{n=0}^{p} \left( \begin{array}{c} p \\ n \end{array} \right) (\Delta_\beta - 1)^{p-n} \left( e^{-2\pi \Delta'} B_n \left[ \frac{\pi c}{6} - 2\pi \Delta' \right] - (\Delta' \rightarrow \Delta) \right) . \]

(114)

One possibility to construct a bound follows the logic we saw in case of the partition function. The above sum over any linear combination

\[ \sum_p a_p h_p(\Delta, \Delta') , \]

(115)

has to vanish. This means that regions in the positive quadrant of the \( (\Delta, \Delta') \)-plane that contribute positively have to cancel with the negative contribution from the complementary region. On the left of figures 2 and 3 we show this regions, for \( p \leq 5 \) and some specific values of \( c \) and \( \Delta_\beta \), separated by zero lines extending from \((\infty, z_i)\) to \((z_i, \infty)\).

As an example we want to consider the linear combination

\[ h_3(\Delta, \Delta') - a h_1(\Delta, \Delta') . \]

(116)

For \( c > 2.9425 \) and

\[ a = \frac{c^2 \pi^2}{36} + \Delta_\beta^3 + \frac{c\pi}{6} \left( 3 + 2\Delta_\beta + \frac{6}{c\pi + 6\Delta_\beta} \right) \]

(117)

we obtain three non-compact regions separated by two zero lines as shown on the right of figures 2 and 3. For larger values of \( a \) a third zero line would intersect with the positive quadrant. For larger \( a \) the upper zero line moves further to the upper right and, as we will see, would give weaker bounds. The bound on the central charge is chosen such that the lower zero line is not intersecting with the \( \Delta = 0 \) axis for any value of \( \Delta_\beta \).

\[ \text{As a consequence only contributions from the region between the two other zero} \]

\[ \text{other zero} \]

In (113) we have used.

\[ F_p \left[ \left( \frac{\beta}{2\pi} \right)^x e^{\bar{y}} \right] = \lim_{\beta \rightarrow \infty} D_p \left[ \left( \frac{\beta}{2\pi} \right)^x e^{\bar{y}} \right] \]

\[ = \sum_{n=0}^{p} \left( \begin{array}{c} p \\ n \end{array} \right) F_{p-n} \left[ \left( \frac{\beta}{2\pi} \right)^x \right] F_n [e^{\bar{y}}] \]

\[ = e^{\pi \eta} \sum_{n=0}^{p} \left( \begin{array}{c} p \\ n \end{array} \right) x^{p-n} B_n [2\pi \eta] \]

For a specific value of \( \Delta_\beta \) the bound on \( c \) can be improved and is at least numerically easy to compute.
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Figure 2. Left: zero lines of (115) in the positive quadrant for $c = 3$, $\Delta_O = 1/3$, and $a_1 = 6$, $a_3 = -3$, $a_5 = 1$. Right: the bounds ($y$ value of the black lines) (from (116)) and zero lines in the positive quadrant for $c = 3$, $\Delta_O = 1/3$, and $a$ as given in (117).

lines can compensate the remaining rest of the region. In other words, there have to be two fields $\xi_1, \xi_2$ with $(\Delta_{\xi_1}, \Delta_{\xi_2})$ in the region bounded by the two zero lines and with $\langle \xi_1 | 0 | \xi_2 \rangle \neq 0$. This, in particular, gives the slightly weaker but more tangible constraint that there has to be at least one field $\xi$ with $\Delta_- < \Delta_{\xi} < \Delta_+$ that contributes to the sum. Here, $\Delta_-$ is given by the lowest $\Delta'$ value of the lower zero line, and $\Delta_+$ is given by the largest zero of $h_3(\Delta, \Delta) - ah_1(\Delta, \Delta)$. This is indicated by the two black lines on the right of figures 2 and 3. In particular, the value of $\Delta_+$ can be computed analytically and is given in appendix C. The bounds derived above are not expected to be optimal. The (numerical) search for an optimal functional is left for future work.

However, we still want to discuss a particular important case that can appear. From the above discussion, it should be clear that the functional $F[\cdot]$ can be used to define a function

$$f_F : \mathbb{R}^2 \rightarrow \mathbb{R},$$

$$\langle \Delta, \Delta' \rangle \mapsto f_F(\Delta, \Delta'),$$

by spreading it over the (generalized) sum (112). The regions given by $f_F^{-1}(0)$ then generically define boundaries between the regions with positive and negative contributions to the sum. In figures 2 and 3 these are the drawn zero lines, where three (left) and two (right) of them have non-compact overlap with the positive quadrant $\mathbb{R}^2_{\geq 0}$. If it is possible to construct a functional $F$ such that $f_F^{-1}(0) \cup \mathbb{R}^2_{\geq 0}$ is compact and connected then this would define a finite ‘island’, whose contribution has to compensate the contribution from its (non-compact) complement\textsuperscript{18}.

\textsuperscript{18} See an example of such an island but together with a non-compact region in figures 2 and 3.
Figure 3. Plot of (116) for $c = 1$, $\Delta_\phi = 1/3$, and $a = 1$. The function is $< 0$ within the shaded region. This exemplary plot, in particular, serves to show the appearance of an ‘island’. However, here it appears together with a non-compact region, s.t. the proposed analysis cannot be applied.

For a discrete spectrum, the contribution from the compact region is then finite and allows to obtain more concrete information about the matrix elements. This becomes most transparent if we assume that there exists a finite region in a theory with sparse enough spectrum such that only one particular $(\Delta_\star, \Delta_\prime)$ contributes. Then

$$
(2 - \delta_{\Delta_\star, \Delta_\prime})|\langle \Delta_\star | \mathcal{O} | \Delta_\prime \rangle|^2 f_F(\Delta_\star, \Delta_\prime) = - \sum_{\Delta, \Delta' \neq \Delta_\star, \Delta_\prime} |\langle \Delta | \mathcal{O} | \Delta' \rangle|^2 f_F(\Delta, \Delta'),
$$

(120)

where we dropped the dependence on conformal spin. Any explicit knowledge about some of the matrix elements on the rhs can then be used to construct an inequality that constrains the matrix element $|\langle \Delta_\star | \mathcal{O} | \Delta_\prime \rangle|^2$. So, assume we know the matrix elements
for a specific set of states $S$, then

$$
|\langle \Delta | \mathcal{O} | \Delta' \rangle|^2 \geq -\sum_S |\langle \Delta | \mathcal{O} | \Delta' \rangle|^2 \frac{f_F(\Delta, \Delta')}{(2 - \delta_{\Delta, \Delta'})f_F(\Delta, \Delta')}.
$$

The hardest part, here, is to construct the functional $F$, s.t. one obtains a compact zero variety in the positive quadrant.

5. Conclusions

In two dimensional CFTs the constraints coming from the $S$-modular transformation, while extremely informative, still require further exploration. While the extreme temperature bootstrap is mostly analytical, the intermediate temperature constraints usually require numerics. The constraints coming from the extreme temperature relations, give asymptotic behavior of weighted spectral densities, and provide a perfect arena for the application of complex Tauberian theorems in order to obtain stricter bounds. This analysis, can further be refined using a Radamacher expansion, as carried out for the density of states in [59]. It will be interesting to write the Radamacher expansion for the moments of the OPE coefficients as a set of linear equations and bootstrap the CFT data by demanding non-trivial solutions. Next, since the general transformation property of the $n$-point torus correlator is known (15), one may generalize the one and two point function treatments (in section 3.1.2 and in section 3.1.3 respectively) to higher point correlators. This will give rise to the asymptotic behavior of higher moments of OPE coefficients, since now there will be more insertions of complete set of states in between the operators at different locations. This is going to be particularly interesting to understand if modular transformation allows for OPE moments to behave as required for obtaining chaotic behavior (as characterized by the exponential growth of the unequal time commutator squared) [60, 61].

Within the examples of the extreme temperature bootstrap, in section 3.1.5 and in section 3.1.6, we used the fact, that the crossing equation on the sphere, becomes $S$-transformation in a special conformal frame known as the pillow geometry. The recursive technology developed by Zamolodchikov [30, 31], involves computation of coefficients of a $q$-expansion in the pillow geometry. These coefficients can be thought of as the density of states being exchanged in the $s$-channel of the conformal block, and depends sensitively on the external operator dimensions as well as the conformal dimension of the one exchanged. The time complexity of the Zamolodchikov recursion coefficients\footnote{Recently [62] have used the recursion coefficients to compute the Renyi entropy for two disjoint intervals.} calculated using the algorithm of [31] grow as $O(n^3 (\log n)^2)$, when $n$ gets large [23]. Hence it is advantageous to use the asymptotic bootstrap result for the large $n$. Though quite intricate the Virasoro kernel allowed us to get very detailed answer to the Zamolodchikov recursion density. We however, focused only on the leading part. It will be interesting to access the subleading contributions from the higher pole structures of the fusion kernel. The $S$-transformation constraints coming from the intermediate temperature analysis on the other hand yields bounds on the CFT data. The technology previously applied...
to the torus partition function can be generalized in a straightforward manner to torus correlators. For the two point function, section 4.2.3 the mathematical problem of optimization involves finding zero varieties that are compact and connected. While we have not solved the problem completely, it is clear that the technology of linear programming will be very useful. Additionally, we did not use the torus two point blocks in section 4.2.3 and used only the large $c$ blocks in section 4.2.2, hence an immediate generalization is possible. Further, one may also extend the analysis to charged correlators, just as the methods reviewed in section 4.2.1 for the partition function was generalized to the $u(1)$ case in [13, 63], or to the cases with $\mathcal{W}_3$ algebra as done in [64].

We also want to mention that there are more special points in the space of the modular parameter $\tau$ that could serve as candidates to develop new bootstrap techniques. In particular, the point $\tau = e^{2\pi i/3}$ is a fixed point under $S \cdot T$ and was e.g. analyzed in [65]. There are also some conjectured transformation properties concerning the chemical potentials defining generalized equilibrium states with integrable charges [66]. They could also serve as starting points for bootstrap techniques and might lead to refined constraints on CFT spectra.

Acknowledgments

We would like to thank Sridip Pal and Corenelius Schmidt-Colinet for going through the draft. We will also like to thank Shouvik Datta, Axel Kleinschmidt, and Stefan Theisen for various illuminating discussions. D D will like to acknowledge the support provided by the Max Planck Partner Group grant MAXPLA/PHY/2018577, and the hospitality provided by AEI, Potsdam where part of this work was completed.

Appendix A. Fusion kernel for conformal blocks

In the parametrization $c = 1 + 6Q^2$, $Q = b + b^{-1}$, and $h = \alpha(q - \alpha)$, the relation between $s$- and $t$-channel conformal blocks is believed to be

$$F^{14}_{32}(h_t; 1 - z) = \int_{C} \frac{d\alpha_s}{2i} S_{\alpha_s, \alpha_t} \left[ \frac{\alpha_3}{\alpha_1} \frac{\alpha_4}{\alpha_2} \right] \cdot F^{34}_{12}(\alpha_s; z),$$

(122)

with the fusion kernel

$$S_{\alpha_s, \alpha_t} \left[ \frac{\alpha_3}{\alpha_1} \frac{\alpha_4}{\alpha_2} \right] = P(\alpha_t; \alpha_s, \alpha_t) P(\alpha_i; Q - \alpha_s, Q - \alpha_t) \int_{C'} \frac{ds}{i} \prod_{k=1}^{4} \frac{S_b(s + U_k) S_b(s + V_k)}{S_b(s)}$$

(123)

Here we use

$$P(\alpha_t; \alpha_s, \alpha_t) = \frac{\Gamma_b(\alpha_t + \alpha_3 - \alpha_4) \Gamma_b(\alpha_t + Q - \alpha_3 - \alpha_4) \Gamma_b(\alpha_s + \alpha_2 - \alpha_1) \Gamma_b(\alpha_s + \alpha_1 + \alpha_2 - Q)}{\Gamma_b(\alpha_t + \alpha_1 - \alpha_4) \Gamma_b(\alpha_t + Q - \alpha_1 - \alpha_4) \Gamma_b(\alpha_t + \alpha_2 - \alpha_3) \Gamma_b(\alpha_t + \alpha_2 + \alpha_3 - Q)} \cdot \frac{\Gamma_b(2\alpha_t)}{\Gamma_b(2\alpha_s - Q)}$$

(124)
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\[ S_b(x) = \frac{\Gamma_b(x)}{\Gamma_b(Q-x)} \quad (125) \]
with the Barnes double gamma function \( \Gamma_b(x) \) satisfying \( \Gamma_b = \Gamma_{b-1} \) and the functional equation

\[ \Gamma_b(x + b) = \frac{\sqrt{2\pi b^{b-\frac{1}{2}}}}{\Gamma(bx)} \Gamma_b(x) \quad (126) \]
and a similar equation for \( b^{-1} \). For \( \Re(x) \geq 0 \) it admits the following integral representation

\[ \log \Gamma_b(x) = \int_0^\infty \frac{dt}{t} \left[ e^{-xt} - e^{-Qt/2} - \frac{(Q-x)^2}{2} e^{-t} - \frac{Q-x}{t} \right] . \quad (127) \]

We also use the definitions

\[ U_1 = \alpha_1 - \alpha_4 \quad V_1 = Q - \alpha_s + \alpha_2 - \alpha_4 \quad (128) \]
\[ U_2 = Q - \alpha_1 - \alpha_4 \quad V_2 = \alpha_s + \alpha_2 - \alpha_4 \quad (129) \]
\[ U_3 = \alpha_2 + \alpha_3 - Q \quad V_3 = \alpha_t \quad (130) \]
\[ U_4 = \alpha_2 - \alpha_3 \quad V_4 = Q - \alpha_t . \quad (131) \]

Finally, the integration contour \( C \) in the definition of \( S \) is from \( -i\infty \) to \( i\infty \) and passes through the tower of poles at \( s_{i;m,n}^j = -U_i - mb - n/b \) and \( s_{j;m,n}^j = Q - V_j + mb + n/b \), for \( m, n \in \mathbb{Z} \).

A.1. Words on the spectrum

The parametrisation used for the above definitions needs some specifications. First we want to specify \( b \). For CFTs with \( c > 25 \) one takes \( b \in (0, 1) \). In case of \( c \in (1, 25) \) one take \( b \) to lie on the intersection of the unit circle with \( \mathbb{C}_+ = \{ z \in \mathbb{C} | \Re(z) > 0 \cup \Im(z) > 0 \} \).

For \( c > 1 \), any unitary theory only has positive conformal dimensions, \( h \geq 0 \). Then the spectrum, i.e. the range of conformal dimensions, splits into two pieces. The set of discrete dimensions \( h \in [0, \frac{c-1}{24}) \), or \( \alpha \in [0, \frac{Q}{2}) \), and the set of continuous dimensions \( h \in [\frac{c-1}{24}, \infty) \), or \( \alpha \in \frac{Q}{2} + i\mathbb{R} \). The first set is dubbed discrete because the analytic structure of the kernel implies that only a discrete subset of dimensions in \( h \in [0, \frac{c-1}{24}) \) is actually supported in the \( s \)-channel.

A.2. Analytic structure of the kernel

For generic \( \alpha_t \) and \( \alpha_i \) in the \( t \)-channel, the kernel has simple poles at

\[ \gamma_{k,m,n} = \gamma_k + mb + n/b , \quad Q - \alpha_{k,n,m} , \quad \text{for } m, n \in \mathbb{N}, k \in \{1, 2, \ldots, 8\} , \]
\[ \gamma_1 = \alpha_1 + \alpha_2 , \quad \gamma_2 = \alpha_3 + \alpha_4 , \quad \text{(six more obtained from } \gamma_{1,2} \text{ by } \alpha_i \rightarrow Q - \alpha_i). \quad (132) \]
In special cases, e.g. in case of pairwise identical external operators, the poles degenerate to double poles.

The pole structure, that basically follows from the choice of external fields, also determines the contour of integration in the s-channel. If all external fields are from the continuous spectrum $\alpha_i \in \mathbb{Q}^2 + i\mathbb{R}$ then it suffices to take $\alpha_s \in \mathbb{Q}^2 + i\mathbb{R}$, i.e. only continuum s-channel blocks contribute to the decomposition of the t-channel block. However, for external fields with $\alpha_1 + \alpha_2 < \frac{Q}{2}$ or $\alpha_3 + \alpha_4 < \frac{Q}{2}$, some of the pole cross the contour that gives the continuous spectrum. For the sake of analyticity in the parameters, these poles have to contribute to the decomposition by their residue. However, due to unitarity only $\alpha_s = \gamma_k + mb < \frac{Q}{2}$ can actually contribute.

**Appendix B. Constraint function for the thermal one-point function**

The function $f_{F_1}$ to construct constraints from the thermal one-point function at large $c$ from the spinless operator $\odot$ is given by

$$f_{F_1}(h, \bar{h}, h_\odot, c) = \frac{e^{\pi(c+30-12(h+\bar{h}))} \Gamma(2h)\Gamma(2\bar{h})}{3(1 - e^{2\pi})^3} \left(-6e^{\pi}(h_\odot - 1)\pi \right) \cdot \left[2\tilde{F}_1\left(1 - h_\odot, h_\odot, 2h, \frac{1 - \coth(\pi)}{2}\right) \tilde{F}_1\left(2 - h_\odot, h_\odot, 2\bar{h}, \frac{1 - \coth(\pi)}{2}\right) \right.$$  
$$\left. + 2\tilde{F}_1\left(2 - h_\odot, h_\odot, 2h, \frac{1 - \coth(\pi)}{2}\right) \tilde{F}_1\left(1 - h_\odot, h_\odot, 2\bar{h}, \frac{1 - \coth(\pi)}{2}\right) \right] + \left[12h_\odot \pi \cosh(\pi) + \left\{ -6h_\odot - c\pi + 12\pi(h_\odot + h + \bar{h} - 2) \right\} \sinh(\pi) \right] \cdot \left[2\tilde{F}_1\left(1 - h_\odot, h_\odot, 2h, \frac{1 - \coth(\pi)}{2}\right) \tilde{F}_1\left(1 - h_\odot, h_\odot, 2\bar{h}, \frac{1 - \coth(\pi)}{2}\right) \right), \left(134\right)$$

where $\tilde{F}_1(a, b; c; z) := \frac{F_1(a, b; c; z)}{\Gamma(c)}$  

**Appendix C. Bounds from the two-point function on the torus**

The upper bound (u.b.) is the largest zero of (115) with $\Delta = \Delta'$ and $a$ given as in (117). It is given by
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\[ \Delta_{u.b.} = 18 + 3c\pi + 18\Delta_\Box + \sqrt{c^2\pi^2 + 36 \left(1 + \Delta_\Box\right)(5 + \Delta_\Box) + 12c\pi \left(3 + \Delta_\Box + \frac{12}{c\pi + 6\Delta_\Box}\right)} \]

(136)

Note that for \( c > \frac{3(\sqrt{11} - 3)}{\pi} \approx 0.3 \) this bound is larger than the bound that has been computed from the invariance of the partition function for all positive values of \( \Delta_\Box \). As such it does not give any stronger restriction on the general spectrum of the theory.
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