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ABSTRACT. The indices of order 2, 4, 6 together with other higher even degree indices, as well as the anomaly numbers (the indices of degree 3), are known invariants of finite dimensional representations of simple Lie algebras. The definition and properties of such indices adapted to individual orbits of the non-crystallographic reflection groups are presented. It is shown that the representation-orbit replacement yields the following generalizations: the indices, the anomaly numbers and the embedding indices of irreducible representations become those of orbits.

1. INTRODUCTION

Finite dimensional representations of simple Lie algebras have many applications in numerous problems in science. During the past decades, it has been convenient to characterize representations by their dimensions [7, 10, 20]. Generally, the formula for the dimensions of irreducible representations of simple Lie algebras is well-known, although its difficulty in practical exploitation rapidly increases together with the rank of the corresponding Lie algebra. Some years ago E.B. Dynkin introduced the index of the irreducible representation of a Lie algebra, known as the Dynkin index [3, 17]. It can be calculated for any finite-dimensional representation of any simple Lie algebra. Such an index turns out to be a useful tool in the classification of semi-simple Lie subalgebras of semi-simple Lie algebras.

The higher order indices of finite irreducible representations of simple Lie algebras were defined for the first time in [19]. Here we consider the characteristics that are analogues to such indices by replacing irreducible representations of simple Lie algebras by orbits of the finite reflection groups. Such a replacement yields several advantages as the size of an orbit is always finite, and the product of orbits is decomposable.

In this paper, we focus only on the non-crystallographic groups $H_2$, $H_3$ and $H_4$. Unlike the crystallographic groups, those one can relate any orbit to a finite-dimensional representation, the non-crystallographic ones do not have an underlying Lie algebra. The non-crystallographic groups found a great number of applications in solid state physics, in particular in crystallography, as well as in biophysics and chemistry [5, 14]. While $H_2$ and $H_4$ groups play an essential role in the construction of quasicrystals [12], the icosahedral symmetry of the $H_3$-group reveals the structure of wide diversity of molecules [4, 22]. Moreover, during the past decade, $H_3$ has gained a lot of interest from the point of view of mathematical
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virology, as it serves as tool for better understanding of architecture and assembly of viruses [2, 8, 21, 23].

Any orbit $O_\lambda(G)$ of any finite reflection group $G$ is conveniently characterized by its dominant point (or a seed point) $\lambda \in \mathbb{R}^n$. Such a point is unique for each orbit. In general, the coordinates of a seed point are presented in $\omega$-basis, and they take values of any positive integers. However, here the choice of coordinates is not restricted to integers, and a dominant point can be represented by any real numbers (as long as they stay non-negative). For example, viewing any orbit of $H_3$ as a geometric object (spherical or Euclidean polytope) provides a deeper knowledge of a chosen seed point, as the variation of its coordinates scales the lower-dimensional faces, represented as edges (arcs) and polygons (tiles on a sphere).

In this work we continue along this logical thread with several tasks. First, we determine the indices of the orbits of the finite reflection groups that were not previously defined in [19]. Secondly, we want to explore and generalize the properties of such indices by examining individual orbits of the non-crystallographic groups. We demonstrate that the extended definition of indices Coxeter groups of non-crystallographic type contains most of the properties of the indices of the irreducible representations of simple Lie algebras.

The even-degree indices of the orbits as well as the odd-degree indices are defined in Section 2 and 3. The latter ones are also known in physics literature as anomaly numbers [15, 18]. An application of anomaly numbers often only requires the decision whether the application is zero or not. Such a decision can be made for irreducible representations as well as for orbits of any finite reflection groups.

The Dynkin index of a semi-simple subalgebra of a simple Lie algebra remains a valid invariant only if a single orbit of the finite reflection group is involved in its definition. The embedding index (Section 4) becomes an analogue of the Dynkin index, and it has the same value for every orbit of a finite reflection group. However, the generalization of such indices is not obvious. The calculations of the embedding index proceed whenever the branching rule for the finite reflection group and its subgroup ($G' \subset G$) is known. These rules are well-established, and they were calculated for the crystallographic groups (for the rank up to $n = 8$) (for example, in [11] and references therein). Recently, they have been obtained for the non-crystallographic groups as well [6].

In addition, as we are restricted to orbits of the non-crystallographic groups, we introduce the algorithm for the search for lower orbits, i.e. the orbits of smaller radii that may appear inside of an initial one (Section 5). Choosing a seed point with its coordinates and proceeding with the subtraction of simple roots provides the dominant points of lower orbits. As it turns out, this method coincides with the root-subtraction for orbits of crystallographic type. Such a procedure forms a weight-system that is analogues to a weight-system of a representation of a simple Lie algebra even if there is no such algebra underlying the non-crystallographic cases. In a geometrical interpretation, the obtained set of orbits of different radii results in the structure of nested polyhedra (Fig. 6). Such a set of polytopes is rather unusual as it differs from the sets obtained for crystallographic cases. For the latter ones, the vertices of a polytope of a bigger radius are found in the middle of the edges of a polytope of a smaller one. However, the nested polyhedra of the non-crystallographic groups does not have this property.
2. Even degree indices for orbits

The even-degree indices of representations are found in several papers [16, 19, 20]. Such indices of irreducible representations have the same property as the decomposition of products does. However, such a property is limited to the indices of degree 2, 4 and, for some groups, degree 6. If the weight system of an irreducible representation is replaced by vertices of a single orbit of a Coxeter group, its even-degree anomalies can be calculated explicitly for any degree.

Replacing irreducible representations of simple Lie algebras with orbits of finite reflection groups has several advantages. First, the size of an orbit of any Coxeter group is always limited. Secondly, the points of such an orbit have just real numbers as their coordinates. Moreover, the product of several orbits can be always decomposed into a sum of orbits of smaller sizes.

Definition 1. Let $G$ be a finite reflection group, $O_\lambda(G)$ denotes the elements of orbit with dominant point $\lambda$. The numbers defined by

$$I^{2p}_\lambda(G) = \sum_{\mu \in O_\lambda(G)} \langle \mu, \mu \rangle^p,$$

where $p \in \mathbb{Z}$, are called indices of order $2p$ of orbits. The summation extends over all elements of the orbit $O_\lambda(G)$, and $\langle \mu, \mu \rangle^p$ is the scalar product in the weight-space of $G$.

The elements of any orbit are equidistant from the origin so we have the following remark.

Remark. The formula for even degree indices has the form:

$$I^{2p}_\lambda(G) = |O_\lambda(G)| \langle \lambda, \lambda \rangle^p,$$  \hspace{1cm} (1)

where $|O_\lambda(G)|$ denotes the size of orbit generated from a seed point $\lambda$. The sizes of orbits of any non-crystallographic group are presented in Tab. 1

| $\lambda$ | $O_\lambda(H_2)$ | $\lambda$ | $O_\lambda(H_3)$ | $\lambda$ | $O_\lambda(H_4)$ |
|---------|----------------|---------|----------------|---------|----------------|
| $(a, 0)$ | 5              | $(a, 0, 0)$ | 12             | $(a, 0, c)$ | 60             |
| $(0, b)$ | 5              | $(0, b, 0)$ | 30             | $(0, b, c)$ | 60             |
| $(a, b)$ | 10             | $(0, 0, c)$ | 20             | $(a, b, c)$ | 120            |
|         |                | $(a, b, 0)$ |                | $(a, b, 0)$ | 60             |

| $\lambda$ | $O_\lambda(H_4)$ | $\lambda$ | $O_\lambda(H_4)$ | $\lambda$ | $O_\lambda(H_4)$ |
|---------|----------------|---------|----------------|---------|----------------|
| $(a, 0, 0, 0)$ | 120       | $(a, 0, c, 0)$ | 3600          | $(a, b, c, 0)$ | 7200          |
| $(0, b, 0, 0)$ | 720       | $(a, 0, 0, d)$ | 2400          | $(a, b, 0, d)$ | 7200          |
| $(0, 0, c, 0)$ | 1200      | $(0, b, c, 0)$ | 3600          | $(a, 0, c, d)$ | 7200          |
| $(0, 0, 0, d)$ | 600      | $(0, b, 0, d)$ | 3600          | $(0, b, c, d)$ | 7200          |
| $(a, b, 0, 0)$ | 1440     | $(0, 0, c, d)$ | 2400          | $(a, b, c, d)$ | 14400         |

Table 1. Number of elements of an orbit $O_\lambda(H_k)$ of the non-crystallographic groups $H_k, k = 2, 3, 4, a, b, c, d \neq 0$ for each type of the dominant point $\lambda$.

The general formulas for indices of order $2p$ for the non-crystallographic groups are the following ones:
Remark. Denoted it as: dominant points

In this case, the highest weight is \( \lambda \) as follows:

\[
(3-\tau)pI_{(a,b)}^2(H_2) = |O_{(a,b)}(H_2)| \cdot [2(a^2+\tau ab+b^2)]^p,
\]

\[
(4-2\tau)pI_{(a,b,c)}^2(H_3) = |O_{(a,b,c)}(H_3)| \cdot [(3-\tau)a^2+4b^2+3c^2+4ab+2\tau ac+4\tau bc]^p,
\]

\[
(5-3\tau)pI_{(a,b,c,d)}(H_4) = |O_{(a,b,c,d)}(H_4)| \cdot [2((2-\tau)a^2+(3-\tau)b^2+3c^2+2d^2+(3-\tau)ab
+2ac+\tau ad+4bc+2\tau bd+3\tau cd)]^p,
\]

where \( \tau = \frac{1+\sqrt{5}}{2} = 1.618\ldots \) is one of the solutions of the quadratic equation \( x^2 = x + 1 \), and it is called a golden ratio.

Definition 2. Let \( G \) be a finite reflection group. The direct sum of orbits is presented as follows:

\[
O_{\lambda_1} \oplus \ldots \oplus O_{\lambda_k}(G) = \bigcup_{\mu_i \in O_{\mu} (G)} \mu_i = O_{\lambda_1}(G) \cup \ldots \cup O_{\lambda_k}(G).
\]

The number of element of such a sum is equal to:

\[
|O_{\lambda_1} \oplus \ldots \oplus O_{\lambda_k}(G)| = |O_{\lambda_1}(G)| + \ldots + |O_{\lambda_k}(G)|.
\]

Definition 3. Let \( G \) be a finite reflection group. The product of orbits of \( G \) with dominant points \( \lambda_1, \ldots, \lambda_k \), where \( k \geq 2 \) and the coordinates are non-negative, is a summation of the elements of each orbit with the elements of other orbits. We denoted it as:

\[
O_{\lambda_1} \otimes \ldots \otimes O_{\lambda_k}(G) = \bigcup_{\mu_i \in O_{\mu_1} (G), \ldots, \mu_k \in O_{\mu_k} (G)} (\mu_1 + \ldots + \mu_k).
\]

The number of element of such a product is equal to:

\[
|O_{\lambda_1} \otimes \ldots \otimes O_{\lambda_k}(G)| = |O_{\lambda_1}(G)| \cdot \ldots \cdot |O_{\lambda_k}(G)|.
\]

Remark. The product of \( k \)-orbits of \( G \) decomposes into a union of several orbits. In this case, the highest weight is \( \lambda_1 + \ldots + \lambda_k \), and the product of orbits decomposes as follows:

\[
\lambda_1 \otimes \ldots \otimes \lambda_k = (\lambda_1 + \ldots + \lambda_k) \cup \ldots \cup \text{the other lower-order orbits}.
\]

Example 1. Let us consider two orbits \( O_{(1,0)}(H_2) \) and \( O_{(0,\tau)}(H_2) \). The summation and the product of orbits are written as:

\[
O_{(1,0) \oplus (0,\tau)}(H_2) = \{(1,0), (-1, \tau), (\tau, -\tau), (-\tau, 1), (0, -1),
\]

\[
(0, \tau), (\tau + 1, -\tau), (-\tau - 1, \tau + 1), (1, -\tau - 1), (-\tau, 0)\}
\]

\[
O_{(1,0) \otimes (0,\tau)}(H_2) = \{(1, \tau), (\tau + 2, -\tau), (-\tau, \tau + 1), (\tau + 1, -\tau - 1), (1 - \tau, 0), (-1, 2\tau),
\]

\[
(\tau, 0), (-\tau - 2, 2\tau + 1), (\tau - 1, -1), (-\tau - 1, \tau), (\tau, 0), (2\tau + 1, -2\tau),
\]

\[
(-1, 1), (2\tau - 2\tau - 1), (0, -\tau), (-\tau, \tau + 1), (1, 1 - \tau), (-2\tau - 1, \tau + 2),
\]

\[
(0, -\tau), (-2\tau, 1), (0, -\tau - 1), (\tau + 1, -\tau - 1), (-\tau - 1, \tau), (\tau, -\tau - 2), (-\tau, -1)\}
\]

The product of two orbits decomposes into the union of orbits, namely:
\[(1, 0) \otimes (0, \tau) = (1, \tau) \cup 2(\tau, 0) \cup (0, \tau - 1) .\]

Here each number that is attached to the dominant point of each orbit of \(H_2\)-group indicates the size of the orbit. The number of elements of the product of orbits is equal to the number of elements after the decomposition is done.

**Proposition 2.1.** Let \(G\) be a finite reflection group. The formulas for lower order indices of a product of \(k\)-orbits of \(G\) are given by:

\[
I^2_{\lambda_1 \otimes \cdots \otimes \lambda_k}(G) = \sum_{j=1}^{k} \left( I^2_{\lambda_j}(G) \prod_{i=1, i \neq j}^{k} I^0_{\lambda_i}(G) \right),
\]

\[
I^4_{\lambda_1 \otimes \cdots \otimes \lambda_k}(G) = \sum_{j=1}^{k} \left( I^4_{\lambda_j}(G) \prod_{i=1, i \neq j}^{k} I^0_{\lambda_i}(G) \right) + \frac{2(r+2)}{r} \sum_{j=1}^{k} \sum_{j \neq l=1}^{k} \left( I^2_{\lambda_j}(G) I^2_{\lambda_l}(G) \prod_{i=1, i \neq j, l}^{k} I^0_{\lambda_i}(G) \right),
\]

where \(k \in \mathbb{N}^\geq 2\), \(|O_\lambda(G)|\) denotes the size of an orbit of \(\lambda\) of a group \(G\), and \(r\) corresponds to the rank of \(G\).

**Remark.** In general, the indices of \(k\)-th product of orbits of a group \(G\) are defined recursively as follows:

\[
I^{2p}_{\lambda_1 \otimes \cdots \otimes \lambda_k}(G) = I^{2p}_{\lambda_1 \otimes (\lambda_2 \otimes \cdots \otimes \lambda_k)}(G), \quad k \in \mathbb{N}^\geq 2.
\]

**Proposition 2.2.** Let \(G = G_1 \times \ldots \times G_k\) be a finite reflection group. The formula for indices of any \(2p\) order of a product of \(k\) orbits of \(G_1, \ldots, G_k\) is given by:

\[
I^{2p}_{\lambda_1 \otimes \cdots \otimes \lambda_k}(G) = \prod_{i=1}^{k} |O_{\lambda_i}(G_i)| \cdot \sum_{j=1}^{k} \langle \lambda_j, \lambda_j \rangle^p,
\]

where \(|O_\lambda(G)|\) denotes the size of an orbit of \(\lambda\) of a group \(G\).

**Proof.** Generally, the matrix of the inner product can be written in a diagonal form:

\[
(\langle \omega, \omega \rangle)_G = \begin{pmatrix}
\langle (\omega, \omega) \rangle_{G_1} & \cdots & 0 \\
0 & \ddots & \vdots \\
0 & \cdots & \langle (\omega, \omega) \rangle_{G_k}
\end{pmatrix}.
\]

It is easy to see that formula (2) holds. \(\square\)

3. **Odd-order indices for orbits**

Representations of simple Lie algebras underly possible models in particle physics. In this case, a value of odd-order index that is defined for a representation serves as a limitation imposed on a particular model [15]. Such indices can be understood as a generalisation of the triangular anomaly number \(A_\lambda\) of a representation \(\lambda\) of a Lie algebra [18, 25]. Anomaly numbers were defined for the group \(SU(n)\) as a sum ...
of cubes of the components of weights corresponding to the $U(1)$ subgroup in the reduction $SU(n) \supset U(1) \times SU(n - 1)$.

The crucial part in obtaining the anomaly number is to find a vector (a direction) passing through the origin of the weight-space. After the projection of orbits of a lower subgroup (that are orthogonal to a chosen direction) and summation of the distances between the projected points are done, one should verify if such a sum yields zero or not. It is a non-trivial problem to identify such a direction for any orbit, in order to get a non-zero result. A unitary group $U(1)$ is usually considered. However, any other direction can be explored, as long as it gives a non-zero result.

Non-zero anomaly numbers exist only for the groups with a symmetric Coxeter-Dynkin diagram. For the non-crystallographic groups the simple roots are all of the same length. From the Coxeter-Dynkin diagrams for the non-crystallographic groups (Fig. 1), one can notice that only the anomaly number of the $H_2$-group is non-zero. The groups $H_3$ and $H_4$ are anomaly-free groups, as their diagrams are not symmetric.

![Figure 1. The Coxeter-Dynkin diagrams of the non-crystallographic groups $H_2$, $H_3$ and $H_4$. The nodes correspond to the simple roots $\alpha_k$, $k = 1, \ldots, 4$.](image)

**Definition 4.** Let $G$ be a finite reflection group with a subgroup of the form $U(1) \times G'$. The number defined by

$$A_\lambda^{2p-1}(G) = \sum_{\mu \in O_\lambda(G')} \langle \mu, v \rangle^{2p-1},$$

where $p \in \mathbb{N}$, and $v$ is the unit vector of the one-dimensional subspace of the weight-space corresponding to the subgroup $U(1)$ of $G$, is called the anomaly number of an orbit, or the index of order $2p - 1$ of an orbit.

**Remark.** An orbit $O_\lambda(G)$ is decomposed into a union of orbits of $G'$. All the orbits of a subgroup $G'$ of a group $G$ are parallel to each other and lying on the surfaces orthogonal to the line spanned by vector $v$.

**Example 2.** Consider the non-crystallographic group $H_2$ with the dominant point $\lambda = (a, b)$. Using the branching rule described in [6] we can decompose such an orbit into several orbits of $A_1$. In this case, the projection matrix is $(\tau, \tau)$. Therefore, we have the following decomposition:

$$(a, b) \supset (a \tau + b \tau) + (a + b \tau) + (a \tau + b) + (a) + (b).$$

In Fig. 2 we present the decomposition of the orbit $O_{(a,b)}(H_2)$ into five orbits of the crystallographic group $A_1$. All the orbits are parallel to each other, they are orthogonal to the affine mirror $r_\xi$, where $\xi$ stand for the highest weigh. We choose the vector $v = (-\tau, \tau)$ to be a direction in a weight-space. The calculations of the anomaly numbers yield:
\[ A^{2p-1}_{(a,b)}(H_2) = 2 \left( \frac{\tau}{2+\tau} \right)^{2p-1} \{(a+b)^{2p-1} + (a+a\tau+b)^{2p-1} - (a+b+b\tau)^{2p-1} \} \]

**Remark.** The anomaly numbers \( A^1_{(a,b)}(H_2) = A^3_{(a,b)}(H_2) = 0 \) for any \( a, b \in \mathbb{R} \). The odd-order indices \( A^{2p-1}_{(a,b)}(H_2) \neq 0 \) for \( a \neq b \) for \( p > 2 \).

**Figure 2.** The root system of the Coxeter group \( H_2 \) is shown. Dashed lines \( r_\alpha, r_\beta \), are the mirrors orthogonal to the simple roots \( \alpha \) and \( \beta \), respectively. The root \( \xi \) stands for the highest root of \( H_2 \). The mirror \( r_\xi \) is orthogonal to \( \xi \) and it’s passing by \( \tau \xi / 2 \). The orbit with a dominant point \( \lambda = (a,b) \) of \( H_2 \) is shown. The shaded triangle represents the fundamental region \( F \) of \( H_2 \). The green segments correspond to the orbits of \( A_1 \)-group.

**Example 3.** Let \( G \) be the icosahedral group \( H_3 \) acting in \( E_3 \). Its subgroup \( U(1) \times H_2 \) is chosen in such a way that it defines the direction of \( U(1) \). Let us consider the orbit \( O_{(1,1,0)}(H_3) \). It can be decomposed into a union of several orbits of \( H_2 \)-group, namely: \( (1,0), (1,\tau), (2,1), (2,0), (0,2), (1,2), (\tau,1), (0,1) \). The ”pancake” structure of such a decomposition is presented in Fig. 3. Therefore, the anomaly number is calculated as follows:

\[ A^{2p-1}_{(1,1,0)}(H_3) = 5 \left( 2 + \frac{3}{2}\tau \right)^{2p-1} + 5 \left( 1+\frac{3}{2} \right)^{2p-1} + 10 \left( \frac{3}{2} \right)^{2p-1} + 10 \left( \frac{1}{2} \right)^{2p-1} \]

\[ + 10 \left( -\frac{1}{2} \right)^{2p-1} + 10 \left( -\frac{3}{2} \right)^{2p-1} + 5 \left( -1-\frac{3}{2} \right)^{2p-1} + 5 \left( -2-\frac{3}{2} \right)^{2p-1} = 0 \]
Figure 3. On the left, the orbits $O_{(1,1,0)}(H_3)$ viewed in the direction perpendicular to $H_2$-plane. On the right, ”the pancake” decomposition for $O_{(1,1,0)}(H_3)$ is presented.

4. Embedding index

The embedding index for the subalgebras of simple Lie algebras was defined by E.B. Dynkin in [3]. Such indices were introduced only for the maximal subalgebras. In general, given a Lie algebra and its subalgebra one should calculate a branching rule. It is a well-known problem that was solved for a large number of irreducible representations of simple Lie algebras [13].

In this section, we define the index that is analogous to the Dynkin index. Applying a branching rule to an orbit of a Coxeter group, any chosen orbit is reduced to a sum of several orbits. Such a decomposition of orbits corresponds to subgroups of a chosen Coxeter group. Division of the size of an orbit of any Coxeter group by the size of its reduced orbit provides a specific ratio. We call this ratio the embedding index.

Such an index depends only on the rank of a finite reflection group and regardless of the branching rule, the index is the same for all orbits. The index takes the same value for all the orbits of any branching rule being considered. Given that the embedding index can be obtained for any orbit of any crystallographic group by using Dynkin’s formula, are able to demonstrate that such a property applies to the non-crystallographic groups as well.

**Definition 5.** Let $G$ be a reflection group of order $n$, $G_1 \times \ldots \times G_k$, $k \leq n$ be a maximal subgroup of $G$. The index of order 2 of the embedding $G \leftrightarrow G_1 \times \ldots \times G_k$ is given by the formula

$$\gamma = \frac{I^2(G)}{I^2(G_1 \times \ldots \times G_k)}.$$ 

**Remark.** The formula for the embedding index is general for any parameter $k$. In this paper we focus only on the non-crystallographic cases with $k \in \{0, \ldots, 4\}$.

In Tab. 2 we present the embedding index $\gamma$ for any Coxeter group of non-crystallographic type and its maximal subgroup.

**Theorem 4.1.** The embedding index $\gamma$ for any Coxeter group $G$ of non-crystallographic type is a fraction of ranks, group $G$ and its subgroup $G'$, namely:

$$\gamma = \frac{\text{rank } G}{\text{rank } G'}.$$
\[ G \quad G' \quad \gamma \quad G \quad G' \quad \gamma \]

\begin{array}{|c|c|c|c|c|c|}
\hline
G & G' & \gamma & G & G' & \gamma \\
\hline
H_2 & A_1 & 2 & H_4 & A_2 \times A_2 & 1 \\
H_3 & A_1 \times A_1 \times A_1 & 1 & H_4 & A_1 \times A_1 \times A_1 \times A_1 & 1 \\
H_3 & A_2 & 3/2 & H_4 & H_3 \times A_1 & 1 \\
H_3 & H_2 & 3/2 & H_4 & A_4 & 1 \\
& & & H_4 & D_4 & 1 \\
\hline
\end{array}

Table 2. The embedding index for the non-crystallographic groups.

Proof. We consider two cases: (i) rank \( G = \text{rank} \ G' \), and (ii) rank \( G > \text{rank} \ G' \).

(i) The elements of any orbit \( O_\lambda \) of group \( G \) lie on the sphere of a radius \( r \). Applying the branching rule method to \( \lambda \), we get several orbits of a subgroup \( G' \) of a group \( G \). All the elements of orbits of \( G' \) lie on the sphere of the same radius \( r \) as rank \( G' = \text{rank} \ G \). Since the index of second order is a summation over squared distances between the elements of orbits and the origin, then \( I^2(G) = I^2(G') \). In such a case, the index \( \gamma \) is equal 1.

(ii) First, let us point out that for any orbit \( O_\lambda(H_3) \) written in \( \omega \)-basis, the same values occur the same number of times in each coordinate. The coordinates are affected by the non-crystallographic group \( H_3 \) containing the tetrahedral rotation group. The orbits of subgroups \( G' \) of rank 2 of \( H_3 \) are selected in the following way: after removing one of the coordinates (the first one, in case of \( H_2 \)-group, and the last one, in case of \( A_2 \)) of \( O_\lambda(H_3) \), the other two give us the union of orbits of a subgroup \( G' \). Since the values appear at each coordinate, the index \( I^2 \) of the subgroup \( G' \) of rank 2 of group \( H_3 \) is equal to \( \frac{2}{3}I^2(H_3) \). Therefore, the embedding index \( \gamma = \frac{2}{3} \). An analogous explanation can be made for \( H_2 \).

\( \square \)

5. Lower Orbits of \( H_3 \)

As the crystallographic groups have an underlying Lie algebra, it is essential to consider their irreducible representations. It has been shown that using the highest weight of an irreducible representation, one is able to determine its dominant weight by subtraction of simple roots [1]. The computational problem has the following steps: determination of the highest weight, subtraction of weights from the highest weight and an algorithm that describes a subtraction path. The appearance of multiplicities (grater than one) of dominant weights for the crystallographic cases is due to the non-commutativity of certain elements of a Lie algebra. In case of finite reflection groups, all reflections commute.

\[ C_{H_2} = \begin{pmatrix} 2 & -\tau \\ -\tau & 2 \end{pmatrix}, \quad C_{H_3} = \begin{pmatrix} 2 & -1 & 0 \\ -1 & 2 & -\tau \\ 0 & -\tau & 2 \end{pmatrix}, \quad C_{H_4} = \begin{pmatrix} 2 & -1 & 0 & 0 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -\tau \\ 0 & 0 & -\tau & 2 \end{pmatrix}. \]

Table 3. The Cartan matrices for the non-crystallographic groups \( H_2, H_3 \) and \( H_4 \).
Although, the non-crystallographic groups do not have corresponding Lie algebras, the similar procedure can be developed and properly applied to orbits of the non-crystallographic group. Nonetheless, here we only consider the $H_3$-group. The simple roots $\alpha_i$ are identified from the Cartan matrix (Tab. 3). The algorithm for the orbits consists of the following steps:

(i) determine a dominant point $\lambda = (l_1, l_2, l_3)$, $l_i = a_i + b_i \tau \in \mathbb{Z}[\tau] > 0$, $i = 1, 2, 3$;

(ii) establish the correspondence between the coordinates of a dominant point $\lambda$ and the index $i = \{1, 2, 3\}$ of a simple root $\alpha_i$: $i \rightarrow l_i$;

(iii) if at least one of $l_i > 0$, $i = 1, 2, 3$ then proceed the following subtraction:
- if $b_i = 0$ then $\mu_i = \lambda - j \cdot \alpha_i$, $j = \{1, \ldots, a_i\}$;
- if $b_i \geq 1$:
  - $a_i = 0$ then $\mu_i = \lambda - k \tau \cdot \alpha_i$, $k = \{1, \ldots, b_i\}$,
  - $a_i \geq 1$ then $\mu_i = \lambda - \frac{k}{\gcd(a_i, b_i)} \cdot \alpha_i$, $k = \{1, \ldots, \gcd(a_i, b_i)\}$;

(iv) replace the point $\lambda$ in (i) with $\mu_i$;
(v) repeat the steps (ii)-(iv) until at least one of the coordinates $\mu_i$ is greater than zero.

This recursive method provides a tree-diagram for any type of a dominant point of the group $H_3$ (Fig. 5). Such a method allows one to know the coordinates of dominant points of lower orbits that are sitting inside of an initial one. By geometrical construction of such orbits, one should be able to retain the sets of polytopes (nested polyhedra) \cite{9,24}.

Note that for such an algorithm, we only consider dominant points that have integer coefficients as their coordinates. The rules for resulting dominant points of lower orbits are presented in Tab. (4). Note, that in order to get such expressions, one only considers the coordinates of dominant points with equal "dynamic" coefficients (for example, for $(a, b, 0)$ it is necessary that $a = b$). However, if $a, b, c > 0$, the number of vertices of a corresponding polytope is $|O_{(a,b,c)}(H_3)| = 120$, which makes it difficult to generalize the coordinates of seed points of lower orbits. Therefore, this case is omitted. In order to generalize each case depending on the type of a dominant point, we only consider $a, b, c \in \{1, \ldots, 9\}$. Nevertheless, such a generalization can be adapted to any $a, b, c \in \mathbb{N}$.

The same procedure can be applied to finding the subtraction paths for the non-crystallographic groups $H_2$ and $H_4$. Although, due to a large number of elements of the latter one ($120^2$), the computational routine becomes laborious.

The multiple occurrences of the same dominant weight within one system necessarily involves the same multiple occurrences of dominant points of corresponding orbits. Although, the actual method of determining such multiplicities for the non-crystallographic cases has not yet been developed it is likely that it will prove to be related to the determination of multiplicities for the crystallographic cases.

In general, in order to retain dominant points of lower orbits, one is allowed to chose any real numbers as the coordinates of a seed point (as long as they are non-negative). As shown in the example below (Fig. 4), the values from the ring $\mathbb{Z}[\tau]$ also can be chosen as the coordinates of a dominant point. Such a choice does not affect the subtraction path.
| Orbit | Conditions | Type |
|-------|-------------|------|
| \((a,0,0)\): | \((a-2k,k,0)\), \(k \in \{0, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) any \(a\) | odd \(a > 3\) |
| | \((0,\frac{a}{2}(\tau-1),0)\) even \(a\) | \((0,\frac{a}{2} - \left\lfloor \frac{a+2}{2} \right\rfloor,\tau)\) odd \(a > 3\) |
| \((0,a,0)\): | \((k,a-2k,k\tau),\ k \in \{0, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) any \(a\) | \((0,0,0),(\frac{a}{2}(\tau-1),0,0),\ (a,\frac{a}{2}(\tau-1),0)\) even \(a\) | \((\left\lfloor \frac{a}{2} \right\rfloor,\tau-\left\lfloor \frac{a+2}{2} \right\rfloor,\tau+1,\left\lfloor \frac{a+2}{2} \right\rfloor-\tau)\), \((a,\left\lfloor \frac{a}{2} \right\rfloor,\tau-\left\lfloor \frac{a+2}{2} \right\rfloor,\tau)\) odd \(a > 3\) |
| \((0,0,a)\): | \((0,k\tau,a-2k),\ k \in \{0, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) any \(a\), even \(a\) | \((0,0,0),(a,\frac{a}{2}(\tau-1),0),(\frac{a}{2}\tau,0,\frac{a}{2}(\tau-1))\) odd \(a > 3\) |
| \((\left\lfloor \frac{a}{2} \right\rfloor,\tau,\left\lfloor \frac{a}{2} \right\rfloor-\left\lfloor \frac{a+2}{2} \right\rfloor,0)\) | \((\left\lfloor \frac{a}{2} \right\rfloor,\tau,\left\lfloor \frac{a}{2} \right\rfloor-\left\lfloor \frac{a+2}{2} \right\rfloor,0)\) odd \(a > 3\) |
| \((a,a,0)\): | \((a,a,0),(0,0,a\tau),(a,a(\tau-1),0)\) any \(a\) | \((a-2k,a+k,0),(a+k,a-2k,k\tau)\), \(k \in \{1, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) \(a > 1\) | \(\frac{a}{2}(2\tau-1,0,2-\tau),\ \frac{a}{2}(0,\tau-1,0)\), \(\frac{a}{2}(4,\tau-1,0)\), \(\frac{a}{2}(0,2-\tau,a)\) even \(a\) | \((a,a-1)\tau-(a+1),2\tau)\) \(a > 4\) |
| | \((2a,\left\lfloor \frac{a}{2} \right\rfloor,\tau-\left\lfloor \frac{a+1}{2} \right\rfloor,\tau),(0,\left\lfloor \frac{a}{2} \right\rfloor,\tau-\left\lfloor \frac{a+1}{2} \right\rfloor,\tau)\) odd \(a > 3\) | \((a,a-2)\tau-(a+2),4\tau)\) \(a > 8\) |
| \((a,0,a)\): | \((a,0,0),(a\tau,0,0)\), any \(a\) | \((a-2k,k,a),(a,k,a-2k)\), \(k \in \{1, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) \(a > 1\) | \((0,0),(a-2k-1)\tau-\left\lfloor \frac{a+k+1}{2}\right\rfloor,(2k+1)(\tau+1))\), \(k \in \{0, \ldots, \left\lfloor \frac{a-2}{2} \right\rfloor \}\) \(a > 1\) | \(\frac{a}{2}(1,0,2-\tau),\ \frac{a}{2}(\tau-1,0,2\tau-1)\) even \(a\) | \((0,0),(a-2k)\tau-\frac{a}{2}-k,2k(\tau+1))\), \(k \in \{0, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) \(a > 1\) |
| | \((\tau+2,\left\lfloor \frac{a}{2} \right\rfloor,\tau-1,0)\) odd \(a > 1\) | \((0,\left\lfloor \frac{a}{2} \right\rfloor,\tau,\left\lfloor \frac{a}{2} \right\rfloor,\tau-\left\lfloor \frac{a+1}{2} \right\rfloor,\tau+1,\tau+1,\left\lfloor \frac{a-1}{2} \right\rfloor,\tau-\left\lfloor \frac{a+1}{2} \right\rfloor)\) odd \(a > 3\) | \(2\tau+4,\ \left\lfloor \frac{a}{2} \right\rfloor-\tau-2,0)\) even \(a > 4\) |
| | \((3\tau+6,\left\lfloor \frac{a}{2} \right\rfloor-\tau-3,0)\) odd \(a > 5\) | | | |
| \((0,a,a)\): | | | | | |
| | \((0,a,0),(a,a(\tau+1),0,0)\) any \(a\) | \((k,a-2k,k\tau+a),(0,k\tau+a,a-2k)\), \(k \in \{1, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) \(a > 1\) | \((0,0,a),(\frac{a}{2}(2\tau-1,0,\tau),(0,\frac{a}{2}(\tau-1),0)\) even \(a\) | \((\left\lfloor \frac{a}{2} \right\rfloor,\tau+1,2k(\tau+1),(a-2k)\tau-\left\lfloor \frac{a}{2}+k \right\rfloor)\) even \(a\) | \((a,a-2k)\tau-\frac{a}{2}-k,2k(\tau+1))\), \(k \in \{0, \ldots, \left\lfloor \frac{a}{2} \right\rfloor \}\) \(a > 1\) |
| | \((\left\lfloor \frac{a}{2} \right\rfloor,\tau+1),(2k+1)(\tau+1),(a-2k-1)\tau-\left\lfloor \frac{a}{2}+k+1 \right\rfloor)\) odd \(a > 1\) | \((a,a-2k-1)\tau-\left\lfloor \frac{a}{2}+k+1 \right\rfloor,(2k+1)(\tau+1))\), \(k \in \{0, \ldots, \left\lfloor \frac{a-3}{2} \right\rfloor \}\) odd \(a > 3\) | \((a-1)\tau-\left\lfloor \frac{a}{2}+1 \right\rfloor,2\tau+1,\left\lfloor \frac{a}{2} \right\rfloor-\tau-1)\) odd \(a > 3\) | | |

Table 4. Dominant points for lower orbits obtained by subtraction of simple roots for any type of a dominant point of an initial orbit: \((a,0,0),(0,a,0),(0,0,a),(a,a,0),(0,a,a),(a,0,a)\), where \(a \in \{1,2,\ldots,9\}\), and \(\left\lfloor \cdot \right\rfloor\) denotes the integer part of a number.
Example 4. Let one consider the orbit of $H_2$-group with at least one irrational co-ordinate, namely $(\tau, 1)$. In this case, subtraction of simple roots yields the following tree-diagram (Fig. 4).

\[
\begin{array}{c}
\tau_{a_1} \\
(\tau, 1) \\
(\tau + 2)a_2 \\
(2\tau + 1, -\tau - 2) \\
(2\tau + 1)a_1 \\
(-2\tau - 1, 2\tau) \\
\tau_{a_2} \\
(-\tau, 0) \\
(1-2\tau) \\
(-\tau - 2, \tau) \\
\end{array}
\]

**Figure 4.** A tree-diagram (a subtraction path) of the orbit $O_{(\tau,1)}(H_2)$ is presented. Dominant points are displayed in boxes. The points that do not belong to $O_{(\tau,1)}(H_2)$ are marked by gray color.

Example 5. Consider the orbits of $H_3$ with the dominant points $(1,0,0)$ and $(0,0,1)$. The coordinates of the vertices are obtained from the following tree-diagrams:

\[
\begin{array}{c}
\tau_{a_1} \\
(0,0,1) \\
(0,\tau,-1) \\
\tau_{a_2} \\
(\tau,-\tau,\tau) \\
\tau_{a_3} \\
(\tau,\tau,-1) \\
\tau_{a_4} \\
(-\tau,\tau,-1) \\
\tau_{a_5} \\
(-\tau,0,1) \\
\tau_{a_6} \\
(-\tau,\tau,\tau) \\
\tau_{a_7} \\
(-\tau,\tau,-1) \\
\tau_{a_8} \\
(0,1,-\tau) \\
\tau_{a_9} \\
(1,-1,0) \\
\tau_{a_{10}} \\
(-1,0,0) \\
\end{array}
\]

**Figure 5.** The tree-diagrams of the orbits $O_{(1,0,0)}(H_3)$ and $O_{(0,0,1)}(H_3)$. The coordinates of the vertices are presented. The repetitive coordinates and subtraction paths are marked by gray color.
Example 6. Consider the orbit of $H_3$ with the seed point $(2, 0, 0)$. As shown in the tree-diagram below, such an orbit has two lower orbits with the dominant points $(0, 1, 0)$ and $(0, -\tau', 0)$, where $\tau' = 1 - \tau$. The set of nested polytopes is generated as presented in Fig. 6.

\[
\begin{align*}
(2, 0, 0) \quad \vdots \quad (0, -\tau', 0) \\
\alpha_1 \quad \vdots \quad \alpha_2 \\
(-2, 0) \quad \vdots \quad (0, -2, 2\tau) \\
(-1, 0, \tau) \quad \vdots \quad (\tau + 1, 0, 2) \\
(0, 1, 0) \\
\end{align*}
\]

Figure 6. The tree-diagram for the orbit $O_{(2,0,0)}(H_3)$, and the set nested polytopes arising from it. The orbits $O_{(2,0,0)}(H_3)$, $O_{(0,1,0)}(H_3)$ and $O_{(0,-\tau',0)}(H_3)$ are presented in green, black and solid assorted colors, respectively.

Example 7. Consider the orbits $O_{(3,1,0)}(H_3)$ and $O_{(0,1,3)}(H_3)$. Due to the substitution of simple roots, obtained dominants points for such orbits are as follows:

\[
\begin{align*}
(3, 1, 0) : & \quad (3, 1, 0), (1, 2, 0), (2, 0, \tau), (0, 1, \tau); \\
(0, 1, 3) : & \quad (0, 1, 3), (0, \tau + \frac{1}{2}, 1), (\tau + \frac{1}{2}, 0, 2), (\tau + \frac{1}{2}, \tau - 1, 2\tau - 2).
\end{align*}
\]

\[
\begin{align*}
H_3(3, 1, 0) \\
H_3(0, 1, 3)
\end{align*}
\]

Figure 7. The nested polytopes provided by the algorithm of root-subtraction for the orbits $O_{(3,1,0)}(H_3)$ and $O_{(0,1,3)}(H_3)$.

Both of such nested polytopes contain four orbits of different radius as shown in Fig. 7. Depending on the radius of each orbit (that is descending form left to right), they are distinguished by cyan, blue, green and black colors.
Acknowledgement

The authors are grateful to Dr. A. Patera for helpful comments and editorial assistance. This work was supported in part by the Natural Sciences and Engineering Research Council of Canada, No. RGPIN-2016-04199.

References

[1] M.R. Bremner, R.V. Moody, and J. Patera. Tables of Dominant Weight Multiplicities for Representations of Simple Lie Algebras. Dekker, New York, NY, 1985.
[2] P.-P. Dechant, J. Wardman, T. Keef, and R. Twarock. Viruses and fullerenes - symmetry as a common thread? Acta Crystallographica Section A, 70(2):162-167, Mar 2014.
[3] E.B. Dynkin. Semisimple subalgebras of semisimple Lie algebras. Amer. Math. Soc. Transl., II Ser., 6, pages 111-244, 1957.
[4] P.W. Fowler, and D.E. Manolopoulos. An Atlas of Fullerenes. Mineola: Dover Publications, Inc. (2007).
[5] E.F. Garman. Summary of lecture at biophysics and structural biology at synchrotrons workshop crystallography 101: diffraction theory and space groups. Biophys Rev., 11(4):525-528, 2019.
[6] Z. Grabowiecka, J. Patera, and M. Szajewska. Reduction of orbits of finite Coxeter groups of non-crystallographic type, J. Math. Phys. 59 no. 101705, 1-18, 2018.
[7] B.C. Hall. Lie groups, Lie algebras, and representations. volume 222 of Graduate Texts in Mathematics. Springer-Verlag, New York, NY, 2003.
[8] G. Indelicato, P. Cermelli, D.G. Salthouse, S. Racca, G. Zanzotto, and R. Twarock. A crystallographic approach to structural transitions in icosahedral viruses. J. Mathematical Biology, 64:745-773, 2011.
[9] A. Janner. Alternative approaches to onion-like icosahedral fullerenes. Acat Cryst., A, 70:168-180, 2014.
[10] A. Jr. Kirillov. An introduction to Lie groups and Lie algebras. volume 113 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2008.
[11] M. Larouche, J. Patera. Branching rules for Weyl group orbits of simple Lie algebras Bn, Cn and Dn, J. Phys. A: Math. Theor. 44 no. 115203, 2011.
[12] L.S. Levitov and J. Rhyner. Crystallography of quasicrystals; application to icosahedral symmetry. Journal de Physique, 49(11):1835-184, 1988.
[13] W.G. McKay and J. Patera. Tables of dimensions, indices, and branching rules for representations of simple Lie algebras. Lecture Notes in Pure and Applied Mathematics. Dekker, New York, NY, 1981.
[14] M. Nespolo, B. Souvignier, and D Litvin. About the concept and definition of noncrystallographic symmetry. Z. Kryst. - Crystalline Mater., 223:605-606, 2008.
[15] S. Okubo. Gauge groups without triangular anomaly. Phys. Rev., D(16):3528-3534, 1977.
[16] S. Okubo and J. Patera. General indices of simple Lie algebras and symmetrized product representations. Journal of Mathematical Physics, 24:2722-2733, December 1983.
[17] D.I. Panyushev. On the Dynkin index of a principal sl2-subalgebra. Advances in Mathematics, 221:1115-1121, 2009.
[18] J. Patera and R.T. Sharp. On the triangle anomaly number of su(n) representations. Journal of Mathematical Physics, 22(11):2352-2356, 1981.
[19] J. Patera, R.T. Sharp, and P. Winternitz. Higher indices of group representations. Journal of Mathematical Physics, 17(11):19721979, 1976.
[20] P. Ramond. Group Theory: A Physicists Survey. Cambridge University Press, Cambridge, 2010.
[21] D.G. Salthouse, G. Indelicato, P. Cermelli, T. Keef, and R. Twarock. Approximation of virus structure by icosahedral tilings. Acat Cryst., A, 71:410-422, 2015.
[22] Th.C. Terwilliger. Finding non-crystallographic symmetry in density maps of macromolecular structures. J. Struct. Funct. Genomics, 14(3):91-95, 2013.
[23] R. Twarock. Mathematical virology: a novel approach to the structure and assembly of viruses. Trans. R. Soc. A, 364(33573373), 2006.
[24] A. Zelevinsky. Nested complexes and their polyhedral realizations. Pure Appl. Math. Q., 2(3):655-671, 2006.
[25] H. Zhang, S. Okubo and Y. Tosa. Global gauge anomaly for simple Lie algebras. Phys. Rev. D 37, 2946, May 1988.

Département de physique, Université de Montréal, C. P. 6128, Centre-ville, Montréal, H3C 3J7, Québec, Canada
E-mail address: maria.myronova@umontreal.ca

Centre de recherches mathématique, Université de Montréal, C. P. 6128, Centre-ville, Montréal, H3C 3J7, Québec, Canada
E-mail address: patera@crm.umontreal.ca

Faculty of Mathematics, University of Białystok, 1M Ciolkowskiego, PL-15-245, Białystok, Poland
E-mail address: m.szajewska@math.uwb.edu.pl