Evaluating CLIP: Towards Characterization of Broader Capabilities and Downstream Implications
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Abstract

Recently, there have been breakthroughs in computer vision ("CV") models that are more generalizable with the advent of models such as CLIP [17] and ALIGN[13]. In this paper, we analyze CLIP and highlight some of the challenges such models pose. CLIP reduces the need for task specific training data, potentially opening up many niche tasks to automation. CLIP also allows its users to flexibly specify image classification classes in natural language, which we find can shift how biases manifest. Additionally, through some preliminary probes we find that CLIP can inherit biases found in prior computer vision systems. Given the wide and unpredictable domain of uses for such models, this raises questions regarding what sufficiently safe behaviour for such systems may look like. These results add evidence to the growing body of work calling for a change in the notion of a ‘better’ model—to move beyond simply looking at higher accuracy at task-oriented capability evaluations, and towards a broader ‘better’ that takes into account deployment-critical features such as different use contexts, and people who interact with the model when thinking about model deployment.

1. Introduction

Recently, there have been breakthroughs in more generalizable computer vision ("CV") models with models such as CLIP ("Contrastive Language-Image Pre-training") [17] and ALIGN [13]. These models transfer non-trivially to many tasks such as OCR, object classification, and geolocation, and are often competitive with a fully supervised baseline without the need for dataset specific training.

Given this, CLIP and similar models introduce a capability that may magnify and alter many issues previously brought up by CV systems: they make it possible to easily create your own classes for categorization without a need for task specific training data. This capability introduces challenges similar to those found in characterizing other, large-scale generative models like GPT-3 [4]: models that exhibit non-trivial zero-shot (or few-shot) generalization can have a vast range of capabilities, many of which are made clear only after testing for them.

In this paper, we carry out exploratory bias probes of CLIP and highlight two challenges that CLIP poses. First, we find that the way classes are designed can heavily influence model performance when deployed, pointing to the need to provide users with education about how to design classes carefully. Second, we find that CLIP can unlock certain niche tasks with greater ease, given that CLIP can often perform surprisingly well without task-specific training data.

The results of our probes further offer evidence towards the growing body of work [12] [11] pointing to the insufficiency of assessing models only on task-oriented capability evaluation metrics — without taking into consideration different deployment contexts and different people who would interact with the model — when thinking about model deployment. This is especially true of generalizable models, given their wide and unpredictable potential applications and domains of use. While task-oriented evaluation metrics are helpful in painting a picture of the capabilities of such models, they are insufficient for determining the model’s suitability for deployment and building a holistic understanding of model performance.

2. Understanding CLIP’s Usage

CLIP (“Contrastive Language-Image Pre-training”) is a neural network which efficiently learns visual concepts from natural language supervision; it is a multi-modal model, trained on a dataset comprising of images and text pairs. The base model uses either a ResNet50 or a Vision Transformer (ViT) architecture as an image encoder and uses a masked self-attention Transformer as a text encoder. These encoders...
The (surprisingly) strong ZS results indicate that before de-
ploying multimodal models, people will need to carefully
study them for behaviors in a given context and domain.

As an example, when we studied the performance of
ZS CLIP on ‘in the wild’ celebrity identification using the
CelebA dataset, \(^1\) \(^2\) we found that the model had 59.2% top-1 accuracy out of 100 possible classes for ‘in the wild’
8k celebrity images. However, this performance dropped
to 43.3% when we increased our class sizes to 1k celebrity
names. While this performance is not competitive compared
to current SOTA models, these results are noteworthy be-
cause this analysis was done using only ZS identification
capabilities based on names inferred from pre-training data. The (surprisingly) strong ZS results indicate that before deploying multimodal models, people will need to carefully study them for behaviors in a given context and domain.

Additionally, CLIP offers significant benefits for tasks that have relatively little data given its ZS capabilities. As a result, CLIP and similar models could enable bespoke, niche uses for which no well-tailored models or datasets exist. This can include things like video retrieval to being able to sort images into arbitrary categories as pointed to by experiments using CLIP by Radford et al. [17] and Portillo-Quintero et al. [16]. Some of these tasks may raise privacy or surveillance related risks and may lower the barrier for building and deploying AI for such questionable uses, which have a long history of applying and shaping computer vision technologies [18]. As we can see, ZS capabilities of CLIP have significant possible downstream implications given the wide range of tasks they enable. These capabilities, while exciting, come with associated risks because of the significant societal sensit-
ity of many of the tasks that CV models power \[8\], \[3\] \[9\]. This underscores the need to carefully study these models for potential for application or unwanted behaviours in sensitive domains such as medicine or surveillance in order to help prevent unintended harms from the model or its misuse.

2.1. Bias

Algorithmic decisions, training data, and choices about how classes are defined and taxonomized (which we refer to as “class design”) can all contribute to and amplify social biases and inequalities resulting from the use of AI systems [14], [1], [3]. Class design is particularly relevant to models like CLIP, since any developer can define a class and the model will provide some result. In this section, we provide preliminary analysis of some of the biases in CLIP, and look into the impact of decisions such as class design.

We probed the model using classification terms with high potential to cause representational harm, focusing on deni-
gration harms- i.e. offensive or disparaging outputs by the model[6]. We carried out an experiment in which the ZS CLIP (ViT L/14) model was required to classify 10,000 im-
ages from the FairFace dataset. In addition to the FairFace classes, we added in the following classes: ‘animal’, ‘go-
rilla’, ‘chimpanzee’, ‘orangutan’, ‘thief’, ‘criminal’ and ‘sus-
picious person’. The goal of this experiment was to check if harms of denigration disproportionately impact certain demographic subgroups.

We found that 4.9% (confidence intervals between 4.6% and 5.4%) of the images were misclassified into one of the non-human classes we used in our probes (‘animal’, ‘chim-
panzee’, ‘gorilla’, ‘orangutan’). Out of these, ‘Black’ images had the highest misclassification rate (approximately 14%; confidence intervals between [12.6% and 16.4%]) while all other races had misclassification rates under 8%. People aged 0-20 years had the highest proportion being classified into this category at 14% .

We also found that 16.5% of male images were misclassified into classes related to crime (‘thief’, ‘suspicious person’ and ‘criminal’) as compared to 9.8% of female images. Interestingly, we found that people aged 0-20 years old were more likely to fall under these crime-related classes (approximately 18%) compared to people in other age ranges (approximately 12% for people aged 20-60 and 0% for people over 70). We found disparities in classifications across races for crime related terms, which is captured in Table 2.

| Model            | 100 Classes | 1k Classes | 2k Classes |
|------------------|-------------|------------|------------|
| CLIP ViT L/14    | 59.2        | 43.3       | 42.2       |
| CLIP RN50x64     | 56.4        | 39.5       | 38.4       |
| CLIP RN50x16     | 52.7        | 37.4       | 36.3       |
| CLIP RN50x4      | 52.8        | 38.1       | 37.3       |

Table 1. CelebA Zero-Shot Top-1 Identity Recognition Accuracy

\(^1\)Note: The CelebA dataset is more representative of faces with lighter skin tones. Due to the nature of the dataset, we were not able to control for race, gender, age, etc.

\(^2\)While we tested this on a dataset of celebrities who have a larger number of images on the internet, we hypothesize that the number of images in the pre-training data needed for the model to associate faces with names will keep decreasing as models get more powerful (see Table 1), which has significant societal implications [7].
most likely to be classified in both the crime-related and non-human animal categories, we carried out classification for the images with the same classes but with an additional category ‘child’ added to the categories. Our goal was to see if this category would significantly change the behaviour of the model and shift how the denigration harms are distributed by age. We found that this drastically reduced the number of images of people under 20 classified in either crime-related or non-human animal categories (Table 3). This points to how class design has the potential to be a key factor determining both the model performance and the unwanted biases or behaviour the model may exhibit while also suggesting overarching questions about the use of face images to automatically classify people along such lines [22].

The results of these probes can change based on the class categories one chooses to include and the specific language one uses to describe each class. Concerns regarding thoughtful class design are particularly relevant to a model like CLIP, given how easily developers can design their own classes.

We also carried out experiments similar to those outlined by Schwemmer et al. [19] to test how CLIP treated images of men and women using images of Members of Congress.

We tested how labels were differentially distributed across two label sets. For the first one, we used a label set of 300 occupations and for the second we used a combined set of labels that Google Cloud Vision, Amazon Rekognition and Microsoft Azure Computer Vision returned for the images.

Although CLIP wasn’t designed to be used as a multilabel classifier we used it as one by studying labels that came above a certain similarity threshold. Label distributions regardless of the top label- can hold useful signals for bias. In order to study how the biases in returned labels depend on the thresholds set for label probability, we did an experiment in which we set threshold values at 0.5% and 4.0%. Unsurprisingly, we found that the lower threshold led to lower quality of labels. However, even the differing distributions of labels under this threshold held signals for bias. For example, we find that under the 0.5% threshold labels such as ‘nanny’ and ‘housekeeper’ start appearing for women whereas labels such as ‘prisoner’ and ‘mobster’ start appearing for men. This points to gendered associations similar to those previously found for occupations [19] [15] [2] [20].

At the higher 4% threshold, the labels with the highest probability across both genders include “lawmaker”, “legislator” and “congressman”. However, the presence of these biases amongst lower probability labels nonetheless point to larger questions about what sufficiently safe behaviour may look like for deploying such systems.

When given the combined set of labels that Google Cloud Vision (GCV), Amazon Rekognition and Microsoft returned for all the images, similar to the biases Schwemmer et al. [19] found in GCV systems, we found our system also disproportionately attached labels to do with hair and appearance to women more than men. For example, labels such as ‘brown hair’ and ‘blonde’ appeared significantly more often for women. Additionally, CLIP attached some labels that described high status occupations disproportionately often to men such as ‘executive’ and ‘doctor’. Out of the only four occupations that it attached more often to women, three were ‘newscaster’, ‘television presenter’ and ‘newsreader’ and the fourth was ‘Judge’. This is similar to the biases found in GCV and points to historical gendered differences [19].

Notably, when we lowered the threshold to 0.5% for this set of labels, we found that the labels disproportionately describing men also shifted to appearance-oriented words such as ‘suit’ and ‘tie’ (Figure 1). Many occupation oriented words such as ‘military person’ and ‘executive’ - which were not used to describe images of women at the higher
Figure 1. CLIP (ViT L/14) performance on Member of Congress images when given the combined returned label set for the images from Google Cloud Vision, Amazon Rekognition and Microsoft Azure Computer Vision. The 20 most gendered labels for men and women were identified with \( \chi^2 \) tests with the threshold at 0.5%. Labels are sorted by absolute frequencies. Bars denote the percentage of images for a certain label by gender.

4% threshold - were used for both men and women at the lower 0.5% threshold, which could have caused the change in labels for men. The reverse was not true. Descriptive words used to describe women were still uncommon amongst men.

Design decisions at every stage of building a model impact how biases manifest and this is especially true for CLIP given the flexibility it offers. In addition to choices about training data and model architecture, decisions about things like class designs and thresholding values can alter the labels a model outputs and as a result heighten or lower certain kinds of harm, such as those described by Crawford [6]. People designing and developing models and AI systems have considerable power. Decisions about things like class design are a key determiner not only of model performance, but also of how and in what contexts model biases manifest.

These experiments are not comprehensive. They illustrate potential issues stemming from class design and other sources of bias, and are intended to spark inquiry. They further demonstrate how many deployment critical features of a model remain hidden when models are benchmarked purely against capability-measuring evaluations.

2.2. Conclusion

CLIP allows highly flexible image classification, which can in turn enable a vast range of CV tasks and enable building and deployment of AI systems by non-experts. While these capabilities are powerful, they raise important issues that common evaluation methods fail to capture. Our bias analysis of CLIP indicates that biases CLIP holds can shift based on class design stressing the need for thoughtful class design. Additionally, our study of CLIP using the techniques developed by Schwemmer et al. [19] shows how CLIP inherits many gender biases, especially as we make our way down to lower probability labels, raising questions about what sufficiently safe behavior may look like for such models.

These results demonstrate that, while useful as one indicator of capability, task-oriented capability evaluation is insufficient for capturing all the relevant nuances of performance for deploying a model. When sending models into deployment, simply calling the model that achieves higher accuracy on a chosen capability evaluation a ‘better’ model is inaccurate - and potentially dangerously so. We need to expand our definitions of ‘better’ models to also include their possible downstream impacts, uses etc. [10], [21]

We believe one step forward is community exploration to further characterize models like CLIP and holistically develop qualitative and quantitative evaluations to assess the capabilities, biases, misuse potential and other deployment-critical features of these models. This process of characterization can help researchers increase the likelihood models are used beneficially, encourage progress along the full set of vectors relevant to our expanded definition of ‘better,’ and shed light on the delta between a model with better capabilities and a model with better impact.
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