A Novel Adaptive Cluster Based Routing Protocol for Energy-Harvesting Wireless Sensor Networks
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Abstract: With the various applications of the Internet of Things, research into wireless sensor networks (WSNs) has become increasingly important. However, because of their limited energy, the communication abilities of the wireless nodes distributed in the WSN are limited. The main task of WSNs is to collect more data from targets in an energy-efficient way, because the battery replacement of large amounts of nodes is a labor-consuming work. Although the life of WSNs can be prolonged through energy-harvesting (EH) technology, it is necessary to design an energy-efficient routing protocol for the energy harvesting-based wireless sensor networks (EH-WSNs) as the nodes would be unavailable in the energy harvesting phase. A certain number of unavailable nodes would cause a coverage hole, thereby affecting the WSN’s monitoring function of the target environment. In this paper, an adaptive hierarchical-clustering-based routing protocol for EH-WSNs (HCEH-UC) is proposed to achieve uninterrupted coverage of the target region through the distributed adjustment of the data transmission. Firstly, a hierarchical-clustering-based routing protocol is proposed to balance the energy consumption of nodes. Then, a distributed alternation of working modes is proposed to adaptively control the number of nodes in the energy-harvesting mode, which could lead to uninterrupted target coverage. The simulation experimental results verify that the proposed HCEH-UC protocol can prolong the maximal lifetime coverage of WSNs compared with the conventional routing protocol and achieve uninterrupted target coverage using energy-harvesting technology.
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1. Introduction

Wireless sensor networks (WSNs) are composed of several sensor nodes, which can collect data from the deployment environment and transmit to the gateway through energy-efficient communication for further monitoring or processing. WSNs have a wide range of applications in the field of the Internet of Things, such as smart home, monitoring, and industrial diagnostics. Target coverage is one of the most important performance indicators for WSNs [1], which reflects the network coverage capabilities of wireless sensor nodes, which would directly affect data collection. When the available sensing coverage of WSNs is below the threshold coverage [2], the network would be considered dead (due to the monitoring function failure). Simultaneously, the node topology [3], the communication protocol, and the traffic load [4,5], will affect the energy consumption of nodes. Information
reception and transmission is the main cause [6]. Therefore, the balance of traffic load is the crucial task to preserve the hotspot nodes from being quickly exhausted [7,8], thus prolonging the maximum lifetime coverage (MLC) of WSNs. The design of communication protocols can significantly optimize the MLC problem of WSNs.

Many research works exist on data transmission schemes used to balance the energy consumption of WSNs and the data compression methods used to reduce the energy required for data transmission [9,10]. However, data fusion is a comprehensive problem, which contains many problems that remain to be studied. Therefore, the optimization of routing protocols is the main focus of this paper, and will be comprehensively reviewed in this section. The data sensed by the nodes are transmitted to the base station (BS) [11] to complete the monitoring of the target area. For the transmission of data of the same size, the energy consumption obviously increases along the propagation distance, especially for the scenario where the base station is fixed far from the information collection network. Thus, the heavy transmission task may cause a degradation in the perceived quality of the sink nodes and queuing delays due to insufficient bandwidth [12]. A comparison of the conventional routing protocols is depicted in Table 1.

In [13], a low-energy adaptive clustering hierarchy (LEACH) was proposed, the cluster head nodes (CHs) compress the data received from the respective cluster and send an aggregated packet to the BS to reduce the amount of transmission data [14]. In [15], a greedy, chain-based, power-efficient gathering in sensor information systems (PEGASIS) is proposed to optimize the LEACH protocol. The PEGASIS protocol organizes all of the nodes to form a chain, so the data can be fused hierarchically and transmitted to the BS by the leader head node. To optimize the energy-efficient routing protocol based on these widely-used classic protocols, a centralized energy efficient distance (CEED) routing protocol [16] is proposed to establish the chain among the specifically formed CHs to evenly distribute the energy consumption of all sensor nodes. In [17], a BS-centralized energy regulation has been added to the LEACH protocol to form the LEACH-centralized (LEACH-C) protocol, which can avoid nodes with low energy being selected as the cluster head. A parallel communication structure is designed for the PEGASIS protocol in [18] to reduce the transmission delay caused by the chain-based routing protocol. However, the stored energy of the node would inevitably be exhausted and cause a coverage hole. Thus, the EH technology [19] is an excellent option to guarantee uninterrupted coverage [20] of the network.

Table 1. Comparison of the conventional routing protocols.

| Protocol | Structure | Feature |
|----------|-----------|---------|
| Low-energy adaptive clustering hierarchy (LEACH) [13] | Clustering | The cluster head nodes compress data received from the respective cluster and send an aggregated packet to the base station in order to reduce the amount of transmission data |
| LEACH-centralized (LEACH-C) [17] | Clustering | The base station centralized energy regulation is added to avoid nodes with low energy being selected as the cluster head, thus prolonging the maximum lifetime coverage (MLC) of wireless sensor networks |
| Power-efficient gathering in sensor information systems (PEGASIS) [15] | Chain | Organizes all of the nodes to form a chain, which is constructed by some specific node according to the nearest-neighbor principle |
| Centralized energy efficient distance (CEED) [16] | Chain | Establish the chain among the specifically formed cluster heads to evenly distribute the energy consumption of all sensor nodes |
In the EH-WSNs, each sensor node possesses the ability to capture energy from the environment into its own rechargeable battery, such as wind, solar, and thermal energy [21]. For the whole-energy management of WSNs, uninterrupted coverage can be accomplished when the amount of energy harvesting is more than or equal to the energy consumption [22]. Therefore, the MLC of WNSs not only depends on EH efficiency, but also the energy consumption [23]. The WSN node cannot perform data transmission in the energy-harvesting phase, so the energy-efficient protocol should be redefined for the EH network to deal with the variable information routing and the inoperative nodes [24]. In [25], a novel energy-harvesting clustering protocol (NEHCP) is proposed based on the hierarchical clustering routing protocol. The collected data are aggregated and transmitted to the base station under uncontrollable ambient resources based on EH technology. The energy-efficient protocol was improved by the Euclidean distance matrix reconstruction method in [26], which could solve the intermittent energy shortage caused by the imbalance between harvested and demanded energy in EH-WSNs. Although the energy can be harvested, these research achievements prove that energy-consumption optimization remains an important problem in EH-WSNs. As mentioned above, the cluster-based and the chain-based routing protocol possess the ability to accomplish the energy-efficient WSNs through the optimization of the data transmission. However, the node in EH-WSNs would be inoperative in the EH phase, as the disabled node may completely paralyze the chain-based routing if the distance between the last node and the next node is beyond the communication distance. Thus, for the routing protocol design for EH-WSNs, the cluster-based routing protocol has become the research focus because of the independent node assignment and the robust cluster reconstruction.

In the cluster-based routing protocol of EH-WSNs, the node-clustering method and the management of CHs remain the essential problems. In [27], a triangular, fuzzy-based, spectral cluster routing (TF-SCR) mechanism is proposed, considering the MLC of WSNs and the reliability of data transmission. The spectral clustering method is adopted to accomplish the residual-energy-based node clustering. Simultaneously, the triangular fuzzy membership function is applied to choose the node with the higher signal strength and more residual energy as the cluster head. The data packets are aggregated to the chosen cluster head and transmitted to the sink node with the minimum routing overhead. In [28], a particle swarm optimization (PSO) algorithm is adopted in the design of the routing protocol to minimize the intra-cluster distance and thus accomplish the energy-efficient routing protocol. In [29], a fuzzy-enhanced flower pollination algorithm-based, threshold-sensitive, energy-efficient clustering protocol is proposed to optimize the cluster head selection method using the heuristic algorithm. The sensor parameters, including the residual energy, the node centrality, and the distance to BS, are collaboratively considered in the determination of the cluster head node. The existing stable election protocol (SEP) in [30] is optimized to maintain a uniform energy distribution between cluster head nodes and member nodes. Different residual energy thresholds are proposed for the node with different energy states, which can determine the criteria needed to reform the cluster and reselect the CHs. The extra energy consumption in the unnecessary reconstruction of clusters can be restricted. The clustering algorithm and the selection of the cluster head are the crucial aspects of the clustering-based routing protocol. Different clustering methods would directly influence the energy consumption of intra-cluster data transmission. In recent years, the centralized energy-efficient cluster (CEEC) [31], the hybrid unequal clustering layering protocol (HUCL) [32], and the sleep–awake energy-efficient distributed (SEED) [33] are proposed to guarantee a longer MLC. The optimized selection of the cluster head could improve the energy efficiency of data transmission to the base station and the alternative takeover of the cluster head would balance the energy consumption of nodes to prolong the MLC of the network.

The routing protocols optimized above have considered the transmission load and the energy consumption; several excellent research achievements have been proposed. However, IoTs (Internet of Things) epitomizes the interconnection of things. Therefore,
different from the internet, the information from any terminal is indispensable for IoTs. The death of nodes from one region may lead to the loss of complete control of one type of equipment. Therefore, adaptive networking and distributed data routing would be more suitable for the operation of IoTs. In this paper, an adaptive hierarchical-clustering-based routing protocol is proposed for the WSNs with energy harvesting (EH). Aimed towards the specific problem of EH-WSNs, where parts of nodes are in an inoperative status because of energy harvesting, the proposed HCEH-UC fuses the adaptive node-clustering algorithm and the distributed alternative CHs scheme. The environment adaptive node clustering algorithm can form reasonable node clusters according to the original distribution of nodes, thus reducing the influence of human experience on the number or topology of clustering. According to the remaining energy and the topology of the nodes, the data transmission mode is adaptively regulated in a distributed way through the switch of the energy-harvesting mode and the operation mode.

In order to verify the performance of the proposed HCEH-UC protocol, a regular WSNs was constructed and compared with the conventional routing protocols. Simulation results show that the proposed ECEH-UC protocol can accomplish the uninterrupted coverage of target area based on the EH-WSNs through an energy-efficient way.

The main contributions of this paper are summarized as follows:

(1) A novel environment-adaptive clustering algorithm for WSNs nodes has been proposed. The clustering termination condition can be adaptively adjusted according to the node deployment and form a suitable node topology. Therefore, reasonable data transmission and data fusion mode of the WSNs nodes would guarantee energy efficiency.

(2) A data transmission adjustment mechanism is proposed for the EH-WSNs and forms the proposed routing protocol (HCEH-UC). The unique modes of EH-WSNs nodes, including energy harvesting (sleeping-mode) and data transmission (operation-mode), require a suitable succession method. Thus, a corresponding routing mechanism is proposed for EH-WSNs to sustain the uninterrupted coverage of the target area.

The remainder of this paper is organized as follows. Section 2 introduces the proposed HCEH-UC routing protocol, including the environment-adaptive hierarchical clustering algorithm and the distributed data transmission mode adjustment method. Verification simulations are conducted in an emulation WSNs using MATLAB, and an analysis of the comparison results is given in Section 3.

2. Adaptive Hierarchical-Clustering-Based Routing Protocol for EH-WSNs

2.1. Environment-Adaptive Hierarchical Clustering

The hierarchical clustering (HC) algorithm is a fast-clustering algorithm proposed by Dror et al. [34], which can independently accomplish agglomerative clustering according to node deployment. The clustering phase does not need the cluster head or the number of clusters to be appointed by human beings. In order to optimize the data transmission mode inside each cluster, the agglomerative HC algorithm is adopted and accomplishes a reasonable clustering after the deployment of the WSN nodes. Therefore, in the monitoring phase of WSNs, the data are received from the nodes to CHs and merged into the data packages. These data packages are sent to the base station by CHs, which indicates that the energy consumption of the CHs is greater than the other nodes inside the cluster. Utilization of the clustering algorithm can accomplish the optimization of data routing and guarantee high energy efficiency.

However, the clustering process of the HC algorithm needs to be terminated according to human experience, otherwise all nodes merge into one cluster. The clustering results would determine the data routing of the distributed node cluster, thus influencing the energy consumption of WSNs. To reduce the participation of the human experience, an environment-adaptive hierarchical clustering algorithm is proposed in this paper. The clustering process is terminated according to the adaptive deployment of the nodes and accomplishes the spontaneous clustering of the WSN nodes.
Assume that $M$ nodes are optimally deployed in the positioning area, and the coordinates of nodes are fixed and known a priori. According to the theory of the aggregation hierarchical clustering algorithm, these $M$ nodes would be regarded as the initial clusters:

$$C_i = \{X_i\}, i \in M$$

where $C_i$ represents the $i$th formed cluster. The largest Euclidean distance between any two clusters would be calculated and adopted as the clustering cost for each clustering iteration. Then, the two clusters with the closest distance would merge into a new cluster until the required number of clusters or the termination condition is reached.

Assuming that, after several clustering processes, the cluster $C_{M+a}$ contains $\{X_i, X_j\}$, and the cluster $C_{M+b}$ contains $\{X_k, X_l\}$. Among all of the contained nodes, $X_i$ and $X_k$ are the nodes that are farther apart. According to the definition of the largest distance between clusters in the HC algorithm, the largest distance $D(C_{M+a}, C_{M+b})$ between these two clusters can be depicted as (3).

$$D(C_{M+a}, C_{M+b}) = D(X_i, X_k)$$

where $M + a$ and $M + b$ represent the label of the clusters.

In this paper, the largest distance between the deployed nodes $D_{\text{max}}$ is selected and adjusted to serve as the clustering termination threshold $T$.

$$T = \sigma D_{\text{max}} = \sigma \max \left\{ \sqrt{(X_i - X_j)^2 + (Y_i - Y_j)^2} \right\}, i, j \in M, i \neq j$$

where $X_i = (X_i, Y_i), X_j = (X_j, Y_j)$ denotes the coordinates of the $i$th and $j$th nodes, and $\sigma$ represents the practical factor, which is defined as the ratio of distance between nodes within the confidence distance.

A detailed description of $\sigma$ is given here. Firstly, the confidence distance for reliable data transmission can be obtained in advance as $D_c$ through the data transmission simulations in the practical target area. Then, the distance between the $i$th node and the $j$th node is calculated and recorded as $d_{ij}$, and the proportion of $d_{ij} < D_c$ could be calculated and recorded as $\sigma$. Thus, the deduced proportion $\sigma$ could participate in the calculation of the threshold $T$ according to (3).

The clustering termination is synergistically decided by the maximum distance and reliable data-transmission distance between the deployed nodes, which can guarantee a difference between clusters and reduce the difference inside the formed cluster. Therefore, the fusion of the confidence distance and the node topology could accomplish a more reasonable node clustering.

To transfer a certain amount of data to the base station, the energy consumption of each cluster would increase with the increase in the threshold distance. However, the number of clusters would decrease accordingly, and reduce the transmission amount of the data package. The optimization of the threshold distance could be meaningful when improving the energy efficiency. Therefore, the proposed environment-adaptive hierarchical clustering could increase the MLC of WSNs by optimizing the node topology.

2.2. HCEH-UC Routing Algorithm

The clustering-based routing algorithm, such as the low-energy adaptive clustering hierarchy (LEACH) [11], can dynamically establish clusters and randomly select CHs in every cycle to balance the energy consumption of the nodes and prolong the MLC of WSNs. However, nodes’ energy would finally be exhausted without energy harvesting. For the EH-WSNs, the node can hardly operate in the energy-harvesting mode. Thus, the design of the transmission modes based on the environment-adaptive node cluster is also an important problem when accomplishing uninterrupted network coverage.
Aiming to optimize the data transmission mode of the WSN nodes, a distributed data transmission mode adjustment method is proposed in this paper. The cluster head node could be alternated according to the remaining energy and the exhausted node would be re-charged in time to prepare for the next cycle. Each cluster could adaptively accomplish the distributed control of the data transmission mode to limit the number of sleeping nodes in each data collection cycle, which can guarantee the normal operation of WSNs with high-energy efficiency. Thus, the uninterrupted coverage of the target area for EH-WSNs can be accomplished by the proposed HCEH-UC routing algorithm.

To calculate the energy consumption of data transmission in the WSNs, the radio energy consumption model proposed in [15] is adopted in this paper, as shown in Table 2.

Table 2. The energy consumption in radio transmission and reception mode.

| Mode                                                                 | Energy-Consumption                        |
|----------------------------------------------------------------------|-------------------------------------------|
| transmission/reception mode                                         | 50(nJ · bit⁻¹)                            |
| free-space information amplification \(\epsilon_{fs}\)               | 10(pJ · bit⁻¹ · m⁻²)                      |
| multipath-fading information amplification \(\epsilon_{mp}\)         | 0.0013(pJ · bit⁻¹ · m⁻⁴)                  |

The amplification constants, \(\epsilon_{fs}\) and \(\epsilon_{mp}\), represent energy consumption when amplifying the signal, which can support data transmission to a certain distance. Therefore, these constants are related to the size of the transmission data and the transmission distance. The energy consumption of the radio transmission and reception mode can be denoted as \(E_{elec} = 50 \cdot nJ / \text{bit}\). According to the channel transmission model, the energy consumption of the transmission would be the square of the distance.

According to the literature [17], the free space and multipath attenuation models are used to establish a wireless channel propagation model, and the energy consumption \(E_{Tx}\) for sending \(k - \text{bit}\) data can be described as (4):

\[
E_{Tx}(k,d) = E_{Tx-\text{elec}}(k) + E_{Tx-\text{amp}}(k,d) = \begin{cases} 
E_{elec} \ast k + \epsilon_{fs} \ast k \ast d^2, & d < d_0 \\
E_{elec} \ast k + \epsilon_{mp} \ast k \ast d^4, & d \geq d_0 
\end{cases}
\]

where \(d\) denotes the transmission distance, \(d_0\) denotes the distance threshold, \(E_{Tx-\text{elec}}\) represents the transmission energy, and \(E_{Tx-\text{amp}}\) represents the amplification energy required for data transmission to the distance \(d\):

\[
d_0 = \sqrt{\frac{\epsilon_{fs}}{\epsilon_{mp}}}.\]

At the same time, the energy required to receive \(k - \text{bit}\) data can be depicted as (5):

\[
E_{Rx}(k) = E_{Rx-\text{elec}}(k) = E_{elec} \ast k.
\]

The energy consumption of the cluster head node includes the data transmission and reception, as well as the generation and maintenance of the routing framework, which indicates that the energy consumption of the cluster head node is much higher compared with the other node in the cluster. In order to achieve uninterrupted WSN coverage, the cluster head node needs to sleep and implement energy harvesting after a complete data-transmission cycle to participate in the next cycle. The selection of the successor cluster head node is based on the remaining node energy in the cluster and node location information.

As shown in Figure 1, the improved hierarchical clustering algorithm was adopted on the WSN nodes for reasonable clustering, and the nodes in the cluster conform to the star topology, which could gather information from the marginal nodes to CHs. Then, CHs compress the received data and finally transmit them to the base station or end user termination. Assuming that a cluster includes \(Q\) nodes, the base station is represented by
$B$, the total amount of transmission data to the base station in one cycle for this cluster is $k_{Bs}$ bit, the distance between the cluster head node and the base station is $d_{Bs}$, the $q$th node in the cluster need to transfer to the cluster head node $s$ in each cycle is $k_{qs}$ bit, and the distance between $q$ and $s$ is $d_{qs}$.

![Figure 1. Topology of wireless sensor network.](image)

In the network shown in Figure 1, the energy consumption $E_{Bs}$ of the cluster head node $s$ in one cycle includes the energy consumption $E_{Rx}$ of receiving the data from the nodes, the energy consumption $E_{Df}$ of data fusion, and the energy consumption $E_{Tx}$ when sending the data package to the base station $B$, which can be described as (6):

$$E_{Bs} = E_{Rx}(k_{Bs}) + E_{Df}(k_{Bs}) + E_{Tx}(k_{Bs}, d_{Bs})$$

$$= E_{elec} \ast k_{Bs} + E_{DA} \ast k_{Bs} + E_{Tx-elec}(k_{Bs}) + E_{Tx-amp}(k_{Bs}, d)$$

(6)

where $E_{DA}$ represents the energy consumption constant for data fusion.

Assume the node $q$ transmits $k_{qs}$ bit data to the cluster head node $s$ in one data transmission cycle:

$$\sum_{q=1}^{Q} k_{qs} = k_{Bs}.$$  

(7)

Thus, the energy consumption $E_{qs}$ of the $q$th node to transfer these data can be described as (8):

$$E_{qs} = E_{Tx-elec}(k_{qs}) + E_{Tx-amp}(k_{qs}, d), q \neq s.$$  

(8)

When the battery capacity of the cluster head node is insufficient to support the routine operation, the exhausted cluster head node should alter into the sleep node to collect the energy. The sleep node can barely implement the data delivery mission. Therefore, aiming towards uninterruptible target coverage with energy harvesting (UC-EH), the appropriate node would be selected as the new cluster head node based on the location information and status of the remaining nodes in the cluster. Assume that the $E_{estimation}$ represents the energy consumption of data delivery for different nodes:

$$E_{estimation}(s) = E_{Bs} + \sum_{q=1}^{Q} E_{qs}, q \neq s$$  

(9)

where the $E_{estimation}(s)$ includes the energy required $E_{qs}$ for nodes to transmit data to the cluster head $s$ and the energy required $E_{Bs}$ for the cluster head node to transmit data to the
base station. Assume that the remaining node energy can be represented by $E_{\text{rest}}$, and the $\rho$ is adopted to represent the probability of being selected as a cluster head for the $q$th.

$$\rho(q) = \begin{cases} 1 - \frac{E_{\text{estimation}}(q)}{E_{\text{rest}}(q)}, q \in G \\ 0, q \notin G \end{cases}$$

where $G$ represents the set of unselected nodes in the current data-transmission cycle. The $E_{\text{estimation}}$ would increase along with the increase in the distance from nodes to the cluster head node and the cluster head to the base station. The energy required for data delivery of the successor cluster head should be small and the energy remaining in the successor cluster head should be sufficient, which means that the node with the largest probability $\rho$ becomes the successor CH.

The node clusters formed by the proposed clustering algorithm would be evenly distributed in the target detection area, and the distance between the nodes in the cluster is much smaller than the distance to the base station. Therefore, the energy consumption of the cluster head node is much larger than that of the other nodes. The energy collected by the cluster head needs to support data delivery with the base station and data delivery with the nodes in the cluster, as well as information interaction with the successor cluster head. The proposed HCEH-UC can decrease energy consumption through the optimization of data-routing modes and prolong the MLC of the node network. However, when a certain number of nodes in the network are in a sleep-state, this network would be defined as the network in death and cannot continue to perform the target monitoring function [14].

In this paper, the EH technology is introduced in the proposed HCEH-UC, and an HCEH-UC algorithm is proposed for EH-WSNs to accomplish uninterruptible network node coverage. The energy harvesting mode of each node cluster would be adaptively generated. According to the data-delivery energy model and the cluster head selection mechanism, energy consumption would be optimized while ensuring the routine operation of the network. Assuming that each cluster head node needs to complete at least $Z$ times the data transmission tasks within the base station during one cycle, the energy collection of the cluster head node $s$ needs to be greater than the threshold $E_\Delta$, as shown in (11).

$$E_\Delta \geq Z \left( E_{Bs} + \sum_{q=1}^{Q} E_{qs} \right), q \neq s$$

where $E_{Bs}$ represents the energy consumption when the node $s$ is adopted as the CH; $E_{qs}$ represents the energy consumption when transmitting data to the successor cluster head as a non-cluster head node. Assume the required charging time of up to $E_\Delta$ is $\sigma_E$, and the time required to complete the information collection for one cluster is $\Delta T$. Under certain energy harvesting conditions and the working mode of the cluster head node, the network can run permanently if the network possesses sufficient numbers of sensor nodes. However, the redundancy problem would lead to additional energy consumption in the network. To ensure the routine operation of the network, the required condition can be shown as (12):

$$\sigma_E \leq (30\% \times Q) \times (Z \times \Delta T).$$

According to (12), the minimum number $Q$ of nodes required to maintain the routine operation of the network according to the node location, communication information, and energy collection efficiency, which could ensure the cluster head node in sleep mode, has enough time for the energy collection to sustain the operation of the WSNs.

External energy supply includes solar energy, wind energy, etc., which will not be 100% converted into electric energy stored by the node. Simultaneously, the data transmission mechanism will also be adaptively adjusted according to the different charging scenarios. If energy supply methods are considered, the corresponding data routing will become a more complicated issue. Therefore, in this paper, the quantity of the electricity collection, instead of the collection efficiency, will be considered.
Therefore, the proposed HCEH-UC routing algorithm can be specifically expressed by the pseudocode, as shown in Algorithm 1.

**Algorithm 1: HCEH-UC routing algorithm**

| Input: $X_i$ |
|---|
| 1. Generate initial clusters: $C_i = \{X_i\}, i \in M$ |
| 2. Obtain node clusters adaptively according to $T$: |
| \[ T = \sigma \max \left\{ \sqrt{(X_i - X_j)^2 + (Y_i - Y_j)^2} \right\}, i, j \in M, i \neq j \] |
| 4. for $i = M + a, \cdots$ do |
| 5. - Guarantee the uninterrupted monitoring of WSNs: |
| \[ E_{\Delta} \geq Z \times \left( E_{\text{Be}} + \sum_{q=1}^{Q} E_{qs} \right), q \neq s \] |
| \[ \sigma E \leq (30\% \times Q) \times (Z \times \Delta T) \] |
| 8. for Each data transmission do |
| - the energy consumption of the $s$th cluster head: |
| \[ E_{\text{Be}} = E_{\text{elec}} \times k_{\text{Be}} + E_{\text{DA}} \times k_{\text{Be}} + E_{\text{Tx-amp}}(k_{\text{Be}}, d) \] |
| - the energy consumption of the $q$th node: |
| \[ E_{qs} = E_{\text{Tx-amp}}(k_{qs}, d), q \neq s \] |
| 12. if $E_{\text{rest}} < E_{\text{estimation}}(s)$ then |
| 13. - Select new cluster head: |
| \[ \rho(q) = \left\{ \begin{array}{ll} 1 - \frac{E_{\text{estimation}}(q)}{E_{\text{rest}}(q)}, & q \in G \\ 0, & q \notin G \end{array} \right\} \] |
| 16. - Charging the exhausted node |

In addition, in the event of unexpected node exhaustion, the proposed HCEH-UC will perform node clustering and form a new node topology according to the existing normal nodes to adaptively obtain a new distributed routing mode. Therefore, the proposed environment-adaptive method can generate a robust information-delivery mode in a distributed way according to the distribution of the network nodes.

### 2.3. Algorithm Complexity Analysis

In the node clustering-based routing algorithm, time complexity mainly exists in the cluster formation phase and the data transmission phase. Therefore, the time complexity of the proposed HCEH-UC routing algorithm also contains two parts, including the adaptive hierarchical clustering of the WSNs nodes and the data transmission control in the formed node cluster. The time complexity of the clustering is $O(M^2 + M_{\text{clus}} + M_{\text{ter}})$, where $O(M^2)$ represents the time complexity of calculating the Euclidean distance between WSNs nodes, $O(M_{\text{clus}})$ denotes the time complexity of two clusters converging into one cluster, and $O(M_{\text{ter}})$ represents the time complexity of the clustering termination judgment. Assuming that $P$ numbers of node clusters are eventually formed, the $p$th node cluster can stably execute $Z_p$ numbers of a data transmission task, the CH selection cost $O(s_i)$ time complexity, the control information of the data transmission mode requires $O(\text{ctr})$ time complexity, and the time complexity of the data transmission is $O(t)$. Therefore, the time complexity of $Z_{\text{all}}$ can be deduced as $\sum_{p \in [1, P]} (Z_{\text{all}} / Z_p) (O(s_i) + O(\text{ctr}) + Z_p * O(t))$. In conclusion, the time complexity of the proposed HCEH-UC can be depicted as $O(M^2 + M_{\text{clus}} + M_{\text{ter}}) + \sum_{p \in [1, P]} (Z_{\text{all}} / Z_p) (O(s_i) + O(\text{ctr}) + Z_p * O(t))$. Compared with the contrast clustering-based algorithm [13,17,25], the proposed algorithm requires more time complexity in judging the termination of the clustering. However, it also reduces the frequency of the global CH election. Therefore, the proposed HCEH-UC can improve the energy efficiency without sacrificing the time complexity.
3. Simulation Results

The HCEH-UC algorithm would be evaluated in the simulated network without/with energy harvesting using MATLAB in this section. MATLAB is also a commonly used verification platform for the contrast routing algorithm. The distribution of 100 sensor nodes in the 200 m × 200 m area is shown in Figure 2. In the practical WSNs, the location of the sensor nodes can be obtained from the deployment of the nodes. Various colors represent different cluster attributions, which will be described in the next section. The initial cluster head could also be appointed or elected. The other simulation parameters are depicted in Table 3. In order to conduct fair comparison experiments, these parameters are consistent with the comparison algorithm [25].

![Node distribution of the WSNs.](image)

**Figure 2.** Node distribution of the WSNs.

**Table 3.** Simulation parameters.

| Parameters                  | Value                  |
|-----------------------------|------------------------|
| Sensor Network Size         | 200 m × 200 m          |
| Nodes Number                | 100                    |
| Base Station                | (100,100)              |
| Initial Energy              | 0.5 J                  |
| Data-Packet Size            | 4000 bit               |
| Packet Header Size          | 25 bytes               |
| Control Message Size        | 50 bytes               |
| $E_{elec}$                  | 50 nJ/bit              |
| $E_{fs}$                    | 10 pJ/bit/m$^2$        |
| $E_{mp}$                    | 0.0013 pJ/bit/m$^4$    |
| $E_{DA}$                    | 5 nJ/bit/message       |

3.1. Network Lifetime Evaluation

In this section, the proposed HCEH-UC would be verified through comparison with the conventional routing algorithm including LEACH [11], LEACH-C [17], CEEC [31], HUCL [32], SEED [33], and NEHCP [25]. The conventional routing algorithms do not possess an energy-harvesting phase. To obtain the equal and effective contrast experimental results, the HCEH-UC would first be verified without energy harvesting to prove its ability to improve energy efficiency.

For different routing algorithms, the data transmission mechanisms are different from each other. Even for the clustering-based routing algorithm, the 100 sensor nodes could be clustered through various methods and lead to different data fusion modes. The cluster results of the proposed environment-adaptive hierarchical clustering algorithm are shown
in Figure 2. Each shape in the figure represents one node-cluster and the solid circle denotes the base station.

The results of clustering would directly influence the final results and the data transmission mechanism. Additionally, the cluster formation would also spend some non-negligible energy. Thus, the optimization of the clustering algorithm and the adaptive transformation would be meaningful research. In the verification experiments, the number of data transmission rounds performed when the first node dead (FND), the half node dead (HND), and last node dead (LND) of all routing algorithms are recorded in Figure 3. The corresponding quantitative comparison of the metrics are shown in Table 4. These crucial metrics would be directly compared to evaluate the performance of different routing algorithms.

![Figure 3. Data transmission rounds before the first node dead (FND).](image)

**Table 4. Lifetime metrics of the sensor node.**

|                | LEACH [11] | LEACH-C [17] | CEEC [31] | HUCL [32] | SEED [33] | NEHCP [25] | HCEH-UC |
|----------------|------------|--------------|-----------|-----------|-----------|------------|---------|
| First node dead| 452        | 513          | 1000      | 1250      | 1510      | 1756       | 2535    |
| Half node dead | 534        | 555          | 1980      | 2510      | 3530      | 4100       | 4481    |
| Last node dead | 621        | 740          | 2675      | 3120      | 4200      | 4912       | 5145    |
| Average        | 535.7      | 602.7        | 1885      | 2293.3    | 3080      | 3589.3     | 4053.7  |

As shown in Figure 3, the conventional routing algorithm LEACH and LEACH-C can prolong the FND index to 452 and 513, respectively. The CEEC, HUCL, and SEED routing protocol can prolong the FND to 1000, 1250, and 1510, respectively. The advanced NEHCP protocol leverages the clustering algorithm and extends the FND to 1756. The HCEH-UC that is proposed in this paper can accomplish the optimized clustering of the WSNs nodes through the environmental-adaptive clustering algorithm, which can reduce the energy consumption inside the cluster and balance the energy consumption of the network. Therefore, the proposed algorithm can prolong the FND rounds to 2535 rounds.

Simultaneously, as shown in Table 4, the superior lifetime metrics, including HND and LND, when compared with the conventional protocol, can also verify the proposed HCEH-UC, which means that the proposed routing algorithm can accomplish a more energy-efficient node topology through an environment-adaptive clustering algorithm. Therefore, an optimized data-routing mode could reduce the energy consumption needed for data transmission.
3.2. Stability Period and Instability Period Evaluation

To conduct a more comprehensive comparison, the metrics of the stability period and instability period need to be evaluated. The protocol with a superior performance, including the CEEC, SEED, and NEHCP protocols, was chosen to obtain clearer figure results. The number of alive sensor nodes for these contrast algorithms was recorded in each round and is depicted in Figure 4.

![Figure 4. Number of alive sensor nodes per round for different routing protocols.](image)

Assume that the network with no exhausted nodes is defined as the stable phase, and the network with exhausted nodes is defined as the unstable phase. As shown in Figure 4, the proposed HCEH-UC possesses a longer stable phase. The LND of the network was also extended, which means that more data-transmission tasks can be executed.

3.3. MLC Evaluation with Various Initial Energy

In order to perform the conventional routing protocol in various scenes, the energy levels would be set to 0.25 J, 0.5 J, 0.75 J, and 1 J in different scenes. The MLC of the conventional algorithms are depicted in Figure 5, and a quantitative comparison of the metrics is given in Table 5.

![Figure 5. MLC of different routing protocols under various energy levels.](image)
Table 5. MLC under a different initial energy.

| Initial-Energy | LEACH [11] | LEACH-C [17] | CEEC [31] | HUCL [32] | SEED [33] | NEHCP [25] | HCEH-UC |
|----------------|------------|--------------|-----------|-----------|-----------|------------|--------|
| 0.25 J         | 336        | 347          | 1500      | 1775      | 2012      | 2500       | 2573   |
| 0.5 J          | 621        | 740          | 2675      | 3120      | 4200      | 4912       | 5145   |
| 0.75 J         | 844        | 946          | 4088      | 4512      | 5312      | 6075       | 7713   |
| 1 J            | 1133       | 1336         | 4912      | 5587      | 7500      | 8300       | 10,280 |

As shown in Figure 5 and Table 5, with the absence of energy harvesting, the MLC of the network would be prolonged, along with the increase in the initial node energy. Simultaneously, the proposed HCEH-UC has a superior performance at various energy levels compared with the contrast routing protocols.

3.4. Relationship between Energy Consumption and Energy Harvesting

The network with limited energy capacity can be optimized using the proposed HCEH-UC. However, the monitoring function of the target area is finally invalid when a certain number of the nodes are exhausted. With the addition of the energy-harvesting technique, the proposed HCEH-UC can accomplish the uninterrupted coverage of the target area. The proposed HCEH-UC algorithm can adaptively adjust the distributed communication mode of clusters according to the topology relationship and the remaining energy of the cluster nodes. Thus, the working and sleep modes of the cluster head could be managed and the number of nodes in sleep mode can be controlled to accomplish energy harvesting. In order to demonstrate the effectiveness of the proposed HCEH-UC algorithm under the energy-harvesting condition, the remaining energy changes with the number of data-transmission rounds for one arbitrary cluster is shown in Figure 6, and the ordinate axis is set to a logarithmic axis in order to intuitively indicate the energy variation tendencies.

![Figure 6. Residual energy of the node with energy harvesting.](image)

Additionally, the energy consumption and collection situation of the nodes is depicted in Figure 6. Each energy collection and consumption cycle was divided into three stages, including the cluster head phase, data transmission to cluster head phase, and sleep and energy harvesting phase. When the residual energy is sufficient, the node alternatively acts as
the cluster head or the data-transmission node, and the exhausted node would switch into sleep mode and implement energy harvesting when the energy is insufficient. Therefore, uninterrupted target coverage can then be accomplished based on energy harvesting.

Take a complete cycle from the residual energy curve for specific analysis. The example cluster contains six nodes, including nodes 10, 11, 12, 13, 14, and 33. In the first stage, node 10 of the cluster serves as the cluster head node, nodes 11, 12, 13, and 14 serve as data-transmission nodes, and node 33 enters sleep mode due to insufficient energy and performs energy harvesting. At this stage, the energy of node 10 drops rapidly, nodes 11, 12, 13, and 14 drop slightly, and the energy stored in node 33 rises steadily.

In the second stage, node 11 would be selected as the cluster head based on the remaining energy and node information through the cluster-head-selection mechanism proposed in this paper. Cluster head node 10 would switch into sleep mode and collect energy due to the insufficient energy. Nodes 12, 13, 14, and node 33, which has completed energy storage, would serve as the data-transmission nodes until the energy of node 11 reaches a low level. When the energy harvesting of node 10 is completed, node 11 would switch into sleep mode and the successor cluster head node would be re-elected; thus, the third stage and the following stage can start.

The energy consumption of cluster head nodes is relatively high, and the energy consumption of non-CH nodes is relatively slow. When the energy storage is insufficient, the node switches into a sleep node to accomplish energy harvesting. The simulation results prove that the algorithm proposed in this paper can control the number of nodes in the sleep mode for one cluster within a reasonable range through the reasonable adjustment of the communication mode of nodes. Therefore, uninterrupted target coverage would be accomplished based on energy harvesting.

4. Conclusions

This paper proposes an energy harvesting-based routing algorithm for uninterrupted WSN target coverage. Firstly, based on the proposed hierarchical clustering algorithm, the nodes can accomplish environment-adaptive clustering based on the distance between each other, which can reduce the energy consumption of data transmission inside the cluster and optimize the topological relationship of the network. A cluster head selection mechanism is then proposed based on three crucial aspects of energy harvesting, including the residual energy of nodes, the data-transmission energy model, and the energy collection needed to form an advanced HCEH-UC routing protocol. Finally, the distributed communication mode and topological relationship of the node cluster that is formed can be adaptively determined through the alternative operating–recharging mode of the cluster head node. Therefore, an energy harvesting-based, uninterrupted target coverage can be accomplished. In order to verify the proposed HCEH-UC routing algorithm, comparison simulations were conducted in terms of the improved clustering algorithm and the energy harvesting-based, uninterrupted target coverage algorithm. Compared with the conventional routing algorithm, the simulation results proved the effectiveness of the proposed HCEH-UC routing algorithm.
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