Abstract

Machine learning systems are often deployed for making critical decisions like credit lending, hiring, etc. While making decisions, such systems can encode the user’s demographic information (like gender, age) in their intermediate representations. This can lead to decisions that are biased towards specific demographics. Prior work has focused on debiasing intermediate representations to ensure fair decisions. However, these approaches fail to remain fair with changes in the task or demographic distribution. To ensure fairness in the wild, it is important for a system to adapt to such changes as it accesses new tasks in an incremental fashion. In this work, we propose to address this issue by introducing the problem of learning fair representations in an incremental learning setting. To this end, we present Fairness-aware Incremental Representation Learning (FaIRL), a representation learning system that can sustain fairness while incrementally learning new tasks. FaIRL is able to achieve fairness and learn new tasks by controlling the rate-distortion function of the learned representations. Our empirical evaluations show that FaIRL is able to make fair decisions while achieving high performance on the target task, outperforming several baselines.

Introduction

An increasing number of organizations are leveraging machine learning solutions for making decisions in critical applications like hiring (Dastin 2018), criminal recidivism (Larson et al. 2016), etc. Machine learning systems can often rely on a user’s demographic information, like gender, race, and age (protected attributes), encoded in their representations (Elazar and Goldberg 2018) to make decisions, resulting in biased outcomes against certain demographic groups (Mehrabi et al. 2021; Shah, Schwartz, and Hovy 2020). Numerous works try to achieve fairness through unawareness (Apfelbaum et al. 2010) by debiasing model representations from protected attributes (Blodgett, Green, and O’Connor 2016; Elazar and Goldberg 2018; Elazar et al. 2021; Chowdhury and Chaturvedi 2022). However, these techniques are only able to remove in-domain spurious correlations and fail to generalize to new data distributions (Barrett et al. 2019). For example, let us consider a fair resume screening system that was trained only on resumes of software engineering roles. The system may not remain fair while screening for roles like sales or marketing, where the gender demographic distribution may be different. Similarly, a fair system also needs to be robust to shifts in data distribution (e.g., new applicants may report scores on specific tests that didn’t appear in the training data) and task changes (e.g., resumes being screened for new roles like social media manager). In such cases, it is not always practical to retrain the system from scratch every time new data comes in because of the resources and environmental impact associated with training modern machine learning systems.

Previous works focused on improving the robustness of fair learning models by considering shifts in data distribution. These involve learning fair models under covariate shift (Rezaei et al. 2021; Singh et al. 2021) or for streaming data (Zhang et al. 2021; Zhang and Ntoutsi 2019), but these systems do not incrementally learn new tasks. In this work, we introduce the problem of learning fair representations in an incremental learning setting. In this setting, data from new tasks, with different underlying demographic distributions, pour in at consecutive training stages and the system has to perform well on all tasks seen so far while making fair decisions (see Figure 1). This setup is quite similar to incremental learning (Rebuffi et al. 2017). However, most works in incremental learning literature focus on target task performance without considering the fairness of their predictions.

To address this problem, we propose a representation learning system – Fairness-aware Incremental Representation Learning (FaIRL).
Representation Learning (FalRL). At its core, FalRL uses an adversarial debiasing setup for removing demographic information by controlling the number of bits (rate-distortion) required to encode the learned representations (Yu et al. 2020; Ma et al. 2007). We leverage this debiasing setup for incremental learning using an exemplar-based approach, by retaining a small set of representative samples from previous tasks, to prevent forgetting. Empirical evaluations show that FalRL outperforms baseline incremental learning systems in fairness metrics while successfully learning target task information. Our key contributions are:

- We propose FalRL, a representation learning system that learns fair representations, while incrementally learning new tasks, by controlling their rate-distortion function.
- We show using empirical evaluations that FalRL outperforms baseline incremental learning systems in making fair decisions while performing well on the target task.
- We also perform extensive analysis experiments to investigate the functioning of FalRL.

Related Work

In this section, we discuss some of the prior works on fairness in varying setups and incremental learning.

**Fair Representation Learning.** Zemel et al. (2013) introduced the problem of learning fair representations as an optimization task. Following works (Zhang, Lemoine, and Mitchell 2018; Li, Baldwin, and Cohn 2018; Elazar and Goldberg 2018; Chowdhury et al. 2021) leveraged an adversarial framework (Goodfellow et al. 2014) to achieve fairness, where a discriminator tries to extract demographic information from intermediate representations while performing prediction. Different from these, (Bahng et al. 2020) proposed to learn fair representations, without using protected attribute annotation, by making representations uncorrelated with ones retrieved from a biased classifier. However, these techniques require a target task at hand and are often difficult to train (Elazar and Goldberg 2018). Another line of work introduced by (Bolukbasi et al. 2016), focuses on debiasing representations independent of a target task. These approaches (Ravfogel et al. 2020; Bolukbasi et al. 2016) iteratively identify subspaces that encode protected attribute information, and project vectors onto their corresponding nullspaces. Another line of work (Cheng et al. 2020; Dixon et al. 2018), use counterfactual data augmentation approaches to debias sentence embeddings. Recently, Chowdhury and Chaturvedi (2022) proposed a debiasing framework that makes representations from same protected attribute class uncorrelated by maximizing their rate-distortion function. Despite showcasing promise in a single domain, these frameworks fail to remain fair for out-of-distribution data (Barrett et al. 2019).

**Fairness under distribution shift.** Several works (Rezaei et al. 2021; Singh et al. 2021) have investigated the robustness of fair classifiers under covariate shift. These works identify conditions where fairness can be sustained given shifts in data and label distribution. Efficacy of fair classifiers has also been studied in online settings (Zhang et al. 2021; Zhang and Ntoutsi 2019), where the data distribution continually evolves depending on the input data stream. However, both lines of work consider a fixed task description at initiation and do not learn new tasks while training.

**Incremental Learning.** Li and Hoiem (2017) introduced the task of incremental learning and proposed a dynamic architecture leveraging a knowledge distillation loss to prevent catastrophic forgetting (McCloskey and Cohen 1989). Since then, works on incremental learning can be classified into three broad categories: (a) Regularization-based approaches (Li and Hoiem 2017; Kirkpatrick et al. 2017; Zenke, Poole, and Ganguli 2017; Castro et al. 2018; Chan et al. 2021) use a penalty measure to ensure model parameters crucial for previous tasks do not change abruptly; (b) Dynamic architecture-based approaches (Long et al. 2015; Rusu et al. 2016; Li et al. 2019) introduce new task-specific parameters to prevent interference with parameters from previous tasks. These architectures grow linearly with the number of tasks having a heavy memory footprint; (c) Exemplar-based approaches (Rebuffi et al. 2017; Chaudhry et al. 2019a,b; Tong et al. 2022) maintain a small memory of representative samples from previous tasks and replay them to prevent catastrophic forgetting. Our framework FalRL is similar to that of Tong et al. (2022), as we also control the rate-distortion of learned representations. However, we also consider the fairness of the predictions by ensuring protected information does not get encoded in the representations.

**Background**

In this section, we discuss the fundamental concepts of rate-distortion theory that form the building blocks of our framework, FalRL.

**Rate Distortion.** In information theory (Cover 1999), the compactness of a distribution is measured by their coding length – number of bits required to encode it. In lossy data compression, a set of vectors \(Z = \{z_1, \ldots, z_n\} \in \mathbb{R}^{n \times d}\), sampled from a distribution \(P(Z)\), is encoded using a coding scheme, such that the transmitted vectors \(\hat{z}_i\) can be recovered up to a distortion \(\epsilon\). The minimal number of bits required per vector to encode the sequence \(Z\) is defined by the rate-distortion function \(R(Z, \epsilon)\). The optimal \(R(Z, \epsilon)\) for vectors \(Z\) sampled from a multivariate Gaussian \(\mathcal{N}(0, \Sigma)\) is:

\[
R(Z, \epsilon) = \frac{1}{2} \log_2 \det \left( I + \frac{d}{n\epsilon^2} ZZ^T \right)
\]

where \(n\) is the number of vectors and \(d\) is the dimension of individual vectors. Equation 1 provides a tight bound even in cases where the underlying distribution \(P(Z)\) is degenerate (Ma et al. 2007).

In general scenarios, e.g. image representations for multi-label classification, the vector set \(Z\) can arise from a mixture of class distributions. In such cases, the overall rate-distortion function can be computed by splitting the vectors into multiple subsets: \(Z = Z^1 \cup Z^2 \ldots \cup Z^k\), where \(Z^j\) is the subset from the \(j\)-th distribution. We can then compute \(R(Z^j, \epsilon)\) (Equation 1) for each subset. To facilitate this computation, we leverage a global membership matrix \(\Pi = \{\Pi_j\}_{j=1}^k\), which is a set of \(k\) matrices encoding membership information in each subset. The member-
ship matrix for a subset $Z^j$ is a diagonal matrix defined as: $\Pi_j = \text{diag}(\pi_{1j}, \pi_{2j}, \ldots, \pi_{nj}) \in \mathbb{R}^{n \times n}$, where $\pi_{ij} \in [0, 1]$ is the probability that $z_i$ belongs to $Z^j$. The matrices satisfy the following constraints: $\sum_j \Pi_j = I_{n \times n}$, $\sum_j \pi_{ij} = 1$, $\Pi_j \succeq 0$. The optimal number of bits to encode $Z$ is given as:

$$R_c(Z, \epsilon|\Pi) = \sum_{j=1}^k \frac{\text{tr}(\Pi_j)}{2n} \log_2 \det(I + \frac{d}{\text{tr}(\Pi_j)\epsilon^2}Z\Pi_jZ^T)$$

The expected number of vectors in a subset $Z^j$ is $\text{tr}(\Pi_j)$ and the corresponding covariance is $\text{cov}(Z^j) = \frac{1}{\text{tr}(\Pi_j)}Z\Pi_jZ^T$. For multi-class data, a vector $z_i$ can only be a member of a single class, we restrict $\pi_{ij} \in \{0, 1\}$ and the covariance matrix for $j$-th subset is $Z^j(Z^j)^T$.

### Maximal Coding Rate (MCR$^2$)

Yu et al. (2020) introduced a classification framework by learning discriminative representations using the rate-distortion function. Given $n$ input samples $X = \{x_i\}_{i=1}^n$ belonging to $k$ distinct classes, their representations $Z = \{z_i\}_{i=1}^n$ are obtained using a deep network $f_0(x)$. The network parameters ($\theta$) are learned by maximizing a representation-level objective using rate-distortion called maximal coding rate (MCR$^2$):

$$\max_{\theta} \Delta R(Z, \Pi) = R(Z, \epsilon) - R_c(Z, \epsilon|\Pi) \quad (2)$$

where $\Pi$ captures the class label information. To have discriminative representations, same class representations should resemble each other while being different from representations from other classes. This can be achieved by maximizing the overall volume $R(Z, \epsilon)$ and compressing representations within each class by minimizing $R_c(Z, \epsilon|\Pi)$. We provide further details in Appendix B.

### Fairness-aware Incremental Representation Learning (FaIRL)

#### Debiasing Framework

We present a novel adversarial debiasing framework that controls the rate-distortion function of the learned representations. We use rate-distortion in this debiasing framework as it is amenable to incremental learning.

Figure 2 illustrates our proposed adversarial framework. It consists of a feature encoder $\phi$ and a discriminator $D$. The feature encoder takes as input a data point $x$ and generates representations $z = \phi(x)$. Its goal is to learn representations that are discriminative for the target attribute $y$ and not informative about protected attribute $g$. The discriminator network takes as input the representations produced by feature encoder $z$ and generates $z' = D(z)$. Its goal is to extract protected attribute $g$ information from $z'$. The discriminator is trained by maximizing the MCR$^2$ objective function:

$$\max_{D} \Delta R(Z', \Pi^g) = R(Z', \epsilon) - R_c(Z', \epsilon|\Pi^g) \quad (3)$$

where $\Pi^g$ is the membership matrix encoding the protected attribute information. The encoder is trained by optimizing the given objective function:

$$\max_{\phi} \Delta R(Z', \Pi^y) - \beta \Delta R(Z', \Pi^g) \quad (4)$$

where $\Pi^y$ is the membership matrix encoding the target attribute information and $\beta$ is a hyperparameter. Empirically we observed that the proposed debiasing framework is competitive with other debiasing setups in non-incremental learning settings.

FaIRL’s debiasing framework leverages the MCR$^2$ objective (Equation 2) for classification. MCR$^2$ objective, by itself, is not amenable to incremental learning for reasons discussed below. Yu et al. (2020) showed that using MCR$^2$ it is possible to learn representations with low-dimensional orthogonal subspaces corresponding to each class. However, naively maximizing the MCR$^2$ objective results in representations spanning the complete feature space (an $\mathbb{R}^d$ dimensional feature space can accommodate a maximum of $d$ orthogonal subspaces). This is not ideal for incremental learning as representations from new classes cannot be accommodated in the same feature space. For incremental learning, representations learned at a given training stage should be compact and not span the entire feature space. In FaIRL, we empirically observe that the feature spaces learned at each training stage are compact. This happens because while learning discriminative representations using the MCR$^2$ objective ($\Delta R(Z, \Pi^y)$), the encoder also tries to remove protected information by minimizing $\Delta R(Z', \Pi^g)$ (Equation 4). Minimizing $\Delta R(Z', \Pi^g)$ makes representations from different protected classes similar, resulting in a compact feature space. The $\Delta R(Z', \Pi^g)$ term acts as a natural regularizer to the MCR$^2$ objective, and prevents the learned representations from expanding in an unconstrained manner, making them suitable for incremental learning. Next, we discuss how we extend this debiasing framework to incremental learning in the following section.

### Incremental Learning

For incremental learning, we use an exemplar-based approach (Rebuffi et al. 2017; Chaudhry et al. 2019a,b). We store a small set of exemplars from old tasks $X_{old} = \ldots$
\{X_{\text{old}}, \ldots, X_{\text{old}}^{m}\}$, where $m$ is the number of target classes \((m = c(t-1) < k)\) the system has encountered so far (each training step introduces $c$ target classes, $k$ is the total number of classes). At training stage $t$, we have a set of new data samples $X_{\text{new}}$ and exemplar set $X_{\text{old}}$ ($X_{\text{old}} = \emptyset$ at $t = 0$).

The goal of our system is to learn discriminative representations \(w.r.t.\,y\) for $X_{\text{new}}$ while retaining the old representation subspaces of $X_{\text{old}}$. To ensure fairness, the system also needs to learn representations that are oblivious to the protected attribute $g$ for both $X_{\text{new}}$ and $X_{\text{old}}$. We will refer to the representations for the old and new data as $Z_{\text{old}} = \phi(X_{\text{old}})$ and $Z_{\text{new}} = \phi(X_{\text{new}})$ respectively.

**Discriminator.** In the incremental learning setup, the discriminator tries to extract protected attribute information for $X_{\text{new}}$. This is achieved by maximizing $\Delta R(Z'_{\text{new}}, \Pi_{\text{new}}^g)$, where $Z'_{\text{new}} = D(\phi(X_{\text{new}}))$, and $\Pi_{\text{new}}^g$ encodes protected attribute $g$ information for $X_{\text{new}}$.

**Feature encoder.** The objective of the feature encoder is to learn fair representations that are discriminative for both old and new tasks. To achieve this, the system should have the following properties:

(a) The system should learn representations for $X_{\text{new}}$ that are informative about $y$. This can be achieved by learning discriminative representations for $X_{\text{new}}$ by maximizing the MCR$^2$ objective: $\Delta R(Z_{\text{new}}, \Pi_{\text{new}}^g)$.

(b) The system should not reveal protected information and learn fair representations for $X_{\text{new}}$. This is achieved by minimizing the discriminator loss $\Delta R(Z'_{\text{new}}, \Pi_{\text{new}})$ (Equation 4).

(c) The system should retain knowledge about old tasks encountered in previous training stages. FalIRL maintains an exemplar set $X_{\text{old}}$ and tries to retain the subspace structure learned for these samples. To ensure that encoder $\phi_t$ at training stage $t$ retains the subspace structure of old representations, we minimize the function:

\[
\Delta R(Z_{\text{old}}, \bar{Z}_{\text{old}}) = \sum_{i=1}^{m} \Delta R(Z'_{\text{old}}, \bar{Z}'_{\text{old}}) = \sum_{i=1}^{m} R(Z_{\text{old}}^i \cup \bar{Z}_{\text{old}}^i) - \frac{1}{2} [R(Z_{\text{old}}^i) + R(\bar{Z}_{\text{old}}^i)]
\]

where $\bar{Z}_{\text{old}} = \phi_{t-1}(X_{\text{old}})$ are exemplar representations obtained using the encoder at the previous training stage ($t-1$), and $Z_{\text{old}}^i$ are exemplar representations from the $j$-th target class. $\Delta R(Z'_{\text{old}}, \bar{Z}'_{\text{old}})$ measures the similarity between the representation sets $Z_{\text{old}}^i$ and $\bar{Z}_{\text{old}}^i$ by computing the difference in the number of bits required to encode them jointly and separately.

(d) The system should learn fair representations for $X_{\text{old}}$. This is achieved by minimizing the discriminator loss for the exemplars $\Delta R(Z'_{\text{old}}, \Pi_{\text{old}}^g)$ (Equation 4).

The overall objective function that the encoder optimizes in the incremental learning setup:

\[
\max_{\phi} \left( \alpha \Delta R(Z_{\text{new}}, \Pi_{\text{new}}^g) - \beta \Delta R(Z'_{\text{new}}, \Pi_{\text{new}}^g) - \gamma \Delta R(Z_{\text{old}}, \bar{Z}_{\text{old}}) - \eta \Delta R(Z'_{\text{old}}, \bar{Z}'_{\text{old}}) \right)
\]

where $Z'_{\text{old}} = D(Z_{\text{old}})$, $\Pi_{\text{new}}^g$ is the membership matrix encoding target class labels for $X_{\text{new}}$, $\Pi_{\text{new}}^g$ and $\Pi_{\text{old}}^g$ encode protected class labels for $X_{\text{new}}$ and $X_{\text{old}}$ respectively.

In the following section, we discuss the selection of representative samples $X_{\text{old}}$ from old classes.

**Exemplar Sample Selection**

As discussed in previous section, we maintain exemplars $X_{\text{old}} = \{X_{\text{old}}^1, \ldots, X_{\text{old}}^m\}$ belonging to $m$ classes, which is useful for retaining information from previous tasks. For each class, we select $r$ (where $r < |X'|$) samples $X_{\text{old}}^i \sim X'$ by using one of the following sampling techniques:

**Random Sampling.** We randomly select $r$ samples from each class set $X_{\text{old}}^i \sim X'$.

**Prototype Sampling.** We use prototype sampling (Tong et al. 2022) for selecting representative samples for each class. The detailed pseudo-code is presented in Algorithm 1. In this technique, we compute the top $k$ eigenvectors for the set of representations for each class $Z_t^i = \phi(X_t^i)$ at training stage $t$. For each eigenvector, we select $r/k$ data samples $X_{\text{old}}^i$ with the highest similarity scores (line 7). The selected samples are added to $X_{\text{old}}$.

**Submodular Optimization.** We use submodular optimization (Krause and Golovin 2014) to select representative samples that summarize features of a set. Submodular optimization focuses on set functions which have the diminishing return property. Formally, a submodular function $f$ satisfies the property: $f(Z \cup \{s\}) - f(Z) \geq f(Y \cup \{s\}) - f(Y)$, where $Z \subseteq Y \subseteq S$, $s \in S$, and $s \notin Y$.

We construct a submodular function computed using representations $Z$ that capture their diversity. We select $r$ samples that maximizes $f$. Specifically, we use the facility lo-
In this section, we discuss the datasets, experimental setup, and metrics used for evaluating FairfL. Additional details of our experimental setup can be found in Appendix B. Our implementation of FairfL is publicly available at https://github.com/brcsommath/FairfL.

Datasets
We tackle the problem of fairness in an incremental learning setup, where there are no existing benchmarks.1 We perform evaluations by re-purposing existing datasets.

**Biased MNIST.** We follow the setup of (Bahng et al. 2020) to generate a synthetic dataset using MNIST (LeCun et al. 1998), by making the background colors highly correlated with the digits. In the training set, the digit category (target attribute) is associated with a distinct background color (protected attribute) with probability $p$ or a randomly chosen color with probability $1-p$. In the test set, each digit with assigned one of the 10 colors randomly. We evaluate the generalization ability of FairfL for $p = \{0.8, 0.85, 0.9, 0.95\}$. We simulate incremental learning by providing the system access to 2 classes at each training stage (a total of 5 stages).

**Biography classification.** We re-purpose the BIOS dataset (De-Arteaga et al. 2019) for incremental learning. BIOS contains biographies of people that are associated with a profession (target attribute) and gender label (protected attribute). There are 28 different profession categories and 2 gender classes. The demographic distribution can vary vastly depending on the profession (e.g. ‘software engineer’ role is skewed towards men while the ‘yoga teacher’ role is most associated with females). The detailed demographic distribution is reported in Appendix B. In our setup, the system is presented with samples from 5 classes at each training stage (a total of 6 training stages).

Baselines
We compare FairfL with the following systems:

- **Incremental Learning systems.** We report the performance of the following incremental systems: (a) LwF (Li and Hoiem 2017) is a dynamic architecture with shared and task specific parameters, with additional parameters being incorporated incrementally for new tasks. LwF uses a knowledge distillation loss along with the current task loss to prevent catastrophic forgetting; (b) Adversarial LwF – we introduced an adversarial head in LwF for fair incremental learning that tries to remove protected attribute information via gradient reversal; (c) iCaRL (Rebuffii et al. 2017) is an exemplar-based approach that uses a knowledge distillation loss to learn representations. iCaRL uses a nearest class mean classifier for performing prediction.

- **Joint learning systems.** We report the performance of the following joint learning systems, where the system has access to the entire dataset in a single training stage: (a) AdS (Chowdhury et al. 2021) is an adversarial debiasing framework that maximizes the entropy of discriminator output. (b) FaRM (Chowdhury and Chaturvedi 2022) is a state-of-the-art system for both constrained and unconstrained debiasing, which performs debiasing by controlling the rate-distortion function of representations; (c) FairfL (joint). We report the performance of our framework when trained on full data.

Evaluation
In this section, we discuss the datasets, experimental setup, and metrics used for evaluating FairfL. Additional details of our experimental setup can be found in Appendix B. Our implementation of FairfL is publicly available at https://github.com/brcsommath/FairfL.

**Metrics.** In this section, we discuss the metrics reported. For each metric, we report the average and the value achieved at the final training stage.

- **Target Accuracy.** We follow (Elazar and Goldberg 2018; Ravfogel et al. 2020; Chowdhury et al. 2021) in evaluating the quality of the learned representations for target task (y) by using a separate probing network.

  For Biased MNIST, a fair system would be able to generalize to the test set, therefore target accuracy helps measure the fairness of the system. A high accuracy is desired in all settings. For both datasets, we also report group fairness metrics discussed below.

- **Group Fairness Metrics.** We evaluate the fairness of representations using the following metrics. A low score on these metrics indicates a fairer system.

  (a) **TPR-GAP.** TPR-GAP (De-Arteaga et al. 2019) computes the difference between true positive rates between two protected groups $\text{Gap}_{g,y} = \text{TPR}_{g,y} - \text{TPR}_{\bar{g},y}$, where $g, \bar{g}$ are possible values of the protected attribute. (Romanov et al. 2019) proposed a single fairness score by computing the root mean square of $\text{Gap}_{g,y}$: $\text{Gap}_{RMS}^g = \sqrt{\frac{1}{|\mathcal{Y}|} \sum_{y \in \mathcal{Y}} (\text{Gap}_{g,y})^2}$, where $\mathcal{Y}$ is the target label set.

  (b) **Demographic Parity (DP).** DP measures the difference in target prediction rate w.r.t to protected attribute $g$. Mathematically, it is expressed as:

$$\text{DP} = \sum_{y \in \mathcal{Y}} [p(\hat{y} = y|g = g) - p(\hat{y} = y|g = \bar{g})]$$


1Most fairness datasets have target attributes with only 2 classes (along with a binary protected attribute), making them unsuitable for evaluating incremental learning.

---

Figure 3: Representative samples from Biased MNIST dataset. We show an example from each class.
Table 1: Evaluation accuracy of incremental and joint learning systems on Biased MNIST dataset. Performance of joint learning systems are reported in gray. *FaIRL* achieves the best performance among incremental learning baselines (shown in bold). In strongly correlated settings ($p = 0.95$), *FaIRL* is competitive with joint learning setups.

| Method                        | $p = 0.8$ |          | $p = 0.85$ |          | $p = 0.9$ |          | $p = 0.95$ |
|-------------------------------|-----------|----------|------------|----------|-----------|----------|------------|
|                               | Last      | Avg.     | Last       | Avg.     | Last      | Avg.     | Last       | Avg.     |
| **Incremental Systems**       |           |          |            |          |           |          |            |          |
| LwF (Li and Hoiem 2017)      | 10.3      | 32.4     | 10.3       | 31.5     | 10.6      | 31.3     | 10.3       | 28.6     |
| Adversarial LwF              | 10.3      | 32.4     | 10.3       | 31.9     | 10.3      | 27.1     | 10.3       | 25.8     |
| iCaRL (Rebuffi et al. 2017)  | 62.8      | 79.2     | 58.4       | 72.4     | 51.1      | 70.8     | 47.5       | 69.9     |
| *FaIRL* (w/ random)          | 81.7      | 90.4     | 77.8       | 88.2     | 71.1      | 83.9     | 59.3       | 75.7     |
| *FaIRL* (w/ proto.)          | 80.7      | 89.8     | 77.2       | 87.7     | 71.0      | 83.5     | 57.8       | 75.3     |
| *FaIRL* (w/ submod.)         | 80.5      | 89.8     | 77.6       | 88.0     | 72.2      | 84.4     | 57.9       | 73.5     |
| **Joint Systems**            |           |          |            |          |           |          |            |          |
| *FaIRL* (joint)              | 88.08     | -        | 85.64      | -        | 81.94     | -        | 68.85      | -        |
| AdS (Chowdhury et al. 2021)  | 79.98     | -        | 75.39      | -        | 66.46     | -        | 52.49      | -        |
| FaRM (Chowdhury and Chaturvedi 2022) | 92.44 | -        | 90.54      | -        | 82.55     | -        | 57.09      | -        |

Figure 4: Test accuracy at different training stages of *FaIRL* and baseline incremental learning systems on Biased MNIST dataset. We observe that *FaIRL* significantly outperforms baseline approaches in all setups.

**Results: Biased MNIST**

In Table 1, we report the performance of *FaIRL* and baseline approaches on Biased MNIST dataset. For this dataset, high target accuracy also implies fair decisions as the training sets are biased. We observe that *FaIRL* outperforms the incremental learning baselines in all settings (different values of $p$). *FaIRL* with prototype and submodular exemplar selection approaches slightly fall behind random sampling. We believe that as the class samples are skewed towards a color, these sampling approaches may have ended up selecting instances based on their color instead of the digit information. It is also interesting to note that *FaIRL* (joint) is competitive with other state-of-the-art approaches AdS and FaRM, outperforming them when the color and digit information are strongly correlated ($p = 0.95$). In this settings ($p = 0.95$), *FaIRL* even in the incremental learning setting outperforms joint learning baselines. This shows that *FaIRL* is able to learn robust representations in challenging scenarios where the bias is highly correlated with the target task. We report the fairness metrics in Appendix D for completeness.

In Figure 4, we report the performance of incremental learning systems at various training stages. We observe that LwF suffers from catastrophic forgetting, achieving near random performance in the final stages. Adversarial LwF achieves a similar performance to LwF. We believe that the adversarial head doesn’t provide an added advantage over LwF because it may encounter unseen classes of protected attribute (colors) at later training stages. iCaRL and *FaIRL* do not suffer from catastrophic forgetting, and in all settings *FaIRL* consistently outperforms other baselines.

**Results: Biography Classification**

We present the results of *FaIRL* on Biography classification in Table 2. We observe that LwF-based systems achieve poor target performance due to catastrophic forgetting. However, as most of their predictions are incorrect these systems end up with good scores on fairness metrics. Adversarial LwF performs slightly better than LwF in terms of target accuracy. iCaRL achieves the best target accuracy but performs the worst on fairness metrics. *FaIRL* provides a good balance between the two traits – achieving target accuracy close to iCaRL while significantly improving the fairness metrics.

We observe that *FaIRL* (joint) is competitive with state-of-the-art debiasing frameworks AdS and FaRM. It is interesting to note that incrementally trained *FaIRL* achieves better DP scores than jointly trained debiasing frameworks. We report the target accuracy and Gap$_{RMS}$ metric across training stages. In Figure 5(a), *FaIRL* outperforms most base-
| Method                | Accuracy (↑) | Fairness |
|----------------------|--------------|----------|
|                      | Last Avg.    | DP (↓)   | Gap$_g$ RMS (↓) |
| Incremental          |              |          |                |
| LwF                  | 17.9 52.1    | 0.25 0.30| 0.05 0.02      |
| Adv. LwF             | 21.1 54.2    | 0.31 0.36| 0.19 0.05      |
| iCaRL                | 97.7 99.1    | 0.45 0.37| 0.10 0.05      |
| FaIRL (rand.)        | 95.1 97.5    | 0.42 0.35| 0.06 0.03      |
| (w/ proto.)          | 93.9 96.8    | 0.40 0.34| 0.05 0.03      |
| (w/ submod.)         | 94.4 97.4    | 0.41 0.35| 0.04 0.02      |
| Joint                |              |          |                |
| FaIRL (joint)        | 98.5 -       | 0.43 -   | 0.06 -         |
| AdS                  | 99.9 -       | 0.45 -   | 0.0 -          |
| FaRM                 | 99.9 -       | 0.42 -   | 0.0 -          |

Table 2: Target accuracy and fairness metrics achieved by FaIRL and other baseline approaches on Biographies dataset. FaIRL achieves a good balance between target accuracy and fairness metrics.

![Figure 5: Evolution of target accuracy and Gap$_g$ RMS of models at different training stages. We observe that FaIRL achieves a fine balance between accuracy and TPR-GAP.](image)

![Figure 6: UMAP projections of representations from FaIRL before and after all the training stages.](image)

| # classes | Acc. (↑) | DP (↓) | Gap$_g$ RMS (↓) |
|-----------|----------|--------|-----------------|
| 2         | 89.47    | 0.26   | 0.046           |
| 5         | 97.49    | 0.35   | 0.032           |
| 10        | 98.57    | 0.39   | 0.031           |

Table 3: Performance of FaIRL with varying number of classes per training stage. We observe an improved performance when the class count per training stage is increased.

In this work, we tackle the problem of learning fair representations in an incremental learning setting. To achieve this, we proposed Fairness-aware Incremental Representation Learning (FaIRL), a representation learning system that can make fair decisions while learning new tasks by controlling the rate-distortion function of representations. Empirical evaluations show that FaIRL is able to make fair decisions outperforming prior baselines, even in scenarios where the target and protected attributes are strongly correlated. Through extensive analysis, we observe that the debiasing framework at the core of FaIRL is able to keep the feature compact, which helps FaIRL to learn new tasks in an incremental fashion. Our framework, FaIRL can make fair decisions with incremental access to unseen tasks. Such systems will be crucial for achieving fairness in the wild, as learning systems are increasingly being deployed to critical applications.

Future work can focus on developing incrementally trained fair decision-making systems with minimal reliance on protected attribute annotations.

### Conclusion

In this section, we perform several analysis experiments to investigate the functioning of FaIRL.

**Task ablations.** We vary the number of classes that FaIRL is presented with at a given training stage and report the average accuracy and fairness scores on Biographies dataset. In Table 3, we observe a significant drop in target performance when the number of classes (in a training stage) are reduced accompanied by an improvement in DP, reflecting the tradeoff between fairness and utility as noted by (Zhao and Gordon 2019). The complete results for all sampling strategies are reported in Appendix C.

**Visualization.** We visualize the UMAP (McInnes et al. 2018) feature projections before and after the debiasing process in Biographies dataset. The feature vectors are color-coded according to the protected attribute (gender). In Figure 6, we observe that before debiasing (left) it is easier to distinguish features, and after debiasing (right) features from both gender encompass similar subspaces.

We report additional analysis experiments to investigate the memory usage, sample efficiency, robustness, and effect of exemplar size on FaIRL’s performance in Appendix C.
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