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Abstract. — In this lectures given at the Morning side center of Mathematics, Beijing, we present in a very simple framework Hilbertian hypocoercive methods in the case of 1d kinetic inhomogeneous equations, and some illustrations concerning short time or long time behavior in a linear or non-linear perturbative setting.
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1. Introduction

In this series of lectures, we are interested in inhomogeneous kinetic equations of the following form

\[ \partial_t F + v \partial_x F - \partial_x V(x) \partial_v F = \mathcal{L}(F), \quad F|_{t=0} = F_0, \]

where $F = F(t, x, v)$ is the density of presence of a system of particles, and $t \geq 0$, $d \in \mathbb{N}^*$, $x \in \mathbb{T}^d$ or $\mathbb{R}^d$ and $v \in \mathbb{R}^d$. The unknown function $F(t, \ldots)$ is a priori in $L^1(dx dv)$ (space
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of densities of probability) for each \( t \geq 0 \). This type of equation modelizes the evolution of a system of particles (plasma, galaxies, ...).

The objects are the following: the (external) potential \( V(x) \) is supposed to be such that \( e^{-V} \in L^1(dx) \) (we will in particular consider the case \( V = 0 \) when \( x \in T^1 = T \)). We pose

\[
\mu(x) = \frac{e^{-V(x)}}{\int e^{-V(x)} dx}, \quad d\mu = \mu dx.
\]

Symmetrically we consider the Gaussian in velocity

\[
\nu(v) = \frac{1}{(2\pi)^{d/2}} e^{-v^2/2}, \quad dv = \nu dx.
\]

The collision kernel \( L \) is acting only in velocity. It has the two fundamental properties:

\[
(2) \quad \int L(F) dv = 0, \quad \text{and} \quad L(\nu) = 0.
\]

A direct consequence of the first property is

\[
\iint F(t,.)dxdv = \iint F_0dxdv
\]

which corresponds to the conservation of mass of particles.

As examples of collisions kernels \( L \), we can mention Fokker-Planck, Boltzmann or Landau operator, but in this pedagogical course we will essentially focus on the fokker-Planck case and the linear Boltzmann case, which are linear and have a one dimensional kernel \( \ker \mathcal{L} = \text{span}(\nu) \) (in a good functional space, and when seen as operators in velocity only).

1. the Fokker Planck equation writes

\[
\partial_t F + v \partial_x F - \partial_x V(x) \partial_v F = \partial_v (\partial_v + v) F; \quad (\text{original (FP))}
\]

2. the linear Boltzmann equation reads

\[
\partial_t F + v \partial_x F - \partial_x V(x) \partial_v F = \rho v - F. \quad (\text{original (BL)})
\]

where \( \rho(x) = \int F(x, v) dv \) and the product \( \rho(x) \nu(v) \) is sometimes called the local Maxwellian.

This is direct to check that in both cases the two properties \( (2) \) are satisfied. Mention just now that these two equations seem to have bad properties with respect to standard PDE tools: there is a transport (hyperbolic) part by the vector field

\[
X_0 = v \partial_x - \partial_x V(x) \partial_v
\]

and a part which is either non-diffusive ((BL) case) or diffusive only in velocity ((FP) case).

We shall see later that \( \mathcal{L} \) has in fact good spectral properties in an adapted subspace of \( L^1 \), being selfadjoint and non-negative. But at this point the two operators seem to be neither elliptic nor selfadjoint.

One of the central object in the analysis of kinetic equations is the so-called Maxwellian, defined by

\[
\mathcal{M}(x, v) = \mu(x) \nu(v) = \frac{e^{-(V(x)+v^2/2)}}{\int e^{-(V(x)+v^2/2)} dx dv}.
\]

This is direct to see that \( \mathcal{M} \) is an equilibrium for the two equations (it will appear to be the only one for our models). Indeed by direct computations we have \( \partial_t \mathcal{M} = 0, X_0 \mathcal{M} = 0 \) since \( \mathcal{M} \) is a function of the classical hamiltonian \( V(x) + v^2/2 \) of Hamiltonian vector field
Question 1: does $F(t, x, v) \longrightarrow \mathcal{M}$ and at which rate?

This question raises many problems: in what space? which convergence? etc... As a first answer we present now a light version of the so-called H-theorem: For a smooth sufficiently decaying (in space and velocity) and positive density of probability, we denote

$$H(F, \mathcal{M}) \overset{\text{def}}{=} \iint F \cdot \ln \left( \frac{F}{\mathcal{M}} \right) \, dx \, dv = \iint F \ln F \, dx \, dv + \iint \left( \frac{v^2}{2} + V(x) \right) F(t, x, v) \, dx \, dv.$$ 

then we directly check that $H(\mathcal{M}, \mathcal{M}) = 0$ and that it is the only one, and that

$$H(F, \mathcal{M}) = \iint F \cdot \ln \left( \frac{F}{\mathcal{M}} \right) \, dx \, dv = \iint \left( \frac{F}{\mathcal{M}} \ln \left( \frac{F}{\mathcal{M}} \right) - \left( \frac{F}{\mathcal{M}} \right) + 1 \right) \mathcal{M} \, dx \, dv \geq 0$$

Suppose now that $F(t, \cdot)$ is a density of probability solution of the kinetic equation with the same properties as above. Then we check that

$$\frac{d}{dt} H(F(t), \mathcal{M}) \leq 0.$$ 

Indeed e.g. for the Fokker-Planck case

$$\frac{d}{dt} H(F(t), \mathcal{M}) \overset{\text{def}}{=} - \iint \left| \partial_v (\partial_v + v) F(\ln F + 1) \right|^2 \frac{1}{F} \, dx \, dv - \iint \left( \partial_v (\partial_v + v) - X_0 \left( \frac{v^2}{2} + V(x) \right) \right) \, dx \, dv$$

The first two terms are 0 since $X_0 \left( \frac{v^2}{2} + V(x) \right) = 0$ and $X_0 F(\ln F + 1) = X_0 (F \ln F)$. For the last two ones, we get by IPP again

$$\frac{d}{dt} H(F(t), \mathcal{M}) = - \iint (\partial_v + v) F \partial_v F F(\ln F + 1) \, dx \, dv + \iint (\partial_v + v) F v F \, dx \, dv$$

We could do the same for the linear Boltzmann equation and more generally for all standard kinetic models. The term $D(F, \mathcal{M})$ is called the dissipation of entropy term.

This result answers partially to the question, at least in the space corresponding to finite entropy densities. Now this gives no idea of a possible rate, since there is no hope to have $D(F, \mathcal{M}) \geq H(F, \mathcal{M})$ as in the homogeneous case: the gain in variable $x$ is missing. This is the place where hypocoercivity methods enter, and we shall later completely prove the exponential time decay in an adapted space we now build thanks to perturbation considerations.
The kinetic equations in which we are interested in this course are linear, but in a perturbative context it is useful to consider a linearization near the maxwellian $F$, and we pose

$$F = M + Mf$$

where $f$ is now supposed to be small. A first fundamental remark is that owing to the conservation of mass we have

$$\iint f d\mu d\nu = \iint M dx dv = \iint F dx dv - \iint M dx dv = 1 - 1 = 0$$

Note this can be understood as saying that $f \perp 1$ in $L^2(d\mu d\nu)$ and this is perhaps the first time this space appears in the perturbative analysis. For the (BL) and (FP) equations this approach is essentially transparent since the equations are linear. We just have to deal with the multiplication by $M$ and we get equations of the form $\partial_t f + v\partial_x f = L(f)$. Precisely,

1. the Fokker Planck equation writes

$$\partial_t f + v\partial_x f - \partial_x V(x)\partial_v f = -(-\partial_v + v)\partial_v f, \quad (FP)$$

2. the linear Boltzmann equation reads

$$\partial_t f + v\partial_x f - \partial_x V(x)\partial_v f = r - f. \quad (BL)$$

where $r(x) = (\int f(x,v)dv)$. Note that we strongly used that $X_0M = 0$ in the computation. These equations have a priori essentially the same form. Now for the relative entropy the change is very enlightening. We do below only formal computations, and use that $f$ is ”small” :

$$H(F,M) = \iint M(1 + f) \ln(1 + f) dx dv$$

$$\sim \iint M(1 + f)(f - \frac{f^2}{2} + o(f^2)) dx dv$$

$$\sim \iint f d\mu d\nu + \frac{1}{2} \iint f^2 d\mu d\nu + \iint o(f^2) d\mu d\nu$$

$$\sim \frac{1}{2} \iint f^2 d\mu d\nu$$

In this perturbative context, the relative entropy is therefore the $L^2(d\mu d\nu)$ norm and we shall in this course study indeed the decay of the $L^2(d\mu d\nu)$ norm of the solution $f$ of the (perturbative) (FP) and (BL) equations. This is a small space with respect to $L^1$ but note anyway that the embedding

$$f \in L^2(d\mu d\nu) \hookrightarrow L^1(dx dv) \ni F$$

is of norm 1. Note also that either using this formal perturbative strategy or by doing exact computations, the entropy-entropy-dissipation inequality reads

$$\frac{d}{dt} \frac{1}{2} \| f(t) \|^2 = - \| \partial_v f \|^2 \leq 0.$$

This is again not sufficient to get some explicit decay rate and we shall build later modified entropies, in this Hilbert context and prove completely (in simple cases) that there is indeed an exponential time decay rate towards the equilibrium.

Before stating stating the result in our simple context, we mention a series of (non optimal) hypotheses on the potential $V$. The first one is that $V$ is smooth and with
derivatives of order 2 or more bounded. The second additional hypothesis is that there is a Poincaré inequality for $d\mu$: there exists a constant $c_P$ such that for all
\[ \forall \varphi \in H^1(d\mu), \quad c_P \|\varphi - \langle \varphi \rangle\|^2 \leq \|\partial_x \varphi\|^2 \]
where $\langle \varphi \rangle = \int \varphi d\mu$ and $H^1(d\mu)$ is the space of functions whose differential are in $L^2(d\mu)$. Anyway in this lectures we shall essentially focus on the case when $V = 0$, $d = 1$ and $(x,v) \in \mathbb{T} \times \mathbb{R}$, and note that the preceding hypotheses are satisfied in this case. The following theorem concerns the return to the equilibrium and will be proven in the next section.

**Theorem 1.1.** — Suppose that $V = 0$, $d = 1$, $(x,v) \in \mathbb{T} \times \mathbb{R}$. Let $f$ is a solution of (BL) or (FP) with $\langle f_0 \rangle = 0$. Then there exists $\kappa > 0$ and $C > 0$ explicit (independant of $f_0$) such that for all $t \geq 0$, $\|f(t)\| \leq ce^{-\kappa t} \|f_0\|$.

(We point out that in the preceding statement, we use the notation $\langle f_0 \rangle = \int f_0 d\mu d\nu$ for the mean in space and velocity variables.)

We will present two alternative proofs of the exponential time decay, first in $H^1(d\mu d\nu)$ for (FP) (see the precise statement in Section 2.2) and then in $L^2$ (Section 2.4) for (FP) and (BL). This type of result was first proven in $L^2$ (with the explicit constants and a general external potential $V$) in [12] but the method here was first developed in an $L^2$ context in [10] (see also [6]), then in an $H^1$ context in [20] and in a general framework in [23]. The presentation here of the $H^1$ version come from [7] where the discrete case is also analyzed. The presentation of the $L^2$ proof here follows a so-called micro-macro scheme; it is essentially new and follows in a simpler situation the proof proposed in [5] for more complex model of Boltzmann type.

Of course we first need to precise what we mean by solution of the equation: here this means that $f(t) = e^{-tP}f_0$ where $P = X_0 - L$. This supposes that we have been able to apply Hille Yosida Theorem to operator $P$ with an appropriate domain $D(P)$, and we shall assume this in the following. In particular shall always have
\[ f \in C^1(\mathbb{R}, L^2(d\mu d\nu)) \cap C^0(\mathbb{R}, D(P)). \]

Note that for (FP) this is not an easy result (see e.g. [9] in a general context). We shall also assume the same in $H^1(d\mu d\nu)$.

We mention here the fundamental properties of the (rescaled) collision kernel $L$. The first one is that it is selfadjoint in $L^2(d\nu)$ and the second main additional property is that it has a spectral gap: there exists a constant $c_L$ such that
\[ \forall \varphi \in D(L), \quad c_L \|\varphi - \langle \varphi \rangle\|^2 \leq -\int L\varphi(v)\varphi(v) d\nu, \]
where $D(L)$ is the domain of operator $L$ in $L^2(d\nu)$ and where we denote again $\langle \varphi \rangle = \int \varphi d\nu$. This property is trivially satisfied in the (BL) case since in this case $-\int L\varphi\varphi d\nu = \|\varphi - \langle \varphi \rangle\|^2$. In the (FP) case we have
\[ -\int L\varphi\varphi d\nu = \|\partial_v \varphi\|^2 \geq \|\varphi\|^2, \]
where the last inequality is the usual Poincaré inequality in velocity for the measure $d\nu$. The spectral gap is indeed equal to 1.
Now a second question is natural in the context of kinetic equations when the collision kernel has in addition diffusive properties. We focus now only on the (FP) case. As we mentioned before, the involved operator has elliptic properties only in velocity and not in the space variable. One can nevertheless ask about the second main question of this course:

**Question 2:** Is $F(t)$ when $t > 0$ more regular that $F_0$ and how much?

It appears that there are indeed regularizing properties for (FP), and this is one manifestation of the so-called hypoellipticity of operator $P = X_0 - L$. We now give a result in the simple situation $V = 0$, $d = 1$, $(x, v) ∈ T × R$, and we with $f$ where $F = M + Mf$.

**Theorem 1.2.** Suppose that $V = 0$, $d = 1$ and $(x, v) ∈ T × R$ with $f_0 ∈ L^2(\mu d\nu)$. Then the solution $f$ of (FP) satisfies $f(t) ∈ H^1$ for all $t > 0$ and precisely there exists $C > 0$ explicit (independent of $f_0$) such that for all $t ∈ (0, 1]$,

$$\|\partial_x f(t)\| ≤ C t^{1/2} \|f_0\|, \quad \text{and} \quad \|\partial_t f(t)\| ≤ C t^{3/2} \|f_0\|.$$

The result and the method were first presented in [11] in a more general context. In fact in can be proven that $f(t)$ is in the Schwartz space for more general intial data using alternative Cauchy contour methods (see [12]) but what is interesting here is the rate and the simplicity of the method that can be adapted to various models and situations. The question of the regularization properties of kinetic equations has a long history coming back to hypoellipticity results by Kohn [18] or Hörmander [16]. In the result above we again focus on a very simple case $V = 0$, $d = 1$ and $(x, v) ∈ T × R$ that could be treated with explicit formulas (see e.g. [17]). The result here were inspired by studies of subelliptic semi-groups in the spirit of [3] or [8]. the strategy presented here has been adapted to a very large family of kinetic diffusive equations in various functional contexts (see Theorem 1.3 below and e.g. [19] in large space, [23] in $L \log L$ spaces or [21] in discrete cases). The homogeneous fractional Fokker-Planck case has been studied in [22] and the general Boltzmann without cutoff case in [15].

As an illustration we give now a result for the fractional Kolmogorov equation which has a partially diffusive collision kernel. Let $s ∈ (0, 1]$, the fractional Kolomogorov equation writes

$$\partial_t f + v \partial_x f = -(1 - \Delta_v)^s f, \quad (FK)$$

For convenience we introduce the following strictly positive operators

$$\Lambda_v^2 = 1 - \Delta_v, \quad \Lambda_x^2 = 1 - \Delta_x$$

and the associated family of Fourier multipliers

$$\Lambda_x^\alpha = (1 - \Delta_x)\alpha/2, \quad \Lambda_v^\beta = (1 - \Delta_v)^\beta/2, \quad \alpha, \beta \in \mathbb{R}$$

which act on a function in $S(T × R)$ or $S(\mathbb{R} × \mathbb{R})$ in the following way

$$\widehat{\Lambda_x^\alpha f}(\xi, \eta) = (1 + \xi^2)^\alpha/2 \widehat{f}(\xi, \eta), \quad \widehat{\Lambda_v^\beta f}(\xi, \eta) = (1 + \eta^2)^\beta/2 \widehat{f}(\xi, \eta)$$

where the hat corresponds to the Fourier transform in both $x$ and $v$ variables. For convenience we will denote $\langle \xi \rangle = (1 + \xi^2)^{1/2}$ and $\langle \eta \rangle = (1 + \eta^2)^{1/2}$. We also introduce the
corresponding Sobolev spaces
\[ H^{\alpha,\beta} = \left\{ f \in \mathcal{S}', \quad \Lambda^\alpha_0 \Lambda^\beta_v f \in L^2 \right\}, \]
and we denote by \( \|\cdot\|_{\alpha,\beta} \) the corresponding norm. For \( r \in \mathbb{R} \) we also denote
\[ H^r = H^{0,r} \cap H^{r,0} \]
the isotropic Sobolev space. With the notations introduced above, the fractional Kolmogorov equation reads
\[ (3) \quad \partial_t f + v \partial_x f + \Lambda^{2s}_v f = 0 \]
and a natural question is whether \( f \) benefits from some regularization induced by the elliptic properties of \( \Lambda^{2s}_v \). The main result concerning the fractional Kolmogorov equation is the following:

**Theorem 1.3.** — Let \( r \in \mathbb{R} \) and \( f \) be a solution of (FK) with initial data \( f_0 \in H^{r,0}_{x,v} \).
Then, there exists a constant \( C_r > 0 \) independent of \( f_0 \) such that for all \( t \in (0,1] \), we have
\[ \| f(t) \|_{r,s} \leq \frac{C_r}{t^{1/2}} \| f_0 \|_{r,0} \quad \text{and} \quad \| f(t) \|_{r+s,0} \leq \frac{C_r}{t^{1/2+s}} \| f_0 \|_{r,0}. \]

Note first that when \( r = 0 \) and \( s = 1 \) we essentially recover Theorem 1.2. This version for the fractional Kolmogorov \( s \in (0,1] \) comes from [14] here stated in a 1d. This type of result is of great use in the proof of the return to equilibrium in large functional spaces of solutions of inhomogeneous kinetic equations following the general method presented in [19]. The homogeneous fractional Fokker-Planck case has been studied in [22] where regularization properties in velocity are investigated thanks to a fractional Nash inequality. The present result is one of the stone of the proof in the inhomogeneous Boltzmann without cutoff case proposed in [15]. In the present lecture we pay attention to give a proof not using any kind of pseudodifferential tool (only Fourier multiplier), although the proof is deeply of microlocal inspiration.

The proof of the three preceding results (Theorems 1.1, 1.2 and 1.3) have remarkable similarities in spirit and in the computations. The name hypocoercivity (hidden coercivity of operator \( P \)) is the brother of the name hypoellipticity (hidden regularization effect or hidden ellipticity) although the results have a completely different nature: the first one is of spectral inspiration and the other one concern diffusion properties. This is remarkable that similar methods yield results of such a different nature.

As an application to the previous hypocoercive methods, we propose in the last part of these lectures the study of the Cauchy problem and the trend to the equilibrium for a mollified Vlasov-Poisson-Fokker-Planck model in a perturbative situation. This non-linear model of mean-field type reads
\[
\begin{aligned}
\left\{ \begin{array}{ll}
\partial_t F + v \partial_x F + E_{nl}(F) \partial_v (F - \mathcal{M}) = \partial_v (\partial_v + v) F, \\
\pm E_{nl}(F) = K * (\rho - 1) \\
F \big|_{t=0} = F_0, \\
\int F_0 dx dv = 1
\end{array} \right. \\
(MVPPFP)
\end{aligned}
\]
where \( K \) is supposed to be smooth and in \( L^\infty(dx) \). Using both short and long time hypocoercive estimates, we get the following result stated here again in the very simple situation \( d = 1 \) and \( (x,v) \in T \times \mathbb{R} \), and therefore \( \mathcal{M}(x,v) = \nu(v) \). The definition of mild solution is given is Section 4 below.
Theorem 1.4. — Suppose $d = 1$, and work on $\mathbb{T}$ in the space variable. Then there exists $\varepsilon_0$, $C_0$ and $\kappa_0$ explicitly computable such that the following happens; denote $F = \mathcal{M} + \mathcal{M} f$ and suppose $\langle f_0 \rangle = 0$:

1. If $\|f_0\| \leq \varepsilon_0$ then there exists a unique mild solution $(f, E) \in \mathcal{C}^0(\mathbb{R}_+, L^2(d\mu d\nu)) \times \mathcal{C}^0(\mathbb{R}_+, L^\infty(dx))$ to the mollified Vlasov-Poisson-Fokker-Planck system (MVPFP).

2. We have in addition for all $t \geq 0$,

$$\|f(t)\|_{L^2(d\mu d\nu)} \leq C_0 e^{-\kappa_0 t} \quad \text{and} \quad \|E(f(t))\|_{L^\infty(dx)} \leq C_0 e^{-\kappa_0 t}$$

This result is a simplified version of the one presented in [13] where a result with more general external potentials and singular mean-field potentials of Coulomb type is proposed in any dimension. This type of problem has a very long history and we only mention the two major non-perturbative results (in the case of no external potential) concerning the Coulomb case: the $2d$ case was treated in [4] and the $3d$ case was treated in [2] with the help of the explicit heat kernel of the linear Fokker-Planck equation without potential. Mention that as soon as an external potential is present, no explicit formula for the heat kernel is available. The interest of the approach presented here is that it is not based on any explicit formula.

The plan of the course is the following. For simplicity and pedagogy, we focus on the simple case $d = 1$, $V = 0$ and $(x, v) \in \mathbb{T} \times \mathbb{R}$ or $\mathbb{R} \times \mathbb{R}$. In Section 2 we will first prove an enlightening version of the exponential trend to the equilibrium in $H^1$ (Corollary 2.3) for the (FP) case, and then give the proof in $L^2(d\mu d\nu)$ for both models simultaneously (Theorem 1.1). In section 3 we will study the short time regularization and propose the proof of Theorem 1.2 and Theorem 1.3. In a last section, we give the application to the simple nonlinear (MVPFP) problem and prove Theorem 1.4.

2. Trend to the equilibrium

In this section we introduce the notion of hypocoercivity, with two proofs of the trend to the equilibrium (Corollary 2.3 in $H^1(d\mu d\nu)$ and Theorem 1.1 in $L^2(d\mu d\nu)$), both enlightening the strategy. In all what follows we focus on the perturbed equations near the equilibrium with unknown function $f$ with mean 0 and with Hilbertian entropies, as presented in the introduction.

2.1. The coercive case. — Although nearly trivial it may be interesting to focus on the coercive case first. The equation of evolution is only in velocity $v \in \mathbb{R}^d$ and time $t \geq 0$ and it reads in this case

\begin{equation}
\begin{cases}
\partial_t f - Lf = 0 \\
 f|_{t=0} = f_0, \quad \langle f_0 \rangle = 0,
\end{cases}
\end{equation}

where $\langle f \rangle = \int f d\nu$ and

$$Lf = -(-\partial_v + v)\partial_v f \quad (FP) \quad \text{or} \quad Lf = -(f - \langle f \rangle) = -f \quad (BL)$$

The entropy is then

$$\mathcal{H}(f) = \frac{1}{2} \|f\|^2$$
and if \( f \) is the solution of (4) (given by Hille Yosida Theorem), we get

\[
\frac{d}{dt} \mathcal{H}(f) = \langle Lf, f \rangle \leq \begin{cases} -\|f\|^2 \text{ or} \\ -\|\partial_v f\|^2 \end{cases} \leq -\|f\|^2 = -\mathcal{H}(f)
\]

where this is direct for (BL) and we used Poincaré inequality for (FP). This immediately gives by

\[
\|f(t)\|^2 \leq e^{-t} \|f_0\|^2
\]

and the result is proven.

### 2.2. Hypocoercivity for (FP) in \( H^1 \)

In the inhomogeneous case, we focus for convenience on the case when \( d = 1, (x,v) \in \mathbb{T} \times \mathbb{R} \) and \( V = 0 \). We look first at the (FP) model. The equation reads

\[
\begin{align*}
\partial_t f + v \partial_x f &= (-\partial_v + v) \partial_v f = 0 \\
f|_{t=0} &= f_0, \\
\langle f_0 \rangle &= 0
\end{align*}
\]

where here \( \langle f \rangle = \iint f \, d\mu d\nu \) (be careful the integration is in both variables). For convenience we introduce the macroscopic density

\[
r(t,x) = \int f(t,x,v) \, d\nu \\
\text{(note that } \langle r \rangle = 0)\]

Of course the coercive method does not apply since the same method only yields

\[
\frac{1}{2} \|f\|_{H^1}^2 \leq \mathcal{E}(f) \leq 2C \|f\|_{H^1}^2,
\]

and we do not recover the full entropy with a minus sign on the right. In order to close such an inequality we introduce the following modified entropy for \( C > D > E > 1 \) to be fixed later:

\[
\mathcal{E}(f) = C \|f\|^2 + D \|\partial_v f\|^2 + E \langle \partial_v f, \partial_x f \rangle + \|\partial_x f\|^2
\]

We will show that for well chosen \( C, D, E, t \rightarrow \mathcal{E}(f(t)) \) is nonincreasing when \( f \) solves equation (FP) with initial datum \( f_0 \in H^1(d\mu d\nu) \). We first prove that \( \mathcal{E} \) is equivalent to the \( H^1(d\mu d\nu) \)-norm.

**Lemma 2.1.** — If \( E^2 < D \) then

\[
\frac{1}{2} \|f\|_{H^1}^2 \leq \mathcal{E}(f) \leq 2C \|f\|_{H^1}^2
\]

**Proof.** We use the Cauchy-Schwarz inequality and observe that

\[
2 |E \langle \partial_v f, \partial_x f \rangle| \leq E^2 \|\partial_v f\|^2 + \|\partial_x f\|^2
\]

which implies for all \( f \in H^1(d\mu d\nu) \)

\[
C \|f\|^2 + (D - E^2/2) \|\partial_v f\|^2 + (1 - 1/2) \|\partial_x f\|^2 \leq \mathcal{H}(f)
\]

\[
\leq C \|f\|^2 + (D + E^2/2) \|\partial_v f\|^2 + \frac{3}{2} \|\partial_x f\|^2.
\]

This implies the result if \( E^2 < D \). \( \square \)
Proposition 2.2. — There exists $C, D, E$ and $\kappa > 0$ such that for all $f_0 \in H^1(\mu d\nu)$ with $\langle f_0 \rangle = 0$ the solution of (6) satisfies

$$\forall t > 0, \quad \mathcal{E}(f(t)) \leq \mathcal{E}(f_0) e^{-\kappa t}$$

Proof. We compute separately the time derivatives of the four terms defining $\mathcal{E}(f(t))$. Omitting the dependence on $t$, the first one reads

$$\frac{d}{dt} \|f\|^2 = 2 \langle \partial_t f, f \rangle = -2 \langle \partial_{x} f, f \rangle -2 \langle (-\partial_v + v) \partial_v f, f \rangle = -2 \| \partial_v f \|^2$$

The second term writes

$$\frac{d}{dt} \|\partial_v f\|^2 = 2 \langle \partial_v (\partial_v f), \partial_v f \rangle$$

$$= -2 \langle \partial_v (v \partial_x f + (-\partial_v + v) \partial_v f), \partial_v f \rangle$$

$$= -2 \langle v \partial_x (\partial_v f), \partial_v f \rangle - 2 \langle [\partial_v, v \partial_x] f, \partial_v f \rangle - 2 \langle \partial_v (\partial_v + v) \partial_v f, \partial_v f \rangle.$$

We again use the fact that $v \partial_x$ is a skewadjoint operator and the fundamental relation $[\partial_v, v \partial_x] = \partial_x$ and we get

$$\frac{d}{dt} \|\partial_v f\|^2 = -2 \langle \partial_x f, \partial_v f \rangle - 2 \|(-\partial_v + v) \partial_v f \|^2.$$

The time derivative of the third term can be computed as follows

$$\frac{d}{dt} \langle \partial_x f, \partial_v f \rangle = - \langle \partial_x (v \partial_x f + (-\partial_v + v) \partial_v f), \partial_v f \rangle - \langle \partial_x f, \partial_v (v \partial_x f + (-\partial_v + v) \partial_v f) \rangle$$

$$= - \langle v \partial_x (\partial_v f), \partial_v f \rangle - \langle \partial_x f, \partial_v f \|^2 - \langle \partial_x f, [\partial_v, v \partial_x] f \rangle - \langle \partial_x f, v \partial_x \partial_v f \rangle$$

$$- \langle \partial_x f, [\partial_v, (-\partial_v + v)] \partial_v f \rangle + \langle (-\partial_v + v) \partial_v f, \partial_v f \rangle.$$

Using the fact that $v \partial_x$ is skewadjoint, we have

$$\langle v \partial_x \partial_v f, \partial_v f \rangle + \langle \partial_x f, v \partial_x \partial_v f \rangle = 0.$$

Since $[\partial_v, v \partial_x] = \partial_x$ and $[\partial_v, (-\partial_v + v)] = 1$, we get

$$\frac{d}{dt} \langle \partial_x f, \partial_v f \rangle = - \| \partial_x f \|^2 + 2 \langle (-\partial_v + v) \partial_v f, \partial_x \partial_v f \rangle - \langle \partial_x f, \partial_v f \rangle.$$

Finally, observing that $\partial_x f$ also solves (6), we obtain for the last term on $\mathcal{E}(f(t))$ the same estimate as the one we obtained for the first term:

$$\frac{d}{dt} \|\partial_x f\|^2 = -2 \| \partial_v \partial_x f \|^2.$$

Eventually, we obtain

$$\frac{d}{dt} \mathcal{E}(f) = -2C \| \partial_v f \|^2 - 2D \|(-\partial_v + v) \partial_v f \|^2 - E \| \partial_v f \|^2 - 2 \| \partial_v \partial_v f \|^2$$

$$- (2D + E) \langle \partial_x f, \partial_v f \rangle + 2E \langle (-\partial_v + v) \partial_v f, \partial_x \partial_v f \rangle.$$

Only two of the terms do not have a sign. Using the Cauchy-Schwarz inequality, we observe that

$$\left\{ \begin{array}{l}
|\langle 2D + E \rangle \langle \partial_x f, \partial_v f \rangle| \leq \frac{1}{2} \| \partial_x f \|^2 + \frac{1}{2} (2D + E)^2 \| \partial_v f \|^2 \\
|2E \langle (-\partial_v + v) \partial_v f, \partial_x \partial_v f \rangle| \leq \| \partial_x \partial_v f \|^2 + E \| (-\partial_v + v) \partial_v f \|^2.
\end{array} \right.$$
Therefore, assuming again that $1 < E < D < C$, $E^2 < D$ and $\frac{1}{2}(2D + E)^2 < C$, we get

$$\frac{d}{dt} \mathcal{E}(f) \leq -C \| \partial_v f \|^2 - (E - 1/2) \| \partial_x f \|^2 \leq -\frac{E}{2} (\| \partial_v f \|^2 + \| \partial_x f \|^2).$$

Using the Poincaré inequality in space and velocity, we derive

$$-\frac{E}{2}(\| \partial_v f \|^2 + \| \partial_x f \|^2) \leq -\frac{E^2}{4} \| \partial_v f \|^2 - \frac{E}{4} \| \partial_x f \|^2 \leq -\frac{E}{4c_\nu} \| \partial_x f \|^2 \leq -\frac{E}{4c_\nu} \mathcal{E}(f).$$

\[ \square \]

**Corollary 2.3.** There exists $c, \kappa > 0$ such that for all $f_0 \in L^1(d\mu d\nu)$ with $\langle f_0 \rangle = 0$, the solution of (8) satisfies

$$\forall t \geq 0, \quad \| f(t) \|_{H^1} \leq ce^{-\kappa t}.$$ 

**Proof.** Choose $C > D > E > 1$ as in Proposition 2.2. Set $k = E/(4C)$ and $c = \sqrt{2C}$ and apply Proposition 2.2 and the equivalence of norms in Lemma 2.1 \[ \square \]

**Remark 2.4** As a general remark about this proof, mention that main ingredient is the fact that $[\partial_v, v \partial_x] = \partial_x$ which allows to recover the missing $\partial_x$ derivative in the computations. This is of microlocal inspiration: the family of vector fields $\partial_v, \partial_x$ and their first commutators $\partial_x$ span the full tangent space at each point $(x, v)$. Note anyway that it was used here to recover a spectral result. This is the core the hypocoercivity method.

2.3. Preliminaires in the hypocoercive $L^2$ case. — The preceding method seems to apply only in the Fokker-Planck case. In fact it can be adapted in many situations for kinetic models not having any diffusion property. We propose in the next Section a short proof of Theorem 1.1 for both models (FP) and (BL), coming from the same fundamental idea and in the $L^2$ case. Again we assume that we are in the simple situation $d = 1$, $V = 0$ and $(x, v) \in T \times \mathbb{R}$.

For this we first write the so-called macroscopic equations. For the following we denote

$$r(x) = \int f(x, v) d\nu \quad \text{(local mass)},$$

$$m(x) = \int v f(x, v) d\nu \quad \text{(local moment)}.$$  

Note that $r$ and $mv$ can be interpreted as orthogonal projections of $f$. The equation reads

$$\begin{cases}
\partial_t f + v \partial_x f = L(f) \\
f(x, 0) = f_0, \quad \langle f_0 \rangle = 0
\end{cases}$$

with $L$ given by

$$L(f) = -(-\partial_v + v) \partial_v \quad \text{((FP) case)} \quad \text{or} \quad Lf = r - f \quad \text{((BL) case)}.$$ 

The functions $r, m$ are elements of $L^2(d\mu)$ and we note that the functions $r(x)$ and $m(x)v$ are orthogonal in $L^2(d\mu d\nu)$ just because $1$ and $v$ are orthogonal (and normalized) with respect to the scalar product on $L^2(d\nu)$. Using this fact again we make a so-called micro-macro decomposition of any function $f \in L^2(d\mu d\nu)$ and we denote

$$f(x, v) = r(x) + h(x, v).$$ 

Now considering a solution $f$ of the equation (8) we get the so-called macroscopic equations
Lemma 2.5. — Let \( f = r + h \) be the solution. Then we have
\[
\partial_t r = \text{Op}_1(h), \quad \partial_t m = -\partial_x r + \text{Op}_1(h),
\]
where \( \text{Op}_1(g) \) denotes a generic bounded operator form \( L^2 \) to \( H^{1,0} \).

Proof. For the first one we just sum in velocity so that
\[
\partial_t \int f \, d\nu + \partial_x \int v f \, d\nu = \int L f \, d\nu = \langle L f, 1 \rangle = \langle f, L1 \rangle = 0
\]
where we used that \( L1 = 0 \) and that \( L \) is selfadjoint. For the second one we first multiply by \( v \) before doing the integration and we get
\[
\partial_t \int v f \, d\nu + \partial_x \int v^2 f \, d\nu = \int L f v \, d\nu.
\]
Now we use that
\[
\int v^2 f \, d\nu = \int \left( v^2 - 1 \right) f \, d\nu + \int f \, d\nu = r + \int \left( v^2 - 1 \right) h \, d\nu
\]
and that (for both (FP) and (BL) collision kernels)
\[
\int L f v \, d\nu = \langle L f, v \rangle = \langle f, L v \rangle = \langle f, v \rangle = \int f v \, d\nu = \int h v \, d\nu
\]
and we get the result. \( \square \)

The fact that remainder term are of type \( \text{Op}_1(h) \) is not comfortable for the following and we now introduce an operator allowing to go back in \( L^2 \). Recall the notation \( \Lambda_x^2 = -\Delta_x + 1 \).

Then by standard elliptic results, \( \Lambda_x^2 \) is elliptic in \( L^2(d\mu) \), selfadjoint, invertible from \( H^2(d\mu) \) to \( L^2(d\mu) \), with \( \Lambda_x^2 \geq \text{Id} \) and we have the following spectral results

**Lemma 2.6.** — For all \( \varphi \in L^2(d\mu) \) we have
\[
\| \Lambda_x^{-1} \partial_x \varphi \| \leq \| \varphi \|, \quad \| \Lambda_x^{-2} \partial_x \varphi \| \leq \| \varphi \|
\]
and we have the following \( L^2(d\mu) \)-Poincaré inequality :
\[
\frac{c_p}{1 + c_p} \| \varphi - \langle \varphi \rangle \|^2 \leq \| \Lambda_x^{-1} \partial_x \varphi \|^2
\]

Proof. For the first two inequalities we just observe that for \( \psi \) smooth we have
\[
\| \partial_x \psi \|^2 \leq \langle (-\Delta_x + 1) \psi, \psi \rangle \leq \| \Lambda \psi \|^2.
\]
Then taking \( \varphi = \Lambda_x \psi \) gives that operator \( \partial_x \Lambda_x^{-1} \) is bounded by 1. The result comes after taking the adjoint operator and extending the result into \( L^2(d\mu) \).

For the Poincaré inequality, take \( \varphi \in L^2(d\mu) \) with \( \langle \varphi \rangle = 0 \) and notice that
\[
\| \Lambda_x^{-1} \partial_x \varphi \|^2 = \langle (-\Delta_x + 1)^{-1} (-\Delta_x) \varphi, \varphi \rangle.
\]
We use now the spectral theorem with the eigenfunctions of \( -\Delta_x \) except 1 (which is related to the eigenvalue 0) : denoting \( 0 = \lambda_1 < \lambda_2 < \lambda_3 < ... \) (where \( \lambda_2 = c_p \)) the increasing sequence of eigenvalues of \( -\Delta_x \) we get
\[
\| \Lambda_x^{-1} \partial_x \varphi \|^2 \geq \min_{k \geq 1} \frac{\lambda_k}{\lambda_k + 1} \| \varphi \|^2 \geq \frac{\lambda_2}{\lambda_2 + 1} \| \varphi \|^2
\]
since the function \( s \mapsto s/(1 + s) \) is increasing over \( \mathbb{R}^+ \). This gives the result. \( \square \)

**Remark 2.7** Note that in the preceding lemma we could have used the \( L^2(d\mu d\nu) \) scalar product instead of the \( L^2(d\mu) \) one. Indeed the embedding \( L^2(d\mu) \rightarrow L^2(d\mu d\nu) \) is of norm 1 since \( d\nu \) is a probability measure, and for functions depending only of the \( x \) variable, we have clearly
\[
\| \varphi \|^2_{L^2(d\mu)} = \int \varphi^2(x) d\mu = \int \varphi^2(x) d\mu d\nu = \| \varphi \|^2_{L^2(d\mu d\nu)}.
\]
The same is true for scalar products and also concerning the \( v \) variable. In the following we shall write them all \( \langle \cdot, \cdot \rangle \) since they coincide when having a meaning. We shall also denote by \( \| \cdot \| \) the \( L^2 \) norm.

### 2.4. Hypocoercivity in \( L^2 \).

We are now in position to build the new entropy. For \( \varepsilon > 0 \) to be fixed later, we denote
\[
\mathcal{F}(f) = \| f \|^2 + \varepsilon \langle \Lambda_x^{-2} \partial_x r, m \rangle
\]
We first prove that \( \mathcal{F} \) is equivalent to the \( L^2(d\mu d\nu) \)-norm.

**Lemma 2.8.** If \( \varepsilon \leq 1/2 \) then
\[
\frac{1}{2} \| f \|^2 \leq \mathcal{F}(f) \leq 2 \| f \|^2.
\]

*Proof.* We use the Cauchy-Schwarz inequality and use the preceding lemma. We get
\[
| \langle \Lambda_x^{-2} \partial_x r, m \rangle | \leq \| \Lambda_x^{-2} \partial_x r \| \| m \| \leq \| r \| \| m \| \leq \| f \|^2.
\]
This gives the result if \( \varepsilon \leq 1/2 \). \( \square \)

Now we can prove the main hypocoercive result leading to Theorem 1.1.

**Proposition 2.9.** There exists \( \kappa > 0 \) such that for all \( f_0 \in L^2(d\mu d\nu) \) with \( \langle f_0 \rangle = 0 \), the solution of (8) satisfies
\[
\forall t > 0, \quad \mathcal{F}(f(t)) \leq \mathcal{F}(f_0) e^{-\kappa t}
\]

*Proof.* We write (omitting the variable \( t \) in the computations)
\[
\frac{d}{dt} \mathcal{F}(f(t)) = \frac{d}{dt} \| f \|^2 + \varepsilon \frac{d}{dt} \langle \Lambda_x^{-2} \partial_x r, m \rangle.
\]
For the first term we notice that (9)
\[
\frac{d}{dt} \| f \|^2 = \langle Lf, f \rangle \leq -\| h \|^2
\]
from the spectral gap property for \( L \) in (5). For the second term we use the macroscopic equations and we get
\[
\frac{d}{dt} \langle \Lambda_x^{-2} \partial_x r, m \rangle = \langle \Lambda_x^{-2} \partial_x r, \frac{d}{dt} m \rangle + \langle \Lambda_x^{-2} \partial_x \frac{d}{dt} r, m \rangle
\]
\[
= -\langle \Lambda_x^{-2} \partial_x r, \partial_x r \rangle + \langle \Lambda_x^{-2} \partial_x r, \text{Op}_1(h) \rangle + \langle \Lambda_x^{-2} \partial_x \text{Op}_1(h), m \rangle
\]
\[
\leq -\| \Lambda_x^{-1} \partial_x r \|^2 + C \| \Lambda_x^{-1} \text{Op}_1(h) \| \| \Lambda_x^{-1} \partial_x r \| + \| \Lambda_x^{-1} \partial_x m \|
\]
Now we use that \( \|m\| \leq \|h\| \), the preceding lemma and the Cauchy-Schwartz inequality so that
\[
\frac{d}{dt} \langle \Lambda^{-2} \partial_x r, m \rangle \leq -\frac{1}{2} \|\Lambda^{-1} \partial_x r\|^2 + C \|h\|^2.
\]
The \( L^2(d\mu) \) Poincaré inequality can be applied since \( \langle r \rangle = \langle f \rangle = \langle f_0 \rangle = 0 \) and we get
\[
\frac{d}{dt} \langle \Lambda^{-2} \partial_x r, m \rangle \leq -\frac{1}{2} \|r\|^2 + C \|h\|^2.
\]
Putting results from (9) and (10) together gives
\[
\frac{d}{dt} F(f(t)) \leq -\|h\|^2 - \varepsilon - \frac{c_p}{4c_p+1} \|r\|^2 + C\varepsilon \|h\|^2.
\]
Now just taking \( \varepsilon \) such that \( C\varepsilon \leq 1/2 \) gives
\[
\frac{d}{dt} F(f(t)) \leq -\frac{1}{2} \|h\|^2 - \varepsilon - \frac{c_p}{2c_p+1} \|r\|^2 \leq -\frac{\varepsilon - \frac{c_p}{2c_p+1} \|r\|^2}{4} F(f(t)).
\]
This gives the result with \( 2\kappa = \frac{\varepsilon}{4c_p+1} \).

We can now easily prove the main result.

**Proof of Theorem 1.1.** We just have to notice that according to Lemma 2.8 and proposition 2.9 we have
\[
\|f(t)\|^2 \leq 2F(f(t)) \leq 2e^{-2\kappa t} F(f_0) \leq 4e^{-2\kappa t} \|f_0\|^2.
\]
The proof is complete.

### 3. Short time regularization

In this section we prove Theorem 1.2 concerning diffusive kinetic equations. The result of Theorem 1.2 may seem to be very different from the one of Corollary 2.3, since the last concerns exponential time decay, but the proof is in fact very similar. It is again based on the fundamental equality \([\partial_t, v \partial_x] = \partial_x\) and in fact we shall use computations done there in the proof here.

#### 3.1. A new entropy for (FP) and the regularization effect.

Again we shall focus on a very simple case. We consider the (FP) case with \( d = 1, V = 0 \) and \( x \in \mathbb{T} \). The main step is to build a good entropy again: for a function \( f \in H^1(d\mu d\nu) \), we denote for \( C, D, E \) to be chosen later
\[
\mathcal{G}(t, f) = C \|f\|^2 + Dt \|\partial_x f\|^2 + Et^2 \langle \partial_t f, \partial_x f \rangle + t^3 \|\partial_x f\|^2.
\]
The aim of the following proposition is to show that \( \mathcal{G}(t, f(t)) \) is indeed a good entropy functional when \( f \) is the solution of (FP). In the following we use (without proof) that the equation is well posed in \( H^1(d\mu d\nu) \) as we already did in the proof of Proposition 2.2.

**Proposition 3.1.** There exits constants \( C, D, E \) such that for all \( f_0 \in H^1(d\mu d\nu) \) solution of (8) the modified entropy \( \mathcal{G}(f(t)) \) satisfies
\[
\forall t \in [0, 1], \quad \mathcal{G}(t, f(t)) \leq \mathcal{G}(0, f_0).
\]
Proof. We just have to show that
\[ \frac{d}{dt} \mathcal{G}(t, f(t)) \leq 0. \]

Several terms are involved and we write
\[ \frac{d}{dt} \mathcal{G}(t, f(t)) = C \frac{d}{dt} \|f\|^2 + D t \frac{d}{dt} \|\partial_x f\|^2 + E t^2 \frac{d}{dt} \langle \partial_v f, \partial_x f \rangle + t^3 \frac{d}{dt} \|\partial_x f\|^2 + D \|\partial_v f\|^2 + 2Et \langle \partial_v f, \partial_x f \rangle + 3t^2 \|\partial_x f\|^2. \]

We use freely the computations done in the proof of Proposition 2.2 and we get
\[ \frac{d}{dt} \mathcal{G}(t, f(t)) \leq -2C \|\partial_v f\|^2 - 2Dt \|\partial_v f\|^2 - E t^2 \|\partial_x f\|^2 - 3 \|\partial_x \partial_v f\|^2 - 2D t \langle \partial_x f, \partial_v f \rangle - E t^2 \langle \partial_x f, \partial_v f \rangle + D \|\partial_v f\|^2 + 2Et \langle \partial_v f, \partial_x f \rangle + 3t^2 \|\partial_x f\|^2, \]

where we put on the first line all terms with a sign, on the second line all term without sign coming from the derivative in time, and in the last line the terms for which the derivation was done only on the prefactor in powers of \(t\).

Now we use that we are on \([0,1]\) and we get
\[ \frac{d}{dt} \mathcal{G}(t, f(t)) \leq -2C \|\partial_v f\|^2 - 2Dt \|\partial_v f\|^2 - E t^2 \|\partial_x f\|^2 - 2t^3 \|\partial_x \partial_v f\|^2 - 2D t \langle \partial_x f, \partial_v f \rangle - E t^2 \langle \partial_x f, \partial_v f \rangle + D \|\partial_v f\|^2 + 2Et \langle \partial_v f, \partial_x f \rangle + 3t^2 \|\partial_x f\|^2. \]

We use Cauchy-Schwartz inequality in the middle line and we get
\[ \begin{align*}
&\begin{cases}
(2D + 3E)t | \langle \partial_x f, \partial_v f \rangle | \leq (2D + 3E)^2 \|\partial_v f\|^2 + t^2 \|\partial_x f\|^2 \\
2Et^2 | (\langle \partial_v f, \partial_x f, \partial_v \partial_v f \rangle | \leq E^2 t \|\partial_v f\|^2 + \|\partial_x \partial_v f\|^2
\end{cases}
\end{align*} \]

This provides the following result
\[ \frac{d}{dt} \mathcal{G}(t, f(t)) \leq -2C + (2D + 3E)^2 \|\partial_v f\|^2 + (2D + E^2) t \|\partial_v f\|^2 + (-E + 3 + 1)t^2 \|\partial_x \partial_v f\|^2 + (-2 + 1)t \|\partial_x f\|^2. \]

Now \((-2 + 1) \leq 0\), then we choose \(E\) such that \((-E + 4) \leq 0\), next \(D\) such that \((-2D + E^2) \leq 0\) and at the end \(C\) such that \((-2C + (2D + 3E)^2 + D) \leq 0\) and we get the result.

Proof of Theorem 1.2. The proof is direct. Notice first that \(\mathcal{G}(0, f(0)) = C \|f_0\|^2\). From the preceding Proposition we get that for all \(t \geq 0\) and \(f_0 \in H^1(\mathfrak{d}m\mathfrak{d}v)\), we have
\[ Dt \|\partial_v e^{-tP} f_0\|^2 \leq C \|f_0\|^2 \quad \text{and} \quad t^3 \|\partial_x e^{-tP} f_0\|^2 \leq C \|f_0\|^2. \]

Using the density of \(H^1(\mathfrak{d}m\mathfrak{d}v)\) in \(L^2(\mathfrak{d}m\mathfrak{d}v)\), we get for all \(t > 0\) operators \(\partial_v e^{-tP}\) and \(\partial_x e^{-tP}\) are \(L^2\) bounded with respective bound \(\sqrt{C} t^{-1/2}\) and \(\sqrt{C} t^{-3/2}\). The proof is complete.
3.2. The fractional Kolmogorov equation. — This section is devoted to the proof of Theorem 1.3 concerning the fractional Kolmogorov equation (FK). We follow the lines of the proof given in [11] and [14]. Since we will work below on the Fourier side, we work from now on in the (complex) $L^2$. We denote again $\|\cdot\|$ is the usual $L^2$ norm and $\langle \cdot, \cdot \rangle$ the usual (complex) $L^2$ scalar product. Note anyway that we deal with a real operator, and that any solution of the evolution equation (3) is real if the corresponding initial datum $L$ is. For a function $f \in H^s$ we introduce a new adapted entropy functional $K$ depending on time and defined for all $t \geq 0$ by

$$K(t, f) = C \|f\|^2 + Dt \|\Lambda_v^{s-1} \partial_v f\|^2 + E t^{1+s} \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle + t^{1+2s} \|\Lambda_x^{s-1} \partial_x f\|^2$$

for large constants $C, D, E$ to be chosen later. The first step in the study is to show that $K$ is indeed non-negative. The lemma below shows in addition that for all $t > 0$, $K(t, f)$ controls the $H^s$ norm.

Lemma 3.2. — If $E^2 \leq D$ then for all $t \geq 0$ and $f \in H^s$ we have $K(t, f) \geq 0$. Precisely we have

$$0 \leq C \|f\|^2 + D t \|\Lambda_v^{s-1} \partial_v f\|^2 + \frac{1}{2} t^{1+2s} \|\Lambda_x^{s-1} \partial_x f\|^2 \leq K(t, f)$$

Proof. The proof is direct using the time-dependant Cauchy-Schwartz inequality

$$Et^s \left| \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle \right| \leq E^2 \frac{1}{2} \|\Lambda_v^{s-1} \partial_v f\|^2 + \frac{1}{2} t^{2s} \|\Lambda_x^{s-1} \partial_x f\|^2.$$

As before, the main ingredient in the proof of Theorem 1.3 is the following commutation equality

$$[\partial_v, v \partial_x] = \partial_x.$$  

In the same spirit we shall need later the following lemma giving formulas for slightly modified commutators. We denote from now on $X_0 = v \partial_x$ the Vlasov operator, so that the preceding fundamental equality reads $[\partial_v, X_0] = \partial_x$.

Lemma 3.3. — We have

$$[\Lambda_v^{s-1} \partial_v, X_0] = (1 - s \Delta_v) \Lambda_v^{s-3} \partial_x$$

and

$$[\Lambda_v^{s-1} \partial_v, \Lambda_x^{2s}] = [\Lambda_x^{s-1} \partial_x, \Lambda_v^{2s}] = [\Lambda_x^{s-1} \partial_x, X_0] = 0.$$  

Proof. For the three last equalities, the result is immediate since differentiation in velocity and spatial direction commute. Let us deal with the first one. We check that that the commutator $[\Lambda_v^{s-1} \partial_v, X_0]$ is in fact a Fourier multiplier whose symbol reads

$$\sigma \left( [\Lambda_v^{s-1} \partial_v, X_0] \right) = \frac{1}{i} \left\{ (1 + \eta^2) \eta \eta x \eta i \eta, \sigma(X_0) = i v \eta \right\}$$

where we denote by $\{,\}$ the Poisson bracket of two functions. In the preceding Fourier formalism, we used that

$$\sigma(\partial_v) = i \eta, \quad \sigma(\partial_x) = i \xi, \quad \sigma(X_0) = i v \xi$$

and

$$\sigma(\Lambda_\eta^\alpha) = (\eta)^\alpha, \quad \sigma(\Lambda_\xi^\beta) = (\xi)^\beta, \quad \sigma(-\Delta_v) = \eta^2.$$
We have then

\[ (11) \quad \sigma \left( \left[ \Lambda_v^{s-1} \partial_v, X_0 \right] \right) = i\xi \left\{ (1 + \eta^2)^{\frac{s-1}{2}} \eta, v \right\} \]

\[ = i\xi \left( (s - 1)\eta^2 \langle \eta \rangle^{s-3} + \langle \eta \rangle^{s-1} \right) = (1 + s\eta^2) \langle \eta \rangle^{s-3} i\xi. \]

Coming back in the non-Fourier side, we get the result.

We now show that \( \mathcal{K} \) is indeed a Lyapunov function. Let \( f \) be a solution of

\[ (12) \quad \partial_t f + v\partial_x f + \Lambda_v^{2s} f = 0 \]

with (real) initial data \( f_0 \). We have then

**Proposition 3.4.** — For well chosen constants \( C, D \) and \( E \) we have

\[ \frac{d}{dt} \mathcal{K}(t, f(t)) \leq 0. \]

**Proof.** Using the previous lemma, we shall compute the time derivative of each of the terms appearing in the definition of \( \mathcal{K} \). For convenience we introduce the operator associated the the Kolmogorov equation

\[ P = X_0 + \Lambda_v^{2s}. \]

so that \( f \) satisfies \( \partial_t f + Pf = 0 \). We first notice that

\[ \frac{d}{dt} \|f\|^2 = -2\text{Re} \left( \langle Pf, f \rangle \right) = -2\text{Re} \left( \langle X_0 + \Lambda_v^{2s}, f, f \rangle \right) = -2 \langle \Lambda_v^{2s} f, f \rangle \]

since \( X_0 \) is skewadjoint. Using Parseval formula on the right side we get that the first term in the derivative of \( \mathcal{K} \) is

\[ (13) \quad \frac{d}{dt} C \|f\|^2 = -\langle 2C \langle \eta \rangle^{2s} \hat{f}, \hat{f} \rangle. \]

Note that this term is negative. For the second term in the derivative of \( \mathcal{K} \) we have

\[ \frac{d}{dt} \left( t \|\Lambda_v^{s-1} \partial_v f\|^2 \right) = \|\Lambda_v^{s-1} \partial_v f\|^2 + \frac{d}{dt} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_v^{s-1} \partial_v f \rangle. \]

The derivative in the last term writes

\[ \frac{d}{dt} \|\Lambda_v^{s-1} \partial_v f\|^2 = -2\text{Re} \left( \langle \Lambda_v^{s-1} \partial_v Pf, \Lambda_v^{s-1} \partial_v f \rangle \right) \]

\[ = -2\text{Re} \left( \langle \Lambda_v^{s-1} \partial_v \Lambda_v^{2s} f, \Lambda_v^{s-1} \partial_v f \rangle \right) - 2\text{Re} \left( \langle X_0 \Lambda_v^{s-1} \partial_v f, \Lambda_v^{s-1} \partial_v f \rangle \right) \]

\[ - 2\text{Re} \left( \langle [\Lambda_v^{s-1} \partial_v, \Lambda_v^{2s}] f, \Lambda_v^{s-1} \partial_v f \rangle \right) - 2\text{Re} \left( \langle \Lambda_v^{s-1} \partial_v, X_0 f, \Lambda_v^{s-1} \partial_v f \rangle \right) \]

\[ = -2\text{Re} \left( \langle \Lambda_v^{s-1} \partial_v, \Lambda_v^{2s} \partial_v f, \Lambda_v^{s-1} \partial_v f \rangle \right) - 2\text{Re} \left( \langle (1 - s\Delta_v) \Lambda_v^{s-3} \partial_x f, \Lambda_v^{s-1} \partial_v f \rangle \right) \]

where we used that \( X_0 \) is skewadjoint and the commutation expressions in Lemma 15.8.

Writing the right-hand side on the Fourier side gives

\[ \frac{d}{dt} \|\Lambda_v^{s-1} \partial_v f\|^2 = 2 \langle \Lambda_v^{4s-2} \Delta_v f, f \rangle + 2 \text{Re} \left( (1 - s\Delta_v) \Lambda_v^{4s-4} \Delta_x \partial_v f, f \rangle \right) \]

\[ = -2 \langle \langle \eta \rangle^{4s-2} \eta^2 \hat{f}, \hat{f} \rangle - 2 \langle (1 + s\eta^2) \langle \eta \rangle^{2s-4} \eta \hat{f}, \hat{f} \rangle \]

\[ \leq -2 \langle \langle \eta \rangle^{4s-2} \hat{f}, \hat{f} \rangle + 2 \langle \langle \eta \rangle^{4s-2} \hat{f}, \hat{f} \rangle + 2 \langle \langle \eta \rangle^{2s-1} \langle \xi \rangle \hat{f}, \hat{f} \rangle \]
since \( |(1 + s \eta^2) \langle \eta \rangle^{2s-4} \eta \xi| \leq \langle \eta \rangle^{2s-1} \langle \xi \rangle \). The second term in \( K \) therefore satisfies

\[
\frac{d}{dt} \left( |\Delta_v^{s-1} \partial_v \hat{f}|^2 \right) 
\leq \langle \left( \frac{D \langle \eta \rangle^{2s}}{\eta} - 2D \langle \eta \rangle^{4s} + 2D \langle \eta \rangle^{4s+2} + 2D \langle \eta \rangle^{2s-1} \langle \xi \rangle \hat{f}, \hat{f} \rangle \rangle.
\]

We note that the term corresponding to \( \Pi \) is negative, and that the three other ones are positive. Now we deal with the third term in the derivative of \( K \):

\[
\frac{d}{dt} \left( t^{1+s} \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle \right) = (1+s)t^s \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle + t^{1+s} \frac{d}{dt} \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle.
\]

The derivative in the last term writes

\[
\frac{d}{dt} \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle = - \text{Re} \langle \Lambda_v^{s-1} \partial_v Pf, \Lambda_x^{s-1} \partial_x f \rangle - \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x Pf \rangle
\]

\[
= - 2 \text{Re} \langle \Lambda_v^{2s} \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle
\]

\[
- \text{Re} \langle \Lambda_v^{s-1} \partial_v X_0 f, \Lambda_x^{s-1} \partial_x f \rangle - \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x X_0 f \rangle
\]

\[
= - 2 \text{Re} \langle \Lambda_v^{2s} \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle
\]

\[
- \text{Re} \langle [\Lambda_v^{s-1} \partial_v, X_0] f, \Lambda_x^{s-1} \partial_x f \rangle - \text{Re} \langle \Lambda_v^{s-1} \partial_v f, [\Lambda_x^{s-1} \partial_x, X_0] f \rangle
\]

\[
- \text{Re} \langle X_0 \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle - \text{Re} \langle \Lambda_v^{s-1} \partial_v f, X_0 \Lambda_x^{s-1} \partial_x f \rangle.
\]

Now we use again that \( X_0 \) is skewadjoint and observe that it implies that the sum of the last two terms is zero by compensation. The previous term is also zero since the commutator inside is zero. With Lemma 5.3 we obtain

\[
\frac{d}{dt} \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle
\]

\[
= - 2 \text{Re} \langle \Lambda_v^{2s} \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle - \langle (1-s \Lambda_v) \Lambda_v^{s-3} \partial_x f, \Lambda_x^{s-1} \partial_x f \rangle.
\]

Writing the right-hand side on the Fourier side gives then

\[
\frac{d}{dt} \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle = - \langle \langle \eta \rangle^{3s-1} \langle \xi \rangle^{s-1} \eta \xi \hat{f}, \hat{f} \rangle - \langle (1+s \eta^2) \langle \eta \rangle^{s-3} \langle \xi \rangle^{s-1} \xi^2 \hat{f}, \hat{f} \rangle
\]

\[
\leq \langle \langle \eta \rangle^{3s} \langle \xi \rangle^{s} \hat{f}, \hat{f} \rangle - s \langle \langle \eta \rangle^{s-1} \langle \xi \rangle^{s-1} \xi^2 \hat{f}, \hat{f} \rangle
\]

\[
\leq \langle \langle \eta \rangle^{3s} \langle \xi \rangle^{s} \hat{f}, \hat{f} \rangle - s \langle \langle \eta \rangle^{s-1} \langle \xi \rangle^{s-1} \hat{f}, \hat{f} \rangle + s \langle \langle \eta \rangle^{s-1} \langle \xi \rangle^{s-1} \hat{f}, \hat{f} \rangle.
\]

We therefore get that the third term in \( K \) therefore satisfies

\[
\frac{d}{dt} \left( E t^{1+s} \text{Re} \langle \Lambda_v^{s-1} \partial_v f, \Lambda_x^{s-1} \partial_x f \rangle \right)
\]

\[
\leq \langle \left( E(s+1) t^s \langle \eta \rangle^s \langle \xi \rangle^s + E t^{1+s} \langle \eta \rangle^{3s} \langle \xi \rangle^s \right.
\]

\[
- E s t^{1+s} \langle \eta \rangle^{s-1} \langle \xi \rangle^{s+1} + E s t^{1+s} \langle \eta \rangle^{s-1} \langle \xi \rangle^{s-1} \rangle \hat{f}, \hat{f} \rangle.
\]

We note that the term corresponding to \( \Pi \) is negative, and that the three other ones are positive.

We can now deal with the last term in the derivative of \( K \). We write
\[
\frac{d}{dt} \left(t^{1+2s} \left\| \Lambda_x^{s-1} \partial_x f \right\|^2 \right) = (1 + 2s)t^{2s} \left\| \Lambda_x^{s-1} \partial_x f \right\|^2 + t^{1+2s} \frac{d}{dt} \left\| \Lambda_x^{s-1} \partial_x f \right\|^2.
\]

The last time derivative writes
\[
\frac{d}{dt} \left\| \Lambda_x^{s-1} \partial_x f \right\|^2 = -2\text{Re} \left\langle \Lambda_x^{s-1} \partial_x P f, \Lambda_x^{s-1} \partial_x f \right\rangle
= -2\text{Re} \left\langle \Lambda_x^{2s} \Lambda_x^{s-1} \partial_x f, \Lambda_x^{s-1} \partial_x f \right\rangle - 2\text{Re} \left\langle X_0 \Lambda_x^{s-1} \partial_x f, \Lambda_x^{s-1} \partial_x f \right\rangle
= -2\text{Re} \left\langle \Lambda_x^{2s} \Lambda_x^{s-1} \partial_x f, \Lambda_x^{s-1} \partial_x f \right\rangle.
\]

We used here the last commutations properties in Lemma 3.3 and again that \(X_0\) is skew-adjoint. Writing the right-hand side on the Fourier side gives
\[
\frac{d}{dt} \left\| \Lambda_x^{s-1} \partial_x f \right\|^2 = -2 \left\langle (\eta)^{2s} \Lambda_x^{2s-2} \xi^2 \hat{f}, \hat{f} \right\rangle = -2 \left\langle (\eta)^{2s} (\xi)^{2s} \hat{f}, \hat{f} \right\rangle + 2 \left\langle (\eta)^{2s} (\xi)^{2s-2} \hat{f}, \hat{f} \right\rangle
\]

The fourth term in the derivative of \(K\) therefore satisfies
\[
(16) \quad \frac{d}{dt} \left(t^{1+2s} \left\| \Lambda_x^{s-1} \partial_x f \right\|^2 \right) \leq \left( \left( (1 + 2s)t^{2s} (\xi)^{2s} - 2t^{1+2s} (\eta)^{2s} (\xi)^{2s} + 2t^{1+2s} (\eta)^{2s} (\xi)^{2s-2} \right) \hat{f}, \hat{f} \right).
\]

We note that the term corresponding to IV is negative, and that the other ones are positive.

Now we look at the different terms appearing in formulas (13-16). We want to show that with a good choice of constants \(C, D\) and \(E\), the corresponding sum is negative, and therefore \(K\) is indeed a Lyapunov functional. We shall study each non-negative term (small letters \(i\) to \(vii\)) and show that they can be controlled by combinations of term I to IV, using essentially the Hölder inequality in \(\mathbb{R}^2\). We restrict the study to \(t \in [0, 1]\).

The terms (i) and (ii) are immediately bounded by \(I/10\) if
\[
2D \leq 2C/10
\]

since \(s \leq 1\). The term (iii) is more involved. We check that for any \(\varepsilon_{vii} > 0\)
\[
t \left\langle \eta \right\rangle^{2s-1} (\xi) \leq \varepsilon_{vii}^{-1} \left\langle \eta \right\rangle^{2s} + \varepsilon_{vii}^{1+s} \left\langle \eta \right\rangle^{s-1} (\xi)^{s+1}.
\]

Multiplying this inequality by \(2D\) implies that (iii) \(\leq I/10 + III/10\) if the following conditions are satisfied
\[
(18) \quad \varepsilon_{vii}^{-1} 2D \leq 2C/10, \quad \varepsilon_{vii}^{s} 2D \leq E s/10.
\]

Now we deal with the term (iv). We first check that for any \(\varepsilon_{iv} > 0\)
\[
t^s \left\langle \eta \right\rangle^s (\xi)^s \leq \varepsilon_{iv}^{-1} \left\langle \eta \right\rangle^{2s} + \varepsilon_{iv}^{1+s} t^{1+s} \left\langle \eta \right\rangle^{s-1} (\xi)^{s+1}.
\]

Multiplying this inequality by \(E(s + 1)\) implies that (iv) \(\leq I/10 + III/10\) if the following conditions are satisfied
\[
(19) \quad \varepsilon_{iv}^{-1} E(s + 1) \leq 2C/10, \quad \varepsilon_{iv}^{s} E(s + 1) \leq E s/10.
\]

For the term (v) we also have to give a refined estimate. We first check that for any \(\varepsilon_v > 0\)
\[
t^{1+s} \left\langle \eta \right\rangle^{3s} (\xi)^s \leq \varepsilon_v^{-1} t \left\langle \eta \right\rangle^{4s} + \varepsilon_v t^{1+2s} \left\langle \eta \right\rangle^{2s} (\xi)^{2s}.
\]

Multiplying this inequality by \(E\) implies that (v) \(\leq II/10 + IV/10\) if the following conditions are satisfied
\[
(20) \quad \varepsilon_v^{-1} E \leq 2D/10, \quad \varepsilon_v E \leq 2/10.
\]
The term (vi) is easily handled since $s \leq 1$, and we directly get that (vi) $\leq I/10$ if
\begin{equation}
E_s \leq 2C/10.
\end{equation}
Now we study the term (vii). We first notice that for any $\varepsilon_{vii} > 0$
\begin{equation}
t^{2s} \langle \xi \rangle^{2s} \leq \varepsilon_{vii}^{-1} \langle \eta \rangle^{2s} + \varepsilon_{vii}^{-1} \frac{1}{t^{1+s}} \langle \xi \rangle^{s+1}.
\end{equation}
Multiplying this inequality by $(1 + 2s)$ implies that (vii) $\leq I/10 + III/10$ if the following conditions are satisfied
\begin{equation}
\varepsilon_{vii}^{-1}(1 + 2s) \leq 2C/10, \quad \varepsilon_{vii}^{-1} \frac{1}{t^{1+s}} (1 + 2s) \leq E_s/10.
\end{equation}
To finish The term (viii) is also easily handled since $s \leq 1$, and we directly get that (viii) $\leq I/10$ if
\begin{equation}
2 \leq 2C/10.
\end{equation}
Now we can do the synthesis and check that we can choose (in order of reverse appearance) the constants $C$, $D$, $E$ and the small constants $\varepsilon_{vii}$, $\varepsilon_{iv}$, $\varepsilon_{vi}$ and $\varepsilon_{vii}$ such that conditions (21)-(23) are satisfied. Note that $D$ and after that $C$ can be taken arbitrarily larger at the end of this procedure. We obtain therefore that
\begin{equation}
\frac{d}{dt} \mathcal{K}(t, f(t)) \leq -\frac{1}{10} \langle (I + II + III + IV) \hat{f}, \hat{f} \rangle \leq 0
\end{equation}
and the proof is complete. \hfill \Box

Proof of Theorem 1.3. We prove first the result for $r = 0$. Let $C$, $D$ and $E$ be constants given by Propositions 3.4 and 3.2 and let us take $f_0 \in \mathcal{S}$. From Lemma 3.3 we first get that for all $t \in [0, 1]$
\begin{equation}
\mathcal{K}(t, f(t)) \leq \mathcal{K}(0, f_0) = C \| f_0 \|^2.
\end{equation}
Now using Lemma 3.2 we get in particular
\begin{equation}
\frac{1}{2} t^{1+2s} \| \Lambda_x^s f \|^2 \leq C \| f \|^2 + \frac{1}{2} t^{1+2s} \| \Lambda_x^{s-1} \partial_x f \|^2 \leq \mathcal{K}(t, f(t)) \leq C \| f_0 \|^2,
\end{equation}
and this implies the result for the velocity regularization. Similarly using again 3.2 we have
\begin{equation}
\frac{1}{2} t^{1+2s} \| \Lambda_x^r \Lambda_x^s f \|^2 \leq C \| f \|^2 + \frac{1}{2} t^{1+2s} \| \Lambda_x^{s-1} \partial_x f \|^2 \leq \mathcal{K}(t, f(t)) \leq C \| f_0 \|^2,
\end{equation}
and this gives the regularization result for $r = 0$ in the spatial direction.

Now for $r \in \mathbb{R}$ we just use the fact that $P$ commutes with $\Lambda_x^s$ which implies that for $f$ solution of $\partial_t f + Pf = 0$ with initial data $f_0$, $\Lambda_x^s f$ is the solution of $\partial_t \Lambda_x^s f + P \Lambda_x^s f = 0$ with initial data $\Lambda_x^s f_0$. We can therefore apply the result on $L^2$ to $\Lambda_x^s f$ and this directly that
\begin{equation}
\frac{1}{2} t^{1+2s} \| \Lambda_x^{s+r} f \|^2 \leq C \| \Lambda_x^s f_0 \|^2 \text{ and } \frac{1}{2} t^{1+2s} \| \Lambda_x^{s+r} f \|^2 \leq C \| \Lambda_x^s f_0 \|^2.
\end{equation}
This gives the estimates for any $r \in \mathbb{R}$ and $f_0 \in \mathcal{S}$. The general result for initial data in the corresponding spaces follows by density of $\mathcal{S}$. The proof is complete. \hfill \Box
4. Application to a mollified Vlasov-Poisson-Fokker-Planck system

In this subsection we apply the results of the previous two sections to the simple non-linear system (MVPFP) in a perturbative situation and prove Theorem 1.4. We study here the 1d-model where \( V = 0, (x, v) \in \mathbb{T} \times \mathbb{R} \). Recall that it reads

\[
\begin{align*}
\partial_t f + v \partial_x f + E_n(F) \partial_v (F - \mathcal{M}) &= \partial_v (\partial_v + v) F, \\
\pm E_n(F) &= K * (\rho - 1), \quad \text{with} \quad \rho = \int F dv \\
F|_{t=0} = F_0, \quad \int F_0 dxdv = 1,
\end{align*}
\]

where \( K \) is supposed to be smooth and in \( L^\infty(dx) \). We can directly check that the global Maxwellian \( \mathcal{M} = \nu \) is a stationary solution and the question of the existence and the trend to the equilibrium in a perturbative context raises naturally. We shall below prove both simultaneously.

For doing this, we shall again change the variable and pose

\[ F = \mathcal{M} + Mf. \]

(Recall that here \( \mathcal{M}(x, v) = \nu(v) \)). Integrating the equation gives that the mass is conserved which reads in the new variables \( \langle f(t) \rangle = \langle f_0 \rangle = 0 \). The new equation reads then

\[
\begin{align*}
\partial_t f + v \partial_x f - E(f)(-\partial_v + v)f + (-\partial_v + v)\partial_v f &= 0, \\
\pm E(F) &= K * r, \quad \text{with} \quad r(x) = \int f dv \\
f|_{t=0} = f_0, \quad (f_0) = 0
\end{align*}
\]

The non-linear term is then considered as a perturbation and we write

\[ \partial_t f + v \partial_x f + (-\partial_v + v)\partial_v f = E(f)(-\partial_v + v)f \]

One of the main difficulty is that although there is a spectral gap for the operator (FP) appearing in the left, it cannot absorbed the term on the right which is of order 1 in velocity. For bypassing this problem we shall use the regularizing properties. Writing \( Pf = v \partial_x f + (-\partial_v + v)\partial_v f \) and using Duhamel formula we get

\[ f(t) = e^{-tP} f_0 + \int_0^t e^{-(t-s)P} E(f(s))(-\partial_v + v)f(s) ds. \]

(we omit the dependance on \( (x, v) \) variables). Remembering that \( E(f) \) only depends on the variable \( (t, x) \) and using this in the Duhamel formula we get

\[
\begin{align*}
\{ &f(t) = e^{-tP} f_0 + \int_0^t E(f(s)) e^{-(t-s)P} (-\partial_v + v)f(s) ds, \\
&\pm E(f) = K * f dv, \quad f|_{t=0} = f_0, \quad (f_0) = 0
\end{align*}
\]

Any couple \((f, E)\) satisfying \((25)\) will be called a mild solution of the mollified Vlasov-Poisson-Fokker-Planck system.

We first prove a fundamental Lemma in the spirit of the Sections 2 and 3 about the operator appearing in the Duhamel term:

**Lemma 4.1.** — There exists a constant such that For all \( g \in L^2(d\mu dv) \)

\[ \| e^{-tP} (-\partial_v + v)g \| \leq C(t^{-1/2} + 1)e^{-tN} \| g \|. \]

**Proof.** We use the results of the two previous sections. From Theorem 1.2 we know that for \( g \in L^2(d\mu dv) \) we have for all \( t \in [0, 1] \)

\[ \| \partial_v e^{-tP} g \| \leq Ct^{-1/2} \| g \|. \]
Now all the computation before could be straight forwardly adapted to the adjoint $P^* = -X_0 - L$ of $P$ and we also have
\[ \left\| \partial_v e^{-tP}g \right\| \leq C t^{-1/2} \left\| g \right\|. \]

Using $\partial_v = (-\partial_v + v)$ and taking the adjoint operator in the previous formula yields
\[ (26) \quad \left\| e^{-tP}(-\partial_v + v)g \right\| \leq C t^{-1/2} \left\| g \right\|. \]

Now for all $g \in H^1(\mathbb{d}\mu\nu)$, we have $\langle (-\partial_v + v)g \rangle = 0$ since
\[ \langle (-\partial_v + v)g \rangle = \langle g, \partial_v 1 \rangle = 0. \]

For all $t \geq 1$ we therefore have
\[ (27) \quad \left\| e^{-tP}(-\partial_v + v)g \right\| = \left\| e^{-(t-1)P-\mu}(-\partial_v + v)g \right\| \leq C e^{-(t-1)\kappa} \left\| e^{-P}(-\partial_v + v)g \right\| \leq C' e^{-\kappa t} \left\| g \right\|, \]

where we used the regularization result stated in (26) for the last inequality. The proof is complete. \(\square\)

We also need a second Lemma to control the field.

**Lemma 4.2.** For all $\varphi \in L^2(\mathbb{d}\mu\nu)$ we have $\|E(\varphi)\|_{L^\infty(\mathbb{d}\nu)} \leq \|K\|_{L^\infty(\mathbb{d}x)} \|\varphi\|_{L^2(\mathbb{d}\mu\nu)}$.

**Proof.** We just write that
\[ \left\| E(\varphi)\right\|_{L^\infty} = \left\| K * \int \varphi \mathbb{d}\nu \right\|_{L^\infty} \leq \|K\|_{L^\infty} \left\| \int \varphi \mathbb{d}\nu \right\|_{L^1(\mathbb{d}\nu)} \leq \|K\|_{L^\infty} \|\varphi\|_{L^1(\mathbb{d}\mu\nu)} \leq \|K\|_{L^\infty} \|\varphi\|_{L^2(\mathbb{d}\mu\nu)} \]
where the last inequality come form the fact that $\mathbb{d}\mu\nu$ is a probability measure. \(\square\)

Theorem 4.3 is a direct consequence of the following Theorem, that we shall prove with the use of a Picard scheme and the two preceding Lemmas.

**Theorem 4.3.** Suppose $d = 1$, $V = 0$ and work on $\mathbb{T}$ in the space variable. Then there exists $\varepsilon_0, C_0$ and $\kappa_0$ explicitly computable such that the following happens. Suppose $(f_0) = 0$.

1. If $\|f_0\| \leq \varepsilon_0$ then there exists a unique mild solution $(f, E) \in C^0(\mathbb{R}_+, L^2(\mathbb{d}\mu\nu)) \times C^0(\mathbb{R}_+, L^\infty(\mathbb{d}x))$ to the mollified Vlasov-Poisson-Fokker-Planck system (25).

2. We have in addition for all $t \geq 0$,
\[ \left\| f(t) \right\|_{L^2(\mathbb{d}\mu\nu)} \leq C_0 e^{-\kappa_0 t} \quad \text{and} \quad \left\| E(f(t)) \right\|_{L^\infty(\mathbb{d}x)} \leq C_0 e^{-\kappa_0 t} \]

**Proof.** Let us consider $f_0$ such that $\|f_0\| \leq \varepsilon_0$ to be fixed later. We pose (omitting the space and velocity variables)
\[ f(t) = e^{-tP}f_0 + g(t), \quad G(t) = K * \int g \mathbb{d}\nu \quad G_{\epsilon}(t) = K * \int e^{-tP}f_0 \mathbb{d}\nu. \]

We build a solution with a fixed point argument for the following map $\Phi = (\Phi_1, \Phi_2)$ given by
\[ \Phi_1(g, G)(t) = \int_0^t \left( G_{\epsilon}(s) + G(s) \right) e^{-(t-s)P}(-\partial_v + v)(e^{-sP}f_0 + g(s)) \mathbb{d}s \]
\( \Phi_2(g, G)(t) = K \ast \int_0^t \int (G_t(s) + G(s)) e^{-(t-s)p}(-\partial_v + v)(e^{-sp}f_0 + g(s)) \, dv \, ds, \)

and we observe that \((f, E)\) solves (23) if and only if \((g, G) = \Phi(g, G)\). For \(\sigma \geq 0\) define the norms

\[
\|g\|_X = \sup_{t \geq 0} \left( e^{\sigma \epsilon t} \|g(t, \cdot)\| \right),
\]

\[
\|G\|_Y = \sup_{t \geq 0} \left( e^{\sigma \epsilon t} \|G(t, \cdot)\|_{L^\infty} \right),
\]

define the Banach space

\[
Z := X \times Y, \quad \text{with} \quad \|(g, G)\|_Z = \max \left( \|g\|_X, \|G\|_Y \right),
\]

and denote by \(B_{\epsilon_0}\) the ball of \(Z\) of radius \(\epsilon_0 > 0\). We will prove that if \(\epsilon_0\) is small enough, the map \(\Phi\) is a contraction of the ball \(B_{\epsilon_0} \subset Z\). In the following any norm without subscript is a \(L^2(d\mu dv)\) norm.

In a first step we prove that \(\Phi\) maps \(B_{\epsilon_0}\) into itself. Let \((g, G) \in Z\). We first estimate \(\Phi_1\) and get for all \(t \geq 0\)

\[
(28) \quad \|\Phi_1(g, G)\| \leq \int_0^t \|G_t(s) + G(s)\|_{L^\infty} \left\| e^{-(t-s)p}(-\partial_v + v)(e^{-sp}f_0 + g(s)) \right\| \, ds.
\]

Now we use Lemma 4.1 and we get

\[
(29) \quad \|\Phi_1(g, G)\| \leq \int_0^t e^{-\sigma(t-s)}((t-s)^{-1/2} + 1) \|G_t(s) + G(s)\|_{L^\infty} \left\| e^{-sp}f_0 + g(s) \right\| \, ds.
\]

We have on the one hand

\[
\left\| e^{-sp}f_0 + g(s) \right\| \leq \left\| e^{-sp}f_0 \right\| + \|g(s)\| \leq C(\epsilon_0 + \|g\|_X)
\]

and on the other hand using Lemma 4.2

\[
\|G_t(s) + G(s)\|_{L^\infty} \leq \|G_t(s)\|_{L^\infty} + \|G(s)\|_{L^\infty} \leq C e^{-\sigma \epsilon s}\|f_0\| + C e^{-\sigma \epsilon s}\|G\|_Y \\
\leq C e^{-\sigma \epsilon s}(\epsilon_0 + \|G\|_Y).
\]

Taking \(\sigma = 1/2\) and putting the two preceding results together give

\[
(30) \quad \|\Phi_1(g, G)\| \leq C^2 (\epsilon_0 + \|g\|_X)(\epsilon_0 + \|G\|_Y)e^{-\sigma \epsilon t} \int_0^t e^{-\sigma \epsilon(t-s)}((t-s)^{-1/2} + 1) \, ds
\]

\[
\leq C^2 (\epsilon_0 + \|g\|_X)(\epsilon_0 + \|G\|_Y)e^{-\sigma \epsilon t},
\]

So that

\[
\|\Phi_1(g, G)\|_X \leq C^2 (\epsilon_0 + \|(g, G)\|_Z)^2
\]

With the same arguments and Lemma 4.2 again, one easily get

\[
\|\Phi_2(g, G)\|_Y \leq C^2 (\epsilon_0 + \|(g, G)\|_Z)^2.
\]

Putting these two estimates together gives

\[
(31) \quad \|\Phi(g, G)\|_Z \leq C^2 (\epsilon_0 + \|(g, G)\|_Z)^2
\]

Now let us take \(\epsilon_0\) such that \(4C^2\epsilon_0^2 \leq \epsilon_0\). If we suppose \(\|(g, G)\|_Z \leq \epsilon_0\) then we get that \(\Phi\) maps \(B_{\epsilon_0}\) into itself.

With exactly the same arguments, we can also prove the contraction estimate

\[
\|\Phi(g, G) - \Phi(h, H)\|_Z \leq C \|(h - g, H - G)\|_Z(\epsilon_0 + \|(g, G)\|_Z + \|(h, H)\|_Z).
\]
We do not write the details. The fixed point theorem therefore gives the existence and uniqueness of the solution of the mollified Vlasov-Poisson-Fokker-Planck system (25) with \( g \in C^0(\mathbb{R}^+, L^2) \) and \( G \in C^0(\mathbb{R}^+, L^\infty) \). This proves point i) of Theorem 4.3.

For point ii) we just have to notice that
\[
\|g(t)\|_B \leq C e^{-\sigma \kappa t} \|g\|_X \leq \varepsilon_0 C e^{-\sigma \kappa t}
\]
Similarly,
\[
\|G(t)\|_{L^\infty} \leq C e^{-\sigma \kappa t} \|G\|_Y \leq \varepsilon_0 C e^{-\sigma \kappa t}
\]
so that writing \( f(t) = e^{-tP} f_0 + g(t) \) and \( E(t) = K \ast \int f(t) d\nu \) gives the result since \( \langle f_0 \rangle = 0 \). The proof is complete. \( \square \)
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