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Abstract—Bidirectional path and motion planning approaches decrease planning time, on average, compared to their unidirectional counterparts. In the context of single-query feasible motion planning, using bidirectional search to find a continuous motion plan requires an explicit connection between the forward search tree and the reverse search tree. Such a tree-tree connection requires solving a two-point Boundary Value Problem (BVP). However, two-point BVP solution can be difficult or impossible to calculate for many types of vehicles (using numerical methods to find a solution, such as shooting approaches may be computationally expensive and is sometimes numerically unstable). To overcome this challenge, we present a generalized bidirectional search algorithm that does not require solving two-point BVP. Instead of connecting the two trees directly, our algorithm uses the cost information of the reverse tree as a guiding heuristic for forward search. This enables the forward search to quickly converge to a full feasible solution without an explicit tree-tree connection and without the solution to a two-point BVP. We run multiple software simulations in different environments and using dynamics of different vehicles along with real-world hardware experiments to show that our approach performs very close or better than existing state of the art approaches in terms of quickly converging to an initial feasible solution.
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I. INTRODUCTION

AMPLING based motion planning approaches have become popular in robotics due to their simplicity and rapid exploration of high-dimensional state spaces. They involve randomly sampling collision-free feasible states of a robot in the configuration space and moving between them in a way that respects a robot’s kinematics and dynamics. Quick feasible planning [1] and long-term asymptotically optimal motion planning [2][3][4] are two problems in single-query motion planning that have garnered interest in the motion planning community. Quick feasible planning allows a robot to quickly find an initial feasible solution and immediately start making progress towards the goal while long-term asymptotically optimal motion planning allows for calculating improved quality solutions over time. In this paper, we focus on the quick feasible motion planning problem.

Single-query searches for feasible motion planning can be divided into unidirectional and bidirectional searches (Fig. 1). Unidirectional search has a single tree built from the start state outwards to the end state whereas bidirectional searches have two search trees expanding outwards from the start and end configurations which are connected when “close” to each other. Bidirectional searches have been popular due to their improved performance in exploring higher dimensional search spaces and spaces with narrow passages [6]. However many existing bidirectional search approaches [6][7][8] have
focused on solving the planning problem when a steering function is available i.e. when the two point boundary value problem (BVP) is solvable \([5,9]\) (Fig. 2). However it is difficult to come up with closed-form solutions for many kinodynamic robots especially with non-holonomic constraints. Moreover, even if the closed form solutions exist, they are usually solved using numerical methods like shooting approaches \([10]\), which can often be computationally expensive when faced with real-world planning time constraints. Furthermore, it is not possible to include every maneuver that solves 2-point BVP in pre-computed maneuver libraries \([11,12]\) which have been used to speed up executions of motion planners. This is due to memory constraints involved in storing the maneuvers. On the other end, existing bidirectional approaches that do not require solving the two point-BVP for building the trees \([13]\) suffer from discontinuities when connecting them and additional methods like curve-smoothing \([14]\) have been employed to remove the discontinuities which are non-trivial.

The main contribution of this paper is a new bidirectional single-query sampling based search approach that returns a continuous motion plan without solving a two-point BVP. We call this method Generalized Bidirectional RRT (GBRRRT). Our method (Fig. 3) differs from the RRT-Bidirectional \([13]\) in that it does not try to connect the two trees when they are close, rather it uses the heuristic information provided by the reverse search tree to make the forward tree quickly grow towards the end configuration. We prove that the provided version of GBRRT in this letter is probabilistically complete. We run multiple experiments in simulation using unicycle and quadrotor dynamics over different test environments to show the effectiveness of our proposed algorithm. We also run real-vehicle experiments using a quadrotor to show the improvement in performance over existing state of the art methods in large obstacle environments.

The rest of the paper is organized as follows. Section II provides a discussion on related work. Section III provides the formal problem definition for our work. Section IV provides a discussion of our proposed algorithms. Section V provides the analysis for our algorithm for probabilistic completeness. Section VI explains the setup used for running experiments. Section VII provides the result of the experiments. Section VIII concludes by summarizing the contributions and main results.

II. RELATED WORK

There have been a variety of bidirectional-search sampling algorithms proposed in literature which we now survey. One of the seminal work on bidirectional sampling based search is RRT-Connect \([13]\) which uses a greedy heuristic to provide fast convergence towards an initial feasible solution. Jordan et al. \([6]\) develop a bidirectional variant of RRT* \([2]\) that provides asymptotic optimality utilizing various heuristics and procedures to improve the convergence rate. Tahir et al. \([15]\) and Xinyu et al. \([16]\) use artificial potential fields \([17]\) to generate intelligent samples using gradient descent methods to improve speed of convergence of bidirectional RRT*. Devaurs et al. \([7]\) expand Transition-RRT (T-RRT) to create a bidirectional T-RRT to achieve faster convergence and better quality paths over configuration spaces where the cost functions are defined. Starek et al. \([8]\) extend FMT* to develop the Bidirectional Fast Marching trees (BFMT*) which they show has better convergence rates for high quality paths than many existing unidirectional planners. Although these algorithms although provide fast convergence rates, they cannot be used if the 2-point BVP cannot be solved (or in practice when doing so is computationally expensive). The existing bidirectional algorithms \([13,14]\) that do not require solving 2-point BVP, instead require extra computation to connect the discontinuity that exists between the two trees, e.g., using methods like point perturbation \([15]\) or Bézier curves \([14]\). Our approach avoids the tree-tree connection problem entirely, by using the heuristic provided by the reverse search tree to quickly move towards the goal.

The solution generation to a 2-point BVP usually involves solving a differential equation constrained to the given start and end boundary conditions. This is non-trivial for robots with complex dynamics. Hence researchers have looked into solving the motion planning problem either by generating approximations to the two-point BVP \([18]\] using shooting approaches \([10]\) or by simplifying the dynamics by linearization \([19]\) and then solving 2-point BVP. More recently, Li et al. \([20]\) propose the Stable-Sparse Trees (SST and SST*) who show that asymptotic optimality can be achieved by only performing random forward propagation without solving 2-point BVP. Moreover, SST prunes the dominated nodes always maintaining a parse set of nodes in the search tree. Although SST provides asymptotically optimal paths, it is slow in convergence in practice towards high quality paths due to the use of random controls \([21]\). Informed SST (iSST) \([22]\) and Dominance-Informed Region Trees (DIRT) \([23]\) provide improved rates of convergence towards high quality trajectories by using heuristics while still maintaining asymptotic optimality. A common theme in random-propagation based algorithms is that there are unidirectional based. However, in expectation, bidirectional searches provide improved efficiency and faster convergence rates \([6,5]\) than unidirectional searches. Therefore we present a new type of bidirectional search that does not require solving 2-point BVP.

A well chosen heuristic can often improve search efficiency. A variety of heuristics have previously been used in the context of sampling based motion planning. A common approach is sampling the goal node with a certain probability, also known as goal biasing \([13]\). Akgun et al. \([24]\) use sampling heuristics to sample more nodes near a found path to help the current path quickly improve towards a more optimal one. Urmson et al. \([25]\) propose the heurstically guided RRT (hRRT) where a quality measure is used to balance exploration vs exploitation in selecting the next node to expand which leads to low cost solutions. DIRT \([23]\) and iSST \([22]\) use user-defined heuristics to provide high rates of convergence towards optimal solution. Reaping the benefits of a heuristic, in our proposed algorithm, the Cost to End (CTE) heuristic provided by the reverse search tree is used to improve our rate of convergence towards an initial feasible solution.
III. PROBLEM DEFINITION

Let \( \mathcal{X} \) be the \( D \)-dimensional configuration space of a robot. Let the obstacle space \( \mathcal{X}_{\text{obs}} \) be an open subset of \( \mathcal{X} \). \( \mathcal{X}_{\text{obs}} \) is the set of all configurations where the robot is in collision with the workspace obstacles. The free space \( \mathcal{X}_{\text{free}} \) is defined as \( \mathcal{X}_{\text{free}} = \mathcal{X} \setminus \mathcal{X}_{\text{obs}} \) is the closed subset of \( \mathcal{X} \). Let the start configuration be denoted by \( x_{\text{start}} \) and the end region be \( x_{\text{end}} \) with \( x_{\text{start}} \in \mathcal{X}_{\text{free}} \) and \( x_{\text{end}} \subset \mathcal{X}_{\text{free}} \). Let \( x_i, x_{i+1} \in \mathcal{X}_{\text{free}} \) and let \( \alpha_{i}^{+1} \) be a function that satisfies \( \alpha_{i}^{+1} : [0, 1] \to \mathcal{X}_{\text{free}} \) such that \( \alpha_{i}^{+1}(0) = x_{i} \) and \( \alpha_{i}^{+1}(1) = x_{i+1} \). \( \alpha_{i} \) is a valid maneuver that solves the two-point BVP for configurations \( x_i \) and \( x_{i+1} \) given the robot’s kinematic and dynamic constraints. Let \( \beta \) be a feasible path defined as ordered set of valid maneuvers \( \{\alpha_0^1, \alpha_2^2, \ldots, \alpha_{n-1}^n\} \).

**Problem:** Single-Query feasible motion planning

Given \( \mathcal{X}_{\text{free}}, x_{\text{start}} \) and \( x_{\text{end}} \), find \( \beta \) such that \( \alpha_{0}^1(0) = x_{\text{start}} \) and \( \alpha_{n-1}^n(1) = x_{\text{end}} \).

IV. ALGORITHM DESCRIPTION

The main idea behind our proposed GBRRT algorithm is to use heuristic information from reverse search tree to guide the advancement of the forward search tree towards the goal. The search begins by using the forward and reverse search tree to explore different parts of the configuration space starting from the start and end query points, respectively. The exploration search in both the trees basically correspond to search conducted by classic RRT [13] algorithm. Once the two trees encounter each other, the forward tree combines ongoing exploration with an exploitation strategy that leverages the CTE values stored in the reverse tree to direct the search. This causes the forward search tree to quickly move away from the obstacles and towards the end goal. In the next subsection (Subsection IV-A), we briefly explain the classic RRT [13] algorithm and then how to extend it to the proposed GBRRT algorithm (Subsection IV-B).

A. Rapidly Exploring Random-Tree (RRT)

The inputs to the RRT [13] (Algorithm 1) are the start node \( v_{\text{start}} \) and end node \( v_{\text{end}} \). The search tree \( G_{\text{for}} \) is initialized using the node set \( \mathcal{V} \) (initialized using \( v_{\text{start}} \)) and edge set \( \mathcal{E} \) (line 1). Each iteration of RRT executes the function \text{RRTSingleIteration} (Algorithm 1) which generates a new potential edge \( E_{\text{new}} \) for addition to the search tree using the getEdgeExtend (Algorithm 1) function. \( E_{\text{new}} \) is created using the chain of the following familiar operations - RandomConfig, NearestNeighbor and Extend as given in [13]. We will call this the “classic” RRT way of edge generation in the coming sections. \( E_{\text{new}} \) is checked for collision using CollisionCheck and gets added to the search tree if no collision exists (line 5 in Algorithm 2). The new added node \( v_{\text{new}} \) is used for checking if the end region is reached using function endReached (line 4 in Algorithm 1).

Algorithm 1 returns the output path generated using function Path if the end is reached (line 5) or otherwise continues to the next iteration.

B. Generalized Bidirectional RRT (GBRRRT)

GBRRRT (Algorithm 2) accepts the same inputs as RRT (Algorithm 1) with two additional inputs: \( \delta_{\text{nr}} \) (neighbor radius) and \( \delta_{\text{hr}} \) (heuristic radius). Each of the new parameters will be explained in the coming sections. The additional reverse search tree \( G_{\text{rev}} \) needed for bidirectional search is initialized using the node set \( \mathcal{V}_{\text{rev}} \) (initialized using \( v_{\text{end}} \)) and edge set \( \mathcal{E}_{\text{rev}} \) (line 2). We use a priority queue \( Q \) to maintain a list of potential reverse tree nodes to guide the expansion of the forward search tree (line 3). In each iteration, we expand the reverse and forward search trees as shown in line 5 and 6-15 respectively. The expansion of the reverse tree occurs in the same way as classic RRT tree expansion (Algorithm 6). The expansion of the forward tree is different from the reverse tree in that it uses a combination of classic (random) search and heuristic guided exploitation. The heuristic exploitation is based on using the CTE heuristic derived from the expanding reverse tree to guide the forward tree growth towards the goal.

The exploitation ratio \( q_k \) (line 6) determines the probability of whether the forward search tree performs exploitation (heuristic expansion) over exploration (random) in the current iteration. The user-defined function getExploitationRatio is used to calculate \( q_k \). In our implementation, we choose getExploitationRatio to return a value calculated using the expression \( R_{\text{exp}} e^{-c_k} \) where \( R_{\text{exp}} \) is the initial exploitation ratio, \( k \) is the iteration number and \( c \) is a large positive constant. It will be shown in Section V that using this expression causes our algorithm to be probabilistic complete. The algorithm uses getEdge (Algorithm 3) in line 7 to get the new potential edge \( E_{\text{new}} \) to add to the forward search
vertices set \( V_{for, near} \) to \( v_{next} \) in \( G_{for} \) and selects the best vertex \( v_{near} \) which has the minimum cost \( g(v) + d(v_{next}, v) + h(v_{next}) \) where \( g(v) \) is the Cost From Start (CFS) for node \( v \), \( d(v_{next}, v) \) is the euclidean distance between \( v_{next} \) and \( v \) and \( h(v_{next}) \) is the CTE for node \( v_{next} \). The algorithm next uses the extend operator (line 5) to generate the next potential edge \( (v_{near}, v_{new}) \) to add to the tree. If \( v_{next} \) is NULL in line 7 which implies \( Q \) is empty, the algorithm exits returning NULL (line 10).

Algorithm 4: getEdgeHeuristic(\( G_{for}, Q, \delta_{hr} \))

\[
\begin{align*}
1 & v_{next} \leftarrow \text{Pop}(Q) \\
2 & \text{if } v_{next} \not= \text{NULL then} \\
3 & \quad V_{for, near} \leftarrow \text{NearestVertices}(v_{next}, G_{for}, \delta_{hr}) \\
4 & \quad v_{near} \leftarrow \min_{v \in V_{for, near}} (g(v) + d(v_{next}, v) + h(v_{next})) \\
5 & \quad v_{new} \leftarrow \text{Extend}(v_{near}, v_{next}) \\
6 & \quad \text{if not } v_{near}.\text{Neighbor}(G_{for}, v_{new}) \text{ then} \\
7 & \quad \quad \text{return } (v_{near}, v_{new}) \\
8 & \text{return } \text{NULL}
\end{align*}
\]

Update of Priority Queue \( Q \): The addition of the reverse tree nodes to the priority Queue \( Q \) (Fig. 3) is performed by Algorithm 5. The algorithm first determines the nearest vertices set \( V_{rev, near} \) to newly added forward tree node \( v_{new} \) within a ball of radius \( \delta_{nr} \) (line 1). If \( V_{rev, near} \neq \emptyset \), then for each vertex \( v \in V \), we use the CTE heuristic \( h(v) \) to update \( Q \). The condition of \( V_{near} = \emptyset \) is satisfied at the start of the search when the forward tree has not encountered the reverse search tree yet.

Algorithm 5: updatePriorityQueue(\( G_{rev}, Q, \delta_{nr}, v_{new} \))

\[
\begin{align*}
1 & V_{rev, near} \leftarrow \text{NearestVertices}(G_{rev}, v_{new}, \delta_{nr}) \\
2 & \text{if } V_{rev, near} \neq \emptyset \text{ then} \\
3 & \quad \text{for } v \text{ in } V_{rev, near} \text{ do} \\
4 & \quad \quad Q.\text{update}(v, h(v))
\end{align*}
\]

C. Selection of parameters

There are two main parameters that affect the performance of GBRT: the neighbor radius \( \delta_{nr} \), and the heuristic radius \( \delta_{hr} \). The neighbor radius \( \delta_{nr} \) affects the number of potential reverse nodes that are added to the priority queue. A low \( \delta_{nr} \) value decreases the likelihood that reverse nodes are considered for heuristic expansion. A high value may increase the likelihood that reverse nodes will be blocked by obstacles. In our experiments, we set \( \delta_{nr} \) to be equal or slightly greater than the twice the length of the largest maneuver. The heuristic radius \( \delta_{hr} \) should be set large enough there are enough forward tree nodes considered for connection. We use \( \delta_{hr} = \delta_{nr}/2 \) in our experiments.

As mentioned in Subsection 4.B, we use the expression \( R_{exp}e^{-h/c} \) to calculate \( q_{k} \). \( R_{exp} \) dictates the classic trade-off between the exploration and exploitation at the search. Fig. 5 shows that computation time \( t_c \) of the initial feasible solution decreases as \( R_{exp} \) approaches 1. We choose \( R_{exp} \) to be 0.8 in our experiments to prioritize more exploitation at the start of search to quickly get to a feasible solution. The decay constant \( c \) affects the rate at which the exploitation ratio decreases to zero. In our experiments, we set \( c \) to 10000.
In this section, we provide proofs for two main results. The first is a proof describing a property of exploration vs. exploitation function that is sufficient to guarantee probabilistic completeness. The second is that using $q_k = R_{exp} e^{-k/c}$ leads to probabilistic completeness. In terms of preliminaries, let $p_k$ be the probability of exploration at $k$-th iteration defined as $p_k = 1 - q_k$. Let $N_{total}$ be the total number of iterations executed in the algorithm and let $N_{explore}$ be the number of explorations done over time. To prove the main results, we first prove the probabilistic completeness of GBRRT assuming $p_k$ has the property that $P(N_{explore} \to \infty) = 1$ as $N_{total} \to \infty$ (Theorem 1), then we show that this property holds for when $p_k = p$ for all $k$ (where $p$ is constant) (Lemma1) as well when $p_k = 1 - R_{exp} e^{-k/c}$ (Lemma 2). It follows that using $p_k = 1 - R_{exp} e^{-k/c}$ in GBRRT makes it probabilistically complete (Theorem 2).

**Theorem 1.** If $p_k$ evolves such that $P(N_{explore} \to \infty) = 1$ as $N_{total} \to \infty$, then GBRRT is probabilistically complete.

**Proof.** To prove this theorem, we will leverage RRT*’s neighborhood proofs. Let us assume a RRT* tree that contains only the nodes added from those iterations that performed exploration in GBRRT algorithm such that the neighborhood radius in RRT* is less than the neighborhood radius $\delta_{nr}$ of GBRRT. Our GBRRT tree will contain a subgraph containing only the nodes of this RRT* tree. We know as $N_{total} \to \infty$, RRT* is probabilistically complete [2] and hence due to the subgraph argument, GBRRT is probabilistically complete. In proving this theorem, we make the assumption that $\delta_{nr}$ is greater than or equal to the neighbor radius of RRT*. (NOTE: even though the node set of RRT* is a subset of GBRRT, the edge set may be different but the tree is still connected which is all that is required for the proof).

**Lemma 1.** If $p_k = p$ for all $k$ where $p$ is a constant and $p > 0$, then $P(N_{explore} \to \infty) = 1$ as $N_{total} \to \infty$.

**Proof.** Let $x_k$ be a binary random variable that assumes a value 1 if exploration is performed in the $k$-th iteration and 0 otherwise. We know from the strong law of large numbers that with probability 1, $\sum_{k=1}^{\infty} x_k / N_{total} \to p$ as $n \to \infty$. Thus (recall $p > 0$), $\sum_{k=1}^{\infty} x_k \to \infty$ as $N_{total} \to \infty$. Using this, we conclude $P(N_{explore} \to \infty) = 1$ as $N_{total} \to \infty$.

**Lemma 2.** if $p_k = 1 - R_{exp} e^{-k/c}$, then $P(N_{explore} \to \infty) = 1$ as $N_{total} \to \infty$.

**Proof.** From Lemma 1 if $p_k$ is constant, then $P(N \to \infty) = 1$ as $k \to \infty$. If we define $p_k = 1 - R_{exp} e^{-k/c}$, then $p_k$ increases after each iteration. Thus the number of iterations where exploration is performed when $p_k$ is constant acts a lower bound when using the given $p_k$. Thus for the given $p_k$, $P(N_{explore} \to \infty) = 1$ as $N_{total} \to \infty$.

**Theorem 2.** The version of GBRRT we use in our experiments is probabilistically complete.

**Proof.** From Theorem 1 and Lemma 2 it follows that our version of GBRRT which uses $p_k = 1 - R_{exp} e^{-k/c}$ is probabilistically complete.

**VI. EXPERIMENT SETUP**

We run multiple software simulations and hardware experiments to test performance of our proposed bidirectional search algorithm. We choose computation time of the initial solution ($t_c$), path length of the initial solution ($l_p$) and flight time ($t_f$) (only hardware experiments) as the performance metrics.

- **A. Simulation experiments**

The simulation experiments are conducted in four different environments (Fig. 7) which includes an environment with randomly dispersed obstacles (DISPERSED), an environment with large obstacles (LARGE), a maze environment and an environment with a narrow passage (NARROW). The LARGE, MAZE, NARROW environment are fixed in experiments but the DISPERSED environment has the number of obstacles varied in the range $\{0, 5, 15, 25, 35\}$. The environments are set to size 100m $\times$ 100m with the distance between start and end locations set to a value $\geq 70$m. We run 50 scenarios for each environment with each scenario having 3 trials (hence
total of $50 \times 3 = 150$ experiments). A scenario in the LARGE, MAZE and NARROW environment is defined as a random selection of start and end location (ensuring distance $\geq 70$) whereas a scenario in the DISPERSED environment corresponds to random selection of start and end location and random positions of different sized rectangular and circular obstacles.

We run the experiments using two vehicles – a 2D quadrotor and an unicycle. The quadrotor is controlled using feedback linearization \textsuperscript{26} and the unicycle is controlled using a time-varying non-linear controller \textsuperscript{27}. We use these controllers to generate maneuver/trajectory libraries (Fig. \textsuperscript{6}) for these two vehicles with the start and end velocities of each maneuver being zero. The zero start and end velocities help reduce the number of maneuvers in our considered maneuver libraries but this assumption should not affect the generality of the experiments. The maneuver library for the quadrotor is generated by providing final positions 1 to 5 metres distance away from the initial position (origin) in $10^\circ$increments. The maneuver library for the unicycle is generated by varying the peak linear velocities from 1 to 5 m/s and the angular velocities varying from 0 to $\pi/2$ rad/s in $\pi/18$ rad/s increments in all 4 quadrants.

We compare GBRRT with four other state of the art single-query algorithms - RRT\textsuperscript{11}, SST\textsuperscript{20}, iSST\textsuperscript{22} and DIRT \textsuperscript{23}. We only include those algorithms for comparison that do not require a two-point BVP solver in order to assure a fair comparison. iSST and DIRT are heuristic based algorithms and we use PRM \textsuperscript{28} to build a roadmap (in each experiment) to provide the heuristic before actually running them. We set the GBRRT parameters $\delta_{nr} = 10$ and $\delta_{hr} = \delta_{nr}/2 = 5$ and SST parameters $\delta_{BN} = 3$ and $\delta_{S} = 1.5$. Both SST and DIRT use blossom-like propagation procedure \textsuperscript{29} and we set the number of maneuvers $M$ in the blossom to 10. The end region radius $\delta_{end}$ is set to 5. The algorithms are implemented in Python 2.7 and the experiments are performed on a system with Intel i7-7700 4-core CPU with 32GB RAM.

\textbf{B. Hardware experiments}

The hardware experiments are performed in an obstacle course of size $5m \times 4m$ with start and end locations set at (0.2, 2.5) and (4.5, 2.5) respectively. The obstacle course is traversed using a modified Bebop 2 quadrotor \textsuperscript{30} with the motion of the quadrotor limited to a horizontal plane at a fixed height. The quadrotor is equipped with a Intel UP board (Fig. \textsuperscript{8}) having Intel Atom x5-z8350 4-core, 1.44GHz CPU with 4GB RAM for running the algorithms. We use a
Proportional-Derivative (PD) controller for position tracking and a Vicon motion capture system for state information. The obstacles in the course are modelled using circular and rectangular areas with radius and length increased by 20 cm to account for vehicle size and drift. As the obstacle course contains large obstacles, we take the two best performing algorithms (GBRRT and RRT) in the LARGE obstacle environment in simulation experiments and perform the comparison. We set GBRRT parameters $\delta_{nr} = 1$ and $\delta_{hr} = \delta_{nr}/2 = 0.5$. $\delta_{end}$ is set to 0.3.

**VII. RESULTS**

The initial feasible paths generated by GBRRT for quadrotor and unicycle in the different test environments for one run are shown in Fig. 7. The graphs for the computation time vs. obstacles number and path length vs. obstacles number for the DISPERSED environment is shown in Fig. 9 and the results for other environments are listed in Table I. The results indicate that GBRRT perform better than all algorithms for all obstacle number cases for both the vehicles in terms of computation time ($t_c$) for the DISPERSED environment. A similar conclusion can be made for the LARGE (for both vehicles), MAZE (quadrotor) and NARROW (quadrotor) environments. iSST performs better than all tested algorithms in $t_c$ for the unicycle in MAZE and NARROW environment. We believe this can be attributed to the heuristic (generated by PRM roadmap) in guiding the unicycle which has shorter and more curved maneuvers. iSST and DIRT do not perform well in the DISPERSED and LARGE environment for $t_c$ because generating the roadmap for the heuristic takes a significant chunk of time because of the number of obstacles present in these environments which is added to their overall $t_c$ to generate the solution. In terms of path length ($l_p$), we find that GBRRT performs better than all algorithms (except for DIRT in DISPERSED environment for quadrotor vehicle) in all environments. We believe this happens because GBBRT uses more direct maneuvers when moving towards the end goal when perform the exploitation search. Although iSST and DIRT use heuristics to move towards the goal, their solution quality is found be less than GBRRT. We believe this can be attributed to the randomness involved in the selecting the maneuvers for the blossom propagation at each expanded node.

The initial feasible path generated by GBRRT in one of the trials of the hardware experiments with the actual path (using Vicon) is displayed in Fig. 8 and results from 5 trials of hardware experiments is shown in Table II. We find that GBRRT on average performs better than RRT in all performance metrics. A similar conclusion was obtained in our simulations and thus our hardware experiments corroborate the findings of our simulation experiments.

**TABLE I: Performance metrics for all algorithms in different environments**

| Vehicle | Env. | Alg. | GBRRT | RRT | SST | iSST | DIRT |
|---------|------|------|-------|-----|-----|------|------|
| Quadrotor | LARGE | Metric | $t_c$ (s) | $l_p$ (m) | $t_c$ (s) | $l_p$ (m) | $t_c$ (s) | $l_p$ (m) | $t_c$ (s) | $l_p$ (m) |
| Mean | 0.36 | 115.03 | 0.61 | 122.32 | 2.89 | 149.08 | 0.89 | 122.55 | 0.89 | 116.72 |
| Std. | 0.03 | 3.25 | 0.04 | 3.13 | 0.2 | 4.13 | 0.01 | 3.18 | 0.01 | 3.07 |
| MAZE | Mean | 1.37 | 150.43 | 2.38 | 158.83 | 13.84 | 204.84 | 1.63 | 164.16 | 1.79 | 160.12 |
| Std. | 0.08 | 5.48 | 0.24 | 5.8 | 1.56 | 7.8 | 0.03 | 5.93 | 0.05 | 5.66 |
| NARROW | Mean | 0.53 | 128.86 | 0.55 | 134.62 | 1.78 | 166.23 | 0.77 | 143.84 | 0.76 | 134.71 |
| Std. | 0.05 | 2.55 | 0.05 | 2.7 | 0.1 | 4.04 | 0.01 | 3.04 | 0.01 | 2.82 |
| Unicycle | LARGE | Mean | 0.89 | 122.21 | 1.51 | 132.17 | 5.48 | 155.58 | 1.31 | 144.77 | 4.28 | 128.57 |
| Std. | 0.06 | 3.45 | 0.12 | 3.55 | 0.46 | 4.37 | 0.02 | 4.02 | 0.47 | 3.32 |
| MAZE | Mean | 3.44 | 155.74 | 5.37 | 169.7 | 24.9 | 209.88 | 2.26 | 197.49 | 22.04 | 175.41 |
| Std. | 0.19 | 5.7 | 0.51 | 6.15 | 2.4 | 7.75 | 0.04 | 6.75 | 5.53 | 6.32 |
| NARROW | Mean | 2.02 | 136.78 | 2.21 | 150.08 | 3.71 | 174.09 | 1.22 | 165.18 | 5.88 | 149.49 |
| Std. | 0.18 | 2.83 | 0.25 | 3.11 | 0.22 | 3.56 | 0.02 | 3.37 | 1.37 | 3.07 |

**TABLE II: Mean and standard deviation of performance metrics for 5 trials of hardware experiments**

| Algorithm | GBRRT | RRT |
|-----------|-------|-----|
| Metric | $t_c$ (s) | $l_p$ (m) | $t_c$ (s) | $l_p$ (m) |
| Mean | 1.34 | 5.59 | 23.55 | 1.47 | 3.59 |
| Std. | 0.56 | 0.22 | 32.36 | 0.42 | 0.65 |

FIG. 9: Figures show computation time vs. number of obstacles and path length vs. number of obstacles for Quadrotor (Left) and Unicycle (Right) respectively for the DISPERSED environment. Each point is a mean of values from 50 scenarios with each scenario having 3 trials.
VIII. CONCLUSION
We present Generalized Bidirectional RRT (GBRRT), a new bidirectional sampling based algorithm that does not require a two-point BVP solver and produces a continuous motion plan for solving the initial feasible motion planning problem. This algorithm instead of trying to connect the forward and reverse trees, makes the forward tree use the Cost To End (CTE) heuristic provided by reverse search tree to quickly converge to an initial feasible solution. We provide proofs to outline conditions under which GBRRT is probabilistically complete. We execute multiple simulation experiments in different environments and using different vehicles along with hardware experiments to show the effectiveness of our proposed algorithm using computation time ($t_c$), path length ($l_p$) and flight time ($t_f$) (only hardware) as the performance metrics.

Our results show that GBRRT performs better than existing state of the algorithms in DISPERSED and LARGE environments (both quadrotor and unicycle) and MAZE and NARROW environments (quadrotor) and the real obstacle course. GBRRT does better than all algorithms in the path length metric which can be attributed to the direct maneuvers (towards the goal) performed by GBRRT during exploitation search. This shows the power of performing a bidirectional search and using a heuristic in increasing the rate of convergence and producing good quality feasible solutions.
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APPENDIX

Algorithm 6: RRTSingleIteration($G, E, V$

1. $E_{new} \leftarrow$ getEdgeExtend($G$)
2. $v_{new} \leftarrow E_{new}\text{-finalNode}()$
3. if not CollisionCheck($E_{new}$) then
   4. $V \leftarrow V \cup \{v_{new}\}$
   5. $E \leftarrow E \cup \{E_{new}\}$
   6. return $v_{new}$
7. return NULL

Algorithm 7: getEdgeExtend($G$

1. $v_{next} \leftarrow$ RandomConfig()
2. $v_{near} \leftarrow$ NearestNeighbor($v_{next}, G$)
3. $v_{new} \leftarrow$ Extend($v_{near}, v_{next}$)
4. return ($v_{near}, v_{next}$)