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Abstract. We prove that Cheng’s maximal diameter theorem for hypergraphs with positive coarse Ricci curvature.

1. Introduction

It holds that the diameter of an \( n \)-dimensional Riemannian manifold with Ricci curvature bounded below by \( K(n-1) > 0 \) is at most \( \pi/\sqrt{K} \) by the famous Bonnet-Myers theorem. Moreover, under the same assumption and if \( \text{Diam} M = \pi/\sqrt{K} \), then \( M \) is isometric to the \( n \) dimensional sphere \( S^n(K^{-1/2}) \), which is known as Cheng’s maximal diameter theorem. These theorem have been extended to many other situations (see for instance [7–10, 15, 20–23, 28, 30, 31, 36] for Bonnet-Myers theorem and [12, 17, 19, 29, 32, 33] for rigidity theorem). Here we focus on Bonnet-Myers type and Cheng’s maximal diameter theorems for CD spaces and RCD spaces.

A synthetic notion of Ricci curvature bounded from below and dimension bounded from above on generic metric measure spaces, called the Curvature-Dimension condition \( \text{CD}(K, N) \) (\( K \in \mathbb{R}, N \in [1, \infty) \)), was introduced by Sturm and Lott-Villani [23,35,36]. Though many geometric and analytic properties are proven such spaces, the class of CD spaces is seen to be still huge. In fact, Finsler manifolds can become CD spaces and the Laplacian and the heat flow with respect to the Cheeger energy on generic CD spaces are possibly nonlinear. To restrict CD spaces to be more a manageable class, RCD spaces are defined by satisfying CD condition with the infinitesimally Hilbertian condition [3–5,13]. The heat flow and the Laplacian become linear operators thanks to the infinitesimal Hilbertianity. It is proven that on infinitesimal Hilbertian space, CD condition and Bakry-Émery type curvature-dimension condition coincides under mild assumptions [1]. For finite dimensional CD spaces, Bonnet-Myers theorem holds [23,36]. On the other hand, the maximal diameter theorem have not been proven on CD spaces (under the non-branching assumption, CD spaces are MCP ones. Therefore a partial result is given in [29]. On the other hand, MCP condition is not enough to guarantee the space being spherical suspension. see [18]). However on RCD spaces, Cheng’s maximal diameter theorem holds [17]. In [17], the infinitesimal Hilbertianity(or the linearity of the Laplacian) seems to play an important role in the proof.

There exist many notions of Ricci curvature on graphs (for example, [6,10,11,14,22,24,26,27,30,31,34]). The positivity of lower bound of Ricci curvature often leads the bounds of diameter. And sometimes Cheng’s maximal diameter theorem is also given. For instance, the maximal diameter theorem on graphs and directed graphs under positive Ricci curvature in the sense of Lin-Lu-Yau are proven in [12,32]. Note that Laplacian related such notions are linear though sometimes those operator is not symmetric and the corresponding Dirichlet form is nonlocal. Hence can we guess the linearity of the Laplacian needs to guarantee holding the maximal diameter theorem?
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In the present paper, we consider Cheng’s maximal diameter theorem under positive bound of coarse Ricci curvature on hypergraphs. The first author, Ikeda, and Takai introduced a Lin-Lu-Yau’s type coarse Ricci curvature notion on the class of weighted hypergraphs [15]. Under positive Ricci curvature bound, we have Bonnet-Myers type diameter bound. Actually if \( \inf_{x \neq y} g(x, y) \geq K > 0 \), \( \text{Diam} V \leq 2/K \) holds. Although our definition of Ricci curvature is based on the resolvent operator associated with the Laplacian that is nonlinear in general, we have the following theorem.

**Theorem 1.1.** Let \( V := (V, E, \omega) \) be a finite weighted hypergraph. Assume that \( \inf_{x \neq y} g(x, y) \geq K > 0 \). Accordingly \( \text{Diam} V \leq 2/K \). Moreover assume \( \text{Diam} V = 2/K \). Then there exists a pair of points \( p, q \in V \) with \( d(p, q) = \text{Diam} V \) such that every point \( v \in V \) is on a geodesic path connecting \( p \) and \( q \). Moreover if \( x, y \in V \) are on the same geodesic path connecting \( p \) to \( q \), then \( \varrho(x, y) = \varrho(x, y) = K \).

2. Preliminaries

2.1. Monotone operator. In this subsection, we give some results of the theory of maximal monotone operators that we need later. See [25] for the detailed proofs or more reference.

Let \( H \) be a Hilbert space with the inner product \( \langle \cdot, \cdot \rangle \) and \( A \) a multivalued operator, that is, \( Ax \subset H \) for any \( x \) in the domain of \( A \), denoted by \( \mathcal{D}(A) \). We denote the range of \( A \) by \( \mathcal{R}(A) := \{ y \; ; \; y \in Ax \text{ for some } x \in \mathcal{D}(A) \} \). And we define the inverse of \( A \) by \( A^{-1}x = \{ y \; ; \; x \in Ay \} \) with \( \mathcal{D}(A^{-1}) = \mathcal{R}(A) \). We say that \( A \) is monotone if
\[
\langle x' - y', x - y \rangle \geq 0
\]
holds for any \( x, y \in \mathcal{D}(A) \) and any \( x' \in Ax, y' \in Ay \). A monotone operator \( A \) is called an \( m \)-monotone operator if \( \mathcal{R}(I + \lambda A) = H \) for any \( \lambda > 0 \), where \( I \) is the identity operator on \( H \). It is known that \( A \) is an \( m \)-monotone operator if and only if \( A \) is a maximal monotone one. Here a monotone operator \( A \) is said to be maximal if any monotone operator \( B \) satisfying \( \mathcal{D}(A) \subset \mathcal{D}(B) \) and \( Ax \subset Bx \) for any \( x \in \mathcal{D}(A) \) coincides \( A \).

From now on, we always assume that \( A \) is an \( m \)-monotone operator. It is known that \( Ax \) is a closed convex subset in \( H \) for any \( x \in \mathcal{D}(A) \). Hence we find a unique element \( \bar{x} = \arg\min_{\|x'\|} \{ \|x'\| \; ; \; x' \in Ax \} \). We call \( \bar{x} \) the canonical restriction of \( A \) and denote it by \( A^0x \). Since \( \mathcal{R}(I + \lambda A) = H \), we are able to define the resolvent operators \( J_\lambda := (I + \lambda A)^{-1} \). One notable property of \( J_\lambda \) is that is actually single-valued. We also know the following result.

**Theorem 2.1.** Let \( A \) be an \( m \)-monotone operator. Then we have a unique solution \( u(t) \) to
\[
\frac{d}{dt} u(t) \in -Au(t), \quad t > 0 \quad u(0) = x \in \mathcal{D}(A).
\]
Moreover it is equivalent to the existence of a unique solution to
\[
\frac{d^+}{dt} u(t) = -A^0u(t), \quad t \geq 0 \quad u(0) = x \in \mathcal{D}(A).
\]
These two solutions are absolutely continuous and coincide with each other.

By the result above, we have the contraction semigroup with the generator \( A^0 \), that is, there exists a family of single-valued operators \( \{ T_t \}_{t \geq 0} \) with \( \mathcal{D}(T_t) = \mathcal{D}(A^0) \) such that
- \( T_0 = I \), \( T_{s+t} = T_s T_t \),
- For \( x \in \mathcal{D}(T_t) \), \( T_t x \) is strongly continuous with respect to \( t \),
Given $f$ and $\delta$, we define a function $\|T_i x - T_i y\| \leq \|x - y\|$, 

$$\lim_{h \to 0} \frac{1}{h} (T_h x - x) = -A^0 x$$

holds for any $x \in \mathcal{D}(A^0)$.

In general $T_1$ is not a linear operator.

**Example 2.2.** Let $E : H \to \mathbb{R} \cup \{\infty\}$ be a convex and lower semi-continuous functional on a real Hilbert space $(H, \langle \cdot, \cdot \rangle)$. Set $\mathcal{D}(E) := \{f \in H ; E(f) < \infty\}$. $h \in H$ is a sub-differential of $E$ at $f$ provided that

$$E(g) - E(f) \geq \langle h, g - f \rangle$$

holds for any $g \in H$. The set of all sub-differentials of $E$ at $f$ is denoted by $\partial E(f)$. Then it is known that $\partial E : H \to 2^H$ is an $\mathfrak{m}$-monotone operator defined on $\mathcal{D}(\partial E) := \{f \in \mathcal{D}(E) ; \partial E(f) \neq \emptyset\}$.

For this case, we have another representation of $J_\lambda$. It actually satisfies

$$J_\lambda f = \arg\min \left\{ \|f - g\|^2_{\lambda^{-1}} + E(g) : g \in \mathcal{D}(E) \right\}.$$ 

2.2. **Hypergraph.** A hypergraph $H = (V,E)$ consists of a vertex set $V$ and a hyperedge set $E \subseteq 2^V$. Unlike in the case of a graph, $e \in E$ can include more than two vertices. We use the notation $x \sim y$ for $x,y \in V$ provided $x,y$ is included in a same hyperedge $e \in E$. For given two vertices $x,y \in V$, we define the distance between them by

$$d(x,y) := \min \{n : x = x_0, x_i \sim x_{i+1}, x_n = y \text{ for } i = 1, \ldots, n-1\}.$$ 

A sequence of vertices $\{x_i\}_{i=0}^n$ that realizes the distance $d(x_0,x_n)$ is called a geodesic path. When $|V| < \infty$, $H = (V,E)$ is called a finite hypergraph. A weight function $\omega : E \to \mathbb{R}_{>0}$ is denoted by $\omega_e$ or $\omega(e)$ for $e \in E$. The weighted degree $d_x$ at $x \in V$ is defined by $d_x := \sum_{e \ni x} \omega_e$. Set a matrix $D = (D_{u,v})_{u,v \in V} \in \mathbb{R}^{V \times V}$ by

$$D_{u,v} := \begin{cases} d_u & \text{if } u = v, \\ 0 & \text{otherwise,} \end{cases}$$

and call it the (weighted) degree matrix. In this article, we consider only finite weighted hypergraphs.

Since $|V| < \infty$, a function $f : V \to \mathbb{R}$ is identified with a column vector $f \in \mathbb{R}^V$. An inner product for $f, g \in \mathbb{R}^V$ is defined by

$$\langle f, g \rangle := \sum_{x \in V} f(x)g(x)d_x^{-1}.$$ 

We define a function $\delta_v \in \mathbb{R}^V$ for $v \in V$ by

$$\delta_v(u) = \begin{cases} 1 & \text{if } u = v, \\ 0 & \text{otherwise.} \end{cases}$$

Given $f \in \mathbb{R}^V$, the base polytope $B_e$ for $e \in E$ is defined as

$$B_e = \text{Conv} \{\delta_u - \delta_v ; u,v \in e\} \subseteq \mathbb{R}^V.$$ 

We say a function $f : V \to \mathbb{R}$ weighted $K$-Lipschitz for $K > 0$ if $\langle f, \delta_x - \delta_y \rangle \leq K d(x,y)$ holds for any $x, y \in V$ and denote the set of weighted $K$-Lipschitz functions by $\text{Lip}_K^W(V)$. 
We define the Laplacian on the functions defined on $V$ as a multivalued operator by
\[
\mathcal{L} f := \left\{ \sum_{e \in E} \omega_e b_e^T(D^{-1} f)b_e : b_e \in \arg\max_{b \in B} b^T(D^{-1} f) \right\},
\]
here $b^T$ is the transpose vector of $b$. The following theorem is known.

**Theorem 2.3.** [16][37] The Laplacian $\mathcal{L}$ is an $\mathbb{M}$-monotone operator on the Hilbert space $(\mathbb{R}^V, \langle \cdot, \cdot \rangle)$.

Hence we define the resolvent operator $J_\lambda : \mathbb{R}^V \to \mathbb{R}^V$ and the contraction semigroup $h_t : \mathbb{R}^V \to \mathbb{R}^V$, that are both single-valued. We call $\{h_t\}_{t \geq 0}$ the heat semigroup or heat flow. One holds the following property, that is,
\[
L(a f) = a L f, \quad J_\lambda(a f) = a J_\lambda f, \quad h_t(a f) = ah_t(f)
\]
for $f \in \mathbb{R}^V$, $a \in \mathbb{R}$.

**Remark 2.4.** Actually $L$ is defined as the sub-differential of a functional on $\mathbb{R}^V$. Let $n = |V|$, $N := |E|$. Define a functional
\[
E(f) := \frac{1}{2} \sum_{e \in E} \omega_e \left( \max_{v \in \mathbb{R}} D^{-1} f(v) - \min_{v \in \mathbb{R}} D^{-1} f(v) \right)^2.
\]
For any $f' = \sum_{e \in E} \omega_e b_e^T(D^{-1} f)b_e \in L f$, $b_e \in \arg\max_{b \in B} b^T(D^{-1} f)$, we denote it by $f' = BW B^T \hat{f}$, where $B = [b_{e_1}, \ldots, b_{e_N}] \in \mathbb{R}^{n \times N}$, $W = \text{diag}(\omega_{e_1}, \ldots, \omega_{e_N}) \in \mathbb{R}^{N \times N}$, $\hat{f} = D^{-1} f \in \mathbb{R}^V = \mathbb{R}^n$.

\[
E(f) = \frac{1}{2} \sum_{e \in E} \omega_e \left( b_e^T(D^{-1} f) \right)^2 = \frac{1}{2} \langle \hat{f}^T B W B^T \hat{f} \rangle = \frac{1}{2} \langle BW B^T f, f \rangle = \frac{1}{2} \langle f', f \rangle
\]
holds. The continuity and the convexity of $E$ are clear. For $k, h \in \mathbb{R}^E$, we define $\langle h, k \rangle_W := h^T W k$. It is an inner product that satisfies $\langle f', f \rangle = \langle B^T \hat{f}, B^T \hat{f} \rangle_W$.

Then for any $g \in \mathbb{R}^V$, $g' = B_1 W B_1^T \hat{g} \in \mathcal{L} g$, it holds
\[
\langle f', g - f \rangle = \langle f', g \rangle - \langle f', f \rangle = \langle B^T \hat{f}, B^T \hat{g} \rangle_W - \langle f', f \rangle
\]
\[
\leq \| B^T \hat{f} \|_W \| B^T \hat{g} \|_W - \langle f', f \rangle
\]
\[
\leq \frac{1}{2} \| B^T \hat{f} \|_W^2 + \frac{1}{2} \| B^T \hat{g} \|_W^2 - \langle f', f \rangle
\]
\[
\leq \frac{1}{2} \| B_1^T \hat{g} \|_W^2 + \frac{1}{2} \| B^T \hat{f} \|_W^2
\]
\[
= E(g) - E(f).
\]
This means $f' \in \partial E(f)$. Accordingly $L f \subset \partial E(f)$. Since both $\mathcal{L}$ and $\partial E$ are maximal monotone operators, $\mathcal{L} = \partial E$.

$I \in \mathbb{R}^V$ is defined by $I(x) = 1$ for any $x \in V$.

**Lemma 2.5.** For any $f \in \mathbb{R}^V$ and any $f' \in L f$,
\[
\langle f', D f \rangle = 0.
\]

**Proof.** By the definition of the sub-differentials, we have
\[
0 = E(f + D I) - E(f) \geq \langle f', D I \rangle, \quad 0 = E(f - D I) - E(f) \geq \langle f', -D I \rangle.
\]
Combining these inequalities leads the consequence. $\square$
2.3. **Coarse Ricci curvature on hypergraphs.** Let $H = (V, E, \omega)$ be a weighted finite hypergraph. We define the new metric $\text{KD}_\lambda(x, y)$ on $V$, which plays a role of the $L^1$-Wasserstein distance between random walks with the initial distributions $\delta_x$ and $\delta_y$ respectively.

**Definition 2.6** (Nonlinear Kantorovich difference [15]). Given $\lambda > 0$, $x, y \in V$. The $\lambda$-nonlinear Kantorovich difference $\text{KD}_\lambda(x, y)$ is defined as

$$\text{KD}_\lambda(x, y) := \sup \{ \langle J_\lambda f, \delta_x - \delta_y \rangle : f \in \text{Lip}_1^\lambda(V) \}.$$ 

**Remark 2.7.** Each $\text{KD}_\lambda$ is a metric on $V([15])$. They are defined to imitate the Kantorovich-Rubinstein duality formula. We take a devious route not to tackle a problem to determine what is the canonical random walk on a hypergraph. Relations between $\text{KD}_\lambda$ and $\text{KD}_\mu$ for $\lambda, \mu > 0$ are still unclear.

We define a coarse Ricci curvature as a similar way to Lin-Lu-Yau’s coarse Ricci curvature on graphs.

**Definition 2.8** (Coarse Ricci curvature [15]). $\lambda$-coarse Ricci curvature $\kappa_\lambda(x, y)$ $(x, y \in V)$ is defined by

$$\kappa_\lambda(x, y) := 1 - \frac{\text{KD}_\lambda(x, y)}{d(x, y)}.$$ 

The upper coarse Ricci curvature $\pi$ is defined by

$$\pi(x, y) := \limsup_{\lambda \to +0} \frac{\kappa_\lambda(x, y)}{\lambda}.$$ 

Similarly, the lower coarse Ricci curvature $\underline{\kappa}$ is defined by

$$\underline{\kappa}(x, y) := \liminf_{\lambda \to +0} \frac{\kappa_\lambda(x, y)}{\lambda}.$$ 

**Remark 2.9.** For a positive constant $a > 0$, hypergraphs $H = (V, E, \omega)$ and $H' = (V, E, a\omega)$ have the same curvature. Indeed, $\langle \cdot, \cdot \rangle$, $J'_\lambda$, $\text{KD}'_\lambda$, and $\text{Lip}_{1\omega}^\lambda(V)$ is the inner product, the resolvent operator, $\lambda$-nonlinear Kantorovich difference and the set of weighted 1-Lipschitz functions on $H'$ respectively. It is easy to verify $J_\lambda f = J'_\lambda f$ and $f \in \text{Lip}_{1\omega}^\lambda(V)$ iff $af \in \text{Lip}_{1\omega}^\lambda(V)$. Therefore, for $f' = af \in \text{Lip}_{1\omega}^\lambda(V)$ with $f \in \text{Lip}_{1\omega}^\lambda(V)$, we have

$$\langle J'_\lambda(f'), \delta_x - \delta_y \rangle' = a^{-1} \langle J_\lambda(af), \delta_x - \delta_y \rangle = (J_\lambda f, \delta_x - \delta_y).$$

Hence $\text{KD}'_\lambda(x, y) = \text{KD}_\lambda(x, y)$. Accordingly $\lambda$-coarse Ricci curvature coincides.

We have the following formula.

**Lemma 2.10.** Let $H = (V, E, \omega)$ be a weighted hypergraph. Then

$$\pi(x, y) \leq \frac{1}{d(x, y)} \mathcal{C}(x, y),$$

where

$$\mathcal{C}(x, y) = \inf \{ \langle \mathcal{L}_f \delta_x - \delta_y \rangle : f \in \text{Lip}_{1\omega}^\lambda(V), \langle f, \delta_x - \delta_y \rangle = 1 \}.$$ 

**Lemma 2.11.** Let $f \in \text{Lip}_{1\omega}^\lambda(V)$ be a weighted 1-Lipschitz function and $f' \in \mathcal{L} f$. Then $|f'(x)| \leq d_x$ holds for any $x \in V$.

**Theorem 2.12** (Bonnet-Myers type theorem). Let $H = (V, E, \omega)$ be a weighted hypergraph with positive upper coarse Ricci curvature bound $\inf_{u \neq v} \pi(u, v) \geq K > 0$. Then $\text{Diam} H \leq 2/K$. 


The proof is already given in [15]. Since some techniques used in the proof are useful even for the main theorem, we show the outline of the proof.

**Proof.** Let \( p,q \in V \) be points such that \( d(p,q) = \text{Diam} \, H \). For any \( f \in \text{Lip}_\omega(V) \), \(|\mathcal{L}^0 f(x)| \leq d_x\) by Lemma 2.11. Then if \( (f, \delta_p - \delta_q) = d(p,q) \),

\[
K \leq \pi(p,q) \leq \frac{\langle \mathcal{L}^0 f, \delta_p - \delta_q \rangle}{d(p,q)} \leq \frac{\langle \mathcal{L}^0 f, \delta_p + \delta_q \rangle}{\text{Diam} \, H} \leq \frac{2}{\text{Diam} \, H}.
\]

\( \Box \)

**Remark 2.13.** Since \( \kappa(u,v) \leq \pi(u,v) \) holds for any \( u,v \in V \), the assumption in Theorem 2.12 can be replaced by \( \inf_{v \neq v} \kappa(u,v) \geq K \) instead of the lower bound of upper coarse Ricci curvature.

### 3. Proof of main theorem

We prove the following theorem.

**Theorem 3.1.** Let \( H = (V,E,\omega) \) be a weighted hypergraph with positive lower coarse Ricci curvature bound \( \inf_{v \neq v} \kappa(u,v) \geq K > 0 \). Assume \( \text{Diam} \, H = 2/K \).

Then there exists a pair of points \( p,q \in V \) such that every point \( x \in V \) is on a geodesic path from \( p \) to \( q \). Moreover if \( x,y \in V \) are on the same geodesic path.

Then \( \kappa(x,y) = \pi(x,y) \equiv K \).

**Proof.** Let \( p,q \in V \) be points such that \( d(p,q) = \text{Diam} \, H = 2/K =: L \). Define functions \( \rho_p,\rho_q, R : V \to \mathbb{R} \) by

\[
\rho_p(x) := d_x \tau_p(x) := d_x d(p,x), \quad \rho_q(x) := d_x d(q,x), \quad R(x) := L d_x.
\]

Put \( \mathcal{L}^0 \rho_p = \sum \omega_e b_e \hat{b}^e(r_p) \). By the proof of Theorem 2.12 we have \(|\langle \mathcal{L}^0 \rho_p, \delta_q - \delta_p \rangle| = 2 \). Since \( \rho_p(p) = \min_x \rho_p(x) \), we have \( \mathcal{L}^0 \rho_p(p) = \sum_{e \ni p} \omega_e (-1) = -d_p \). Combining these two facts, we obtain

\[
2 = \langle \mathcal{L}^0 \rho_p, \delta_q - \delta_p \rangle = \langle \mathcal{L}^0 \rho_p, \delta_q \rangle + 1 \Leftrightarrow \langle \mathcal{L}^0 \rho_p, \delta_q \rangle = 1.
\]

By the same way, we also have \( \langle \mathcal{L}^0 \rho_q, \delta_p \rangle = -\langle \mathcal{L}^0 \rho_q, \delta_q \rangle = 1 \).

Suppose there exists a point \( v \in V \) such that

(3.1) \[
f(v) := \rho_p(v) + \rho_q(v) - R(v) \geq d_v > 0.
\]

By (2.2),

\[
K \leq \kappa(p,v) \leq \frac{\langle \mathcal{L}^0 \rho_p, \delta_v - \delta_p \rangle}{d(p,v)} \Leftrightarrow K r_p(v) \leq \langle \mathcal{L}^0 \rho_p, \delta_v \rangle + 1.
\]

Multiplying \( d_v \) leads

(3.2) \[
K r_p(v) \leq \mathcal{L}^0 \rho_p(v) + d_v.
\]

By a similar calculation, we have

(3.3) \[
K r_q(v) \leq \mathcal{L}^0 \rho_q(v) + d_v.
\]

Combining (3.1), (3.2), and (3.3), we obtain

\[
\mathcal{L}^0 \rho_p(v) + \mathcal{L}^0 \rho_q(v) + 2d_v \geq K (\rho_p(v) + \rho_q(v)) = K (R(v) + f(v)) = 2d_v + \frac{2}{L} f(v).
\]

Set \( A := \{ v ; f(v) > 0 \} \). Summing up \( v \in V \) leads,

\[
\sum_{v \in V} (\mathcal{L}^0 \rho_p(v) + \mathcal{L}^0 \rho_q(v)) \geq \frac{2}{L} \sum_{v \in V} f(v) \geq \frac{2}{L} \sum_{x \in A} f(v) = \frac{2}{L} \text{vol}(A) > 0.
\]
On the other hand,
\[
\sum_{v \in V} (\mathcal{L}^0\rho_p(v) + \mathcal{L}^0\rho_q(v)) = \langle \mathcal{L}^0\rho_p, D1 \rangle + \langle \mathcal{L}^0\rho_q, D1 \rangle = 0.
\]
This contradicts. Hence each point is on a geodesic path connecting from \(p\) to \(q\).

Take a pair of points \(v, w\) on a same geodesic path \(\gamma\) connecting from \(p\) to \(q\).

With out loss of generality, we may assume \(v = \gamma_k, w = \gamma_l\) with \(k < l\). Note that
\[
\langle \rho_p, \delta_v - \delta_w \rangle = d(v, w),
\]
since \(v, w\) are on \(\gamma\). By (2.2), we have
\[
Kd(p, v) \leq \langle \mathcal{L}^0\rho_p, \delta_v - \delta_p \rangle, \\
Kd(v, w) \leq \langle \mathcal{L}^0\rho_p, \delta_w - \delta_v \rangle, \\
Kd(w, q) \leq \langle \mathcal{L}^0\rho_p, \delta_q - \delta_w \rangle.
\]
Adding these inequalities, we have
\[
Kd(p, q) = Kd(p, v) + d(v, w) + d(w, q) \leq \langle \mathcal{L}^0\rho_p, \delta_q - \delta_p \rangle = Kd(p, q).
\]
Hence all inequalities are actually equalities. Therefore
\[
K \leq K(v, w) \leq \frac{\langle \mathcal{L}^0\rho_p, \delta_v - \delta_w \rangle}{d(v, w)} = K.
\]

\[\square\]

On Riemannian manifolds, Lichnerowicz-Obata’s theorem is also known. It states that the first non-zero eigenvalue \(\lambda_1\) of the Laplacian on \(n\)-dimensional Riemannian manifold \(M\) with \(\text{Ric}_g \geq (n-1)\) satisfies \(\lambda_1 \geq n\) and \(\lambda_1 = n\) if and only if \(M = \mathbb{S}^n(1)\). We have a weaker theorem, whose proof is similar to (3.2).

**Corollary 3.2.** Under the same assumption as in Theorem 3.1, then \(\lambda_1 = K\).

**Proof.** We have \(\lambda_1 \geq K\) by Theorem 5.1 in [15]. By the proof of Theorem 3.1 inequalities (3.2) and (3.3) are actually equalities, that is, \(K\rho_p(v) = \mathcal{L}^0\rho_p(v) + d_v\).

Set \(f := \rho_p - K^{-1}D1\). Since \(\mathcal{L}^0(\rho_p - K^{-1}D1) = \mathcal{L}^0\rho_p\) (Lemma 2.3 in [15]), then
\[
\mathcal{L}^0f(v) = \mathcal{L}^0(\rho_p - K^{-1}D1)(v) = \mathcal{L}^0(\rho_p)(v) = K\rho_p(v) - d_v = Kf(v).
\]

Hence \(\lambda_1 = K\).

**Remark 3.3.** Since (3.3) is also equality, \(\rho_q - K^{-1}D1\) is also an eigenfunction for \(\lambda_1 = K\). However due to the nonlinearity of \(\mathcal{L}^0\), the set of eigenfunctions is not a linear space.

4. **Examples**

**Example 4.1.** Let \(V := \{p, q, v_1, v_2\}\) be a vertex set and \(E_1 := \{e_i\}_{i=1}^7\) a hyperedge set, where
\[
e_1 = pv_1, e_2 = pv_2, e_3 = v_1v_2, e_4 = v_1q, e_5 = v_2q, e_6 = pv_1v_2, e_7 = v_1v_2q.
\]
Define a weight function \(\omega: E_1 \to \mathbb{R}_{>0}\) by \(\omega_x \equiv 1\). Then the weighted hypergraph \(H_1 = (V, E_1, \omega)\) satisfies \(\omega_{x \neq y} \geq 1\), and \(\text{Diam} V = 2\). Thus \(H_1\) satisfies the assumption of Theorem 3.1. Actually \(v_1, v_2\) is on a geodesic from \(p\) to \(q\), and \(\gamma(p, v_i) = \gamma(v, q) = 1\) is satisfied.

**Example 4.2.** Let \(V := \{p, q, v_1, v_2\}\) be a vertex set and \(E_2 := \{e_1, e_2\}\) a hyperedge set, where
\[
e_1 = pv_1v_2, e_2 = v_1v_2q.
\]
Define a weight function $\omega : E_2 \to \mathbb{R}_{>0}$ by $\omega_e \equiv 1$. Then the weighted hypergraph $H_2 = (V, E_2, \omega)$ satisfies $\inf_{x \neq y} \kappa(x, y) \geq 1$, and $\text{Diam} V = 2$. Thus $H_2$ satisfies the assumption of Theorem 3.1. Actually $v_1, v_2$ is on a geodesic from $p$ to $q$, and $\kappa(p, v_i) = \kappa(v_i, q) = 1$ is satisfied.

**Figure 2.** $H_2 = (V, E_2)$

**ACKNOWLEDGEMENT**

The authors would like to thank Professors Shin-ichi Ohta and Yohei Sakurai for their helpful comments and fruitful discussions. The first author is supported by Grant-in-Aid for Young Scientists JP18K13412.

**REFERENCES**

[1] L. Ambrosio, N. Gigli, and G. Savaré, Bakry-Émery curvature-dimension condition and Riemannian Ricci curvature bounds, Ann. Probab. 43 (2015), no. 1, 339–404, DOI 10.1214/14-AOP907. MR3298475

[2] L. Ambrosio, N. Gigli, and G. Savaré, Calculus and heat flow in metric measure spaces and applications to spaces with Ricci bounds from below, Invent. Math. 195 (2014), no. 2, 289–391, DOI 10.1007/s00222-013-0456-1. MR3152751
[27] F. Münch, *Li-Yau inequality on finite graphs via non-linear curvature dimension conditions*, J. Math. Pures Appl. (9) 120 (2018), 130–164, DOI 10.1016/j.matpur.2018.10.006. MR3906157

[28] S.-i. Ohta, *On the measure contraction property of metric measure spaces*, Comment. Math. Helv. 82 (2007), no. 4, 805–828, DOI 10.4171/CMH/110. MR2431840 (2008j:53075)

[29] S.-i. Ohta, *Products, cones, and suspensions of spaces with the measure contraction property*, J. Lond. Math. Soc. (2) 76 (2007), no. 1, 225–236, DOI 10.1112/jlms/jdm057. MR2351619

[30] Y. Ollivier, *Ricci curvature of Markov chains on metric spaces*, J. Funct. Anal. 256 (2009), no. 3, 810–864, DOI 10.1016/j.jfa.2008.11.001. MR2484937 (2010j:58081)

[31] R. Ozawa, Y. Sakurai, and T. Yamada, *Geometric and spectral properties of directed graphs under a lower Ricci curvature bound*, Calc. Var. Partial Differential Equations 59 (2020), no. 4, Paper No. 142, 39, DOI 10.1007/s00526-020-01809-2. MR4135639

[32] R. Ozawa, Y. Sakurai, and T. Yamada, *Maximal diameter theorem for directed graphs of positive Ricci curvature*, arXiv:2011.00755.

[33] Q.-h. Ruan, *Two rigidity theorems on manifolds with Bakry-Émery Ricci curvature*, Proc. Japan Acad. Ser. A Math. Sci. 85 (2009), no. 6, 71–74, DOI 10.3792/pjaa.85.71. MR2532422

[34] M. Schmuckenschlager, *Curvature of nonlocal Markov generators*, Convex geometric analysis (Berkeley, CA, 1996), Math. Sci. Res. Inst. Publ., vol. 34, Cambridge Univ. Press, Cambridge, 1999, pp. 189–197. MR1665591

[35] K.-T. Sturm, *On the geometry of metric measure spaces. I*, Acta Math. 196 (2006), no. 1, 65–131, DOI 10.1007/s11511-006-0002-8. MR2237206 (2007k:53051a)

[36] K.-T. Sturm, *On the geometry of metric measure spaces. II*, Acta Math. 196 (2006), no. 1, 133–177, DOI 10.1007/s11511-006-0003-7. MR2237207 (2007k:53051b)

[37] Y. Yoshida, *Cheeger inequalities for submodular transformations*, Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete Algorithms, SIAM, Philadelphia, PA, 2019, pp. 2592–2601, DOI 10.1137/1.9781611975482.160. MR3909629

(Yu Kitabeppu) KUMAMOTO UNIVERSITY
*Email address*: ybeppu@kumamoto-u.ac.jp

(Erina Matsumoto) KUMAMOTO UNIVERSITY
*Email address*: 191d8010@st.kumamoto-u.ac.jp