I. Introduction

Electron transfer underpins technologies such as photovoltaics,\(^1,^2\) organic thin film transistors, light-emitting diodes,\(^3\) photocatalysis,\(^4\) DNA based molecular electronics,\(^5,^6\) as well as energy transfer in nature\(^7\) including radiation damage and repair.\(^8,^9\) The injection of excess electrons plays a major role in the performance of electrical insulation with significant economic consequences.\(^10\) Polymers are commonly employed as insulators in electric and electronic devices such as capacitors,\(^11-13\) transistors,\(^14,15\) fuel cell membranes,\(^16,17\) and in high-voltage cables.\(^18\) When polymers are used for high-voltage cables their insulating properties such as the electrical conductivity or breakdown strength degrade over time due to exposure to heat, light, moisture, surfactants, mechanical stress, and high electric fields.\(^19,20\) This degradation process is thought to be related to the trapping processes of charge carriers, the so-called space charge.\(^19\)

It has been suggested that the insulating properties of polymers can be improved by the addition of nanoparticles to form nanocomposites: a homogeneously-dispersed blend of a dielectric material with a filler whose particles have radii of up to a few tens of a nanometre.\(^21\) Polymer nanocomposites made by blending a polymer with oxide nanoparticles have been reported to have higher effective permittivities,\(^22,23\) and enhanced electrical breakdown strength\(^24\) than those of the base polymer. It is thought this enhancement is a consequence of a reduction in injected (excess) electron mobility caused by trapping at the new interfaces created by the presence of nanoparticle surfaces, in addition to those already present in the base polymer (through nanovoids\(^25\) and chemical defects and impurities\(^26\)). In polyethylene, the addition of nanoparticles has been shown to suppress space charge.\(^27\)

A common choice of nanoparticle additive is silicon oxide (SiO\(_2\)). Thermally grown oxides on silicon and silicon carbide supports exhibit high electric breakdown field strengths of up to 9.2 MV cm\(^{-1}\).\(^28\) Photon stimulated tunnelling (PST) of electrons at the Si/SiO\(_2\) interface show the presence of very deep electron traps of 2.77 ± 0.05 eV (below the conduction band).\(^29\) Electron trapping is known to have a dramatic effect on the performance and reliability of electronic devices employing silicon dioxide as gate insulators and in charge trap flash memory devices.\(^30,31\) While it is clear that addition of silica nanoparticles changes the electrical characteristics of polymer nanocomposites, there is some doubt as to whether these effects are due to the presence of nanoparticles (with or without a surface coating) or due to water adsorption or entrained solvent associated with the creation of the nanocomposite.\(^32\)

Therefore, the goal of this work is to study the properties of excess electrons at a number of interfaces relevant to nanocomposites by combining amorphous polyethylene, water, and amorphous silica phases using density functional theory (DFT). Our aim is to understand at a fundamental level the microscopic processes underlying the experimental data discussed above, in particular the possible role of water. This DFT
work significantly extends our previous studies of pure polyethylene\textsuperscript{25,26,33–35,41} to encompass mixtures.

In the past DFT has been used to study the degree of localisation of excess electrons at polyethylene interfaces\textsuperscript{16,37} and in bulk\textsuperscript{38,39} by assuming that the excess electron can be described by Kohn–Sham orbitals. However, it has been unclear to what extent the use of these orbitals could be justified\textsuperscript{40} to model excess electrons, especially when employing hybrid functionals as the Koopmans’ theorem is only valid for closed-shell Hartree–Fock theory. Nevertheless, we have recently used the all-electron CRYSTAL17\textsuperscript{59} code at the B3LYP level of theory to compare the representation of an excess electron in polyethylene in bulk and its vacuum interfaces by the lowest-unoccupied molecular orbital (LUMO) of a $N$ electron system and the highest-occupied molecular orbital (HOMO) of an $N + 1$ system (the $+1$ electron balanced by a uniform background charge).\textsuperscript{41} These two representations have also been compared with the single-electron Lanczos behaviour\textsuperscript{44} employing an excess electron-polyethylene pseudopotential fitted\textsuperscript{44} to experimental data for the bottom of the conduction band of alkanes measured with respect to vacuum. Although both orbitals localise excess electrons at similar positions in the interface and have similar localisation lengths, the excess electron energy predicted by the LUMO(HOMO) corrected to a zero at the vacuum level, agrees best with the Lanczos’ for the larger vacuum gaps\textsuperscript{41} and hence will be used in this work.

The surface chemistry of nanoparticles used to create nanocomposites affects the dispersion of nanoparticles in a polymer matrix as well as the measured electrical properties. Thus, we vary the silica surface chemistry in this study to make it more or less hydrophilic. A silica surface can be characterised by the coordination number $Q$ of the surface silicon atoms. We create both $Q^3$ and $Q^4$ amorphous surfaces. On a $Q^4$ surface all dangling silicon atoms are bridged with four oxygen neighbours, similarly, on a $Q^3$ surface silicon atoms are connected with three oxygen neighbours and a hydroxyl group -OH (silanol). The $Q^4$ surface is obtained experimentally by calcination of $Q^3$ and $Q^5$ surfaces at 900 K\textsuperscript{42} and is hydrophobic with a heat of immersion of 22 mN m\textsuperscript{-1} whereas the silanated surfaces are hydrophilic.\textsuperscript{43} We also consider the effect of adding a free water film to the silica surface and the role of silanols formed spontaneously in the \textit{ab initio} simulations.

The manuscript is organised as follows. In Section II, we briefly describe the methods employed to build the bulk and interfacial systems and the parameterisation of the DFT calculations. Given the large amount of detail, we present the full methodology in the ESL.\textsuperscript{†} In Section III, we present the degrees of localisation and energies of excess electrons in bulk systems and for the interfacial systems of amorphous polyethylene and water, amorphous polyethylene and silica, and water and amorphous silica. In Section IV, we compare the excess electron properties in bulk and at interfaces, we also predict the valence and conduction band offsets at the interfaces. Finally, Section V concludes our main findings and looks at the implications for future work.

II. Simulation methods

In this section we describe the main procedures used to prepare the systems of amorphous polyethylene, amorphous silica, and liquid water, and their interfaces as well as the \textit{ab initio} calculations to obtain their excess-electron properties. Full details are given in Section SI of the ESL.\textsuperscript{†}

Slabs of amorphous silica are prepared in a two-stage process. In the first stage, we use the classical molecular package LAMMPS\textsuperscript{44} to generate a bulk system made with $3 \times 3 \times 2$ unit cells in the beta-cristobalite lattice. We then follow a melting-quench process to yield an amorphous cube with a density of $2.18$ g cm\textsuperscript{-3}, close to the experimental value of $2.20$ g cm\textsuperscript{-3}.\textsuperscript{45} The resulting configuration is then imported to the Materials Studio package,\textsuperscript{46} where a vacuum gap of 2 nm is imposed in the z-direction to create two surfaces. We then bridge a small number of Si atoms to four O atoms on the surface and in the inner regions of the slab. We next optimise the geometry with the COMPASS2\textsuperscript{47} force field available in the Forcite Module and then with the DFTB+ Module and finally with \textit{ab initio} package CP2k\textsuperscript{48} in its QUICKSTEP\textsuperscript{49} implementation. CP2k uses GTH pseudopotentials\textsuperscript{50,51} and double-$\zeta$ basis sets with polarization functions (DZVP) as well as Grimme scheme\textsuperscript{62} to include long-range forces. This bridging and optimisation is repeated until the surface is stable at which point we run an \textit{ab initio} molecular dynamics simulation with CP2k with a timestep of $0.25 \times 10^{-3}$ ps. The final $Q^4$ (no dangling silanol Si–OH groups) surface has a cross section of $1.578 \times 1.572$ nm in the $y$ and $z$ directions and a length of 2.475 nm in the $x$-direction. We believe that this length is sufficiently long to reproduce bulk-like conditions in the inner layers of this silica slab as Goumans et al.\textsuperscript{53} showed that a slab of quartz-silica with a thickness of 1.125 nm is sufficiently large to represent bulk-like behaviour in the innermost layers. We use this $Q^4$ surface to create others with $Q^3/Q^5$ chemistries, in which a few Si–O are broken in the $Q^4$ surface and replaced with silanol Si–OH groups with concentrations of up to 6.86 groups per nm\textsuperscript{2}.\textsuperscript{54} Once the silanol groups are built, the slabs are optimised with CP2k and run with \textit{ab initio} molecular dynamics again.

The amorphous polyethylene systems are also prepared using the Materials Studio software using four chains of 40 carbons with the COMPASS2 force field. The amorphous solid has the same cross section as the amorphous silica slab and a depth of 1.76 nm. Chains are not allowed to cross the boundaries in the $x$ direction to avoid splitting the chains when a vacuum gap of 2.0 nm is imposed (see later) though periodic boundary conditions are still applied in all three directions. These configurations are then relaxed with CP2k with the local-density approximation (LDA) and the long-range forces are described by the Dion–Rydberg–Schroeder–Langreth–Lundqvist (DRLSL) nonlocal van der Waals density functional.\textsuperscript{55} After the structure is optimised, we run a short \textit{ab initio} molecular dynamics simulation of 1 ps to further relax the structure.

Finally, ensembles of liquid water at 300 K are first prepared using the TIP04/2005 model,\textsuperscript{56} which gives excellent density
predictions at 278 K. The system is composed of 150 molecules, occupying a parallelepiped region with the same cross section as the silica and polyethylene samples. We next run an ab initio molecular dynamics simulation with CP2k for 25 ps with a timestep of $0.25 \times 10^{-3}$ ps to relax the bond lengths with the PBE functional revised for small molecules \cite{revPBE} in the bulk and, with a vacuum gap of 2.0 nm, to create a water/vapour interface. We have used the revPBE functional because from simulations with a cubic system of 343 molecules at constant temperature 300 K and pressure of 1 bar, we have found that this revised form improves significantly the agreement with the experimental density with respect to the original parameterisation PBE: the disagreement is only 3.9% using revPBE, whereas it deviates up to 13.4% with PBE. Note though that the high computational cost of these ab initio molecular dynamics calculations restricts the length of time for which we can simulate these water systems. One ps of simulated time with CP2k needs to be run on 64 processors for nearly 10 hours for the bulk phase and 13 hours with the 2.0 nm vacuum gap.

Once the pure systems have been prepared, we build interfaces of water/polyethylene, silica/polyethylene, and silica/water/silica. The first is prepared with no vacuum using the revPBE functional and Grimme scheme. The second is prepared with and without a 2.0 nm vacuum gap, which requires the LDA/DRSLL setup for the former and the PBEsol/Grimme for the latter. The use of LDA is justified because the polymer chains evaporate after a few ps of simulation. The third type of interface is prepared with the same vacuum gap and employs the revPBE functional. Once the computational setup is ready, the geometry of each two-component system is optimised with CP2k to avoid undesirable orbital overlap between the atoms at each surface. Thanks to this optimisation, the simulations require a shorter time to equilibrate. The systems are run in C2PK for 7.5 ps for polyethylene/silica and 15 ps for polyethylene/water and 15 ps for water/silica/water to obtain a sufficient number of configurations with a timestep of $0.25 \times 10^{-3}$ ps.

The resulting configurations from the ab initio molecular dynamics runs are then used by the all-electron CRYSTAL17 DFT code\cite{CRYSTAL} to obtain their excess-electron properties. The DFT calculations are carried out using the hybrid B3LYP exchange-correction functional, which as shown in our previous work\cite{hybrid} is able to reproduce the experimental band gap of crystalline polyethylene and the energy and degree of spatial localisation of excess electrons in amorphous polyethylene. A standard all-electron 6-31G**\cite{6-31G**} basis set is used to represent the local atomic orbitals in terms of primitive Cartesian Gaussian functions. Polarization functions (p-functions for hydrogens and d-functions for carbons, oxygens, and silicon) are used to ensure that the orbitals can distort from their original atomic symmetry, and to adapt to the molecular surroundings leading to a better prediction of the total energy of the system with high hydrogen content.\cite{polarization}

The size of the systems allows us to restrict the reciprocal space integrations to the $I$-point of the Brillouin zone and ground-state energy convergence is enforced at $1 \times 10^{-6}$ Ha. We have used the default parameters in CRYSTAL17 to calculate the two-electron coulombic and exchange integrals.

Periodic boundary conditions are imposed on the $x$, $y$, $z$ directions in systems with no vacuum using the keyword CRYSTAL and on the $x$ and $y$ directions in systems with a 2.0 nm vacuum gap using the keyword SLAB. We refer herein-after as ‘3D-periodic’ to the first type of simulations and ‘2D-slab’ to the second. We use this second type of calculations in systems where surface dipoles are present, such as liquid water or silica slabs with hydroxylated walls, to obtain a well-defined vacuum level, where the zero of the electrostatic potential $V_z$ is defined by the CRYSTAL code in such a way that $V_z(\pm \infty) = -V_z(-\infty)$. See, for example, the case with a slab of amorphous silica with a silanol surface concentration of $1.61 \, \text{nm}^{-2}$ in Fig. S1 in the ESL.\cite{ESL} In this case, the permanent dipole in the silica slab divides the space in two parts, with higher and lower potential, having two equally valid vacuum states. An electron extracted from the material will chose the side with a positive potential to have a negative (minimum) potential energy in the vacuum. Hence, we correct the energies of the LUMO using

$$\text{LUMO}_{\text{corrected}} = \text{LUMO}_{\text{uncorrected}} - e\langle V_z \rangle_{\text{vacuum}}$$

where LUMO$_{\text{corrected}}$ and LUMO$_{\text{uncorrected}}$ are the correspondent corrected and uncorrected energies of this orbital, $e$ the electron’s charge, and $\langle V_z \rangle_{\text{vacuum}}$ is the positive average of the electrostatic potential. For systems with no dipoles, such as slabs of amorphous polyethylene or silica with no silanols, the LUMO energies are corrected with the following expression:

$$\text{LUMO}_{\text{corrected}} = \text{LUMO}_{\text{uncorrected}} - (E_{\text{band }1,\text{bulk-like}} - E_{\text{band }1,\text{bulk}}) - e\langle V_z \rangle_{\text{vacuum}},$$

where the difference between $E_{\text{band }1,\text{bulk-like}}$ and $E_{\text{band }1,\text{bulk}}$ corresponds the core-level shift of the energies of the band 1 in the bulk case and the bulk-like region from a second simulation with a 2.0 nm vacuum gap with a $Q^4$ surface. Eqn (2) is also applied to obtain excess electron energies for amorphous polyethylene slabs.

### III. Results and discussion

#### III.1. Pure systems of silica and water

Before studying the interfacial systems, we first analyse the behaviour of excess electrons in bulk water and silica, as represented by the LUMO of our $N$-electron system. This analysis complements our recent work on bulk amorphous polyethylene and its vacuum interfaces.\cite{hybrid} In bulk polyethylene an excess electron localises in naturally occurring nanovoids\cite{nanovoids} with radii less than 0.4 nm. In the presence of large empty gaps between planar amorphous slabs, the excess electron localises on the unfilled side of the polyethylene surface, its density peaking at 0.2 nm into the vacuum with a localisation length of 0.34 nm and an energy of around $-0.2$ eV in good agreement with single-electron methods.

For pure silica, a 3D-periodic calculation with CRYSTAL17 predicts that 80% of the LUMO’s charge sits in a small cavity between atomic rings in the bulk phase as shown in Fig. 1.
waves which predict a comparable excess electron localisation in silica has been also observed in other DFT studies using plane waves (see Table 1). This strong localisation in the bulk of amorphous silica arises from the presence of the interface or be reduced using more accurate techniques such as GW. Note relying strictly on a pure generalised gradient approximation (GGA) produces worse predictions. Of course, we can always tune the contribution of the Hartree–Fock exchange in B3LYP or other hybrid DFT functionals to obtain the experimental result.

III. 2. Interfaces of amorphous polyethylene and water

Taking as a reference the behaviour of excess electrons in pure water, we now analyse the interfacial system made by combining water with a slab of amorphous polyethylene. Unfortunately, in this case we cannot calculate the energy of the LUMO from a 2D-slab calculation with a system made of water, polyethylene, and vacuum as it requires running ab initio molecular dynamics with CP2k. This CP2k calculation requires in turn choosing an appropriate exchange–correlation functional and here we find that any PBE functional will ultimately cause the polymer chains to evaporate in the presence of vacuum. The alternative is to use LDA, which we find severely overestimates the density of water at 300 K. We therefore study interfacial systems of amorphous polyethylene and water with revPBE, but without a vacuum phase, thus preventing the disintegration of the polyethylene interface. These two specific volumes are similar to those reported using a Lanczos algorithm, where the wavefunction overlapped around 37 water molecules within two 3D-periodic cubic simulation cells of 1.817 nm (200 molecules) and 2.464 nm (499 molecules). In the presence of a water interface, the excess electron sits at the interface as shown by the averaged profiles along the z-direction plotted in Fig. 3. Our simulations predict a diffusion coefficient for the excess electron of 1.16 (±0.37) m² s⁻¹ for the 3D-periodic system and an order of magnitude higher at 10.68 (±0.30) m² s⁻¹ for the 2D-slab with vacuum (see Fig. S2 and S3 in the ESI†), which compare reasonably well with the experimental measurement of 4.90 (±0.12) m² s⁻¹ at 298 K for bulk water.

As previously discussed, the ground-state energy of the excess electron simulations is approximated as that of the LUMO(N). By averaging the energies of this orbital every 0.25 ps between 10.0 and 25.0 ps, we find an excess-electron energy of −0.12 (±0.30) eV in a 2D-slab simulation with its centre of charge located at z = −4.09 nm from the centre of mass of the 150-molecule system. With 200 molecules, this energy increases slightly to −0.03 (±0.37) eV but note the large standard deviation. Our predictions are in good agreement with those obtained with single-electron pseudopotential methods and experiments. For instance, Turi et al. found that the excess electron localises in cavities of bulk water with an average energy of −0.23 eV averaging over 500 configurations and 500 molecules. His predictions and ours compare well with experimental measurement of −0.12 eV (see Table 1). Note that, one advantage of using CRYSTAL17 with respect to pseudopotential methods, is that we can extract the energy of all electronic bands, including the HOMO. Doing so, we obtain an electronic band gap of 6.04 (±0.39) eV with 150 molecules and 5.53 (±0.59) eV with 200 molecules using 2D-slab water simulations, which underestimate the experiments by around 1.2 eV. This difference may arise from the presence of the interface or be reduced using more accurate techniques such as GW. Note relying strictly on a pure generalised gradient approximation (GGA) produces worse predictions. Of course, we can always tune the contribution of the Hartree–Fock exchange in B3LYP or other hybrid DFT functionals to obtain the experimental result.

We obtain a corrected DFT excess electron energy of −1.54 eV for the 3D-periodic and −1.43 eV for the 2D-slab calculations (see Table 1). This strong localisation in the bulk of amorphous silica has been also observed in other DFT studies using plane waves, which predict a comparable excess electron localisation energy of −1.25 eV. Our 2D-slab calculations allow us to investigate the effect of adding silanol groups on the silica walls. The results in Table 1 indicate the LUMO energy increases with increasing surface hydroxylation, which suggests that the electron prefers to move away from the hydroxyl groups. This preference has been also observed in polycrystalline MgO, where hydroxyl groups form shallower and more diffuse electron traps than those created on the dehydroxylated surface.

Turning now to liquid water, Fig. 2 illustrates the distribution of 80% of the LUMO charge in the bulk phase with a 3D-periodic calculation and with vacuum in a 2D-slab simulation. In both cases, the electron with 80% of its charge is found between 0 and 25 ps in a region that encloses 46 molecules for the bulk and 42 molecules for the ensemble with a vapour (vacuum)
phase. Fig. 4 shows that in these systems the electron prefers to sit on a water region near the interface with polyethylene similar to the water/vacuum case. This result is consistent with the nature of polyethylene, a compound that repels injected negative charge carriers due to its negative electron affinity. Although we cannot provide LUMO energies, we believe that the impact of the polymer on the localisation and energy of the solvated electron should be small and therefore, we can assume that its energy can be taken from the 2D-slab calculations of water and vacuum. Furthermore, this two-component system offers us the possibility of studying the transport of the extra charge across the interfaces via calculating the valence (VBO) and conduction band (CBO) offsets. The former are determined using the method of layer-decomposed density of states proposed by Shi and Ramprasad since the traditional line-up method is more appropriate for crystalline systems as it assumes that the variation of the electrostatic potential is only affected by the changes of the outmost atomic layers assembled at the interface formed by two compounds. In contrast, in our work, the potential will also change due to the lack of periodic arrangement of the atomic positions in our amorphous and liquid systems. This aperiodicity obliges to us to apply the method of layer-decomposed density of states for a number of configurations (obtained every 0.25 ps) to obtain robust statistical results. In each configuration, we calculate the density of

Table 1

| System                                      | Calculation details | $E_{\text{LUMO}}$ | $E_{\text{exp}}$ (eV) | $E_{\text{gap}}$ (eV) |
|---------------------------------------------|--------------------|-------------------|-----------------------|-----------------------|
| Bulk a-SiO$_2$                              | 3D-periodic        | -1.54             | 4.00                  |
| Q$^4$ surface SiO$_2$ + 2.0 nm vacuum       | 3D-periodic        | -1.43             | 5.84                  |
| Q$^4$ surface SiO$_2$ + 2.0 nm vacuum       | 2D-slab            | -2.06             | 5.75                  |
| Q$^4$Q$^4$ surface SiO$_2$ with [SiOH] = 1.61 nm$^{-2}$ + 2.0 nm vacuum | 2D-slab            | -1.65             | 6.36                  |
| Q$^4$Q$^4$ surface SiO$_2$ with [SiOH] = 3.22 nm$^{-2}$ + 2.0 nm vacuum | 2D-slab            | -1.33             | 6.20                  |
| Q$^4$Q$^4$ surface SiO$_2$ with [SiOH] = 4.84 nm$^{-2}$ + 2.0 nm vacuum | 2D-slab            | -1.49             | 5.97                  |
| Q$^4$Q$^4$ surface SiO$_2$ with [SiOH] = 6.86 nm$^{-2}$ + 2.0 nm vacuum | 2D-slab            | -1.25             | 5.99                  |
| Bulk a-SiO$_2$                              | Experiment         | -0.95             | 8.74                  |
| Bulk water 150 molecules                    | 3D-periodic        | -0.12 ± 0.30      | 6.04 ± 0.39           |
| Slab of liquid water 150 molecules + 2.0 nm vacuum | 2D-slab            | -0.03 ± 0.37      | 5.53 ± 0.59           |
| Slab of liquid water 200 molecules + 2.0 nm vacuum | 2D-slab            | -0.12 ± 0.37      | 6.94 ± 0.19           |
| Bulk water                                  | Experiment         | -0.10 ± 0.37      | 7.66 ± 0.07           |
| Bulk a-PE chains with ghost atoms separated by 0.148 nm | 3D-periodic with LDA in CP2k | -0.14 ± 0.37      | 7.58 ± 0.07           |
| Bulk a-PE rings with ghost atoms separated by 0.148 nm | 3D-periodic with revised PBE in CP2k | 0.04 ± 0.38       | 7.72 ± 0.05           |
| Bulk a-PE chains with ghost atoms separated by 0.148 nm | 3D-periodic with revised PBE in CP2k | -0.14 ± 0.08      | 7.58 ± 0.07           |
| Bulk a-PE                                   | Experiment         | <0.076            | 8.872                 |

Fig. 2 Red isosurfaces show 80% of the excess electron charge with values of $1.67 \times 10^{-5}$ electron per Bohr$^3$ in bulk (a) and $2.59 \times 10^{-4}$ electron per Bohr$^3$ with a 2.0 nm vacuum gap (b) of the LUMO of the neutral system of 150 molecules of bulk liquid water. Oxygen atoms are painted in blue and hydrogens in green.

Fig. 3 Averaged profiles of the LUMO charge and atomic densities across the $z$ direction in a water/vacuum system with 150 molecules for different time intervals of $ab$ initio molecular dynamics simulation.
states with CRYSTAL17 in 15 slices of atoms with a thickness of 0.26 nm and from each slice spectrum we find the HOMO. We plot the HOMOs of each layer vs. its position perpendicular to the interface (e.g. z) and the valence band offset is taken as the maximum difference between the HOMOs in water and polyethylene (see Fig. S4 in the ESI†):

\[ VBO = \max(E_{\text{HOMO},a-\text{PE}} - E_{\text{HOMO},\text{water}}) \] (3)

where \( E_{\text{HOMO},a-\text{PE}} \) is the energy of the HOMO in a slice of the amorphous polyethylene slab and \( E_{\text{HOMO},\text{water}} \) is the energy of the HOMO in a division of the water ensemble. Fig. 5(a) shows the valence band offset of an interfacial system of water and amorphous polyethylene vs. time between 0 and 12 ps. After an initial drop between 0 and 1 ps, the offset oscillates between 0.1 and 1.1 eV with an average value of 0.58 (±0.23) eV between 1.0 and 12.0 ps. In addition, this property is positive at all times, which indicates that holes will move from water to polyethylene. The large fluctuations arise from the variation in the bulk water HOMO (−7.49 (±0.18) eV) rather than the bulk polymer (−7.25 (±0.06) eV) (from 3D-slab CRYSTAL17 simulations) as shown in Fig. 5(b). Clearly, the configurational fluctuations associated with the liquid water phase introduce large statistical fluctuations in the VBO. A phenomenon that will be present wherever we have a water/solid interface.

Having determined the valence band offsets, we now calculate the conduction band offsets (CBO) which are defined as

\[ \text{CBO} = VBO + \left( E_{E,a-\text{PE}} - E_{E,\text{water}} \right) \] (4)

where \( E_{E,a-\text{PE}} \) and \( E_{E,\text{water}} \) are the band gap energies of amorphous polyethylene (8.01 eV taken from averaging between 1 and 12 ps a bulk simulation without ghost atoms) and water (taken the experimental value of 6.9 eV from ref. 74). Inserting these two energies in eqn (4), we find that the average CBO 1.69 (±0.23) eV between 1.0 and 12.0 ps. This result suggests that an extra electron will require 1.69 eV to move from the liquid to the polymer, the water acting as a deep trap with respect to the polymer (for the trap depth with respect to the vacuum, see below). This conclusion is consistent with the localisation picture seen in Fig. 4 and reflects the negative electron affinity of the polymer.

III. 3. Interfaces of amorphous polyethylene and silica

The isosurface at 80% of an excess electron charge represented by the LUMO from a 3D-periodic calculation with amorphous polyethylene and silica is illustrated for a Q4 surface in Fig. 6(a) and for a Q3/Q4 surface with a silanol concentration of 6.86 nm−2 in Fig. 6(b) after 7.5 of a CP2k run with PBEsol. These two isosurfaces show that the addition of OH groups on the surface makes the excess electron migrate to the inner layers of the silica, which is demonstrated quantitatively in the average charge profile drawn in Fig. 6(c) for all five silanol concentrations. In contrast, when we impose a vacuum on both sides of the interfacial system, the excess electron sits at the silica/polyethylene interface for any finite silanol concentration, see the isosurfaces in Fig. 7(a) and (b) and the average charge profiles in Fig. 7(c) after 7.5 of a CP2k run with LDA to avoid polymer evaporation.

In addition, we also compare the valence band-offsets obtained from the 3D-periodic and 2D-slab Q4 calculations. We obtain 1.14 (±0.19) eV for the 3D-periodic case and 0.84 (±0.36) eV for the 2D-slab case. Using eqn (4) to calculate the CBO in this system by (experimental silica’s band gap of 8.8 eV and the DFT amorphous polyethylene’s of 8.01 eV) the CBOs will be 0.79 eV lower than the VBOs, at 0.33 eV for the 3D-periodic and 0.05 eV for the 2D-slab. The latter figure consistent with the
dominant role of the interfaces in determining excess electron behaviour in the 2D slab.

For these 2D-slab cases, we plot in Fig. 8 the LUMO energies vs. silanol concentrations after correcting with respect to the vacuum level. Our results show that the energy of the excess electron increases with increasing concentration. We argue that this increase is caused by the increasing delocalisation of this orbital. The most negative energy is $-1.75$ eV with the $Q^4$ surface, which is consistent with the value of $-1.54$ eV obtained when this slab is isolated with vacuum on both sides. When the silanol content increases, the LUMO position transits from the left interface to the right wall with some charge penetrating.
into the polyethylene. The hydroxylated silica/PE interfaces act as deep traps with energies between $-1.75$ eV and $-0.99$ eV (but see the next section for what happens if free water is present).

### III. 4. Interfaces of amorphous silica and water

We now study excess electrons in systems made with an amorphous silica slab sandwiched with two ensembles of 150 water molecules on both sides as shown in Fig. 9 using the revPBE functional. These systems do not need to include polyethylene slabs which will repel the extra charge due to the negative electron affinity of this polymer. This behaviour is shown in water/polyethylene and silica/polyethylene interfaces, where the excess electron sits away from the polymer, which has little effect on its degree of localisation and energy. This water/silica/water system is run with CP2k and revPBE for 15 ps, during which the interfacial chemistry spontaneously produces four silanols on each silica wall equivalent to a silanol surface concentration of $1.62$ nm$^{-2}$. This concentration is slightly higher than the $1.37$ nm$^{-2}$ reported on nanoporous silica surfaces modelled with an NVT molecular dynamics for 30 ps using CP2k and the BLYP functional. However, both values underestimate the experimental range between $4.2$ and $5.7$ nm$^{-2}$ collected in ref. 53 for a range of different treatments to rehydroxylate silica surfaces. This disagreement is expected given the different length and time scales in simulations and experiments.

Once the system is well stabilised after 7 ps, the spatial localisation of the excess electron shows a very similar picture as in the water/vacuum case given that this particle again sits near the vacuum on the left liquid ensemble as shown at several CP2k simulation times in Fig. 10(a). Moreover, this same behaviour is also seen in the LUMO energies of this

---

**Fig. 8** LUMO energies in amorphous polyethylene and silica vs. the silanol concentration on the surface for 2D-SLAB calculations.

**Fig. 9** Red isosurface of $2.42 \times 10^{-4}$ electron per Bohr$^3$ shows the position of the 80% of the LUMO’s charge at 10 ps of a system made with amorphous silica and two systems of 150 water molecules.

**Fig. 10** (a) Average profile of the LUMO charge density across the z direction and (b) the energy of this orbital vs. the ab initio simulation time in a water/silica/water system.
system in Fig. 10(b), which show an increase as water density slightly decreases and silanol groups are formed on both surfaces with an average value of $-0.27 \pm 0.53$ eV between 4 and 15 ps. With a standard deviation nearly two times higher than the absolute value of the average, our DFT methodology predicts that the excess electron in this system oscillates around the same average energy as in the case of a vacuum/water systems, leading us to conclude that, in the presence of water, the detailed interfacial chemistry of the silica surface does not influence the behaviour of the excess electron in nanocomposite materials.

IV. Conclusion

We have calculated the energy and degree of localisation of excess electrons at a number of interfaces made by combining amorphous polyethylene, silica, and liquid water to be representative of interfaces to be found in wet and dry polymer nanocomposites. For pure silica we find an excess electron would be strongly localised with an energy of around $-1.5$ eV. Hydroxylation of the silica surface and adding a polyethylene interface produces a strong dependence of the excess electron behaviour on the silanol concentration. An excess electron sits at the interface with an energy of between $-1.75$ eV for the $Q^4$ surface chemistry and $-0.99$ eV for the $Q^3/Q^4$, becoming less localised with increasing silanol density. However, in the presence of a water film, the detailed interfacial chemistry of the silica surface becomes irrelevant and the excess electron sits preferentially at the water/vapour interface with an energy of minus a few tenths of an eV. We conclude that the moisture content of a polymer nanocomposite has a profound influence on the electron trapping behaviour with a wet interfacial material producing much lower trapping energies and a high excess electron mobility (from the Einstein relation). We would then expect that a wet nanocomposite with a percolating water film would show increased electrical conductivity, independent of surface chemistry, which is consistent with our experimental data for low density polyethylene octylnanosilica composites.
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