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In this paper, we investigate a simple holographic model which describes the conformal symmetry breaking at zero temperature. The model is implemented in the context of effective holographic models for QCD described by the Einstein-dilaton equations. The realization of spontaneous conformal symmetry breaking shows a massless state in the spectrum. The existence of this state is confirmed when we compute the two-point correlation function of the scalar operator in the dual field theory, where it has a pole. On the other hand, when there is an explicit conformal symmetry breaking the massless state becomes massive, which in the dual gravitational theory is related to a deformation of the Anti-de Sitter (AdS) background by a massive scalar (dilaton) field. Moreover, we show the mass dependence on the conformal dimension of the lightest state.

I. INTRODUCTION

The study of conformal symmetry (CS) and its breaking is a wide subject investigated in several areas of physics. Its interest goes from: cosmology [1], condensed matter and critical phenomena [2] and particle physics [3], for example. Most systems at the critical point, where second order phase transition occurs, have conformal symmetry, and the properties obtained are universal, this means that the results are valid for any system at the critical point. As an example consider water at the critical point, where the properties of the system may be characterized by a set of critical exponents, which are obtained through experimental methods. On the other hand, consider the Ising ferromagnet model in three-dimensions, at the critical point this model has the same set of critical exponents of water. This is a remarkable result since we are considering two different systems. One of the aims of modern physics is to understand the nature behind the universality obtained in such systems. Moreover, from the phenomenological point of view, it is also interesting to investigate what happens out of the critical points, which is equivalent to CS breaking. This work aims to investigate the consequences of the CS breaking on the spectrum and correlation functions. From the field theory point of view, there are a few ways how the conformal symmetry breaking may be realized. First, the symmetry may be spontaneously breaking, as a consequence, at least, one massless state emerges in the spectrum, a Nambu-Goldstone boson [5]. Another way to realize the spontaneous symmetry breaking is through the computation of the two-point correlation function, which has a pole at $q^2 = 0$, where $q$ represents the momentum. Second, through explicit symmetry breaking, in this case, the Nambu-Goldstone boson becomes massive.

On the other hand, the Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence [6] (also known as gauge/gravity duality) is a theoretical framework where we may investigate, for example, CS breaking. The gauge/gravity duality is used to investigate some aspects that we are not able to implement using usual methods in quantum field theory, for example, in the strong coupling regime. So far, it has been used to investigate a wide range of problems in physics, problems like thermal properties of strongly coupled systems and melting of particles [7], to find transport coefficients in relativistic conformal and non-conformal plasmas [12], condensate matter physics [13], entanglement entropy (see the review [21]) and lately to investigate the interior of compact objects in astrophysics [22]. In this paper, we are going to use the duality to investigate the conformal symmetry breaking mapping the underlying quantum field theory into a classical gravitational theory, which should be asymptotically AdS to use the holographic dictionary [24]. We expect the results shed some new light on understanding the CS breaking in holographic models for QCD describing color confinement in the infrared (IR) region. In the context of holography, the CS breaking was previously investigated in Refs. [26, 27], where there are two fixed points, one in the UV and another in the IR, while in Refs. [28, 29] the backreaction on the geometry was neglected, for supersymmetric theories where CS may be breaking see for instance Ref. [30]. Thus, the approach we are going to follow below is the phenomenological bottom-up at zero temperature, and the results we obtain must be valid for these kind of models, where the CFT is deformed by a relevant operator in the dual field theory. Hence, a massive dilaton field will induce a massive scalar state in the dual field theory. On the other hand, it is worth mentioning that in the top-down models at finite temperature coming from superstring theory truncation proposed by Gubser et al. [31, 32], conformal symmetry is preserved, and the presence of a massive dilaton does not necessarily imply explicit conformal symmetry breaking in the dual field theory. This is true even though when charge is added in the five-dimensional effective action, i.e., the black hole solution of Einstein-Maxwell-Dilaton action, see also Refs. [33, 35] where the authors investi-
gated properties of the dual field theory at the critical point.

The article is organized as follows. In Section [II] we present the holographic model, where the five-dimensional action describes the coupling of the metric and dilaton field at zero temperature. We also explain our approach, which interpolates the dilaton field. Moreover, the background equations are solved numerically. In Section [III] we calculate the spectrum of the scalar and tensor sectors, we observe for the first time the emergence of the massless mode in the scalar sector. We also determine an analytic approximation for the mass of the lightest state as a function of the conformal dimension. We conclude in Section VII.

At the end, we write the perturbation equations of the dilaton and tensor sectors, we observe for the first time the emergence of the massless mode in the scalar sector. We also know the warp factor, in turn, solving (5) we know the potential.

A. The gravitational background

Once the dilaton field is given by (2), the warp factor and dilaton potential are obtained by solving numerically
The solutions determine completely the gravitational background. In the forthcoming analysis, we work with small values of $\epsilon$, i.e., $\epsilon \ll 1$. To simplify the numerical analysis, we do introduce a dimensionless coordinate $u = \Lambda z$, hence, the parameters of the model: $G, C$ and $\phi_0$ are normalized by the new parameter $\Lambda$. In Fig. 1 we plot the dilaton (left panel) and warp factor (right panel). We do not use the dilaton potential, at least in the first part of the work.

### III. SPECTRUM

The spectrum in the dual field theory is obtained from the perturbations on the metric and dilaton field around their background values, i.e., $g_{mn} \to g_{mn}(z) + h_{mn}(z, \nu^\mu)$ and $\Phi \to \Phi(z) + \chi(z, \nu^\mu)$. Three sectors are emerging in the perturbation equations. However, we focus on the scalar and tensor sectors because the scalar sector is associated with dual spin-zero states, while the tensor sector with spin 2 states. Moreover, in holographic QCD, the scalar sector is related to scalar glueballs due to the connection between $\mathcal{O}$ and $\text{Tr} F^2$ (the trace of the Yang-Mills gauge field), for discussion see Refs. [36-41]. For details on the derivation of the perturbation equations and writing them in terms of gauge-invariant variables, see for instance Refs. [36-45]. Finally, the corresponding perturbation equations in terms of gauge-invariant variables may be written as Schrödinger-like equations

$$-\frac{\partial^2}{\partial s^2} \psi_{s,t}(z) + V_{s,t}(z) \psi_{s,t}(z) = m^2_{s,t} \psi_{s,t}(s),$$  \hspace{1cm} (8)

where $\psi_s(z)$ and $\psi_t(z)$ represent the wave functions of the scalar and tensor sectors, respectively. The potential of the scalar sector is given by $V_s(z) = (B_s'(z))^2 + B_s''(z)$, where $2B_s(z) = 3A(z) + 2\ln|X(z)|$ and $X(z) = \Phi'(z)/(3A'(z))$, a plot of this potential is displayed in left panel of Fig. 2. On the other hand, the potential of the tensor sector is given by $V_t(z) = (B_t'(z))^2 + B_t''(z)$, where $2B_t(z) = 3A(z)$, a plot of the tensor potential is displayed in right panel of Fig. 2.

### A. Numerical solution - scalar sector

Here we obtain numerical solutions of the eigenvalue problem represented by the Schrödinger-like Eq. (8). We solve the problem using a shooting method, the “initial conditions” are the asymptotic solutions close to the boundary $\psi_s \sim a_0(z - \epsilon^{5/2}) + a_1(z - \epsilon^{3/2})$, setting $a_1 = 0$ we choose the normalized solution. The results are displayed in Fig. 3. In this figure, we observe the emergence of a massless state in the limit $\epsilon \to 0$. On the other hand, in such a limit, the operator $\mathcal{O}$ with dimension $4 - \epsilon$, becomes marginal. This result is interesting, because the massless state may be interpreted as a Nambu-Goldstone boson, consequently, a signal of spontaneous conformal symmetry breaking.

From the numerical results we realized that $m^2_1/\Lambda^2 \sim \epsilon^\gamma$ for $\epsilon \ll 1$ ($\gamma$ a real number), for a fixed value of the parameter $\phi_0/\Lambda^\epsilon = 1$. Another possibility is to fix $\phi_0/\Lambda^\epsilon$ using the ratio of the first glueballs states (obtained on the Lattice [17]), $m_{0^{++}} = 1475(30)(65)$MeV and $m_{0^{++}} = 2755(70)(120)$MeV. Then, $\Lambda$ may be fixed by comparing the first numerical result with the corresponding first glueball state as was done in Ref. [30]. By doing so, the parameters are: $\phi_0/\Lambda^\epsilon = 113.3$ and $\Lambda = 420.5$MeV. However, the focus here is not to find out the spectrum and compare it with the corresponding results available in the literature, but the investigation of CS breaking, for that reason the value of these parameters is in general different.

#### 1. Analytic approximation

In a general case, the potential of the Schrödinger-like equation may be expanded close to its minimum located at $z = z_*$ as

$$V_s(z) = V_s(z_*) + V_s'(z_*)(z - z_*) + \frac{V_s''(z_*)}{2} (z - z_*)^2 + \cdots$$  \hspace{1cm} (9)

As $z_*$ is the coordinate where the potential reaches its minimum, thus, $V_s''(z_*)$ should vanish at this point. More-
over, \( V''(z_s) > 0 \) (see Fig. 2), whereas \( V_s(z_s) \) may be positive, negative or zero. Thus, the Schrödinger-like equation becomes (neglecting terms larger than \( \mathcal{O}((z-z_s)^2) \))

\[
-\psi''(z) + \frac{V''(z_s)}{2}(z-z_s)^2\psi(z) = (m_s^2 - V_s(z_s))\psi(z).
\]  

(10)

Defining a new variable by \( \xi = r\sqrt{V''(z_s)/2} \), where \( r = z - z_s \), the last equation takes the form

\[
-\psi''(\xi) + \xi^2\psi(\xi) = \lambda\psi(\xi),
\]  

(11)

where \( \lambda = (m_s^2 - V_s(z_s))\sqrt{2/V''(z_s)} \). The normalizable asymptotic solution of Eq. (11) is \( \psi_s \sim e^{-\xi^2/2} \), then, introducing a new regular function \( g(\xi) \) defined by \( g(\xi) = \psi_s(\xi)e^{\xi^2/2} \), the new differential equation reads as

\[
g''(\xi) - 2\xi g'(\xi) + (\lambda - 1)g(\xi) = 0.
\]  

(12)

The general solution of this equation may be written as

\[
g(\xi) = C_1H_{\lambda-1}(\xi) + C_2\text{F}_1\left( \frac{1-\lambda}{4}; \frac{1}{2}; \xi^2 \right)
\]  

(13)

where: \( H_{\lambda-1}(\xi) \) is the Hermite polynomial and \( \text{F}_1(\alpha; \beta; \xi^2) \) the Kummer confluent hypergeometric function. On the other hand, the regularity condition of \( \psi(\xi) \) fix the constant \( C_2 = 0 \) and \( (\lambda - 1)/2 = n \), where \( n = 0, 1, 2 \cdots \). Then, the expression for the mass is given by

\[
m_s^2 = V_s(z_s) + (1 + 2n)\sqrt{V''(z_s)/2}, \quad (n = 0, 1, \cdots)
\]  

(14)

where we have reestablished the original coordinate. We point out that the potential has an implicit dependence on the conformal dimension, moreover, \( z_s \) is also a function of the conformal dimension and may be determined from the condition \( V'(z_s) = 0 \). It is worth mentioning that Eq. (14) is a general result and may be used when an analytic expression of the potential is known. For example, applying (14) for the holographic model describing scalar glueballs [48], we obtain the expression \( m_s^2 = 4 + \sqrt{15} + 4n \), which is a good approximation of the exact solution \( m_s^2 = 8 + 4n \). Another example is given by the spectrum of the scalar mesons [49], \( m_s^2 = 4 + \sqrt{3} + 4n \), which is a good approximation of the exact solution \( m_s^2 = 6 + 4n \).

However, in our case the potential is obtained numerically, hence, Eq. (14) may be used to obtain an approximation for the mass as a function of the conformal dimension, \( \epsilon \). In the following analysis we set \( \phi_0/\Lambda = 1 \) and \( \alpha = 2 \), so that we obtain \( V_s(z_s) \) for \( \epsilon \in [0, 0.3] \), at the end we replace in Eq. (14), then, we fit the result to get an analytic approximation for \( m_s^2(\epsilon) \), which takes the form

\[
m_s^2 = 5\epsilon^{1/5}, \quad 0 \leq \epsilon \leq 0.3,
\]  

(15)

An overlap of the numerical and analytic result, Eq. (15), is shown in Fig. 3, where the dashed line shows the analytic solution, while the continuous line shows the numerical solution. We observe a good agreement in the region of interest.
theory has conformal symmetry when the dimension of the operator $\mathcal{O}$ is $\Delta_+ = 4$ (marginal operator). However, introducing a new dimension of the operator, say $\Delta_+ = 4 - \epsilon$, the conformal symmetry is deformed. Thus, the Lagrangian of the resulting deformed field theory may be written as

$$\mathcal{L} = \mathcal{L}_{\text{CFT}} + \phi_0 \mathcal{O},$$

(16)

where $\phi_0$ is the source of the relevant operator. On the other hand, the dimension of the relevant operator $\Delta_+ = 4 - \epsilon$, is translated in the dual gravity theory into the mass for the dilaton through the holographic dictionary by $\Delta_+ (\Delta_+ - 4) = M_\epsilon^2 \ell^2$. Thus, a relevant scalar operator in the field theory is dual to a massive dilaton field in the dual gravity theory, and a marginal operator is dual to a massless dilaton.

Let us consider a massless dilaton in the bulk. This means that the dilaton potential does not have a quadratic term in its asymptotic expansion close to the boundary. We can show this statement by setting $\Delta_+ = 4$ (or $\epsilon = 0$), hence, the asymptotic form of the dilaton field $\Phi(z)$ takes the form

$$\Phi(z) = \phi_0 + G z^4.$$  

(17)

Plugging this expression in [4] we get an analytic solution, which is given by

$$\zeta(z) = \frac{z^{1/2}}{\ell} \left( \frac{3}{G} \right)^{1/8} \Gamma \left( \frac{9}{8} \right) I_{1/8} \left( \frac{2}{3} G z^4 \right),$$  

(18)

where $I_{1/8}(x)$ is the modified Bessel function of the first kind. The corresponding expression for the dilaton potential is given by

$$V(z) = \frac{4}{3 \ell^2} \left[ 9 \left( \frac{1}{8} G^2 z^8 \right) - 16 G^2 z^8 \left( \frac{1}{8} G^2 z^8 \right) \right],$$

(19)

where $\mathcal{F}_1(a; b; x)$ is the confluent hypergeometric function. Expanding Eq. (19) close to the boundary we get

$$V(\Phi) = \frac{12}{\ell^2} + \frac{512}{81 \ell^2} (\Phi - \phi_0)^4 + \cdots,$$

(20)

where we have used Eq. (4). As expected, there is no quadratic term on this expansion, which means a massless dilaton field. Besides, we point out that in this case, i.e., $\epsilon \to 0$, a massless state arises in the spectrum (see Fig. 3). Consequently, we might interpret this situation as representing some kind of spontaneous symmetry breaking (see for instance [39]). However, for concluding so, we need to show that the VEV of the scalar operator is non-zero, i.e., $\langle \mathcal{O} \rangle \neq 0$. It is worth mentioning that the massless state arising by considering a dilaton like in Eq. (17) was reported in Ref. [40].

On the other hand, when $\epsilon \neq 0$ the asymptotic form of the dilaton remains as in [4]. It is not possible to
obtain an analytic solution for $\zeta(z)$, thus, the asymptotic expansion of the dilaton potential is

$$V(\Phi) = \frac{12}{r^2} - \frac{4}{3} M_{\phi}^2 \Phi^2 + \cdots,$$

(21)

where we have considered the leading term of the dilaton field $\Phi \sim \phi_0 z^\epsilon$ and the relation $\epsilon(\epsilon - 4) = M_{\phi}^2 \ell^2$. This situation represents a massive state in the spectrum (see Fig. 3). We might interpret as an explicit conformal symmetry breaking because the factor in no longer AdS but deformed AdS.

From the field theory point of view, Goldstone’s theorem states that massless bosons arise when a global symmetry is broken. The extension of this theorem in holography was previously investigated in Refs. [26–29], where the dual conformal field theory has two fixed points, one in the UV and the other in the IR, thus, there is an RG-flow from one fixed point to the other. In the context of top-down holographic QCD, see for instance Ref. [14].

From the field theory perspective, consider a theory with non-vanishing VEV, i.e., $\langle O \rangle \neq 0$, this means that the symmetries of the Lagrangian are not the symmetries of the VEV. Then, consider that the trace of the energy-momentum tensor is zero, i.e., $T_{\mu\nu} = 0$, which means the theory has conformal symmetry. Therefore, a massless particle arises in the spectrum because the symmetry was spontaneously broken. As we will see below, the holographic model we are working with shares these features.

In the family of effective models for holographic QCD, it is possible to compute the VEV of the scalar operator $O$ with dimension $4 - \epsilon$. Similarly, the vacuum energy is obtained from the regularized on-shell action. The general renormalized action is given by

$$S_{\text{ren}} = S_E + S_{\text{GH}} + S_{\text{CT}},$$

(22)

where $S_E$ is given by (1), $S_{\text{GH}}$ is the Gibbons-Hawking surface term and $S_{\text{CT}}$ the counterterms action, which cancel out the divergences. The Gibbons-Hawking surface term is defined by

$$S_{\text{GH}} = M_p^2 N_\epsilon^2 \int_{\partial M} d^4x \sqrt{-g} K,$$

(23)

where $g = \text{det}\{g_{\mu\nu}\}$ the determinant of the induced metric (we are considering the induced metric with $g_{\mu\nu}$, with $\mu = 0, \cdots, 3$), and $K$ the extrinsic curvature (see Appendix A for details). The renormalized one-point function may be obtained from the on-shell action. For our convenience, the authors of Ref. [36] obtained the one-point correlation functions using a minimal subtraction scheme, thus, the VEV of the scalar operator reads as

$$\langle O \rangle_{\text{ren}} = \frac{16}{15} M_p^3 N_\epsilon^2 (4 - \epsilon) G.$$

(24)

While the vacuum energy is given by

$$\langle T^{00} \rangle_{\text{ren}} = - \frac{4}{15} M_p^3 N_\epsilon^2 (4 - \epsilon) \phi_0 G.$$

(25)

Both results may be combined to show the trace anomaly of CFTs

$$\langle T_{\mu}^{\mu} \rangle_{\text{ren}} = - \epsilon \phi_0 \langle O \rangle_{\text{ren}}.$$  

(26)

Now, let us take the limit of $\epsilon \to 0$. The energy-momentum tensor becomes traceless, as can be seen from Eq. (26), this means that the CS was restored. However, the VEV remains finite. In conclusion, there is a mechanism of spontaneously conformal symmetry breaking. Consequently, a massless state must emerge in the spectrum, as happens, see Fig. 3.

On the other hand, when $\epsilon \neq 0$, the trace anomaly holds. This means an explicit conformal symmetry breaking. As a consequence, the massless state becomes massive.

V. LINEAR PERTURBATIONS

A. Scalar perturbations

In this section, we show that there is a massless pole in the two-point correlation function related to the scalar operator $\langle O O \rangle$. We implement an analysis following Refs. [26, 27]. First, we introduce the domain wall coordinate defined as $dr = e^{A}dz$. Using the domain wall coordinate the background metric (3) takes the new form

$$ds^2 = dr^2 + g_{\mu\nu} dx^\mu dx^\nu.$$  

(27)

In the sequence, we introduce the superpotential formalism which will be useful at the time we write the perturbation equations. We may rewrite the second-order differential equation Eq. (4) as two first-order differential equations:

$$\partial_r \Phi = \partial W,$$

$$\partial_r A = - \frac{4}{9} W;$$

technically, the potential (5) becomes

$$V = \frac{64}{27} W^2 - \frac{4}{3} (\partial W)^2,$$

(28)

where $\partial$ represents the derivative with respect to the background scalar field $\partial/\partial\Phi$. Let us consider the perturbations on the background metric and scalar field in the form

$$g_{\mu\nu} = g_{\mu\nu}(r) + \delta g_{\mu\nu},$$

$$\Phi = \Phi_0(r) + \delta \Phi,$$

(29)

where $g_{\mu\nu} = e^{2A(r) \eta_{\mu\nu}}, \delta g_{\mu\nu} = e^{2A(r) h_{\mu\nu}(r, x^\nu)}$ and $\delta \Phi = \varphi(r, x^\mu)$. The strategy is the following, we write the equations of motion in terms of the extrinsic curvature and induced metric defined in Eq. (A1), see Eqs. (A2)-(A5). Then, we decompose the metric perturbations using the projectors defined in Eq. (A16). Finally, the corresponding perturbations equations are projected to get
where the coefficients are given by:

\[ P = -\frac{8}{3} \frac{W}{\partial W} + 2 \frac{\partial^2 W}{\partial W}, \]
\[ Q = -\frac{8}{3} - q^2 e^{-2A} + \frac{128 W^2}{81 \partial W^2} + \frac{8 W \partial^2 W}{9 \partial W^2} - \frac{\partial^2 W^3}{\partial W^2}, \]
\[ R = q^2 e^{-2A} + \frac{128 W^2}{81 \partial W^2} + \frac{8 W \partial^2 W}{9 \partial W^2}. \]  

Using the so called gauge mode (see Ref. [26] for details) we may rewrite Eq. (30) in the form (this also may be interpreted as a factorization of the third-order differential equation [33])

\[ (\partial^2 + a_1 \partial + a_0) \left( \partial - \frac{\partial^2 W}{\partial W} \right) \varphi = 0, \]  

where the coefficients are given by:

\[ a_1 = -\frac{8}{3} \frac{W}{\partial W} + 3 \frac{\partial^2 W}{\partial W}, \]
\[ a_0 = -\frac{8}{3} - q^2 e^{-2A} + \frac{128 W^2}{81 \partial W^2} - \frac{16 W \partial^2 W}{9 \partial W^2}. \]  

Introducing the following transformation

\[ \left( \partial - \frac{\partial^2 W}{\partial W} \right) \varphi = \frac{W}{(\partial W)^2} e^{-4A} S, \]  

the third-order differential Eq. (32) reduces to a second-order one

\[ \partial^2 S + \partial B \partial S - q^2 \frac{e^{-2A}}{(\partial W)^2} S = 0, \]  

where \( B \) is giving by

\[ B = 2 \ln W - \ln \partial W + \frac{8 W}{9 \partial W}. \]  

We point out that the warp factor in terms of the superpotential is given by \( A = -4W/(9 \partial W) \). To compute the correlation functions associated with the scalar perturbations we need to know solutions of differential Eq. (35) at least in the asymptotic regions, i.e., UV and IR. We may solve Eq. (35) by knowing the asymptotic form of the superpotential in the IR region, for example. However, it is possible to solve this equation also perturbatively considering \( q^2 \) as a small parameter, which is true for the lightest state. In the forthcoming analysis, we solve this equation using two techniques. First, we solve the equation using \( q^2 \) as a perturbative parameter. Second, we solve the same equation in the IR and UV, in the end, we match the corresponding solutions in the asymptotic regions.

The perturbative solution may be written as

\[ S = \sum_{n=0} q^{2n} S_n. \]  

Up to second order in the perturbative parameter the solution of Eq. (35) is given by

\[ S_n = c_n \left( 1 + q^2 \int e^{-B(\Phi_1)} \int \frac{e^{-2A(\Phi_2)} + B(\Phi_2)}{(\partial W(\Phi_2))^2} d\Phi_2 d\Phi_3 + O(q^4) \right) + c_1 \left( \int e^{-B(\Phi_1)} d\Phi_1 + q^2 \int e^{-B(\Phi_3)} \int \frac{e^{-2A(\Phi_2)} + B(\Phi_2)}{(\partial W(\Phi_2))^2} d\Phi_1 d\Phi_2 d\Phi_3 + O(q^4) \right). \]  

In principle, the result [38] is valid in the whole region of interest, i.e., from the UV to the IR, it represents the wave function of the lightest state. Therefore, by knowing the superpotential it is possible to evaluate these integrals, fortunately for us, we do know the IR asymptotic form of it [41]

\[ W = W_\infty \Phi^{\frac{\alpha - 1}{2\alpha}} e^{2\Phi/3}, \]  

where \( W_\infty \) is a constant. The expressions for \( B \) and warp factor are then given by

\[ B = 2\Phi - \frac{3(\alpha - 1)}{4\alpha} \frac{1}{\Phi} - \frac{\alpha - 1}{2\alpha} \ln \Phi + \ln \frac{3W^2_\infty}{2}, \]
\[ A = \frac{\alpha - 1}{2\alpha} \ln \Phi - \frac{2}{3} \Phi. \]  

In the following we consider the case for \( \alpha = 2 \) only and
leave the results for $\alpha = 1$ in Appendix [B]. Thus, the perturbative solution reads as

$$S = c_2 \left( 1 + \mathcal{O}(q^2) \right) - \frac{c_1 e^{-2\Phi} \Phi^{1/4}}{3W_{\infty}^2} \left( 1 + \mathcal{O}(q^2) \right), \quad \alpha = 2$$

where $\mathcal{O}(q^2)$ are subleading corrections.

On the other hand, let us focus on the asymptotic form of the differential Eq. (35) in the IR region where it becomes

$$\partial^2 S + \left( 2 - \alpha - \frac{1}{2} \alpha \frac{1}{\Phi} \right) \partial S + \frac{3\tilde{q}^2 \Phi^2 - 2^{2(\alpha-1)/\alpha}}{3(\alpha-1)/\alpha + 4\Phi^2} S = 0,$$

where $\tilde{q} = q/W_{\infty}$. Fortunately, their solutions may be written in terms of known functions:

$$S = e^{-2\Phi} \Phi^{5/4} \left( c_3 U \left( 1 - \frac{9\tilde{q}^2}{8}, \frac{9}{4}, \frac{5}{2} \Phi \right) + c_4 L_{\frac{5}{2}}^{\frac{5}{2} - 1} (2\Phi) \right), \quad \alpha = 2$$

where $U(a,b,x)$ and $L_n^\alpha (x)$ are the confluent hypergeometric and generalized Laguerre functions, respectively.

To avoid logarithms in the last solution we fix the constant $c_3 = 0$ and set $c_4 = c_0$. The leading terms of the series expansion of Eq. (43) are:

$$S = \frac{9}{16} \tilde{q}^2 c_0 \left( \frac{\Gamma \left( \frac{5}{2} \right)}{2^{1/2}} - e^{-2\Phi} \Phi^{1/4} \right), \quad \alpha = 2$$

By matching (41) with (44) we conclude that

$$c_2 = \frac{9}{16} \tilde{q}^2 c_0 \frac{\Gamma \left( \frac{5}{2} \right)}{2^{1/2}}, \quad c_1 = \frac{27}{16} W_{\infty}^2 \tilde{q}^2 c_0,$$

consequently their ratio does not depend on $q^2$

$$\frac{c_2}{c_1} = \frac{\Gamma \left( \frac{5}{2} \right)}{3 W_{\infty}^2}.$$ (46)

Now, let us turn our attention to the UV. The asymptotic form of the superpotential close to the boundary may be written as [20] [30]

$$W = \frac{9}{4\ell} + \frac{\Delta + \Phi^2}{2\ell}.$$ (47)

In the forthcoming analysis, we set $\Delta + = 4$, which is the limit of spontaneous conformal symmetry breaking. The expression (17) may be obtained solving Eq. (28) for the massless dilaton, i.e., the potential just with cosmological constant,

$$W = \frac{9}{4\ell} \cosh \frac{4}{3} \Phi.$$ (48)

Hence, expanding the last result up to second order in $\Phi$ we recover Eq. (17). Knowing the superpotential we may find the function $B$ and evaluate the integrals in Eq. (38). Therefore, including the gauge mode, $\varphi_g = C_g \partial W$, the perturbation function $\varphi$ takes the form

$$\varphi = \varphi_b + \varphi_N \Phi_0 + C_N \Phi_0^{3/2},$$ (49)

where

$$\varphi_N = 2C_g,$$

$$\varphi_b = c_2 - \frac{2^{17/4}}{3^4} \Gamma \left( \frac{3}{4} \right) c_1,$$ (50)

$$C_N = \frac{128}{243}.$$ (51)

Replacing these results in Eq. (41) we get a relation between $\varphi_N$ and $C_N$ given by

$$\varphi_N = \frac{36}{q^2} C_N.$$ (52)

On the other hand, using the last equation in (50) we rewrite (52) as

$$\varphi_N = \frac{1}{q^2} \frac{512}{27} c_1.$$ (53)

Finally, combining Eqs. (49), (50) and (53) we get the following relation

$$\varphi_N = F_s(q) \varphi_b,$$ (54)

where

$$F_s(q) = \frac{512}{\left( \frac{3^{3/2} \Gamma(3/4)}{W_{\infty}^2} - \frac{2^{17/4} \Gamma(3/4)}{3^4} \right) q^2}.$$ (55)

Additionally, we write $h_{T_L}$ and $h_{L_L} = h - h_T$ using (51) in the form

$$h_{T_L} = h_{T_H} + h_{T_N} \Phi_0 + \cdots,$$

$$h_{L_L} = h_{L_H} + h_{L_N} \Phi_0 + \cdots,$$

where we have defined

$$h_{T_N} = F^T(q) \varphi_b,$$

$$h_{L_N} = F^L(q) \varphi_b$$ (57)

with $F^T(q) = -8/3$ and $F^L(q) = 8/3$.

From the above results, it is possible to say that the two-point correlation function associated with the scalar operator $\Phi$ has a massless pole. Using an argument similar to the one used investigating quasinormal modes, see
The statement said that the two-point correlation function is proportional to the ratio of the coefficients $A$ and $B$ when the perturbation function, here represented by $Z$, may we written as

$$Z(r) = A(q) \varphi_1(r) + B(q) \varphi_2(r),$$

where the coefficients may depend on the momentum and $\varphi_1(\varphi_2)$ is the non-normalizable(normalizable) solution close to the boundary. Hence, the two-point correlation function is given by

$$\langle \mathcal{O} \mathcal{O} \rangle \propto \frac{B(q)}{A(q)} \tag{59}$$

Using the same argument in our case, from Eq. (49), $A = \varphi_b$ and $B = \varphi_N$. Then, replacing (10) we get

$$\varphi_N = \frac{1536}{\tilde{W}_z^2} \Gamma\left(\frac{5}{4}\right) - 2^{17/4} \Gamma\left(\frac{9}{4}\right) q^2. \tag{60}$$

Therefore,

$$\langle \mathcal{O} \mathcal{O} \rangle \propto \frac{1}{q^2}. \tag{61}$$

This proves the existence of the massless pole as commented previously. An analogous discussion is also presented in Ref. [27]. However, to show the consistency of our results we are going to write the on-shell action and find the two-point correlation function through the functional derivative.

### B. Tensor Perturbations

In this section, we investigate the transverse and traceless sector (or spin 2 for short). It is not difficult to show that this sector decouples from the other sectors and its equation of motion may be written as (see Appendix A for details)

$$\partial^2 h_{\mu\nu}^{TT} + \partial B^{TT} \partial h_{\mu\nu}^{TT} - \frac{q^2}{\langle W \rangle^2} h_{\mu\nu}^{TT} = 0, \tag{62}$$

where $B^{TT} = \log \mathcal{W} + 4A$, which is given by (we focus on the case $\alpha = 2$)

$$B^{TT} = \log \left(\frac{2W_\infty}{3}\right) + \frac{5}{4} \log \Phi - 2\Phi + \frac{3}{8\Phi} \tag{63}$$

Similarly to what we have done above, the perturbative solution of Eq. (62) is given by

$$h_{\mu\nu}^{TT} = h_{b\mu\nu}^{TT} + h_{N\mu\nu}^{TT} \int e^{-B^{TT}(\Phi_1)} d\Phi_1 + \mathcal{O}(q^2), \tag{64}$$

where $h_{b\mu\nu}^{TT}$ is the non-normalizable solution and $h_{N\mu\nu}^{TT}$ the normalizable one. Plugging (63) into (64) and performing the integral we obtain

$$h_{\mu\nu}^{TT} = h_{b\mu\nu}^{TT} + \frac{3h_{N\mu\nu}^{TT}}{4W_\infty} q^2 e^{2\Phi} + \mathcal{O}(q^2), \tag{65}$$

On the other hand, the differential equation (62) in the IR reduces to

$$\partial^2 h_{\mu\nu}^{TT} + \left(-2 + \frac{5}{4\Phi}\right) \partial B^{TT} \partial h_{\mu\nu}^{TT} + \frac{9q^2}{4\Phi} h_{\mu\nu}^{TT} = 0, \tag{66}$$

where we have used the superpotential (39) and $\tilde{q} = q/W_\infty$. The solution of this differential equation is given by

$$h_{\mu\nu}^{TT} = C_1_{\mu\nu} U\left(-\frac{9\tilde{q}^2 - 5}{8} \cdot \frac{9}{4}, 2\Phi\right) + C_2_{\mu\nu} L_n^{1/4}(2\Phi), \tag{67}$$

where $U(a, b, x)$ and $L_n^\alpha(x)$ are the confluent hypergeometric and generalized Laguerre functions, respectively. In order to get an expression to compare with the perturbative solution (65), we expand (67) and set $-C_1_{\mu\nu} = C_{0\mu\nu} = C_{2\mu\nu}$, getting

$$h_{\mu\nu}^{TT} = \frac{9C_{0\mu\nu}(\gamma_E + i\pi)q^2}{8W_\infty} - \frac{9C_{0\mu\nu}\Gamma(5/4)q^2}{29/4W_\infty} e^{2\Phi} \Phi^{-5/4} + \cdots \tag{68}$$

where $\gamma_E$ is the Euler’s constant. Therefore, after matching with (65) a relation between the non-normalizable and normalizable coefficients is determined

$$h_{N\mu\nu}^{TT} = -\frac{2^{3/4} W_\infty \Gamma(5/4)}{3(\gamma_E + i\pi)} h_{b\mu\nu}^{TT}. \tag{69}$$

Analogously to what we have done in the scalar case, we may obtain the two-point correlation function associated with the energy-momentum tensor, which is proportional to

$$\langle TT \rangle \propto \frac{h_{N\mu\nu}^{TT}}{h_{b\mu\nu}^{TT}} = \frac{2^{3/4} W_\infty \Gamma(5/4)}{3(\gamma_E + i\pi)}. \tag{70}$$

Therefore, the last result shows no dependence on the momentum and no massless pole. This result is in agreement with the spectrum displayed in Fig. [5].

On the other hand, the perturbative solution close to the boundary is also determined from the integral in (64) and using the superpotential (47)

$$h_{\mu\nu}^{TT} = h_{b\mu\nu}^{TT} + h_{N\mu\nu}^{TT} \frac{\Phi_0}{4} \left(1 - \frac{4\Phi_0^2}{27}\right), \tag{71}$$

plugging (69) in the last equation we get

$$h_{\mu\nu}^{TT} = h_{b\mu\nu}^{TT} \left(1 + F^{TT}(q) \Phi_0 + \cdots\right), \tag{72}$$

where

$$F^{TT}(q) = -\frac{W_\infty \Gamma(5/4)}{3 \times 2^{5/4}(\gamma_E + i\pi)}. \tag{73}$$

### VI. TWO-POINT FUNCTIONS

To find the correlations functions we need to expand the on-shell action up to second order in the perturbations. To get finite expression we need to add counterterms to cancel out the divergences arising in the UV.
Thus, the counterterms action in (22) may be written as
\[ S_{CT} = \frac{8}{3} M_p^3 N_c^2 \int d^4 x \sqrt{-g} \tilde{W}(\Phi), \]
where \( \tilde{W} \) is a function that has the same asymptotic expansion of the superpotential close to the boundary, however, their coefficients are in general different. Hence, close to the boundary, it has the asymptotic expansion
\[ \tilde{W} = \frac{9}{4} + (4 - \Delta_+) \Phi^2. \]

To expand the on-shell action up to second order in the perturbations we follow the analysis implemented in Refs. [26, 43, 51, 52], and write the action as
\[ S = \frac{1}{2} \int d^4 x \sqrt{-g} \left( \frac{1}{2} \delta g_{\mu\nu} - \frac{4}{3} \tilde{W} g_{\mu\nu} \delta g_{\mu\nu} + \frac{8}{3} (\partial \Phi_0 - \partial \tilde{W}) \delta \Phi \right), \]

where \( \delta S \) is given by
\[ \delta S = \frac{1}{2} \int d^4 x \sqrt{-g} \left( \frac{1}{2} \delta g_{\mu\nu} \Phi_0 + \frac{1}{2} \delta \Phi \delta g_{\mu\nu}, \delta \Phi \right), \]
\[ = -M_p^2 N_c^2 \int d^4 x \sqrt{-g} \left( K^{\mu\nu} - K g^{\mu\nu} - \frac{4}{3} \tilde{W} g^{\mu\nu} \right) \delta g_{\mu\nu} + \frac{8}{3} (\partial \Phi_0 - \partial \tilde{W}) \delta \Phi \right). \]

It is worth mentioning that in the analysis we are performing, there is an implicit limit \( \Phi_0 \to 0 \) on the on-shell action. Setting \( \Delta_+ = 4 \) we simplify the last result, while the superpotential (75) reduces to a constant.

Therefore, the on-shell action up to second order in the fluctuations reads as
\[ S = -M_p^2 N_c^2 \int d^4 x \sqrt{-g} \left( \frac{4}{3} \partial_{\mu} \varphi \partial_{\nu} \varphi - \frac{1}{3} \partial^2 \tilde{W} \varphi^2 \right) + \frac{2}{3} \partial \tilde{W} \varphi_{\mu} + \frac{1}{4} \partial_{\mu} \partial_{\nu} \varphi - \frac{1}{4} \partial_{\mu} \partial_{\nu} \varphi \right). \]

Now we rewrite the last result in terms of the superpotential
\[ S = -M_p^2 N_c^2 \int d^4 x e^{A} \partial W \left( \frac{4}{3} \partial_{\mu} \varphi \partial_{\nu} \varphi - \frac{1}{3} \partial^2 \tilde{W} \varphi^2 \right) + \frac{2}{3} \partial \tilde{W} \varphi_{\mu} + \frac{1}{4} \partial_{\mu} \partial_{\nu} \varphi - \frac{1}{4} \partial_{\mu} \partial_{\nu} \varphi \right). \]

Hence, the finite piece of the on-shell action becomes
\[ S = -M_p^2 N_c^2 \int d^4 x \left( \frac{16}{3} \varphi N \varphi N + h_{\mu \nu} h_{\mu \nu} - h_{\mu \nu} h_{\mu \nu} \right). \]

Using the decomposition (A15) and projectors (A16) it takes the form
\[ S = -M_p^2 N_c^2 \int d^4 q \left( h_{\mu \nu} \frac{\Pi_{\mu \nu \alpha \beta} F^{TT}(q) F^{TT}(q)}{(q^2)^2} + \frac{16}{3} \varphi_{\mu \nu} F_{\mu \nu}(q) \varphi_{\mu \nu} + \frac{16}{3} \varphi_{\nu \nu} F_{\nu \nu}(q) \varphi_{\nu \nu} \right), \]

where we have used (54), (57) and (72). The two-point functions are determined through functional derivative of this result, thus, for the scalar operator we get
\[ \langle \mathcal{O} \rangle = \frac{\delta^2 S}{\delta \varphi_b \delta \varphi_b} \propto M_p^3 N_c^2 F_s(q) = K M_p^3 N_c^2 \frac{1}{q^2}, \]
where the constant is given by \( K = -8192 (3\Gamma(5/4)/W_0^2 - 2^{17/4} \Gamma(3/4))^{-1} \). This result shows us a pole at \( q^2 = 0 \), thus, confirms the result obtained in [61] and the existence of a massless pole in the spectrum, see Fig. 3.

On the other hand, the two-point function for the energy-momentum tensor is given by
\[ \langle T^{\mu \nu} T^{\alpha \beta} \rangle = \frac{\delta^2 S}{\delta h_{\mu \nu} \delta h_{\alpha \beta}} \propto M_p^3 N_c^2 \frac{\Pi_{\mu \nu \alpha \beta}}{(q^2)^2} F^{TT}(q), \]

as \( F^{TT}(q) \) is, in fact, a constant (see result (73)), there is no pole on the two-point function of this sector, which is in agreement with the spectrum of the spin 2 sector, see Fig. 5. Finally, we obtain the mixed two-point function
\[ \langle T^{\mu \nu} \mathcal{O} \rangle \propto M_p^3 N_c^2 \left[ \frac{P_{TT}}{q^2} F^{TT}(q) + \frac{P_{TT}}{q^2} F^{T}(q) \right], \]

as the functions \( F^{TT}(q) \) and \( F^{T}(q) \) are constants, the two-point function has a pole at \( q^2 = 0 \), this pole is expected because we are mixing the spin-zero and two correlation functions [27].

VII. CONCLUSION AND FINAL REMARKS

In this work we investigated the conformal symmetry breaking using a simple bottom-up holographic model. We propose to consider the dilaton field as an input to solve the differential equation describing the background. The dilaton field in the UV guarantees the correct coupling between the dilaton and the corresponding dual operator in the dual field theory \( \mathcal{O} \). On the other hand, in the IR region, the dilaton guarantees color confinement. To recover the Regge behavior, i.e., \( m^2 \propto n \), the dilaton must be quadratic. Moreover, considering the linear dilaton, the Regge behavior is not guaranteed and the spectrum becomes a continuum. Solving the perturbation equations we found the spectrum of the scalar and tensor sectors as a function of the conformal dimension \( \epsilon \) (c.f. Figs. 3 and 5). We observed that in the limit of vanishing conformal dimension a massless mode arises in the scalar sector. This state may be interpreted as a Nambu-Goldstone boson arising due to the spontaneous symmetry breaking. We confirm that this massless mode is, in fact, a Nambu-Goldstone boson because the VEV of the corresponding operator is not zero in this limit, i.e., \( \langle \mathcal{O} \rangle \neq 0 \), while the trace of the energy-momentum tensor vanishes \( (T^{\mu \nu}_\mu) = 0 \). We also showed that the massless mode becomes the lightest...
state when explicit conformal symmetry breaking happens. Additionally, we found an analytic expression for the mass of the lightest state as a function of the conformal dimension, \( m_s^2 \sim \epsilon^{4/5} \). Finally, we point out that the relation between the mass of the dilaton field leading to explicit breaking of conformal symmetry, and consequently a massive scalar state in the dual field theory, is true in bottom-up holographic models at zero temperature where the CFT is deformed by a relevant operator, and confinement is guaranteed in the IR region. However, this conclusion is not true when a black hole is embedded in the bulk gravity or even though when charge is included in the five-dimensional action, which is equivalent to add chemical potential in the dual field theory.

As a complementary analysis, in the second part of this work, we compute the two-point correlation functions of the dual operators associated with the scalar and tensor perturbations in the bulk gravity. To do so, we expanded the on-shell action up to second order in the perturbations. Finally, to get the desired functions we derive with respect to the source. For the scalar operator, we observed that the two-point function has a pole at \( q^2 = 0 \), which represents the massless mode emerging in the spectrum. On the other hand, the two-point function of the tensor sector does not have any pole, which is in agreement with the spectrum. Additionally, we have found the mixed two-point function \( \langle T^{\mu\nu} O \rangle \), which has a pole at \( q^2 = 0 \), confirming the existence of a massless state in the limit of \( \epsilon \to 0 \). Future perspectives may investigate the RG flow of the scalar operator at zero and finite temperature, also the relation between the mass of the dilaton field and conformal symmetry breaking.
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Appendix A: Perturbation equations

In this Appendix, we write the equations obtained after perturbing the background metric and scalar field. We write the equations in terms of the extrinsic curvature and induced metric, both are represented with \( K_{\mu\nu} \) and \( g_{\mu\nu} \), respectively, while Greek letters characterize the indices. In terms of the domain wall coordinates the extrinsic curvature is given by

\[
K_{\mu\nu} = -\Gamma_{\mu\nu}^\alpha = -\frac{1}{2} \partial_{\tau} g_{\mu\nu}, \\
K_{\mu}^\nu = \Gamma_{\nu}^\mu, \quad K = g^{\mu\nu} K_{\mu\nu}.
\]  
(A1)

In terms of the extrinsic curvature the components of the background equations [2] may be written as:

\[
-\partial_{\tau} K - K_{\alpha}^\beta K_{\alpha}^\beta = \frac{4}{3} (\partial_{\tau} \Phi)^2 - \frac{1}{3} V, \\
-\partial_{\mu} K + \nabla_{\alpha} K_{\mu}^\alpha = \frac{4}{3} (\partial_{\mu} \Phi) (\partial_{\tau} \Phi),
\]

(A2, A3)

\[
R_{\mu\nu} - \partial_{\tau} K_{\mu\nu} + 2 K_{\alpha}^\alpha K_{\mu\nu} - K K_{\mu\nu} = \frac{4}{3} (\partial_{\mu} \Phi) (\partial_{\tau} \Phi)
- \frac{1}{3} g_{\mu\nu} V + \frac{4}{3} (\partial_{\mu} \Phi)(\partial_{\nu} \Phi),
\]

(A4)

\[
\partial_{\tau}^2 \Phi + K \partial_{\tau} \Phi + \partial_{\mu} (g_{\mu\nu} \partial_{\nu} \Phi) + \Gamma_{\mu}^\alpha (g_{\mu\nu} \partial_{\nu} \Phi)
+ \frac{3}{8} \partial V = 0,
\]

(A5)

where \( \nabla_{\alpha} \) and \( R_{\mu\nu} \) are the covariant derivative and Riemann tensor depending on the induced metric \( g_{\mu\nu} \). We point out that the background equations written in terms of the extrinsic curvature may be useful when studying renormalization group flow equations (see for instance Refs. [51–55]). For the forthcoming analysis, it will be useful to eliminate terms containing \( \partial_{\tau} K \) and \( R_{\mu\nu} \) from the equations above, thus, the background equations become

\[
K_{\nu}^\mu K_{\mu}^\nu - K^2 + \frac{4}{3} (\partial_{\tau} \Phi)^2 - \frac{4}{3} (\partial_{\mu} \Phi)(\partial_{\tau} \Phi)
- V - R,
\]

(A6)

\[
-\partial_{\mu} K + \nabla_{\alpha} K_{\mu}^\alpha = \frac{4}{3} (\partial_{\mu} \Phi)(\partial_{\tau} \Phi), \quad \partial_{\tau}^2 \Phi + K \partial_{\tau} \Phi + \partial_{\mu} (g_{\mu\nu} \partial_{\nu} \Phi) + \Gamma_{\mu}^\alpha (g_{\mu\nu} \partial_{\nu} \Phi)
+ \frac{3}{8} \partial V = 0,
\]

(A7, A8, A9)

Now introducing the perturbations on the background metric and scalar field defined in [29]. Under this definition, the Ricci tensor and its scalar to linear-order in the perturbations take the form

\[
R_{\mu\nu}^{(1)} = \frac{1}{2} \left( \partial_{\tau} \partial_{\alpha} h_{\mu}^\alpha + \partial_{\nu} \partial_{\alpha} h_{\mu}^\alpha - \partial_{\nu} \partial_{\alpha} h^\alpha_{\mu} - \Box h_{\mu\nu} \right), \quad R^{(1)} = e^{-2A} (\partial_{\mu} \partial_{\nu} h_{\mu\nu})
\]

(A10)

where \( \Box = \partial_{\mu} \partial_{\mu} \). Plugging these results in (A6) – (A9) and applying the Fourier’s transform we get the following equations:

\[
3 \partial_{\tau} A \partial_{\rho} h_{\rho} + \frac{8}{3} \partial_{\tau} A \partial_{\tau} \Phi + \partial_{\tau} \Phi - e^{-2A} h_{\tau} = 0,
\]

(A11)
The next stage is to project some of the last equations along the momentum and transverse to it (see Refs. 29 [33]). For doing that we decompose the metric perturbations in the form

$$h_{\mu\nu} = h_{\mu\nu}^{TT} + h_{\mu\nu}^{TL} + h_{\mu\nu}^{L}.$$  \hfill (A15)

The projectors are defined by

$$P_{\mu\nu}^{TT} = \frac{1}{(q^2)^2} \Pi_{\mu\nu}^{TT} h_{\alpha\beta},$$
$$P_{\mu\nu}^{TL} = \frac{1}{(q^2)^2} \left[ P_{\mu\nu}^{T\alpha\beta} P_{\alpha\beta} + P_{\mu\nu}^{T\nu\alpha} P_{\alpha\beta} \right] h_{\alpha\beta},$$
$$P_{\mu\nu}^{L} = \frac{1}{(q^2)^2} P_{\mu\nu}^{L\alpha\beta} P_{\alpha\beta} h_{\alpha\beta},$$  \hfill (A16)

where $P_{\mu\nu}^{TT}$ projects along $q^\mu$, $P_{\mu\nu}^{TT}$ projects in the transverse direction and $P_{\mu\nu}^{T\alpha\beta}$ projects on the transverse-traceless sector, the components of (A15) are given by

$$h_{\mu\nu}^{TT} = \frac{1}{(q^2)^2} \Pi_{\mu\nu}^{TT} h_{\alpha\beta},$$
$$h_{\mu\nu}^{TL} = \frac{1}{(q^2)^2} \left[ P_{\mu\nu}^{T\alpha\beta} P_{\alpha\beta} + P_{\mu\nu}^{T\nu\alpha} P_{\alpha\beta} \right] h_{\alpha\beta},$$
$$h_{\mu\nu}^{L} = \frac{1}{(q^2)^2} P_{\mu\nu}^{L\alpha\beta} P_{\alpha\beta} h_{\alpha\beta}. $$  \hfill (A17)

Additional properties of the projectors are: $h_{\mu\nu} = P_{\mu\nu}^{TT} h_{\alpha\beta}/q^2$, $h_{\mu\nu} = P_{\mu\nu}^{T\alpha\beta} h_{\alpha\beta}/q^2$, $h_{\mu\nu}^{TT} = h$ and $P_{\mu\nu}^{TT}/q^2 + P_{\mu\nu}^{TT}/q^2 = \eta_{\mu\nu}$.

Let us split the problem. First, we apply the projector $P_{\mu\nu}^{TT}$ on (A12) to get

$$\partial_\mu h_{\nu\mu} + \frac{8}{3} \partial_\mu \Phi = 0.$$  \hfill (A18)

Second, we apply the projectors $P_{\mu\nu}^{TT}$ and $P_{\mu\nu}^{TT}$ on (A13), we get the following equations

$$\partial_\mu^2 h_{\mu\nu} + 4 \partial_\mu A \partial_\nu h_{\mu\nu} + \partial_\mu A \partial_\nu h + \frac{2}{3} \partial V \varphi - q^2 \varphi = - \frac{2}{3} \partial V \varphi = 0,$$
$$\partial_\mu^2 h_{\mu\nu} + 4 \partial_\mu A \partial_\nu h_{\mu\nu} + 3 \partial_\mu A \partial_\nu h + 2 \partial V \varphi - q^2 \varphi = 0.$$  \hfill (A19)

Combining both equations, then using (A11) to replace $h_{\mu\nu}$, at the end we get a second-order differential equation for $h$

$$\partial_\mu^2 h + 2 \partial_\mu A \partial_\nu h + \frac{2}{3} \partial V \varphi - \frac{16}{3} \partial_\mu \Phi_0 \partial_\nu \Phi = 0.$$  \hfill (A20)

which may be written as

$$e^{-2A} \partial_\mu (e^{2A} \partial_\nu h) + \frac{2}{3} \partial V \varphi = 0.$$  \hfill (A21)

Defining the new function $H = e^{2A} \partial_\nu h$, the last equation becomes a first-order differential equation for $H$. Additionally, we do introduce this new function in the Klein-Gordon equation (A14), the resulting equations are:

$$e^{-2A} \partial_\mu H + \frac{2}{3} \partial V \varphi = 0,$$  \hfill (A22)
$$\partial_\mu^2 \Phi + 4 \partial_\mu A \partial_\nu \Phi + \frac{1}{2} \partial_\mu \Phi \partial_\nu \Phi - q^2 e^{-2A} \varphi + \frac{3}{8} \partial^2 V \varphi = 0.$$  \hfill (A23)

We may eliminate the dependence on $H$ using both equations, the final result is a third-order differential equation [30].

On the other hand, to complement the analysis we write the equation of the transverse and traceless sector, which is obtained by applying the projector $P_{\mu\nu}^{TT} \mu \nu$ on (A13), hence, we get

$$\partial_\mu^2 h_{\mu\nu}^{TT} + 4 \partial_\mu A \partial_\nu h_{\mu\nu}^{TT} - q^2 e^{-2A} h_{\mu\nu}^{TT} = 0.$$  \hfill (A24)

This equation is used in Section V B to find the two-point function of the energy-momentum tensor.

**Appendix B: Scalar perturbations - linear dilaton**

In this Appendix, we write the results obtained for the linear dilaton in the IR. Thus, performing some integrals in (38) the perturbative solution for $\alpha = 1$ is given by

$$S = c_2 \left( 1 + \frac{9q^2}{8} \Phi + O(\bar{q}^4) \right) - \frac{c_1 e^{-2\Phi}}{3W_\infty} \left( 1 - \frac{9q^2}{8} \Phi + O(\bar{q}^4) \right).$$  \hfill (B1)

On the other hand, we get an analytic solution of Eq. (42), which is given by

$$S = c_3 e^{-2\Phi} \left( 1 - \frac{9q^2}{8} \Phi + O(\bar{q}^4) \right) + c_4 e^{-2\Phi} \left( 1 - \frac{9q^2}{8} \Phi + O(\bar{q}^4) \right).$$  \hfill (B2)

Expanding the last result up to second order in $\bar{q}^2$

$$S = c_3 e^{-2\Phi} \left( 1 - \frac{9q^2}{8} \Phi + O(\bar{q}^4) \right) + c_4 e^{-2\Phi} \left( 1 - \frac{9q^2}{8} \Phi + O(\bar{q}^4) \right).$$  \hfill (B3)

Matching (B1) with (B3) we get

$$\frac{c_2}{c_1} = - \frac{c_4}{3c_3 W_\infty}.$$  \hfill (B4)
On the other hand, the solution close to the boundary is the same as in (49). Hence, combining Eqs. (53) and (55), we get the following relation

$$\varphi_N = \mathcal{F}_s(q) \varphi_b,$$

(B5)

where

$$\mathcal{F}_s(q) = -\frac{512}{(3^{2/3} c_3 W_\infty - 2^{17/4} (3/4))} \frac{1}{q^2}.$$ 

(B6)

Using the same idea as we have done for the quadratic dilaton, the solution close to the boundary may be written as in (58), from this expression we read the coefficients. Thus, the two-point function for the linear dilaton is given by

$$\langle \mathcal{O}\mathcal{O} \rangle \propto \frac{\varphi_N}{\varphi_b} \propto \frac{1}{q^2}. \quad \text{(B7)}$$

Therefore, we have shown that the correlation function has a pole at $q^2 = 0$, which corresponds to the massless state displayed in Fig. 3.