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Recent years have seen the development of a rich phenomenology beyond the Luttinger Liquid model of one dimensional quantum fluids, arising from interactions between the elementary phonon excitations. It has been known for some time, however, that the straightforward inclusion of these interactions presents technical difficulties that have necessitated approaches based on refermionization or effective impurity models.

In this work we show that the nonlinear extensions of the Luttinger model are tractable in the phonon basis. We present a calculation of the singularities present in the zero temperature dynamical structure factor in the semiclassical limit where the phonon dispersion is strong.

A unitary transformation decouples interactions between left– and right–moving phonons, leaving the second quantized Hamiltonian of a gas of bosons of mass \( m \) is

\[
H_{BG} = \int dx \left[ \frac{(\partial_x \psi^\dagger)(\partial_x \psi)}{2m} + \frac{c}{2} \psi^\dagger \psi \psi^\dagger \psi \right],
\]

(1)

(we set \( \hbar = 1 \)), where \( c \) governs the strength of short range interactions between the particles, and \( \psi(x), \psi^\dagger(x) \) are the creation and annihilation operators, obeying the usual commutation relations

\[
[\psi(x), \psi^\dagger(y)] = \delta(x - y).
\]

(2)

The starting point for the hydrodynamic description is the representation of the field operators in terms of density \( \rho(x) \) and phase \( \theta(x) \) variables

\[
\psi(x) = \sqrt{\rho(x)} e^{i\theta(x)}.
\]

(3)

The commutation relations Eq. (2) are reproduced if \( \rho(x) \) and \( \theta(x) \) are canonically conjugate

\[
[\rho(x), \theta(y)] = i\delta(x - y).
\]

(4)

In terms of \( \rho(x) \) and \( \theta(x) \), the Hamiltonian Eq. (1) takes the QHD form

\[
H_{BG} = \int dx \left[ \frac{(\partial_x \theta)^2}{2m} + \frac{(\partial_x \rho)^2}{2m} + \frac{c}{2} \theta^2 \right].
\]

(5)

An interesting feature of passing to this representation is that the anharmonicity is shifted from the interaction term to the kinetic term.

Dynamics near a state of uniform density can be described by writing \( \rho(x) = n + \varrho(x) \), where \( n \) is the mean density. Expanding \( H_{BG} \) to quadratic order then gives \( H_{BG} = H_Q + \ldots \) with

\[
H_Q = \int dx \left[ \frac{n (\partial_x \theta)^2}{2m} + \frac{(\partial_x \rho)^2}{8mn} + \frac{c}{2} \varrho^2 \right].
\]

(6)

This Hamiltonian is quadratic and may be diagonalized by expressing the fields in terms of their Fourier modes

\[
g(x) = \frac{1}{\sqrt{L}} \sum_p \theta_p e^{ipx},
\]

\[
\theta(x) = \frac{1}{\sqrt{L}} \sum_p \theta^\dagger_p e^{ipx},
\]

(7)

where \( p = 2\pi n/L \), \( n = 0, \pm 1, \pm 2, \ldots \) for a system of length \( L \), and \( \theta^\dagger_p = \theta_{-p}, \theta^\dagger_{-p} = \theta_{-p} \). In terms of the Fourier modes \( H_Q \) takes the form

\[
H_Q = \sum_{p \geq 0} \frac{m p^2}{2} |\theta_p|^2 + \left( c + \frac{p^2}{4mn} \right) |\theta_p|^2.
\]

(8)

Bearing in mind that \( \rho_p \) and \( \theta_{-p} \) are canonically conjugate, Eq. (8) takes the form of a sum of oscillator Hamiltonians from which we can read off the frequency

\[
\Omega^2_p = \frac{p^2}{2m} \left( \frac{p^2}{2m} + 2cn \right),
\]

(9)
which is the famous Bogoliubov dispersion relation. At low momentum the Bogoliubov spectrum is linear
\[ \Omega_p \sim up + O(p^3), \quad u^2 = \frac{cn}{m}. \] (10)

Since we are often interested in this limit, it is common to eliminate the term causing the dispersion from the Hamiltonian. One may trace this back to the second term of Eq. [5], sometimes referred to as the ‘quantum pressure’. Upon striking it from the Hamiltonian the quadratic Hamiltonian Eq. (5) describes the Bose gas in any dimension. Usually, these approximations are justified by declaring the low-energy limit of the Hamiltonian.

As shown from Eq. [5], the expansion around uniform density yields cubic terms in the next order, which will turn out to be the most important.

1. Truncation to a quadratic Hamiltonian. As is clear from Eq. [5], the expansion around uniform density yields cubic terms in the next order, which will turn out to be the most important.

2. Dropping the higher derivative (‘quantum pressure’) term that leads to phonon dispersion.

Usually, these approximations are justified by declaring the Hamiltonian a low-energy effective theory, with the dropped terms being irrelevant perturbations that serve to renormalize the parameters \( u \) and \( K \).

As should be clear from the above, the QHD Hamiltonian Eq. [5] describes the Bose gas in any dimension. However, in one dimension, the Luttinger Hamiltonian may be used to describe the low energy limit of an arbitrary quantum fluid, whose microscopic constituents may in fact be fermions, bosons, or spins. For example, a fermion system may be written in terms of bosons using a Jordan–Wigner transformation, and then the bosons represented as above.

In this way, the long wavelength part of the operators describing the constituents may be written in terms of the \( \phi(x) \) and \( \theta(x) \) fields, and since Eq. [11] describes a system of non-interacting phonons, the asymptotic behavior of correlations functions may be calculated.

Despite its apparent limitation to one dimensional problems, the Luttinger Liquid has also been of great importance in understanding two of the great problems of twentieth century condensed matter physics, the X-ray edge singularity and the Kondo effect (in fact, the bosonization method owes part of its development to the X-ray problem). Both cases may be formulated as scattering problems, allowing a solution by bosonization in a given angular momentum channel.

The dynamics of the Luttinger model is conveniently pictured in the chiral basis \( \phi_{R/L} \equiv \frac{1}{\sqrt{K}}(\sqrt{R} \theta + \sqrt{L} \phi) \), with mode expansion
\[ \phi_{R/L} = -\frac{i}{\sqrt{L}} \sum_{k \geq 0} \frac{1}{\sqrt{|k|}} \left( a_k e^{ikx} - a_k^\dagger e^{-ikx} \right), \] (14)

where \( [a_k, a_{k'}^\dagger] = \delta_{kk'} \) is equivalent to the chiral current \( \rho_{R/L} \equiv \partial \phi_{R/L} \) satisfying the Kac–Moody algebra
\[ [\rho_{R/L}(x), \rho_{R/L}(x')] = \mp i \delta'(x - x'). \] (15)

The Luttinger Hamiltonian Eq. (11) becomes
\[ H_{LL} = u \int_0^L dx \left[ \rho_R^2 + \rho_L^2 \right], \] (16)
and the chiral currents obey \( [\partial_t \pm i \partial_x] \rho_{R/L} = 0 \), describing decoupled right– and left–moving density waves.

### B. Shortcomings of the theory

The effect of the truncation of the full hydrodynamic theory Eq. (5) to the quadratic Luttinger Hamiltonian may be illustrated by considering the dynamic structure factor (DSF), defined as the (Fourier–transformed) density–density correlation function
\[ S(q, \omega) = \int dt e^{i\omega t} \langle 0 | \rho_q(t) \rho_q^\dagger(0) | 0 \rangle. \] (17)

Since the Fourier components of the chiral currents are eigenstates of the Hamiltonian, the DSF is destined to be a delta peak on the phonon dispersion
\[ S(q, \omega) = 2 \pi \delta(\omega - u|q|) \langle 0 | \rho_q(0) \rho_q^\dagger(0) | 0 \rangle. \] (18)

From the Luttinger Hamiltonian Eq. (11) we find the ground state expectation
\[ \langle 0 | \rho_q^\dagger(0) \rangle = \frac{Kq}{4\pi^2}. \] (19)

For a Galilean-invariant system, the weight of the delta peak is fixed by the f–sum rule (see, e.g., Ref. [6]),
\[ \int \omega S(q, \omega) d\omega = n \frac{q^2}{2m}, \] (20)
which is consistent with Eq. [19] and Eq. [13].

The \( \delta \)-function \( \delta(\omega - u|q|) \) in the DSF is a consequence of the Luttinger Hamiltonian being a theory of free phonons. The interactions between phonons that we
dropped in passing from the QHD Hamiltonian Eq. (5) to Eq. (6) are expected to a cause a broadening of this \( \delta \)-function, indicating a finite lifetime for the excitations.

In more than one dimension, it is well established that the nonlinearities of QHD may be treated as a perturbation of the quadratic theory. To see why such an approach is justified, recall that the QHD Hamiltonian Eq. (5) may be used to describe a Bose gas in dimensions greater than one. When expressed in terms of the creation and annihilation operators of the Fourier components, the cubic parts of the Hamiltonian have the following generic form at low momentum

\[
\sum_{k_3 = k_1 + k_2 \atop (k_1, k_2, k_3) \leq m} \sqrt{|k_1||k_2||k_3|} \left[ a^\dagger_{k_3} a_{k_1} a_{k_2} + a^\dagger_{k_1} a^\dagger_{k_2} a_{k_3} \right].
\]  
(21)

The use of perturbation theory is justified in the calculation of the lifetime of low energy phonons on account of the \( \sqrt{|k|} \) factors in Eq. (21), which lead to vanishing interactions at long wavelengths. In superfluids the decay process due to interaction terms of this form is known as Beliaev damping.

The kinematics of this decay process is determined by conservation of momentum and energy

\[
\Omega_{k_3} = \Omega_{k_1} + \Omega_{k_2} \\
k_3 = k_1 + k_2.
\]  
(22)

In classical wave physics these are sometimes known as resonance conditions, as they determine resonant energy transfer between modes.

Suppose that the phonon dispersion relation has the low momentum form (c.f. Eq. (10))

\[
\Omega_k = u|k| - \beta|k|^3 + \ldots
\]  
(23)

For the conditions Eq. (22) to be satisfied it is necessary that \( \beta < 0 \), and that \( k_1 \) and \( k_2 \) have non-zero angle with respect to each other. Thus we see that in one dimension phonon dispersion of either sign prohibits Beliaev decay and the combined effect of dispersion and nonlinearity is necessarily more complicated.

Perhaps we can ignore the phonon dispersion? As we have seen, this means passing from the quadratic Hamiltonian \( H_Q \) to the Luttinger Hamiltonian \( H_{LL} \) in Eq. (11). It is natural to consider perturbing \( H_{LL} \) by the cubic Hamiltonian Eq. (21) specialized to one dimension. Here the interactions come in two types: those between phonons of the same chirality

\[
H_{R/L} = \frac{g_{RL}}{3!} \int_0^L dx (\partial \phi_{R/L})^3
\]  
(24)

and of different chiralities

\[
H_{RL} = \frac{g_{RL}}{2!} \int_0^L dx (\partial \phi_R)^2 (\partial \phi_L - (\partial \phi_L)^2 (\partial \phi_R.
\]  
(25)

Such terms arise, for example, from the first term of Eq. (6), originating from the boson kinetic energy, in which case \( g_{RL}/3! = 2 \cdot g_{RL}/2! = -\frac{1}{4m} \sqrt{\frac{u}{2\pi K}} = -\frac{u}{4\pi \sqrt{2\pi K}} \) (using the result Eq. (13) for the Luttinger parameter in a Galilean invariant system).

As was explicitly noted in Ref. 9 perturbing \( H_{LL} \) by the interaction between phonons of the same chirality (e.g. Eq. (24)) is problematic. To appreciate the nature of the difficulty, consider \( H_R \) in the interaction picture with respect to the quadratic Hamiltonian \( H_2 \). In terms of the mode expansion Eq. (14), \( H_R \) has the form

\[
H_R(t) \propto \sum_{k_3 \geq k_1 + k_2 \atop (k_1, k_2, k_3) > 0} \sqrt{k_1 k_2 k_3} \left[ a^\dagger_{k_3} a_{k_1} a_{k_2} e^{i(\Omega_{k_3} - \Omega_{k_1} - \Omega_{k_2})t} + \text{h.c.} \right].
\]  
(26)

It is then clear that for purely linear dispersion \( \Omega_k = uk \) the time dependence is absent from the Hamiltonian, and there is no sense in which \( H_R \) can be regarded as a small perturbation.

The same point can be made more compactly by noting that the chiral momentum operator

\[
P = \sum_{k > 0} k a^\dagger_k a_k = \frac{1}{2} \int (\partial \phi_R)^2
\]  
(27)

is proportional to the chiral Luttinger Hamiltonian, \( H_{ll;LL} \equiv uP \) (c.f. Eq. (16)), and a Galilean boost to the frame moving with the phonons sends \( H_{x;LL} \rightarrow H_{x;LL} - uP = 0 \), leaving only the interaction term \( H_R \).

In conclusion, there is no meaningful perturbation theory starting from the Luttinger Hamiltonian, and adding dispersion appears to forbid phonon decay on kinematic grounds. We emphasize that these are difficulties in the treatment of the anharmonic phonon Hamiltonian: there is nothing wrong with the Hamiltonian itself.

As a guide, it’s useful to compare the result Eq. (18) for the Luttinger Hamiltonian with the result for free fermions with quadratic dispersion. Fixing \( q > 0 \), applying the density operator \( \rho^0_q = \sum_k a^\dagger_k a_k \) to the Fermi sea creates a superposition of eigenstates of energy \( \epsilon_{k,q} = [(k + q)^2 - k^2]/2m = q^2/2m + kq/m \), for \( k \) in the window \( [k_F - q, k_F] \), where \( k_F \) is the Fermi wavevector. It follows that

\[
\langle \rho_q(t) \rho^\dagger_q(0) \rangle = \sum_{k \in [k_F - q, k_F]} e^{-i \epsilon_k t},
\]  
(28)

and the structure factor has the form of a top hat (see Fig. 1):

\[
S(q, \omega) = \frac{m}{q} \Theta(\omega - \epsilon_-) \Theta(\epsilon_+ - \omega),
\]  
(29)

where \( \epsilon_\pm(q) = k_F q/2m \pm q^2/2m \). Eq. (29) may be checked to satisfy Eqn. (20). From a distance, the top hat looks like the Luttinger liquid delta peak. However, LL theory alone is unable to resolve even this simple “fine structure”.
Bosonizing free fermions with cubic dispersion leads to a Luttinger Hamiltonian with chiral cubic interaction $H_{R/L}$ between phonons (Ref. 4, see also Appendix. A). Thus we can infer that inclusion of this term in the phonon theory is responsible for passing from the $\delta$-function to the top hat. Although this a consequence of interactions between phonons, we have seen that it is difficult to explain within a simple picture of phonon decay. This is reflected by the unusual lineshape, quite different from the Lorentzian that the decay picture based on a perturbative calculation of the self-energy would suggest. By contrast, a direct calculation of the structure factor in Ref. 10 shows that the free fermion result is reproduced to order $g_{R/L}^4$, though there is no sense in which the expansion can be truncated at this point.

In interacting models, the DSF and other correlation functions have additional singular features to be described below, and in recent years attention has focused on the development of a theory beyond the Luttinger Hamiltonian capable of describing these features \(^{11,13}\).

We are now in a position to pose the question that we address in this work: is it possible to obtain the fine structure of the DSF from an analysis of the QHD theory? Before turning to our approach we first describe how these difficulties were handled in earlier work.

C. Earlier work

Due to the resonances plaguing the bosonic perturbation theory about the Luttinger Hamiltonian, Rozhkov \(^{12}\) was led to a basis of fermionic quasiparticles. As we discussed above, the QHD Hamiltonian $H_{LL} + H_R + H_L$ can be described exactly in terms of free fermions with quadratic dispersion, and this proves to be a convenient starting point for the analysis of the more general case (including dispersion and $H_{RL}$), which will correspond to interacting fermions.

Ref. 13 made the following key observation with respect to this situation. The free fermion result Eq. (29) for $S(q, \omega)$ is characterized by the presence of upper and lower thresholds $\epsilon_{\pm}(q)$ that delimit the range of allowed energies of a particle–hole pair of momentum $q$. The upper threshold corresponds to the creation of a particle–hole pair with the particle at momentum $k_F + q$ and the hole at $k_F$ i.e. the Fermi surface, while the lower threshold has the particle at $k_F + q$ and the hole at $k_F - q$. If we are concerned with the behaviour of the DSF at energies that differ from the upper (lower) threshold by an amount $\ll k_F q/m$, we may regard the particle (hole) as being a distinct excitation, interacting with a Luttinger Liquid.

The universality of the physics near the threshold $\epsilon_{\pm}(q)$ was encapsulated by the construction of a minimal Hamiltonian \(^{11,13}\), known as the “mobile impurity model”.

We will discuss only the hole case for brevity. The important degrees of freedom are isolated by writing the microscopic fermion field $\psi^\dagger(x)$ in terms of excitations near the right and left Fermi points, and a “deep hole”, or mobile impurity, created by $d(x)$ with momentum $\sim k_F - q$.

$$\psi(x) \rightarrow e^{ik_F x} \psi_R(x) + e^{-ik_F x} \psi_L(x) + e^{i(k_F - q)x} d(x).$$  \hspace{1cm} (30)

$\psi_{R/L}$ are described by the Luttinger Hamiltonian, and coupled to the impurity via

$$H_d = \int dx \int d^d x |\epsilon_{\pm}(q) - iv_d \partial_x| d(x),$$

$$H_{int} = \int dx [V_R(q)\rho_R(x) + V_L(q)\rho_L(x)]d^d.$$  \hspace{1cm} (31)

Here $v_d = \epsilon_{\pm}(q)$ is the group velocity of the hole. Just as with the linear Luttinger Liquid, the parameters $V_{R/L}$ must be found from the microscopic model. If the microscopic interactions are small, the model (31) may be derived with explicit expressions for the coupling parameters. Otherwise, the model should be regarded as phenomenological, and the parameters found by calculating its response to shifts in the zero modes. Collecting those terms from Eqn. (30) that contribute terms peaked around $e^{-iqx}$ to the density $\psi^\dagger \psi$, we find the DSF (Eq. (17)) may be written

$$\int dt e^{i\omega t} \langle d^\dagger(x, t)\psi_R(x, t)\psi_{R/L}(0, 0) d(0, 0) \rangle_{H_0 + H_d + H_{int}}.$$  \hspace{1cm} (32)

A unitary transformation removes $H_{int}$, just as in the bosonization solution of the X-ray edge problem.\(^{12}\) Whilst in the pure X-ray edge problem the impurity is non–dynamical, the dynamics of our impurity can be accounted for simply by shifting to the frame moving with $v_d$. Applying the unitary transformation

$$U_R = \exp \left( i \int \frac{V_R(q)}{u - v_d} \phi_R d^d x \right)$$  \hspace{1cm} (33)
shifts $\rho_R \rightarrow \rho_R + V_R(q)d^3d/(u - v_d)$ (the combination $u - v_d$ appears due to the shift to the impurity frame). A similar transformation for the left–movers removes the interaction term from the Hamiltonian.

To find the action of $U_R$ on the projected electron operators $\psi^\dagger_R$ we use the bosonization formula $\psi^\dagger_R \sim e^{i\phi_R}$ [2]. To lighten the algebra, we concentrate on the simple case $K = 1$, where the $\psi^\dagger_R$ are just $e^{i\phi_R}$. After the transformation, the DSF [42] factorizes into the impurity and LL correlators

$$
\int dt e^{i\omega t} \langle \exp(i\delta_R[\phi_R(x, t) - \phi_R(0, 0)]) \rangle_{H_0} \times \langle \exp(i\delta_L[\phi_L(x, t) - \phi_L(0, 0)]) \rangle_{H_0} \times \langle d^\dagger(x, t)d(0, 0) \rangle_{H_0}.
$$

We used the shorthand $\delta_{L/R}$ for $V_R/(u - v_d), V_L/(u + v_d)$, which are interpreted as momentum dependent phase shifts for the impurity scattering on the Luttinger liquid. Using the results for correlation functions of vertex operators in the Luttinger liquid [2] and then taking a Fourier transform, produces power law behaviour for the structure factor

$$
S(q, \omega) \propto [\omega - \epsilon_-(q)]^{-\mu(q)} \Theta(\omega - \epsilon_-(q)), \quad \omega \sim \epsilon_-(q),
$$

where

$$
\mu(q) = 1 - \frac{\delta^2}{2\pi} - \frac{S_R^2}{2\pi}.
$$

Eq. (35) predicts a power law behaviour of $S(q, \omega)$ near the lower threshold, with $q$-dependent exponent. The physical picture is that the hole acts as an impurity with momentum close to $k_F - q$, causing a shake up of the Luttinger liquid thanks to Anderson’s orthogonality catastrophe [41], the ground state of the Luttinger liquid in the presence of the impurity is orthogonal (in the large–system limit) to the ground state in its absence. This softens the delta–function propagator of the impurity into a power law singularity.

As we have already mentioned, the mobile impurity model should be regarded as a phenomenological description of the threshold singularities outside of the weak interaction regime. Useful checks on the correctness of this picture are, however, available from exactly–solvable models. For instance, the Calogero–Sutherland model [43], which describes particles of mass $m$ interacting via a long–range potential $U(x, y) = \lambda/(m|x-y|^\lambda)$, has exponents $\mu_+ = 1 - \lambda$, $\mu_- = 1 - 1/\lambda$ [44].

Last but by no means least, broadening of the dynamic structure factor beyond any effects attributable to the finite temperature has recently been observed in experiments on a 1D gas of cold $^{87}$Rb atoms [19].

D. Scope of this paper

It is the purpose of this paper to calculate the (zero temperature) structure factor directly from the hydrodynamic Hamiltonian containing the leading nonlinear corrections to the dispersion and interactions of the Luttinger Hamiltonian, Eq. (11).

As we have explained, it is necessary to include both interactions between phonons described by (24), (25), and dispersion $\Omega(q) = uq + q(q)$, which we model by the expansion

$$
\epsilon(q) = -\alpha q^2 - \beta q^3 + \ldots.
$$

For the Bogoliubov dispersion Eq. (7) $\alpha = 0$, $\beta < 0$. An example of a model containing a $q^2$ dispersion is provided by the aforementioned Calogero–Sutherland model. Bosonization of the $1/r^2$ interaction gives rise to a term

$$
\frac{\lambda(\lambda - 1)}{2m^2} \int dx \frac{d\phi(x)d\phi(y)}{(x - y)^2}.
$$

For this model, $\alpha = (\lambda - 1)/2\pi$, $g_L = g_R = \sqrt{2\pi/m}$, and coupling between right and left movers is absent $g_{RL} = 0$ (see, e.g. Ref. [20] for a clear discussion of this point).

The term Eq. (38) may be rewritten

$$
\frac{\lambda(\lambda - 1)}{2m^2} \int dx \frac{d\phi d\phi^2 \phi_H}{(x - y)^2},
$$

where the subscript indicates the Hilbert transform,

$$
f_H(x) \equiv \frac{P}{\pi} \int_{-\infty}^\infty \frac{f(y)}{y - x} dy.
$$

To recap, the low–energy phonons are governed by the Hamiltonian consisting of the dispersion [37], chiral interactions [24], and nonchiral interactions [25]. In a theory of classical 1D waves, an initial disturbance will spatially separate into left–moving and right–moving profiles. For this reason, classical nonlinear wave equations are usually written for waves moving in one direction in a frame moving at the speed of $k \to 0$ waves and with only the dispersive terms retained. Similarly, we would like to work with chiral excitations only, but we must be careful to first remove the interaction $H_{RL}$ (see Eq. (25)) by a Schrieffer–Wolff transformation (discussed in Section II). After moving to a frame with velocity equal to the speed of sound, we arrive at the chiral Hamiltonian for right moving excitations

$$
H_\chi = \int dx \left[ \frac{\alpha}{2} \partial \phi \partial^2 \phi_H - \frac{\beta}{2} (\partial^2 \phi)^2 + \frac{g}{3!} (\partial \phi)^3 \right],
$$

where we have dropped the subscript $R$ to lighten the notation, as well as the term $(u/2) (\partial \phi)^2$ describing the linear dispersion which, as we saw, can be removed by passing to frame with velocity $u$. 
The Hamiltonian Eq. (41) is the central object of study in this paper. A striking feature of chiral Hamiltonians of this form is that, within a sector of fixed momentum $P$, the spectrum is bounded from below and above. To understand why this is so, first note that for $q = 0$ we have a theory of free chiral bosons with dispersion given by Eq. (37)

$$H_{\chi,g=0} = \sum_k \epsilon(k) a_k^\dagger a_k. \quad (42)$$

At fixed momentum $P = \sum k a_k^\dagger a_k = q$, the spectrum of $H_{\chi,g=0}$ lies in the range $[\epsilon(q), 0]$. $\epsilon(q)$ corresponds to a single phonon of momentum $q$. Conversely, the energy can be made arbitrarily close to zero by partitioning $q$ among many low momentum modes. Thus the quadratic part of the Hamiltonian is bounded. This goes for the cubic interaction term: we know that this term describes free chiral fermions with quadratic dispersion, which as we have seen have a bounded spectrum.

The DSF of Eq. (41) will be finitely supported between two thresholds. Central to our approach is the identification of a threshold in the DSF with a soliton dispersion relation appears in the context of the Benjamin–Ono equation (KdV) as the Benjamin–Ono equation

$$0 = \partial_t v + v \partial_x v + \alpha \partial_x^2 v + \beta \partial_x^4 v. \quad (43)$$

When $\alpha = 0$, this is the Korteweg–de Vries equation of fluid dynamics. The case $\beta = 0$ is known as the Benjamin–Ono equation [22,23]. Both equations are integrable [23,24] (although the mixed case with both $\alpha, \beta \neq 0$ is not) and have a family of soliton solutions parameterized by a soliton speed $v_S$ (which follows the sign of $\alpha, \beta$ respectively)

$$V(x - v_S t) = \begin{cases} 3v_S \text{sech}^2 \left( \frac{1}{2} \sqrt{\frac{v_S}{\pi}} x \right) & \text{(KdV)}, \\
\frac{4v_S^2 v_1}{v_1^2 x^2 + \alpha^2} & \text{(BO)}. \end{cases} \quad (44)$$

Substituting the soliton solutions into Eqs. (43) and (27), we find the dispersion relations

$$E(q) = \begin{cases} \frac{3}{8} \left( \frac{q^2}{12 \sqrt{\pi} \beta} \right)^{2/3} & \text{(KdV)}, \\
\frac{g^2}{8 \pi a} & \text{(BO)}. \end{cases} \quad (45)$$

Note that these bend in the opposite sense to the phonon dispersion, as shown in Fig. 2.

![FIG. 2: For the chiral Hamiltonian, the dynamical structure factor (grayscale) has power–law singularities given by Eqs. (46) in the vicinity of the thresholds given by the phonon dispersion $\epsilon(q)$ and soliton dispersion $E(q)$ (Eqs. (37), (45)).](image)

The identification of a threshold in the DSF with a soliton dispersion relation appears in the context of the 1D Bose gas (Lieb–Liniger model) in Ref. [27]. Note that in a nonchiral model only a lower threshold exists, as one can make arbitrarily energetic states at fixed momentum by creating both left and right movers. Nevertheless, we will see that we can understand the DSF in the nonchiral case by carefully decoupling the two chiralities.

We now state the main results of this paper, the behaviour of the structure factor in the vicinity of the thresholds $\epsilon(q), E(q)$, in the semiclassical regime where dispersion dominates the interaction. This requires $g_{RL} q/\epsilon(q), g_{RL} q/2u \ll 1$. In the opposite limit, at least for $g_{RL}$ vanishing, refermionization gives a top hat for the structure factor [12].

In the chiral problem, the structure factor has support only within the window of frequencies $[\epsilon(q), E(q)]$, and has power law behaviour at the thresholds $\epsilon(q), E(q)$ given by

$$S(q, \omega) \propto \begin{cases} (\omega - \epsilon(q))^{\mu_R(q) - 1} & \omega \gtrless \epsilon(q) \\
[E(q) - \omega]^{\Delta/2 - 1} & \omega \lesssim E(q), \end{cases} \quad (46)$$

(see Fig. 2). The exponents are determined by $\mu_R(q) = \frac{1}{2\pi} (g_{RL} q/\epsilon(q))^2$, and the soliton weight $\Delta(q) = \int dx V$ respectively. Strictly speaking, the thresholds should contain the renormalized dispersion parameters. However, these corrections may be calculated using conventional perturbation theory, so we do not discuss them in this paper.

If there are interactions with gapless left–movers, the structure factor is also non–zero above the upper threshold, since excitations of arbitrarily high energy at fixed momenta may be produced. There are two cases, as shown in Fig. 3, depending on whether the phonon or soliton defines the lower threshold. The values of the
exponents are
\[ \mu_1 = \frac{1}{2\pi} \Delta^2(q) + \frac{1}{2\pi} \left( \frac{g_{RL}q}{2u} \right)^2 - 1, \]
\[ \mu_2 = \frac{1}{2\pi} \left( \frac{g_{RL}q}{\epsilon'(q)} \right)^2 + \frac{1}{2\pi} \left( \frac{g_{RL}q}{2u} \right)^2 - 1, \]
\[ \mu_3 = \frac{1}{2\pi} \left( \frac{g_{RL}q}{\epsilon'(q)} \right)^2 - 1, \]
\[ \mu_4 = \frac{1}{2\pi} \left( \frac{g_{RL}q}{2u} \right)^2 - 1. \]

E. Outline

To conclude this introduction, we describe in outline the remainder of the paper. In Section II, we show how to decouple the interaction between left- and right-movers via a unitary transformation, which expresses correlation functions as a convolution of a correlator in a (non-linear) chiral Hamiltonian with a power law originating from the chiral decoupling. Correlation functions in the chiral Hamiltonian have power law singularities near the phonon threshold, which are calculated in Section III and soliton threshold, which are calculated in Section IV. The calculations for a purely chiral theory with quadratic phonon dispersion are discussed in a previous paper by the authors.25

II. MAPPING TO A CHIRAL PROBLEM

The Luttinger Hamiltonian Eq. (16) describes free left and right moving phonons. The two branches are coupled together by the term \( H_{RL} \) (see Eq. (25)). In this section we will show how to approximately decouple the two branches in the presence of this interaction. Despite being non-resonant, it has an important influence on the threshold singularities of the DSF, because the Anderson orthogonality catastrophe causes a vanishing of the quasiparticle residue in the thermodynamic limit.

We work with the Hamiltonian \( H_{LL} + H_{RL} \), ignoring dispersion for the moment, which does not effect the singularity. Second order perturbation theory in \( H_{RL} \) gives a self–energy for the right moving phonon corresponding to the diagram in Fig. 4a (the loop containing a left and a right mover).

\[ \Sigma(\omega, q > 0) = \frac{g_{RL}^2}{2L} \sum_{k<0} \frac{|kq-k|}{\omega - \epsilon(q) - \Sigma(\omega, q)} \] (48)

Due to the \( \omega \) dependence, the resulting Green function
\[ \frac{1}{\omega - \epsilon(q) - \Sigma(\omega, q)} \] (49)
no longer has unit residue at its pole, but is down by a factor \( Z \) (the quasiparticle residue), where
\[ Z^{-1} = 1 - \frac{\partial \Sigma}{\partial \omega} \bigg|_{\omega=\epsilon(q)} . \] (50)

The self–energy derivative on shell is
\[ \frac{\partial \Sigma}{\partial \omega} \bigg|_{\omega=uq} = -\frac{g_{RL}^2}{2L} \sum_{k>0} \frac{kq(k+q)}{(2uk)^2} \] (51)
\[ = -\frac{g_{RL}^2}{8u^2} \frac{1}{L} \sum_{k>0} \left( \frac{q}{k} + 1 \right). \]

We are interested in the limit \( qL \to \infty \), where the derivative is log divergent. Retaining only this divergence in \( qL \) corresponds to approximating diagram in Fig. 4a with that in Fig. 4b and gives
\[ \frac{\partial \Sigma}{\partial \omega} \bigg|_{\omega=uq} \sim \frac{g_{RL}^2 q^2}{16\pi u^2} \int_{\pi/qL}^{q} dk \] (52)
\[ \sim \frac{g_{RL}^2 q^2}{16\pi u^2} \log qL. \]

From this result we find the quasiparticle residue is
\[ Z \sim \frac{1}{1 + \frac{g_{RL}^2 q^2}{16\pi u^2} \log qL} , \] (53)
and vanishes in the IR. Consequently, even if the dimensionless interaction strength \( g_{RL}q/u \) is small, the phonons are not good quasiparticles. Such a result holds for interactions between any non–resonant gapless modes in 1D (a fact that will be of importance when we deal with the chiral case).
Using the form of Eqn. (25), the appropriate generator is

\[ A_{RL} \] (momentum), and summing over only those singular interactions at leading order, we find that \( A_{RL} \) must satisfy

\[
e^{A_{RL}} (H_{LL} + H_{RL} + H_R) e^{-A_{RL}} = H_{LL} + [H_{LL}, A_{RL}] + H_{RL} + H_R + O ([g_{RL}q/\epsilon(q)]^2).\]

(54)

Using the form of Eqn. (25), the appropriate generator is

\[
A_{RL} = \frac{g_{RL}}{2u} \frac{1}{\sqrt{L}} \sum_{k, q>0} \frac{q(k + q)}{k} \left( a_q^\dagger a_{q-k} - a_{q-k}^\dagger a_q + a_{q-k}^\dagger a_{q-k} - h.c. \right).\]

(55)

This has singular matrix elements coupling states with a single right–mover momentum \( q \), and a slow left–mover of momentum \(-k\) and right–mover \( q+k\). Acting on a right–mover, and summing over only those singular interactions where \( k \ll q \), the commutator simplifies to

\[
[A_{RL}, a_q^\dagger] = \frac{g_{RL}q}{2u} \frac{1}{\sqrt{L}} \sum_{k>0} \frac{1}{\sqrt{k}} \left( a_{-k}^\dagger a_{q-k} - a_{q-k}^\dagger a_{-k} + a_{q-k}^\dagger a_{q-k} - h.c. \right).\]

(56)

To calculate the action of \( A_{RL} \) on the right–moving chiral boson, we have to split it into its positive and negative Fourier modes

\[
\phi_R = i \frac{1}{\sqrt{L}} \sum_{q>0} \frac{1}{\sqrt{q}} a_q^\dagger e^{-iqx},
\]

(57)

\[
\phi_R^+ = -i \frac{1}{\sqrt{L}} \sum_{q>0} \frac{1}{\sqrt{q}} a_q e^{iqx},
\]

from which follows

\[
[A_{RL}, \phi_R(x)] = i \frac{1}{\sqrt{L}} \sum_{q>0} \left( \frac{g_{RL}u}{2c} \phi_L(x) \right) \frac{1}{\sqrt{q}} a_q^\dagger e^{-iqx}.
\]

(58)

Neglecting the (non–singular) commutator of \( A \) and \( \phi_L(x) \), we can sum the series to calculate the rotated right mover \( e^{A_{RL}} \phi_R(x) e^{-A_{RL}} \), which takes the pleasing form

\[
i \frac{1}{\sqrt{L}} \sum_{q>0} \exp \left( \frac{g_{RL}u}{2c} \phi_L(x) \right) \frac{1}{\sqrt{q}} a_q^\dagger e^{-iqx}.
\]

(59)

Similarly, the positive modes are rotated to

\[
-i \frac{1}{\sqrt{L}} \sum_{q>0} \exp \left( -i \frac{g_{RL}q}{2u} \phi_L(x) \right) \frac{1}{\sqrt{q}} a_q e^{iqx}.
\]

(60)

The free vacuum \( |0\rangle \) defined by \( a_k |0\rangle = 0 \) is invariant under \( A_{RL} \) because it is annihilated by the cubic interaction Hamiltonian. Therefore, to calculate the structure factor, we substitute our rotated operators into the correlator \( \langle 0 | \rho^+ (x,t) \rho^- (0,0) | 0 \rangle \) to find it is

\[
\sum_{q>0} \left( \exp \left( -i \frac{g_{RL}q}{2u} \phi_L(x,t) \right) \exp \left( i \frac{g_{RL}q}{2u} \phi_L(0,0) \right) \right)_{H_{LL}}
\]

\[
\times q e^{iqx} \langle a(q) a_q^\dagger (0) \rangle_{H_{LL}+H_x}.
\]

(61)

The factorization into left– and right–moving correlators occurs at leading order in \( g_{RL}q/\epsilon(q) \), where the Hamiltonian does not mix the two sectors. The left–moving correlator is \( \sim (i[x + ut - i0])^{-\mu_{RL}}, \) where \( \mu_{RL}(q) = \frac{1}{q} \left( g_{RL}q/2u \right)^2. \) To show this, we use the mode expansion (14) for the left movers, and use the Baker–Campbell–Hausdorff formula to disentangle the exponentials. The \( x,t \) dependence comes from the part

\[
\langle \exp \left( -i \frac{g_{RL}q}{2u} \sum_{k<0} \frac{1}{\sqrt{|k|}} a_k e^{ikx-ia|k|t} \right) \rangle
\]

\[
\times \exp \left( -i \frac{g_{RL}q}{2u} \sum_{k<0} \frac{1}{\sqrt{|k|}} a_{-k} \right) \rangle
\]

\[
= \exp \left( -i \frac{1}{2\pi} \frac{g_{RL}q}{2u} \right) \sum_{k<0} \frac{1}{\sqrt{|k|}} \left( a_k \right)
\]

\[
\approx (2\pi i[x + ut - i0])^{-\mu_{RL}(q)},
\]

(62)

The infinitesimal \( i0 \) makes this quantity well–defined and ensures it is built out of negative wavevectors and positive energies. We now turn to an analysis of the right–moving correlator \( q \langle a_q^\dagger (t) a_q(0) \rangle \) near the phonon and soliton thresholds.

**III. PHONON THRESHOLD**

We now discuss the calculation of the chiral correlation function \( \langle a_q^\dagger (t) a_q(0) \rangle \) appearing in the full nonchiral
correlator, Eqn. (61). In the limit $gq/\epsilon(q) \ll 1$, that is where the dispersion dominates the interaction, we can calculate perturbatively around the phonon. For dispersions growing faster than $q \log q$, this is true only at sufficiently high momentum, except in the degenerate Benjamin–Ono case where it only holds values of the parameters $g/\alpha \ll 1$.

It is now convenient to split the chiral Hamiltonian of Eqn. (41) into its quadratic dispersive term $H_2$ and cubic interaction term $H_3$. As ever, it is convenient to carry out the calculation in momentum space, where the interaction reads

\[
H_3 = \frac{g}{2L} \sum_{k_i > 0} \sqrt{k_1 k_2 k_3} \left( a_{k_1}^\dagger a_{k_2} a_{k_3} + a_{k_1} a_{k_2}^\dagger a_{k_3} \right).
\]

(63)

We note that the free vacuum $|0\rangle$ remains an eigenstate at zero energy of the Hamiltonian $H$.

At second–order perturbation theory, there is a contribution to the self–energy corresponding to the diagram in Fig. 3 (the loop now understood to contain only right–moving phonons) with the result

\[
\Sigma(\omega, q) = \frac{g^2}{2L} \sum_{0 < k < q} \frac{kq(q-k)}{\omega - \epsilon(k) - \epsilon(q-k)}.
\]

(64)

On shell, there is a finite correction to the dispersion. However, the quasiparticle residue, $Z^{-1} = 1 - \frac{\partial \Sigma}{\partial \omega} |_{\omega=\epsilon(q)}$, vanishes logarithmically with system size, indicating that the true quasiparticles have zero overlap with the phonons. Again this arises from the low $k$ contributions, where the energy dominator $\epsilon(q) - \epsilon(k) - \epsilon(q-k) \approx k\epsilon'(q)$, and

\[
\left. \frac{\partial \Sigma}{\partial \omega} \right|_{\omega=\epsilon(q)} \approx -\frac{g^2}{2L} \sum_{0 < k < q} \frac{q^2}{k^2 \epsilon'(q)^2} = -\frac{1}{2\pi} \left( \frac{gq}{\epsilon'(q)} \right)^2 \log qL.
\]

(65)

Just as in the ambichiral case, the $a_{q-k}^\dagger$ are not good quasiparticles even if the dimensionless interaction strength $gq/\epsilon'(q)$ is small. As before, we make a Schriefer–Wolff transformation on the operators and states, $\mathcal{O} \to e^{A} \mathcal{O} e^{-A}$, $|\Psi\rangle \to e^{A} |\Psi\rangle$. Anticipating that $A$ will be parametrically small in the ratio $gq/\epsilon'$ (justified a posteriori), we have at first order

\[
[A, H_0] + H_1 = 0.
\]

(66)

The solution,

\[
A = \frac{g}{2\sqrt{L}} \sum_{k,q} \frac{\sqrt{kq(q-k)}}{\epsilon(q) - \epsilon(k) - \epsilon(q-k)} \left( a_{q-k}^\dagger a_q - a_k^\dagger a_q \right),
\]

(67)

is indeed small in $gq/\epsilon'$, but has divergent matrix elements between states with a “soft” phonon of low–momentum, as anticipated by the vanishing of the quasiparticle residue. Retaining only the singular parts of the generator, we find

\[
A_{\Lambda} = \frac{g}{2\sqrt{L}} \sum_{q \in \Lambda} \frac{q}{\sqrt{k\epsilon'(q)}} \left( a_{q-k}^\dagger a_k - \text{h.c.} \right),
\]

(68)

where $\Lambda$ is some (at the moment arbitrary) parameter less than $q$.

Another way to think about this is to write the interaction in terms of singular and non–singular parts if we define the hard and soft phonons in terms of their Fourier modes,

\[
\dot{\phi}^\Lambda(x) = -i \frac{1}{\sqrt{L}} \sum_{q > 0} \frac{1}{\sqrt{q}} \left( a_q e^{iqx} - a_q^\dagger e^{-iqx} \right).
\]

(69)

Then the interaction becomes

\[
H_1[\phi_+ + \phi_] = H_1[\phi_-] + H_1[\phi_+]
\]

\[
+ \frac{g}{2} \int dx \partial \phi_- (\partial \phi_-)^2.
\]

(70)

The term $\partial \phi_- (\partial \phi_-)^2$ is responsible for the vanishing of the quasiparticle residue, and may be decoupled by $A_{\Lambda}$ for any finite interaction parameter $gq/\epsilon'(q)$. The superficially similar term $\partial \phi_+ (\partial \phi_+)^2$ obtained on multiplying out $(\partial \phi_+ + \partial \phi_-)^3$ is forbidden by momentum conservation. This leaves behind interactions separated into hard and soft sectors. The hard–hard interactions are necessarily non–singular, but will only be accessible to perturbation theory if also $gA/\epsilon'(\Lambda)$ is small. Note that disregarding both $H_1[\dot{\phi}_\Lambda]$ results in the mobile impurity Hamiltonian.

Now we use our generator to calculate the transformed operators that will appear in the correlation function, Eqn. (17). Acting on a hard phonon, we find

\[
[A_{\Lambda}, a_q^\dagger] = \frac{g}{\sqrt{L}} \sum_{k \in \Lambda} \frac{q}{\sqrt{k\epsilon'(q)}} (a_q a_{q-k}^\dagger - a_{q-k}^\dagger a_q^\dagger).
\]

(71)

This can be understood in real space as scaling the hard modes by the soft chiral boson and the dimensionless ratio of interaction to dispersion.

\[
[A_{\Lambda}, \phi_+^\Lambda(x)] = -i \frac{1}{\sqrt{L}} \sum_{q > \Lambda} -i \frac{gq}{\epsilon'(q)} \dot{\phi}^\Lambda(x) \frac{1}{\sqrt{q}} a_q e^{iqx},
\]

\[
[A_{\Lambda}, \phi_-^\Lambda(x)] = i \frac{1}{\sqrt{L}} \sum_{q > \Lambda} \frac{gq}{\epsilon'(q)} \phi^\Lambda(x) \frac{1}{\sqrt{q}} a_q^\dagger e^{-iqx}.
\]

(72)

Neglecting the order $\Lambda$ commutator of $\phi^\Lambda$ with itself, we can exponentiate the action of $A_{\Lambda}$ on the hard phonon to find

\[
\phi^\Lambda_+(x) \to -i \frac{1}{\sqrt{L}} \sum_{q > \Lambda} \exp \left( -i \frac{gq}{\epsilon'(q)} \dot{\phi}^\Lambda(x) \right) \frac{1}{\sqrt{q}} a_q e^{iqx},
\]

\[
\phi^\Lambda_-(x) \to i \frac{1}{\sqrt{L}} \sum_{q > \Lambda} \exp \left( i \frac{gq}{\epsilon'(q)} \phi^\Lambda(x) \right) \frac{1}{\sqrt{q}} a_q^\dagger e^{-iqx}.
\]

(73)

The vacuum remains invariant under the action of $A$, and in the calculation of the structure factor nothing occurs until the vacuum is hit by the density operator.
ρq. The phonon then propagates and decays into lower-momentum phonons (thanks to the chiral Hamiltonian).

Continuing to work first to order in gg′, the Hamiltonian is free, and therefore upon substituting the rotated hard chiral boson \ref{eq:73} into the density–density correlator \ref{eq:61}, we find a factorization

\[
\frac{1}{L} \sum_{q > 0} \left( \exp \left( -i \frac{g_{RL}}{2u} \phi_L(x,t) \right) \exp \left( i \frac{g_{RL}}{2u} \phi_L(0,0) \right) \right) \mathcal{H}_0 \\
\times \left( \exp \left( -i \frac{gq}{c'(q)} \phi_<(x,t) \right) \exp \left( i \frac{gq}{c'(q)} \phi_<(0,0) \right) \right) H^\perp_{x} \\
\times q e^{i q x} \langle a^\dagger_q(t) a_q(0) \rangle H^\perp_{x}. \tag{74}
\]

The hard correlator produces a factor \( e^{-i \epsilon(q)t} \). Using the mode expansion (Eqn. \ref{eq:69}), the soft correlator produces a logarithm, being proportional to

\[
\exp \left( \frac{gq}{c'(q)} \right)^2 \frac{1}{L} \sum_{p \in \Lambda} \frac{1}{p} e^{i [p x - \epsilon(p)t]},
\tag{75}
\]

The summation may be written

\[
\int_{1/L}^{\Lambda} \frac{dp}{2\pi p} e^{i [p x - \epsilon(p)t]}, \tag{76}
\]

We put \( \Lambda = aq \), with \( a \ll 1 \) some dimensionless number, and switch to the dimensionless variable \( z = px \), in terms of which the summation is

\[
\int_{x/L}^{aqx} \frac{dz}{2\pi z} e^{i [z - \epsilon(z/x)t]} \sim \int_{x/L}^{1} \frac{dz}{2\pi z}. \tag{77}
\]

The integral is dominated by small \( z \), and cut off by oscillations of the integrand for \( z \sim 1 \), leaving just

\[
- \frac{1}{2\pi} \log x/L. \tag{78}
\]

This leading behaviour misses a factor of \( i\pi \), which sends \( x \rightarrow ix \) and will be crucial in ensuring a real DSF. To see this, we write the sum

\[
\frac{1}{2\pi} \sum_{n=1}^{L \Lambda/2\pi} \frac{1}{n} e^{i 2\pi n z/L} \sim - \frac{1}{2\pi} \log \left( 1 - e^{i 2\pi x/L} \right) \approx - \frac{1}{2\pi} \log \left( -2\pi i \frac{x}{L} \right), \tag{79}
\]

again neglecting the time dependence.

To obtain the structure factor we must Fourier transform Eqn. \ref{eq:74}. As a warm up, we first tackle the chiral case, so that the left–moving factor in Eqn. \ref{eq:74} may be dropped and the Fourier transform found exactly, before moving on to the more complicated case accounting for gapless left movers.

### A. Chiral problem

The density–density correlation function obtained in Eqn. \ref{eq:74} simplifies to (in the moving frame)

\[
\langle \rho(x,t)\rho(0,0) \rangle = \int_0^{\infty} \frac{dq'}{2\pi} (\cdot) e^{-i q' x-\epsilon(q') t}. \tag{80}
\]

Here we have put \( \mu(q) = \frac{1}{2\pi} \left( \frac{g q}{c'(q)} \right)^2 \). The infinitesimal shift \( x + i0 \) ensures that the function is built out of positive wavevectors. A Fourier transform over \( t \) gives a delta function on \( \omega - \epsilon(q') \), allowing one to carry out the \( q' \) integral:

\[
S(x,\omega) = \frac{e^{-1}(\omega)}{2\pi e^{-1}(\omega)} (-i[x + i0])^{-\mu(\omega)} e^{i\epsilon_1(\omega)x}. \tag{81}
\]

Finally, we take a Fourier transform over \( x \) to find

\[
S(q,\omega) = \frac{e^{-1}(\omega)}{\Gamma(\mu(\omega)) \epsilon q} (q - \epsilon^{-1}(\omega))^{-\mu(\omega)-1} \theta \left( q - \epsilon^{-1}(\omega) \right). \tag{82}
\]

As per usual in a leading logarithm calculation, the prefactor should not be taken too seriously.

### B. Nonchiral problem

Life is more complicated if we have to include the left movers. Substituting the power law results into the density–density correlator Eqn. \ref{eq:74}, we must Fourier transform

\[
\int_0^{\infty} \frac{dq'}{2\pi} q' (\cdot) e^{-i q' x-\epsilon(q') t}
\times (-i[x - ut + j0])^{-\mu_R(q')} e^{i[q' x-\epsilon(q') t]} \tag{84}
\]

to obtain the DSF. The infinitesimals ensure that the left–moving factor has negative wavevectors and positive energies, and that the right–moving factor has positive wavevectors and positive energies. We take the transform in sound cone coordinates \( x_L/R = \frac{1}{2} (x \pm ut) \) to find

\[
S(q,\omega) = \int_0^{\infty} \frac{dq'}{2\pi} q' \mathcal{V}_q' (q' - q, \omega - \epsilon(q')). \tag{85}
\]

Here, \( \mathcal{V}_q'(q,\omega) \) is

\[
\frac{2\pi}{\Gamma(\mu_R(q'))} (\omega - uq)^{\mu_R(q')-1} \theta(\omega - uq)
\times \frac{2\pi}{\Gamma(\mu_R(q'))} (\omega + uq)^{\mu_R(q')-1} \theta(\omega + uq). \tag{86}
\]
One understands this expression as a sum over all possible hard phonon momenta, which are kinematically constrained by the theta functions. Analytic calculation of the momentum integral is impossible, and we must extract the asymptotics as \( \omega \to \epsilon(q) \). We tackle the upward bending phonon dispersion and downward bending phonon dispersion separately.

1. **Downward bending phonon dispersion**

From Fig. [5] we see that as \( \omega \to \epsilon(q) \) from above, the range of allowed impurity momenta tends to zero. For \( \omega \) below the threshold, the range of integration is zero and the structure factor vanishes. Since the integrand has (integrable) singularities at the upper and lower limits, we cannot treat it as constant, even though the domain of integration is vanishing. We may estimate it by neglecting the variation in the exponents \( \mu_R, \mu_{RL} \), and expanding the integrand linearly about the singularities. Thus

\[
S(q, \omega) \sim \int_{q_0}^{q_+} dq' (q_+ - q')^{\mu_{RL}(q)-1} (q' - q_0^{\prime})^{\mu_R(q)-1} \tag{87}
\]

and a change of variables brings this to the form

\[
(q_+ - q_0^{\prime})^{\mu_{RL}(q)+\mu_R(q)-1} \int_0^1 ds (1 - s)^{\mu_{RL}(q)-1} s^{\mu_R(q)-1}. \tag{88}
\]

The integral over \( s \) is proportional to the Euler Beta function, which is finite in our region of interest where \( \mu_{RL}, \mu_R > 0 \). Since \( q_0^{\prime} \) differ from \( q \) linearly in \( \omega - \epsilon(q) \), we obtain the result for \( \mu_R \) in Eqn. [87], a one-sided power law for the structure factor

\[
S(q, \omega) \sim (\omega - \epsilon(q))^{\mu_{RL}(q)+\mu_R(q)-1} \Theta(\omega - \epsilon(q)). \tag{89}
\]

2. **Upward bending phonon dispersion**

If the dispersion bends upwards, we can see from Fig. [6] that the limits on the impurity momenta depend on whether we are above or below the threshold.

For \( \omega \lesssim \epsilon(q) \), the integrand has an (integrable) singularity at the upper threshold \( q'_+ \), corresponding to an impurity plus a bunch of purely right–moving soft excitations that will be responsible for the orthogonality catastrophe. Perhaps perversely, it is the left–handed factor that carries the singularity at \( q'_- \), whilst the right–handed factor remains finite as a function of \( q' \), but large in the limit \( \omega \to \epsilon(q) \). Thanks to the factor \( q'/\Gamma(\mu(q')) \), the integrand decreases monotonically to zero at the lower limit, and we can expand the integrand in \( q'_- - q' \), where we find

\[
S(q, \omega) \sim \int_{q'_-}^{q'_+} dq' (q'_- - q')^{\mu_{RL}(q')-1} (\epsilon(q') - \omega)^{\mu_R(q')-1} \nonumber
\]

\[
\sim (\epsilon(q) - \omega)^{\mu_R(q)-1} \int_{q'_-}^{q'_+} dq' (q'_- - q')^{\mu_{RL}(q')-1}. \tag{90}
\]

The integral is now finite, and the prefactor gives the singularity of the structure factor \( S(q, \omega) \sim (\epsilon(q) - \omega)^{\mu_{RL}(q)-1} \) under the threshold.

For \( \omega \gtrsim \epsilon(q) \), the situation is reversed. At the upper threshold, there is a hard phonon plus a bunch of purely left–moving soft excitations, and the right–handed factor carries the singularity at \( q'_+ \). Playing the same game as before, we expand the structure factor around \( q'_+ \), where

\[
S(q, \omega) \sim \int_{q'_-}^{q'_+} dq' (\omega - \epsilon(q'))^{\mu_{RL}(q')-1} (q'_+ - q')^{\mu_R(q')-1} \nonumber
\]

\[
\sim (\omega - \epsilon(q))^{\mu_{RL}(q)-1} \int_{q'_-}^{q'_+} dq' (q'_+ - q')^{\mu_R(q')-1}. \tag{91}
\]

This is born out by calculating the integral in Eqn. [88].
numerically, with results shown for the Benjamin–Ono case in Fig. 7.

These results establish the values of $\mu_3, \mu_4$ in Eqn. (47), where we have a two–sided singularity with the power laws determined by the orthogonality exponents for the left– and right–movers respectively.

In summary, the power law singularity at the phonon threshold is given by the logarithmic derivative of the quasiparticle residue,

$$L \frac{\partial Z^{-1}}{\partial L} - 1, \quad (92)$$

reflecting the orthogonality catastrophe between the ground states of the fluid with and without the hard phonon.

C. Diagrammatic Calculation

Another way to understand the power law in the structure factor that follows from Eqn. (74) is by a summation of diagrams. As we noted, the one–loop correction to the self–energy in Fig. 4 results in a vanishing quasiparticle residue. We can see this by evaluating it off–shell, where we have a two–sided singularity with the power

$$\Sigma(\omega, q) \approx g^2 q^2 \int_{1/L}^{\Lambda} \frac{dp}{2\pi} \frac{p}{\omega - \epsilon(q) + pe'(q)}$$

$$= \frac{1}{2\pi e'(q)} \left( \Lambda + \frac{\omega - \epsilon(q)}{\epsilon'(q)} \log \frac{\omega - \epsilon(q)}{\Lambda e'(q)} \right) \approx [\omega - \epsilon(q)] \frac{1}{2\pi} \left( \frac{gq}{\epsilon'(q)} \right)^2 \log \frac{\omega - \epsilon(q)}{qe'(q)} \quad (93)$$

for $\omega \sim \epsilon(q)$. In the leading logarithm approximation, we can evaluate higher–order graphs, the first of which

$$[\omega - \epsilon(q)] \left[ \frac{1}{2\pi} \left( \frac{gq}{\epsilon'(q)} \right)^2 \log \frac{\omega - \epsilon(q)}{qe'(q)} \right]^2 \quad (94)$$

at two loops are shown in Fig. 8 and each contributing

Diagrams with $n$ loops have the same form as Eqn. (94), but with the logarithm and prefactor to the power $n$ instead of 2. It remains to argue that the combinatorial factors conspire to give the $1/n!$ required for the exponential series, which follows from the linked cluster theorem with the single soft loop playing the role of the only disconnected vacuum bubble.

Substituting this into the expression for the propagator

$$\langle \omega - \epsilon(q) - \Sigma(\omega, q) \rangle^{-1}, \quad (95)$$

The same leading logarithm summation can equally be found for the ambichiral case.

IV. SOLITON THRESHOLD

In the vicinity of the lower threshold, we calculate the right–moving correlation function $\langle a_q(t) a^*_q(0) \rangle$ appearing in the DSF, Eqn. (61), with a semiclassical expansion about the soliton, whose density profile was given in Eqn. (44). To justify the semiclassical analysis, consider the Benjamin–Ono example. Rescaling the fields by $\alpha/g$ and lengths by $\alpha^{1/2}$, the action as a function of the rescaled fields becomes

$$\left( \frac{\alpha}{g} \right)^2 \int dt \int dx \left[ \partial_x \varphi^- \partial_t \varphi^+ - \frac{1}{2} \partial_x \varphi^2 \varphi_H - \frac{1}{3} \partial_x \varphi^3 \right] \quad (96)$$

and admits a saddle–point analysis when $\alpha/g \gg 1$. However, for notational simplicity, we will carry out the saddle point in the unscaled fields and lengths.

We begin by setting up the apparatus for the chiral boson coherent state path integral. To this end we define the coherent states

$$|\varphi^+\rangle = \exp \left( i \int dx \varphi^+(x) \partial \bar{\phi}^- (x) \right) |0\rangle, \quad \langle \varphi^-| = \langle 0| \exp \left( -i \int dx \partial \bar{\phi}^+(x) \varphi^- (x) \right), \quad (97)$$

where a $\pm$ superscript indicates the projection onto pos-
negative Fourier modes

$$\phi^-(x) = \frac{1}{\sqrt{L}} \sum_{k \neq 0} \frac{1}{\sqrt{k}} a_k e^{-ikx},$$

$$\phi^+(x) = -i \frac{1}{\sqrt{L}} \sum_{k \neq 0} \frac{1}{\sqrt{k}} a_k e^{ikx}. \tag{97}$$

These are the continuum analogue of the analytic coherent state $|\alpha\rangle = \exp(\alpha a^\dagger)|0\rangle$. Note that $\phi^\pm(x)$ may be analytically continued into the entire upper/lower half $x$-planes, so $\phi_\omega^\pm = \pm i\phi^\pm$. The overlap of two coherent states is (c.f. the one–particle case $\langle \beta | \alpha \rangle = e^{\beta\alpha}$)

$$\langle \varphi^- | \varphi^+ \rangle = \exp \left( i \int dx \partial_x \varphi^-(x) \varphi^+(x) \right). \tag{98}$$

Time slicing the density–density correlator function $\langle 0 | a_q e^{iHt} a_q^\dagger | 0 \rangle$, and inserting the resolution of the identity

$$\int d[\varphi^-, \varphi^+] \exp \left( -i \int dx \partial_x \varphi^-(x) \varphi^+(x) \right) |\varphi^+\rangle \langle \varphi^- |$$

at each slice we find a path integral representation for the propagator $K(\varphi^-, \varphi^+_\omega, t) = \langle \varphi^+_\omega | e^{-itH} | \varphi^- \rangle$,  

$$\int \mathcal{D}(\varphi^-, \varphi^+) \exp \left( -i \int dx \partial_x \varphi^-(x) \varphi^+(x) + iS[\varphi^-, \varphi^+] \right), \tag{99}$$

where $S$ is the action defined in Eqn. (95). Note that we specify only $\varphi^+$ at $t = 0$ and $\varphi^-$ at $t$: to specify the full function $\varphi$ would overdetermine the problem, akin to fixing both $p$ and $q$ at the beginning and end of a problem in classical mechanics. The boundary term $\int dx \partial_x \varphi^-(t)$ appears on a careful analysis of the time–slicing (see Ref. 29 and Appendix B for an explicit demonstration). It ensures that the semiclassical expression for the propagator retains the correct analytic dependence on $\varphi^+_\omega, \varphi^-_\omega$,

$$\delta \log K^{\omega}(\varphi^+\omega, \varphi^-_\omega, t)$$

$$= -i \int dx \delta[\partial_x \varphi^+_\omega] \varphi^+_\omega(t) + i \int dx \partial_x \varphi^-(0) \delta \varphi^-_\omega, \tag{100}$$

which amounts to a derivation of the Hamilton–Jacobi equations. Despite its smallness compared to the “bulk” action, the boundary term will have a crucial role to play in coupling the soliton to Gaussian fluctuations.

We use the propagator to take care of the time evolution in the density–density correlator $q \langle a_q(t) a_q^\dagger(0) \rangle$, which becomes

$$q \int [d[\varphi^+_\omega] d[\varphi^-_\omega] e^{-\int \partial_x \varphi^+_\omega \varphi^-_\omega} e^{-\int \partial_x \varphi^-_\omega \varphi^+_\omega}$$

$$\times \langle 0 | a_q \varphi^+_\omega \rangle K(\varphi^+_\omega, \varphi^-_\omega, t) \langle \varphi^-_\omega | a_q^\dagger(0) \rangle. \tag{102}$$

The matrix elements of the density operator are $[\partial_x \varphi^+_\omega]_q$ and $[\partial_x \varphi^-_\omega]_q$ respectively. We shift our integration field $\varphi \to \Phi + \tilde{\varphi}$, where $g\partial_x \Phi = V$, the classical soliton solution of Eqn. (44). We then drop the $\tilde{\varphi}$ terms outside the exponential, where they will provide small additive corrections to the final result, so that the correlator becomes

$$\int \mathcal{D}(\tilde{\varphi}^+, \tilde{\varphi}^-)[\partial \Phi^+_\omega][\partial \Phi^-_\omega] e^{i[S_0 + S_1 + S_2]}. \tag{103}$$

The linear term in $S_1$ results from the boundary terms discussed previously

$$S_1 = \int dx \partial_x \tilde{\Phi}^-(x, t) \tilde{\varphi}^+(x, t) - \int dx \partial_x \tilde{\Phi}^+(x, 0) \tilde{\varphi}^-(x, 0) \tag{104}$$

and is the chiral boson analogue of the single–particle result Eqn. (B7). The linear bulk variation vanishes by the equations of motion, leaving the quadratic term

$$S_2 = -\int dx \partial_x \tilde{\varphi}^-(0) \tilde{\varphi}^+_\omega$$

$$+ \int_0^t dt dx \left( \partial_x \tilde{\varphi}^- \partial_t \tilde{\varphi}^+ - H_0(\tilde{\varphi}) - \frac{g}{2} \partial_x \Phi(\partial_x \tilde{\varphi})^2 \right) \tag{105}$$

controlling the Gaussian fluctuations of $\tilde{\varphi}$ about the soliton.

At this point, we can step back and observe that due to the localized profile of the soliton, the integration over the linear variation in Eq. (104) is essentially $i\Delta[\tilde{\varphi}^+(X(t)) - \tilde{\varphi}^-(X(0))]$, where $\Delta$ is the soliton weight, so that the correlation function amounts to that of a vertex operator in a Gaussian action. The resulting power law is accompanied by a factor $e^{-iE_\omega t}$ from the zero–order evolution of the soliton, so that in Fourier space the singularity sits on the soliton dispersion, which anticipates the second of our results for the chiral correlation function in Eqn. (46). However, we must address the fact that the quadratic action (105) is not a Luttinger Liquid, and must find a basis diagonalizing it to calculate the Gaussian integral. In both the KdV and BO cases, its eigenvalues are identical with and without the soliton. This is presumably due to the integrability of each model, however, this detail does not affect the asymptotics of the final result, which arises from the linear dispersion of the phonons $v_\omega k$ seen from the frame of the soliton. Further details of these calculations differ in the KdV and BO cases, which we tackle in turn.

### A. Benjamin–Ono

Using the expression for $\partial_x \Phi$ as a sum over poles,

$$\partial_x \Phi(x, t) = -\frac{2i\alpha}{g} \left[ \frac{1}{x - X(t)} - \frac{1}{x - X(t)} \right] \tag{106}$$

the phonon–soliton coupling term Eqn. (104) may be evaluated exactly as

$$\frac{4\pi i \alpha}{g} \left[ \tilde{\varphi}^+(X(t), t) - \tilde{\varphi}^-(X(0), 0) \right], \tag{107}$$
where the prefactor is indeed the soliton weight $\Delta$, as anticipated. Taking a Fourier transform of the soliton, Eqn. (106), we find the matrix elements $\partial_x \Phi^\pm (q)$ appearing in the correlation function:

$$[\partial_x \Phi_F]_q = \frac{4\pi \alpha}{g} e^{i q X_F},$$

$$[\partial_x \Phi_T]_q = \frac{4\pi \alpha}{g} e^{-i q X_t}. \tag{108}$$

To diagonalize the quadratic action, Eqn. (105), we use the basis found in Ref. 30,

$$\psi^+_k (y) = \frac{y - X}{y - X} \left[ \frac{1}{i(k + v_s/2\alpha)(y - X)} - 1 \right] e^{i k y},$$

$$\psi^-_k (y) = \frac{y - X}{y - X} \left[ \frac{i}{(k + v_s/2\alpha)(y - X)} - 1 \right] e^{-i k y}. \tag{109}$$

where $y = x - v_s t$. These solutions scatter with neither reflection or phase shift (mod 2$\pi$). We expand the phonon field on this basis as

$$\varphi(t, X) = \int_0^\infty \frac{dk}{2\pi} \eta_k(t) \psi_k^+(y),$$

$$\varphi^-(t, X) = \int_0^\infty \frac{dk}{2\pi} \eta_k(t) \psi_k^-(y). \tag{110}$$

The normalization is fixed by continuity with the $y \to \infty$ limit, where $\psi_k^+ \to e^{i k y}$. Then a calculation of the projector kernel

$$\int_0^\infty \frac{dk}{2\pi} \psi^+_k(y) \psi^-_k(y') = \frac{i}{2\pi} \int_0^\infty d\epsilon \epsilon \eta_k(t) \int_0^\infty \frac{dk'}{2\pi} \epsilon \eta_k(t') k [i \partial_{k'} - e(k)] \eta_k(t'). \tag{111}$$

“Completing the square” in the usual way, we carry out the integration over the $\eta_k$ to obtain

$$\Delta^2 \int_0^\infty \frac{dk}{2\pi} [\frac{1}{k} \psi^-_k(X(t) - v_s t, t) G_0(k, t) \psi^+_k(X(0), 0). \tag{113}$$

The Green function evolves the phonons with a phase $e^{-i e(k)t}$. For $v_s t \gg l_s$, the resulting integral over $k$ is dominated by momenta much smaller than the inverse soliton length. $\psi^-_k(X(t) - v_s t)$ tends to $-e^{-i k|X(t) - v_s t|}$, whilst $\psi^+_k(X(0), 0)$ tends to

$$\frac{1}{i(v_s/2\alpha)[X(0) - X(0)]} e^{i k X(0)} e^{-i k v_s t}. \tag{114}$$

Since $\bar{X} - X = 2l_S = 2\alpha/v_s$, this reduces to $-i e^{ikX(0)}$. Altogether, the integration over Gaussian fluctuations is

$$\exp \left( \frac{\Delta^2}{2\pi} \int_1^{1/\epsilon} \frac{dk}{k} e^{i k [v_s t - X(0) - \bar{X}(0) - 2i(k)t]} \right). \tag{115}$$

The dominant phase at low $k$ and $v_s t \gg l_s$ is simply the $e^{ikv_s t}$, giving a factor

$$(v_s t/L)^{-\Delta^2/2\pi}. \tag{116}$$

The soliton weight that appears in the exponent is to be determined by the zero–mode integration, to be discussed after consideration of the KdV case, that fixes the momentum of the soliton, and hence its weight, energy, and velocity via the classical equations of motion.

**B. Korteweg–de Vries**

The KdV soliton may be written as a sum over infinitely many double poles

$$\partial_x \Phi^\mp (x, t) = \frac{3iv_s}{g} \sum_{n \geq 0} \frac{1}{|x - X(t) - X_n|}, \tag{117}$$

where $X_n = in + 1/2\pi l_s$, and $l_s = \frac{1}{2} \sqrt{v_s/\beta}$ is the soliton length. The phonon–soliton coupling, Eqn. (104), is

$$\frac{24\pi \beta}{g} \sum_{n = 0}^\infty \partial_x \varphi^+(X_n, t), \tag{118}$$

which is not immediately recognizable as $i \Delta^2 \varphi^+(X)$. That it is so can be seen by Fourier expanding $\varphi$, so that the coupling is

$$\frac{24\pi i \beta}{g} \int_0^\infty \frac{dk}{2\pi} \eta_k(t) e^{ikX} \sum_{n = 0}^\infty e^{i k X_n} \tag{119}$$

$$= \frac{24\pi i \beta}{g} \int_0^\infty \frac{dk}{2\pi} k \sum_{n = 0}^\infty \frac{1}{2\sinh(\pi n k/2)} \varphi_k e^{ikX}. \tag{119}$$

For functions that are flat on the scale of the soliton length, this simplifies to

$$\frac{24i \beta}{g l_s} \varphi(X) = \frac{12i \sqrt{3v_s}}{g} \varphi(X), \tag{120}$$

which is indeed $i \Delta^2 \varphi(X)$. We find the matrix elements $[\partial_x \Phi^\pm]_q$ by Fourier transforming the soliton, Eqn. (117),

$$[\partial_x \Phi^+]_q = \frac{12\beta - 2\pi}{g} \sum_{n \geq 0} q e^{iq(X - X_n)} \tag{121}$$

$$= \frac{12\beta q}{g} e^{iqX(t)} \sinh \pi l_s q/2.$$
For $q/l_S \ll 1$, the prefactor simplifies to the inverse soliton length, leaving only the important $e^{iqX(t)}$ dependence.

The solutions to the linear scattering problem $A e^{iky}$ are conveniently expressed in terms of the “intertwiner”

$$A = \partial^4 - \frac{l_S v_S}{\beta} \tanh \frac{y}{l_S} \partial^3 + \frac{2}{3\beta} V \partial^2 - \frac{1}{9\beta} V' \partial,$$

(122)

which has the defining property $A H_0 = H_1 A$, where $H_0$ is the quadratic action without the soliton, and $H_1$ is the quadratic action in the presence of the soliton. Given a solution $H_0 e^{iky} = \epsilon(k) e^{iky}$, it follows that $A e^{iky}$ is an eigenvector of $H_1$ with the same eigenvalue $\epsilon(k)$. As before, we normalize $A e^{iky}$ by demanding that it tends to the free solution $e^{iky}$ far from the soliton, which is achieved by dividing out the leading factor $k^4$. Now we expand our fluctuations $\tilde{\phi}$ on these scattering states:

$$\tilde{\phi}(x,t) = \int_0^\infty \frac{dk}{2\pi} \eta_k(t) A e^{iky},$$

(123)

and complete the square on the Gaussian integral to find

$$\sum_{n,m>0} \left( \frac{24\pi \beta}{g} \right)^2 \int_0^\infty \frac{dk}{2\pi} \frac{1}{k} e^{-\epsilon(k)t} \int_0^\infty \frac{dk}{2\pi} \frac{1}{k} e^{-\epsilon(k)t} \times [\partial_y A e^{iky}]_{y=X(t)+X_m} [\partial_y A e^{-iky}]_{y=X(0)-X_m}.$$  

(124)

In the limit $v_ST \gg l_S$, $l_S k \ll 1$, the scattering solutions are dominated by their leading terms $e^{iky}$. Summing this over the locations of poles, the Gaussian integral is asymptotically

$$\exp \left( \frac{\Delta^2}{2\pi} \int \frac{1}{L} \frac{dk}{k} e^{ikv_ST} \right),$$

(125)

giving a factor $(v_SL)^{-\Delta^2/2\pi}$ exactly as in the BO case. The difference is in the momentum–dependence of the soliton weight:

$$\Delta = \int dx \partial_x \Phi = \left( \frac{g}{12^2 \beta P} \right)^{1/3},$$

(126)

where $P$ is the soliton momentum.

C. Zero modes

Varying $X(t), \bar{X}(t)$, the bulk action is stationary provided the soliton obeys the classical equations of motion. The condition for the vanishing boundary variation is

$$0 = \delta X_F \left[ q - \int dx \partial_x \Phi^2 \partial_x \Phi^+ \right],$$

(127)

which simply says that the momentum of the soliton must be equal to $q$. Since the solution obeys the classical equations of motion, the bulk action causes it to evolve with a phase $e^{-iE_0(q)t}$. There are no $t$–dependence corrections to this result from the Gaussian integral over fluctuations in $X, \bar{X}$ since the calculation is analogous to the single–particle free propagator between momentum eigenstates, whose time dependence is entirely given by the phase.

The result of the semiclassical calculation is that the chiral correlation function $q \langle a_q(t) a_q^+(0) \rangle$ is asymptotically

$$t^{-\Delta(q^2/2\pi} e^{-iE_0(q)t},$$

(128)

To evaluate the structure factor, we substitute our result Eqn. (128) into the chiral–decoupled density–density correlation function (61). If the left–movers are gapped out, the Fourier transform proceeds as in the phonon case, and we find the second and final of our main result Eqn. (46) for the gapped left–movers,

$$S(q,\omega) \sim (\epsilon^{-1}(\omega) - q)^{\Delta(q^2/2\pi - 1)} \Theta(\epsilon^{-1}(\omega) - q).$$

(129)

Since the soliton weight is large, the structure factor vanishes as a power law at the threshold. If we have gapless left–movers, we must consider the case of upward–bending and downward–bending soliton dispersion in turn.

1. Downward bending soliton dispersion

As for the phonons, the domain of integration vanishes, and we confirm our final result for $\mu_1$ in Eqn. (17),

$$S(q,\omega) \sim (\omega - E(q))^{\Delta(q^2/2\pi - 1)},$$

(130)

The resulting power law suppression of the structure factor is largely unaffected by the left–movers since $\Delta^2 \gg 1 \gg \mu_{RL}$.

2. Upward bending soliton dispersion

Putting $\omega = E(q)$ and $\mu_R = \Delta^2/2\pi \gg 1$ into the integral for the structure factor Eqn. (53), the integral is convergent, and the structure factor remains finite. There is no trace of the soliton in the structure factor at the upper threshold.

V. CONCLUSIONS

In summary, the linear Luttinger liquid theory fails to resolve the frequency dependence of correlation functions, a consequence of having dispensed with the energy scales of phonon interaction and dispersion. We have shown that it is possible to resolve the singular behaviour of correlation functions from the nonlinear hydrodynamics, without requiring the introduction of a mobile impurity model at the outset. Our results are valid at momenta much smaller than $u/g_{RL}$, but large enough that
the chiral dispersive effects dominate the interaction. In the semiclassical regime, there are singularities near the mass shells of the classical excitations (sound waves and solitons). The fractional parts of the exponents are given by the power law governing the Anderson orthogonality catastrophe for the phonons, and the soliton weight, respectively. Whilst these results were obtained in the semiclassical limit, the physical mechanism (the orthogonality catastrophe) does not rely on this approximation, even though steps in the calculation do, and therefore we expect these results to remain valid beyond the parameter range where they strictly apply.

It is interesting to wonder which of the (chiral) cases discussed here, if any, are relevant to quantum hall edge states. As well as the implications for the structure factor and spectral function, one may wonder whether there are any consequences for the thermalization of these states. The effect of phonon dispersion on thermalization of fermions, meaning the electron distribution function of states. The effect of phonon dispersion on thermalization, would be to find the finite–temperature correlation functions. In practice, one expects these results to remain valid beyond the parameter range where they strictly apply.
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Appendix A: Refermionization of linearly–dispersing phonons

Here we summarize the arguments that bosonization of free chiral fermions with band curvature gives linearly–dispersing chiral phonons with cubic interactions. We will do so in first quantization, following Refs. [1] and [20], and write our fermionic wavefunctions as

\[ \psi(z_i) = \Phi(z_i) \Delta. \]  

(A1)

We work on a ring with coordinates \( z_i = e^{i \phi_i} \). Here, \( \Phi \) is a symmetric function encoding excitations over the fermionic ground state \( \Delta = \det \Phi \). It is then an exercise in calculus to show that

\[ \langle \Phi_2 \Delta | H_F | \Phi_1 \Delta \rangle = \langle \Phi_2 | H_B | \Phi_1 \rangle, \]

(A3)

and insert a resolution of the identity at each of the \( N-1 \) points indicated by \( \Lambda_j \). At \( \Lambda_j \), one obtains a factor of \( e^{-iH(\alpha_{j+1}, \alpha_j) \Delta t} \langle \alpha_{j+1} | \alpha_j \rangle \) from the propagator. The coherent state overlap \( \langle \alpha_{j+1} | \alpha_j \rangle = e^{g_{j+1} \alpha_j} \) combines with the factor \( e^{-\alpha_{j+1} \alpha_j} \) arising from the normalization factor in the resolution of the identity to provide the exponential of

\[ \tilde{\alpha}_F \alpha_{N-1} - \tilde{\alpha}_F \alpha_{N-1} - \tilde{\alpha}_N \alpha_{N-1} - \tilde{\alpha}_N \alpha_{N-2} - \cdots - \tilde{\alpha}_1 \alpha_1 + \tilde{\alpha}_1 \alpha_1. \]

(B3)

Rearranging this and formally taking the limit we arrive at the usual phase space term in the action, plus a boundary term

\[ \tilde{\alpha}_F \alpha_{N-1} - \sum_{n=1}^{N-1} \tilde{\alpha}_n (\alpha_n - \alpha_{n-1}) \to \tilde{\alpha}_F \alpha(t) - \int_0^t dt \tilde{\alpha}_F \alpha(t). \]

(B4)

In the above, \( \alpha(0) = \alpha_I \), and the boundary term \( \tilde{\alpha}_F \alpha(t) \) is left over as claimed.

2. Two–point correlator

The object required in the text is the analogue of \( \langle 0 | a(t) a^\dagger(0) | 0 \rangle \). This is obtained from the propagator by

\[ \int \mathrm{d}(\tilde{\alpha}_F, \alpha_I) \mathrm{d}(\tilde{\alpha}_I, \alpha_I) e^{-\tilde{\alpha}_F \alpha_F} e^{-\tilde{\alpha}_I \alpha_I} K(\tilde{\alpha}_F, \alpha_I, t) \tilde{\alpha}_I. \]

(B5)

Using the explicit form of the time-sliced propagator, the overlap of the coherent states Eqn. (B3) gains the two terms \( -\tilde{\alpha}_F \alpha_F - \tilde{\alpha}_I \alpha_I \) to become

\[ -\tilde{\alpha}_F \alpha_F + \tilde{\alpha}_I \alpha_I \]

(B6)

This expression leads to the endpoint variation

\[ -\langle \alpha(t) \delta \alpha(t) - \delta \alpha(0) \alpha(0) \rangle \]

of Eqn. (B4).

Appendix B: Boundary Term in the Coherent State Path Integral from Time Slicing

Here we derive the boundary term for the single-particle coherent state path integral, since this is notionally cleaner and therefore easier to follow than the chiral boson used in the text (the generalization to which should be clear). This material is far from original, but is often missed in textbook discussions (but see Ref. [25]).