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Abstract. The kinetic Brownian motion on the sphere bundle of a Riemannian manifold \( M \) is a stochastic process that models a random perturbation of the geodesic flow. If \( M \) is an orientable compact constant negatively curved surface, we show that in the limit of infinitely large perturbation the \( L^2 \)-spectrum of the infinitesimal generator of a time rescaled version of the process converges to the Laplace spectrum of the base manifold. In addition, we give explicit error estimates for the convergence to equilibrium. The proofs are based on noncommutative harmonic analysis of \( SL_2(\mathbb{R}) \).

1. Introduction

Kinetic Brownian motion is a stochastic process that describes a stochastic perturbation of the geodesic flow and has the property that the perturbation affects only the direction of the velocity but preserves its absolute value. It has been studied in the past years by several authors in pure mathematics [FL07, ABT15, Li16, Dro17, BT18] but versions of this diffusion process have been developed independently as surrogate models for certain textile production processes (see e.g. [GKMW07, GS13, KSW13]).

Kinetic Brownian motion \( (Y^{\gamma}_t)_{t \geq 0} \) in the setting of a compact Riemannian manifold \( (M, g) \) can be informally described in the following way: \( (Y^{\gamma}_t)_{t \geq 0} \) is a stochastic process with continuous paths described by a stochastic perturbation of the geodesic flow on the sphere bundle \( SM = \{ \xi \in TM, \| \xi \|_g = 1 \} \). More precisely, if we denote the geodesic flow vector field by \( X \) and the (positive) Laplace operator on the fibers of \( SM \) by \( \Delta_S \), then the kinetic Brownian motion is generated by the differential operator

\[
\tilde{P}_{\gamma} = -X + \frac{1}{2} \gamma \Delta_S : L^2(SM) \to L^2(SM).
\]

The connection to the stochastic process \( (Y^{\gamma}_t)_{t \geq 0} \) is given via

\[
e^{-t\tilde{P}_{\gamma}} f(x) = \mathbb{E}_x[f(Y^{\gamma}_t)] \quad \text{with} \quad f \in L^2(SM), x \in SM.
\]

Observe that the parameter \( \gamma > 0 \) controls the strength of the stochastic perturbation and it is a natural question to study the behavior of \( \tilde{P}_{\gamma} \) and \( Y^{\gamma}_t \) in the regimes \( \gamma \to 0 \) as well as \( \gamma \to \infty \). By hypoellipticity of \( \tilde{P}_{\gamma} \) one can show that \( \tilde{P}_{\gamma} \) has discrete \( L^2 \)-spectrum. For negatively curved manifolds, Drouot [Dro17] has studied the convergence of this discrete spectrum of \( \tilde{P}_{\gamma} \) in the limit \( \gamma \to 0 \) and has shown that it converges to the Pollicott-Ruelle resonances of the geodesic flow. These resonances are a replacement of the spectrum of \( X \) since its \( L^2 \)-spectrum is equal to \( i\mathbb{R} \) and they can be defined in various generalities of hyperbolic flows as pole of the meromorphically continued resolvent [Liv04, FS11, DZ16, DG16, DR16, BW17]. In the limit of large random noise Li [Li16] and Angst-Bailleul-Tardif [ABT15] proved that \( \pi(Y^{\gamma}_t) \) converges weakly to the Brownian motion on \( M \) with speed 2 as \( \gamma \to \infty \) where \( \pi: SM \to M \) is the projection. This rescaled kinetic Brownian motion is generated by \( P_{\gamma} = \gamma \tilde{P}_{\gamma} \) whereas the
Brownian motion on the base manifold is generated by the Laplace operator $\frac{1}{2}\Delta_M$. Therefore, one may conjecture that the discrete spectrum of $P_\gamma$ converges to the Laplace spectrum. We will give a proof of this fact including explicit error estimates, in the case of constant negative curvature surfaces:

**Theorem 1.** Let $(\mathcal{M}, g)$ be a orientable compact surface of constant negative curvature scaled to $\kappa = -1$. For every $\eta \in \sigma(\Delta_M)$ with multiplicity $n$ there is an analytic function $\lambda_\eta : \{2\sqrt{4\eta} + 6, \infty\} \rightarrow \mathbb{C}$ such that $\lambda_\eta(\gamma)$ is an eigenvalue of $P_\gamma$ with multiplicity at least $n$ and for every $\gamma > 2\sqrt{4\eta} + 6$ the following estimate holds:

$$(1) \quad |\lambda_\eta(\gamma) - \eta| \leq \frac{8\eta + 12}{\gamma((4\eta + 6)^{-1/2} - 2\gamma^{-1})}.$$  

A fortiori, $\lambda_\eta(\gamma) \rightarrow \eta$ as $\gamma \rightarrow \infty$.

Another question to ask is whether the kinetic Brownian motion converges to equilibrium, i.e.

$$E_\varepsilon[f(Y_{\gamma t})] \xrightarrow{t \to \infty} \int_{SM} f.$$  

Baudoin-Tardif [BT18] showed exponential convergence, i.e.

$$\left\|e^{-tP_\gamma}f - \int_{SM} f\right\| \leq Ce^{-C_\gamma t} \left\|f - \int_{SM} f\right\|, \quad f \in L^2(SM).$$

We should point out that the given rate $C_\gamma$ converges to $0$ as $\gamma \to \infty$ but they conjecture that the optimal rate converges to the spectral gap of $\Delta_M$ which is the smallest non-zero Laplace eigenvalue $\eta_1$ (see [BT18, Section 3.1]). A direct consequence of Theorem 1 shows that the spectral projector for $P_\gamma$ is an eigenvalue of $\Delta_M$ scaling to $M$ (see [BT18, Section 3.1]). A direct consequence of Theorem 1 shows that the spectral projector for $P_\gamma$ converging to $\eta$ as $\gamma \to \infty$ from Theorem 1 and $\Pi_{\lambda_\eta(\gamma)}$ is an eigenvalue of $P_\gamma$ converging to $\eta$ as $\gamma \to \infty$ from Theorem 1 and $\Pi_{\lambda_\eta(\gamma)}$ is a spectral projector for $P_\gamma$ of operator norm less than $2$.

Note that this provides not an asymptotic expansion for $t \to \infty$ due to arbitrarily small but constant error term $\varepsilon$. However, in contrast to asymptotic expansion in general, all coefficients, including the remainder term are explicitly controllable. As a corollary we get an estimate on $\left\|e^{-tP_\gamma}f - \int_{SM} f\right\|$.

**Corollary 1.1.** Let $(\mathcal{M}, g)$ be a orientable compact surface of constant negative curvature scaled to $\kappa = -1$. There is a constant $C_0$ such that for all $C > 0, \varepsilon > 0, B \geq 1$ and $f \in H^2(SM)$ with $\|f\|_{H^2(SM)} \leq C$ and $\gamma > \max\{4B(4C\varepsilon^{-1} + 6)^{3/2}, 4\sqrt{32}\}$ it holds

$$\left\|e^{-tP_\gamma}f - \int_{SM} f\right\|_{L^2(SM)} \leq \varepsilon + C_0\varepsilon^{-1}e^{-t(\eta_1 - B^{-1})}\|f\|_{L^2(SM)} + \frac{8}{\gamma^4}e^{-\gamma^2t/4}\|f\|_{L^2(SM)}.$$
where \( \eta_1 := \min \sigma(\Delta_M) \setminus \{0\} \).

Note that a problem related to the kinetic Brownian motion in \( SM \) is the study of the hypoelliptic Laplacian on \( TM \) introduced by Bismut [Bis04]. Like the kinetic Brownian motion the hypoelliptic Laplacian interpolates between the geodesic flow and the Brownian motion. In [BLO8] Chapter 17 Bismut and Lebeau prove the convergence of the spectrum of the hypoelliptic Laplacian to the spectrum of the Laplacian on \( M \) using semiclassical analysis. It seems plausible that their techniques can also be transferred to the setting of kinetic Brownian motion and might give the spectral convergence without any curvature restriction. The purpose of this article is however not to attack this general setting but show that under the assumption of constant negative curvature, harmonic analysis allows to drastically reduce the analytical difficulties. In fact we are able to reduce the problem to standard perturbation theory. This is also the reason why we are able to obtain the explicit error estimates [11]. The approach of applying harmonic analysis to spectral problems related to geodesics flows on manifolds of constant negative curvature (or more generally locally symmetric spaces) has been also pursued in [FF03, DFG15, GHW18a, GHW18b, KW19] for the analysis of Pollicott-Ruelle resonances and these results have been a major motivation for the present article.

Let us give a short outline of the proof of Theorem 1: By the assumption of constant negative curvature, the manifold \( M \) is up to scaling of the Riemannian metric isometrically isomorphic to a hyperbolic surface \( \Gamma \setminus \mathbb{H} \) where \( \Gamma \leq \text{PSL}_2(\mathbb{R}) \) is a cocompact torsion-free discrete subgroup and \( \mathbb{H} \) the upper half plane. \( \mathbb{H} \) itself can be written as homogeneous space \( \text{PSL}_2(\mathbb{R})/\text{PSO}(2) \). Under these identifications also the sphere bundle can be written as a homogeneous space \( SM = \Gamma \setminus \text{PSL}_2(\mathbb{R}) \) which is obviously a homogeneous space for \( \text{PSL}_2(\mathbb{R}) \). Since the manifold is compact we can decompose the corresponding \( L^2(SM) \) into unitary irreducible \( \text{PSL}_2(\mathbb{R}) \)-representations \( \mathcal{H}_\pi \) and the generator \( P_\gamma \) can be expressed by the right \( \mathfrak{sl}_2(\mathbb{R}) \)-action. As a consequence \( P_\gamma \) preserves the decomposition \( L^2(SM) = \oplus \mathcal{H}_\pi \) and we can study the restriction \( P_\gamma : \mathcal{H}_\pi \to \mathcal{H}_\pi \) for each occurring representation separately. In each of these irreducible representations the spectral asymptotics of \( P_\gamma \) can then be handled by standard perturbation theory of an operator-family of type (A) in the sense of Kato.

The article is organized as follows: We will give a short overview over the kinetic Brownian motion and the connection between constant curvature surfaces and the representation theory of \( \text{PSL}_2(\mathbb{R}) \) in Section 2. After that we will recall a few results of perturbation theory for unbounded linear operators (Section 2.3) which are mostly taken from [Kat76]. In the limit \( \gamma \to \infty \) one would like to consider the geodesic vector field as a perturbation of the spherical Laplacian. The major difficulty is that \( \frac{1}{2}X \) is not a small perturbation in comparison with \( \Delta_\mathbb{S} \). After the symmetry reduction there is a precise way to consider \( X \) as small operator in any irreducible component. Afterwards we will give a proof of the convergence of the spectra (Theorem 1). In the last part (Section 4) we will prove Theorem 2.

2. Preliminaries

2.1. Kinetic Brownian Motion. Let \( M \) be a compact Riemannian manifold of dimension \( d \geq 2 \) with sphere bundle \( SM = \{(x,v) \in TM \mid \|v\| = 1\} \). We introduce the spherical Laplacian \( \Delta_\mathbb{S} \) as follows: for every \( x \in M \) the tangent space \( T_xM \) is a Euclidean vector space via the Riemannian metric and \( S_xM = \{v \in T_xM \mid \|v\| = 1\} \) is a submanifold of \( T_xM \). The inner product on \( T_xM \) induces a Riemannian structure on \( S_xM \). Hence, the (positive) Laplace-Beltrami operator \( \Delta_\mathbb{S}(x) := \Delta_{S_xM} \) of \( S_xM \) defines an operator \( C^\infty(S_xM) \to C^\infty(S_xM) \). We now obtain the spherical Laplace operator \( \Delta_\mathbb{S} \) by

\[
\Delta_\mathbb{S} : C^\infty(SM) \to C^\infty(SM), \quad \Delta_\mathbb{S}f(x,v) := (\Delta_\mathbb{S}(x)f(x,\cdot))(v).
\]
For \((x, v) \in SM\) and \(w \in T_{(x, v)}SM\) we define \(\theta_{(x, v)}(w) = g_x(v, T_{(x, v)}\pi w)\) where \(\pi: SM \to M\) is the projection and \(g\) is the Riemannian metric on \(M\). Then \(\theta\) is a 1-form on \(SM\) and \(\nu = \theta \wedge (d\theta)^d - 1\) defines the Liouville measure on \(SM\) which is invariant under the geodesic flow \(\phi_t\). The vector field \(X = \frac{d}{dt}|_{t=0}\phi_t^*\) is called the geodesic vector field.

Let us consider the operator \(P_\gamma = -\gamma X + \gamma^2 \Delta_\mathbb{H}\) with domain \(\text{dom}(P_\gamma) = \{u \in L^2(SM) \mid P_\gamma u \in L^2(SM)\}\) for \(\gamma > 0\). Note that the action of \(P_\gamma\) has to be interpreted in the sense of distributions. We first want to collect some properties of \(P_\gamma\).

**Proposition 2.1.** \(P_\gamma\) is a hypoelliptic operator with
\[
\| f \|_{H^{2/3}} \leq C(\| f \|_{L^2} + \| P_\gamma f \|_{L^2}) \quad \text{for} \quad f \in \text{dom}(P_\gamma).
\]
\(P_\gamma\) is accretive (i.e. \(\text{Re}(P_\gamma f, f) \geq 0\)) and coincides with the closure of \(P_\gamma |_{C^\infty}\). Therefore, \(P_\gamma\) has compact resolvent, discrete spectrum with eigenspaces of finite dimension, and the spectrum is contained in the right half plane. \(P_\gamma\) generates a positive strongly continuous contraction semigroup \(e^{-tP_\gamma}\).

**Proof.** See Appendix. \(\square\)

### 2.2. Representation Theory of \(SL_2(\mathbb{R})\).

**Definition 2.2.** The special linear group \(SL_2(\mathbb{R})\) is defined by
\[
SL_2(\mathbb{R}) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathbb{R}^{2 \times 2} : ad - bc = 1 \right\}.
\]
and the projective special linear group by \(PSL_2(\mathbb{R}) := SL_2(\mathbb{R})/\{\pm I\}\). We abbreviate \(PSL_2(\mathbb{R})\) by \(G\).

Both groups are Lie groups with Lie algebra
\[
g := sl_2(\mathbb{R}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathbb{R}^{2 \times 2} : a + d = 0 \right\}.
\]

**Notation.** We introduce the following elements of \(g\) resp. \(g \otimes \mathbb{C}\).
\[
\Xi = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad H = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad B = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad X_\pm = -H \mp iB.
\]

The following commutator relations hold:
\[
[\Xi, H] = -B, \quad [\Xi, B] = H, \quad [H, B] = \Xi, \quad [\Xi, X_\pm] = \pm iX_\pm, \quad [X_+, X_-] = -2i\Xi.
\]

The Casimir element is given by
\[
\Omega = 4\Xi^2 - 4H^2 - 4B^2 = 4\Xi^2 - 2(X_+X_- + X_-X_+) \in \mathcal{U}(g).
\]

The maximal compact subgroup \(K\) of \(G\) is \(PSO(2) := \{\exp(\theta\Xi) \mid \theta \in \mathbb{R}\}/\{\pm I\}\).

It follows by a simple calculation that
\[
[\Omega, \Xi] = [\Omega, H] = [\Omega, B] = 0,
\]

hence \(\Omega \in Z(\mathcal{U}(g))\).

Let \((\pi, \mathcal{H}_\pi)\) be an irreducible unitary representation of \(PSL_2(\mathbb{R})\). Then \(\pi(\Omega)\) acts as a scalar \(\lambda_\pi\) on \(\mathcal{H}_\pi\) by Schur’s lemma.
Since $PSO(2)$ is compact, $\mathcal{H}_\pi$ decomposes as a $PSO(2)$-representation, i.e. we have a orthogonal direct sum

\[(2) \quad \mathcal{H}_\pi = \bigoplus_{k \in \mathbb{Z}} V_k \quad \text{with} \quad \pi(\exp(\theta \Xi)) = e^{ik\theta} \quad \text{on} \quad V_k.
\]

One can show that each $V_k$ consists of analytic vectors for $\pi$ and is at most one-dimensional. Let $\phi_k$ denote a normalized element in $V_k$ if $V_k \neq 0$. In particular, $\pi(\Xi)\phi_k = ik\phi_k$ on $V_k$.

The operators $X_\pm$ are raising resp. lowering operators that is $X_\pm : V_k \to V_{k \pm 1}$. Indeed,

\[\Xi X_\pm v = X_\pm \Xi v + [\Xi, X_\pm]v = ikX_\pm v \pm iX_\pm v = i(k \pm 1)X_\pm v, \quad v \in V_k.
\]

Moreover,

\[-4X_\pm X_\pm = \Omega - 4\Xi^2 \mp 4i\Xi = \lambda_\pi + 4k^2 \mp 4k = (2k \pm 1)^2 + \lambda_\pi - 1.
\]

Since $X_\pm = -X_\mp$, the norm of $X_\pm$ is given by

\[\|X_\pm\|_{V_k \to V_{k \pm 1}} = \frac{1}{2}\sqrt{(2k \pm 1)^2 + \lambda_\pi - 1}.
\]

The scalar $\lambda_\pi$ classifies all unitary irreducible representations of $G$.

**Theorem 3** (see [Tay86 Ch. 8 Thm. 2.2]). Each non-trivial irreducible unitary representation of $PSL_2(\mathbb{R})$ is unitarily equivalent to one of the following types:

- (Anti-)Holomorphic discrete series: $\pi_{12n}^\pm$, $n \in \mathbb{N}$, with $\pi_{12n}^\pm(\Omega) = 1 - (2n - 1)^2$ and $\frac{1}{4}\sigma(\pi_{12n}^\pm(\Xi)) = \pm(n + N_0)$
- Principle series: $\pi_{is}$, $s \in \mathbb{R}$, with $\pi_{is}(\Omega) = 1 + s^2$ and $\frac{1}{4}\sigma(\pi_{is}(\Xi)) = \mathbb{Z}$
- Complementary series: $\pi_s$, $s \in (-1, 1) \setminus \{0\}$ with $\pi_s(\Omega) = 1 - s^2$ and $\frac{1}{4}\sigma(\pi_s(\Xi)) = \mathbb{Z}$

There are no unitary equivalences except for $\pi_{is} \simeq \pi_{-is}$ and $\pi_s \simeq \pi_{-s}$.

In our setting we do not have to distinguish between principle and complementary series representations. Hence, we only distinguish between irreducible unitary representations $\pi$ with $\lambda_\pi < 0$ and $\lambda_\pi > 0$ (and the trivial representation). In the former case we have $\mathcal{H}_{\pi_{12n}} = \bigoplus_{k \geq n} V_k$ and in the latter case we have $\mathcal{H}_\pi = \bigoplus_{k \in \mathbb{Z}} V_k$ with $\dim V_k = 1$ for all $\pm k \geq n$ resp. $k \in \mathbb{Z}$.

### 2.2.1. Sobolev Regularity for Unitary Representations

Let $(\pi, \mathcal{H}_\pi)$ be a unitary representation of a real Lie group $G$ and $X_1, \ldots, X_n$ be a basis of $\mathfrak{g}$. We define the Laplacian $\Delta$ (depending on the Basis) as

\[\Delta = -\sum X_i^2.
\]

The Laplacian acts as an essentially self-adjoint operator on $\mathcal{H}_\pi$. The Sobolev space $\mathcal{H}_\pi^2$ of order 2 is the domain of the closure of $I + \Delta$, i.e. $\mathcal{H}_\pi^2 = \{u \in \mathcal{H}_\pi \mid (I + \Delta)u \in \mathcal{H}_\pi\}$. Here $(I + \Delta)u$ is seen as an element of $(C^\infty(\mathcal{H}_\pi))^\ast$ where $C^\infty(\mathcal{H}_\pi)$ denotes the set of smooth vectors for $\pi$. $\mathcal{H}_\pi^2$ is a Hilbert space with the inner product $\langle u_1, u_2 \rangle_2 = \langle (I + \Delta)u_1, (I + \Delta)u_2 \rangle$.

Let $\mathcal{U}_2(\mathfrak{g}_C)$ be the subspace of $\mathcal{U}(\mathfrak{g}_C)$ spanned by $Y_1 \cdots Y_l$ with $Y_i \in \mathfrak{g}_C$ and $l \leq k$. By [Nel59 Lemma 6.1] we have

\[\forall B \in \mathcal{U}_2(\mathfrak{g}_C) \exists C > 0: \quad \|Bu\| \leq C \|(I + \Delta)u\| \quad \forall u \in C^\infty(\mathcal{H}_\pi).
\]

In particular, $\mathcal{H}_\pi^2$ is independent of the choice of basis (in contrast to $\langle \cdot, \cdot \rangle_2$ which depends on the choice of the basis). We will need a slightly more general lemma which is analogous to the ordinary elliptic regularity estimates in $\mathbb{R}^n$ (see e.g. [Zwo12 Thm. 7.1]).
Lemma 2.3. Let $Q = \Delta + A$ with $A \in \mathcal{U}_1(\mathfrak{g}_C)$. Then $\mathcal{H}_\Sigma^2 = \{ u \in \mathcal{H}_\pi \mid Qu \in \mathcal{H}_\pi \}$ and there is $C > 0$ s.t. $\|u\|_2^2 \leq C(\|Qu\| + \|u\|)$.

Proof. Since $\|\Delta u\| \leq \|Qu\| + \|Au\|$ for $u \in C^\infty(\mathcal{H}_\pi)$ it remains to show that $\|X_iu\| \leq C(\|Qu\| + \|u\|)$. Let therefore $A = \sum_{i=1}^n a_i X_i + b$ with $a_i, b \in \mathbb{C}$. Then we have by the Cauchy-Schwarz inequality
\[ -|a_i(X_iu, u)| \geq -\|X_i u\| |a_i| \|u\| = \frac{1}{2}(\|X_i u\|^2 - |a_i|^2 \|u\|^2) \geq -\frac{1}{2} \|X_i u\|^2 - \frac{1}{2} |a_i|^2 \|u\|^2. \]

Since $\|Qu - u\|^2 \geq 0$ we infer that
\[ \|Qu\|^2 + \|u\|^2 \geq 2 \text{Re}(Qu, u) = 2 \sum (X_i u, X_i u) + 2 \sum \text{Re}(a_i(X_i u, u)) + 2 \text{Re} b(u, u) \geq 2 \sum \|X_i u\|^2 - 2 \sum |a_i(X_i u, u)| - 2 |b| \|u\|^2 \geq \sum \|X_i u\|^2 - \left( \sum |a_i|^2 + 2 |b| \right) \|u\|^2. \]

It follows that $\sum \|X_i u\|^2 \leq \|Qu\|^2 + (1 + \sum |a_i|^2 + 2 |b|) \|u\|^2$. This completes the proof. \qed

So far we have considered arbitrary unitary representations. Now let $(\pi, \mathcal{H}_\pi)$ be an irreducible unitary representation of $G = PSL_2(\mathbb{R})$. Consider the basis $\Xi, H, B$ of $\mathfrak{g}$. Then we have $\Delta = -\Xi^2 - H^2 - B^2 = -2\Xi^2 + \Omega/4$. Note that $\Omega$ acts as a scalar since $\pi$ is irreducible. Hence, $H^2(\mathcal{H}_\pi) = \{ u \in \mathcal{H}_\pi \mid \Xi^2 u \in \mathcal{H}_\pi \} = \{ u \in \mathcal{H}_\pi \mid (-\Xi^2 + A) u \in \mathcal{H}_\pi \}$ for every $A \in \mathcal{U}_1(\mathfrak{g}_C)$.

2.3. Hyperbolic Surfaces. Let $M$ be a orientable compact Riemannian manifold of dimension 2 and constant negative curvature $-1$. Since $M$ has finitely many connected components, let us assume without loss of generality that $M$ is connected. By the uniformization theorem $M$ is isometrically isomorphic to $\Gamma \backslash \mathbb{H}$ where $\mathbb{H} = \{ x + iy \mid y > 0 \}$ is the upper half plane with the metric $g^{-2}dxdy$ and $\Gamma \subseteq \text{Isom}^+(\mathbb{H})$ is a discrete subgroup of orientation preserving isometries on $\mathbb{H}$ acting freely and properly discontinuously on $\mathbb{H}$. Note that $G = PSL_2(\mathbb{R})$ acts on $\mathbb{H}$ by the Möbius transformation. Even more, $G$ is the group of orientation preserving isometries $\text{Isom}^+(\mathbb{H})$ which acts transitively on $\mathbb{H}$. With this action $G/K \simeq \mathbb{H}$ and $G \simeq S\mathbb{H}$ via $g.(z, v) = (g.z, T_z g.v)$.

We infer that $M$ is a locally symmetric space $\Gamma \backslash G/K$ with sphere bundle $SM = \Gamma \backslash G$. We have a unitary representation of $G$ on $L^2(\Gamma \backslash G, m)$ (with the Haar measure $m$ on $\Gamma \backslash G$) given by
\[ g.f(x) := f(xg), \quad f \in L^2(\Gamma \backslash G), \quad x \in \Gamma \backslash G, \quad g \in G \]
which we call regular representation. We obtain a Lie algebra representation of $\mathfrak{g}$ on $C^\infty(\Gamma \backslash G)$ by derivation:
\[ Af(x) = \frac{d}{dt} \bigg|_{t=0} f(x \exp(tA)), \quad f \in C^\infty(\Gamma \backslash G), \quad x \in \Gamma \backslash G, \quad A \in \mathfrak{g}. \]

The geodesic vector field and the (spherical) Laplacian can be expressed by elements of $\mathcal{U}(\mathfrak{g})$.

Proposition 2.4. The geodesic vector field $X$, the spherical Laplace operator $\Delta_S$ on $SM$ and the Laplace operator on $M$ are given by
\[ X = H, \quad \Delta_S = -\Xi^2 \quad \text{and} \quad \Delta_M = -H^2 - B^2. \]
Note that $-H^2 - B^2$ is a $K$-invariant element in $\mathcal{U}(g)$ so that it defines a right $K$-invariant differential operator on $C^\infty(\Gamma \backslash G)$ that descends to a differential operator on $C^\infty(\Gamma \backslash G/K) = C^\infty(M)$. 

**Proof.** See Appendix. \hfill \Box

As a consequence, the Haar measure $m$ converts to a $\varphi_t$-invariant smooth measure on $SM$ under the identification $SM \simeq \Gamma \backslash G$. Recall that the Liouville measure $\mu$ provides as well a $\varphi_t$-invariant smooth measure. As geodesic flows on compact negatively curved manifolds are known to have a unique smooth invariant measure (up to scaling) the Haar measure can be suitably scaled such that it coincides with the Liouville measure.

Not only the geometric operators can be expressed by the $\mathcal{U}(g)$-action but also the Sobolev spaces $H^\alpha(SM)$ can be described in terms of the $\mathcal{U}(g)$-action. More precisely, $-H^2 - B^2 - \Xi^2$ is an elliptic operator on $L^2(SM)$ so that we have

\[ H^\alpha(SM) = \{ u \in L^2(SM) \mid (I - H^2 - B^2 - \Xi^2)^{\alpha/2} u \in L^2(SM) \}. \]

In particular, $(u_1, u_2)_\alpha = \langle (I - H^2 - B^2 - \Xi^2)^{\alpha/2} u_1, u_2 \rangle$ is a possible choice for an inner product on $H^\alpha(SM)$ that we will use for our results.

### 2.4. Direct Decompositions.

Our main tool to investigate the spectrum of the kinetic Brownian motion on $L^2(SM)$ will be the following theorem.

**Theorem 4** (see [Tay86, Ch. 8.6]). The regular representation on $L^2(SM)$ decomposes discretely into unitary irreducible representation of $G$. For a principle or complementary series representation $\pi$ the multiplicity in $L^2(SM)$ is given by the multiplicity of the eigenvalue $\frac{1}{4} \lambda_s$ of the Laplace operator $\Delta_M$ on $M$. Moreover, the multiplicity of $\pi^\pm_{1,n}$ is $(n - 1)(g - 1)$ for even $n \geq 4$ and $g$ for $n = 2$ where $g$ is the genus of $M$. The trivial representation occurs once in $L^2(SM)$. Hence,

\[ L^2(SM) = \bigoplus_{s \in (0,1)} m(\pi_s) \mathcal{H}_{\pi_s} \oplus \bigoplus_{s \geq 0} m(\pi_{is}) \mathcal{H}_{\pi_{is}} \oplus \bigoplus_{n \in \mathbb{N}} m(\pi^\pm_{1,2n}) \mathcal{H}_{\pi^\pm_{1,2n}} \oplus \mathbb{C} \]

where $m(\pi_s) = \dim \ker((\Delta_M - \frac{1}{4} (1 - s^2)))$, $m(\pi_{is}) = \dim \ker((\Delta_M - \frac{1}{4} (1 + s^2)))$, $m(\pi^\pm_{1,2}) = g$ and $m(\pi^\pm_{1,2n}) = (2n - 1)(g - 1)$. The Sobolev space decomposes into

\[ H^2(SM) = \bigoplus_{s \in (0,1)} m(\pi_s) \mathcal{H}_{\pi_s}^2 \oplus \bigoplus_{s \geq 0} m(\pi_{is}) \mathcal{H}_{\pi_{is}}^2 \oplus \bigoplus_{n \in \mathbb{N}} m(\pi^\pm_{1,2n}) \mathcal{H}_{\pi^\pm_{1,2n}}^2 \oplus \mathbb{C}. \]

### 2.5. Perturbation Theory.

We want to collect some basic results from perturbation theory for linear operators that can be found in [Kat76]. First, we introduce families of operators we want to deal with.

**Definition 2.5** (see [Kat76, Ch. VII §2.1]). A family $T(x)$ of closed operators on a Banach space $X$ where $x$ is an element in a domain $D \subseteq X$ is called holomorphic of type $(A)$ if the domain of $T(x)$ is independent of $x$ and $T(x)u$ is holomorphic for every $u \in \text{dom}(T(x))$.

Without loss of generality let us assume that $0$ is contained in the domain $D$. We call $T = T(0)$ the unperturbed operator and $A(x) = T(x) - T$ the perturbation. Furthermore, let $R(\zeta, x) = (T(x) - \zeta)^{-1}$ be the resolvent of $T(x)$ and $R(\zeta) = R(\zeta, 0)$. If $\zeta \notin \sigma(T)$ and $1 + A(x)R(\zeta)$ is invertible then $\zeta \notin \sigma(T(x))$ and the following identity holds:

$$ R(\zeta, x) = R(\zeta)(1 + A(x)R(\zeta))^{-1}. $$
Let us assume that \( \sigma(T) \) is split into two parts by a closed simple \( C^1 \)-curve \( \Gamma \). Then there is \( r > 0 \) such that \( R(\zeta, x) \) exists for \( \zeta \in \Gamma \) and \( |x| < r \). If the perturbation is linear (i.e. \( T(x) = T + xA \)) then a possible choice for \( r \) is given by \( \min_{\zeta \in \Gamma} \| AR(\zeta) \|^{-1} \). In particular, we obtain that \( \Gamma \subseteq \mathbb{C} \setminus \sigma(T(x)) \) for \( |x| < r \), i.e. the spectrum of \( T(x) \) is still split into two parts by \( \Gamma \). Let us define \( \sigma_{\text{int}}(x) \) as the part of \( \sigma(T(x)) \) lying inside \( \Gamma \) and \( \sigma_{\text{ext}}(x) = \sigma(T(x)) \setminus \sigma_{\text{int}}(x) \). The decomposition of the spectrum gives a \( T(x) \)-invariant decomposition of the space \( X = M_{\text{int}}(x) \oplus M_{\text{ext}}(x) \) where \( M_{\text{int}}(x) = P(x)X \) and \( M_{\text{ext}}(x) = \ker P(x) \) with the bounded-holomorphic projection

\[
P(x) = -\frac{1}{2\pi i} \int_{\Gamma} R(\zeta, x) d\zeta.
\]

Furthermore, \( \sigma(T(x)|_{M_{\text{int}}(x)}) = \sigma_{\text{int}}(x) \) and \( \sigma(T(x)|_{M_{\text{ext}}(x)}) = \sigma_{\text{ext}}(x) \). To get rid of the dependence of \( x \) in the space \( M_{\text{int}}(x) \) we will use the following proposition.

**Proposition 2.6** (see [Kat76] Ch. II §4.2). Let \( P(x) \) be a bounded-holomorphic family of projections on a Banach space \( X \) defined in a neighbourhood of 0. Then there is a bounded-holomorphic family of operators \( U(x): X \to X \) such that \( U(x) \) is an isomorphism for every \( x \) and \( U(x)P(0) = P(x)U(x) \). In particular, \( U(x)P(0)X = P(x)X \) and \( U(x)\ker P(0) = \ker P(x) \).

Denoting \( U(x)^{-1}T(x)U(x) \) as \( \tilde{T}(x) \) we observe

\[
\sigma(\tilde{T}(x)|_{M_{\text{int}}(0)}) = \sigma(\tilde{T}(x)) \cap \text{int}(\Gamma) = \sigma(T(x)) \cap \text{int}(\Gamma)
\]

since \( U(x) \) is an isomorphism. Here we denote the interior of \( \Gamma \) by \( \text{int}(\Gamma) \).

Let us from now on suppose that \( \Gamma \) is a circle with radius \( \rho \) centered at an eigenvalue \( \mu \) of \( T \) with finite multiplicity and encloses no other eigenvalues of \( T \). Then \( \sigma_{\text{int}}(0) = \{ \mu \} \) and \( M_{\text{int}}(0) \) is finite dimensional. Hence, \( \tilde{T}(x)|_{M_{\text{int}}(0)} \) is a holomorphic family of operators on a finite dimensional vector space. It follows that the eigenvalues of \( T(x) \) are continuous as a function in \( x \). In addition to the previous assumptions, let us suppose that the eigenvalue \( \mu \) is simple. Then \( M_{\text{int}}(0) \) is one-dimensional and \( \tilde{T}(x)|_{M_{\text{int}}(0)} \) is a scalar operator. We obtain that there is a holomorphic function \( \mu: B_r \to \mathbb{C} \) (with \( r = \min_{\zeta \in \Gamma} \| AR(\zeta) \|^{-1} \) as above) such that \( \mu(x) \) is an eigenvalue of \( T(x) \), \( \mu(x) \) is inside \( \Gamma \) and \( \mu(x) \) is the only part of \( \sigma(T(x)) \) inside \( \Gamma \) since \( \sigma_{\text{int}}(x) = \sigma(\tilde{T}(x)|_{M_{\text{int}}(0)}) \). As a consequence,

\[
|\mu(x) - \mu| < \rho \quad \forall \, |x| < r.
\]

By Cauchy’s inequality we infer \( |\mu^{(n)}| \leq \rho r^{-n} \) for the Taylor series \( \mu(x) = \sum x^n \mu^{(n)} \). Hence,

\[
(4) \quad |\mu(x) - \sum_{n=0}^{N} x^n \mu^{(n)}| \leq \rho \frac{|x|^{N+1}}{r^N(r - |x|)} \quad \forall \, |x| < r.
\]

We now want to calculate the Taylor coefficients of \( \mu(x) \) in order to get an approximation of \( \mu(x) \) in the case where \( X = \mathcal{H} \) is a Hilbert space and \( T(x) \) is a holomorphic family of type (A) with symmetric \( T \) but not necessarily symmetric \( T(x) \) for \( x \neq 0 \). To this end let \( \varphi(x) \) be a normalized holomorphic family of eigenvectors (obtained from \( P(x) \)). Consider the Taylor series \( \mu(x) = \sum x^n \mu^{(n)} \), \( \varphi(x) = \sum x^n \varphi^{(n)} \) and \( T(x)u = \sum x^n T^{(n)}u \) for every \( u \in \text{dom}(T) \) which converges on a disc of positive radius independent of \( u \). This is due to the fact that Taylor series of holomorphic functions converge on every disc that is contained in the domain.

We compare the Taylor coefficients in

\[
(T(x) - \mu(x))\varphi(x) = 0 \quad \text{and} \quad \langle (T(x) - \mu(x))\varphi(x), \varphi(x) \rangle = 0
\]
and obtain
\[(T - \mu^{(0)}) \varphi^{(l)} = - \sum_{n=1}^{l} (T^{(n)} - \mu^{(n)}) \varphi^{(l-n)}\]
and
\[\mu^{(k)} = \langle T^{(k)} \varphi^{(0)}, \varphi^{(0)} \rangle + \sum_{n=1}^{k-1} \langle (T^{(n)} - \mu^{(n)}) \varphi^{(k-n)}, \varphi^{(0)} \rangle.\]

A fortiori,
\[\mu^{(1)} = \langle T^{(1)} \varphi^{(0)}, \varphi^{(0)} \rangle\]
\[\mu^{(2)} = \langle T^{(2)} \varphi^{(0)}, \varphi^{(0)} \rangle + \langle (T^{(1)} - \mu^{(1)}) \varphi^{(1)}, \varphi^{(0)} \rangle,\]
where \(\varphi^{(1)}\) fulfills
\[(T - \mu^{(0)}) \varphi^{(1)} = -(T^{(1)} - \mu^{(1)}) \varphi^{(0)}.\]

Although \(\varphi^{(1)}\) is not uniquely determined by this equation, \(\mu^{(2)}\) can be calculated in our setting. Here \(\varphi^{(1)} = v + c \varphi^{(0)}\) with unique \(v \in \ker(T^{(0)} - \mu^{(0)})\) as \(T^{(0)}\) is symmetric. We infer that
\[\langle (T^{(1)} - \mu^{(1)}) \varphi^{(1)}, \varphi^{(0)} \rangle = \langle (T^{(1)} - \mu^{(1)}) v, \varphi^{(0)} \rangle - c \mu^{(1)} + c \langle T^{(1)} \varphi^{(0)}, \varphi^{(0)} \rangle = \langle (T^{(1)} - \mu^{(1)}) v, \varphi^{(0)} \rangle.\]
Therefore, \(\mu^{(2)}\) depends only on \(v\) and not on \(c\).

3. Perturbation Theory of the Kinetic Brownian Motion

We want to establish the limit \(\gamma \to \infty\) of the spectrum of \(P_{\gamma}\). To do so we write \(P_{\gamma} = \frac{\gamma^2}{2} (\Delta_{\mathcal{G}} - 2 \gamma^{-1} X) = \frac{\gamma^2}{2} T(-2 \gamma^{-1})\) where \(T(x) = \Delta_{\mathcal{G}} + x X\) and we want to use the methods established in Chapter 2.5.

In order to have finite dimensional eigenspaces and holomorphic families of type (A) we will use the orthogonal decomposition of \(L^2(\mathcal{G} \backslash \Gamma)\) derived in Theorem 4
\[L^2(\mathcal{G} \backslash \Gamma) = \bigoplus_{\pi \in \mathcal{G}} m(\pi) \mathcal{H}_{\pi}.\]

Here, \(T(x)\) is given by \(-\Xi^2 + x H\) by Proposition 2.4. We denote the restriction of \(T(x)\) to \(\mathcal{H}_{\pi}\) by \(T_{\pi}(x)\) and its resolvent by \(R_{\pi}(\zeta, x)\) and \(R_{\pi}(\zeta) = R_{\pi}(\zeta, 0)\).

**Remark 3.1.** It follows from Section 2.2.1 that \(\text{dom}(T_{\pi}(x)) = \{ u \in \mathcal{H}_{\pi} \mid T_{\pi}(x) u \in \mathcal{H}_{\pi} \} = \mathcal{H}_{\pi}^2.\)

Furthermore, \(T_{\pi}(x)\) is closed as a restriction of a closed operator. We conclude that \(T_{\pi}(x)\) is a holomorphic family of type (A) on the complex plane with domain \(\mathcal{H}_{\pi}^2.\)

**Remark 3.2.** One can realize the principle series representation on \(\mathcal{H}_{\pi_{uv}} = L^2(S^1)\) (see [Tay86, Ch. 4.3]). Here \(-\Xi^2\) is taken to \(\Delta_{S^1}\) such that \(\mathcal{H}_{\pi_{uv}}^2 = H^2(S^1).\) The remark from above then follows from the elliptic estimate
\[\|u\|_{H^2(S^1)} \leq C(\|u\|_{L^2(S^1)} + \|\Delta_{S^1} + a(\vartheta) \partial_\vartheta + b(\vartheta)\|_{L^2(S^1)})\]
noting that \(H\) is a first order differential operator.

We use the structure of the \(G\)-representations to obtain a more precise version of elliptic regularity.

**Lemma 3.3.** \(H\) is \(\Xi^2\)-bounded on \(\mathcal{H}_{\pi},\) more precisely
\[\|Hu\|^2 \leq \frac{|\Delta_{\mathcal{G}}|}{4} \|u\|^2 + \frac{3}{2} \|\Xi^2 u\|^2\]
with \(u \in \mathcal{H}_{\pi}^2.\)
Proof. Let us express $u \in \mathcal{H}_r^2$ in its Fourier expansion according to $K$-types (see (2)), i.e., $u = \sum_{n \in \mathbb{Z}} a_n \phi_n \in \mathcal{H}_r^2$. Since $H = -\frac{1}{2}(X_+ + X_-)$ with the shifting operators $X_\pm : V_n \to V_{n\pm 1}$ we can compute

$$
\|Hu\|^2 = -H^2u, u \\
= -\sum_n a_n \overline{a_n} \langle H^2 \phi_n, \phi_n \rangle + a_n \overline{a_{n+2}} \langle H^2 \phi_n, \phi_{n+2} \rangle + a_n \overline{a_{n-2}} \langle H^2 \phi_n, \phi_{n-2} \rangle \\
= -\frac{1}{4} \sum_{n} |a_n|^2 \langle (X_+ X_- + X_- X_+) \phi_n, \phi_n \rangle + a_n \overline{a_{n+2}} \langle X_+^2 \phi_n, \phi_{n+2} \rangle + a_n \overline{a_{n-2}} \langle X_-^2 \phi_n, \phi_{n-2} \rangle.
$$

Since $\Omega = 4\Xi^2 - 2(X_+ X_- + X_- X_+)$ and $\Xi = in$ on $V_n$ we infer that

$$
\langle (X_+ X_- + X_- X_+) \phi_n, \phi_n \rangle = -2n^2 - \frac{1}{2} \lambda_r.
$$

Moreover, $\parallel X_\pm \parallel_{V_n \to V_{n\pm 1}} = \frac{1}{2}((2n \pm 1)^2 + \lambda_r - 1)^{1/2}$ by Section 2.2. Hence,

$$
\parallel X_\pm^2 \parallel_{V_n \to V_{n\pm 2}} = \frac{1}{4}((2n \pm 1)^2 + \lambda_r - 1)^{1/2}((2n \mp 1)^2 + \lambda_r - 1)^{1/2}.
$$

With the Cauchy-Schwarz-inequality we obtain

$$
\left| \sum_{n} a_n \overline{a_{n\pm 2}} \langle X_\pm^2 \phi_n, \phi_{n\pm 2} \rangle \right|^2 \\
\leq \frac{1}{16} \sum_{n} |a_n|^2 |(2n \pm 1)^2 + \lambda_r - 1| \sum_{n} |a_{n\pm 2}|^2 |(2n \mp 1)^2 + \lambda_r - 1| \\
= \frac{1}{16} \sum_{n} |a_n|^2 |(2n \pm 1)^2 + \lambda_r - 1| \sum_{n} |a_{n}|^2 |(2n \mp 1)^2 + \lambda_r - 1| \\
\leq \frac{1}{16} \left( \sum_{n} |a_n|^2 (|\lambda_r| + 4n^2 + 4|n|) \right)^2.
$$

We conclude

$$
\|Hu\|^2 \leq \frac{1}{4} \sum_{n} |a_n|^2 (2n^2 + \frac{1}{2} |\lambda_r| + 2 \cdot \frac{1}{4} (|\lambda_r| + 4n^2 + 4|n|)) \\
\leq \frac{1}{4} |\lambda_r| \|u\|^2 + \frac{3}{4} \Xi^2 u^2.
$$

The eigenspaces of the unperturbed operator $-\Xi^2$ are $V_0$ and $V_k \oplus V_{-k}$ which are finite dimensional. As we have seen in Section 2.5 the eigenvalues of a holomorphic family of type (A) are continuous as a function of $x$ in this case. We deduce that for the eigenvalues $\mu(x)$ of $T_x(x)$ that arise from non-zero eigenvalues $\mu = \mu(0)$ of $-\Xi^2$ the limit $\gamma \to \infty$ of $\Xi^2 \mu(2\gamma^{-1})$, which is an eigenvalue of $P_\gamma$, is $\infty$. Therefore, we do not care about non-zero eigenvalues at first. Since $\Xi$ has non-zero spectrum in the discrete series representation we start with a principle or complementary series representation ($\pi, \mathcal{H}_r$).

Here the eigenspace for the eigenvalue 0 of $T_x(0)$ is $\langle \phi_0 \rangle$ which is one-dimensional. This means that there is an analytic eigenvalue $\mu(x) = \sum x^n \mu^{(n)}$ of $T_x(x)$ and its eigenvector $\varphi(x) = \sum x^n \varphi^{(n)}$ is analytic on some $B_r(0)$ which will be determined later on. Note that $\mu^{(0)} = 0.$
\( \varphi^{(0)} = \phi_0, \ T = T^{(0)} = -\Xi^2 \) and \( T^{(1)} = H \) in this case. We can use Equation (5) from Section 2.3.

\[
\mu^{(1)} = \langle T^{(1)} \varphi^{(0)}, \varphi^{(0)} \rangle = \langle H \phi_0, \phi_0 \rangle = \frac{1}{2}(-\langle X_+ + X_- \rangle \phi_0, \phi_0).
\]

Due to the fact that \( X_{\pm} \) are raising respectively lowering operators, i.e. \( X_{\pm} V_k \subseteq V_{k\pm1} \), we conclude that \( \mu'(0) = \mu^{(1)} = 0 \).

We now want to find the second derivative \( \mu''(0) = 2\mu^{(2)} \) of \( \mu \). According to Section 2.3 we first have to calculate \( \varphi^{(1)} \) via \( -\Xi^2 \varphi^{(1)} = -H \phi_0 \) (see Equation (7)). Notice that \( -H \phi_0 \in V_{-1} \oplus V_1 = \{ u \mid -\Xi^2 u = u \} \). Furthermore \( \ker(-\Xi^2) = V_0 = \{ \phi_0 \} \), and consequently \( \varphi^{(1)} = -H \phi_0 + c\phi_0 \) for some \( c \in \mathbb{C} \). Let us recall that \( \mu''(0) \) is independent of \( c \). Consequently by Equation (6),

\[
\mu''(0) = 2\mu^{(2)} = 2\langle H(-H\phi_0), \phi_0 \rangle = -\frac{1}{2} \langle (X_+ + X_-)^2 \phi_0, \phi_0 \rangle = -\frac{1}{2} \langle (X_+^2 + X_+X_- + X_-X_+ + X_-^2) \phi_0, \phi_0 \rangle.
\]

Again, \( X_{\pm} \) are shifting operators. Therefore,

\[
\mu''(0) = -\frac{1}{2} \langle (X_+X_- + X_-X_+) \phi_0, \phi_0 \rangle = \frac{1}{4} \langle \Omega \phi_0, \phi_0 \rangle = \frac{\lambda_\pi}{4},
\]

as the Casimir operator \( \Omega \) equals \( 4\Xi^2 - 2(X_+X_- + X_-X_+) \) and \( \Xi \phi_0 = 0 \).

Summarizing, we arrived at the following situation.

**Proposition 3.4.** For a principle or complementary series representation \( \pi \) there is \( r_\pi > 0 \) and an analytic function \( \mu \colon B_{r_\pi}(0) \to \mathbb{C} \) such that \( \mu(x) \) is an eigenvalue of \( T_\pi(x) \) with multiplicity 1 and \( \mu(x) = x^2 \frac{\lambda_\pi}{4} + \mathcal{O}(x^3) \). A fortiori, \( x^{-2} \mu(x) \to \frac{\lambda_\pi}{4} \) as \( x \to 0 \).

We want to determine error estimates for the eigenvalues and an lower bound for \( r_\pi \) used above.

Let \( \Gamma \) be the circle with radius \( \frac{1}{2} \) centered at 0. Hence the spectrum of \( T_\pi(0) \) for a principle or complementary series representation is separated by \( \Gamma \) where the only eigenvalue inside \( \Gamma \) is 0. As we have seen in Section 2.3 a choice for \( r_\pi \) is \( r_\pi = \min_{\zeta \in \Gamma} \| HR_\pi(\zeta) \|^{-1} \).

**Lemma 3.5.** Let \( \sigma \) be the spectrum of \( -i\Xi \) on \( \mathcal{H}_\pi \), i.e. \( \sigma = \{ k \mid k \in \mathbb{Z} \} \) if \( \pi = \pi_{is} \) or \( \pi = \pi_s \) or \( \sigma = \{ k \mid \pm k \geq n \} \) if \( \pi = \pi_{\pm,n} \). For \( \zeta \in \mathbb{C} \setminus \sigma^2 \) we have

\[
\| R_\pi(\zeta) \| = \sup_{k \in \sigma} |k^2 - \zeta|^{-1}.
\]

Additionally we can estimate:

\[
\| HR_\pi(\zeta) \|^2 \leq \left( \frac{|\lambda_\pi|}{4} + 3|\zeta|^2 \right) \| R_\pi(\zeta) \|^2 + 3.
\]

**Proof.** Let us first evaluate the norm of \( R_\pi(\zeta) \). On the one hand \( R_\pi(\zeta) \phi_k = (k^2 - \zeta)^{-1} \phi_k \) and we infer \( \| R_\pi(\zeta) \| \geq |k^2 - \zeta|^{-1} \) for all \( k \in \sigma \). On the other hand,

\[
\| R_\pi(\zeta) u \| = \left\| \sum_{k \in \sigma} a_k (k^2 - \zeta)^{-1} \phi_k \right\| = \sqrt{\sum_{k \in \sigma} |a_k|^2 |k^2 - \zeta|^{-2}} \leq \sup_{k \in \sigma} |k^2 - \zeta|^{-1} \| u \|
\]

for \( u = \sum_k a_k \phi_k \). Thus \( \| R_\pi(\zeta) \| = \sup_{k \in \sigma} |k^2 - \zeta|^{-1} \).
Theorem 5. (i) Let \( \lambda_\pi \) be a principle or complementary series representation and \( r_\pi = (\lambda_\pi + 6)^{-1/2} \). Then, there is a holomorphic function \( \mu: B_{r_\pi}(0) \to \mathbb{C} \) such that \( \mu(x) \) is an eigenvalue of \( T_\pi(x) \) with multiplicity 1, \( |\mu(x)| \leq \frac{1}{2} \) and \( \sigma(T_\pi(x)) \cap \{ \zeta \mid \text{Re} \zeta \leq \frac{1}{2} \} = \{ \mu(x) \} \) for all \( x \in B_{r_\pi}(0) \). Furthermore,
\[
|\mu(x) - \frac{1}{2} \frac{\lambda_\pi}{4} x^2| \leq \frac{1}{2} r_\pi^2 |x| \frac{|x|^3}{(r_\pi - |x|)} \quad \forall |x| < r_\pi.
\]

Using Lemma 3.3 it follows that
\[
\|HR_\pi(\zeta)\| \leq \frac{|\lambda_\pi|}{4} \|R_\pi(\zeta)\|^2 + \frac{3}{2} \left\| -\Xi^2 (-\Xi^2 - \zeta)^{-1} \right\|^2
\leq \frac{|\lambda_\pi|}{4} \|R_\pi(\zeta)\|^2 + \frac{3}{2} \|1 + \zeta R_\pi(\zeta)\|^2
\leq \left( \frac{|\lambda_\pi|}{4} + 3|\zeta|^2 \right) \|R_\pi(\zeta)\|^2 + 3
\]
where we used \((x + y)^2 \leq 2(x^2 + y^2)\) in the last step.

\[\square\]

Corollary 3.6. (i) Let \( \pi \) be a principle or complementary series representation. Then \( R_\pi(\zeta, x) \) exists for all \( |\zeta| \geq \frac{1}{2}, \text{Re} \zeta \leq \frac{1}{2} \) and \( |x| < (\lambda_\pi + 6)^{-1/2} \) and we have
\[
\|R_\pi(\zeta, x)\| \leq |\zeta|^{-1} \left( 1 - |x|\sqrt{\lambda_\pi + 6} \right)^{-1}.
\]

(ii) Let \( \pi \) be a discrete series representation \( \pi_{\pm 2n} \). Then \( R_\pi(\zeta, x) \) exists for all \( \text{Re} \zeta \leq \frac{1}{2} \) and \( |x| < 1/\sqrt{32} \) and we have
\[
\|R_\pi(\zeta, x)\| \leq |\zeta - n^2|^{-1} \left( 1 - |x|\sqrt{32} \right)^{-1}.
\]

Proof. Let \( \text{Re} \zeta \leq \frac{1}{2} \) and \( |\zeta| \geq \frac{1}{2} \). Then \( \|R_\pi(\zeta)\| = \sup_{k \in \mathbb{Z}} |k^2 - \zeta|^{-1} = |\zeta|^{-1} \) in the first case. A simple consequence of Lemma 3.3 is
\[
\|HR_\pi(\zeta)\|^2 \leq \frac{\lambda_\pi}{4|\zeta|^2} + 6 \leq \lambda_\pi + 6.
\]
Combining this with Equation (3) we infer that \( \zeta \notin \sigma(T_\pi(x)) \) for every \( x \) with \( |x| < \sqrt{\lambda_\pi + 6} \).
The stated estimate is a consequence of Equation (3), too.

In the case of \( \pi = \pi_{\pm 2n} \), we have \( R_\pi(\zeta) = \sup_{k \geq n} |k^2 - \zeta|^{-1} = |n^2 - \zeta|^{-1} \) if \( \text{Re} \zeta \leq \frac{1}{2} \).

Consequently by Lemma 3.3
\[
\|HR_\pi(\zeta)\|^2 \leq \left( \frac{|\lambda_\pi|}{4} + 3|\zeta|^2 \right) \|R_\pi(\zeta)\|^2 + 3
\]
\[
= \frac{(2n - 1)^2 - 1}{4(n^2 - \zeta)^2} + \frac{3}{4} \frac{|\zeta|^2}{n^2 - \zeta} + 3
\]
\[
\leq \frac{n^2 - n}{(n^2 - 1/2)^2} + \frac{3}{4} \frac{|\zeta|^2}{1 - \zeta} + 3
\]
\[
\leq \frac{1}{n^2 - 1/2} + 3 \left( 1 + \frac{1}{1 - \zeta} \right)^2 + 3
\]
\[
\leq 2 + 3 \cdot 9 + 3 = 32.
\]
Using again Equation (3) finishes the proof.

\[\square\]

Now we can prove the following theorem on the spectrum of \( T_\pi(x) \).

Theorem 5. (i) Let \( \pi \) be a principle or complementary series representation and \( r_\pi = (\lambda_\pi + 6)^{-1/2} \). Then, there is a holomorphic function \( \mu: B_{r_\pi}(0) \to \mathbb{C} \) such that \( \mu(x) \) is an eigenvalue of \( T_\pi(x) \) with multiplicity 1, \( |\mu(x)| \leq \frac{1}{2} \) and \( \sigma(T_\pi(x)) \cap \{ \zeta \mid \text{Re} \zeta \leq \frac{1}{2} \} = \{ \mu(x) \} \) for all \( x \in B_{r_\pi}(0) \). Furthermore,
\[
|\mu(x) - \frac{1}{2} \frac{\lambda_\pi}{4} x^2| \leq \frac{1}{2} r_\pi^2 |x| \frac{|x|^3}{(r_\pi - |x|)} \quad \forall |x| < r_\pi.
\]
(ii) Let \(\pi\) be a discrete series representation. Then \(\text{Re}\,\sigma(T_\pi(x)) > \frac{1}{2}\) for all \(x\) with \(|x| < 1/\sqrt{32}\).

**Proof.** We have seen before that \(\mu(x)\) is the only eigenvalue with absolute value smaller than \(\frac{1}{2}\) if \(|x| < \min_{|\zeta|=1/2} \|HR_\pi(\zeta)\|^{-1}\). Since \(\|HR_\pi(\zeta)\| \leq \frac{2}{\zeta}\) by Corollary 3.6 this is the case if \(|x| < r_\pi\). In Proposition 4.4 we calculated \(\mu''(0) = \frac{\lambda_\pi}{4}\) and with Equation 4 we obtain the error estimate. The statement about the discrete series that remains to be proven follows directly from Corollary 3.6.

**Remark 3.7.** Unfortunately, the radius \(r_\pi\) depends on \(\lambda_\pi\) which is given by \(1 + s^2\) for \(\pi = \pi_{s,\pi}\).

As \(H_{\pi_{s,\pi}}\) are contained in \(L^2(\Gamma \backslash G)\) for arbitrary large \(s\) we do not obtain a uniform bound on \(r_\pi\).

Reformulated in terms of \(x = -2\gamma^{-1}\) we obtain Theorem 1 for the generator of the kinetic Brownian motion on \(SM\).

**Proof of Theorem 1.** As we have seen in Theorem 4 \(L^2(\Gamma \backslash G)\) decomposes discretely in unitary irreducible representations and the multiplicity of a principle or complementary series representation \(\pi\) in \(L^2(\Gamma \backslash G)\) is given by the multiplicity of the eigenvalue \(\frac{\lambda_\pi}{4}\) of \(\Delta_M\). Thus, if \(\eta\) is a \(\Delta_M\)-eigenvalue of multiplicity \(n\) then there is a principle or complementary series representation \((\pi, H_\pi)\) such that \(\eta = \frac{\lambda_\pi}{4}\) and that occurs \(n\) times in \(L^2(\Gamma \backslash G)\). For this representation Theorem 5 states that there is \(\mu: \mathcal{B}_{\mathcal{P}_\pi}(0) \to \mathbb{C}\) for \(r_\pi = (\lambda_\pi + 6)^{-1/2} = (4\eta + 2)^{-1/2}\) such that \(\mu(x)\) is an eigenvalue of \(T_\pi(x)\). Since \(P_\gamma = \frac{\lambda_\gamma^2}{2} T(-2\gamma^{-1})\) and \(T_\pi\) is the restriction of \(T\) to \(H_\pi\) we obtain that \(\frac{\lambda_\gamma^2}{2}\mu(-2\gamma^{-1})\) is an eigenvalue with multiplicity \(n\) of \(P_\gamma\) if \(\gamma > 2\sqrt{4\eta + 6}\). The given estimate follows from Theorem 5 as well.

### 4. Convergence to Equilibrium

In this chapter we want to analyse the convergence of the kinetic Brownian motion to equilibrium. As it has been mentioned above this convergence is described by the propagator \(e^{-tP_\gamma}\). In general, the resolvent \((A + \zeta)^{-1}\) of a generator \(A\) of a contraction semigroup on a Banach space \(X\) is the Laplace transform of \(e^{-tA}\) by the Hille-Yosida theorem (e.g. [RS79], Thm. X.47a). Hence, we can obtain \(e^{-tA}\) by the inverse Laplace transform of \((A + \zeta)^{-1}\). More precisely we have the following proposition.

**Proposition 4.1.** (e.g. [EN06], Ch. III Cor. 5.15). If \(A\) generates the strongly continuous contraction semigroup \(e^{-tA}\) on a Banach space \(X\) then we have for all \(u \in \text{dom}(A)\) and \(w < 0\):

\[
e^{-tA}u = \frac{1}{2\pi i} \lim_{n \to \infty} \int_{w - in}^{w + in} e^{-\zeta t} R(\zeta) u \, d\zeta.
\]

Unfortunately, the integral does not converge absolutely. We will solve this issue by using integration by parts and the explicit estimates obtained by Corollary 3.6.

**Proposition 4.2.** \(T_\pi(x)\) generates a contraction semigroup \(e^{-t\mathcal{P}_\pi(x)}\) for real \(x\), \(\mathcal{H}_\pi\) is \(e^{-t\mathcal{P}_\gamma}\)-invariant, and we have

\[
e^{-t\mathcal{P}_\gamma} \big|_{\mathcal{H}_\pi} = e^{-((t^{1/2}_\gamma)^2 \mathcal{P}(2\gamma^{-1})}.
\]
Proof. Since $T_\pi(x)$ is the restriction of a multiple of $P_{-2x^{-1}}$, it generates a contraction for real $x$ as well. The last statements follow from Proposition 4.1 with the observation that \( \text{dom}(T_\pi(x)) = \mathcal{H}^2_\pi \) is dense in $\mathcal{H}_\pi$. 

We are now going to analyse the decay rate of $e^{-tT_\pi}$ restricted to a fixed unitary representation.

**Theorem 6.** Let $\pi$ be a complementary or principle series representation, $\mu(x)$ the eigenvalue of $T_\pi(x)$ from Theorem 2, $\nu_\pi = (\lambda_\pi + 6)^{-1/2}$ and $\nu_\pi$ the projection onto the eigenspace corresponding to $\mu(x)$. Then we have

\[
P(x) = \frac{1}{2\pi i} \int_{|\zeta| = 1/2} R(\zeta, x) \, d\zeta, \quad |x| < r_\pi,
\]

the projection onto the eigenspace corresponding to $\mu(x)$. Then we have

\[
e^{-tT_\pi(x)}u = e^{-\mu(x)t}P(x)u + \frac{1}{t} \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} e^{-\zeta t} R_\pi(\zeta, x)^2 u \, d\zeta
\]

for all $u \in \mathcal{H}^2_\pi$, $x \in \mathbb{R}$ with $|x| < r_\pi$. Furthermore,

\[
\|e^{-tT_\pi(x)}u - e^{-\mu(x)t}P(x)u\| \leq \frac{4}{t} e^{-t/2}\|u\|
\]

if $|x| \leq r_\pi/2$.

If $\pi$ is a discrete series representation $\pi_{\pm 2n}$ we have

\[
e^{-tT_\pi(x)}u = \frac{1}{t} \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} e^{-\zeta t} R_\pi(\zeta, x)^2 u \, d\zeta
\]

and

\[
\|e^{-tT_\pi(x)}u\| \leq \frac{2}{t(n^2 - 1/2)} e^{-t/2}\|u\| \leq \frac{4}{t} e^{-t/2}\|u\| \quad \text{if} \quad |x| \leq \frac{1}{2\sqrt{32}}.
\]

Proof. From Proposition 4.1 we obtain that

\[
e^{-tT_\pi(x)}u = \frac{1}{2\pi i} \lim_{n \to \infty} \int_{w-in}^{w+in} e^{-\zeta t} R_\pi(\zeta, x)u \, d\zeta
\]

if $w < 0$ and $u \in \text{dom}(T_\pi(x)) = \mathcal{H}^2_\pi$. Since $|x| < r_\pi$ we infer with Theorem 2 that $\sigma(T_\pi(x)) \cap \{\Re \zeta \leq 1/2\} = \{\mu(x)\}$ and $|\mu(x)| < 1/2$. Hence the only pole of $R_\pi(\zeta, x)$ in the considered domain is $\mu(x)$ which has order 1. Applying the residue theorem we get

\[
\int_{w-in}^{w+in} e^{-\zeta t} R_\pi(\zeta, x)u \, d\zeta + \int_{w-in}^{w+in} e^{-\zeta t} R_\pi(\zeta, x)u \, d\zeta + \int_{1/2-in}^{1/2+in} e^{-\zeta t} R_\pi(\zeta, x)u \, d\zeta
\]

\[
\quad+ \int_{1/2-in}^{1/2+in} e^{-\zeta t} R_\pi(\zeta, x)u \, d\zeta = 2\pi i \text{Res}_{\zeta = \mu(x)}(e^{-\zeta t} R_\pi(\zeta, x)u)
\]

By Corollary 3.6(i) we have

\[
\int_{w \pm in}^{1/2 \pm in} e^{-\zeta t} R_\pi(\zeta, x)u \, d\zeta \xrightarrow{n \to \infty} 0.
\]

Integration by parts yields

\[
\int_{1/2-in}^{1/2+in} e^{-\zeta t} R_\pi(\zeta, x)u \, d\zeta = t^{-1} \int_{1/2-in}^{1/2+in} e^{-\zeta t} \frac{d}{d\zeta} R_\pi(\zeta, x)u \, d\zeta - t^{-1} e^{-\zeta t} R_\pi(\zeta, x)u \bigg|_{1/2-in}^{1/2+in}
\]

\[
= t^{-1} \int_{1/2-in}^{1/2+in} e^{-\zeta t} R_\pi(\zeta, x)^2 u \, d\zeta - t^{-1} e^{-\zeta t} R_\pi(\zeta, x)u \bigg|_{1/2-in}^{1/2+in}.
\]
Projection of the norm of Section 2.3, we have

Thus, \(-\sum_{n \in \mathbb{N}} \left\| e^{-\frac{1}{2}t} R_\pi(\zeta, x) u \right\| = \lim_{n \to \infty} \left\| \int_{1/2 - in}^{1/2 + in} e^{-\frac{1}{2}t} R_\pi(\zeta, x) u \, d\zeta \right\| = \lim_{n \to \infty} \left\| \int_{1/2 - in}^{1/2 + in} e^{-\frac{1}{2}t} R_\pi(\zeta, x) u^2 \, d\zeta \right\|

\leq t^{-1} \int_{-\infty}^{\infty} e^{-t/2} \| R_\pi(1/2 + is, x) \|^2 \, ds \| u \| \leq 4t^{-1} e^{-t/2} \int_{-\infty}^{\infty} \frac{1}{1/4 + s^2} \, ds \| u \|

= 8t^{-1} e^{-t/2} \int_{-\infty}^{\infty} \frac{1}{1 + s^2} \, ds \| u \| = 8\pi t^{-1} e^{-t/2} \| u \|.

In particular, the limit exists. Notice that

\[ \text{Res}_{\mu(\pi)}(e^{-\frac{1}{2}t} R_\pi(\zeta, x) u) = e^{-\mu(x)t} \text{Res}_{\mu(\pi)}(R_\pi(\zeta, x)) u \]

and use the estimate of Corollary 3.6 (ii).

\[ e^{-tT_\pi(x)} u = e^{-\mu(x)t} P(x) u + \frac{1}{2\pi i} \int_{1/2 - i \infty}^{1/2 + i \infty} e^{-\frac{1}{2}t} R_\pi(\zeta, x)^2 u \, d\zeta \]

and the estimate follows from the above calculation.

For the case of a discrete series representation the proof is the same except that we do not collect a residue and use the estimate of Corollary 3.6 (ii).

With the decomposition of \( L^2(\mathbb{M}) \) we will now prove Theorem 2.3.

**Proof of Theorem 2.3** Recall that \( L^2(\mathbb{M}) \) decomposes discretely by Theorem 2.1. Let \( f_\pi \) be the projection of \( f \) on \( m(\pi) \mathcal{H}_\pi \). If \( \pi \) is a complementary or principle series representation it corresponds to the eigenvalue \( \eta = \frac{1}{2} \lambda_\pi > 0 \) of \( \Delta_\mathbb{M} \). In this case we write \( f_\eta \) instead of \( f_\pi \). If \( \eta = 0 \) we define \( f_\eta \) to be the orthogonal projection of \( f \) onto the trivial representation in \( L^2(\mathbb{M}) \). With the norm of Section 2.3, we have

\[ C^2 \geq \|(H^2 - B^2 - \Xi^2)f\|^2_{L^2(\mathbb{M})} \]

\[ \geq \sum_{\eta \in \sigma(\Delta_\mathbb{M})} \|(H^2 - B^2 - \Xi^2)f_\eta\|^2 + \sum_{\pi \in \pi_{\geq 2n}} \|(H^2 - B^2 - \Xi^2)f_\pi\|^2 \]

\[ \geq \sum_{\eta \in \sigma(\Delta_\mathbb{M})} \| (\eta - 2\Xi^2) f_\eta \|^2 \]

\[ = \sum_{\eta \in \sigma(\Delta_\mathbb{M})} \langle (\eta - 2\Xi^2) f_\eta, (\eta - 2\Xi^2) f_\eta \rangle \]

\[ \geq \sum_{\eta \in \sigma(\Delta_\mathbb{M})} \eta^2 \| f_\eta \|^2 \]

since \(-\Xi^2\) is a positive operator.

Thus,

\[ \sum_{\eta > C\varepsilon^{-1}} \| f_\eta \|^2 \leq (C\varepsilon^{-1})^2 \sum_{\eta > C\varepsilon^{-1}} \eta^2 \| f_\eta \|^2 \leq (C\varepsilon^{-1})^2 \sum_{\eta \in \sigma(\Delta_\mathbb{M})} \eta^2 \| f_\eta \|^2 \leq \varepsilon^2. \]
Because of $\|e^{-tP_\gamma}\| \leq 1$ we obtain

$$
(8) \quad \left\| e^{-tP_\gamma} \sum_{\eta > C\varepsilon^{-1}} f_\eta \right\| \leq \varepsilon.
$$

We define $\lambda_\eta(\gamma) := \frac{\varepsilon^2}{\pi} \mu_\eta(-2\gamma^{-1})$ where $\mu_\eta(x)$ is the eigenvalue of $T_\eta(x)$ obtained in Theorem 5 and $\pi$ is the representation corresponding to $\eta \in \sigma(\Delta_M)$ (see Theorem 1). Furthermore, let $\Pi_{\lambda_\eta}(\gamma)$ be the projection onto the eigenvalue $\lambda_\eta(\gamma)$ given by

$$
\Pi_{\lambda_\eta}(\gamma)f = P_\eta(-2\gamma^{-1})f_\eta \text{ with } P_\eta(x) = -\frac{1}{2\pi i} \int_{|\zeta|=1/2} R_\pi(\zeta, x) d\zeta.
$$

Note that $\|P_\eta(x)\| \leq 2$ for $|x| \leq (2\sqrt{4\eta} + 6)^{-1}$ by Corollary 3.6. If $\eta = 0$ we write $\lambda_\eta(\gamma) = 0$ and $\Pi_{\lambda_\eta}(\gamma)f = f_\eta$ and it holds $e^{-tP_\gamma} f_\eta = f_\eta$.

Then we have by Proposition 4.2 and Theorem 6

$$
\left\| e^{-tP_\gamma} f - \sum_{\eta \in \sigma(\Delta_M) \atop \eta \leq C\varepsilon^{-1}} e^{-t\lambda_\eta(\gamma)} \Pi_{\lambda_\eta}(\gamma)f \right\|_{L^2(SM)}^2 = \sum_{\eta \in \sigma(\Delta_M) \atop \eta \leq C\varepsilon^{-1}} \left\| e^{-tP_\gamma} f_\eta - e^{-t\lambda_\eta(\gamma)} \Pi_{\lambda_\eta}(\gamma)f_\eta \right\|_{L^2(SM)}^2
$$

$$
+ \left\| e^{-tP_\gamma} \sum_{\eta > C\varepsilon^{-1}} f_\eta \right\|_{L^2(SM)}^2 + \sum_{\pi = \pi \pm 2n} \left\| e^{-t\lambda_\eta(\gamma)T_\pi(-2\gamma^{-1})} f_\pi \right\|_{L^2(SM)}^2
$$

$$
\leq \varepsilon^2 + \sum_{\eta \in \sigma(\Delta_M) \atop \eta \leq C\varepsilon^{-1}} \left( \frac{8}{t\gamma^2} e^{-t\gamma^2/4} \right)^2 \|f_\eta\|^2 + \sum_{\pi = \pi \pm 2n} \left( \frac{8}{t\gamma^2} e^{-t\gamma^2/4} \right)^2 \|f_\pi\|^2
$$

$$
\leq \varepsilon^2 + \left( \frac{8}{t\gamma^2} e^{-t\gamma^2/4} \right)^2 \|f\|_{L^2(SM)}^2
$$

for every $\gamma > \max\{4\sqrt{4C\varepsilon^{-1}} + 6, 4\sqrt{32}\}$ where we have used Proposition 4.2 in the first inequality.

We end this section with the proof of Corollary 1.1.

**Proof.** By Theorem 1 we have $|\lambda_\eta(\gamma) - \eta| \leq B^{-1}$ for all eigenvalues $\eta \leq C\varepsilon^{-1}$ and $\gamma > 4B(4C\varepsilon^{-1} + 6)^{3/2}$. In particular, $\text{Re}\lambda_\eta(\gamma) \geq \eta - B^{-1}$. Hence by Theorem 2

$$
\left\| e^{-tP_\gamma} f - \int_{SM} f \, du \right\|_{L^2(SM)} \leq \varepsilon + \frac{8}{\gamma^2} e^{-\gamma^2/4} \|f\|_{L^2(SM)}
$$

$$
+ \sum_{\eta \in \sigma(\Delta_M) \atop 0 \neq \eta \leq C\varepsilon^{-1}} \left\| e^{-t\lambda_\eta(\gamma)} \Pi_{\lambda_\eta(\gamma)} f \right\|_{L^2(SM)}.
$$
Furthermore, we have
\[ \|e^{-t\lambda_n(\gamma)}\Pi_{\lambda_n(\gamma)}f\|_{L^2(SM)} \leq \sqrt{2}\|f\|_{L^2(SM)}. \]
and by the Weyl law
\[ \sup_N \frac{\#\{\eta \in \sigma(\Delta_M) \mid \eta \leq N\}}{N} < \infty. \]
This completes the proof. \qed

**Appendix A. Proof of Proposition 2.4**

The proof that $P_\gamma$ is hypoelliptic with the subelliptic estimate can be found in [Dro17, Chapter 2.2]. There exist vector fields $X_j$ on $SM$ such that $\Delta_S = -\sum_{j=1}^d X_j^2$ and div $X_j = 0$ (see [Dro17, §2.2.6]). Hence, the $X_j$ as well as $X$ are skew-symmetric with respect to the inner product of $L^2(SM)$. It follows that $\Re(\langle P_\gamma, f, f \rangle) = \sum f_j^2 \langle X_j f, X_j f \rangle - \Re \langle X f, f \rangle \geq 0$, i.e. $P_\gamma|_{C^\infty}$ is accretive since $\langle X f, f \rangle \in \mathbb{R}$.

We show that $\text{Ran}(P_\gamma|_{C^\infty} + I)$ is dense following the proof of [HN05, Prop. 5.5]. Let $f \in \text{Ran}(P_\gamma|_{C^\infty} + I)$. Then we have $\langle f, (P_\gamma + I)u \rangle = 0$ for all $u \in C^\infty$, hence $(P_\gamma + I)f = 0$ in $\mathcal{D}'$. Since $P_\gamma$ is hypoelliptic, it follows that $f \in C^\infty$ and $0 = \sum f_j^2 \langle X_j f, X_j f \rangle + \langle f, f \rangle - \Re \langle X f, f \rangle$. Thus $f = 0$.

We obtain that the closure $\overline{P_\gamma|_{C^\infty}}$ is maximal-accretive (see e.g. [HN05, Thm. 5.4]). An operator $A$ on a Hilbert space is maximal-accretive if it generates a contraction semigroup $e^{-tA}$ (see [RS79, p. 241]). Hence, $\overline{P_\gamma|_{C^\infty}}$ generates a contraction semigroup $e^{-tP_\gamma}$. The adjoint semigroup $(e^{-tP_\gamma})^*$ is generated by $(P_\gamma|_{C^\infty})^*$ that is $\gamma^2 \Delta_S + \gamma X$ with domain $\{f \in L^2 \mid (\gamma^2 \Delta_S + \gamma X)f \in L^2\}$ (see [EN06, I.5.14 and II.2.5]). In particular, this operator is maximal-accretive. In analogy we infer that both $P_\gamma|_{C^\infty}$ and $P_\gamma$ are maximal-accretive and we conclude that they coincide. Similar arguments can be found in [GST14].

For the positivity of the generated contraction semigroup we have to check if
\[ \langle (\text{sign}\, f) P_\gamma f, u \rangle \geq \langle |f|, (P_\gamma)^* u \rangle \]
for all real $f \in C^\infty$ and a strictly positive subeigenvector $u$ of $(P_\gamma)^*$ (see [AGG+86, C-II Cor. 3.9]). Note that 1 is a strictly positive eigenvector of $(P_\gamma)^*$ and $\frac{1}{\gamma}\Delta_S(x)$ as well as $-X$ generate stochastic Feller processes on $S_2\mathbb{M}$ and $SM$ respectively (namely the Brownian motion on $S_2\mathbb{M}$ and the geodesic flow). Hence, $e^{-t(\Delta_S(x))}$ and $e^{tx}$ define positive semigroups so that $\langle (\text{sign}\, f) \Delta_S(x)f, 1 \rangle_{S_2\mathbb{M}} \geq 0$ for $f \in C^\infty(S_2\mathbb{M})$ and $\langle (\text{sign}\, f)(-X)f, 1 \rangle \geq 0$ for $f \in C^\infty(SM)$ (see [AGG+86, C-II Thm.2.4]). Combining both statements completes the proof.

**Appendix B. Proof of Proposition 2.4**

Since $\mathbb{H} \to \mathbb{M}$ is a local diffeomorphism it suffices to consider $S\mathbb{H}$ instead of $SM$. Let $f \in C^\infty(S\mathbb{H})$. $\gamma(t) := e^{tH}$ is a geodesic in $S\mathbb{H}$ with $\gamma(0) = i$ and $\dot{\gamma}(0) = i \in T_i\mathbb{H}$. Hence,
\[ \phi_t(i, i) = (e^{tH}(i, i) = (a_t(i, T_t a_t i) = a_t(i, i) = \exp(tH)(i, i) \]
where $a_t = \text{diag}(e^{t/2}, e^{-t/2}) = \exp(tH)$. Using that $\text{Isom}^+(\mathbb{H})$ commutes with $\phi_t$ and the identification $G \simeq S\mathbb{H}$ we deduce $\phi_t(x) = x \exp(tH)$ for all $x \in G$. We conclude
\[ Xf(x) = \left. \frac{\partial}{\partial t} \right|_{t=0} f(\phi_t(x)) = \left. \frac{\partial}{\partial t} \right|_{t=0} f(x \exp(tH)) = Hf(x). \]
For the spherical Laplacian let \((z, v) = g(i, i) = (g, T_g i) \in S\mathbb{H}\). Then
\[
-\Delta g(z, v) = \left. \frac{d}{dt} \right|_{t=0} \left. \frac{d}{ds} \right|_{s=0} f(z, v \cdot e^{it} e^{is}) = \left. \frac{d}{dt} \right|_{t=0} \left. \frac{d}{ds} \right|_{s=0} f(g, T_g (ie^{it} e^{is}))
\]
\[
= \left. \frac{d}{dt} \right|_{t=0} \left. \frac{d}{ds} \right|_{s=0} f(g(i, ie^{it} e^{is})) = \left. \frac{d}{dt} \right|_{t=0} \left. \frac{d}{ds} \right|_{s=0} f(g \exp(t\Xi) \exp(s\Xi)(i, i))
\]
\[
= \Xi^2 f(z, v).
\]
For the last part we observe that \(-H^2 - B^2 = \frac{4}{9} \Omega - \Xi^2\) is \(K\)-invariant since \(\Omega \in Z(U(g))\) and \(\text{Lie}(K) = \mathbb{R}\Xi\). Let \(f \in C^\infty(\mathbb{H}) = C^\infty(G/K) = C^\infty(G)^K\), i.e. \(f \in C^\infty(S\mathbb{H})\) and \(f\) is constant in each fiber. By abuse of notation we will use the same symbol \(f\) in every isomorphic space. We calculate
\[
H f(e_G) = \left. \frac{d}{dt} \right|_{t=0} f(\exp(tH)) = \left. \frac{d}{dt} \right|_{t=0} f((e^{i} i, e^{i} i)) = \left. \frac{d}{dt} \right|_{t=0} f(e^{i} i) = \frac{\partial}{\partial y} f(i).
\]
Let \(B = E + F\) where \(E\) is the upper triangular part of \(B\) and \(F\) the lower triangular part. Then we have
\[
2Ef(e_G) = \left. \frac{d}{dt} \right|_{t=0} f(\exp(2tE)) = \left. \frac{d}{dt} \right|_{t=0} f(i + t) = \frac{\partial}{\partial x} f(i)
\]
and
\[
2Ff(e_G) = \left. \frac{d}{dt} \right|_{t=0} f(\exp(2tF)) = \left. \frac{d}{dt} \right|_{t=0} f(i(it + 1)^{-1}) = \frac{\partial}{\partial x} f(i)
\]
since \(\left. \frac{d}{dt} \right|_{t=0} i(it + 1)^{-1} = 1\). To sum up,
\[
(-H^2 - B^2) f(i) = - \left( \frac{\partial}{\partial y} \right)^2 - \left( \frac{\partial}{\partial x} \right)^2 f(i) = \Delta_{\mathbb{H}} f(i).
\]
As both operators are (left) \(G\)-invariant they have to coincide.
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