Control of spectroscopic features of multiphoton transitions in two coupled qubits by driving fields
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The quantum levels population behavior of the two coupled flux qubits depending on the external driving field characteristics is studied. The explicit expressions for the multiphoton transition probabilities at an arbitrary control field amplitude is obtained for the case of small tunnel splitting energies. We describe the controllable features of their formation and thereby creating or destroying entanglement by system bias tuning on the direct inter-level transition and during the transition through intermediate states. We found a feature of the qubits population inverting that ends in the independence of the resonances positions from the qubits coupling strength. Using Floquet–Markov equation we numerically demonstrate, that the positions of multiphoton resonances are stable to dissipative processes.

I. INTRODUCTION

Initially, the study of high-order harmonic generation phenomena, weak localization, parametric amplification, Raman scattering, frequency conversion and mixing was carried out on ensembles of natural atoms [1]. These developments have found important scientific and practical applications in the field of quantum optoelectronic technology. Recently there has been an increase in interest in the study of such effects in artificial atoms, in which the control of energy levels (energy spectra) is more flexible and is carried out by adjusting external parameters. One of the most promising and rapidly developing artificial systems is superconducting quantum circuits with Josephson junctions [2, 3, 4].

By present time, the technique of packing superconducting circuits into 2D or 3D structures, coupling circuits with transmission lines and incorporating them into the resonators with high quality factor is created an developed [5, 6, 7]. Recently the first algorithmic quantum computer [8, 9, 10] based on superconducting qubits was created and a quantum supremacy in solving a limited range of mathematical problems was demonstrated [11]. Superconducting devices are strongly connected to the electromagnetic field, that opens up an opportunity to observe a wide range of interesting nonlinear effects in the microwave range [11], such as multiphoton transitions and Landau–Zener–Stückelberg interference [12, 13, 14] characterized by the emergence of Floquet states [15]. Microwave driving fields with variable amplitude and fixed frequency has become a tool to analyze quantum coherences and to access the energy structure of coupled qubits under the strong driving [16]. At the low-frequency limit, the system evolves mainly adiabatically during the field period, except for small time intervals when the levels experience quasicrossing and quantum coherent Landau–Zener tunneling can be observed. This multiphoton spectroscopy technique has been experimentally investigated in superconducting flux qubits [17, 18, 19, 20, 21], charge qubit [22], and quantum dots devices [23, 24]. In addition, the Landau–Zener interference can be used to determine relevant information about the qubit coupling with a noisy environment [24, 25], as well as to implement protocols for controllable entanglement in quantum tomography of qubit states [26, 27].

In this paper, we study multiphoton transitions in a system of two coupled flux qubits placed in a strong driving magnetic field. We have theoretically studied in detail the processes of the multiphoton resonances occurrence in the framework of the Floquet perturbation theory, based on the small qubit tunneling splitting. The obtained analytical results are compared with the numerical analysis in the framework of the quasi-energy representation. This concept allows us to explain the formation of the quantum coherent tunneling regions when controlling the bias of qubits [28]. As a result of the developed theory, the principles of the formation of the inverse population of the excited state with respect to the ground state were analytically explained. In addition, we investigate the stability of the detected multiphoton effects relative to the dissipation effects and study the entanglement formation in the system.

The paper is organized as follows. In Sec. II, we describe the periodically driven system of two coupled qubits using the Floquet formalism. In Sec. III, we propose a method for calculating the probabilities of multiphoton transitions between the states of interacting qubits within the framework of the Floquet perturbation theory. In Sec. IV, we study the transition probabilities near the found conditions of multiphoton resonances within the framework of the rotating wave approximation of the Floquet state. The multiphoton interference patterns formation based on the developed theory and numerical calculation in the framework of the Floquet–Markov equation are presented in Sec. V. In Sec. VI we discuss the discovered spectroscopic features of multiphoton effects and make a conclusions.
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II. SYSTEM MODEL UNDER STUDY AND THE FLOQUET FORMALISM

The investigated system consists of two coupled superconducting flux qubits \[29, 30\]. The system are described by the global Hamiltonian:

\[
\hat{H} (t) = -\frac{1}{2} \sum_{q=1}^{2} \left( \epsilon_q \sigma_z^{(q)} + \Delta_q \sigma_x^{(q)} \right) + \hat{V} (t),
\]

where \( \sigma_z^{(q)}, \sigma_x^{(q)} \) are the Pauli matrices, with \( q = 1, 2 \) the index of each qubit. The energy bias, \( \epsilon_q \), can be controlled experimentally with a magnetic flux in the case of flux qubits, the tunnel level splitting, \( \Delta_q \), is fixed device parameters and determined by the relation among the charging energy and the Josephson energy of the junctions in the circuit. The term, \( \hat{H}_g \), in Eq. (1) is the coupling Hamiltonian, which in the case of flux qubits can be written as:

\[
\hat{H}_g = -\frac{g}{2} \sigma_z^{(1)} \sigma_z^{(2)},
\]

where the parameter \( g \) quantifies the strength of the interaction between the qubits. The ferromagnetic / antiferromagnetic interaction between qubits can be implemented using an additional superconducting circuit \[30\], which effectively affects the coupling strength \( g = \pm |g| \). In the presence of the external driving fields we have the term

\[
\hat{V} (t) = -\frac{1}{2} \sum_{q=1}^{2} v_q (t) \sigma_z^{(q)},
\]

where \( v_q (t) = A_q \cos (\omega t - \varphi_0) \) is a time-periodic magnetic flux of the microwave amplitude field, \( A_q \), and frequency, \( \omega \), applied to each qubit. We assume that the system is under the influence of a phase sequence of an alternating fields with fixed period \( T = 2\pi/\omega \). At the same time, there may occur losses and phase shifts of the pulses when passing through the coaxial lines, which will affect the arrival time of the pulse on the qubits. To account for this effect, let’s denote the random time, \( t_0 \), of the pulse arrival on the qubits or the corresponding random phase \( \varphi_0 = t_0 \omega \).

The resulting Hamiltonian is periodic in time, \( \hat{H} (t) = \hat{H} (t + T) \). According to the Floquet theorem \[15, 31\], the solution of the Schrödinger equation can be spanned in the Floquet basis \( \{ \left| u_\alpha (t) \right\} \) as \( \left| \Psi (t) \right\rangle = \sum_{\alpha} c_\alpha e^{-i\gamma_\alpha t} \left| u_\alpha (t) \right\rangle \), with \( \gamma_\alpha \) are the quasi-energies \[32\], \( \alpha \) is the quantum number determining the quasi-energy and for two coupled qubits \( \alpha = 1, 2, 3, 4 \). The coefficients \( c_\alpha \) are defined from the initial condition \( \left| \Psi (t_0) \right\rangle \) at time \( t_0 \). The time-evolution for Floquet states is given by

\[
\left( \hat{H} (t) - i \frac{\partial}{\partial t} \right) \left| u_\alpha (t) \right\rangle = \gamma_\alpha \left| u_\alpha (t) \right\rangle,
\]

and they satisfy \( \left| u_\alpha (t + T) \right\rangle = \left| u_\alpha (t) \right\rangle \). By solving Eq. (4), we can find the time-independent eigenvalues belonging to the Floquet zone \( \gamma_\alpha \in [-\omega/2, \omega/2] \).

It is useful to characterize the state transition of a time dependent system with the average probability:

\[
P_{a\rightarrow b} = \lim_{\tau \rightarrow \infty} \frac{1}{\tau} \int_0^\tau dt \frac{1}{T} \int_0^T dt_0 \bar{P}_{a\rightarrow b} (t, t_0),
\]

where \( P_{a\rightarrow b} (t, t_0) \) is the probability of transition from state \( \left| a \right\rangle \) to state \( \left| b \right\rangle \) at time \( t \) with initial phase \( \varphi_0 \). The transition probability described by the expression (4) is a function of the duration of the microwave external field \( \tau = t - t_0 \).

Consider the system Eq. (1) with a zero initial phase \( \left( \varphi_0 = 0 \right) \) and denote its Floquet eigenstates and quasi-energies, respectively, as \( \left| u_\alpha (t) \right\rangle \) and \( \gamma_\alpha \). Then for an arbitrary initial phase \( \varphi_0 \) the transition probability \( P_{a\rightarrow b} (t, t_0) \), expressed through the introduced basis \( \{ \left| u_\alpha (t) \right\rangle \} \), has the form

\[
P_{a\rightarrow b} (t, t_0) = \left| \sum_{\alpha} \left< b | u_\alpha (t - t_0) \right> e^{-i\gamma_\alpha t} \left< u_\alpha (t_0) | a \right> \right|^2.
\]

Using Fourier series expansion for the Floquet eigenstates \( \left| u_\alpha (t) \right\rangle = \sum_k e^{ik\omega t} \left| u_\alpha k \right\rangle \) and averaging with Eq. (4) for the case \( \gamma_\alpha = \gamma_\beta \neq \alpha / \omega / \beta \in \mathbb{Z} \) we obtain

\[
P_{a\rightarrow b} = \left( ST S \right)_{ab},
\]

where \( S_{\alpha x} = \sum_k |\left< u_\alpha k | x \right>|^2 \) are the elements of the matrix \( S \) or equivalently, according to Parseval’s identity \[33\], \( S_{\alpha x} = \frac{1}{T} \int_0^T dt |\left< u_\alpha (t) | x \right>|^2 \). It is useful to note that the matrix elements \( S_{\alpha x} \) satisfy the equalities \( \sum_\alpha S_{\alpha x} = 1 \) and \( \sum_x S_{\alpha x} = 1 \) \( \{ \{ x \} \} \) complete orthonormal basis), so matrix \( S \) has only 9 independent elements.

III. FLOQUET PERTURBATION THEORY

In this section, we will focus on the analytical study of the multiphoton nonlinear processes in the superconducting flux qubits under the influence of the strong external fields, when driving amplitudes are equal, \( A_1 = A_2 = A \), and the controlled energy parameters exceed the tunneling splitting of qubit levels, \( \Delta_q \ll A, \epsilon_q \). This condition for parameters is valid for the modern experiments on the study of Landau–Zener tunneling and amplitude spectroscopy of qubit states \[16, 18, 19, 20\].

According to the assumptions made, this allows us to use the perturbation theory to find the Floquet states \( \left| u_\alpha (t) \right\rangle \) and quasi-energies \( \gamma_\alpha \). Then the global Hamiltonian Eq. (1) can be divided into an unperturbed part \( \hat{H}_0 (t) \) and a perturbing term \( \hat{H}_1 \):

\[
\hat{H} (t) = \hat{H}_0 (t) + \hat{H}_1,
\]

where \( \hat{H}_0 (t) = \hat{H}_g + \hat{V} (t) \) and \( \hat{H}_1 = \sum_{q=1}^{2} \epsilon_q \sigma_x^{(q)} \).
where

\[ \hat{H}_0 (t) = -\frac{1}{2} \sum_{q=1}^{2} \epsilon_q \sigma_z^{(q)} + \hat{H}_g + \hat{V} (t), \quad (9) \]
\[ \hat{H}_1 = -\frac{1}{2} \sum_{q=1}^{2} \Delta_q \sigma_x^{(q)}. \quad (10) \]

A Floquet equation solution is sought in the form of perturbation-series in powers of smallness parameters \( \Delta_q \)

\[ |u_\alpha (t)\rangle = |u_\alpha^{(0)} (t)\rangle + \sum_{n=1}^{\infty} |u_\alpha^{(n)} (t)\rangle, \]
\[ \gamma_\alpha = \gamma_\alpha^{(0)} + \sum_{n=1}^{\infty} \gamma_\alpha^{(n)}. \quad (11) \]

The perturbative corrections \( |u_\alpha^{(n)} (t)\rangle \) and \( \gamma_\alpha^{(n)} \) are defined iteratively by equations

\[ \left( \hat{H}_0 (t) - i \frac{\partial}{\partial t} \right) |u_\alpha^{(0)} (t)\rangle = \gamma_\alpha^{(0)} \langle u_\alpha^{(0)} | u_\alpha^{(0)} \rangle, \]
\[ \left( \hat{H}_0 (t) - i \frac{\partial}{\partial t} \right) |u_\alpha^{(n)} (t)\rangle = \gamma_\alpha^{(n)} \langle u_\alpha^{(n)} | u_\alpha^{(n)} \rangle - \hat{H}_1 |u_\alpha^{(n-1)} (t)\rangle, \quad n \geq 1. \quad (12) \]

The time-evolution operator \( \hat{U}_\alpha (t) \) for the unperturbed system Eq. (12) is

\[ \hat{U}_\alpha (t) = \exp \left( i \text{diag} \left[ \left( \frac{\epsilon_1 + \epsilon_2 + g}{2} + \gamma_\alpha^{(0)} \right) t + \frac{A}{\omega} \sin \omega t, \right. \right. \]
\[ \left. \left. \left( \frac{\epsilon_1 - \epsilon_2 - g}{2} + \gamma_\alpha^{(0)} \right) t, \right. \right. \]
\[ \left. \left. \left( \frac{\epsilon_1 + \epsilon_2 - g}{2} - \gamma_\alpha^{(0)} \right) t - \frac{A}{\omega} \sin \omega t \right] \right). \quad (13) \]

In order for the Floquet state \( |u_\alpha (t)\rangle \) to be periodic, it is necessary to require the periodicity of some evolution operator elements \( \hat{U}_\alpha (t) \) (see Eq. (13)). Further, we will consider the case of parameters \( \epsilon_1, \epsilon_2 \) and \( g \) satisfying the conditions \( (\epsilon_1, \epsilon_2) \) \( \omega \notin \mathbb{Z} \) and \( (\epsilon_1, \epsilon_2) \) \( \omega \notin \mathbb{Z} \) (non-resonant case); consequently, all quasienergies \( \gamma_\alpha^{(0)} \) are different and only one component of Eq. (13) is T-periodic. Floquet states and quasi-energies (mod \( \omega \)) in zeroth order are, respectively,

\[ |u_1^{(0)} (t)\rangle = \left( e^{\frac{i}{2} \sin \omega t}, 0, 0, 0 \right)^T, \quad \gamma_1^{(0)} = -\frac{\epsilon_1 + \epsilon_2 + g}{2}, \]
\[ |u_2^{(0)} (t)\rangle = \left( 0, 1, 0, 0 \right)^T, \quad \gamma_2^{(0)} = -\frac{\epsilon_1 - \epsilon_2 - g}{2}, \]
\[ |u_3^{(0)} (t)\rangle = \left( 0, 0, 1, 0 \right)^T, \quad \gamma_3^{(0)} = \epsilon_1 + \epsilon_2 + g, \]
\[ |u_4^{(0)} (t)\rangle = \left( 0, 0, 0, e^{-i \frac{\epsilon_1 + \epsilon_2 - g}{2} \sin \omega t} \right)^T, \quad \gamma_4^{(0)} = -\frac{\epsilon_1 + \epsilon_2 - g}{2}. \quad (14) \]

The general solution to the equation Eq. (12) is given by

\[ \left[ \sum_{m=1}^{n} \gamma_\alpha^{(m)} |u_\alpha^{(m-n)} (t')\rangle - \hat{H}_1 |u_\alpha^{(n-1)} (t')\rangle \right] \times \]
\[ \int_0^t dt' \hat{U}_\alpha (t') \times \]
\[ \left[ |u_\alpha^{(n)} (0)\rangle + i \int_0^t dt' \hat{U}_\alpha^{-1} (t') \times \right. \]
\[ \left. \left[ \sum_{m=1}^{n} \gamma_\alpha^{(m)} |u_\alpha^{(m-n)} (t')\rangle - \hat{H}_1 |u_\alpha^{(n-1)} (t')\rangle \right] \right]. \quad (15) \]

The integration constant \( |u_\alpha^{(n)} (0)\rangle \) and the correction to the quasienergy \( \gamma_\alpha^{(n)} \) are determined from the T-periodicity condition for the correction \( |u_\alpha^{(n)} (t)\rangle \), thus \( \gamma_\alpha^{(n)} \) is chosen so integrand does not contain a constant terms. In our special non-resonant case of diagonal operator Eq. (13), we have

\[ |u_\alpha (t)\rangle = C_\alpha \left( |u_\alpha^{(0)} (t)\rangle + \sum_{n=1}^{+\infty} |u_\alpha^{(n)} (t)\rangle \right), \]
\[ |u_\alpha^{(n)} (t)\rangle = i \hat{U}_\alpha (t) \int dt' \hat{U}_\alpha^{-1} (t') \times \]
\[ \left( \sum_{m=1}^{n} \gamma_\alpha^{(m)} |u_\alpha^{(m-n)} (t')\rangle - \hat{H}_1 |u_\alpha^{(n-1)} (t')\rangle \right), \quad n \geq 1, \quad (16) \]

where the integration constants are assumed to be zero; unperturbed solutions \( |u_\alpha^{(0)} (t)\rangle \) and \( \gamma_\alpha^{(0)} \) are defined by Eq. (14). Because of the phase arbitrariness the constant \( C_\alpha \) can be chosen real and found from the normalization, \( \|u_\alpha (t)\| = 1 \). Using Eqs. (14) and (16), up to second order of tunnel splitting energies \( \Delta_\alpha \) we obtain Fourier components, \( |u_{\alpha \phi k}\rangle \), of the Floquet states (see the explicit form of the expression in the Appendix) and quasi-energies \( \gamma_\alpha \)

\[ \gamma_1 = -\frac{\epsilon_1 + \epsilon_2 + g}{2} - \frac{1}{2} \left( \Delta_1^2 \chi_{10}^+ + \Delta_2^2 \chi_{20}^+ \right), \]
\[ \gamma_2 = -\frac{\epsilon_1 - \epsilon_2 - g}{2} - \frac{1}{2} \left( \Delta_1^2 \chi_{10}^- + \Delta_2^2 \chi_{20}^- \right), \]
\[ \gamma_3 = \frac{\epsilon_1 - \epsilon_2 + g}{2} + \frac{1}{2} \left( \Delta_1^2 \chi_{10}^+ - \Delta_2^2 \chi_{20}^+ \right), \]
\[ \gamma_4 = \frac{\epsilon_1 + \epsilon_2 - g}{2} + \frac{1}{2} \left( \Delta_1^2 \chi_{10}^- + \Delta_2^2 \chi_{20}^- \right). \quad (17) \]

Here the constant \( \chi_{ik}^\pm \) is given by expressions

\[ \lambda_{qk}^\pm = \frac{J_{\pm k} (A/\omega)}{2 (\pm \epsilon_0 + \omega + k \omega)}, \quad (18) \]
\[ \lambda_{qk}^\pm = \pm \sum_{n=-\infty}^{+\infty} J_{\pm (n+k)} (A/\omega) \lambda_{qn}^\pm, \]

and for \( m \neq 0 \) satisfy the equalities \( \sum_n \lambda_{qk}^\pm \lambda_{qm}^\pm = 0 \). Here \( \chi_{qm}^\pm \) is given by expression (14), and \( \lambda_{qm}^\pm \) is given by expression (18), and \( J_z \) denote the Bessel function of the first kind.

Using the found expressions for the \( |u_{\alpha \phi k}\rangle \) and \( \gamma_\alpha \), we determine the transitions amplitudes between stationary levels (elements of the matrix \( S \) in Eq. (7), see the Appendix). Finally, from Eq. (17) average transition probabilities \( P_{1-2}, P_{1-3} \) and \( P_{1-4} \) are
The analysis shows that the transition probability from the ground state to the highest excited level, \( P_{1 \rightarrow 4} \), is determined only in the second order of perturbation theory. From the obtained expressions (19), it can be seen that the transition probabilities have a resonant character and the positions of multiphoton resonances are determined by the expressions:

\[
\begin{align*}
(e_{1,2} \pm g) / \omega & \in \mathbb{Z}, \\
(e_1 + e_2) / \omega & \in \mathbb{Z}.
\end{align*}
\] (20a) (20b)

As will be seen below from the direct numerical simulation, the largest transition probability \( P_{1 \rightarrow 4} \) is observed when the last of resonance conditions Eqs. (20) is fulfilled, which does not depend on the coupling constant \( g \).

Similar conditions for multiphoton resonance transitions \( 1 \rightarrow 2 \) and \( 1 \rightarrow 3 \) in the system of two coupled qubits were obtained in the rotating wave approximation \([36, 37]\), \( \Delta_q \ll \omega \). In this case the resonance conditions depend on the coupling constant, \( g \). However, the articles \([36, 37]\), does not provide an analytical explanation for the appearance of stable multiphoton resonances with respect to the coupling parameter of qubits upon population inversion, and their study was carried out mainly on the basis of numerical simulations, in contrast to our current work.

### IV. ROTATING WAVE APPROXIMATION OF FLOQUET STATE

In this section, we investigate the resonant dynamics, when at least one of the conditions \((e_{1,2} \pm g) / \omega \in \mathbb{Z}\) or \((e_1 \pm e_2) / \omega \in \mathbb{Z}\) is satisfied. If the resonance conditions are satisfied, the theory developed in Section [III] becomes inapplicable due to the appearance of singular terms. The theory developed here allows to eliminate divergences in Eq. (19) and determine the shape of the resonant peak.

First we switch to the interaction representation with respect to the unperturbed Hamiltonian \([\hat{H}_0]\) for which the corresponding evolution operator \( \hat{U}_0(t) \) is as follows:

\[
\hat{U}_0(t) = \exp \left\{ -i \text{ diag} \left[ \gamma_1^{(0)} t - \frac{A}{\omega} \sin (\omega t - \varphi_0) + \sin \varphi_0, \gamma_2^{(0)} t + \frac{A}{\omega} \sin (\omega t - \varphi_0) + \sin \varphi_0 \right] \right\}. \tag{21}
\]

The interaction Hamiltonian \( \hat{H}_{1,1} (t) \) can then be shown to be

\[
\hat{H}_{1,1} (t) = -\frac{1}{2} \begin{pmatrix}
\Delta_2 \xi_1^+ & \Delta_1 \xi_1^* \\
\Delta_1 \xi_1^+ & \Delta_2 \xi_2^*
\end{pmatrix}
\tag{22}
\]

where the functions \( \xi_q^{\pm} (t) \) are defined by

\[
\xi_q^{\pm} = \exp \left[ i(e_q \pm g)t + i\frac{A}{\omega} \sin (\omega t - \varphi_0) + \sin \varphi_0 \right]. \tag{23}
\]

Firstly consider the case when only one condition \( \delta_q^+ = e_2 + g + K_2^+ \omega \approx 0 \) is satisfied. This is the point at which the rotating wave approximation (RWA) is made. Using the generating function of the Bessel functions of the first kind, \( e^{iz \sin q} = \sum_k J_k(z) e^{ikq} \), we can isolate slow oscillations of \( \xi_q^{+} (t) \): \( \xi_q^{+} (t) \approx J_{K_2^+}(A/\omega) \exp \left[ i \left( \delta_q^+ t + \frac{A}{\omega} \sin \varphi_0 - K_2^+ \varphi_0 \right) \right] \). Similarly, oscillations of \( \xi_1^+ (t), \xi_1^- (t) \) and \( \xi_2^- (t) \) will quickly average to 0 on any appreciable time scale, i.e., \( \xi_1^+ \approx \xi_1^- \approx 0 \).
\[ \hat{P}_{1 \rightarrow 2} = \frac{1}{2} \left[ 1 + \left( \frac{\delta_2^+}{2 \Omega_0^{(2)}} \right)^2 \right]^{-1} . \] (27)

The average transition probability \( \hat{P}_{1 \rightarrow 2} \) curve has a half width at half maximum HWHM = 2 \( |\Omega_0^{(2)}| \) \( \sim \Delta_2 \).

In an entirely similar manner to that described earlier, the case if the only condition \( \delta_1^+ = \epsilon_1 + g + K_1^+ \omega \approx 0 \) is satisfied can be studied using RWA approximation. So,

\[ \hat{P}_{1 \rightarrow 3} = \frac{1}{2} \left[ 1 + \left( \frac{\delta_1^+}{2 \Omega_0^{(3)}} \right)^2 \right]^{-1} , \] (28)

where \( \Omega_0^{(3)} = \frac{\Delta_3}{2} J_{K_1^+}^+ (A/\omega) \). The curve half width at half maximum is HWHM = 2 \( |\Omega_0^{(3)}| \) \( \sim \Delta_1 \).

The last case that we will consider is the fulfillment of the only condition \( \delta_{12}^+ = \epsilon_1 + \epsilon_2 + K_1^+ \omega \approx 0 \). It is clear that the transition probability \( \hat{P}_{1 \rightarrow 4} (t, t_0) \) cannot be calculated using Hamiltonian (22) within the RWA framework. To be able to go further, we apply additional unitary transformation to Eq. (22) with a unitary operator \( \hat{U}_{1, t} (t) = \exp \left( -i \int_{t_0}^t d\tau \hat{H}_{1, t} (\tau) \right) \).

Under this change, up to second order of smallness parameters \( \Delta_q \), the Hamiltonian \( \hat{H}_{1, t} (t) \) transforms into \( \hat{H}_{2, t} (t) = \frac{i}{2} \int_{t_0}^t d\tau \left[ \hat{H}_{1, t} (\tau), \hat{H}_{1, t} (\tau) \right] \). Nonzero Hamiltonian \( \hat{H}_{2, t} (t) \) matrix elements have the following form:

\[ \hat{H}_{2, t} (t)_{11} = -\frac{1}{4} \Delta_1 \xi_1^+ \Xi_1^+ + \Delta_2 \xi_2^+ \Xi_2^+ \),

\[ \hat{H}_{2, t} (t)_{22} = -\frac{1}{4} \Delta_1 \xi_1^+ \Xi_1^- - \Delta_2 \xi_2^+ \Xi_2^- \),

\[ \hat{H}_{2, t} (t)_{33} = \frac{1}{4} \Delta_1 \xi_1^+ \Xi_1^- - \Delta_2 \xi_2^+ \Xi_2^- \),

\[ \hat{H}_{2, t} (t)_{44} = \frac{1}{4} \Delta_1 \xi_1^+ \Xi_1^- + \Delta_2 \xi_2^+ \Xi_2^- \),

\[ \hat{H}_{2, t} (t)_{14} = \frac{i}{8} \Delta_1 \Delta_2 (\xi_1^+ \Xi_2^- - \xi_1^- \Xi_2^- \Xi_1^- + \xi_2^- \Xi_1^- - \xi_2^- \Xi_1^+ \Xi_1^-) ,

\[ \hat{H}_{2, t} (t)_{23} = \frac{i}{8} \Delta_1 \Delta_2 (\xi_1^+ \Xi_2^- - \xi_1^- \Xi_2^- + \xi_2^- \Xi_1^- - \xi_2^- \Xi_1^+ \Xi_1^-) ,

\[ \hat{H}_{2, t} (t)_{41} = \left( \hat{H}_{2, t} (t) \right)^*_{14} ,

\[ \hat{H}_{2, t} (t)_{32} = \left( \hat{H}_{2, t} (t) \right)^*_{23} ,

where the functions \( \Xi_1^\pm (t) \) are defined by

\[ \Xi_1^\pm (t) = \int_{t_0}^t d\tau \xi_q^\pm (\tau) . \] (30)

Nonzero matrix elements of a new Hamiltonian \( \hat{H}^{(4)}_{2, t} (t) \) obtained from Eq. (29) by applying RWA look like
\[
\begin{align*}
\left( \hat{H}^{(4)}_{2,1}(t) \right)_{11} & = -\frac{1}{4} \sum_{k=-\infty}^{+\infty} J_k^2 \left( \frac{A}{\omega} \right) \left( \frac{\Delta_1^2}{\epsilon_1 + g + k\omega} + \frac{\Delta_2^2}{\epsilon_2 + g + k\omega} \right), \\
\left( \hat{H}^{(4)}_{2,1}(t) \right)_{22} & = -\frac{1}{4} \sum_{k=-\infty}^{+\infty} J_k^2 \left( \frac{A}{\omega} \right) \left( \frac{\Delta_1^2}{\epsilon_1 - g + k\omega} - \frac{\Delta_2^2}{\epsilon_2 - g + k\omega} \right), \\
\left( \hat{H}^{(4)}_{2,1}(t) \right)_{33} & = \frac{1}{4} \sum_{k=-\infty}^{+\infty} J_k^2 \left( \frac{A}{\omega} \right) \left( \frac{\Delta_1^2}{\epsilon_1 + g + k\omega} - \frac{\Delta_2^2}{\epsilon_2 - g + k\omega} \right), \\
\left( \hat{H}^{(4)}_{2,1}(t) \right)_{44} & = \frac{1}{4} \sum_{k=-\infty}^{+\infty} J_k^2 \left( \frac{A}{\omega} \right) \left( \frac{\Delta_1^2}{\epsilon_1 - g + k\omega} + \frac{\Delta_2^2}{\epsilon_2 + g + k\omega} \right), \\
\left( \hat{H}^{(4)}_{2,1}(t) \right)_{14} & = \Delta_1 \Delta_2 \frac{g}{4} e^{-i(\delta t + 2\Delta_1 \sin \varphi_0 - K_{12} \varphi_0)} \sum_{k=-\infty}^{+\infty} J_k \left( \frac{A}{\omega} \right) J_{k + 1} \left( \frac{A}{\omega} \right) \left( \frac{1}{(\epsilon_1 + k\omega)^2 - g^2} + \frac{1}{(\epsilon_2 + k\omega)^2 - g^2} \right).
\end{align*}
\]

The corresponding curve HWHM = \(2|\Omega_0^{(4)}| \sim \Delta_1 \Delta_2\).

V. NUMERICAL RESULTS AND DISCUSSION

In this section the multiphoton resonances formation is discussed in detail based on the developed analytical approach and numerical analysis within the Floquet theory framework. We focus on studying the qubits response in a monochromatic field of a fixed non-resonant frequency when the control bias parameters \(\epsilon_0\) and the coupling strength \(g\) are changed in a wide scanning range, similar to the implemented experiments \[20, 28\].

A. Multiphoton interference effects

As is known, the system of two coupled qubits in a time-dependent field of arbitrary amplitude has four quasienergy levels \(\gamma_n\), which undergo anticrossing when the driving external fields change (see Fig. 1(a)), affecting the multiphoton transitions formation and the entanglement generation \[20, 35, 39, 40\].

Fig. 1 shows the dependencies of the coupled qubits quasienergies and multiphoton transition probabilities as a function of energy bias \(\epsilon_1\) for the case \(s = \epsilon_2 / \epsilon_1 = 2\). According to the solution of Eq. (4), the dependence of quasienergies is shown in Fig. 1(a). It is known that the behavior of quasienergies depends on the symmetry class: if they belong to the same symmetry class, then they cross; otherwise, they form an anticrossing (that corresponds to the diabatic states and the adiabatic states). Let us note that each of the quasienergy crossing can be associated with the regions of multiphoton transitions. So each crossing of the red and orange dashed curves on Fig. 1(a) corresponds to the main transition peak 1 \(\rightarrow\) 2, the crossing of the red and green curves corresponds to the main peak 1 \(\rightarrow\) 3, and the crossing of the
FIG. 1: (a) Quasienergies $\gamma_b$ and (b,c,d) average transition probabilities $\bar{P}_{1\rightarrow b}$ ($b = 2, 3, 4$) as functions of the control parameter $\epsilon_1$. The results of direct numerical calculations (solid curves) compared with analytical results: round markers are derived from non-resonant expressions (19); square ones are derived from resonant expressions (27), (28), (35). The following parameters were used: $\Delta_1 = 0.1$ GHz, $\Delta_2 = 0.15$ GHz, $g = 0.15$ GHz, $A = 5$ GHz, $\omega = 1$ GHz, $\epsilon_2 = 2\epsilon_1$.

red and blue curves corresponds to the inversion transition $1 \rightarrow 4$. It is seen that the shapes and positions of the resonance curves obtained by us numerically Eq. 7 in good agreement with the results of the expressions found in the framework of the Floquet perturbation theory: analytical dependencies for non-resonant Eq. 19 and resonant cases Eqs. 27, 28, 35 are plotted with round and square markers respectively. An important property is the resonance peaks $\bar{P}_{1\rightarrow 3}(\epsilon_1)$ shift by the coupling parameter $g$ value (for the transition $\bar{P}_{1\rightarrow 2}(\epsilon_1)$ by $g/s$). From this shift magnitude, one can experimentally determine both the coupling type (the left shift corresponds to ferromagnetic coupling, shown in Fig. 1 (b, c), and the right shift to antiferromagnetic one), and the coupling strength $g$ value. Similar reasoning can be carried out for the case of scanning over the second qubit energy bias $\epsilon_2$.

Multiphoton resonance transition from the ground state to the highest excited level have a different character. It can be seen from Fig. 1 (d) that the main res-

FIG. 2: Transition probabilities $\bar{P}_{1\rightarrow b}$ of two qubits as functions of the control parameter $\epsilon_1$ and the coupling parameter $g$. Parameters: $\Delta_1 = 0.2$ GHz, $\Delta_2 = 0.3$ GHz, $A = 5$ GHz, $\omega = 1$ GHz, $\epsilon_2 = 2\epsilon_1$. 
and is fully consistent with the numerical simulations. The quantum-coherent tunneling is violated in the region between resonances and the transition probabilities \( P_{1\rightarrow 4} \), \( P_{1\rightarrow 3} \) are highly dependent on the non-resonant background determined by the driving field amplitude \( A \) included in the Bessel function arguments, \( \sim J_n (A/\omega) \). This statement follows from the Floquet resonance perturbation theory, which allows one to determine the background level at small \( \Delta_1, \Delta_2 \) by the expressions for \( \Omega_1, \Omega_2 \). The peaks become narrow for high-order multiphoton resonances \( n \gg 1 \), which is clearly seen in Fig. 1 (a). The non-resonant background influence on the transition \( 1 \rightarrow 4 \) is less pronounced since \( \Omega_2^{(4)} \) value is expressed through the products of the Bessel functions, which significantly weakens the contribution to the background.

In a number of experiments the coupling strength between qubits can be controlled \textit{in situ} [41, 42, 43, 44]. The multiphoton transition probabilities maps with a si-
and vertical lines correspond to condition (20a), diagonal obtained resonance conditions. 

To [20, 28] experiments, were analyzed. Bright regions of a mutual change in the qubits bias parameters, similar and entanglement generation in the qubit systems [39]. 

The multiphoton resonance interference patterns with a mutual change in the qubits bias parameters, similar to 24 [28] experiments, were analyzed. Bright regions of the Landau–Zener tunneling in Fig. 4 correspond to the obtained resonance conditions. 

The resonance lines are plotted in Fig. 3 (d, e, f) in order to understand the numerical results. Horizontal and vertical lines correspond to condition (20b), diagonal ones to (20a), namely

\[
\begin{align*}
(\epsilon_1 + g) / \omega & \in \mathbb{Z}, & \text{white vertical lines}, \\
(\epsilon_1 - g) / \omega & \in \mathbb{Z}, & \text{purple vertical lines}, \\
(\epsilon_2 + g) / \omega & \in \mathbb{Z}, & \text{white horizontal lines}, \\
(\epsilon_2 - g) / \omega & \in \mathbb{Z}, & \text{purple horizontal lines}, \\
(\epsilon_1 - \epsilon_2) / \omega & \in \mathbb{Z}, & \text{white diagonal lines}, \\
(\epsilon_1 + \epsilon_2) / \omega & \in \mathbb{Z}, & \text{purple diagonal lines}.
\end{align*}
\]

For example, the \(1 \rightarrow 3\) transition dominant resonance condition is \((\epsilon_1 + g) / \omega \in \mathbb{Z}\), which is marked by white vertical lines \(\sim \Delta_1\) wide. Probability features associated with interference effects due to cascade transitions through intermediate states are probable on these lines, for example, \(1 \rightarrow 2 \rightarrow 3\) or \(1 \rightarrow 4 \rightarrow 3\), which is confirmed by the resonance grid in Fig. 3 (d-f). These interference cascade transitions lead to the observation of low-intensity peaks (see markers in the Fig. 1) and Fig. 4 (b–d).

**B. Dissipation effect on multiphoton resonances**

There are many dissipative processes under real experimental conditions affecting the results of measuring both individual and coupled qubits interference patterns. Following the ideology of the articles [31, 40], we describe dissipation in a two-qubit system under the assumption that each qubit interacts with its own bosonic reservoir. The noise spectrum is considered to be smooth that allows to use the Born–Markov approximation when studying the system dynamics [45, 46]. We get the Floquet–Markov master equation for two coupled qubits:

\[
\frac{\partial \hat{\rho}}{\partial t} = -i \left[ \hat{H}(t), \hat{\rho} \right] + \hat{\Gamma} \hat{\rho},
\]

with dissipative operator

\[
\hat{\Gamma} = \sum_{q=1}^{2} \left( \Gamma_{\varphi_q} \hat{D} \left[ \sigma_z^{(q)} \right] + \Gamma_q \hat{D} \left[ \sigma_-^{(q)} \right] + \Gamma_q' \hat{D} \left[ \sigma_+^{(q)} \right] \right),
\]

where \(\Gamma_{\varphi_q}, \Gamma_q, \Gamma_q'\) are dephasing, relaxation and excitation rates, respectively; \(\hat{D} [a] \hat{\rho} = \hat{a} \hat{a}^\dagger \hat{\rho} - \frac{1}{2} \{ \hat{a}^\dagger \hat{a}, \hat{\rho} \}\) and the Lindblad operators \(\hat{\sigma}_+^{(q)}, \hat{\sigma}_-^{(q)}, \hat{\sigma}_z^{(q)}\) are expressed via individual qubits (as if there were no coupling, \(g = 0\), and field, \(v_q (t) = 0\)) eigenstates \(\left| \downarrow \left( q\right) \right>, \left| \uparrow \left( q\right) \right>\) as follows

\[
\begin{align*}
\hat{\sigma}_z^{(q)} &= \left|\uparrow\left(q\right)\right> \left<\uparrow\left(q\right)\right| - \left|\downarrow\left(q\right)\right> \left<\downarrow\left(q\right)\right|, \\
\hat{\sigma}_+^{(q)} &= \left|\uparrow\left(q\right)\right> \left<\downarrow\left(q\right)\right|, \\
\hat{\sigma}_-^{(q)} &= \left|\downarrow\left(q\right)\right> \left<\uparrow\left(q\right)\right>.
\end{align*}
\]

At the reservoirs fundamental temperature \(\tau_B\), the relaxation and excitation parameters are related as \(\Gamma_q' = \Gamma_q \exp(-\Delta E^{(q)}/\tau_B)\), where \(\Delta E^{(q)}\) is the energy gap of the \(g\)-th qubit. In the numerical simulations we also take into account that the typical driving pulse duration \(\tau = 1 - 10\mu s\) in the experimental Landau–Zener interference measurements for flux qubits [17, 18] corresponds to the times of the dissipative processes as \(1/\Gamma_q < \tau < 1/\Gamma_{\varphi_q}\).

Using the Floquet theory and performing averaging over the initial phase \(\varphi_0\) and the pulse length \(\tau\), similar to Sec. [30] we can obtain that the average transition probabilities are determined as

\[
\bar{P}_{\alpha \rightarrow \beta} = \frac{1}{T} \int_0^T \text{d}T \text{Tr} (|\beta\rangle \langle \beta| \hat{\rho_T}(t)),
\]

where \(\hat{\rho_T}(t)\) is the periodic solution of (38), \(\rho(t + T) = \rho(t)\), which for nonzero \(\Gamma_q\) is unique.

For a deeper understanding of interference processes when tuning the control field parameters, we analyze the entanglement of the states of coupled qubits. We calculate the average entanglement measure as a concurrence [47]:

\[
C = \max \{0, \lambda_4 - \lambda_3 - \lambda_2 - \lambda_1\},
\]

where \(\lambda_i\)'s are real numbers in decreasing order and correspond to the eigenvalues of the matrix \(R = \sqrt{\rho \rho^\dagger}\), with \(\rho = \sigma_y^{(1)} \otimes \sigma_y^{(2)} \rho \sigma_y^{(1)} \otimes \sigma_y^{(2)}\). As can be seen from Fig. 3 (a), the entanglement generation occurs when the control bias parameter, \(\epsilon_1\), approaches the regions of multiphoton resonances of the inversion transition \(1 \rightarrow 4\) according to Eq. (20b). Note that if the main resonant peaks are satisfied for the \(1 \rightarrow 2\) and \(1 \rightarrow 3\) transitions Eqs. (20a), the entanglement in the system is destroyed. Thus, with an analytical explanation of the formation of the quantum tunneling suppression regions and multiphoton processes obtained in Sec. [31] we can implement controlled control and manipulation of entanglement even when taking into account the qubit coupling strength, \(g\). This effect can be useful for measuring quantum state tomography [26, 27].
Our calculation in Fig. 4 showed that the position of multiphoton resonances does not depend on dephasing effects. A similar statement is also true for the positions of antiresonances, in which quantum population trapping occurs. It follows from the Floquet perturbation theory (see Sec. III) that the width of resonant transitions to excited states (except transition to the highest level) is determined by the qubits tunneling energies: the smaller the parameters $\Delta_q$, the resonances are narrower. It follows from the numerical analysis in the framework of solving the equation for the density matrix that an increase in phase noise (dephasing rates $\Gamma_{\phi_q}$) also affects the width of multiphoton resonances. As the dephasing rates increase, the peaks broaden and the intensity decreases, i.e. decreases the transition probability values (see Fig. 4). The overlapping of resonances occurs at $\gamma_{1,2} \approx \hbar \omega/2$, which was also observed for the single qubit case [48, 49]. The strongest influence of noise is observed for the inverse population of the excited state with respect to the ground state $1 \rightarrow 4$: corresponding intensity peaks are almost two times smaller than in the case of a system isolated from the external environment. This noise effect is due to the fact that the transition probability to a higher level is of the second order of smallness in tunneling constants.

The effect of phase noise on the system is expressed in the interference patterns contrast and blurring loss (for example, Fig. 3) at higher dephasing rates. However, this does not prevent us from distinguishing the shift of resonances by the coupling constant $g$ value (for example, Fig. 4 shows a shift of transition $1 \rightarrow 3$ resonances in the dissipation presence). Therefore, we can conclude that the coupling constant $g$ can be determined experimentally within the framework of the two qubits amplitude spectroscopy method; the dephasing rate in the system can also be found from the interference pattern blurring degree. In addition, even under the noise effect it is possible to distinguish fractional resonances for the $1 \rightarrow 4$ transition.

VI. CONCLUSION

In this article, we expand Floquet’s theory to study multiphoton processes in a system of two coupled superconducting flux qubits under the influence of a strong driving field. Numerical and analytical solutions in the framework of the generalized Floquet formalism are used to explain the multiphoton resonances and interference processes between qubits and the exciting alternating field. Within the framework of the perturbation theory in the Floquet basis, we obtained analytical solutions for the transition probabilities between the levels of coupled qubits in the computational basis up to the second order of smallness in the tunneling splitting of qubits. It is shown that this approach allows one to accurately predict the position of multiphoton resonances for an arbitrary amplitude of the external control field. The quasienergies and time-averaged transition probabilities are plotted, showing multiphoton resonance transitions occurring at anticrossing points. The developed theory allows to explain the complex interference pattern appearance with a simultaneous change in the parameters of the displacement of the qubits, which was previously observed.
in the experiments. It is shown that a specific feature of interlevel transitions \((1 \rightarrow 2, 1 \rightarrow 3)\) in the subspaces of individual qubits is the shift of the resonance peaks by the value of the coupling strength between the qubits. In this case, the width at half maximum of the resonances is determined by the qubit tunneling energy \((\sim \Delta_q)\), and their intensity cannot exceed 0.5, which follows from our detailed analysis in the RWA approximation near the found resonance conditions. A detailed analytical description for the inverse population of the levels \(1 \rightarrow 4\) formation is given. The main peaks of the direct multiphoton transitions are stable with respect to the displacements of the qubits and their coupling parameter, and their width is \(\sim \Delta_1 \Delta_2\). The formation of side peaks with low intensity occurs due to ladder transitions with the participation of intermediate levels when pairs of resonance conditions are fulfilled at once. In addition, cascade transitions significantly manifest themselves under the influence of the environment which was numerically studied using the Floquet–Markov equation. It is shown that dissipation in the system affects the width and intensity of the resonance peaks, but their position is unchanged. Consequently, the discovered interference effects can be successfully observed in experiments on amplitude spectroscopy \([17, 18, 19, 20, 28]\) and the rate of phase relaxation in the system can be estimated from the degree of the pattern blurring. Our calculation also demonstrates the possibility to control entanglement in a system of a coupled qubits. When the system’s displacement parameter is tuned to the region near the cascade transition, when multiphoton transitions effectively occur in both qubits, the concurrence of the system increases, and when it tuned to the main resonances \(1 \rightarrow 2\) and \(1 \rightarrow 3\), the entanglement in the system is completely suppressed. The general method described in our work provides a unified theoretical approach covering a wide range of the parameter space, and also compensates for the gap and indirect assumptions \([28, 37, 40]\) when explaining the formation of multiphoton transition regions in a two-qubit system. The Floquet theory application to the study of superconducting qubits leads us to a better understanding of the spectroscopic measurement results and the dynamics of ac-controlled qubits, which are important for better characterizing and improving the performance of qubits.
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Appendix: PERTURBATION THEORY

Considering tunnel splitting energies \(\Delta_q\) is small enough and using them as a stationary perturbation theory parameters up to second order of smallness one can find eigenstates of the two uncoupled qubits system (first term in (1)):

\[
|1\rangle = |↓↓\rangle = \left(1 - \frac{\Delta_1^2}{2\epsilon_1} - \frac{\Delta_2^2}{2\epsilon_2} + \frac{\Delta_1 \Delta_2}{4\epsilon_1 \epsilon_2}\right)^T,
\]

\[
|2\rangle = |↓↑\rangle = \left(-\frac{\Delta_2}{2\epsilon_2}, 1 - \frac{\Delta_1^2}{8\epsilon_1^2} - \frac{\Delta_1 \Delta_2}{4\epsilon_1 \epsilon_2}, \frac{\Delta_1}{2\epsilon_1}\right)^T,
\]

\[
|3\rangle = |↑↓\rangle = \left(-\frac{\Delta_1}{2\epsilon_1}, 1 - \frac{\Delta_2^2}{8\epsilon_2^2} - \frac{\Delta_1 \Delta_2}{4\epsilon_1 \epsilon_2}, \frac{\Delta_2}{2\epsilon_2}\right)^T,
\]

\[
|4\rangle = |↑↑\rangle = \left(\frac{\Delta_1 \Delta_2}{4\epsilon_1 \epsilon_2}, 1 - \frac{\Delta_1^2}{8\epsilon_1^2} - \frac{\Delta_1 \Delta_2}{4\epsilon_1 \epsilon_2}, \frac{\Delta_2 \Delta_1}{4\epsilon_1 \epsilon_2}\right)^T.
\]

The corresponding eigenenergies are

\[
E_1 = \frac{\epsilon_1 + \epsilon_2}{2} - \frac{\Delta_1^2}{4\epsilon_1} - \frac{\Delta_2^2}{4\epsilon_2},
\]

\[
E_2 = -\frac{\epsilon_1 - \epsilon_2}{2} - \frac{\Delta_1^2}{4\epsilon_1} + \frac{\Delta_2^2}{4\epsilon_2},
\]

\[
E_3 = \frac{\epsilon_1 - \epsilon_2}{2} + \frac{\Delta_1^2}{4\epsilon_1} - \frac{\Delta_2^2}{4\epsilon_2},
\]

\[
E_4 = \frac{\epsilon_1 + \epsilon_2}{2} + \frac{\Delta_1^2}{4\epsilon_1} + \frac{\Delta_2^2}{4\epsilon_2}.
\]

Using Eqs. (14) and (16), up to second order of tunnel splitting energies \(\Delta_q\), we obtain following Fourier components, \(|u_{nk}\rangle\), of the Floquet states:

\[
|u_{1k}\rangle = \left(J_k^r(A/\omega) \left(1 - \frac{1}{2} \sum_{n=-\infty}^{+\infty} (\Delta_1^2 \lambda_{1n}^2 + \Delta_2^2 \lambda_{2n}^2) \right) + \frac{1}{2} \sum_{m=-\infty}^{+\infty} J_{k-m}^r(A/\omega) \frac{\Delta_1^2 \lambda_{1,-m}^2 + \Delta_2^2 \lambda_{2,-m}^2}{m \omega}\right) \left(\frac{\Delta_1 \Delta_2}{2} \sum_{n,m=-\infty}^{+\infty} (\lambda_{1n}^+ \lambda_{2n}^+ + \lambda_{2n}^+ \lambda_{1n}^-) \frac{J_{m-k}^r(A/\omega) J_{m-n}^r(A/\omega)}{\epsilon_1 + \epsilon_2 + m \omega}\right)^T,
\]

\[
\gamma_1 = -\frac{\epsilon_1 + \epsilon_2 + g}{2} - \frac{1}{2} \left(\Delta_1^2 \lambda_{10}^+ + \Delta_2^2 \lambda_{20}^+\right). 
\]
\[
|u_{2k}| = \begin{cases} 
\delta_{k0} + \left( \frac{1}{2} \sum_{n=-\infty}^{+\infty} \left( \Delta_1^2 \chi_{1n}^2 + \Delta_2^2 \lambda_{2n}^2 \right), \text{ if } k = 0 \\
\Delta_1^2 \chi_{1k}^2 - \Delta_2^2 \chi_{2k}^2, \text{ otherwise} \end{cases}, \quad (43)
\]

\[
\gamma_2 = \frac{\epsilon_1 - \epsilon_2 - g}{2} - \frac{1}{2} \left( \Delta_1^2 \chi_{10} - \Delta_2^2 \chi_{20} \right),
\]

\[
|u_{3k}| = \begin{cases} 
\delta_{k0} + \left( \frac{1}{2} \sum_{n=-\infty}^{+\infty} \left( \Delta_1^2 \chi_{1n}^2 + \Delta_2^2 \lambda_{2n}^2 \right), \text{ if } k = 0 \\
\Delta_1^2 \chi_{1k}^2 - \Delta_2^2 \chi_{2k}^2, \text{ otherwise} \end{cases}, \quad (44)
\]

\[
\gamma_3 = \frac{\epsilon_1 - \epsilon_2 + g}{2} + \frac{1}{2} \left( \Delta_1^2 \chi_{10} - \Delta_2^2 \chi_{20} \right),
\]

\[
|u_{4k}| = \left( \frac{-\Delta_1 \Delta_2}{2} \sum_{n,m=-\infty}^{+\infty} \left( \lambda_{1n}^2 + \lambda_{2n}^2 \right) \frac{J_{k+m} (A/\omega) J_{n+m} (A/\omega)}{\epsilon_1 + \epsilon_2 + m\omega} \right), \quad (45)
\]

\[
\gamma_4 = \frac{\epsilon_1 + \epsilon_2 - g}{2} + \frac{1}{2} \left( \Delta_1^2 \chi_{10} + \Delta_2^2 \chi_{20} \right).
\]

According to (39) and (42–45), one can obtain the lowest order, in this smallness parameter, matrix elements \( S_{\alpha\beta} \) approximation by keeping only the first term in the infinite series,

\[
S_{11} = S_{22} = S_{33} = S_{44} = 1,
\]

\[
S_{12} = S_{21} = \frac{\Delta_1^2}{4\epsilon_1^2} \sum_{k=-\infty}^{+\infty} J_k (A/\omega) \left( \frac{g + k\omega}{\epsilon_2 + g + k\omega} \right)^2,
\]

\[
S_{13} = S_{31} = \frac{\Delta_2^2}{4\epsilon_1^2} \sum_{k=-\infty}^{+\infty} J_k (A/\omega) \left( \frac{g + k\omega}{\epsilon_1 + g + k\omega} \right)^2,
\]

\[
S_{24} = S_{42} = \frac{\Delta_2^2}{4\epsilon_1^2} \sum_{k=-\infty}^{+\infty} J_k (A/\omega) \left( \frac{g + k\omega}{-\epsilon_1 + g + k\omega} \right)^2,
\]

\[
S_{34} = S_{43} = \frac{\Delta_2^2}{4\epsilon_1^2} \sum_{k=-\infty}^{+\infty} J_k (A/\omega) \left( \frac{g + k\omega}{-\epsilon_2 + g + k\omega} \right)^2,
\]

\[
S_{14} = \frac{\Delta_1^2 \Delta_2^2}{16\epsilon_1^2 \epsilon_2^2} \sum_{k=-\infty}^{+\infty} \left( \sum_{n=-\infty}^{+\infty} J_n (A/\omega) J_{k-n} (A/\omega) \left( 1 - \frac{1}{\epsilon_1 + \epsilon_2 + k\omega} \left( \frac{\epsilon_1 (\epsilon_1 + k\omega) + \epsilon_2 (\epsilon_2 + k\omega)}{\epsilon_1 + g + n\omega + \epsilon_2 + g + n\omega} \right) \right) \right)^2,
\]

\[
S_{41} = \frac{\Delta_1^2 \Delta_2^2}{16\epsilon_1^2 \epsilon_2^2} \sum_{k=-\infty}^{+\infty} \left( \sum_{n=-\infty}^{+\infty} J_n (A/\omega) J_{k-n} (A/\omega) \left( 1 - \frac{1}{\epsilon_1 + \epsilon_2 + k\omega} \left( \frac{\epsilon_1 (\epsilon_1 + k\omega) + \epsilon_2 (\epsilon_2 + k\omega)}{\epsilon_1 - g + n\omega + \epsilon_2 - g + n\omega} \right) \right) \right)^2.
\]

Matrix elements \( S_{23} \) and \( S_{32} \) are fourth order of smallness and out of our interest, so we do not give their values.
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