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1 INTRODUCTION
Motivated by expectations of improved efficiency, efficacy, consistency, and objectivity, algorithmic systems are increasingly deployed to make decisions in many areas of people’s lives, from finance, employment, medicine and criminal justice to advertising, media recommendations and more [20, 31, 75, 84]. This shift from individual or organizational human decision-making to algorithmic decision-making has been accompanied by concern that important decisions are being made in new ways that are often mysterious, and that current oversight does not adequately ensure social values such as fairness, privacy, and safety [21, 59, 75, 84].

A variety of approaches have been proposed in technical, social science, legal, and regulatory communities to address this issue and provide accountability for algorithmic systems. However, the best path forward is as yet unclear. For example, increased transparency or explainability are often proposed as mechanisms to provide accountability, and frequently feature in regulatory and tech ethics requirements or discussions [38, 45, 55, 70, 94]. While these have significant potential upside, concerns have been raised that such mechanisms are unlikely to be sufficiently effective or satisfactory, due to fundamental challenges in producing meaningful human explanations of the operation of complex machines [2, 31, 59, 85]. Further, in some contexts practical constraints may require that transparency or explainability be traded off against qualities such as a system’s accuracy or its ability to resist adversarial attacks [13, 59, 61].

Limited understanding of public attitudes towards algorithmic decision-making makes it difficult to include public needs and desires in balancing these complex tradeoffs. To inform policy and technical approaches to algorithmic decision-making, we present results from a qualitative study comprised of five workshops conducted with a total of 60 participants in Finland, Germany, the United Kingdom, and the United States. Our contributions are as follows:

- We present results from a qualitative study of algorithmic decision-making conducted in four countries
- We identify key desirable qualities of decision-makers and discuss how AI is perceived as able or not able to provide them
- We discuss how algorithmic decision-making is intended to regularize institutional processes and make them more efficient, but in so doing is perceived as reducing flexibility, compassion, and other qualities desired by recipients of a decision
- We consider how our findings inform potential design of algorithmic decision-making systems, as well as allocation of responsibilities between AI and humans in human-in-the-loop approaches

In the remainder of the paper, we review relevant background, describe our methodology, present and discuss our findings, and conclude.

2 BACKGROUND
2.1 Algorithmic Decision-Making Systems, Artificial Intelligence, and Machine Learning
In recent decades, physical and digital systems across a range of sectors have increasingly transitioned to automation for a range of functions including decision-making, in hopes of improving efficiency and performance, and regularizing decisions by removing human and procedural variability [36, 50, 72]. The significant impact, risks, and challenges of this transition have been an object of substantial study, raising concerns related to fairness, privacy, safety, and more as algorithmic systems increasingly shape information people are exposed to as well as influence decisions about employment, finances, and other opportunities [7, 10, 21, 22, 24, 36, 39, 40, 43, 51, 52, 62, 66, 71, 75, 83].

1In this article we use the term algorithmic decision-making systems, following [26, 54] and others. The term automated decision-making is often used synonymously, commonly describing decision-making functions that are carried out in part or in full by a device or machine [74].
Artificial intelligence (AI) underlies many algorithmic decision-making systems. Machine learning is a particular type of artificial intelligence that has the ability to learn and improve over time, and it is an increasingly common choice for many applications including decision-making. Accordingly, in our study we focused primarily although not exclusively on algorithmic decision-making systems that use different types of AI, including machine learning.

2.2 Accountability, Transparency, Explainability, and Interpretability

In search of mechanisms to detect and address social ills that may result from the use of algorithmic decision-making systems, and building on the expectation that insight into a system’s production, operation, and effects can enable accountability, many regulators, civil society groups, and scholars have called for a cluster of related ideas encompassing transparency, explainability, and interpretability.\(^2\) Consideration of these approaches dates to the 1970s with the recognition of the need to explain the decisions of expert systems, with a resurgence of this topic in recent years as contemporary machine learning models have become both pervasive and increasingly complex [1, 9, 44, 63, 84]. Due to its often impenetrable and opaque nature, machine learning, particularly deep learning, has generated concern and attracted heavy critique as it can be difficult to interrogate its reasoning and remediate potential injustices or errors [13, 43]. Interpretability is therefore a topic of substantial debate at the highest levels of machine learning expertise [16, 81], with many arguing there is an inherent tension between a system’s accuracy and its interpretability, but others arguing it is possible to finesse this technical challenge with methods such as creating human-understandable models that are proxies for more complex models, intentionally designing models that are more readily interpretable, or conducting “outside the box” analyses of system design and behavior [11, 44, 47, 60, 79, 84]. A number of scholars further argue that making systems more understandable is at odds with other values such as protecting systems from adversarial attacks or seamless design [13, 35, 59], and even when there is not an inherent tradeoff, it can distract from more important priorities such as empirical (non-explanatory) verification of system performance [2, 31, 60, 61, 85]. More fundamentally, there is a growing recognition that transparency, explainability, and interpretability are often intended as a means to an end, for example laying the groundwork to challenge a decision or to ensure fairness, yet they provide inadequate support for such underlying objectives [58, 77, 100]. As a result, a number of approaches have been articulated in recent years that hew more closely to direct needs of users and society. Counterfactuals specify conditions under which a different decision would have been made [56, 82, 95]. Contestability provides the ability to challenge decisions, and allows domain experts to collaborate with and correct predictive algorithms [49, 58, 92]. Recourse considers the ability to correct faulty or incomplete data, and also identify clear actions an individual can take in the future to get a different outcome [91, 93].

2.3 Algorithmic Literacy and Explanation Design

Beyond the challenges described above, provision of good explanations is further complicated by the fact that end users often have fundamental questions or misconceptions about the operation of algorithmic systems [12, 34, 78, 90, 97], and the construction of useful explanations remains elusive [68, 77]. These challenges notwithstanding, a number of studies have shown that explanations have potential to increase users’ trust and satisfaction [9, 68], and they remain an object of great interest with a number of efforts pursuing best practices for their design [6, 14, 33, 48, 63, 68, 76, 96].

\(^2\)These notions are strongly related and these terms are often used interchangeably although some scholars and disciplines also distinguish their meanings in various ways [9, 44, 58, 60, 63, 77]. For our purposes in this article, we define transparency as broad visibility into the construction, behavior, and processes of a system; explainability as the ability to provide human understandable reasons for individual decisions or a set of decisions made by an algorithmic system; and interpretability as the ability of a given model to explain how it calculates specific decisions.
2.4 Public Perception of AI and Algorithmic Decision-Making

A number of studies have explored public perception of AI, for example, survey research [15, 17, 30, 52, 57, 65, 67, 89, 98, 101], sentiment analysis [37, 41], and narrative analysis [18], most often in Western, English-speaking contexts. AI is viewed as likely to have significant impact on the future and overall expectation is often positive. At the same time, AI is neither interpreted as exclusively beneficial nor exclusively disadvantageous, and public response is often ambivalent [15, 57, 67]. Specific concerns have been expressed regarding social issues, such as privacy, job loss, AI benefiting the wealthy and harming the poor, and AI increasing social isolation and reducing human capabilities [30, 57]. Resonating with this interest in the impact of AI on social issues, some public perception research has focused specifically on its use in decision-making, e.g. a survey in the United Kingdom found that people were not very familiar with the use of automated decision systems, and indicated low levels of support and high levels of opposition to them [5].

2.5 Workshop as Method

In taking up a workshop format, we draw on traditions within and just beyond HCI. This includes programs of participatory action research, participatory design, and living labs [27, 28, 53, 80]. Within the context of HCI and design research, workshop approaches often seek to invite members of the public to engage with practices of design while exploring values and beliefs around technology with each other, positing alternative techniques and outcomes. We also draw inspiration from Citizens’ Juries, a form of deliberative democracy dating from the 1970s that brings together individuals from different backgrounds to spend several days hearing expert evidence and considering a public policy question [4, 5, 19, 69, 73]. Two deliberative democracy studies run in the United Kingdom that used Citizens’ Juries methodology are closest in nature to our own work. One explored under what circumstances participants would find the use of automated decision-making appropriate, finding they valued accountability and ethical development processes [86]. Another focused on how participants prioritized accuracy versus explainability for AI decision-making, reporting that context mattered and accuracy outweighed explainability in healthcare but not other non-medical situations presented [73, 86]. We build on, extend, and broaden this previous work by exploring complementary research objectives; exploring a wider range of domains, tradeoffs, and types of transparency; and expanding the scope to three additional countries beyond the United Kingdom.

3 METHODOLOGY

In order to better understand perception of algorithmic decision-making systems, we partnered with our co-authors from an anonymized market research firm to conduct five workshops with 60 participants in major cities in Finland, Germany, the United Kingdom, and the United States. These countries were selected due to European and United States regulatory interest in accountability of AI systems [55, 70] and pre-existing literature on perceptions of AI or algorithmic decision-making that we could build on and triangulate with, for example [5, 17, 57, 69, 101]. Partnering with an international market research firm ensured professional quality recruiting and moderation across multiple countries, languages, and cultural contexts. Our research objectives were to learn more about the following:

- What qualities do members of the public want in algorithmic decision-making systems?
- To what extent do members of the public value or prioritize explainability in particular, for what reasons?
- What qualities do members of the public believe an AI-based algorithmic decision-making system has, or is capable of? In what circumstances do they see its use as beneficial?
3.1 Participants

We recruited 12 participants for each of five workshops (two in Germany and one each in the other countries) through professional recruiting firms in each country. In each region, participants were recruited to represent a diverse spread across the following: age, gender, income, life stage, socioeconomic status, educational level, digital literacy, and exposure to AI. They were recruited to represent a mix of ethnicity representative of the region. Participants were compensated for their time, at or above the living wage for their area.

3.2 Workshops

Each group participated in a 3-hour workshop at third party facilities in each country during November and December 2019. Two moderators were in the discussion rooms with the 12 participants, and participants were aware that several researchers and staff were in observation rooms or viewing remotely. All moderators were from a professional qualitative research background and were fluent in the local language. In non-English speaking countries (Finland and Germany), simultaneous translators were present in the observation rooms and their translations were broadcast to remote viewers and captured on recordings so that the researchers and staff observing the sessions could hear the discussion and pass questions and input to the moderators in real-time. Both moderators and simultaneous translators received specific training in the objectives and content of the workshops before the sessions. Refreshments were available throughout the sessions. Workshops followed this agenda (times are approximate):

- Introductions and warm-up activity sharing experiences with human decision-making – 10 minutes
- Presentation about AI and machine learning, their use in decision-making, tradeoffs, and Q/A – 60 minutes
- First scenario (in two breakout groups, with six participants each) – 40 minutes
- Break – 10 minutes
- Second scenario (in same breakout groups as the first scenario) – 30 minutes
- Reconvene and summarize – 30 minutes

The scenarios described hypothetical situations in which organizations were considering implementing algorithmic decision-making and were choosing among three systems with different characteristics (see Tables 3 and 4 in Appendix A). For each scenario, we began by sharing a handout describing it and asking participants to take a few minutes to read and consider it. We then invited participants to share their initial reactions and facilitated a group discussion of the scenario. Midway through the discussion, we asked participants to fill out a handout and then vote in group discussion on which system they preferred. The scenarios we discussed represented a wide range of domains and we encouraged discussion of other domains, so the discussion often branched out to other areas in which algorithmic decision-making might be used. After completing both scenarios, all participants joined back together and we concluded the workshop with a broad group discussion where participants reflected on ideas that had emerged throughout the session and synthesized and summarized their opinions. If participants requested, they were informed of the sponsor of the research at the end of the session. During the workshops, we took care to encourage collaborative interpretation, problem-solving, and discussion among participants, and to make space for all participants to share their ideas and opinions.

After each session, moderators, researchers, and other team members held a debriefing session to discuss early observations and themes, as well as potential procedural refinements for future sessions such as timing adjustments.

While most of the procedure was consistent across the different countries, the voting process was somewhat variable as the study evolved, for example, in some cases participants voted both midway and at the end of the discussion. As a result, we do not report voting data here, although it was consistent with the qualitative findings we report.
Detailed notes were taken on observations and themes for each country as the study progressed. All sessions were video- and audio-recorded and transcribed in English. For the United Kingdom and the United States, the transcripts were then compared against the original recordings for accuracy, and for Finnish and German the transcripts were reviewed and compared against the simultaneous translations for accuracy.

3.3 Material Development and Translation

We developed materials designed to explore our research objectives, drawing heavily for inspiration on Citizens’ Juries work previously conducted in the United Kingdom [5, 69, 73, 86]. This included a slide deck and accompanying script to provide participants relevant background on AI and machine learning; descriptions of rule-based systems, conventional machine learning, and deep learning; the use of AI and machine learning in decision-making; and tradeoffs between accuracy and various forms of transparency. In some sessions we also showed a short introductory video about machine learning available on the internet. We also developed four hypothetical scenarios chosen to represent decision-making in topical and diverse contexts: stroke diagnosis, job applicant screening, credit scoring, and law enforcement, as shown in Table 3 (Appendix A). For each scenario, participants were presented with three different systems which varied in a number of ways, similar to [69, 73], as shown in Table 4 (Appendix A). The primary differences centered on accuracy versus a form of transparency (explainability, appeal, or oversight), which we emphasized due to the centrality of this discussion in current policy and academic discussions. In some cases the magnitude and nature of the tradeoff were exaggerated in order to prompt useful discussion, rather than strictly adhering to specific current performance levels, again similar to [69, 73]. Finally, we developed a moderator discussion guide to use with these materials. The materials were developed in English, and after they were complete, our market research partner translated materials into Finnish and German.

3.4 Analysis

In our analysis, we used a general inductive approach [87], which relies on detailed readings of raw data to derive themes relevant to evaluation objectives. In our case, the primary evaluation objectives were those listed at the beginning of this section, chosen to inform technical and policy approaches to algorithmic decision-making. After the workshops were over, one member of our research team reviewed all transcripts and prepared participant precis and breakout group precis summarizing the main points for each individual and breakout group, and then prepared a spreadsheet summarizing the key ideas raised by each participant and breakout group. This was work done in active consultation with another member of the research team and built on the collective debriefs conducted by the broader team after each workshop. Throughout, we continued to identify emergent themes [8], iteratively revising and refining categories. In keeping with the general inductive approach, our analytic process yielded a small number of summary categories. We summarize those most relevant to our evaluation objectives in Section 4.

3.5 Limitations

We note several limitations of our methodology that should be considered when interpreting this work. First, it carries with it the standard issues attendant with qualitative methodologies and group interviews. While it yields rich insight, one must be cautious in generalizing beyond those studied or drawing conclusions across countries [4]. Second, we asked participants to consider hypothetical scenarios that most did not perceive as common in their daily lives at the current time. They may have had different reactions if they had been speaking to commonplace experiences, rather than extrapolating from more limited experiences in their current lives. Third, we studied a small number of scenarios,
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often with high stakes import. Different scenarios might yield varying results or further refine the insights we share here. Fourth, while we were heavily inspired by the Citizens’ Juries approach [4, 19], our workshops did not follow all aspects of this approach, most notably in that they were significantly shorter and more lightweight engagements (three hours in our case, versus several days for Citizens’ Juries) with less instructional content, no expert witnesses, and less discussion. In this way, while our data represents participants who were provided substantial information, our data does not represent what members of the public might think with more extensive intervention. Fifth, the discussion allowed open-ended conversation but also at some point required participants to express a clear choice for each scenario based largely on the tradeoff between explainability and accuracy. While Citizens’ Juries typically require jurors to make such a clear choice which prompts useful insight and discussion [73], it also focuses some of the discussion on particular issues. To mitigate this, both in moderation and analysis, we took a wide view beyond these specific choices. Sixth, while members of the research team and/or market research partner team have experience conducting research in all markets studied, most reside in the United States or the United Kingdom. We have worked to minimize the risk of misinterpretation by collaboration and discussion with in-country colleagues but recognize that our interpretations may lack context or nuance that would have been more readily available to local residents.

4 FINDINGS

In this section, we describe the main findings that emerged from our analysis. We begin by describing how participants perceived algorithmic decision-making systems as offering efficiency and performance advantages in some circumstances but potentially making substantial errors in others, as well posing a potential threat to dignity and autonomy. We discuss the perceived opportunity for explanations and human intervention to ameliorate some of these concerns. We then summarize the desirable qualities of decision-makers, whether AI or human, and close this section by discussing situational factors that influence tradeoffs among those qualities and influence the allocation of responsibility to algorithmic decision-making systems versus humans.

4.1 AI as an emotionless, mechanical decision-maker

Participants recognized strong advantages of algorithmic decision-making in some circumstances, such as speed, scale, or improved accuracy. Participants perceived AI as performing objective, mechanical tasks well, and characterized it as thinking in black-and-white terms and following rigid criteria. Correspondingly, they often viewed AI as incapable of subjective or morally complex judgments.4

"We are talking about 3 systems that have no gut instinct algorithm or anything similar, but which simply make decisions based on clear structures." –Germany A08 5

Germany A11: "This is all theory, and life is everything in between! Artificial Intelligence has black or white. I mean, when it comes to the rules. And that’s where we also, as people, can make different decisions based on the situation."

Germany A07: "We’ve heard about a system which, in the personnel field, can do the work for us and decide within two or three minutes whether the applicant is good or not… But then there’s a certain ‘gut feeling’ involved, there’s not just black or white or grey, but also something in between, and you have to look at whether somebody as a whole actually fits, and

---

4Our discussions with participants focused on AI-based algorithmic decision-making systems, with a broad range of functionality from basic rule-based systems to advanced deep learning systems. Accordingly, when participants speak of AI they typically refer to it in the context of an AI-based algorithmic decision-making system.

5For ease of reading, we have followed editing conventions consistent with applied social science research practices as described in [23]. Specifically, we edited quotes to remove content such as filler words and false starts, and in some cases we re-punctuated. We use ellipses to indicate substantial omissions. We identify each participant by country name plus a numerical identifier from 01 to 12 for each workshop. For Germany, we distinguish between the two workshops by prepending A or B to the numerical identifier.
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the system can’t do that, because it only looks at ‘studies’ yes or no, ‘foreign languages’ yes or no, but there are always some things in between that a computer, from my perspective, can’t evaluate.

Beyond perceiving AI as well-suited to making straightforward decisions, participants sometimes saw AI as appropriate for complex technical tasks, such as autopilot for airplanes or cars, with some variation in preferred tradeoffs between safety (accuracy) versus explanation.

“I would imagine it could apply to areas of autonomous driving or flying or similar. Complex things that are technically-based where I, as a user, would like to have the highest amount of safety [and would not require explanation].” –Germany A09

“I wanted to add something regarding trust. For me, it depends on how difficult the task is... When I know the task is quite simple and it has received much data, then I think, I don’t care how it does it, but okay, it has done it. But when it is a more complex task, then I would rather like to know how it works. Otherwise I wouldn’t feel too safe.” –Germany B05

By contrast, AI was seen as poorly suited to tasks that dealt with non-specific factors, such as complex moral judgments or assessments of intangible factors, consistent with an argument made in legal scholarship that policies that require the exercise of human discretion cannot be automated [20]. Participants in a study in the United Kingdom believed that machines operate with logic and rules that cannot form the basis of ethical decisions [64]; here we develop this argument further and provide evidence of it in other countries.

“[AI] doesn’t allow for those things that can’t be defined by specifics.” –United Kingdom 12

“In these kinds of humane decision-making things, where more complicated, abstract things are weighed... justice, fairness and such... something much higher than just crunching numbers, for that artificial intelligence is not suitable.” –Finland 11

“I’d say it depends on the role ethics play in the situation. So, when it comes to hospital decisions, we very likely all agree that we want to save lives, everybody should be as healthy as possible and therefore, if technology can help us with that, we might be happy to take it. Whereas with other questions, where we are not even sure how we should act as humans, questions where we don’t even agree on how much power the police should actually have, in those cases AI might be a tool that some reject as a matter of principle. And these are no longer yes or no questions, they are far more complicated because they are ethical, legal and philosophical. And when even we as humans can’t even agree on that, there’s no point in bringing AI into it.” –Germany B04

Many participants emphasized that AI does not take into account soft factors (qualities that are intangible or difficult to specify), leading to strong skepticism that AI could make good or fair decisions for tasks where such factors are important, consistent with [86].

“If I was an applicant myself, then in my opinion, it would be unfair for me if only my knowledge was evaluated, and not that ‘that’s a really good person, matches this team exactly, it’s exactly who I’m looking for.’ Can it do that, the artificial intelligence, can it know what type of people I like and with whom I like to work? ... I don’t believe an artificial intelligence can know whether I’m suitable for some job or not.” –Finland 04

Germany B11: “[Even with a hip replacement], there are still certain things to weigh... there are still soft factors involved and a human assessment of whether this is still justified for someone.”

... Germany B01: “Even if the computer says you need a new hip, it always depends on how much a person is suffering. The individual physical strain, how the body works, something does not fit together, whether you got an inflammation. This is individually different. It always depends on the individual level of suffering and the future intelligence cannot decide this at all.”

... Germany B07: “Many also managed to overcome cancer based on their personal willpower. A machine won’t be able to tell how strong a human’s will is.”
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AI was sometimes characterized as cold and emotionless, consistent with [5, 57], and lacking human qualities such as ‘gut instinct.’

Finland 04: "I’m thinking about whether it becomes so-called too intelligent, that it becomes a cold, technical decision-maker... Then certain issues, where there should be the humane aspect, can it then do such things?"

Finland 06: "I was reminded of the old saying: ‘Good servant but poor master.’"

4.2 Mysterious Dictates

Concerns have long been raised in both scholarly and fictional literature that algorithmic decision-making and automated systems can undermine human autonomy if powerful institutions issue consequential decisions that cannot be understood or appealed [17, 31, 54, 84, 99]. Autonomy is considered essential to human wellbeing, making the notion of such unfettered power both frightening and dehumanizing [18, 36, 57, 58, 84, 93]. Participants often brought up these issues. For example, the notion that deep learning systems learn on their own, developing their own unseen rules and assumptions, was sometimes experienced as disturbing, eerie or even scary.

"Deep learning concerns me because it seems totally computer led and based, and there’s no human intervention. Although they all have ultimately some human behind it... But I think the deep-learning route is just making up its own set of rules and assumptions."  –United Kingdom 12

Participants associated this autonomy and opacity with a loss of human influence and control. Sometimes this was framed as a transfer of power from humans to AI, or even as humans being "at the mercy of the machines." In some cases these concerns resonated with common media tropes about AI taking over society.

"It is difficult, if there is something starting to develop itself, and you can’t influence it anymore, at least only in a limited way."  –Germany B09

"I also got a scary feeling from [deep learning], the feeling that we’ve given power to somewhere else."  –Finland 07

Germany B02: “[System C is] not transparent. It can’t give a reason.”
Germany B11: “As they don’t know it themselves. Nobody knows why the computer is making a certain decision because it is learning by itself, somewhere deep inside.”
Germany B07: “And we are supposed to trust them. [laughter]”
Germany B02: "... there is no argument against the decision.”
Germany B10: “So you elevate the machine to be equal to God.”

Some participants formulated the use of deep learning in algorithmic decision-making as overreliance on machines, expressing concern about blindly accepting decisions made by machines. Some were also concerned about humans subjecting themselves to the dictates of algorithmic decision-making systems, saying for example that a deep learning credit scoring system that did not provide explanations was “too authoritarian.”

"You don’t want somebody to just dictate everything for you. You want to have the ability to be like... ‘Wait, that’s not really right.’”  –United States 07

"I’m so anti-relying on machines and this would force me to say, ‘... because you, the machine tell me this is 95% accurate, I have to automatically accept it.’... ‘Well, F you, sorry, I don’t agree with it.’”  –United States 12

Such concerns were exacerbated by fear or anger at the thought of ending up in the group about whom AI made an inaccurate decision, and a sense that it was “random” chance whether one ended up in that group. Participants sometimes compared subjecting oneself to decisions from such a system to gambling at poker or dice. A few participants
also worried that it would be difficult to escape from an inaccurate decision once it had been made, as decisions might be shared across institutions, leaving them essentially powerless and without recourse.

“If I’m one of that 5%, then it’s really shitty that I’m accused of something I really haven’t done.” –Finland 01

“Transparency [is more important than accuracy]. Because 95% means that there are still five percent which are wrong. And if I am part of the 5% then it is bad.” –Germany A03

“It only sucks if you are the five percent. That’s the issue... for most it is good, but for those for whom it does not work, it is shit... Oh man, that’s like playing poker. [laughter] That is so much like playing poker. Even with the best hand, you can always lose.” –Germany B11

Germany A09: “I think this would be bullshit [to not get an explanation regarding a decision, for example, the reason your application for a loan has been rejected], because you cannot escape from this hamster’s wheel. No matter what you do, you cannot escape it. You are simply unlucky. And you cannot learn from it. You cannot get behind the reason et cetera, you cannot do anything.”

Germany A05: “You cannot prepare better for the next job application because you don’t know why they did not accept your previous application.”

Germany A07: “And if everybody works with the same AI system, it would not matter whether I write a hundred or a thousand applications. The AI system would always say, ‘You are out’. ... Nowadays, the situation is different. I can go to [three different institutions] and they might apply different criteria... With System C I have to hope that I don’t belong to the 5% group.”

Germany A09: “Yes... There will always be winners or losers, however, once you are a loser, you will always be a loser.”

4.3 What do explanations offer?

Explanations are a potential mechanism to ameliorate the concerns raised in the previous sections, and participants portrayed explanations as having a number of useful or desirable functions as summarized in Table 1. Explanations were seen as providing transparency, allowing people to detect errors (e.g. incorrect data leading to a poor credit score), and laying the groundwork for appeals to change decisions. Explanations were also seen as a mechanism for oversight and accountability, for example, a way to detect and expose discrimination in job application screening decisions. For corrective measures and transparency, explanations were highlighted as informing personal future behavior or actions, for example, understanding how to modify one’s future financial decisions in order to increase a credit score.

United States 02: “You need the explanation to make the appeal.”

United States 07: “First. That’s the foundation which you base your appeal on.”

... United States 05: “The explanation... that’s the most important component of it. If you get the explanation, you might realize that there is no reason for you to appeal or you might not need to appeal.”

Beyond corrective measures and transparency, explanations were highlighted as informing personal future behavior or actions, for example, understanding how to modify one’s future financial decisions in order to increase a credit score.

United States 12: “What’s bothering me about deep learning is that there’s no way of explaining how it reaches its decision. That is bothering me... because, when push comes to shove, I want to know, ‘How’d you reach the decision? What was the basis? What was the factors?’ I need to know.”

United States 06: “It’s going to be a common problem that somebody has a low credit score, and if there’s no way to tell them how to improve, that’s a little frustrating.”

“Sometimes, there’s not a need for an appeal, but there’s a need for improvement. So if you have help on what you could do to improve, then that’s the most important.” –United States 05

“If you had a system where they could pick out specific bits of the CV... what it would allow people to do is to go away and go, ‘Oh right, okay. I just haven’t got this job because I haven’t got the criteria. This is the specific things that I need to work on.’” –United Kingdom 08

“What can I do myself to better my situation, so the computer will smile upon me?” –United States 01
“A cold, technical decision-maker”: Can AI provide explainability, negotiability, and humanity?

| Purposes of Explanations                      | Notable Mentions in Other Work                  |
|----------------------------------------------|------------------------------------------------|
| Enable individual challenge                  | Legal [21, 31, 54, 55, 84, 95]; Deliberative Democracy [69]; Industry Roundtable [69]; Technical [88] |
| Inform personal behavior                     | Legal [84, 95]; Deliberative Democracy [69, 73]; Industry Roundtable [69] |
| Enable accountability & oversight             | Legal [21, 54, 84]; Deliberative Democracy [69] |
| Be respectful                                 | Legal [31, 54, 84]                               |
| Build user trust & satisfaction               | Technical [9, 48, 88]                           |
| Advance human knowledge                       | -                                              |
| I’m the kind of person who needs explanations | -                                              |

Table 1. In the lefthand column we first list purposes participants discussed in our study and then reasons why explanations were seen by our participants as unnecessary, as described in Section 4.3. In the righthand column we draw connections with notable mentions of these ideas in legal, technical, and other literatures. Previous work has been largely conceptual, with rare mentions in user research. Our work provides new and supporting evidence that these ideas resonate with members of the public.

A few participants also highlighted that explanations can advance human knowledge, for example, expressing concern medical progress might be slowed in the stroke diagnosis scenario if decision-making was given over to deep learning and explanations were not available.

"Doctors can perhaps even learn from it, that this has made the decision based on these grounds. Doctors might learn something, whether it’s right or wrong."  –Finland 08

"[Deep learning means] man does not learn anything anymore... the knowledge is transferred into a system, where you cannot get it out." –Germany B11

"For me, the limit is, where it is better than a doctor. If I suppose that if normal doctors have a failure diagnosis rate of 25%, then I have a higher chance to survive if a system with the 85% probability executes the examination. The only thing that would bother me is, if we don’t get any explanations and only have the system, that the knowledge about the disease and the illness will get lost." –Germany 05

Others spoke of explanations as building good will or demonstrating respect, consistent with discussion in the legal literature that explanations serve a dignitary and humane purpose [31, 54, 84]. Some participants also wanted explanations due to broad personal preference.
"My issue with deep learning is that I’ve always been the type of person – I’m not going to just take something for what it is. I need to know. I’m 100% okay with whatever result it is, but just take me through the process of how we got to that." –United States 07

"I’m a person that’s very analytical, so I need to be able to understand, to see what it is. Let me see it, let me read it, let me understand it, let me digest it." –United States 02

However, some participants also argued that there were situations in which explanations were simply not useful or necessary, or would be substantially less important than other qualities such as accuracy or appeal, as shown in Table 1. Some participants even challenged others who said they prioritized explanations over accuracy in given scenarios, arguing that those explanations would not be helpful to them.

"If I know that it works well in 19 out of 20 cases, then I don’t necessarily need to know how exactly it works." –Germany A12

"At the end of the day, there are things that no matter how much someone explains to me, I’m not going to understand regardless, because I know sometimes I have really intelligent friends who try to explain things to me. I’m not going to get it... I’m not going to understand everything, so if it’s just going to tell me the score and then I still have the opportunity to appeal it and discuss it with someone, I’m going to go with C, because it’s the most accurate." –United States 07

Participants often viewed straightforward decisions as not requiring explanation or human review.

"It’s situational. You run a red light, it recognizes your plate. You should get a ticket for that. You don’t need [an explanation]... the factors are undisputable, right?" –United States 08

"It depends on the example. If we look, for example, at a case of parking in a wrong spot and the fact that the owner of a vehicle needs to pay a fine for parking in a prohibited zone, and furthermore assume that the photo that has been taken is 100 percent accurate, I won’t need a [human] judge. It is quite clear that my vehicle was parked in that spot." –Germany A03

"Maybe in areas of sports. For example, when a decision has to be made whether the person was in front or behind a line. In this case, I would rely on a technique that has a high hit-ratio [and not need additional explanation]." –Germany A01

In Table 1 we summarize the ideas described in this subsection, i.e. the purposes participants thought explanations could serve as well as the reasons they sometimes saw them as unnecessary. Legal, ethical, and technical scholarship has explored some of these ideas conceptually, but to our knowledge, at best limited evidence has been provided that they resonate with members of the public. Here we draw together these disparate ideas from multiple disciplines, and provide new and supporting evidence that these ideas have a meaningful role in public discourse and policy.

4.4 Participants felt some decisions require a human touch

In previous sections we focused on how participants perceived algorithmic decision-makers, and how explanations might address potential issues with them. We now turn our attention to how participants perceived human decision-makers as a potential alternative or remedy to deficits in algorithmic decision-making. Participants frequently brought up humans and emphasized that humans have important decision-making capabilities that algorithmic decision-making systems do not. Relative to algorithmic decision-making systems, humans were seen (in some or all situations) as more trustworthy, compassionate and capable of treating people well, capable of complex judgment and assessing intangible factors, and engaging in negotiation. Decision-making tasks involving such capabilities were seen as best left to humans. Further, participants viewed humans as having a critical role in overseeing and intervening in algorithmic decision-making systems, in order to prevent the loss of autonomy discussed in Section 4.2.

Participants often brought up the importance of ‘the human touch’ or ‘the human element’ in decision-making. Human knowledge, collective or individual, was often seen as more trustworthy than machine knowledge or artificial
intelligence. Some participants observed that System A ‘had the most human element’ because it was based on human thinking and the knowledge of human professionals, and preferred it for that reason.

“I somehow wish for a human for this kind of thing [stroke diagnosis].” –Finland 03

“I am worried about moving to a future where there’s literally no human element. I really am.” –United States 09

“I think there’s that element of us as humans, just not being able to trust anything that’s not us.” –United Kingdom 08

As mentioned in Section 4.1, AI was characterized as lacking human capabilities such as emotion, empathy, or compassion. Relatedly, the lack of human involvement in a decision was sometimes characterized as devaluing the recipient. Human participation was viewed as adding emotional capacity and respect to the decision-making process.

“That’s the human factor, someone who explains it empathically, not just the machine, which says ‘You’re bad.’” –Finland 10

“I mean, the robot can’t be merely a robot. It has to sort of adopt some human features of empathy and compassion.” –United Kingdom 09

As also discussed in Section 4.1, AI was typically seen as lacking the capacity to make complex moral judgments or assess soft factors. By contrast, humans were viewed as strong at these tasks. Therefore, participants felt decision-making responsibilities involving these more subjective judgments should be given to humans rather than AI.

Human involvement was called out as particularly important for negotiation. Some participants highlighted the importance of going beyond formal decision-making criteria, and having flexibility to work around the system. This moved beyond assessment of intangibles like soft factors, to actions like considering extenuating circumstances, granting leniency for catastrophic events in people’s lives, ‘giving people a chance,’ or taking into account personal trust.

“I prefer a human-based one because I can say, ‘Look, I’ve got some of the criteria that you’ve asked for, but the others, I’m willing to learn. I’m a fast learner. Hire me, for a month, and if I haven’t learnt it, then obviously get someone else in. But I’m prepared to learn. And I’ll try my best.’” –United Kingdom 02

“I work in social housing, and there’s some questions that are asked all the time. And rather than having someone answer the same question all the time [chuckling] … do you know what I mean? ‘How do I pay my rent?’ Those basic questions, a chatbot can do that. But if it’s, ‘I can’t pay my rent because …’ ‘I can pay universal credit’ or something else, for me, a human will always have to do that.” –United Kingdom 12

“I mean, if you went in the Old West, into a bank and you’re sitting down with the manager and they say, ‘Well, I trust you, I know your family, let me give you a loan.’ That’s the human element. There is no human element in the credit system.” –United States 08

Humans were also seen as more variable than algorithmic decision-making systems, with approaches to multiple humans offering another avenue to get a favorable decision. Algorithmic decision-making systems were seen as consistent within institutions, and perhaps even across institutions.

United States 01: “The human ability to make judgment calls. We are not all the same, with the same parameters. There are times within the human experience.”

United States 02: “Things happen.”

United States 01: “Things happen. I mentioned, your kid falls out of a tree, you all of a sudden have huge medical bills, which changes your whole ability to handle other finances in your life and this is why I think appeal is important. And here’s another thing, it depends on who you get on the phone.”

United States 02: “That’s true, because I’ve gotten people on the phone when I spoke to my credit card company – like I’ll speak to somebody at 11:00 and I may speak to somebody at 1:00.”

United States 01: “You get two different.”

United States 02: “You get two different answers. Two different temperaments.”
4.5 Comparison of Human and AI Decision-Making

In Table 2 we summarize the desirable qualities of good decision-makers, whether human or AI, that were raised during the workshops. We note that while consistency is often positioned as an advantage of automation, as discussed above, some participants saw downsides in removing human variability and variability across institutions, as that variability gave them more ‘chances’ to get a favorable decision.

Although there is some debate on this topic, the predominant position appears to be that all these qualities cannot be simultaneously achieved in entirety, leading to the need to prioritize. We now discuss the relative value of these qualities to participants when considering: (1) which factors were most valued for an algorithmic decision-making system, in a given situation; and (2) which factors would prompt more or less human versus AI involvement, in a given situation. Considering tradeoffs between different algorithmic decision-making systems, qualities such as accuracy, speed, scale, explanation, and challenge were seen as critically important for at least one of the scenarios presented, and often more. For example, participants often emphasized accuracy and speed in the stroke diagnosis scenario.

"You go for accuracy when your life is at stake." – United States 03

"In this kind of stroke, the faster the correct decision comes, the better it is... There’s no time for nitpicking." – Finland 11

Finland 02: "If I were the patient, I would be interested especially in accuracy. If we think about the 25% probability of getting a wrong diagnosis, I’m more interested in whether the diagnosis is correct, instead of the explanation of the diagnosis, in..."

Finally, humans were seen as having an essential role in decision-making systems. Human oversight was viewed as necessary to keep control over machines and ensure they were behaving in a socially responsible manner, for example, by periodically auditing the system. Further, it was seen as advantageous to integrate humans in particular circumstances or at moments when algorithmic decision-making might be flawed, for example to use a human instead or have a human review output from the algorithm to make a final decision. However, other research points to challenges in successfully allocating responsibilities between humans and AI, as we discuss further in Section 5.4.

| Perceived to do well | Humans   | AI       |
|----------------------|----------|----------|
| Speed                | No       | Yes      |
| Scale                | No       | Yes      |
| Consistency          | No       | Yes      |
| Objectivity          | No       | Mixed    |
| Accuracy             | Mixed    | Mixed    |
| Provide Explanations | Mixed    | Mixed    |
| Provide Opportunity to Challenge | Yes | No      |
| Provide Opportunity to Negotiate | Yes | No      |
| Provide Human Touch  | Yes       | No       |
| Make Subjective Judgments | Yes | No      |
| Make Straightforward Decisions | Yes | Yes    |

Table 2. Desirable qualities of decision-makers.

While some of the items on the list were presumably influenced by information provided during the workshops, workshop discussion was open-ended. Participants sometimes disagreed with or challenged the information provided, and often raised new issues that had not been discussed. A follow-up study, either qualitative or quantitative, could be performed to determine the extent to which participants generate these concepts spontaneously. See also the related discussion of advantages and disadvantages of automated decision-making in [86] which mentions a subset of these issues.
“A cold, technical decision-maker”: Can AI provide explainability, negotiability, and humanity?

...this case...”

Finland 08: “Yes. It doesn’t give much consolation to get a good explanation if you’re already in a casket.”

A small number of participants called out a potential downside of accuracy, that decisions could be harder to overturn if the algorithmic decision-making system were known to be highly accurate. Therefore, they expressed a preference for lower accuracy in some situations because they thought it would be easier to successfully appeal if the system were less trusted, resonating with the concept of ambiguity as a design resource [3, 42].

“One of the reasons I chose A is because I thought that if it was going to be that inaccurate – only 75% – it wouldn’t be trusted as much, like it would maybe be used to speed up the investigations or something, but it wouldn’t be used as evidence.” –United States 10

Participants sometimes preferred a system that balances competing priorities.

“[System B is] a decent compromise. I’m willing to give up some accuracy to get more communication, more of a two-way street of dialogue, versus the machine saying, ‘This is my final roll in, lots of luck.’ ... So, it’s a good middle ground.” –United States 01

“I am the kind of person who takes the middle road. There is still room for a little bit of freedom. You can influence the system and you can trace the process. It is not the extreme system of the three of them.” –Germany A11

“[System B is] the middle path. Fairly precise, but gives the possibility of challenging it.” –Finland 01

Situational factors influenced not only preference among different algorithmic decision-making systems (e.g. one that was more accurate but provided less explanation, or vice versa), but also perception of whether a human must be involved in the decision-making process, for example, providing oversight over an algorithmic system and making the final decision, or whether an algorithmic decision-making system was seen as appropriate to implement at all versus relying solely on a human decision-maker.

“It depends so much on the situation. There are situations where [AI] could be and surely also is more precise than a human.” –Finland 08

“I think that it really depends on the topic. If we are talking about face recognition and stroke, you are talking about health and your civil rights and whether you’ll be detained or not, so it’s about your freedom. Those are two absolutely extreme things concerning you and I would never give any AI the full and 100% authority to make a decision.” –Germany B11

“I’ve experienced something like that in my family a year ago. A life-saving surgery had to happen, and parts of it were done by a robot, which couldn’t be done by humans. And my dad wouldn’t be alive if that wouldn’t have happened... so I thought, okay there isn’t any doubting anymore, you just try it, because it is the only thing that can help. And then, that is the thing you cling to. In that moment, completely other things matter. When you know there is no other way, then you do it. It is maybe also in relation to what the initial circumstances are, are there still many options, or aren’t there any left? And then it is maybe the only possibility. And in this case, I believe it is good that it exists, and that the development got so far, that they are more accurate and more unerring and can do things that humans aren’t able to.” –Germany B09

Overall, considering tradeoffs such as accuracy versus explainability, a number of situational factors were important. Some of the most influential factors were: whether the decision was mechanical versus subjective; the severity of the consequences; whether it was the recipient’s only chance at a decision (e.g. a medical decision or legal trial might offer only one meaningful opportunity at a decision, whereas an individual could apply multiple times for a loan); whether the recipient could take meaningful action based on having information; or the perspective of different parties (for example, for an algorithmic decision-making system that screens job applications, an applicant might prioritize explanations but a hiring manager might prioritize accuracy).

“It varies between scenarios... it just depends on the situation.” –United States 07
"This is obviously different from the first one [job application screening], where this [credit scoring] is very black and white. You either did or you did not pay on time your mortgage bill, your credit card, blah, blah, blah. And so initially you think, this is so accurate you go with C. However, this is so much more important than a job interview, because if you get an inaccurate credit rejection and you can’t find out why, that’s really concerning. Because that... will affect your life." –United Kingdom 11

"Facial recognition affects us on a much more personal level." –Germany A11

"The effects of the inaccuracy are more damaging [for law enforcement] than with credit. I mean, a wrong facial recognition could change a life." –United States 05

"If you are all of a sudden part of the 25% and you have been categorised in the wrong way and then you are up for a crime... It goes much deeper than a decision about whether an application is accepted or not." –Germany A02

"System A becomes more relevant in terms of the consequences that result from it. If there is a threat to go to jail, it is more important for me that the system is transparent and that I can prove it was not me. System A might be less relevant in cases where I apply for a job and am declined, because I can apply to other companies." –Germany A06

"I would like to know how it functions, if it makes decisions this big, as medical ones or legal ones, in this country. It’s important that there’s access to see how it functions." –Finland 11

"From the company’s point of view, it would be the accuracy. But from someone applying, it would be the explanation [murmurs of agreement]." –United Kingdom 10

5 DISCUSSION

Our findings suggest productive directions for design, technical and research approaches to algorithmic decision-making.

5.1 Design choices related to explainability should account for situational variation

Our research demonstrated that tradeoffs change across scenarios, for example, in some cases explanation, appeal, or other forms of transparency were a higher priority than accuracy but in other cases the reverse was true. Our research therefore suggests that compromising other qualities of an algorithmic decision-making system in order to provide an explanation is not always the right choice. We also highlight that while severity was sometimes a factor, it was often not the dominant consideration and was not sufficient to predict whether participants felt an explanation should be required. These findings reinforce and extend previous arguments that broad requirements to provide explanations are unlikely to meet the full spectrum of public needs [5, 69, 73, 86]. Our research also underscores that explanation per se is not necessarily the end goal [58, 77, 100], but rather there are goals underlying requests for explanation that can often be met via other mechanisms that provide accountability, contestability, appeal, advancement of human knowledge, or other qualities.

5.2 AI’s (perceived) incapacity for humanity and subjectivity

AI was seen as lacking human qualities, such as the ability to show empathy, or the ability to make subjective decisions that involved complex moral judgments or intangible qualities. These perceptions are likely accurate for most of the algorithmic decision-making systems people have interacted with and that are in production today. However, future systems may be designed with more of these qualities as goals. Further, even for today’s systems, perception of AI as highly inflexible may not be entirely accurate. Communication and education about AI might be valuable towards influencing the public’s perception of its qualities.
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5.3 Negotiability in decision-making systems

Our findings surfaced a new concept that is on the periphery of related capabilities in the literature such as contestability and recourse [49, 58, 91–93]. Discussion of these capabilities generally focuses on a decision-making framework, for example, examining how to challenge decisions that have not been made correctly within that framework, how experts may engage with the system to modify the framework, or how individuals can receive guidance on how they can change their behavior to meet the criteria of the framework. We propose negotiability, the ability of a decision-making system to allow individuals to request that a decision be modified not because it is based on inaccurate data and not because the decision is incorrect, but rather because they would like to ask the decision-maker to go beyond the established decision-making framework and criteria, to take into account factors outside of the accepted decision-making process, such as extenuating circumstances or personal relationships. In existing encounters with institutional decision-making, participants had sometimes been able to navigate human variability, empathy, and inconsistency to get a favorable result, and they felt that this opportunity would be lost with a non-human decision-maker. This connected with their beliefs that algorithmic decision-making systems were dispassionate, authoritarian, inflexible, and consistent, and would not be susceptible to appeals for compassion or special treatment. Such negotiability is not without challenges and drawbacks. Institutional movement towards automation and bureaucracy in many ways seeks to eliminate exactly such inconsistency and attendant concerns such as unfairness or bias. Even with these limitations, negotiability is a feature that some respondents appear to value in existing approaches, and it is worth considering further whether or how this need might be met (whether by algorithmic systems or human review) while also preserving other important qualities.

5.4 Further research on human-in-the-loop

Participants saw strong advantages to AI in many cases, and participant interest in instilling humanity in decision-making processes raises interesting questions about the role of humans-in-the-loop [25, 38]. Participants were highly interested in the roles humans and AI would play at different moments in the decision-making process, and their opinions regarding whether the use of AI was beneficial for a given use case often rested on detailed specifics of roles played by humans versus AI in the overall decision-making process. Further, well-executed human-in-the-loop strategies have the potential to ameliorate concerns about autonomy. Given that participants perceived that AI and humans had many complementary strengths, it would be productive to further explore how to effectively allocate responsibility and tasks between them in algorithmic decision-making systems. At the same time, other research has shown that handoffs between humans and AI are complex and difficult to design well [32, 46]. We believe this to be an underexplored area and highlight this as a valuable topic for future research.

6 CONCLUSION

We reported on a qualitative study of perceptions of algorithmic decision-making, conducted in Finland, Germany, the United Kingdom, and the United States. Participants shared thoughtful, nuanced insights on the qualities of human and AI decision-makers. Participants saw strong advantages to AI in many circumstances, but in some cases also felt that at certain moments humans should assume important responsibilities in algorithmic decision-making systems. We found high situational variance in the prioritization of different qualities, for example, explainability and appeal were prioritized in certain situations but not others. Further, algorithmic decision-making has been heralded as offering many benefits in terms of efficiency and consistency. While participants saw some of these qualities as desirable, they saw
whether these qualities are inherently in tension with a shift towards algorithmic decision-making, and whether AI can effectively support perceived humanity and negotiability.
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## Appendix A  SCENARIO METHODOLOGY

| Scenario                | Description                                                                                                                                                                                                 | References and Notes                                                                                                                                 |
|-------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------|
| **Stroke Diagnosis**    | Rapid and accurate diagnosis of stroke greatly increases chances of survival and recovery of the patient. This is highly specialised work which ideally should be done by neuroradiologists with many years of training and experience. However, these experts are not available in every hospital, 24 hours a day, 7 days a week, and in practice diagnosis is often done by nonspecialist emergency medicine doctors. As diagnostic data are accumulated from previous stroke patients, AI systems could provide stroke diagnosis that is fast, and always available in hospitals.  
Draws heavily from the NIHR Greater Manchester Patient Safety Translational Research Centre and the Information Commissioner’s Office (ICO) Citizens’ Juries work [http://www.bit.ly/GMSTRCCitizensJuries](http://www.bit.ly/GMSTRCCitizensJuries) |
| **Job Applicant Screening** | A large company in the private sector receives a high volume of applications, and plans to use an AI system to screen job applications and make shortlisting decisions. This will allow the company to screen every application and process applications more quickly. This system may also more objectively make decisions that would otherwise be prone to human errors or judgment. On the other hand, depending on how the system is trained, it may learn to reinforce existing patterns of hiring.  
Draws heavily on the ICO and RSA (Royal Society for the encouragement of Arts, Manufactures and Commerce) Citizens’ Juries work [5]                                                                 |                                                                                                                                                      |
| **Credit Scoring**      | A new credit scoring company has decided to enter the market, and provide a new credit score. They would like their scores to be more accurate, and are considering using AI to assign people scores in the hopes of better predicting whether they will repay money. Using AI will allow for many more features to be input and also pick out a more accurate way to combine features to predict a person’s likelihood of repaying. AI advocates and experts think this will allow companies to lend more money to people who are likely to pay it back, but who might have been excluded in the traditional system.  
New, but fits within the generic ICO format                                                                 |                                                                                                                                                      |
| **Law Enforcement**     | Imagine that local law enforcement in your city is under-resourced, sometimes causing it to fail to prevent crimes or leave crimes unsolved. The city government decides to procure a facial recognition system to make law enforcement more efficient. The system will allow law enforcement to identify people or verify their identities, for example, to find missing persons, match surveillance footage from a crime scene against a database of faces, or verify people’s identities when they are stopped by the police.  
New, but fits within the generic ICO format                                                                 |                                                                                                                                                      |

Table 3. Excerpts from each of the four hypothetical scenarios.
### Table 4. Descriptions of the three systems participants could choose among for the Stroke Diagnosis and Law Enforcement scenarios.

For all scenarios, participants were offered three systems with 75%, 85%, and 95% accuracy, where the most accurate system provided the least transparency. In all scenarios except Law Enforcement, transparency was accomplished through explanations; for Law Enforcement we offered transparency options focused on appeal and oversight.

|                           | System A Rule-Based | System B Conventional Machine Learning | System C Deep Learning |
|---------------------------|---------------------|----------------------------------------|------------------------|
| **Accuracy**              | 75% (nonspecialist doctor’s level) | 85% (expert doctor’s level) | 95% (beyond human level) |
| **Transparency**          | Full explanation of all the specific reasons that led to diagnosis | Partial explanation describing features that played a role in diagnosis | No explanation |

**Stroke Diagnosis**

|                           | System A Rule-Based |
|---------------------------|---------------------|
| **Accuracy**              | 75% (nonspecialist doctor’s level) |
| **Transparency**          | Full explanation of all the specific reasons that led to diagnosis |

**Law Enforcement**

|                           | System A Rule-Based |
|---------------------------|---------------------|
| **Accuracy**              | 75% (accurate in good lighting and conditions) |
| **Transparency**          | Provides an ability for people who have had their faces matched to appeal (request human review prior to formal decision-making), plus monthly reports for regular external oversight |

|                           | System B Conventional Machine Learning |
|---------------------------|----------------------------------------|
| **Accuracy**              | 85% (highly accurate) |
| **Transparency**          | Provides an ability for people who have had their faces matched to appeal (request human review prior to formal decision-making), plus monthly reports for regular external oversight |

|                           | System C Deep Learning |
|---------------------------|------------------------|
| **Accuracy**              | 95% (most accurate AI technology) |
| **Transparency**          | No process to appeal (request human review prior to formal decision-making), no process for regular external oversight |