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Abstract

We consider the numerical analysis of the inchworm Monte Carlo method, which is proposed recently to tackle the numerical sign problem for open quantum systems. We focus on the growth of the numerical error with respect to the simulation time, for which the inchworm Monte Carlo method shows a flatter curve than the direct application of Monte Carlo method to the classical Dyson series. To better understand the underlying mechanism of the inchworm Monte Carlo method, we distinguish two types of exponential error growth, which are known as the numerical sign problem and the error amplification. The former is due to the fast growth of variance in the stochastic method, which can be observed from the Dyson series, and the latter comes from the evolution of the numerical solution. Our analysis demonstrates that the technique of partial resummation can be considered as a tool to balance these two types of error, and the inchworm Monte Carlo method is a successful case where the numerical sign problem is effectively suppressed by such means. We first demonstrate our idea in the context of ordinary differential equations, and then provide complete analysis for the inchworm Monte Carlo method. Several numerical experiments are carried out to verify our theoretical results.
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1. Introduction

In quantum mechanics, an open quantum system refers to a quantum system interacting with the environment. In reality, no quantum system is absolutely isolated, and therefore the theory of open quantum systems has wide applications including quantum thermodynamics \cite{s2}, quantum information science \cite{s3}, and quantum biology \cite{s1}. Due to interaction with the environment, the quantum system is irreversible \cite{s4}, and its master equation can be obtained by Nakajima-Zwanzig projection technique \cite{s6}, \cite{s7}, which is an integro-differential equation showing that the dynamics is non-Markovian. When the coupling between the quantum system and the environment is weak, Markovian approximation can be used to simplify the simulation \cite{s8}, while for non-Markovian simulations, one needs to apply more expensive methods such as QuAPI (quasi-adiabatic propagator path integral) \cite{s9}, \cite{s10} and HEOM (hierarchical equations of motion) \cite{s11}. In this paper, we are interested in the numerical analysis for the inchworm algorithm \cite{s12}, \cite{s13}, which is a recently proposed diagrammatic Monte Carlo method for open quantum system. The inchworm algorithm was originally proposed in \cite{s14} for impurity models. In \cite{s15}, the method is recast in a continuous form as an integro-differential equation, so that classical numerical techniques can be applied.
In the integro-differential equation formulation of the inchworm method, the time derivative of the propagator is written as an expression involving an infinite series and high-dimensional integrals. Therefore, the numerical method involves both a Runge-Kutta part for time marching and a Monte Carlo part to deal with the series and integrals. In abstract form, we write the equation as

\[ \frac{du}{dt} = \text{RHS} = \mathbb{E}_X R(X), \tag{1} \]

where \( \mathbb{E}_X \) denotes the expectation with respect to the random variable \( X \), and both \( \text{RHS} \) and \( R(X) \) are functions of the solution \( u \). While we motivate \( (1) \) using the inchworm method, such type of equations also arises in many other contexts, and thus our analysis applies in a wider context.

Consider using the forward Euler method as the time integrator, combined with Monte Carlo estimate of the \( \text{RHS} \), the numerical scheme is

\[ u_{n+1} = u_n + \frac{h}{N_s} \sum_{i=1}^{N_s} R(X_{i}^{(n)}), \tag{2} \]

where \( h \) is the time step, and \( X_{i}^{(n)} \) are random variables drawn from the probability distribution of \( X \). Such a scheme is highly related to a number of existing methods such as the Direct simulation Monte Carlo \([2, 3]\), stochastic gradient descent method \([45]\), and the random batch method \([18]\). The qDRIFT method proposed in \([6]\) is also a variant of \( (2) \) by replacing the forward Euler method with an exact solver in the context of Hamiltonian simulation. The scheme \( (2) \) can be easily extended to general Runge-Kutta methods, which is found in \([5]\) to be useful in the simulation of open quantum systems. The numerical analysis of such a method has been carried out for differential-type equations in several cases \([16, 18, 22]\). When such methods are applied to systems with dissipation \([21, 22]\), the numerical error can be well controlled by the intrinsic property of the system for long-time simulations. However, in quantum mechanics, where the propagators remain unitary for any \( t \), it is often seen that the error grows rapidly with respect to time in the real-time simulations \([4, 26]\), as is known as the “numerical sign problem”, or more specifically the “dynamical sign problem” in the context of open quantum systems \([34, 35, 40]\).

The purpose of the inchworm Monte Carlo method is to mitigate the numerical sign problem when simulating the open quantum system by Dyson series expansion \([5, 7]\). The numerical sign problem, which will be further elaborated in \(|2.2|\) refers to the stochastic error when applying Monte Carlo method to estimate the sum or the integral of highly oscillatory, high-dimensional functions. This is an intrinsic and notorious difficulty for simulating many-body quantum systems, such as in condensed matter physics \([25]\) and lattice field theory \([10]\). For open quantum systems, the numerical sign problem becomes more severe as the simulation time gets longer \([34, 35, 40]\). Specifically, the average numerical error is proportional of the exponential of \( t^2 \), as introduces great difficulty for long time simulations. Inchworm Monte Carlo method adopts the idea of “partial resummation”, and has successfully reduced the numerical error in a number of applications \([11, 13, 39]\). However, as mentioned in \([8]\), it is not totally clear how the inchworm Monte Carlo method mitigates the numerical sign problem, despite some intuition coming from the idea of partial resummation. In this work, our aim is to demystify such mechanism by a deep look into the evolution of the numerical error. We find that the error of the inchworm Monte Carlo method grows as the exponential of a polynomial of \( t \). However, the source of such error growth is not the numerical sign problem. The reason of the fast growth mainly comes from the amplification of the error at previous time steps, which is more similar to the error amplification in Runge-Kutta methods for ordinary differential equations. By separating these two types of error growth—numerical sign problem and error amplification, we find that partial resummation can be regarded as a tool to trade-off the two types of error, as may help flatten the error growth curve in certain cases. We hope this also helps understand a more general class of iterative numerical methods for computing summations \([23, 31, 32, 38]\).

In fact, such understanding of error balance can be already revealed in the context of ODEs, which we will first focus on to save the involved notations in the inchworm Monte Carlo method. Thus, in Section \(|2|\)
we carry out the error analysis of differential equations for general Runge-Kutta methods with Monte Carlo evaluation of the right-hand side. The results are of independent interests, and the analysis also serves as a simple context to understand how partial resummation transforms the mechanism of error growth from numerical sign problem to error amplification. Afterwards, a detailed analysis for the inchworm Monte Carlo method will be given, which reveals the behavior of the error growth in the inchworm Monte Carlo method, and explains whether/how it relaxes the numerical sign problem. In Section 3, we introduce the inchworm Monte Carlo method based on an integro-differential equation formulation, and we present the corresponding main results of numerical analysis and their implication in Section 4. Our analytical results are verified by several numerical tests in Section 5, showing the agreement between the theory and the experiments. The rigorous proofs for the error analysis of differential equation and inchworm Monte Carlo equation are later given in Section 6 and Section 7 respectively. Finally, some concluding remarks are given in Section 8.

2. A stochastic numerical method for differential equations

To demonstrate the methodology of numerical analysis for the equations with the form (1), we first consider the simple case of an ordinary differential equation:

\[
\frac{du}{dt} = f(t, u(t)), \quad t \in [0, T],
\]

where \( u : [0, T] \to \mathbb{C}^d \) and the right-hand side \( f \) is \((p+1)\)-times continuously differentiable. A general \( s \)-stage explicit Runge-Kutta method of order \( p \) reads

\[
u_{n+1} = u_n + h \sum_{i=1}^{s} b_i k_i, \quad 0 \leq n \leq N
\]

\[
k_i = f\left(t_n + c_i h, u_n + h \sum_{j=1}^{i-1} a_{ij} k_j\right), \quad i = 1, \cdots, s.
\]

For simplicity, we assume that the time step \( h = \frac{T}{N} \) is smaller than 1, and \( u_0 \) is given by the initial condition \( u(0) \). The error estimation of Runge-Kutta methods is standard and can be found in textbooks such as [15].

As mentioned in the introduction, we now consider a special scenario where the right-hand side of this equation can be represented as the expectation of a stochastic variable:

\[
f(t, u) = E_X[g(t, u, X)], \quad \forall t, u
\]

with \( X \) being a random variable subject to a given distribution. Inspired by the Runge-Kutta method, we consider the following numerical scheme:

\[
\tilde{u}_{n+1} = \tilde{u}_n + h \sum_{i=1}^{s} b_i \tilde{k}_i, \quad 0 \leq n \leq N
\]

where

\[
\tilde{k}_i = \frac{1}{N_x} \sum_{l=1}^{N_x} g\left(t_n + c_i h, \tilde{u}_n + h \sum_{j=1}^{i-1} a_{ij} \tilde{k}_j, X_l^{(i)}\right)
\]

with the initial condition \( \tilde{u}_0 = u(0) \). Here \( X_l^{(i)} \) are independent samples generated from the probability distribution of \( X \).

In this section, we will look for the gap between these two numerical methods (4) and (6). In specific, we aim to bound the bias \( \|E(u_N - \tilde{u}_N)\|_2 \) and the numerical error \( \|E(||u_N - \tilde{u}_N||_2^2)\|^{1/2} \). By combining these
errors with the error estimation of Runge-Kutta methods, the final error bounds can be obtained simply by triangle inequality:

\[ \| \mathbb{E}(u(T) - \tilde{u}_N) \|_2 \leq \| u(T) - u_N \|_2 + \| \mathbb{E}(u_N - \tilde{u}_N) \|_2, \]

\[ \| \mathbb{E}(\| u(T) - \tilde{u}_N \|_2^2) \|^{1/2}_2 \leq \| u(T) - u_N \|_2 + \| \mathbb{E}(\| u_N - \tilde{u}_N \|_2^2) \|^{1/2}_2, \]

where \( \| u(T) - u_N \|_2 \) is the numerical error for the standard Runge-Kutta method, whose analysis can be found in a number of textbooks.

2.1. Main results for differential equations

In this section, we will list the main results of our error analysis. The results are based on the following working hypothesis:

\[ \| \nabla u g^{(m)}(t, u, X) \|_2 \leq M', \quad \| \nabla u f^{(m)}(t, u) \|_2 \leq M, \quad \| \nabla^2 u f^{(m)}(t, u) \|_F \leq M'', \tag{8} \]

where \( f^{(m)} \) denotes the \( m \)th component of \( f \), and \( M, M' \) and \( M'' \) are constants independent of \( t, u \) and \( X \). For the Runge-Kutta solution, we define

\[ |u_{\text{RK}}^{(m)}|_{\text{std}} = \max_n \max_{i=1}^d \sqrt{\text{Var} g^{(m)}(t_n + c_i h, u_n + h \sum_{j=1}^{i-1} a_{ij} k_j, X)}, \]

\[ |u_{\text{RK}}|_{\text{std}} = \left( \sum_{m=1}^d |u_{\text{RK}}^{(m)}|^2 \right)^{\frac{1}{2}}. \]

For simplicity, below we use \( R \) to denote the upper bound of all the coefficients appearing in the Runge-Kutta method \[ 4 \]. Precisely, we assume that

\[ |a_{ij}|, |b_i|, |c_i| \leq R \text{ for all } i, j. \tag{9} \]

Thus, the recurrence relations of both the bias and the numerical error can be established as:

**Proposition 1.** Given a sufficiently small time step length \( h \) and a sufficiently large number of samples at each step \( N_s \), if the boundedness assumptions \( 5 \) hold, we have the recurrence relations

\[ \| \mathbb{E}(u_{n+1} - \tilde{u}_{n+1}) \|_2 \leq (1 + \alpha h)\| \mathbb{E}(u_n - \tilde{u}_n) \|_2 + \alpha h \left( \| u_n - \tilde{u}_n \|_2^2 + \frac{h^2}{N_s} |u_{\text{RK}}|_{\text{std}}^2 \right), \tag{10} \]

and

\[ \mathbb{E}(\| u_{n+1} - \tilde{u}_{n+1} \|_2^2) \leq (1 + \beta h)\| \mathbb{E}(u_n - \tilde{u}_n) \|_2^2 + \beta \left( \frac{h^2}{N_s} |u_{\text{RK}}|_{\text{std}}^2 + \frac{\alpha^2 h^5}{s^2 R^2 N_s^2} |u_{\text{RK}}|_{\text{std}}^4 \right), \tag{11} \]

where

\[ \alpha = 2^{-s} s R \sqrt{d} \max(M', 2sM'', 2^{s+2} s^3 M'^2 M'' R^2, 2^{s+1} s^2 M'' R^2) \]

and

\[ \beta = \max(4 + 2^{s+3} M'^2 d R^2 s^3, 2^{s+1} R^2 s^2). \]

Next, we apply the two recurrence relations above and accumulate the two errors step by step. We will reach the following estimates:

**Theorem 2.** Under the settings in Proposition \[ 7 \] we have the following estimates:

**Bias estimation**

\[ \| \mathbb{E}(u_N - \tilde{u}_N) \|_2 \leq \left( \frac{\alpha h^2}{N_s} (e^{\alpha T} - 1) + \alpha T \left( \frac{h}{N_s} + \frac{\alpha^2 h^4}{s^2 R^2 N_s^2} |u_{\text{RK}}|_{\text{std}}^2 \right) (e^{\max(\alpha, \beta) T} - 1) \right) |u_{\text{RK}}|_{\text{std}}^2. \tag{12} \]

**Numerical error estimation**

\[ \mathbb{E}(\| u_N - \tilde{u}_N \|_2^2) \leq \left( e^{\beta T} - 1 \right) \left( \frac{h}{N_s} + \frac{\alpha^2 h^4}{s^2 R^2 N_s^2} |u_{\text{RK}}|_{\text{std}}^2 \right) |u_{\text{RK}}|_{\text{std}}^2. \tag{13} \]
This theorem shows that although the stochastic scheme is biased, the bias plays a minor role in the numerical simulation since the stochastic noise, estimated by the square root of $h/N_s$, is significantly larger. However, in the estimate (13), the constant $\alpha$ only appears in a term significantly smaller than $h/N_s$. Thus, it is expected that the second-order derivatives have less effect on the numerical error. This is also the case for the inchworm Monte Carlo method to be analyzed in Section 7, and accordingly we will give less details for the estimate involving second-order derivatives.

We will defer the proofs of these theorems. For now, let us discuss the implication of these theorems and how this is related to the numerical sign problem in the quantum Monte Carlo method.

2.2. Discussion on the relation between the numerical error and the numerical sign problem

The above error estimation shows exponential growth of the numerical error with respect to time. Such exponential growth is due to the amplification of the error at previous time steps, as is well known in the numerical analysis for ordinary differential equations, which is often estimated by the discrete Grönwall inequality.

There exists another kind of exponential growth of error, which is typically encountered in the stochastic simulation of quantum mechanical systems, called the “numerical sign problem” [25]. Such a problem occurs when using the Monte Carlo method to evaluate the integral or sum of a strongly oscillatory high-dimensional function. To understand how the numerical sign problem causes the exponential growth of the numerical error, we consider the case where $f(t, u) = -iH(t)u$ and $g(t, u, X) = -iA(t, X)u$. As an analog of quantum mechanics, we assume that $H(t)$ is a Hermitian matrix, so that $\|u(t)\|_2^2 = \|u(0)\|_2^2$ for any $t$. The solution of this system of ordinary differential equations can be expressed by the Dyson series:

$$u(T) = u(0) + \sum_{i=1}^{+\infty} \int_0^T \int_0^{t_M} \cdots \int_0^{t_2} (-i)^M (E_{X_M}A(t_M, X_M)) (E_{X_{M-1}}A(t_{M-1}, X_{M-1})) \cdots (E_{X_1}A(t_1, X_1)) u(0) \, dt_1 \cdots dt_{M-1} \, dt_M. \quad (14)$$

Thus $u(T)$ can be evaluated directly using the Monte Carlo method to approximate the integral, where $M, t_1, \cdots, t_M$ and $X_1, \cdots, X_M$ are all treated as random variables. While different methods to draw samples exist [3], here we only consider the simplest approach, in which $M$ follows the Poisson distribution with the parameter $\lambda = M'T$ where $M'$ is the bound of the first-order derivatives defined in (6), the time points $(t_1, t_2, \cdots, t_M)$ are uniformly distributed in the $M$-dimensional simplex. Let $u^{(\text{num})}(T)$ be the numerical solution obtained using this method. Then the standard error estimation of the Monte Carlo method yields

$$\mathbb{E}[\|u^{(\text{num})}(T) - u(T)\|_2^2] \leq \sum_{M=0}^{+\infty} \frac{e^{M'T}}{(M')^M} \int_0^T \int_0^{t_M} \cdots \int_0^{t_2} \mathbb{E}[\|A(t_M, X_M)A(t_{M-1}, X_{M-1}) \cdots A(t_1, X_1)u(0)\|_2^2] \, dt_1 \cdots dt_{M-1} \, dt_M \leq [\exp((d + 1)M'T) - 1]\|u(0)\|_2^2. \quad (15)$$

where $d$ is the number of dimensions of $u$. It can be observed that the numerical error again grows exponentially in time. However, such exponential growth of the error is not due to the error amplification in the Grönwall inequality. It comes from the growing integral domain on the right-hand side of (14). Note that although the integral domain expands as $T$ increases, the magnitude of the infinite sum does not grow over time ($\|u(T)\|_2 = \|u(0)\|_2$). This indicates that when $T$ is large, strong oscillation exists in the integrand of (14), resulting in significant cancellation when taking the sum, which leads to huge variance for Monte Carlo estimation. This intrinsic difficulty of stochastic methods is known as the numerical sign problem.
As we will see later, if not carefully dealt with, the numerical sign problem can cause even faster growth of the numerical error. One possible approach to mitigating the numerical sign problem is to use the method of partial resummation, which only takes part of the summation (instead of the whole integral), and use the result to find other parts of the sum. For example, suppose we want to compute the infinite sum:

\[ s = 1 + a + a^2 + a^3 + \cdots , \]

we can choose to take the sum directly using the Monte Carlo method. Alternatively, we can also first take the partial sum \( s_1 = 1 + a \), and then use the result of \( s_1 \) to compute another partial sum \( s_3 = (1 + a^2)s_1 \). Afterwards, \( s_3 \) can be used to compute \( s_7 = (1 + a^4)s_3 \), and so forth. It can be seen that the error in the computation of \( s_1 \) will be amplified when computing \( s_3 \), and the error of \( s_3 \) will be amplified in the computation of \( s_7 \). This illustrates the idea of partial resummation, which partly transfers the sign problem to error amplification. Below we would like to demonstrate that sometimes the Runge-Kutta method can also be considered as the partial resummation of (14), which changes the underlying mechanism of the error growth.

Consider applying the forward Euler method to the equation

\[ \frac{du}{dt} = -iH(t)u, \quad H(t) = E_X A(t, X), \]

so that the numerical scheme is

\[ \tilde{u}_{n+1} = \tilde{u}_n - \frac{h}{N_s} \sum_{i=1}^{N_s} A(t_n, X_i^{(n)}) \tilde{u}_n. \]

When \( n = 0 \), the scheme gives

\[ \tilde{u}_1 = u(0) - \frac{h}{N_s} \sum_{i=1}^{N_s} A(0, X_i^{(0)}) u(0). \]  

If we view the underlined term as a special Monte Carlo method to evaluate the integral

\[ \int_0^h \mathcal{E}A(t_1, X) u(0) \, dt_1, \]

for which we only take one sample of \( t_1 \) locating at \( t_1 = 0 \), then \( \tilde{u}_1 \) turns out to be part of the right-hand side of (14) by reducing the integral domain from \( T \) to \( h \) and only considering \( M = 1 \). Next, this partial sum \( \tilde{u}_1 \) is used to compute \( \tilde{u}_2 \):

\[ \tilde{u}_2 = \tilde{u}_1 - \frac{h}{N_s} \sum_{i=1}^{N_s} A(t_1, X_i^{(1)}) \tilde{u}_1 \]

\[ \approx u(0) + \frac{h^2}{N_s} \sum_{i=1}^{N_s} A(0, X_i^{(0)}) \sum_{i=1}^{N_s} A(h, X_i^{(1)}) \sum_{i=1}^{N_s} A(0, X_i^{(0)}) u(0) \]

\[ \approx u(0) + \int_0^{h} \mathcal{E}A(t_1, X) u(0) \, dt_1 + \frac{1}{2} \int_0^{2h} \int_0^{t_2} \int_0^{t_1} (-i)(\mathcal{E}A(t_2, X)) (\mathcal{E}A(t_1, X)) u(0) \, dt_1 \, dt_2, \]

which can again be considered as the partial sum of (14). For further time steps, this can also be verified. As is well known, the error of the forward Euler method may accumulate as the solution evolves, and therefore this example again shows the change of the mechanism for the growth of the error.

However, our error estimate in Theorem 2 seems to suggest that shifting the numerical sign problem to error amplification does not flatten the error curve, which still grows exponentially. The reason is that our error estimation does not make any assumption on the stability of the Runge-Kutta method, as leads to
the exponential growth of the error regardless of the scheme and the problem. Again, let us take (16) as an example and apply the second-order Heun’s method. Then the deterministic scheme and the stochastic scheme are, respectively,

\[ u_{n+1} = (I - h \mathcal{L}) u_n \quad \text{and} \quad \tilde{u}_{n+1} = (I - h \mathcal{A}) \tilde{u}_n, \tag{18} \]

where

\[
\mathcal{L} = \frac{1}{2} \left[ i \left( H(t_n) + H(t_{n+1}) \right) + hH(t_{n+1})H(t_n) \right],
\]

\[
\mathcal{A} = \frac{1}{2} \left[ \frac{1}{N_s} \sum_{l=1}^{N_s} \left( A(t_n, X_l^{(1)}) + A(t_{n+1}, X_l^{(2)}) \right) + h \left( \frac{1}{N_s} \sum_{l=1}^{N_s} A(t_{n+1}, X_l^{(2)}) \right) \left( \frac{1}{N_s} \sum_{l=1}^{N_s} A(t_n, X_l^{(1)}) \right) \right].
\]

By straightforward calculation, we can find that

\[
\mathbb{E}\|u_{n+1} - \tilde{u}_{n+1}\|^2 \leq \|I - h \mathcal{L}\|^2 \mathbb{E}\|u_n - \tilde{u}_n\|^2 + h^2 \mathbb{E}\|\mathcal{L} - \mathcal{A}\| \tilde{u}_n\|^2.
\]

On the right-hand side, the second term can be bounded by the standard Monte Carlo error estimate. For the first term, if we assume that \( H(t_{n+1}) \) and \( H(t_n) \) are both Hermitian matrices, and \( H(t_{n+1}) - H(t_n) = O(h) \), then \( \|I - h \mathcal{L}\|^2 = 1 + O(h^4) \). Therefore when \( h \) is small, the exponential growth of the error can be well suppressed, since

\[
\lim_{h \to 0^+} (1 + Ch^4)^{T/h} = 1
\]

for any positive constants \( C \) and \( T \). However, for large time steps such that \( \|I - h \mathcal{L}\|^2 \) is significantly larger than 1, the error still grows exponentially. In general, for a stable Runge-Kutta scheme, the constant \( \beta \) in the coefficient \( (1 + \beta h) \) appearing in (11) can be negative or a positive \( o(1) \) quantity. In this case, partial resummation indeed helps reduce the error growth. One example of applications is the method of qDRIFT proposed in [3], where the total Hamiltonian is also computed using a stochastic method. A symplectic time integrator is utilized therein so that the error growth is also well suppressed. Note that the paper [4] provides only an estimate of the bias for qDRIFT, while has not considered the full numerical error. As we have discussed, the bias is in fact not the major part of the error.

The analysis of such a simple ODE sketches the idea how the numerical sign problem can be mitigated in the algorithms with partial resummation. For open quantum systems, the inchworm Monte Carlo method, which has been claimed to have the capability of taming the numerical sign problem [3], is one option to apply partial resummation to the corresponding Dyson series. However, due to the existence of the heat bath, the evolution of the quantum state is non-Markovian, and the equation that the inchworm Monte Carlo method solves can only be formulated as an integro-differential equation, so that one cannot simply apply a symplectic scheme to suppress the error growth. For this reason, the situation of the inchworm Monte Carlo method is much more complicated due to the nontrivial behavior of the error amplification. A detailed discussion can be found in the following.

3. Introduction to inchworm Monte Carlo method

We study an open quantum system described by the von Neumann equation for the density matrix \( \rho(t) \)

\[
\frac{d\rho}{dt} = [H, \rho] := H\rho - \rho H, \tag{19}
\]

where the Schrödinger picture Hamiltonian \( H \) is a Hermitian operator on the Hilbert space \( \mathcal{H}_s \otimes \mathcal{H}_b \), with \( \mathcal{H}_s \) and \( \mathcal{H}_b \) representing respectively the Hilbert spaces associated with the system and the bath of the open quantum system. The operator \( H \) consists of the Hamiltonians of the system and the bath, as well as the coupling terms describing the interaction of the system and the bath. Assuming that the coupling term has the tensor-product form, we have

\[
H = H_s \otimes \text{Id}_b + \text{Id}_s \otimes H_b + W_s \otimes W_b,
\]
where $H_s$ and $W_s$ are Hermitian operators on $\mathcal{H}_s$, $H_b$ and $W_b$ are Hermitian operators on $\mathcal{H}_b$, and $\text{Id}_s$, $\text{Id}_b$ are the identity operators for the system and the bath, respectively. In our paper, we take the common assumption that the bath is modeled by a larger number of harmonic oscillators, and we only consider the simplest system modeled by a single spin. Such a problem is often used as benchmarks, as it exhibits most difficulties in the treatment of the system-bath coupling, and is known as the spin-boson model to be introduced below.

3.1. Spin-boson model

As one fundamental example of open quantum systems \[12, 20, 44\], the spin-boson model assumes that

$$\mathcal{H}_s = \text{span}\{|1\}, |2\}, \quad \mathcal{H}_b = \bigotimes_{i=1}^{L} (L^2(\mathbb{R}^3)),$$

where $L$ is the number of harmonic oscillators in the bath. The corresponding Hamiltonians are

$$H_s = \epsilon \hat{\sigma}_z + \Delta \hat{\sigma}_z, \quad H_b = \sum_{i=1}^{L} \frac{1}{2} (\hat{p}_i^2 + \omega_i^2 \hat{q}_i^2)$$

Here $\hat{\sigma}_z$ in $H_s$ are Pauli matrices satisfying $\hat{\sigma}_z |1\rangle = |2\rangle$, $\hat{\sigma}_z |2\rangle = |1\rangle$, $\hat{\sigma}_z |1\rangle = |1\rangle$, $\hat{\sigma}_z |2\rangle = -|2\rangle$, and the parameters $\epsilon$, $\Delta$ are respectively the energy difference between two spin states and frequency of the spin flipping. In the bath Hamiltonian $H_b$, the notations $\hat{p}_i$, $\hat{q}_i$ and $\omega_i$ are respectively the momentum operator, the position operator and the frequency of the $i$th harmonic oscillator. The coupling operators are given by

$$W_s = \hat{\sigma}_z, \quad W_b = \sum_{i=1}^{L} c_i \hat{q}_i,$$

where $c_i$ is the coupling intensity between the $i$th harmonic oscillator and the spin.

The density matrix solving \[19\] can be formally written as $\rho(t) = e^{-itH} \rho(0) e^{itH}$, and we assume its initial value has the separable form $\rho(0) = \rho_s \otimes \rho_b$ where the bath $\rho_b$ commutes with the Hamiltonian $H_b$. We are interested in the evolution of the expectation for a given Hermitian observable $O = O_s \otimes \text{Id}_b$ acting only on the system part, defined by

$$(O(t)) := \text{tr}(O \rho(t)) = \text{tr}(O e^{-itH} \rho(0) e^{itH}) = \text{tr}(\rho_s \otimes \rho_b e^{itH} O e^{-itH}) = \text{tr}(\rho_s G_c(2t, 0)) \quad (20)$$

where we need to evaluate the full propagator $G_c(2t, 0) = \text{tr}(\rho_s e^{itH} O e^{-itH}) \in \mathbb{C}^{2 \times 2}$. The subscript “$e$” stands for “exact” which is used to distinguish $G_c$ from its numerical solutions later. The time parameters 0 and $2t$ are defined on the “Keldysh contour” \[19\], where we consider $e^{itH} O e^{-itH}$ as the operator evolving the quantum state for time $t$ using the Hamiltonian $H$, applying the observable operator $O$, and then evolving the quantum state for another period of time $t$ using the Hamiltonian $-H$. Thus the total time of evolution is $2t$, and the parameters 0 and $2t$ in $G_c(2t, 0)$ denote the initial and final times of such evolution, respectively. This notation can also be generalized to the evolution restricted on a section of the Keldysh contour from $s_i$ to $s_t$ as $G_c : T \rightarrow \mathbb{C}^{2 \times 2}$, where $T = \{(s_t, s_i) \mid 2t \geq s_t \geq s_i \geq 0\}$. The precise definition of $G_c(s_t, s_i)$ is

$$G_c(s_t, s_i) = \begin{cases} 
\text{tr}_b(\rho_b e^{iH_b s_t} e^{-i(s_t-s_i)H_b} e^{-iH_b t}), & \text{if } s_t \leq s_i < t, \\
\text{tr}_b(\rho_b e^{i(2t-s_t)H_b} e^{-(s_t-s_i)H_b} e^{-i(2t-s_t)H_b}), & \text{if } t \leq s_t \leq s_i, \\
\text{tr}_b(\rho_b e^{i(2t-s_t)H_b} e^{i(s_t-t)H_b} O e^{-(t-s_t)H_b} e^{-iH_b t}), & \text{if } s_i < t \leq s_t.
\end{cases}$$

It can be seen that in the case $s_i < t \leq s_t$, if we replace $H_b$ with $H$ in the definition, the result becomes identical to the definition of $G_c(2t, 0)$. Since $H_b$ is the bath part of $H$, the full propagator $G_c(s_t, s_i)$ can be considered as a partial summation of $G_c(2t, 0)$ (see \[2\] for details). The function $G_c(s_t, s_i)$ is discontinuous.
at $s_l = t$ and $s_i = t$ when the operator $O$ is applied. While we only consider the spin-boson model in this work, our analysis can be extended to higher-dimensional Hilbert space $\mathcal{H}_b$ without difficulties.

Due to the high dimensionality of the space $\mathcal{H}_b$, it is impractical to solve $e^{\pm iHt}$ directly. One feasible approach is to apply the method of quantum Monte Carlo to approximate $\langle O(t) \rangle$ numerically based on the Dyson series of propagator $G_c(2t, 0)$ which will be introduced subsequently.

3.2. Dyson series

It is well known that $G_c(s_l, s_i)$ can be expanded into the following Dyson series (for derivation, see [8]):

$$G_c(s_l, s_i) = G_s^{(0)}(s_l, s_i) + \sum_{M=1}^{+\infty} \frac{i^M}{M!} \int_{s_l > \tilde{s} > s_i} (-1)^{\#\{\tilde{s} < t\}} U^{(0)}(s_l, \tilde{s}, s_i) \cdot L^{(0)}(\tilde{s}) \, d\tilde{s}, \quad \text{for } (s_l, s_i) \in \mathcal{T}. \tag{21}$$

Here $\tilde{s} = (s_M, s_{M-1}, \ldots, s_1)$ is an $M$-dimensional vector denoting a decreasing time sequence, and $\#\{\tilde{s} < t\}$ denotes the number of components in $\tilde{s}$ that are less than $t$. The integral with respect to $\tilde{s}$ is interpreted as

$$\int_{s_l > \tilde{s} > s_i} \psi(\tilde{s}) \, d\tilde{s} := \int_{s_l}^{s_1} \int_{s_1}^{s_2} \cdots \int_{s_i}^{s_M} \psi(\tilde{s}) \, ds_{M-1} \, ds_M.$$

In the integrand of (21), the functional $U^{(0)}$ is associated with the system part, defined by

$$U^{(0)}(s_l, \tilde{s}, s_i) = G_s^{(0)}(s_l, s_M)W_sG_s^{(0)}(s_M, s_{M-1})W_s \cdots W_sG_s^{(0)}(s_2, s_1)W_sG_s^{(0)}(s_1, s_i), \tag{22}$$

where

$$G_s^{(0)}(s_{k+1}, s_k) = \begin{cases} e^{-i(s_k+1-s_k)H_s}, & \text{if } s_k \leq s_k+1 < t, \\
0, & \text{if } t \leq s_k \leq s_k+1, \\
0, & \text{if } s_k < t \leq s_k+1. \end{cases} \tag{23}$$

Such a form is related to the operator $W_s$ in the interaction picture. The function $L^{(0)}$ comes from the contribution of the bath, which is computed using the Wick’s theorem [37]. It has the form

$$L^{(0)}(s_M, \ldots, s_1) = \begin{cases} 0, & \text{if } M \text{ is odd;} \\
\sum_{q \in Q(\tilde{s})} \prod_{(s_k, s_j) \in q} B(s_k, s_j), & \text{if } M \text{ is even.} \end{cases} \tag{24}$$

where $B : \{(\tau_2, \tau_1) \mid \tau_1 \leq \tau_2\} \rightarrow \mathbb{C}$ is the two-point bath correlation whose general definition is given in [7]. Later in the numerical experiments, we will specify the formula of $B(\cdot, \cdot)$ for the spin-boson model. The set $Q(\tilde{s})$ is given by:

$$Q(s_M, \ldots, s_1) = \left\{(s_k, j_{k-1}), \ldots, (s_{kM/2}, s_{jM/2}) \mid \{j_1, \ldots, j_{M/2}, k_1, \ldots, k_{M/2}\} = \{1, \ldots, M\}, \\
j_l < k_l \text{ for any } l = 1, \ldots, M/2\right\}, \tag{25}$$

which includes all possible pairings of the set $\{s_1, s_2, \ldots, s_M\}$. For example, when $M = 4$, we have

$$Q(s_4, s_3, s_2, s_1) = \left\{ \{(s_4, s_3), (s_2, s_1)\}, \{\{(s_4, s_2), (s_3, s_1)\}, \{\{(s_4, s_1), (s_3, s_2)\}\}, \right\},$$

and thus

$$L^{(0)}(s_4, s_3, s_2, s_1) = B(s_2, s_1)B(s_4, s_3) + B(s_3, s_1)B(s_4, s_2) + B(s_4, s_1)B(s_3, s_2). \tag{26}$$

For convenience, this is often expressed by the following diagrammatic equation:

$$L^{(0)}(s_4, s_3, s_2, s_1) = \begin{array}{c}
\includegraphics[width=0.5\textwidth]{diagram.png}
\end{array}, \tag{27}$$
where each diagram refers to a product $B(\cdot, \cdot)B(\cdot, \cdot)$ and each arc connecting a pair of bullets denotes the corresponding two-point correlation. For general $M$, the value of the corresponding bath influence functional is the sum of all possible pairings, and the number of these diagrams is $(M - 1)!!$.

To evaluate $G_e(s_t, s_i)$, one may truncate the Dyson series at a sufficiently large integer $M$ and evaluate those high-dimensional integrals on the right-hand side using Monte Carlo integration, resulting in the bare dQMC. More specifically, we replace each integral in (24) by the average of $N_s$ samples of time sequences, and the Dyson series is approximated by

$$G_e(s_t, s_i) \approx G_s^{(0)}(s_t, s_i) + \sum_{M=2}^{M} \frac{1}{N_s} \sum_{i=1}^{N_s} \frac{(s_t - s_i)^M}{M!} \cdot i^M(1) \#(s'^{(i)} < 1) U^{(0)}(s_t, \vec{s}_M^{(i)}, s_i) U^{(0)}(\vec{s}_M^{(i)})$$

where each time sequence $\vec{s}_M^{(i)} := (s_1^{(i)}, \ldots, s_M^{(i)})$ is drawn independently from the uniform distribution $U([s_i, s_t][M])$ and then sorted such that $s_1^{(i)} < s_2^{(i)} < \cdots < s_M^{(i)}$. Note that the bath influence functional vanishes when $M$ is odd, which is why the right-hand side of (28) onlysums over terms with even $M$. For the same reason, the truncation $M$ should also be chosen as an even integer.

The numerical solution obtained via bare dQMC will also encounter the dynamical sign problem: for any given even integer $M$, the function $U^{(0)}$ is the sum of $(M - 1)!!$ terms, and each is bounded by $\mathcal{L}^{M/2}$ upon assuming $|B(\cdot, \cdot)|$ has the uniform upper bound $\mathcal{L}$. Similar to our analysis for (15), the numerical sign problem of (24) can be quantified by the following bound of variance [3, Section 5]:

$$\sum_{M=2}^{M} \frac{(s_t - s_i)^M}{M!} (M - 1)!! \left( ||W_s||^2 \mathcal{L}^{M/2} \right)^2 = \exp \left( \frac{||W_s||^4 \mathcal{L}^2 (s_t - s_i)^2}{2} \right) - 1.$$  

One can see from the bound above that the variance increases exponentially with the square of the length of the time interval, making long time simulations extremely difficult. To mitigate this fast error growth, the inchworm Monte Carlo method was introduced in [3, 7], which will be introduced in the subsequent section.

### 3.3. Inchworm Monte Carlo method

#### 3.3.1. Integro-differential equation

In [3, Section 4], the full propagator has been proved to satisfy the following integro-differential equation:

$$\frac{\partial G_e(s_t, s_i)}{\partial s_t} = \text{sgn}(s_t - t) \left[ iH_s G_e(s_t, s_i) + \sum_{M=1}^{\infty} \frac{i^M}{M!} \int_{s_t > \bar{s} > s_i} d\bar{s} (-1)^\#(\bar{s} < 1) W_s U(s_t, \bar{s}, s_i) L(s_t, \bar{s}) \right].$$  

(30)

The equation holds for the initial time point $s_i \in [0, 2t]\{t\}$ and the final time point $s_t \in [s_i, 2t]\{t\}$, and satisfies the following “jump conditions” due to the discontinuity of $G_e(s_t, s_i)$:

$$\lim_{s_t \to s_t^+} G_e(s_t, s_i) = O_s \lim_{s_t \to s_t^-} G_e(s_t, s_i),$$

$$\lim_{s_t \to s_t^-} G_e(s_t, s_i) = \lim_{s_t \to s_t^+} G_e(s_t, s_i) = O_s.$$  

(31)

In addition, (30) also satisfies the boundary condition $G_e(s', s') = \text{Id}$ for all $0 \leq s' \leq 2t$.

In the integrand of (30), $U$ is defined similarly to $U^{(0)}$ in the Dyson series with the bare propagator $G_s^{(0)}(\cdot, \cdot)$ replaced by the full propagator $G_e(\cdot, \cdot)$:

$$U(s_t, \bar{s}, s_i) = G_e(s_t, s_M) W_s G_e(s_M, s_{M-1}) W_s \cdots W_s G_e(s_2, s_1) W_s G_e(s_1, s_i).$$  

(32)
The definition of the bath part \( \mathcal{L} \) is also similar to \( \mathcal{L}^{(0)} \):

\[
\mathcal{L}(s_1, s_2, \cdots, s_1) = \sum_{q \in Q^c(s_1, s_1)} \prod_{(s_q, s_{q'}) \in q} B(s_q, s_{q'}),
\]

where \( Q^c \) is a subset of \( Q \) appearing in \( \mathcal{L}^{(0)} \) which only includes “linked” pairings, which means in its diagrammatic representation all points are connected with each other using arcs as “bridges”. For example when \( M = 3 \), \( \mathcal{L}(s_1, s_3, s_2, s_1) \) only contains one linked diagram in (27):

\[
\mathcal{L}(s_1, s_3, s_2, s_1) = \begin{array}{c}
\end{array} = B(s_3, s_1)B(s_1, s_2),
\]

Another example for \( M = 5 \) is given by

\[
\mathcal{L}(s_1, s_5, s_4, s_3, s_2, s_1) = \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array} = B(s_3, s_1)B(s_5, s_2)B(s_1, s_3) + B(s_4, s_1)B(s_5, s_2)B(s_1, s_3) + B(s_4, s_1)B(s_5, s_2)B(s_1, s_3) + B(s_4, s_1)B(s_5, s_2)B(s_1, s_3)
\]

which does not include the unlinked terms in the bath influence functional \( \mathcal{L}^{(0)}(s_1, s_5, s_4, s_3, s_2, s_1) \) such as

\[
\begin{array}{c}
\end{array} := B(s_2, s_1)B(s_5, s_3)B(s_1, s_4), \quad \begin{array}{c}
\end{array} := B(s_3, s_1)B(s_5, s_2)B(s_1, s_4), \quad \cdots
\]

where the pairs marked in red do not link to the rest part of the diagrams via the arc bridges. Despite the smaller number of the diagrams included in \( \mathcal{L}(s_m, \cdots, s_1) \) compared to \( \mathcal{L}^{(0)}(s_m, \cdots, s_1) \) in Dyson series, this number also grows asymptotically as the double factorial \( e^{-1}(m-1)!! \) [42]. Therefore, the modulus of \( \mathcal{L}(s_1, s_M, \cdots, s_1) \) for given odd \( M \) is similarly assumed to be bounded by \( M!! L^{M+1} \).

The relation between the equation (39) and the original Dyson series (21) is similar to the relation between (3) and (13). However, due to the non-Markovian nature of the propagators, partial resummation cannot reduce the series to a differential equation, and therefore the equation holds an integro-differential form. Nevertheless, by partial resummation, the series in integro-differential equation (39) converges much faster than Dyson series (21), allowing us to truncate it to get a reasonable approximation. In this paper, we assume that the series in (39) is truncated up to a finite \( M \), which can provide sufficiently good approximation to the original equation. For convenience, we write the integro-differential equation with truncated series as

\[
\frac{\partial G_c(s_1, s_1)}{\partial s_1} = \text{sgn}(s_1 - t)\mathcal{H}(G_c(s_1, s_1) + \mathcal{H}(s_1, G_c, s_1))
\]

where

\[
\mathcal{H}(s_1, G_c, s_1) := \text{sgn}(s_1 - t) \sum_{M = 1}^{M} \sum_{M \text{ is odd}} \int_{s_1 > \bar{s} > s_1} (-1)\#(\bar{s} < t) W_s U(s_1, \bar{s}, s_1) \mathcal{L}(s_1, \bar{s}) d\bar{s}.
\]

Remark 1. The original inchworm algorithm proposed in [3, Section 3] was not introduced using the integro-differential equation. Instead, it writes the full propagator \( G(s_1, s_1) \) in a form similar to the Dyson series:

\[
G(s_1, s_1) = G_{a_1}(s_1, s_1) + \sum_{M = 2}^{+\infty} \int_{s_1 > \bar{s} > s_1} (-1)^{\#(\bar{s} < t) + M} \times G_{a_1}(s_1, s_M) W_s G_{a_1}(s_M, s_{M-1}) W_s \cdots W_s G_{a_1}(s_2, s_1) W_s (s_1, s_1) \mathcal{L}_{ip}(s_1) d\bar{s},
\]
where $s_{\uparrow} \in (s_i, s_f)$ and 

$$G_{s_{\downarrow}}(s_f, s_i) = \begin{cases} 
G(s_f, s_i), & \text{if } s_i \leq s_f \leq s_{\uparrow}, \\
G^{(0)}(s_f, s_i), & \text{if } s_{\uparrow} < s_i \leq s_f, \\
G^{(0)}(s_f, s_{\uparrow}) G(s_{\uparrow}, s_i), & \text{if } s_i \leq s_{\uparrow} < s_f.
\end{cases}$$

The bath part $L_{ip}(\vec{s})$ in (39) is the sum of all the “inchworm proper” diagrams with nodes $\vec{s}$. The set of inchworm proper diagrams includes all linked diagrams, and we refer to the readers to [7] for its precise definition. The integro-differential equation (30) can be derived from (39) by setting $s_{\uparrow} - s_{\downarrow}$ to be infinitesimal.

### 3.3.2. Numerical method

Similar to the case of the differential equation, we may use general explicit time integrator to solve (37) numerically. In this work, we focus on the numerical method proposed in [5], which is inspired by the second-order Heun’s method:

$$G_{n+1,m} = (I + \text{sgn}(t_n - t) iHsh)G_{n,m} + K_1 h,$$

$$G_{n+1,m} = (I + \frac{1}{2} \text{sgn}(t_n - t) iHsh)G_{n,m} + \frac{1}{2} \text{sgn}(t_{n+1} - t) iHshG_{n+1,m} + \frac{1}{2}(K_1 + K_2) h, \quad 0 \leq m \leq n \leq 2N,$$

where $h = t/N$ (we again require $h \leq 1$) is the time step length, and $G_{n,m}$ denotes the numerical approximation of the solution $G_n(nh, mh)$. Different from the standard Heun’s method for ODEs, the slope $K_1$ has to be computed based on a number of previous numerical solutions

$$g_{n,m} := (G_{m+1,m}; G_{m+2,m+1}, G_{m+2,m}; \ldots; G_{n,n-1}, \ldots, G_{n,m}).$$

The explicit expression for $K_1$ is given by

$$K_1 = F_1(g_{n,m}) := \text{sgn}(t_n - t) \sum_{M = 1}^{M_1} \int_{t_n < \vec{s} > t_m} (-1)^{\#(\vec{s} < t)} W_s I_h G(t_n, s_M) W_s \cdots W_s \times$$

$$\times I_h G(s_1, t_m) L(t_n, \vec{s}) d\vec{s},$$

where $I_h G(\cdot, \cdot)$ is obtained by piecewise linear interpolation on the triangular mesh shown in Figure 4 such that $I_h G(t_j, t_k) = G_{j,k}$ for all integers $0 \leq k \leq j \leq n$. Similarly, $K_2$ is given by

$$K_2 = F_2(g_{n,m}^*) := \text{sgn}(t_{n+1} - t) \sum_{M = 1}^{M_1} \int_{t_{n+1} > \vec{s} > t_m} (-1)^{\#(\vec{s} < t)} W_s I_h^* G(t_{n+1}, s_M) W_s \cdots W_s \times$$

$$\times I_h^* G(s_1, t_m) L(t_{n+1}, \vec{s}) d\vec{s},$$

where $g_{n,m}^* := (g_{n,m}; G_{n+1,n}, \ldots, G_{n+1,m+1}, G_{n+1,m})$ and $I_h^* G(\cdot, \cdot)$ is the linear interpolation such that

$$I_h^* G(t_j, t_k) = \begin{cases} 
G_{j,k}, & \text{if } (j, k) \neq (n + 1, m), \\
G_{n+1,m}^*, & \text{if } (j, k) = (n + 1, m).
\end{cases}$$

To implement this scheme, we compute each $G_{j,k}$ in the order illustrated in Figure 4. Specifically, we calculate the propagators column by column from left to right, and for each column we start from the boundary value $G_{i,i} = \text{Id}$ (red “*”) locating on the diagonal and compute from top to bottom.

Due to the jump conditions (31), we need a special treatment for the two discontinuities at $G_{N,k}$ (green “*”) and $G_{j,N}$ (blue “*”) to achieve second-order convergence. In the numerical scheme, we keep two copies of $G_{N,k}$ or $G_{j,N}$ representing the left- and right-limits when $s \to t^\pm$:

$$(G^{+}_{N,k}, G^{-}_{N,k}) \text{ and } (G^{+}_{j,N}, G^{-}_{j,N}) \text{ for } 0 \leq k \leq N - 1, N + 1 \leq j \leq 2N.$$
Here $G_{N\pm,k}$ and $G_{j,N\pm}$ are, respectively, the approximation of $\lim_{s\to t\pm} G(s,kh)$ and $\lim_{s\to t\pm} G(jh,s)$. The relation $G_{N\pm,k} = O_{s}G_{N\pm,k}$ and $G_{j,N\pm} = J_{i}G_{j,N\pm}$ are immediately derived from the jump conditions. Moreover, we note that the boundary value on the discontinuities are given by: $G_{N\pm,N\pm} = G_{N\pm,N\pm} = \text{Id}$ and $G_{N\pm,N\pm} = O_{s}$.

In the implementation, we need to follow the rules below while evolving the scheme (10) near the discontinuities:

(R1) When $n = N-1$, the quantities $G_{n+1,m}^{*}$ and $G_{n+1,m}$ are regarded as $G_{N\pm,m}$ and $G_{N\pm,m}$, respectively, and $\text{sgn}(t_{n+1} - t)$ takes the value $-1$. When $n = N$, the propagator $G_{n,m}$ is regarded as $G_{N+1,m}^{*}$, and $t_{n} - t$ takes the value $1$.

(R2) The value of $G_{n+1,N+}$ is set to be $O_{s}G_{N\pm,m}$; the value of $G_{n+1,N-}$ is set to be $G_{n+1,N-}O_{s}$.

(R3) $\text{sgn}(t_{N-} - t) = -1$, $\text{sgn}(t_{N-} - t) = 1$.

(R4) The interpolation of $I_{h}G$ and $I_{h}^{*}G$ should respect such discontinuities. For example, the interpolating operator $I_{h}$ should satisfy

\[
\lim_{s \to t^{\pm}} I_{h}G(t_{j},s) = G_{j,N\pm}, \quad \lim_{s \to t^{\pm}} I_{h}^{*}G(s,t_{k}) = G_{N\pm,k},
\]

\[
\lim_{s \to t^{+}} \lim_{\tilde{s} \to t^{+}} I_{h}G(s,\tilde{s}) = \lim_{s \to t^{-}} \lim_{\tilde{s} \to t^{-}} I_{h}G(s,\tilde{s}) = \text{Id}, \quad \lim_{s \to t^{+}} \lim_{\tilde{s} \to t^{-}} I_{h}^{*}G(s,\tilde{s}) = O_{s}.
\]

The conditions for $I_{h}^{*}G$ are similar.

As we will prove later, the above numerical method guarantees a second-order approximation of the solution. However, the computation cost is not affordable when $M$ is large since the degrees of freedom for calculating the integral with respect to $\tilde{s}$ will grow exponentially w.r.t $M$. Therefore, we take advantage of Monte Carlo integration and replace the integrals by the averages of Monte Carlo samples, resulting in the following inchworm Monte Carlo method:

\[
\tilde{G}_{n+1,m}^{*} = (I + \text{sgn}(t_{n} - t)h_{s})\tilde{G}_{n,m} + \tilde{K}_{1}h, \\
\tilde{G}_{n+1,m} = (I + \frac{1}{2}\text{sgn}(t_{n} - t)h_{s})\tilde{G}_{n,m} + \frac{1}{2}\text{sgn}(t_{n+1} - t)h_{s}\tilde{G}_{n+1,m} + \frac{1}{2}(\tilde{K}_{1} + \tilde{K}_{2})h, \quad 0 \leq m \leq n \leq 2N,
\]

(44)
with

\[
\tilde{K}_1 = \frac{1}{N_s} \sum_{i=1}^{N_s} \tilde{F}_i(\tilde{g}_{n,m}; \bar{s}^{(i)}) =: \frac{\operatorname{sgn}(t_n - t)}{N_s} \sum_{i=1}^{N_s} \sum_{M=1}^{M} \frac{1}{M!} (t_n - t_m)^M (-1)^{\#(\bar{s}_m^{(i)} < t)} \times I_h \tilde{G}(t_n, \bar{s}_M^{(i)}) W_s \cdots W_s \times I_h \tilde{G}(s_1^{(i)}, t_m) \mathcal{L}(t_n, \bar{s}_M^{(i)}),
\]

where \(N_s\) denotes the number of samples and each time sequence \(\bar{s}_M^{(i)} = (s_1^{(i)}, s_2^{(i)}, \ldots, s_M^{(i)})\) is drawn from the uniform distribution \(U([t_m, t_n]^M)\) and then sorted such that \(s_1^{(i)} < s_2^{(i)} < \cdots < s_M^{(i)}\). Similarly, we define

\[
\tilde{K}_2 = \frac{1}{N_s} \sum_{i=1}^{N_s} \tilde{F}_i(\tilde{g}_{n,m}; \bar{s}^{(i)}) =: \frac{\operatorname{sgn}(t_{n+1} - t)}{N_s} \sum_{i=1}^{N_s} \sum_{M=1}^{M} \frac{1}{M!} (t_{n+1} - t_m)^M (-1)^{\#(\bar{s}_m^{(i)} < t)} \times I_h \tilde{G}(t_{n+1}, s^{(i)}_M) W_s \cdots W_s \times I_h \tilde{G}(s_1^{(i)}, t_m) \mathcal{L}(t_{n+1}, \bar{s}_M^{(i)}),
\]

with the time sequences \(\bar{s}_M^{(i)} = (s_1^{(i)}, s_2^{(i)}, \ldots, s_M^{(i)})\) drawn from \(U([t_m, t_{n+1}]^M)\) and then sorted as \(s_1^{(i)} < s_2^{(i)} < \cdots < s_M^{(i)}\).

Our goal in this paper is to study the error growth of the inchworm Monte Carlo method \((\text{ICM})\) by comparing it with the numerical sign problem for the classic Dyson series as discussed in \(\text{[20]}\). While it is claimed in \(\text{[7, 8]}\) that the inchworm Monte Carlo method can effectively mitigate such sign problem, a detailed argument on this mitigation has not been provided. Therefore, we aim at a rigorous numerical analysis for the scheme, which will begin from the next section.

4. Numerical analysis for inchworm Monte Carlo method

4.1. Notation and Assumptions

To facilitate our analysis, we first introduce some notations and assumptions in this section.

4.1.1. Vectorization and norms

For a sequence of matrices defined as \(y := (Y_1, Y_2, \ldots, Y_\ell) \in \mathbb{C}^{2 \times 2 \ell}\), we define its vectorization \(\tilde{y}\) by

\[
\tilde{y} = (Y_1^{(11)}, Y_1^{(21)}, Y_2^{(11)}, Y_2^{(12)}, Y_2^{(22)}, \ldots, Y_\ell^{(11)}, Y_\ell^{(21)}, Y_\ell^{(12)}, Y_\ell^{(22)})^T \in \mathbb{C}^{4\ell},
\]

which reshapes the matrix into a column vector. The same notation applies to a single matrix. For example, for \(Y = (Y^{(ij)})_{2 \times 2}\), we have \(\tilde{Y} = (Y^{(11)}, Y^{(21)}, Y^{(12)}, Y^{(22)})^T\). For any function \(F(y)\), its gradient \(\nabla F(y)\) is defined as a \(4\ell\)-dimensional vector:

\[
\nabla F(y) = \left( \frac{\partial F}{\partial Y_1^{(11)}}, \frac{\partial F}{\partial Y_1^{(21)}}, \frac{\partial F}{\partial Y_1^{(12)}}, \frac{\partial F}{\partial Y_1^{(22)}}, \ldots, \frac{\partial F}{\partial Y_\ell^{(11)}}, \frac{\partial F}{\partial Y_\ell^{(21)}}, \frac{\partial F}{\partial Y_\ell^{(12)}}, \frac{\partial F}{\partial Y_\ell^{(22)}} \right)^T,
\]

so that the mean value theorem is denoted by

\[
F(y_2) - F(y_1) = \nabla F \left( (1 - \xi) y_1 + \xi y_2 \right)^T (\tilde{y}_2 - \tilde{y}_1), \quad \text{for some } \xi \in [0, 1].
\]
The Hessian matrix $\nabla^2 F(y)$ is similarly defined as a $4\ell \times 4\ell$ matrix.

Let $\mathcal{I}$ be an index set and $g = (G_\alpha)_{\alpha \in \mathcal{I}}$ be a collection of random matrices with each $G_\alpha \in \mathbb{C}^{2 \times 2}$. For any $\mathcal{D} \subset \mathcal{I}$, we define
\[
\|g\|_\mathcal{D} := \max_{\alpha \in \mathcal{D}} \{\|G_\alpha\|_F\},
\]
where $\| \cdot \|_F$ denotes the Frobenius norm. When $\mathcal{D} = \mathcal{I}$, the subscript $\mathcal{D}$ will be omitted: $\|g\| = \|g\|_\mathcal{I}$. It is clear that $\| \cdot \|$ defines a norm, and $\| \cdot \|_\mathcal{D}$ is a seminorm if $\mathcal{D} \subset \mathcal{I}$. In particular, for any $2 \times 2$ matrix $G$, we define $\|G\| = \|G\|_F$. In our analysis, the index $\alpha$ is always a 2D multi-index. For example, if $n > m$ and
\[
\mathcal{I} = \{(m + 1, m)\} \cup \{(m + 2, m + 1), (m + 2, m)\} \cup \cdots \cup \{(n, n - 1), \cdots, (n, m)\},
\]
then $g$ equals $g_{n,m}$ defined in $[41]$. Similarly, we define
\[
\mathcal{N}^{(\text{std})}_\mathcal{D}(g) = \max_{\alpha \in \mathcal{D}} \left\{ \left[ \mathbb{E}(\|G_\alpha\|^2_F) \right]^{1/2} \right\}
\]
which will be often used throughout our analysis.

### 4.1.2. Boundedness assumptions

We will need the following assumptions for our analysis:

(H1) The exact solution of (37) $G_e$, numerical solution $G$ solved by the deterministic method (40) and numerical solution $\tilde{G}$ solved by inchworm Monte Carlo method (41) are all bounded by a $O(1)$ constant:
\[
\|G_e(s_t, s_i)\| \leq \mathcal{G} \text{ for any } 0 \leq s_i \leq s_t \leq 2t;
\]
\[
\|\tilde{G}_{j,k}\|, \|G_{j,k}\| \leq \mathcal{G} \text{ for any } j, k = 0, 1, \ldots, N - 1, N^+, N + 1, \ldots, 2N - 1, 2N.
\]

(H2) Each $rs$-entry $(r, s = 1, 2)$ of the full propagator $G_e^{(rs)}(s_t, s_i)$ is of class $C^2$ on the domain $s_i \in [0, 2t]\{t\}$, $s_t \in [s_i, 2t]\{t\}$ and we define the following upper bounds:
\[
\left| \frac{\partial^\alpha G_e^{(rs)}}{\partial s_t^{\alpha_1} \partial s_i^{\alpha_2}}(x_1, x_2) \right| \leq \left\{ \begin{array}{ll}
\mathcal{G}'', & \text{for } \alpha = \alpha_1 + \alpha_2 = 2, \\
\mathcal{G}''' & \text{for } \alpha = \alpha_1 + \alpha_2 = 3,
\end{array} \right.
\]
for any $x_2 \in [0, 2t]\{t\}$, $x_1 \in [x_2, 2t]\{t\}$.

(H3) We further assume that system Hamiltonian $H_s$ and system perturbation $W_s$ can also be bounded by $O(1)$ constants:
\[
\|H_s\| \leq \mathcal{H}, \quad \|W_s\| \leq \mathcal{H}.
\]
As mentioned in Section 4.3.1 the two-point correlation is assumed to be bounded by $|B(\cdot, \cdot)| \leq \mathcal{L}$ for some $O(1)$ constant $\mathcal{L}$. According to the definition (39) for $\mathcal{L}$, we bound
\[
|\mathcal{L}(s_m, s_{m-1}, \cdots, s_1)| \leq (m - 1)!\mathcal{L}^{\mathcal{F}}.
\]

Remark 2. Recall that $[50]$ is used as the upper bound for the bath influence functional $|\mathcal{L}^{(9)}(s_m, \cdots, s_1)|$ in Dyson series when analyzing the sign problem $[29]$. Since $\mathcal{L}(s_m, \cdots, s_1)$ includes fewer diagrams, $|\mathcal{L}(s_m, \cdots, s_1)|$ can actually be controlled by a lower bound as $\alpha(m)(m - 1)!\mathcal{L}^{\mathcal{F}}$ with a coefficient $\alpha(m) \in (0, 1)$. In fact, the factor $\alpha(m)$ is the reason why the series (39) has faster convergence than the Dyson series (21). Here we are mainly interested in the case of a finite $M$ (the upper bound of $M$), and therefore the looser bound $[50]$ does not change the order of the error and its general growth rate.
Theorem 4. \[ \text{Bias estimation} \]
\[
\left\| \mathbb{E}(\Delta G_{n+1,m}) \right\| \leq 4\theta_2^2 \alpha(t_{n-m+1}) \gamma(t_{n-m+1}) \left( e^{2\theta_1 \sqrt{P_2(t_{n-m+1})}_{n-m+1}} \right) \cdot \frac{h}{N_s} \tag{51}
\]

\[ \text{Numerical error estimation} \]
\[
\left[ \mathbb{E}(\|\Delta G_{n+1,m}\|^2) \right]^{1/2} \leq \theta_2 \sqrt{\gamma(t_{n-m+1})} \left( e^{2\theta_1 \sqrt{P_2(t_{n-m+1})}_{n-m+1}} \right) \cdot \frac{\sqrt{h}}{N_s} \tag{52}
\]

Here
\[
\alpha(t) = 16P_2(t) \cdot (10t + 16t^2 + 5t^3 + \frac{1}{4}t^4), \quad \gamma(t) = 2\mathcal{W}^2\mathcal{L}^{1/2} \sum_{M=1}^{M} \frac{(\mathcal{W}^2\mathcal{L}^{1/2})^M}{(M - 1)!!}, \tag{53}
\]

\[
P_1(t) = 2\mathcal{W}^2\mathcal{L} + 3\mathcal{W}^3\mathcal{L}^2 \mathcal{E}(1 + t) \sum_{M=1}^{M} \frac{(M - 1)M}{(M - 3)!!} (2\mathcal{W}^2\mathcal{L}^{1/2})^{M-2} \tag{54}
\]

and the function \( P_2(\cdot) \) is a polynomial of degree \( M - 1 \) and are independent of \( h \). The constants \( \theta_1 \) and \( \theta_2 \) are given by \( \theta_1 = 353 \) and \( \theta_2 = \sqrt{34} \).

The difference between the results of the inchworm Monte Carlo method and the exact solution is given by

Theorem 4. Under the same settings as Theorem\[\text{3}, \] if we further assume that \( (H2) \) holds, then the difference between the inchworm Monte Carlo solution and the exact solution can be estimated by

\[ \text{Bias estimation} \]
\[
\left\| \mathbb{E} \left( G_c(t_{n+1}, t_m) - \tilde{G}_{n+1,m} \right) \right\| \leq P^e(t_{n-m+1}) \left( e^{2\theta_1 \sqrt{P_2(t_{n-m+1})}_{n-m+1}} \right) \cdot h^2 \]
\[ + 4\theta_2^2 \alpha(t_{n-m+1}) \gamma(t_{n-m+1}) \left( e^{2\theta_1 \sqrt{P_2(t_{n-m+1})}_{n-m+1}} \right) \cdot \frac{h}{N_s} \tag{55}
\]

\[ \text{Numerical error estimation} \]
\[
\left[ \mathbb{E} \left( \|G_c(t_{n+1}, t_m) - \tilde{G}_{n+1,m}\|^2 \right) \right]^{1/2} \leq P^e(t_{n-m+1}) \left( e^{2\theta_1 \sqrt{P_2(t_{n-m+1})}_{n-m+1}} \right) \cdot h^2 \]
\[ + \theta_2 \sqrt{\gamma(t_{n-m+1})} \left( e^{2\theta_1 \sqrt{P_2(t_{n-m+1})}_{n-m+1}} \right) \cdot \frac{\sqrt{h}}{N_s}. \tag{56}
\]

Here the function \( P^e(t) \) is defined by
\[
P^e(t) = \left( \frac{1}{4} \mathcal{H}^2 + \frac{5}{12} \mathcal{G}^2 \right) |t|^2 + \frac{5}{12} \mathcal{G}^2 \mathcal{L}^{1/2} \sum_{M=4}^{M} \frac{M + 1}{(M - 1)!!} (2\mathcal{W}^2\mathcal{L}^{1/2})^M. \tag{57}
\]
The above result indicates the following properties of the inchworm scheme, which are similar to the case of the differential equations:

- The bias again has only a small contribution to the numerical error, which is often hardly observable in the numerical experiments.
- The error consists of two parts. The first part is second-order in \( h \) and the second part is half-order in the total number of samples.

The growth of the numerical error over time is more complicated compared to the ODE case. Since the function \( P_1(t) \) is a polynomial of degree \( M - 1 \), the growth of the error is on the order of \( \exp\left(C t(M+1)/2 \right) \). Clearly the growth rate depends on the choice of \( M \). In the numerical examples shown in [3, 5], only \( M = 1 \) and \( M = 3 \) are used in the applications. Regarding the behavior of the error growth for different \( M \), we remark that:

- When \( M = 1 \), the final error estimation \( \| \) shows that there exists constants \( C_1 \) and \( C_2 \) such that
  \[
  \left[ \mathbb{E} \left( \left\| G(t_{n+1}, t_m) - \tilde{G}_{n+1,m} \right\| \right) \right]^{1/2} \leq C_1 e^{C_2 t_{n-m+1}} \left( h^2 + \sqrt{\frac{h}{N_s}} \right),
  \]
  showing that the error grows exponentially with respect to the time difference in the propagator, which is slower than the method using Dyson series, where the error grows exponentially with respect to the square of the time difference. In this case, the numerical error is successfully mitigated.

- When \( M = 3 \), there exist constants \( C_1 \) and \( C_2 \) such that
  \[
  \left[ \mathbb{E} \left( \left\| G(t_{n+1}, t_m) - \tilde{G}_{n+1,m} \right\| \right) \right]^{1/2} \leq C_1 e^{C_2 t_{n-m+1}^2 + t_{n-m+1}^2} \left( h^2 + \sqrt{\frac{h}{N_s}} \right).
  \]
  In this case, the growth rate is exponential in \( t^2 \), which is the same as the Dyson series. Thus which method has greater error depends on the coefficient in front of \( t^2 \). Instead of a detailed analysis, we would just comment that the inchworm Monte Carlo method is likely to have a smaller coefficient due to the effect of partial resummation, which leads to less terms in \( [38] \) than the original Dyson series.

- For larger \( M \), the error growth \( e^{\theta t \sqrt{P_1(t)/2}} \) of the inchworm Monte Carlo method in general is faster than quadratic exponential for Dyson series. However when \( t \) is small, the difference between \( \sqrt{P_1(t)/2} \) for \( M > 3 \) and \( M = 3 \) will not be too large (see Figure 2). Since the coefficient of \( t^k \) is smaller when \( k \) is larger, we may again expect the inchworm Monte Carlo method has slower overall error growth for short-time simulations. Here we would also like to mention that in practice, the departure of the curve for \( M = 5 \) from the curve for \( M = 3 \) is often observed to be much later than that indicated in Figure 2 since our estimation of the constants in \( P_1(t) \) is based on the worst case and may not be optimal. It has been observed in the literature that the fast error growth may stay unnoticeable for a significant amount of time despite our error analysis [3].

- When \( M \rightarrow +\infty \), we have
  \[
  \lim_{M \rightarrow +\infty} \tilde{\gamma}(t) = 2w^2 \gamma^2 \mathcal{L} t e^{\frac{w^2 \gamma^2 \mathcal{L} t^2}{\theta}},
  \]
  \[
  \lim_{M \rightarrow +\infty} P_1(t) = 2w^2 \gamma^2 \mathcal{L} + 3w^3 \gamma^2 \mathcal{L}^2 (1 + t) P(2w^2 \gamma^2 \mathcal{L} t),
  \]
  where \( P(x) = x^5 + 7x^3 + 6x \). Although these quantities are still finite, the error bound \( [38] \) grows double exponentially with respect to \( t^2 \), which is undesired in applications.
The numerical experiments in [5, 8] show that in certain regimes where the constant $L$ is relatively small, the contribution from $M = 1$ is dominant in the series (38). In this case, the inchworm Monte Carlo method can well suppress the numerical sign problem and achieve an exponential error growth in these applications.

### 4.3. Outline of the proof

We will postpone the details of the proof while provide an outline here. The results are obtained in the following steps:

- Estimate the derivatives of the right-hand sides (Propositions 5 and 6).
- Derive recurrence relations for the numerical error (Proposition 7).
- Apply the recurrence relations to derive the error bounds (Theorem 3).
- Estimate the error of the deterministic method (Proposition 8).
- Use the triangle inequality to derive the final error bounds (Theorem 4).

Some more details of these steps are given by a number of propositions below.

We first define some sets of 2D multi-indices that will be used.

$$
\begin{align*}
\Omega_{n,m} &= \{(j, k) \in \mathbb{Z}^2 \mid m \leq k < j \leq n\}, \\
\partial \Omega_{n,m} &= \{(j, k) \in \Omega_{n,m} \mid j = n \text{ or } k = m\}, \\
\hat{\Omega}_{n,m} &= \Omega_{n,m} \setminus \partial \Omega_{n,m}, \\
\Gamma_{n,m}(i) &= \{(j, k) \in \Omega_{n,m} \mid j - k = i\}, \\
\hat{\Omega}_{n,m}^* &= \hat{\Omega}_{n,m+1,m}, \\
\hat{\Omega}_{n,m}^{**} &= \partial \hat{\Omega}_{n,m+1,m}. \\
\end{align*}
$$

One may refer to Fig. 3 to visualize these definitions. Note that $\Omega_{n,m}$ and $\hat{\Omega}_{n,m}$ respectively contain indices of the numerical solutions in $g_{n,m}$ and $\hat{g}_{n,m}$ and thus give the locations of all nodes that $K_1$ and $K_2$ depend on. In addition, since $G_{n+1,m}$ is calculated completely based on the rest of $g_{n,m}$, we define $\hat{\Omega}_{n,m} = \hat{\Omega}_{n,m}^* \setminus \{(n+1, m)\}$ to represent the indices of all full propagators that we actually use in order to obtain $G_{n+1,m}$.

For the analysis of ODEs, it has been assumed in [8] the boundedness of the first- and second-order derivatives of the right-hand side. Correspondingly, our first step is to estimate the derivatives of the
Proposition 5. Assume (H1)(H3)(R4) hold. Given the time step length $h$ and any $\xi_{n,m}$ being a convex combination of exact solution $g_{n,m}$ given by (14), numerical solution of scheme (41) $\hat{g}_{n,m}$ and numerical solution of inchworm Monte Carlo method (44), the first-order derivative of $F_1(\xi_{n,m})$ defined by (42) w.r.t. the pq-entry $(p,q=1,2)$ of $G_{k,\ell}$ is bounded by

$$
\left\| \frac{\partial F_1(\xi_{n,m})}{\partial G_{k,\ell}^{pq}} \right\| \leq \begin{cases} P_1(t_{n-m})h, & \text{for } (k,\ell) \in \partial \Omega_{n,m}, \\ P_1(t_{n-m})h^2, & \text{for } (k,\ell) \in \hat{\Omega}_{n,m}, \end{cases}
$$

where $P_1(t)$ is defined in (55).

Proposition 6. Assume (H1)(H3)(R4) hold. Given the time step length $h$, the second-order derivative of $F_1(\xi_{n,m})$ defined in (42) w.r.t. the $p_{1q_1}$-entry of $G_{k_1,\ell_1}$ and the $p_{2q_2}$-entry of $G_{k_2,\ell_2}$ $(p_1,q_1=1,2)$ is bounded by:

- If $(k_1,\ell_1) \times (k_2,\ell_2) \in \partial \Omega_{n,m} \times \partial \Omega_{n,m},$
  $$
  \left\| \frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{k_1,\ell_1}^{p_{1q_1}} \partial G_{k_2,\ell_2}^{p_{2q_2}}} \right\| \leq \begin{cases} P_2(t_{n-m})h, & \text{if one of the conditions (a)-(d) holds}, \\ P_2(t_{n-m})h^2, & \text{otherwise}, \end{cases}
  $$

  where the conditions (a)-(d) are given by:

  (a) $k_1 = k_2 = n,$ $(\ell_1,\ell_2) \in \{(n-1,m),(m,n-1)\},$

  (b) $\ell_1 = \ell_2 = m,$ $(k_1,k_2) \in \{(m+1,n),(n,m+1)\},$

  (c) $k_1 = n$ and $\ell_2 = m,$ $(k_2,\ell_1) \in \{m \leq \ell_1 \leq n-1,m+1 \leq k_2 \leq n \mid |\ell_1 - k_2| \leq 1\},$

  (d) $k_2 = n$ and $\ell_1 = m,$ $(k_1,\ell_2) \in \{m \leq \ell_2 \leq n-1,m+1 \leq k_1 \leq n \mid |\ell_2 - k_1| \leq 1\}.$

- If $(k_1,\ell_1) \times (k_2,\ell_2) \in \partial \Omega_{n,m} \times \partial \Omega_{n,m},$
  $$
  \left\| \frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{k_1,\ell_1}^{p_{1q_1}} \partial G_{k_2,\ell_2}^{p_{2q_2}}} \right\| \leq \begin{cases} P_2(t_{n-m})h^2, & \text{for } k_1 = n,|k_2 - \ell_1| \leq 1 \text{ or } \ell_1 = m,|k_1 - \ell_2| \leq 1, \\ P_2(t_{n-m})h^3, & \text{otherwise}. \end{cases}
  $$

Figure 3: An example illustrating the elements contained in each set defined in this section when $n=8,m=2.$ $\Omega_{n,m}:$ all red nodes; $\partial \Omega_{n,m}:$ \(\bigcirc\) nodes; $\hat{\Omega}_{n,m}:$ \(\bullet\); $\Omega^*_{n,m}:$ all nodes; $\partial \Omega^*_{n,m}:$ all \(\bigcirc\) nodes; $\hat{\Omega}^*_{n,m}:$ all nodes except blue \(\bigcirc\) nodes; $\Gamma_{n,m}(2):$ all red nodes on the thick black line; $\Gamma^*_{n,m}(2):$ all nodes on the thick black line.
Proposition 7. If $(k_1, \ell_1) \times (k_2, \ell_2) \in \hat{\Omega}_{n,m} \times \partial \Omega_{n,m}$,
\[
\left| \frac{\partial^2 F_1(\xi_{n,m})}{\partial C_{k_1,\ell_1}^p \partial C_{k_2,\ell_2}^q} \right| \leq \begin{cases} P_2(t_{n-m})h^2, & \text{for } k_2 = n, |k_1 - \ell_1| \leq 1 \text{ or } \ell_2 = m, |k_2 - \ell_1| \leq 1, \\ P_2(t_{n-m})h^3, & \text{otherwise.} \end{cases}
\] (62)

If $(k_1, \ell_1) \times (k_2, \ell_2) \in \hat{\Omega}_{n,m} \times \hat{\Omega}_{n,m}$,
\[
\left| \frac{\partial^2 F_1(\xi_{n,m})}{\partial C_{k_1,\ell_1}^p \partial C_{k_2,\ell_2}^q} \right| \leq \begin{cases} P_2(t_{n-m})h^3, & \text{for } |k_1 - \ell_1| \leq 1 \text{ or } |k_2 - \ell_1| \leq 1, \\ P_2(t_{n-m})h^4, & \text{otherwise,} \end{cases}
\] (63)

where $P_2(t)$ is a polynomial of degree $M - 1$ independent of $h$.

In these two propositions, the functions $P_1(\cdot)$ and $P_2(\cdot)$ are the same as the corresponding functions in Theorems 3 and 4 respectively. The proofs of these two propositions are quite technical and tedious and thus we move them to Appendix C. Unlike the case of differential equations, the partial derivative of $F_1(\cdot)$ involves a number of previous numerical solutions (all red nodes in Figure 3), and the magnitudes depend on the locations of the nodes, as forms different cases in the above propositions. Similar results for the derivatives of $F_2(\cdot)$ with the same functions $P_1(t), P_2(t)$ can be proven, where all the indices $n$ should be changed to $n + 1$.

With the above estimates for the derivatives, we can establish recurrence relations for the bias and the numerical error:

**Proposition 7.** Let $\Delta g_{n,m} = \tilde{g}_{n,m} - g_{n,m}$ and $\Delta g_{n,m}^* = \tilde{g}_{n,m}^* - g_{n,m}^*$. Given a sufficiently small time step length $h$ and a sufficiently large $N_s$, if the assumptions (H1) and (H3) hold, the difference between the deterministic solution and the Monte Carlo solution can be estimated by

- **Bias estimation:**
  \[
  \|E(\Delta G_{n+1,m})\| \leq (1 + \frac{1}{8} \mathcal{M}^4h^4)\|E(\Delta G_{n,m})\| + 22P_1(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \|E(\Delta g_{n,m}^*)\|_\Gamma_{n,m}(i) \] (64)

- **Numerical error estimation:**
  \[
  \|E(\Delta G_{n+1,m})\|^2 \leq (1 + \frac{1}{8} \mathcal{M}^4h^4)\|E(\Delta G_{n,m})\|^2 + 22P_1(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \Lambda_{n,m}(\Delta g_{n,m}^*) + \frac{7}{2} \sqrt{\gamma(t_{n-m+1})} \gamma(t_{n-m+1}) \frac{h^3}{N_s}.
  \] (65)

and
\[
E(\Delta G_{n+1,m})^2 \leq (1 + \frac{1}{4} \mathcal{M}^4h^4) \cdot E(\|\Delta G_{n,m}\|^2) + (1 + \frac{1}{8} \mathcal{M}^4h^4)h \left[ E(\|\Delta G_{n,m}\|^2) \right]^{1/2} \times \]
\[
\begin{cases}
44P_1(t_{n-m+1})h \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \Lambda_{n,m}(\Delta g_{n,m}^*) + 4\tilde{\alpha}(t_{n-m+1})\gamma(t_{n-m+1}) \frac{h^2}{N_s} \\
912P_1(t_{n-m+1})h^2 \left[ \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \Lambda_{n,m}(\Delta g_{n,m}^*) \right]^2 + 17\gamma(t_{n-m+1}) \frac{h^2}{N_s},
\end{cases}
\] (66)
where the functions $\bar{\alpha}$ and $\bar{\gamma}$ are defined in (53).

In the above proposition, two different recurrence relations are given for the numerical error. Note that (66) is not a simple square of the estimation (65). The main reason lies in the term $4\bar{\alpha}(t_{n-m+1})\bar{\gamma}(t_{n-m+1}) \cdot h^2/N_s$ located at the end of the second line in (66). Below we are going to use a simple analog to help the readers understand the difference. Consider the two recurrence relations

\[
e_{n+1} \leq e_n + \frac{h}{\sqrt{N_s}},
\]

\[
e_{n+1}^2 \leq e_n^2 + \frac{2h^2}{N_s}e_n + \frac{h^2}{N_s}.
\]

The relation between these two recurrence relations are analogous to the relation between (65) and (66). The square of the first recurrence relation (67) is

\[
e_{n+1}^2 \leq e_n^2 + \frac{2h^2}{N_s}e_n + \frac{h^2}{N_s},
\]

where the cross-term is different from (68). However, the relation (68) provides a higher numerical order than (67), since by Cauchy-Schwarz inequality, we can derive from (68) that

\[
e_{n+1}^2 \leq \left(1 + \frac{h^2}{N_s}\right)e_n^2 + \frac{2h^2}{N_s},
\]

indicating that $e_n \sim O(\sqrt{1/N_s})$, while the recurrence relation (67) can only give us $e_n \sim O(\sqrt{h/N_s})$. Besides, in order to study the error growth rate with respect to time, we are not allowed to use the Cauchy-Schwarz inequality to simplify equation (66) like (69). Later in our proof, the simpler equation (65) will be used the determine the growth rate of the numerical error, while the more complicated version (66) is responsible for the final error estimation. Theorem 3 is obtained from the recurrence relations stated in Proposition 7.

To obtain the final estimates (Theorem 4), we need to estimate the error of the deterministic scheme (40), which is given by

\[
\|E_{n+1,m}\| \leq P^c(t_{n-m+1}) \left(\bar{\theta}_1 \sqrt{P^g(t_{n-m+1})} e_{n-m+1}\right) \cdot h^2
\]

where $P^c(t)$ is defined in (57), and the constant $\theta_1$ is the same as the one in Theorem 4.

5. Numerical experiments

In this section, we will verify the above statements using numerical experiments. The following two subsections will be devoted, respectively, to the case of differential equations and the inchworm Monte Carlo method.
5.1. Numerical experiments for ordinary differential equations

We consider an example as the following ordinary differential equation:
\begin{equation}
\frac{du}{dt} = -\frac{i}{2} Ku(t) = E X(R(u, X)), \quad t \in [0, T],
\end{equation}
with the initial condition \( u(0) = 1 \) and the random variable \( X \sim U(0, K) \).

We apply the two schemes proposed in (18) to get the numerical solutions \( u_n \) and \( \tilde{u}_n \) with uniform time step length \( h = T/N \). For the stochastic \( \tilde{u}_n \), we carry out the experiments independently for \( N_{exp} = 100 \) \( N_s \) times to obtain \( \tilde{u}_n^{(1)}, \tilde{u}_n^{(2)}, \cdots, \tilde{u}_n^{(N_{exp})} \) and we approximate the numerical error by
\begin{equation}
E(\|u_n - \tilde{u}_n\|^2) \approx \mu_n := \frac{1}{N_{exp}} \sum_{i=1}^{N_{exp}} |u_n - \tilde{u}_n^{(i)}|^2, \quad n = 0, 1, \cdots, N.
\end{equation}

Based on these settings, we now focus on the numerical order of the scheme and the growth of the numerical error with respect to \( t \). For given time step \( h \), we define the error function \( e(\cdot) \) by \( e(\cdot h) = \mu_n \).

We first set \( K = 3 \) and \( K = 10 \) in (71) and \( T = 3 \). Figure 4 shows the evolution of the numerical error \( e(t) \) for \( h = \frac{1}{32} \) and various numbers of samples \( N_s \). For \( K = 10 \), the left panel of Figure 4 shows that the error grows exponentially over time as predicted in Theorem 2, while for smaller \( K \), the stability of the method takes effect, and the error grows only linearly up to \( T = 3 \) as exhibited in the right panel of Figure 4. This verifies that the exponential growth can be well controlled if appropriate Runge-Kutta schemes and sufficiently small time steps are adopted, which avoids the numerical sign problem in the Monte Carlo method that directly calculates (14).

![Figure 4: Evolution of numerical error e(t) (left: K = 10, right: K = 3).](image)

To verify the convergence rate with respect to \( h \) and \( N_s \) in the estimate (13), we set \( K = 1 \) and \( T = 1 \) in (71) and consider the numerical error at \( t = 0.5 \) and \( t = 1 \). We first fix \( N_s = 100 \) and reduce \( h \) from 1/2 to 1/64, and then fix \( h = 1/4 \) and increase \( N_s \) from 100 to 3200. The numerical errors are listed in Table 1, from which we can easily observe the first-order convergence for both \( h \) and \( N_s \), as agrees with our estimate (13).

5.2. Numerical experiments for the inchworm Monte Carlo method

To verify the error growth of the inchworm Monte Carlo method, we consider the spin-boson model where the system Hamiltonian has the energy difference \( \epsilon = 0.1 \) and frequency of the spin flipping \( \Delta = 1 \).
For the bath part, we assume an Ohmic spectral density, which formulates the two-point correlation as

\[ B(\tau_1, \tau_2) = \sum_{l=1}^{L} \frac{c_l^2}{2\omega_l^2} \left[ \coth \left( \frac{\beta \omega_l}{2} \right) \cos \left( \omega_l(|\tau_1 - \tau| - |\tau_2 - \tau|) \right) - i \sin \left( \omega_l(|\tau_1 - \tau| - |\tau_2 - \tau|) \right) \right] \]

where the coupling intensity \( c_l \), and frequency \( \omega_l \) above are respectively given by

\[ c_l = \omega_l \sqrt{\frac{\xi \omega_c}{L}} \left[ 1 - \exp(-\omega_{\text{max}}/\omega_c) \right], \quad \omega_l = -\omega_c \ln \left( 1 - \frac{1 - \exp(-\omega_{\text{max}}/\omega_c)}{L} \right), \quad l = 1, \ldots, L. \]

As for the parameters above, we set \( L = 200, \omega_{\text{max}} = 4\omega_c \) with the primary frequency \( \omega_c = 3, \xi = 0.6 \) and \( \beta = 5 \) throughout our experiments.

5.2.1. Evolution of observable

The observable of interest is set to be \( \hat{O} = \hat{\sigma}_z \otimes \text{Id}_b \) which only acts on the system part, and the initial density matrix \( \rho = \rho_s \otimes \rho_b \) is given by

\[ \rho_s = |1\rangle \langle 1| = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad \rho_b = Z^{-1} \exp(-\beta H_b), \]

where \( Z \) is a normalizing factor satisfying \( \text{tr}(\rho_b) = 1 \). Therefore, evolution of the observable \( \langle \hat{\sigma}_z(t) \rangle \) can be approximated via inchworm Monte Carlo method by

\[ \langle \hat{\sigma}_z(jh) \rangle \approx \langle 1 \mid \tilde{G}_{N+j,N-j} |1 \rangle = \tilde{G}_{n,m}^{(11)}, \text{ for } j = 0, 1, \ldots, N \]

where \( \tilde{G}_{n,m} \in \mathbb{C}^{2 \times 2} \) is obtained by the scheme (11) and recall that \( \tilde{G}_{n,m}^{(11)} \) is the (1, 1) entry. Such evolution is plotted in Figure 5. Note that due to the numerical error, the computed \( \langle \hat{\sigma}_z(t) \rangle \) may contain a nonzero imaginary part, and here only the real part of the numerical result is plotted.

The numerical results in Figure 5 are obtained using the inchworm Monte Carlo method (11) with time step \( h = 1/10 \). We choose \( N_s = 10^4 \) for \( M = 1, N_s = 10^5 \) for \( M = 3, N_s = 10^6 \) for \( M = 5 \) and \( N_s = 10^7 \) for \( M = 7 \). For larger \( M \), the sign problem becomes more severe and thus we need more samples for each Monte Carlo integration in order for the curves to be sufficiently smooth. In addition, the results by the iterative QuAPI method (22, 30) are given as the reference solutions.

One can observe from Figure 5 that when \( t < 1 \), the four curves are hardly distinguishable, which agrees with the fact that smaller \( M \) is required for shorter-time simulations. For larger \( t \), the truncation with \( M = 1 \) becomes inadequate, while \( M = 3 \) still provides reasonable approximation to the solution up to \( t = 5 \). The convergence with respect to \( M \) can be observed by further increasing the terms in the truncated series. In these simulations, due to the sufficient number of samples, the stochastic error is mostly suppressed, and one can see that the numerical result with \( M = 5 \) can already provide a satisfactory matching with the reference solution thanks to the rapid convergence of the series after partial resummation.

As a comparison, the values of \( \text{Re}(\hat{\sigma}_z(t)) \) computed using the Dyson series truncated with \( M = 2, 4, 6, 8 \) are plotted in Figure 6. Here \( M \) is the maximum value of \( M \) when we truncate the Dyson series (21), and

| \( h, N_s \) | \( \epsilon(0.5) \) | order | \( \epsilon(1) \) | order | \( h, N_s \) | \( \epsilon(0.5) \) | order | \( \epsilon(1) \) | order |
|----------------|----------------|--------|----------------|--------|----------------|----------------|--------|----------------|--------|
| 1/2, 100       | 1.0917e-04     | -      | 2.1906e-04     | -      | 1/4, 100       | 5.2721e-05     | -      | 1.0693e-04     | -      |
| 1/4, 100       | 5.2721e-05     | 1.0502 | 1.0593e-04     | 1.0505 | 1/4, 200       | 2.6533e-05     | 0.9906 | 5.3323e-05     | 0.9901 |
| 1/8, 100       | 2.6257e-05     | 1.0057 | 5.2776e-05     | 1.0052 | 1/4, 400       | 1.3210e-05     | 1.0062 | 2.6526e-05     | 1.0079 |
| 1/16, 100      | 1.3027e-05     | 1.0111 | 2.6039e-05     | 1.0192 | 1/4, 800       | 6.6185e-06     | 0.9970 | 3.2579e-06     | 0.9984 |
| 1/32, 100      | 6.5086e-06     | 1.0011 | 1.3013e-05     | 1.0007 | 1/4, 1600      | 3.3043e-06     | 1.0022 | 6.5942e-06     | 0.9987 |
| 1/64, 100      | 3.2579e-06     | 0.9984 | 6.5124e-06     | 0.9987 | 1/4, 3200      | 1.6528e-06     | 0.9950 | 3.2579e-06     | 0.9984 |

Table 1: Numerical error \( \epsilon(0.5), \epsilon(1) \) with different time step \( h \) and number of samples \( N_s \) and the order of accuracy.
it is chosen as an even number since the terms with odd $M$ are all zero. All these numerical results are obtained based on $N_s = 10^8$. When $t < 2$ (see the left panel), the curves appear to converge to the reference solution provided by the QuAPI method. However, the convergence is obviously much slower compared to the inchworm method. Even when $M = 8$, the numerical result of the Dyson series is still considerably far away from the reference solution around $t = 2$. Meanwhile, due to the quadratic exponential sign problem of Dyson series, the curves for $M = 6$ and $M = 8$ become oscillatory after $t = 3$ despite of the large $N_s$ we use, and eventually turn out to be unreliable as the solution continues to evolve (see the right panel). This shows that Dyson series has encountered a faster error growth than inchworm method for $t < 5$ and thus demonstrates that the inchworm method can effectively mitigate the sign problem for short-time simulations via partial resummation.

5.2.2. Order of convergence

Unlike the differential equation case, now it is much harder to find the solution of the deterministic scheme due to the high-dimensional integral on the right-hand side of (37). Therefore, instead of verifying (52) directly, we use

$$E(\|\tilde{G}_{n,m} - G_{n,m}\|^2) = \text{Var}(\tilde{G}_{n,m}) + \|E(\tilde{G}_{n,m} - G_{n,m})\|^2,$$

(74)
and only take the first term on the right-hand side (the variance of $\tilde{G}_{n,m}$) to approximate our numerical error. Such an approximation is reasonable since the second term $\|E(\tilde{G}_{n,m} - G_{n,m})\|^2$ has a higher order $O(h^2/N_s^2)$ by the bias estimation (51). To compute the variance numerically, we run the same simulation $N_{\text{exp}}$ times, and compute the unbiased estimation of the variance:

$$\text{Var}(\tilde{G}_{n,m}) \approx \bar{\mu}_{n,m} := \frac{N_{\text{exp}}}{N_{\text{exp}} - 1} \left( \frac{1}{N_{\text{exp}}} \sum_{k=1}^{N_{\text{exp}}} \|\tilde{G}_{n,m}^{[k]}\|^2 - \left\| \frac{1}{N_{\text{exp}}} \sum_{i=1}^{N_{\text{exp}}} \tilde{G}_{n,m}^{[k]} \right\|^2 \right),$$

where $\tilde{G}_{n,m}^{[k]}$ is the result of the $k$th simulation. For a given time step $h$, we let $e(jh) = \bar{\mu}_{N+j,N-j}$. Below we first check the numerical order for $\bar{M} = 3$. By choosing $N_{\text{exp}} = 1000NN_s$, we get results shown in Table 2, from which one can clearly observe the order of convergence given in (52).

| $h, N_s$ | $e(0.5)$ order | $e(1)$ order | $h, N_s$ | $e(0.5)$ order | $e(1)$ order |
|---------|----------------|--------------|---------|----------------|--------------|
| 1/10, 2 | 0.0417 – – | 0.1488 – – | 1/4, 1 | 0.1939 – – | 0.8579 – – |
| 1/12, 2 | 0.0350 0.9658 0.1228 1.0505 | | 1/4, 2 | 0.0972 0.9959 0.3908 1.1344 | |
| 1/14, 2 | 0.0303 0.9293 0.1051 1.0983 | | 1/4, 4 | 0.0473 1.0386 0.1824 1.0990 | |
| 1/16, 2 | 0.0263 1.0574 0.0915 1.0409 | | 1/4, 8 | 0.0237 0.9998 0.0886 1.0417 | |
| 1/18, 2 | 0.0237 0.9836 0.0881 1.0203 | | 1/4, 16 | 0.0119 0.9806 0.0436 1.0235 | |
| 1/20, 2 | 0.0214 0.9614 0.0728 1.0341 | | 1/4, 32 | 0.0059 1.0053 0.0217 1.0091 | |

Table 2: Numerical error $e(0.5), e(1)$ with different time step $h$ and number of samples $N_s$ and the order of accuracy

5.2.3. Error growth

Despite the good performance the inchworm Monte Carlo method in this example, we will show in this section that the evolution of the numerical error indeed follows the asymptotic behavior in our error analysis. To this end, we compare the growth of error using inchworm Monte Carlo method with $\bar{M} = 1$ and $\bar{M} = 3$ in Figure 7 where the time step is set to be $h = 1/8$, and we choose $N_{\text{exp}} = 700NN_s$. As predicted, the two curves almost coincide for $t < 1$. For $\bar{M} = 1$, the numerical error starts to show the exponential growth from $t = 4.5$, and for $\bar{M} = 3$, the quadratic exponential growth becomes obvious from $t = 2.5$. Both results are in accordance with the theoretical results in Theorem 3.

![Figure 7](image-url)

Figure 7: Evolution of numerical error $e(t)$ (left: $N_s = 4$, right: $N_s = 8$).

By now, we have stated all the results in this paper. From the next section, we will start to prove the theorems and propositions.
6. Proofs for the case of differential equations

In this section, we prove the results for differential equations as stated in Section 2.4.

6.1. Proof of Proposition 1 — Part I: Recurrence relation for the bias

In this section we focus on the proof of Proposition 1 for the bias \( \| \mathbb{E}(k_i - \tilde{k}_i) \|_2 \). By taking the difference of the schemes (4) and (6) and applying the triangle inequality and the bounds of the coefficients, we get

\[
\| \mathbb{E}(u_{n+1} - \tilde{u}_{n+1}) \|_2 \leq \| \mathbb{E}(u_n - \tilde{u}_n) \|_2 + hR \sum_{i=1}^s \| \mathbb{E}(k_i - \tilde{k}_i) \|_2
\]

(75)

for all non-negative integer \( n \). We then focus on the estimate for \( \| \mathbb{E}(k_i - \tilde{k}_i) \|_2 \). In fact, we have the following results:

**Lemma 1.** Given a sufficiently small time step length \( h \). If the boundedness assumption (8) are satisfied, we have

\[
\| \mathbb{E}(k_i - \tilde{k}_i) \|_2 \leq \alpha' \left( \| \mathbb{E}(u_n - \tilde{u}_n) \|_2 + \mathbb{E}(\| u_n - \tilde{u}_n \|_2^2) + \frac{h^2}{N_s} |u_{\text{RK}}|^2_{\text{std}} \right)
\]

(76)

and

\[
\mathbb{E}(\| k_i - \tilde{k}_i \|_2^2) \leq \beta' \left( \mathbb{E}(\| u_n - \tilde{u}_n \|_2^2) + \frac{1}{N_s} |u_{\text{RK}}|^2_{\text{std}} \right),
\]

(77)

for \( \beta' = 2^{s+1} \max(2dsM'^2, 1) \) and \( \alpha' = 2 \sqrt{d} \max(M', sM'', s^2 M'' R^2 \beta') \). Here we recall that \( s \) is the number of Runge-Kutta stages, \( d \) is the dimension of solution \( u \) and \( R, M', M'' \) are some upper bounds defined in (8) - (9).

With the above Lemma, one may insert the estimate (75) into (76) to get the recurrence relation (10) stated in Proposition 1 for the bias \( \| \mathbb{E}(u_{n+1} - \tilde{u}_{n+1}) \|_2 \). The proof of Lemma 1 is given below:

**Proof of Lemma 1.** Apply the relation (3) and use Taylor expansion at the deterministic point \( (t_n + c_i h, u_n + h \sum_{j=1}^{i-1} a_{ij} k_j) \), we have for the \( m \)th component of \( \mathbb{E}(k_i - \tilde{k}_i) \),

\[
|\mathbb{E}(k_i^{(m)} - \tilde{k}_i^{(m)})| = |\mathbb{E}(f^{(m)}(t_n + c_i h, u_n + h \sum_{j=1}^{i-1} a_{ij} k_j) - f^{(m)}(t_n + c_i h, \tilde{u}_n + h \sum_{j=1}^{i-1} a_{ij} \tilde{k}_j))|
\]

\[
\leq M' \mathbb{E}w_i \|_2 + \frac{M''}{2} \mathbb{E}w_i \|_2^2,
\]

(78)

where

\[
w_i = (u_n - \tilde{u}_n) + h \sum_{j=1}^{i-1} a_{ij} (k_j - \tilde{k}_j),
\]

and we have applied the boundedness assumption (8). The above inequality immediately yields

\[
\| \mathbb{E}(k_i - \tilde{k}_i) \|_2 \leq \sqrt{d} M' \left( \| \mathbb{E}(u_n - \tilde{u}_n) \|_2 + hR \sum_{j=1}^{i-1} \| \mathbb{E}(k_j - \tilde{k}_j) \|_2 \right)
\]

\[
+ \sqrt{d} s M'' \left( \| \mathbb{E}(u_n - \tilde{u}_n) \|_2^2 + h^2 R^2 \sum_{j=1}^{i-1} \mathbb{E}(\| k_j - \tilde{k}_j \|_2^2) \right).
\]

(79)
By recursion, we obtain
\[
\|E(k_i - \tilde{k}_i)\|_2 \leq (1 + hRdM')^s + \sqrt{dM'} \|E(u_n - \tilde{u}_n)\|_2 + \sqrt{dsM'} \left( E(\|u_n - \tilde{u}_n\|^2) + h^2 R^2 \sum_{j=1}^{i-1} E(\|k_j - \tilde{k}_j\|^2) \right).
\]
(80)

We observe from the inequality above that the upper bound of \( \|E(k_i - \tilde{k}_i)\|_2 \) is partially determined by the second moment \( E(\|k_j - \tilde{k}_j\|^2) \) up to \((i-1)\)-th Runge-Kutta stage. Therefore, we subsequently consider the estimate for \( E(\|k_j - \tilde{k}_j\|^2) \). By direct calculation,
\[
E(\|k_i - \tilde{k}_i\|^2) = E\left[ \left\| f(t_n + c_i h, u_n + h \sum_{j=1}^{i} a_{ij} k_j) - \frac{1}{N_s} \sum_{l=1}^{N_s} g(t_n + c_i h, u_n + h \sum_{j=1}^{i} a_{ij} k_j) X_l^{(i)} \right\|^2 \right] \\
\leq 2E\left[ \left\| f(t_n + c_i h, u_n + h \sum_{j=1}^{i} a_{ij} k_j) - \frac{1}{N_s} \sum_{l=1}^{N_s} g(t_n + c_i h, u_n + h \sum_{j=1}^{i} a_{ij} k_j) X_l^{(i)} \right\|^2 \right] \\
+ \frac{2}{N_s^2} \sum_{i=1}^{N_s} \left[ \|g(t_n + c_i h, u_n + h \sum_{j=1}^{i} a_{ij} k_j, X_l^{(i)}) - g(t_n + c_i h, \tilde{u}_n + h \sum_{j=1}^{i} a_{ij} \tilde{k}_j, X_l^{(i)})\|^2 \right] \\
\leq \frac{2}{N_s} |u_{\text{RK}}|_{\text{std}}^2 + 2M^2 dE\|w_i\|^2 \\
\leq 4dsM'^2 E(\|u_n - \tilde{u}_n\|^2) + R^2 h^2 \sum_{j=1}^{i-1} E(\|k_j - \tilde{k}_j\|^2) + \frac{2}{N_s} |u_{\text{RK}}|_{\text{std}}^2.
\]
Here we have used the mean value theorem and the standard error estimates for the Monte Carlo method to obtain the upper bound.

By applying the above inequality recursively backwards to the first Runge-Kutta stage, we obtain a uniform bound for \( E(\|k_1 - \tilde{k}_1\|^2) \):
\[
E(\|k_1 - \tilde{k}_1\|^2) \leq (1 + 4M^2 R^2 d h^2)^s \left( 4dsM'^2 E(\|u_n - \tilde{u}_n\|^2) + \frac{2}{N_s} |u_{\text{RK}}|_{\text{std}}^2 \right).
\]
(81)

The estimation (77) can be obtained by setting \( \beta' = 2^{s+1} \max(2dsM'^2, 1) \) for \( h \leq 1/(2M'R\sqrt{d}) \). Substituting (81) into (80), we can obtain (77) with \( h \leq 1/\max(M'R\sqrt{d}, R\sqrt{\beta'}) \). \( \Box \)

6.2. Proof of Proposition 1 — Part II: Recurrence relation for the numerical error

We again insert the two schemes and expand the numerical error \( E(\|u_{n+1} - \tilde{u}_{n+1}\|^2) \) into
\[
E(\|u_{n+1} - \tilde{u}_{n+1}\|^2) = E\left[ \left\| (u_n - \tilde{u}_n) + h \sum_{i=1}^{s} b_i (k_i - \tilde{k}_i) \right\|^2 \right] \\
= E(\|u_n - \tilde{u}_n\|^2) + h^2 E\left[ \left\| \sum_{i=1}^{s} b_i (k_i - \tilde{k}_i) \right\|^2 \right] \\
+ h E\left[ (u_n - \tilde{u}_n) \left( \sum_{i=1}^{s} b_i (k_i - \tilde{k}_i) \right)^\dagger (u_n - \tilde{u}_n) \right].
\]
(82)

The second term on the right-hand side can be immediately estimated using the previous result (77) given in Lemma 1
\[
h^2 E\left[ \left\| \sum_{i=1}^{s} b_i (k_i - \tilde{k}_i) \right\|^2 \right] \leq R^2 s^2 h^2 \sum_{i=1}^{s} E(\|k_i - \tilde{k}_i\|^2) \leq R^2 s^2 \beta' \left( h^2 E(\|u_n - \tilde{u}_n\|^2) + \frac{h^2}{N_s} |u_{\text{RK}}|_{\text{std}}^2 \right).
\]
(83)
Lemma 3. Let $X_i := (X^{(1)}, X^{(2)}, \ldots, X^{(i)})$ be the collection of samples up to $i$th Runge-Kutta stage where each $X^{(j)} = (X^{(j)}_1, X^{(j)}_2, \ldots, X^{(j)}_{N_s})$, we have

$$
\|E_{X_i}(\tilde{k}_i - \tilde{k}_i)\|_2 \leq \alpha' \frac{h^2}{N_s} |u_{\text{RK}}|_{\text{std}}^2,
$$

where $\alpha'$ is given in (76).

The proof of this lemma is omitted since it is almost identical to the proof of Lemma 1. The first and second terms on the right-hand side of (76) do not appear in the above result, since $\tilde{k}_i$ and $\tilde{k}_i$ are computed based on the same solution at the $n$th step. Below we provide the proof of Lemma 2.
Proof of Lemma 3. It suffices to only focus on one factor $h\mathbb{E}[(u_n - \tilde{u}_n)^\dagger \sum_{i=1}^s b_i(k_i - \tilde{k}_i)]$ since the other one is simply its conjugate transpose which can be controlled by exactly the same upper bound. We use $\bar{k}_i$ as a bridge and split

$$h\mathbb{E}[(u_n - \tilde{u}_n)^\dagger \sum_{i=1}^s b_i(k_i - \tilde{k}_i)] \leq h\mathbb{E}[(u_n - \tilde{u}_n)^\dagger \sum_{i=1}^s b_i(k_i - \tilde{k}_i)] + h\mathbb{E}[(u_n - \tilde{u}_n)^\dagger \mathbb{E}_X, (\sum_{i=1}^s b_i(k_i - \tilde{k}_i))]
$$

From the first line to the second line above, we have taken advantage of the fact that $\tilde{u}_n$ is independent from $X_s$ which is sampled at the $(n+1)\text{th}$ time step when calculating $\tilde{u}_{n+1}$. The difference between $k_i$ and $\bar{k}_i$ can be estimated in the same way as the derivation of (81). The result is

$$E(\|k_i - \bar{k}_i\|^2) \leq 4M^2sd(1 + M^2dR^2sh^2)^sE(\|u_n - \tilde{u}_n\|^2). \quad \text{(89)}$$

Inserting the above inequality and the result of Lemma 3 into (88), we get

$$h\mathbb{E}[(u_n - \tilde{u}_n)^\dagger \sum_{i=1}^s b_i(k_i - \tilde{k}_i)] \leq h \left[1 + 2R^2s^3M^2d(1 + M^2dR^2sh^2)^s\right] E(\|u_n - \tilde{u}_n\|^2) + \frac{\alpha h^5}{2N_s^2} |u_{RK}|^4,$$

from which one can easily observe that the lemma holds if $4M^2dR^2sh^2 < 1$. 

6.3. Proof of Theorem 3 — error bounds

In this section, we apply the two recurrence relations stated in Proposition 1 to get the estimates for the bias $E(\|u_{n+1} - \tilde{u}_{n+1}\|_2^2)$ as well as the numerical error $\mathbb{E}(\|u_{n+1} - \tilde{u}_{n+1}\|^2)$. 

By using (11) recursively backwards w.r.t $n$, we have

$$E(\|u_{n+1} - \tilde{u}_{n+1}\|^2) \leq (1 + \beta h)^{n+1}E(\|u_0 - \tilde{u}_0\|^2) + \beta \left(\frac{h^2}{N_s} |u_{RK}|^2 + \frac{\alpha^2 h^5}{s^2 R^2 N_s^2} |u_{RK}|^4\right) \sum_{i=0}^n (1 + \beta h)^i \quad \text{(90)}$$

which leads to the global estimate (13) for the bias. Inserting (90) into the recurrence relation (10) and expanding the recursion in a similar way, we get

$$\mathbb{E}(\|u_{n+1} - \tilde{u}_{n+1}\|_2^2) \leq \frac{\alpha h^3}{N_s} |u_{RK}|^2 \sum_{i=0}^n (1 + \alpha h)^i + \alpha \left(\frac{h}{N_s} |u_{RK}|^2 + \frac{\alpha^2 h^4}{s^2 R^2 N_s^2} |u_{RK}|^4\right) \sum_{i=0}^{n-1} (1 + \alpha h)^i (e^{\beta_{t_{n-i}} - 1})$$

$$\leq \frac{h^2}{N_s} (e^{\alpha t_{n+1}} - 1) |u_{RK}|^2 + \alpha \left(\frac{h}{N_s} |u_{RK}|^2 + \frac{\alpha^2 h^4}{s^2 R^2 N_s^2} |u_{RK}|^4\right) \sum_{i=0}^{n-1} e^{\alpha h} (e^{\beta_{t_{n-i}} - 1}) \quad \text{(91)}$$

$$\leq \frac{h^2}{N_s} (e^{\alpha t_{n+1}} - 1) |u_{RK}|^2 + \alpha \left(\frac{h}{N_s} |u_{RK}|^2 + \frac{\alpha^2 h^4}{s^2 R^2 N_s^2} |u_{RK}|^4\right) \sum_{i=0}^{n-1} (e^{\max(\alpha, \beta) t_{n-i}} - 1)$$

which completes the proof of (12).
7. Proofs of estimates for inchworm Monte Carlo method

In this section, the proofs of theorems in Section 4.2 are detailed. We will again first focus on the difference between the deterministic method and the stochastic method, and the error of the deterministic method will be discussed at the end of this section. Thanks to the previous discussion on the differential equation case, we may follow this framework which guides the general flow of our derivation. Below we point out the major differences as well as difficulties for the case of this integro-differential equation before the detailed proof:

- Since $K_2$ depends on more previously-computed time steps than $K_1$ due to the nonlocal integral term in (37) (this can be easily observed by comparing $g_{n,m}$ with $g^*_{n,m}$), a uniform expression for $K_i$ like (4) is no longer available for the integro-differential equation. Therefore, we need individual analysis for each $K_i$.

- Recall that the Taylor expansion is applied in the proof of Lemma 1 (e.g. in (78)), which requires to estimate the first- and second-order derivatives of the source term $f(t,u)$. This can no longer be simply assumed as in (8) and has to be carefully studied. They play crucial roles in understanding the behavior of the inchworm Monte Carlo method.

- The derivation of the error amplification can no longer be handled by the simple discrete Grönwall inequality, due to the involvement of a large number of previous steps on the right-hand side of the numerical scheme. The error estimation must be handled with more care, e.g. the estimation we used to handle the cross term in (84) (Lemma 2) will lead to a pessimistic (sub-optimal) fast growth rate in the error estimate of integro-differential equations.

- Most importantly, the magnitude of the derivatives depends on $\bar{M}$, as it is determined by the dimensionality of the integral in the equation. This will result in different error amplification with different choices of $\bar{M}$. This is the key point which explains whether/how the inchworm Monte Carlo method mitigates the numerical sign problem.

7.1. Proof of Proposition 7 — Recurrence relation for the numerical error

By the definitions of the deterministic method (40) and the inchworm Monte Carlo method (44), it is straightforward to check that

$$\Delta G_{n+1,m} = A_{n,m}(h)\Delta G_{n,m} + \frac{1}{2}h (B_{n,m}(h)\Delta K_1 + \Delta K_2),$$

where for simplicity we have used the short-hands

$$\Delta K_i = \tilde{K}_i - K_i,$$

$$A_{n,m}(h) = I + \frac{1}{2}(\text{sgn}(t_n - t) + \text{sgn}(t_{n+1} - t))iH_s h - \frac{1}{2}\text{sgn}(t_n - t)\text{sgn}(t_{n+1} - t)H_s^2 h^2,$$

$$B_{n,m}(h) = I + \text{sgn}(t_{n+1} - t)iH_s h.$$  

By triangle inequality, the error can be bounded by

$$\left[\mathbb{E}(\|\Delta G_{n+1,m}\|^2)\right]^{1/2} \leq \left[\mathbb{E}(\|A_{n,m}(h)\Delta G_{n,m}\|^2)\right]^{1/2} + \frac{1}{2}h \left[\mathbb{E} \left(\|B_{n,m}(h)\Delta K_1 + \Delta K_2\|^2\right)\right]^{1/2}. $$

For the first term on the right-hand side, we have

$$\mathbb{E}(\|A_{n,m}(h)\Delta G_{n,m}\|^2) \leq \left[\rho \left(I + \frac{1}{2}(\text{sgn}(t_n - t) + \text{sgn}(t_{n+1} - t))iH_s h - \frac{1}{2}\text{sgn}(t_n - t)\text{sgn}(t_{n+1} - t)H_s^2 h^2\right)^2 \cdot \mathbb{E}(\|\Delta G_{n,m}\|^2)\right].$$
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where \( \rho(\cdot) \) denotes the spectral radius of a matrix. Let \( \lambda_1 \) and \( \lambda_2 \) be the two eigenvalues of \( H_s \). Then
\[
\begin{align*}
\rho \left( I + \frac{1}{2} (\text{sgn}(t_n - t) + \text{sgn}(t_{n+1} - t)) i \bar{H} h - \frac{1}{2} \text{sgn}(t_n - t) \text{sgn}(t_{n+1} - t) H_s^2 h^2 \right) \\
= \max_{i=1,2} \left( 1 + \frac{1}{2} (\text{sgn}(t_n - t) + \text{sgn}(t_{n+1} - t)) i \lambda_i h - \frac{1}{2} \text{sgn}(t_n - t) \text{sgn}(t_{n+1} - t) \lambda_i^2 h^2 \right) \\
= \max_{i=1,2} \left( 1 + \frac{1}{4} (\text{sgn}(t_{n+1} - t) - \text{sgn}(t_n - t))^2 \lambda_i^2 h^2 + \frac{1}{4} (\text{sgn}(t_{n+1} - t)\text{sgn}(t_n - t))^2 \lambda_i^4 h^4 \right) \\
= 1 + \frac{1}{4} \rho(H_s) h^4 \leq 1 + \frac{1}{4} \mathcal{H} h^4.
\end{align*}
\]

Note that in the third line of the above equation, the second term vanishes due to the fact that the scheme evolves according to (R1)(R3). Consequently, the first term on the right-hand side of (93) can be estimated by
\[
\begin{align*}
\left[ \mathbb{E}(\|A_{n,m}(h)\Delta G_{n,m}\|^2) \right]^{1/2} \leq \sqrt{1 + \frac{1}{4} \mathcal{H} h^4 \cdot \mathbb{E}(\|\Delta G_{n,m}\|^2)} \leq (1 + \frac{1}{8} \mathcal{H} h^4) \cdot \mathbb{E}(\|\Delta G_{n,m}\|^2)^{1/2}.
\end{align*}
\]

(95)

To estimate the second term on the right-hand side of (93), we again need to bound \( \mathbb{E}(\|\tilde{K}_i - K_i\|^2) \) to obtain a recurrence relation for the numerical error. Such results are given in the following lemma:

**Lemma 4.** Assume that the hypotheses (H1) and (H3) hold. For a sufficiently small time step length \( h \), we have
\[
\begin{align*}
\left\| \mathbb{E}(\tilde{K}_1 - K_1) \right\| &\leq 8 P_1(t_{n-m}) \sum_{i=1}^{n-m} (2 + (n - m - i)h) \left\| \mathbb{E}(\Delta g_{n,m}) \right\|_{\Gamma_{n-m}(i)} + \tilde{\alpha}(t_{n-m}) \left[ N^{(\text{std})}_{\Omega_{n,m}}(\Delta g_{n,m}) \right]^2, \\
\left\| \mathbb{E}(\tilde{K}_2 - K_2) \right\| &\leq 28 P_1(t_{n-m+1}) \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \left\| \mathbb{E}(\Delta g^*_{n,m}) \right\|_{\Gamma_{n,m}(i)} + 5\tilde{\alpha}(t_{n-m+1}) \left[ N^{(\text{std})}_{\Omega_{n,m}}(\Delta g^*_{n,m}) \right]^2 + 16\tilde{\alpha}(t_{n-m+1}) \tilde{\gamma}(t_{n-m+1}) \cdot \frac{h^2}{N_s}.
\end{align*}
\]

and
\[
\begin{align*}
\left[ \mathbb{E}(\|\tilde{K}_1 - K_1\|^2) \right]^{1/2} &\leq 8 P_1(t_{n-m}) \sum_{i=1}^{n-m} (2 + (n - m - i)h) N^{(\text{std})}_{\Gamma_{n,m}(i)}(\Delta g_{n,m}) + 2\sqrt{\tilde{\gamma}(t_{n-m})} \cdot \frac{1}{\sqrt{N_s}}, \\
\left[ \mathbb{E}(\|\tilde{K}_2 - K_2\|^2) \right]^{1/2} &\leq 28 P_1(t_{n-m+1}) \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) N^{(\text{std})}_{\Gamma_{n,m}(i)}(\Delta g^*_{n,m}) + 3\sqrt{\tilde{\gamma}(t_{n-m+1})} \cdot \frac{1}{\sqrt{N_s}}.
\end{align*}
\]

(96) (97) (98) (99)

where \( \tilde{\alpha} \) and \( \tilde{\gamma} \) are defined in (53). Here we recall that \( P_1(t) \), \( P_2(t) \) are given in Propositions 5 and 6 and \( \mathcal{H}, \mathcal{G}, \mathcal{L} \) are some upper bounds given in the assumptions (H1) and (H3).

We only write down the proof for (93) and (97) which are related to the numerical error in this section. The other two will only be used when estimating the bias so we put the corresponding proof in the Appendix.
Proof of (98) and (99). (i) Estimate of $E(\|\tilde{K}_1 - K_1\|^2)$:

The definition of $\tilde{K}_i$ indicates that

$$
E_{\bar{g}}[\tilde{F}_i(\bar{g}_{n,m}; \bar{s})] = F_i(\bar{g}_{n,m}),
$$

$$
E_{\bar{g}}[\tilde{F}_2(\bar{g}_{n,m}; \bar{s})] = F_2(\bar{g}_{n,m})
$$

by the fact that $s$ and $\bar{s}$ are sampled independently from $\bar{g}_{n,m}$ and $\bar{g}_{n,m}^*$. Therefore, for each $r,s$–entry we have

$$
E_{\bar{g}}(|\tilde{K}_1^{(rs)} - K_1^{(rs)}|^2) = E_{\bar{g}}\left[\left|F_1^{(rs)}(g_{n,m}) - \frac{1}{N_s} \sum_{i=1}^{N_s} \tilde{F}_1^{(rs)}(g_{n,m}; s^i)\right|^2\right]
$$

$$
= \frac{1}{N_s} E_{\bar{g}}\left[\left|F_1^{(rs)}(\bar{g}_{n,m}; s) - \frac{1}{N_s} \sum_{i=1}^{N_s} \tilde{F}_1^{(rs)}(\bar{g}_{n,m}; s^i)\right|^2\right] + \left[\left|F_1^{(rs)}(g_{n,m}) - F_1^{(rs)}(\bar{g}_{n,m})\right|^2\right]
$$

which gives

$$
\left\{E(|\tilde{K}_1^{(rs)} - K_1^{(rs)}|^2)\right\}^{1/2} \leq \frac{1}{\sqrt{N_s}} \cdot \left[\left\{E\left(|\tilde{F}_1^{(rs)}(\bar{g}_{n,m}; s) - \frac{1}{N_s} \sum_{i=1}^{N_s} \tilde{F}_1^{(rs)}(\bar{g}_{n,m}; s^i)\right|^2\right\}^{1/2}
$$

$$
+ \left[\left|F_1^{(rs)}(g_{n,m}) - F_1^{(rs)}(\bar{g}_{n,m})\right|^2\right]\right\}^{1/2}.
$$

According to the boundedness assumption (H1)(H3), the first term on the right-hand side of the inequality above is immediately bounded by

$$
\frac{1}{\sqrt{N_s}} \cdot \left[\left\{E\left(|\tilde{F}_1^{(rs)}(\bar{g}_{n,m}; s) - \frac{1}{N_s} \sum_{i=1}^{N_s} \tilde{F}_1^{(rs)}(\bar{g}_{n,m}; s^i)\right|^2\right\}^{1/2}
$$

$$
\leq \sqrt{\gamma(t_{n-m})} \cdot \frac{1}{\sqrt{N_s}}.
$$

with $\gamma(t)$ defined in (98). For the second term, we use mean value theorem to get

$$
\left\{E\left(|F_1^{(rs)}(g_{n,m}) - F_1^{(rs)}(\bar{g}_{n,m})|^2\right)\right\}^{1/2} = \left\{E\left(\left(\nabla F_1^{(rs)}(\eta_{n,m})^T \cdot (\bar{g}_{n,m} - \bar{g}_{n,m})\right)^2\right)\right\}^{1/2}
$$

$$
= \left\{E\left(\sum_{i=1}^{n-m} \sum_{(k,l) \in \Gamma_{n,m}(i)} \sum_{p,q=1,2} \frac{\partial F_1^{(rs)}(\eta_{n,m})}{\partial G_{k,l}^{(pq)}} \cdot \Delta G_{k,l}^{(pq)}\right)^2\right\}^{1/2}
$$

\begin{equation}
\leq \sum_{i=1}^{n-m} \sum_{(k,l) \in \Gamma_{n,m}(i)} \sum_{p,q=1,2} \left\{E\left(\left|\frac{\partial F_1^{(rs)}(\eta_{n,m})}{\partial G_{k,l}^{(pq)}}\right|^2\right)\right\}^{1/2} \cdot \left[\left|\Delta G_{k,l}^{(pq)}\right|^2\right]^{1/2}
$$

\begin{equation}
\leq 4P_1(t_{n-m}) \left[\left(\eta_{n,m}(\Delta g_{n,m}) + \sum_{i=1}^{n-m} (2h + (n - m - 1 - i)h^2)N_{\Gamma_{n,m}(i)}^\text{(std)}(\Delta g_{n,m})\right)\right]
$$

\leq 4P_1(t_{n-m})h \sum_{i=1}^{n-m} (2 + (n - m - i)h)N_{\Gamma_{n,m}(i)}^\text{(std)}(\Delta g_{n,m}).
$$
Here we have considered the derivatives of $F_1(\cdot)$ for different locations in $\Omega_{n,m}$. Also, we have applied Minkowski inequality in the first "$\leq\"$ and Hölder’s inequality in the second "$\leq\"$. The estimate (103) can then be obtained by inserting (103) and (104) into (102).

(ii) Estimate of $\mathbb{E}(\|\tilde{K}_2 - K_2\|^2)$:

Similar to (102), we use the triangle inequality to bound $\left[\mathbb{E}(\|\tilde{K}_2^{(rs)} - K_2^{(rs)}\|^2)^{1/2}\right]$ by

$$\left[\mathbb{E}(\|\tilde{K}_2^{(rs)} - K_2^{(rs)}\|^2)^{1/2}\right] \leq \frac{1}{\sqrt{N_s}} \cdot \mathbb{E}\left(\left[\tilde{F}_2^{(rs)}(\tilde{g}_{n,m}; \bar{s}) - F_2^{(rs)}(g_{n,m}^*; \bar{s})\right]^2\right)^{1/2}$$

$$+ \mathbb{E}\left(\left[F_2^{(rs)}(g_{n,m}^*) - F_2^{(rs)}(\tilde{g}_{n,m}; \bar{s})\right]^2\right)^{1/2}$$

where the first term on the right-hand side can be estimated similarly to (103), and the result is

$$\frac{1}{\sqrt{N_s}} \cdot \mathbb{E}\left(\left[F_2^{(rs)}(g_{n,m}^*) - F_2^{(rs)}(\tilde{g}_{n,m}; \bar{s})\right]^2\right)^{1/2} \leq \sqrt{\gamma(t_{n+m-1})} \cdot \frac{1}{\sqrt{N_s}}$$

(105)

(106)

For the second term on the right-hand side of (105), we mimic the analysis in (104) to get

$$\left[\mathbb{E}\left(\left[F_2^{(rs)}(\tilde{g}_{n,m}; \bar{s}) - F_2^{(rs)}(g_{n,m}^*; \bar{s})\right]^2\right)^{1/2}\right] \leq 4P_1(t_{n+m+1})h \cdot \left[\mathbb{E}\left(\|\tilde{G}_{n+1,m} - G_{n+1,m}^*\|^2\right)\right]^{1/2} + \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}_{\Gamma_{n,m}^{(std)}}(\Delta g_{n,m}^*)$$

(107)

Here the difference between $\tilde{G}_{n+1,m}^*$ and $G_{n+1,m}^*$ can be estimated by

$$\left[\mathbb{E}\left(\|\tilde{G}_{n+1,m}^* - G_{n+1,m}^*\|^2\right)\right]^{1/2}$$

$$\leq \left[\mathbb{E}\left(\|(I + \text{sgn}(t_{n+m-1})iH_h)\Delta G_{n,m}\|^2\right)\right]^{1/2} + \mathbb{E}(\|\tilde{K}_1 - K_1\|^2)^{1/2}$$

$$\leq (1 + \frac{1}{2} \mathscr{H}^2 h^2) \cdot \mathbb{E}(\|\Delta G_{n,m}\|^2)^{1/2}$$

$$+ 8P_1(t_{n+m})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}_{\Gamma_{n,m}^{(std)}}(\Delta g_{n,m}) + 2\sqrt{\gamma(t_{n+m})} \cdot \frac{h^2}{\sqrt{N_s}}$$

(108)

(109)

where we have applied our previous estimate (104) to bound $\mathbb{E}(\|\tilde{K}_1 - K_1\|^2)$, and we have omitted the details of the estimation of $\mathbb{E}\left(\|(I + \text{sgn}(t_{n+m-1})iH_h)\Delta G_{n,m}\|^2\right)$, which is similar to (104).

$$\left[\mathbb{E}\left(\left[F_2^{(rs)}(\tilde{g}_{n,m}); \bar{s}) - F_2^{(rs)}(g_{n,m}^*; \bar{s})\right]^2\right)^{1/2}\right] \leq 4P_1(t_{n+m+1})h \cdot \left(1 + \frac{1}{2} \mathscr{H}^2 h^2\right) \mathcal{N}_{\Gamma_{n,m}^{(std)}}(\Delta g_{n,m}^*)$$

$$+ (1 + 8P_1(t_{n+m})h^2) \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}_{\Gamma_{n,m}^{(std)}}(\Delta g_{n,m}^*) + 2\sqrt{\gamma(t_{n+m})} \cdot \frac{h^2}{\sqrt{N_s}}$$

(109)

Again, we insert the estimates (106) and (109) into (105) to get

$$\left[\mathbb{E}(\|\tilde{K}_2 - K_2\|^2)^{1/2}\right] \leq 8 \left(3 + h^2 + \frac{1}{2} \mathscr{H}^2 \cdot 16P_1(t_{n+m})h^2 + 8P_1(t_{n+m})h^3 \right) P_1(t_{n+m+1})h \times$$

$$\sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}_{\Gamma_{n,m}^{(std)}}(\Delta g_{n,m}^*) + (2 + 16P_1(t_{n+m+1})h^2) \sqrt{\gamma(t_{n+m+1})} \cdot \frac{1}{\sqrt{N_s}}$$

(110)
By choosing a sufficiently small time step such that \( h + (\frac{1}{2} \mathcal{H}^2 + 16P_1(t_{n-m}))h^2 + 8P_1(t_{n-m})h^3 \leq \frac{1}{2} \) and \( h \leq \sqrt{\frac{1}{16P_1(t_{n-m+1})}} \), the estimate (99) can be obtained. \( \square \)

With the results above, we now return to the formula (93) and give the recurrence relation for the numerical error \( \mathbb{E}(\|\Delta G_{n+1,m}\|^2) \) as

\[
\left[ \mathbb{E}(\|\Delta G_{n+1,m}\|^2) \right]^{1/2} \leq (1 + \frac{1}{8} \mathcal{H}^4 h^4) \left[ \mathbb{E}(\|\Delta G_{n,m}\|^2) \right]^{1/2} + \frac{1}{2} (1 + \frac{1}{2} \mathcal{H}^2 h^2) h \left[ \mathbb{E}(\|\Delta K_1\|^2) \right]^{1/2} + \frac{1}{2} h \left[ \mathbb{E}(\|\Delta K_2\|^2) \right]^{1/2} \\
\leq (1 + \frac{1}{8} \mathcal{H}^4 h^4) \left[ \mathbb{E}(\|\Delta G_{n,m}\|^2) \right]^{1/2} + \frac{1}{2} (1 + \frac{1}{2} \mathcal{H}^2 h^2) h \left[ \mathbb{E}(\|\Delta G_{n,m}\|^2) \right]^{1/2} \\
+ 22P_1(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}_{\Gamma_{n,m}(i)}^{(\text{std})} (\Delta g_{n,m}^*) + \frac{7}{2} \sqrt{n_{n-m+1}} \cdot \frac{h}{N_s}
\]

upon assuming \( h \leq \sqrt{\frac{2}{\mathcal{H}}} \).

Next, we consider the recurrence relation of \( \mathbb{E}(\|\Delta G_{n+1,m}\|^2) \). By straightforward expansion,

\[
\mathbb{E}(\|\Delta G_{n+1,m}\|^2) = \mathbb{E} \left[ \left\| A_{n,m}(h) \Delta G_{n,m} + \frac{1}{2} h (B_{n,m}(h) \Delta K_1 + \Delta K_2) \right\|^2 \right] \\
= \mathbb{E}(\|A_{n,m}(h)\Delta G_{n,m}\|^2) + \frac{1}{4} h^2 \mathbb{E} \left[ \left\| B_{n,m}(h) \Delta K_1 + \Delta K_2 \right\|^2 \right] + \text{quadratic term} + \text{cross term} \\
= \mathbb{E}(\|A_{n,m}(h)\Delta G_{n,m}\|^2) + \frac{1}{4} h^2 \mathbb{E} \left[ \left\| B_{n,m}(h) \Delta K_1 + \Delta K_2 \right\|^2 \right] + \text{quadratic term} + \text{cross term}
\]

To bound the quadratic term, we first derive the following results from the estimates (98) and (99):

\[
\mathbb{E}(\| \tilde{K}_1 - K_1 \|^2) \leq 128P_1^2(t_{n-m})h^2 \sum_{i=1}^{n-m} (2 + (n - m - i)h) \mathcal{N}_{\Gamma_{n,m}(i)}^{(\text{std})} (\Delta g_{n,m}^*)^2 + 8\gamma(t_{n-m}) \cdot \frac{1}{N_s},
\]

\[
\mathbb{E}(\| \tilde{K}_2 - K_2 \|^2) \leq 1568P_1^2(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}_{\Gamma_{n,m}(i)}^{(\text{std})} (\Delta g_{n,m}^*)^2 \\
+ 18\gamma(t_{n-m+1}) \cdot \frac{1}{N_s}
\]

Then the quadratic term is bounded by

\[
\frac{1}{4} h^2 \mathbb{E} \left[ \left\| B_{n,m}(h) \Delta K_1 + \Delta K_2 \right\|^2 \right] \leq \frac{1}{4} (1 + \mathcal{H}^2 h^2) h^2 \mathbb{E}(\|\Delta K_1\|^2) + \frac{1}{2} h^2 \mathbb{E}(\|\Delta K_2\|^2) \\
\leq h^2 \mathbb{E}(\|\Delta K_1\|^2) + \frac{1}{2} h^2 \mathbb{E}(\|\Delta K_2\|^2) \\
\leq 912P_1^2(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}_{\Gamma_{n,m}(i)}^{(\text{std})} (\Delta g_{n,m}^*)^2 + 17\gamma(t_{n-m+1}) \cdot \frac{h^2}{N_s}
\]

thanks to the previous requirement on \( h \) in (111) and the results (98) and (99) in Lemma 4 obtained in the previous section.

34
Given the time step length $h$, the number of Monte Carlo samples at each step $N_s$, we have

\[
\| \mathbb{E}_g(\bar{K}_1 - \bar{K}_1) \| = 0, \tag{117}
\]

\[
\| \mathbb{E}_g(\bar{K}_2 - \bar{K}_2) \| \leq 4\bar{\alpha}(t_{n-m+1})\gamma(t_{n-m+1}) \cdot \frac{h^2}{N_s}, \tag{118}
\]

\[
\left[ \mathbb{E}(\|\bar{K}_1 - K_1\|^2) \right]^{1/2} \leq 8P_1(t_{n-m})h \sum_{i=1}^{n-m} (2 + (n - m - i)h) N_{\Gamma_m}^{(std)}(\Delta g_{n,m}), \tag{119}
\]

\[
\left[ \mathbb{E}(\|\bar{K}_2 - K_2\|^2) \right]^{1/2} \leq 28P_1(t_{n-m+1})h \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) N_{\Gamma_m}^{(std)}(\Delta g_{n,m}) \tag{120}
\]

where the formula of $\bar{\alpha}(t)$ is given in 36.

The rigorous proof of this lemma is omitted since it is almost identical to that of Lemma 4.

Now we are ready to bound the cross-term in (112). By the same treatment as the case of differential equations, we have

\[
\left| \text{Re} h \mathbb{E} \left[ \text{tr} \left( (B_{n,m}(h)\Delta K_1 + \Delta K_2)^\dagger (A_{n,m}(h)\Delta G_{n,m}) \right) \right] \right| \leq h \mathbb{E} \left[ \text{tr} \left( (B_{n,m}(h)(K_1 - \tilde{K}_1) + (K_2 - \tilde{K}_2))^\dagger (A_{n,m}(h)\Delta G_{n,m}) \right) \right]
\]

\[
= h \mathbb{E} \left[ \text{tr} \left( (B_{n,m}(h)(K_1 - \tilde{K}_1) + (K_2 - \tilde{K}_2))^\dagger (A_{n,m}(h)\Delta G_{n,m}) \right) \right]
\]

\[
\leq h \mathbb{E} \left( \|A_{n,m}(h)\Delta G_{n,m}\|^2 \right)^{1/2} \left\{ \left[ \mathbb{E} \left( \|B_{n,m}(h)(K_1 - \tilde{K}_1) + (K_2 - \tilde{K}_2)\|^2 \right) \right]^{1/2} \right. 
\]

\[
+ \left. \mathbb{E} \left( \|B_{n,m}(h)(K_1 - \tilde{K}_1) + (K_2 - \tilde{K}_2)\|^2 \right) \right\}^{1/2}
\]

where we have applied Cauchy-Schwarz inequality in the last step.

On the right-hand side of (121), the term $\mathbb{E} \left( \|A_{n,m}(h)\Delta G_{n,m}\|^2 \right)^{1/2}$ has already been bounded in 35.
For the other term, we can find the bounds by Lemma 5 immediately:

\[
\left[ \mathbb{E} \left( \left\| B_{n,m}(h)(K_1 - \tilde{K}_1) + (K_2 - \tilde{K}_2) \right\| ^2 \right) \right]^{1/2} \leq 2 \left[ \mathbb{E} \left( \| K_1 - \tilde{K}_1 \|^2 \right) \right]^{1/2} + \left[ \mathbb{E} \left( \| K_2 - \tilde{K}_2 \|^2 \right) \right]^{1/2}
\]

\[
\leq 44P_1(t_{n-m+1})h \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}^{(\text{std})}_{\Gamma^*_{n,m}(i)}(\Delta g^*_{n,m}),
\]

\[
\left[ \mathbb{E} \left( \left\| \tilde{E}_{\bar{m},\bar{n}} (B_{n,m}(h)(K_1 - \tilde{K}_1) + (K_2 - \tilde{K}_2)) \right\|^2 \right) \right]^{1/2} \leq \left\| \tilde{E}_{\bar{m},\bar{n}} (B_{n,m}(h)(K_1 - \tilde{K}_1) + (K_2 - \tilde{K}_2)) \right\|
\]

\[
\leq 2 \left\| \tilde{E}_{\bar{m},\bar{n}} (K_1 - \tilde{K}_1) \right\|^2 + \left\| \tilde{E}_{\bar{m},\bar{n}} (K_2 - \tilde{K}_2) \right\|^2 \leq 4\alpha(t_{n-m+1})\gamma(t_{n-m+1}) \cdot \frac{h^2}{N_s}. \tag{122}
\]

Thus the final estimation of the cross term is

\[
\text{Re} \mathbb{E} \left[ \text{tr} \left( (B_{n,m}(h)\Delta K_1 + \Delta K_2)(A_{n,m}(h)\Delta G_{n,m}) \right) \right] \leq \left( 1 + \frac{1}{8} \mathcal{H}^4 h^4 \right) h \left[ \mathbb{E}(\| \Delta G_{n,m} \|^2) \right]^{1/2} \times
\]

\[
\left\{ 44P_1(t_{n-m+1})h \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \mathcal{N}^{(\text{std})}_{\Gamma^*_{n,m}(i)}(\Delta g^*_{n,m}) + 4\alpha(t_{n-m+1})\gamma(t_{n-m+1}) \cdot \frac{h^2}{N_s} \right\}. \tag{123}
\]

Finally, we combine the estimate (113) for the quadratic term with (123) for the cross term to obtain the recurrence relation (65) for the numerical error.

### 7.2. Proof of (52) in Theorem 3—Estimation of the numerical error

In this section we discuss how to apply the recurrence relations in Proposition 7 to obtain the estimates in Theorem 3. Here we only focus on the estimate for the numerical error which we are more interested in.

For the bias, we refer the readers to Appendix B for the detailed proof.

In Proposition 7, two recurrence relations are given, in which the first relation (65) is easier to analyze due to its linearity. For simplicity, we rewrite this estimate as

\[
\mathcal{N}^{(\text{std})}_{\Gamma^*_{n,m}(j-m+1)}(\Delta g^*_{n,m}) \leq (1 + c_1 h^4) \mathcal{N}^{(\text{std})}_{\Gamma^*_{n,m}(j-m)}(\Delta g^*_{n,m}) + c_2 h^2 \sum_{i=1}^{j-m} (2 + (j - m + 1 - i)h) \mathcal{N}^{(\text{std})}_{\Gamma^*_{n,m}(i)}(\Delta g^*_{n,m}) + \frac{h}{\sqrt{N_s}}, \tag{124}
\]

where we have introduced the notations $c_1 = \frac{1}{8} \mathcal{H}^4$, $c_2 = 22P_1(t_n-m)$ and $c_3 = \frac{7}{2} \sqrt{\gamma(t_{n-m})}$ for simplicity. The inequality (124) is obtained by taking the maximum on the diagonals, and using the fact that $\gamma(t_{j+1-m}) \leq \gamma(t_{n-m})$.

This inequality shows that the recurrence relation of the error with two indices $n$ and $m$ can be simplified as a recurrence relation with only one index $j$. For each $j$, the quantity $\mathcal{N}^{(\text{std})}_{\Gamma^*_{n,m}(j-m)}(\Delta g^*_{n,m})$ denotes the maximum numerical error on the $(j-m)^{th}$ diagonal (see Figure 3). This can also be understood by an alternative order of computation: once all the propagators on the diagonals $\Gamma^*_{n,m}(i)$ for $i \leq j - m$ are computed, the propagators on $\Gamma^*_{n,m}(i)$ can actually be computed in an arbitrary order, i.e., the computation of all the propagators on $\Gamma^*_{n,m}(i)$ are independent of each other. The derivation of (124) is inspired by this observation, and this idea will also be used in the proof of Theorem 3 to be presented later in this section.

To study the growth of the error from (124), one can define a sequence $\{A_j\}$ with the following recurrence relation:

\[
A_{j+1} = (1 + 3c_2 h^2)A_j + c_2 h^2 \sum_{i=j+1}^{j+m+1} (2 + (j + 1 - i)h)A_i + c_3 \frac{h}{\sqrt{N_s}} \quad \text{for} \quad j = m, \cdots, n-1, \tag{125}
\]
The general formula of $A_j$ to determine the function $C_{\theta}$ increasing the index $j$ section. We claim that the error satisfies below:

$$A_{j+2} = (1 + 3c_2h^2)A_{j+1} + c_2h^2 \sum_{i=m+1}^{j} (2 + (j + 2 - i))A_i + c_3 \frac{h}{\sqrt{N_s}}.$$  \hspace{1cm} (126)

Subtracting (125) from (126) yields

$$A_{j+2} = (1 + 3c_2h^2)A_{j+1} - (1 + c_2h^2 - 2c_2h^3)A_j + c_2h^3 \sum_{i=m+1}^{j-1} A_i.$$ \hspace{1cm} (127)

Similarly, we can reduce the index $j$ in (127) by 1 and again subtract the two equations, so that a recurrence relation without summation can be derived:

$$A_{j+2} = (3 + 3c_2h^2)A_{j+1} + (3 + 4c_2h^2 - 2c_2h^3)A_j - (1 + c_2h^2 - c_2h^3)A_{j-1} = 0.$$ \hspace{1cm} (128)

The general formula of $A_j$ can then be found by solving the corresponding characteristic equation. We denote $A_j$ as

$$A_j = \sigma_1 r_1^j + \sigma_2 r_2^j + \sigma_3 r_3^j.$$ \hspace{1cm} (129)

The formula of each $r_i$ is given in Appendix A based on which we can estimate $A_n$ by

$$A_n \leq C(h, N_s) \cdot (1 + \theta_1 \sqrt{P_t(t_{n-m} + 1)h^{n-m}}),$$ \hspace{1cm} (130)

where $\theta_1$ is a constant and $C(h, N_s)$ is a function to be determined.

The recurrence relation (65) helps determine the growth rate of the numerical error. However, if we use (65) to determine the function $C(h, N_s)$, we can only find $C(h, N_s) \propto \sqrt{1/N_s}$, whereas the desired result is $C(h, N_s) \propto \sqrt{h/N_s}$. To this end, the other recurrence relation (66) has to be utilized, as in the proof given below:

**Proof of Theorem 3 (Numerical error).** As mentioned previously, we only present the proof of (52) in this section. We claim that the error satisfies

$$N_{n,m}^{(\text{std})}(\Delta g^*_{n,m}) \leq \theta_2 \sqrt{\gamma(t_{n-m+1}^l)} \cdot \frac{h}{N_s} \left(1 + \theta_1 \sqrt{P_t(t_{n-m} + 1)h^l}\right),$$ \hspace{1cm} (131)

for $l = 0, 1, \cdots, n - m$.

Here $\theta_2$ is some $O(1)$ constant. We will prove this claim by mathematical induction using (66).

We first check the initial case $l = 0$. By the recurrence relation (66), the left-hand side of (131) is bounded by

$$N_{n,m}^{(\text{std})}(\Delta g^*_{n,m}) = \max \left(\mathbb{E}(\|\Delta G_{m+1,1}\|^2)^{1/2}, \mathbb{E}(\|\Delta G_{m+2,m+1}\|^2)^{1/2}, \cdots, \mathbb{E}(\|\Delta G_{n+1,n}\|^2)^{1/2}\right) \leq \sqrt{17} \sqrt{\gamma(h)} \frac{h}{\sqrt{N_s}} \leq \theta_2 \sqrt{\gamma(t_{n-m+1}^l)} \cdot \frac{h}{N_s},$$ \hspace{1cm} (132)

as holds for any constant $\theta_2 \geq \sqrt{17}$.

Assume that (131) holds for all $l = 0, 1, \cdots, k - 1$, when $l = k$,

$$N_{n,m}^{(\text{std})}(\Delta g^*_{n,m}) = \max \left(\mathbb{E}(\|\Delta G_{m+k+1,m}\|^2)^{1/2}, \cdots, \mathbb{E}(\|\Delta G_{n+1,n-k}\|^2)^{1/2}\right).$$ \hspace{1cm} (133)
Therefore we just need to find the bounds for each \( \mathbb{E}(\|\Delta G_{m+k+j,m+j-1}\|^2) \)^{1/2}, \( j = 1, \ldots, n+1-m-k \). This will be done by the recurrence relation (66). For clearer presentation, we rewrite the equation (66) below only with subscripts replaced:

\[
\begin{align*}
\mathbb{E}(\|\Delta G_{m+k+j,m+j-1}\|^2) & \leq \left( 1 + \frac{1}{4} \hat{\mathcal{H}}^4 h^4 \right) \cdot \mathbb{E}(\|\Delta G_{m+k+j-1,m+j-1}\|^2) \\
& \triangleq \left( 1 + \frac{1}{4} \hat{\mathcal{H}}^4 h^4 \right) \cdot (1 + \theta_1 \sqrt{\frac{P_1(t_{n-m+1})}{h}})^{2k-2}, \\
& \leq \left( \frac{h}{N_s} \right)^2 (1 + \theta_1 \sqrt{\frac{P_1(t_{n-m+1})}{h}})^{2k-2}, \\
& \leq \theta_2 \left( \frac{h}{N_s} \right) (1 + \theta_1 \sqrt{\frac{P_1(t_{n-m+1})}{h}})^{2k-2},
\end{align*}
\]

For the second and fourth terms on the right-hand side, we use the inductive hypothesis (131) with \( l = k-1 \), which indicates that

\[
\mathbb{E}(\|\Delta G_{m+k+j-1,m+j-1}\|^2) \leq \left( \mathcal{N}_{r,n,m}^{(std)}(\Delta g_{n,m}^*) \right)^2 \leq \theta_2^2 \hat{\gamma}(t_{n-m+1}) \cdot \frac{h}{N_s} (1 + \theta_1 \sqrt{\frac{P_1(t_{n-m+1})}{h}})^{k-1},
\]

to get

\[
\begin{align*}
\mathbb{E}(\|\Delta G_{m+k+j,m+j-1}\|^2) & \leq \theta_2^2 \hat{\gamma}(t_{n-m+1}) \cdot \frac{h}{N_s} (1 + \theta_1 \sqrt{\frac{P_1(t_{n-m+1})}{h}})^{2k-2}, \\
& \leq \theta_2^2 \hat{\gamma}(t_{n-m+1}) \cdot \frac{h}{N_s} (1 + \theta_1 \sqrt{\frac{P_1(t_{n-m+1})}{h}})^{2k-2},
\end{align*}
\]

where we have assumed \( (1 + \frac{1}{4} \hat{\mathcal{H}}^4 h^4) \sqrt{\frac{h}{N_s}} \leq \frac{\theta_2}{4 \hat{\gamma}(t_{n-m+1})} \) to get the last “\( \leq \)” in (137). For the second and fourth terms on the right-hand side of (134), we first use the inductive hypothesis to get

\[
\mathcal{N}_{r,n,m-1,m-1+i}(\Delta g_{n,m}^*) \leq \mathcal{N}_{r,n,m}^{(std)}(\Delta g_{n,m}^*) \leq \theta_2 \sqrt{\hat{\gamma}(t_{n-m+1})} \cdot \frac{h}{N_s} (1 + \theta_1 \sqrt{\frac{P_1(t_{n-m+1})}{h}})^{i-1}, \text{ for } i = 1, \ldots, k.
\]

The next step is to insert the above estimation into (134). To assist our further calculation, we let \( c_4 = \)
\[ \theta_1 \sqrt{P_1(t_{n-m+1})} \text{ and perform the following calculation:} \]

\[
\sum_{i=1}^{k} (2 + (k + 1 - i)h) \cdot (1 + c_4 h)^i
\]

\[
= 2 \sum_{i=1}^{k} (1 + c_4 h)^i + h \sum_{i=1}^{k} (k + 1 - i) \cdot (1 + c_4 h)^i
\]

\[
= 2 \left( 1 + c_4 h \right)^{k+1} - (1 + c_4 h) \cdot h \left( (1 + c_4 h)^{k+2} - (1 + c_4 h)^2 - (1 + c_4 h) c_4 k h \right)
\]

\[
\leq 2 \left( 1 + c_4 h \right)^{k+1} \cdot \frac{c_4 h}{c_4 h} + 2 \left( 1 + c_4 h \right)^{k+1} \cdot \frac{1}{c_4 h} = \left( 1 + c_4 h \right)^{k+1} \cdot \frac{1}{h} \cdot \left( 2 \left( \frac{1}{c_4} + \frac{1}{c_4} \right) \right),
\]

where we have assumed \( h \leq \frac{1}{c_4} \). By this inequality, we see that when \( h \) is sufficiently small, for any \( \theta_1 > 1 \), the second term on the right-hand side of (134) satisfies

\[
\left( 1 + \frac{1}{8} e^4 h^4 \right) 44 P_1(t_{n-m+1}) h^2 \cdot \left[ \mathbb{E} \left( \| \Delta G_{m+k+j-1,m+j-1} \| \right) \right]^{1/2}
\]

\[
\leq \left( 1 + \frac{1}{8} e^4 h^4 \right) 44 P_1(t_{n-m+1}) \theta_2^2 \gamma(t_{n-m+1}) \left( 2 + (k + 1 - i)h \right) \cdot (1 + \theta_1 \sqrt{P_1(t_{n-m+1})}) h^{k+i-2}
\]

\[
\leq 88 \left( 1 + \frac{1}{8} e^4 h^4 \right) \left( 1 + \theta_1 \sqrt{P_1(t_{n-m+1})} \right) \left( \frac{\sqrt{P_1(t_{n-m+1})}}{\theta_1} + \frac{1}{\theta_1^2} \right)
\]

\[
\leq 2 \sqrt{P_1(t_{n-m+1})} \times h \theta_2^2 \gamma(t_{n-m+1}) \frac{h}{N_s} (1 + \theta_1 \sqrt{P_1(t_{n-m+1})}) h^{2k-2},
\]

and when \( \theta_2 = \sqrt{34} \), the fourth term on the right-hand side of (133) satisfies

\[
912 P_1^2(t_{n-m+1}) h^4 \left[ \sum_{i=1}^{k} (2 + (k + 1 - i)h) \mathcal{N}^{(std)}_{m+k+j-1,m+j-1}(i) \left( \Delta g_{n,m}^* \right) \right]^2 + 17 \gamma(t_{n-m+1}) \frac{h^2}{N_s}
\]

\[
\leq 912 P_1^2(t_{n-m+1}) \theta_2^2 \gamma(t_{n-m+1}) \frac{h^5}{N_s} \left[ \sum_{i=1}^{k} (2 + (k + 1 - i)h) \left( 1 + \theta_1 \sqrt{P_1(t_{n-m+1})} \right)^{i-1} \right]^2 + 17 \gamma(t_{n-m+1}) \frac{h^2}{N_s}
\]

\[
= 3648 \left( 1 + \theta_1 \sqrt{P_1(t_{n-m+1})} \right)^2 \left( \frac{\sqrt{P_1(t_{n-m+1})}}{\theta_1} + \frac{1}{\theta_1^2} \right)^2 \times h \theta_2^2 \gamma(t_{n-m+1}) \frac{h}{N_s} (1 + \theta_1 \sqrt{P_1(t_{n-m+1})}) h^{2k-2}
\]

\[
\leq \frac{17}{\theta_2^2} \times h \theta_2^2 \gamma(t_{n-m+1}) \frac{h}{N_s} (1 + \theta_1 \sqrt{P_1(t_{n-m+1})}) h^{2k-2}
\]

\[
\leq h \theta_2^2 \gamma(t_{n-m+1}) \frac{h}{N_s} (1 + \theta_1 \sqrt{P_1(t_{n-m+1})}) h^{2k-2}
\]
by assuming $7296h\left(\frac{\sqrt{P_1(t_n-m+1)}}{\theta_1} + \frac{1}{\theta_1}\right)^2 \leq 1/2$.

Inserting $[130]$ into $[131]$, we get

$$
\mathbb{E}(\|\Delta G_{m+k+m-j-1}\|^2) \\
\leq 1 + (704 \sqrt{P_1(t_n-m+1)} + 2)h + \frac{1}{\theta_1} \times \frac{\theta_2^2}{h} \bar{\gamma}^2(t_n-m+1) (1 + \frac{\theta_1}{\sqrt{P_1(t_n-m+1)}h})^{2k}
$$

(142)

by setting $\theta_1 = 353$. Since this inequality holds for all $j = 1, \cdots, n + 1 - m - k$, by $[133]$, we know that $[131]$ holds for $l = k$. By the principle of mathematical induction, we have completed the proof of $[131]$. Finally, we set $l = n - m$ in $[131]$ to get

$$
\mathbb{E}(\|\Delta G_{n+1,m}\|^2)^{1/2} = \Lambda_{n,m,n-m-1}(\Delta g_{n,m}^*) \leq \theta_2 \bar{\gamma}(t_n-m+1) \frac{h}{N_s} (1 + \theta_1 \sqrt{P_1(t_n-m+1)}h)^{n-m},
$$

(143)

resulting in the final estimate $[52]$ for the numerical error.

Remark 3. Due to the jump conditions $[51]$, we actually need to multiply by the norm of the observable $\|O_s\|$ on the right-hand side of $[124]$ when crossing the discontinuities. However, we can always first consider the observable $O_s/\|O_s\|$, and then multiply the result by $\|O_s\|$. Therefore we can always assume $\|O_s\| = 1$ in this paper and thus our analysis is not affected.

7.3. Proof of Proposition 3—Estimation of the error for the deterministic method

In this section, we consider the error $E_{n+1,m} = G_c(t_{n+1}, t_m) - G_{n+1,m}$ for the deterministic scheme $[40]$. By triangle inequality,

$$
\|E_{n+1,m}\| \leq \left\| G_c(t_{n+1}, t_m) - \left[ A_{n,m}(h) G_c(t_n, t_m) + \frac{1}{2} h \left( B_{n,m}(h) F_1(g_{n,m}^c) + F_2(g_{n,m}^*) \right) \right] \right\| \\
+ \left\| \left[ A_{n,m}(h) G_c(t_n, t_m) + \frac{1}{2} h \left( B_{n,m}(h) F_1(g_{n,m}^c) + F_2(g_{n,m}^*) \right) \right] - G_{n+1,m} \right\|
$$

(144)

where $g_{n,m}$ and $g_{n,m}^*$ are defined as

$$
g_{n,m} = (G_c(t_m, t_m); G_c(t_{m+1}, t_{m+1}); \cdots; G_c(t_{n-1}, t_{n-1}); G_c(t_n, t_m)), \\
g_{n,m}^* = (g_{n,m}^c; G_c(t_{n+1}, t_{n+1}); \cdots; G_c(t_{n+1}, t_{n+1}); G_c(t_{n+1}, t_m))
$$

(145)

which are similar to the definitions of $g_{n,m}$ and $g_{n,m}^*$. We note that $G_c$ on the discontinuities are again defined to be multiple-valued as

$$
G_c(t_N, t_k) = (G_c(t^+, t_k), G_c(t^-, t_k)) \text{ and } G_c(t_j, t_N) = (G_c(t_j, t^+), G_c(t_j, t^-))
$$

for $0 \leq k \leq N - 1$ and $N + 1 \leq j \leq 2N$. We further define $e_{n,m} = g_{n,m} - g_{n,m}$ and $e_{n,m}^* = g_{n,m}^* - g_{n,m}^*$, which will be used later. The estimation of the two parts in $[144]$ will be discussed in the following two subsections.
7.3.1. Estimation of Part 1 in (144)

We further split this part of the error by
\[
G_e(t_{n+1}, t_m) - \left[ A_{n,m}(h)G_e(t_n, t_m) + \frac{1}{2} h (B_{n,m}(h)F_1(g_{n,m}^e) + F_2(g_{n,m}^e)) \right]
\]
\[
= (G_e(t_{n+1}, t_m) - A_{n,m}(h)G_e(t_n, t_m)) - \frac{1}{2} h (B_{n,m}(h)\mathcal{H}(t_n, G_e, t_m) + \mathcal{H}(t_{n+1}, G_e, t_m))
\]
\[
+ \frac{1}{2} h (B_{n,m}(h)\mathcal{H}(t_n, G_e, t_m) + \mathcal{H}(t_{n+1}, G_e, t_m)) - \frac{1}{2} h (B_{n,m}(h)F_1(g_{n,m}^e) + F_2(g_{n,m}^e))
\]
(146)

where the definition of \( \mathcal{H} \) is given in (37).

Using Taylor expansion, we may easily obtain the bound for the first term of (146):
\[
\left\| G_e(t_{n+1}, t_m) - A_{n,m}(h)G_e(t_n, t_m) \right\| \leq \frac{h}{2} [B_{n,m}(h)]^2 (t_{n+1}, G_e, t_m) + \mathcal{H}(t_{n+1}, G_e, t_m)] \right\| \leq \left( \frac{1}{4} \mathcal{H}^2 \theta'' + \frac{5}{12} \theta''' \right) h^3.
\]
(147)

Meanwhile, since
\[
\mathcal{H}(t_n, G_e, t_m) - F_1(g_{n,m}^e)
\]
\[
= sgn(t_n - t) \sum_{M \text{ is odd}}^{M} \int_{M+1}^{M+1} \int_{t > s > t_m} (-1)^{(s,t)} W_s \left[ G_e(t_n, s_M)W_sG_e(s_1, t_m) - I_hG_e(t_n, s_M)W_s \cdots W_sI_hG_e(s_1, t_m) \right] \mathcal{L}(t_n, s) d\bar{s},
\]
(148)
we need the following estimation to bound the above term:
\[
\left\| G_e(t_n, s_M)W_s \cdots W_sI_hG_e(s_1, t_m) \right\| \leq \left\| G_e(t_n, s_M)W_s \cdots W_sI_hG_e(s_1, t_m) \right\| \leq (M+1)^2 \mathcal{H} \left\| G_e(t_n, s_M)W_s \cdots W_sI_hG_e(s_1, t_m) \right\|
\]
(149)

The term \( \| G_e(s_{j+1}, s_j) - I_hG_e(s_{j+1}, s_j) \| \) in the above equation is the linear interpolation error. By the standard error estimation of interpolation (see e.g. [43]), if the point \((s_{j+1}, s_j)\) locates inside the triangle \( T' \), the interpolation error is
\[
\left\| G_e^{(rs)}(s_{j+1}, s_j) - I_hG_e^{(rs)}(s_{j+1}, s_j) \right\| \leq \frac{1}{2} R_{T'}^2 \left\| \rho \left( D^2G_e^{(rs)} \right) \right\|_{L^\infty(T')},
\]
(150)
where \( R_{T'} \) is the radius of the circumscribed circle of \( T' \) and \( \rho(D^2G_e^{(rs)}) \) denotes the spectral radius of the Hessian of \( G_e^{(rs)} \), which can be bounded by
\[
\rho \left( D^2G_e^{(rs)} \right) \leq \| \nabla^2 G_e^{(rs)} \| \leq 2\theta'''
\]

Plugging the above result into (149) and using the bounds of the exact and numerical solutions, we get
\[
\left\| G_e(t_n, s_M)W_s \cdots W_sI_hG_e(s_1, t_m) \right\| \leq (M+1)^2 \theta^2 \| \mathcal{H} \|^{M} \theta^M \theta^2 h^2.
\]
(151)

Finally we apply this bound to (148) to obtain
\[
\left\| \mathcal{H}(t_n, G_e, t_m) - F_1(g_{n,m}^e) \right\| \leq \tilde{\beta}(t_{n-m}) h^2,
\]
(152)
where
\[
\bar{\beta}(t) = \mathcal{W}g^n \mathcal{L}^{1/2} \left( \sum_{M=1}^{M} \frac{M + 1}{(M - 1)!!} (\mathcal{W}g^n \mathcal{L}^{1/2} t)^M \right).
\]

Note that \( \mathcal{H}(t_{n+1}, G_e, t_m) - F_2(g_{n,m}^e) \) can be obtained by changing \( t_n \) to \( t_{n+1} \) in the expression of \( \mathcal{H}(t_n, G_e, t_m) - F_1(g_{n,m}^e) \). Therefore its bound can be given by \( \bar{\beta}(t_{n-m+1})h^2 \). Thus,
\[
\left\| \frac{1}{2} h (\mathcal{H}(t_n, G_e, t_m) + \mathcal{H}(t_{n+1}, G_e, t_m)) - \frac{1}{2} h (F_1(g_{n,m}^e) + F_2(g_{n,m}^e)) \right\| \leq \bar{\beta}(t_{n-m+1})h^3. \tag{153}
\]

Inserting the estimates (147), (153) into (150), we have the following estimation for Part 1 of (144):
\[
\left\| G_e(t_{n+1}, t_m) - \left[ A_{n,m}(h)G_e(t_n, t_m) + \frac{1}{2} h (B_{n,m}(h)F_1(g_{n,m}^e) + F_2(g_{n,m}^e)) \right] \right\| \leq \left( \frac{1}{4} \mathcal{W}g'' + \frac{5}{12} g''' + \bar{\beta}(t_{n-m+1}) \right) h^3. \tag{154}
\]

7.3.2. Estimation of Part 2 in (144)

The estimation for this part of the error is similar to that of the stochastic error. By the numerical scheme (10), we have
\[
\left[ A_{n,m}(h)G_e(t_n, t_m) + \frac{1}{2} h (B_{n,m}(h)F_1(g_{n,m}^e) + F_2(g_{n,m}^e)) \right] - G_{n+1,m} = A_{n,m}(h)E_{n,m} + \frac{1}{2} h B_{n,m}(h) \left[ F_1(g_{n,m}^e) - F_1(g_{n,m}) \right] + \frac{1}{2} h \left[ F_2(g_{n,m}^e) - F_2(g_{n,m}) \right], \tag{155}
\]

For the second term on the right-hand side, we can mimic the analysis of (104) to get
\[
\| F_1(g_{n,m}^e) - F_1(g_{n,m}) \| \leq 8P_1(h_{n-m}) \sum_{i=1}^{n-m} (2 + (n - m - i)h) \| e_{n,m} \| \xi_{n,m}^i. \tag{156}
\]

For the third term, due to the same analysis, we have
\[
\begin{align*}
\| F_2(g_{n,m}^e) - F_2(g_{n,m}) \| & \leq 8P_2(h_{n-m+1}) h \left\{ \| G_e(t_{n+1}, t_m) - G_{n+1,m}^e \| + \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \| e_{n,m}^e \| \xi_{n,m}^i \right\} \tag{157}
\end{align*}
\]

where
\[
\begin{align*}
\| G_e(t_{n+1}, t_m) - G_{n+1,m}^e \| &= \left\| \left[ G_e(t_n, t_m) + h \frac{\partial}{\partial \theta} G_e(t_n, t_m) + \frac{1}{2} h^2 \frac{\partial^2}{\partial \theta^2} G_e(\nu, t_m) \right] - \left[ (I + \text{sgn}(t_n - t)iH_e) G_{n,m} + hF_1(g_{n,m}) \right] \right\| \\
&= \left\| (I + \text{sgn}(t_n - t)iH_e) E_{n,m} + h \left[ \mathcal{H}(t_n, G_e, t_m) - F_1(g_{n,m}) \right] + \frac{1}{2} h^2 \frac{\partial^2}{\partial \theta^2} G_e(\nu, t_m) \right\| \\
&\leq \| (I + \text{sgn}(t_n - t)iH_e) E_{n,m} \| + h \left\| \mathcal{H}(t_n, G_e, t_m) - F_1(g_{n,m}) \right\| \\
&\quad + h \left\| F_1(g_{n,m}^e) - F_1(g_{n,m}) \right\| + \left\| \frac{1}{2} h^2 \frac{\partial^2}{\partial \theta^2} G_e(\nu, t_m) \right\|. \tag{158}
\end{align*}
\]
Note that the second-order derivative above is the remainder of the Taylor expansion and should be interpreted as
\[
\frac{\partial^2}{\partial s^2} G_c(\nu_n, t_m) = \left( \frac{\partial^2}{\partial s^2} G_c^{(11)}(\nu_n^{(11)}, t_m), \frac{\partial^2}{\partial s^2} G_c^{(12)}(\nu_n^{(12)}, t_m) \right).
\]

Using the previous results \((152)\) and \((156)\), we have the bound
\[
\|G_c(t_{n+1}, t_m) - G^*_c(t_{n+1}, t_m)\| \\
\leq (1 + \frac{1}{2} \mathcal{H}^2 h^2) \|E_{n,m}\| + 8P_1(t_{n-m})h^2 \sum_{i=1}^{n-m} (2 + (n - m - i)h) \|\epsilon_{n,m}\| \Gamma_{n,m}(i) + \langle \mathcal{H}\rangle h^2 + \mathcal{B}(t_{n-m})h^3
\]
\[
\leq (1 + \frac{1}{2} \mathcal{H}^2 h^2) \|E_{n,m}\| + 8P_1(t_{n-m})h^2 \sum_{i=1}^{n-m} (2 + (n - m - i)h) \|\epsilon_{n,m}\| \Gamma_{n,m}(i) + 16P_1(t_{n-m+1})\mathcal{H}h^3.
\]

upon assuming \(h \leq \mathcal{H}/\mathcal{B}(t_{n-m})\). Plugging the above estimate into \((157)\), we obtain
\[
\|F_2(g^*_{n,m}) - F_2(g_{n,m})\| \leq 28P_1(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \|\epsilon_{n,m}\| \Gamma_{n,m}(i) + 16P_1(t_{n-m+1})\mathcal{H}h^3.
\]

which is a result similar to \((159)\).

Now we plug the estimates \((156)\) and \((104)\) into \((??)\), we obtain the following estimation for Part 2 of \(E_{n+1,m}\):
\[
\left\| \frac{A_{n,m}(h)G_c(\nu_n, t_m) + \frac{1}{2} h \left( B_{n,m}(h)F_1(g^*_{n,m}) + F_2(g^*_{n,m}) \right) - G^*_c(t_{n+1}, t_m) \right\| \leq (1 + \frac{1}{8} \mathcal{H}^4 h^4) \|E_{n,m}\| + 22P_1(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \|\epsilon_{n,m}\| \Gamma_{n,m}(i) + 8P_1(t_{n-m+1})\mathcal{H}h^3.
\]

By now, we can combine the estimates for Part 1 and \((157)\) Part 2 \((161)\), so that the estimation \((154)\) yields the recurrence relation:
\[
\|E_{n+1,m}\| \leq (1 + \frac{1}{8} \mathcal{H}^4 h^4) \|E_{n,m}\| + 22P_1(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \|\epsilon_{n,m}\| \Gamma_{n,m}(i) + P^c(t_{n-m+1}) \cdot h^3,
\]

where
\[
P^c(t) = \left( \frac{1}{4} \mathcal{H} + 8P_1(t) \right) \mathcal{H}^2 + \frac{5}{12} \mathcal{H} + \mathcal{B}(t).
\]

One may compare the recurrence relation above with \((65)\) to find that the only difference between these two inequalities is the truncation error (last term). Therefore, we may simply replicate the procedures \((124)\)\textendash\((130)\) and conclude that the deterministic error has the exact same growth rate in the exponential part as the numerical error:
\[
\|E_{n+1,m}\| \leq P^c(t_{n-m+1})(1 + \theta_1 \sqrt{P_1(t_{n-m+1})} h) \cdot h^2 \cdot n^{m+1}.
\]

which can again be verified by mathematical induction. Therefore, we arrive at the estimate for the deterministic error at stated in Proposition \[8\]
8. Conclusion

We have presented a detailed analysis to study the error growth in the inchworm Monte Carlo method, emphasizing the trade-off between the numerical sign problem and error growth due to accumulation and amplification due to time marching. The result explains why the inchworm Monte Carlo method has a slower error growth than the classical quantum Monte Carlo method, and our analysis reveals how partial resummation trades-off the numerical sign problem and the error amplification. Our work points to the research direction of improving the time integrator to further suppress the error growth, which will be considered in future works.
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Appendix A. Formulas of the roots of characteristic polynomial

Here we provide the formulas for $r_i$ appearing in (129). Let $\epsilon = c_2 h^2$. Then we have

$$r_1 = 1 + \epsilon + \frac{(\frac{2}{3})^{1/3} \epsilon(2 + 2h + 3\epsilon)}{R} + \frac{1}{2^{1/3} \times 3^{2/3}} R,$$

$$r_2 = 1 + \epsilon - \frac{(1 + \sqrt{3})\epsilon(2 + 2h + 3\epsilon)}{2^{2/3} \times 3^{1/3} R} + \frac{i(i + \sqrt{3})}{2 \times 2^{1/3} \times 3^{2/3}} R,$$

$$r_3 = 1 + \epsilon + \frac{i(i + \sqrt{3})\epsilon(2 + 2h + 3\epsilon)}{2^{2/3} \times 3^{1/3} R} + \frac{i(i + \sqrt{3})}{2 \times 2^{1/3} \times 3^{2/3}} R$$

where

$$R = \left( \epsilon \left( 9h + 18\epsilon + 18h\epsilon + 18\epsilon^2 + \sqrt{3}\epsilon(2 + 2h + 3\epsilon)^3 + 27(h + 2h\epsilon + 2\epsilon(1 + \epsilon)^2) \right) \right)^{1/3}.$$ (A.2)

When $h$ is small, it can be verified that $R \sim O(h)$. One can then see from (A.1) that $r_i \sim O(h)$ for $i = 1, 2, 3$.

Appendix B. Proofs related to the bias estimation of the inchworm Monte Carlo method

In this appendix, we would like to complete the proof of the bias estimation for the inchworm Monte Carlo method. Specifically, the proofs of (96)(97) in Lemma 4 and the proof of (51) in Theorem 3 will be given below. The final result (55) can be obtained directly by the triangle inequality.

Proof of (96) and (97). (i) Estimate of $\left\| \mathbb{E}(\tilde{K}_1 - K_1) \right\|$:

We again use the relation (100) to get

$$\mathbb{E}_n(\tilde{K}_1 - K_1) = F_1(\tilde{g}_{n,m}) - F_1(g_{n,m}).$$ (B.1)

Then by Taylor expansion, we get

$$\mathbb{E} \left( \tilde{K}_1^{(rs)} - K_1^{(rs)} \right) = \left( \nabla F_1^{(rs)}(g_{n,m}) \right)^T \cdot \mathbb{E} \left( \tilde{g}_{n,m} - g_{n,m} \right) + \frac{1}{2} \mathbb{E} \left( \tilde{g}_{n,m} - g_{n,m} \right)^T \left( \nabla^2 F_1^{(rs)}(\xi_{n,m}) \right) \left( \tilde{g}_{n,m} - g_{n,m} \right).$$ (B.2)
where \( \xi_{n,m} \) is a convex combination of \( \tilde{g}_{n,m} \) and \( g_{n,m} \).

The estimate for the first term on the right-hand side of the equation above is similar to (104) which is

\[
\left( \nabla F_1^{(rs)}(g_{n,m}) \right)^T \cdot \mathbb{E}[\nabla F_1^{(rs)}(\tilde{g}_{n,m})] \leq 4P_1(t_{n-m})h \sum_{i=1}^{n-m} (2 + (n - m - i)) \mathbb{E}[\Delta g_{n,m}] \|\Gamma_{n,m}(i)\|.
\] (B.3)

For the second term on the right-hand side of (B.2), we use Proposition 9 to bound it by

\[
\mathbb{E}\left[ \left( \tilde{g}_{n,m} - \tilde{g}_{n,m} \right)^T \left( \nabla^2 F_1^{(rs)}(\xi_{n,m}) \right) \right] \left( \tilde{g}_{n,m} - \tilde{g}_{n,m} \right) \leq \sum_{k_1, \ell_1 \in \Omega_{n,m}} \sum_{k_2, \ell_2 \in \Omega_{n,m}} \frac{\partial^2 F_1^{(rs)}(\xi_{n,m})}{\partial G_{k_1, \ell_1} \partial G_{k_2, \ell_2}} \Delta G_{k_1, \ell_1} \Delta G_{k_2, \ell_2} \mathbb{E}\left[ \left( \frac{\partial^2 F_1^{(rs)}(\xi_{n,m})}{\partial G_{k_1, \ell_1} \partial G_{k_2, \ell_2}} \right)^2 \right].
\] (B.4)

where

\[
\tilde{\alpha}(t_{n-m}) \left( \lambda_{\Omega_{n,m}}(\Delta g_{n,m}) \right)^2.
\]

Here we first need to count the number of the nodes in the set \( |\partial \Omega_{n,m}| = 2(n - m) - 1 \) and \( |\Omega_{n,m}| = \frac{1}{2}(n - m) - 1 \) \((n - m - 2)\). Then the last “\( \leq \)" above is done by combining the second-order derivatives of different magnitudes given in Proposition 9 with the corresponding number of such derivatives. For example, the first summation in the third line above together with the second-order derivatives such that conditions (a)-(d) are satisfied will contribute \( P_2(10t_{n-m})h(4 + 2 \times 3(n-m)) \leq P_2(10t_{n-m}) \cdot 10(t_{n-m}) \) to the final estimate in the last line. Similar analysis apply to other three summations.

Inserting the two estimates above into (B.2) gives us the evaluation for \( \mathbb{E}(\tilde{K}_1 - K_1) \) as (108).

(ii) Estimate of \( \mathbb{E}(\tilde{K}_2 - K_2) \):

Using the same method as the estimation of \( \mathbb{E}(\tilde{K}_1 - K_1) \), we have

\[
\mathbb{E}(\tilde{K}_2 - K_2) \leq 4P_1(t_{n-m+1})h \left\{ \mathbb{E}(\tilde{G}_{n+1,m}^* - G_{n+1,m}^*) \|\nabla^2 G_{n+1,m}^*(i)\| \right\} + \tilde{\alpha}(t_{n-m+1}) \left( \lambda_{\Omega_{n,m}}(\Delta g_{n,m}^*) \right)^2,
\] (B.5)

which is similar to (99). By the definition of \( G_{n+1,m}^* \) and \( \tilde{G}_{n+1,m}^* \) given in (40) and (41) respectively, we can
estimate $\|E(\tilde{G}_{n+1,m}^* - G_{n+1,m}^*)\|$ as

$$
\|E(\tilde{G}_{n+1,m}^* - G_{n+1,m}^*)\| \leq \|E((I + \text{sgn}(t_n - t))H_i h)\Delta G_{n,m})\| + h\|E(\tilde{K}_1 - K_1)\|
$$

$$
\leq \left(1 + \frac{1}{2} \mathcal{H}^2 h^2\right)\|E(\Delta G_{n,m})\| + 8P_1(t_n-m)h^2 \sum_{i=1}^{n-m} (2 + (n - m - i)h) \|E(\Delta g_{n,m})\|_r, \quad \text{(B.6)}
$$

$$
+ \tilde{a}(t_m-h)h \left[N^{(\text{std})}_{\Omega_{n,m}}(\Delta g_{n,m})\right]^2,
$$

where we have applied (B.6) in the last inequality. Thus it remains only to bound $h$

Proof of (51). By (92), we estimate the bias by

$$
\|E(\Delta G_{n+1,m})\| \leq \|A_{n,m}(h)E(\Delta G_{n,m})\| + \frac{1}{2} h\|B_{n,m}(h)E(\tilde{K}_1 - K_1)\| + \frac{1}{2} h\|E(\tilde{K}_2 - K_2)\|
$$

$$
\leq \left(1 + \frac{1}{8} \mathcal{H}^4 h^4\right)\|E(\Delta G_{n,m})\| + h\|E(\tilde{K}_1 - K_1)\| + \frac{1}{2} h\|E(\tilde{K}_2 - K_2)\|. \quad \text{(B.11)}
$$

Finally, the estimate (57) can be obtained by inserting the estimates (B.6) and (B.10) into (B.5) and require $h \leq \frac{1}{2P_1(t_n-m+1)}$. 

Proof of (51). By (92), we estimate the bias by

$$
\|E(\Delta G_{n+1,m})\| \leq \|A_{n,m}(h)E(\Delta G_{n,m})\| + \frac{1}{2} h\|B_{n,m}(h)E(\tilde{K}_1 - K_1)\| + \frac{1}{2} h\|E(\tilde{K}_2 - K_2)\|
$$

$$
\leq \left(1 + \frac{1}{8} \mathcal{H}^4 h^4\right)\|E(\Delta G_{n,m})\| + h\|E(\tilde{K}_1 - K_1)\| + \frac{1}{2} h\|E(\tilde{K}_2 - K_2)\|. \quad \text{(B.11)}
$$
Now we can insert (96) and (97) into the above equation to get the recurrence relation stated in (64), where the error $N_{n,m}^{(std)}(\Delta g_{n,m}^*)$ can be bounded by (52), resulting in

$$\|E(\Delta G_{n+1,m})\|
\leq \left(1 + \frac{1}{8}h^4\frac{4}{h_2}\right)\|E(\Delta G_{n,m})\| + 22P_1(t_{n-m+1})h^2 \sum_{i=1}^{n-m} (2 + (n - m + 1 - i)h) \|E(\Delta g_{n,m}^*)\|_{\gamma_{n,m}(i)}
+ \left(\frac{7}{2}E_\alpha(t_{n-m+1})\theta_2^*\gamma(t_{n-m+1})\left(e^{2\theta_4\sqrt{P_1(t_{n-m+1})}} - 1\right)\frac{h^2}{N_\alpha} + 8\bar{\alpha}(t_{n-m+1})\gamma(t_{n-m+1})\cdot \frac{h^3}{N_\alpha}\right)$$

(B.12)

upon assuming $h \leq \frac{1}{10}$.

We notice that the above inequality is simply the recurrence relation (162) with the last term changed. Therefore, we can repeat the application of (162) and find the following estimate:

$$\|E(\Delta G_{n+1,m})\| \leq 4\theta_2^*\bar{\alpha}(t_{n-m+1})\gamma(t_{n-m+1})\left(e^{2\theta_4\sqrt{P_1(t_{n-m+1})}} - 1\right)\left(1 + \frac{\theta_4\sqrt{P_1(t_{n-m+1})}}{\bar{G}_1(t_{n-m+1})}h\right)^{n-m+1} \frac{h}{N_\alpha} \cdot \frac{N_\alpha}{N_\alpha}$$

(B.13)

which leads to the final estimate for the bias stated in (51).

Appendix C. Estimation of the derivatives of $F_1(\cdot)$

In this appendix, we provide a detailed proof for the bounds of first-order derivatives of $F_1(\cdot)$. The proof for the second-order derivatives will only be sketched.

Appendix C.1. Proof of Proposition 3 – Estimate the first-order derivatives

Proof. We are looking for an upper bound for the derivative $\frac{\partial F_1(\xi_{n,m})}{\partial G_{n,m}}$ with $\xi_{n,m}$ being a convex combination of $g_{n,m}^e$, $g_{n,m}$ and $\tilde{g}_{n,m}$ defined by

$$\xi_{n,m} := (\Xi_{m+1,1}; \Xi_{m+2,2}, \Xi_{m+2,2}; \cdots; \Xi_{n,n-1}, \cdots; \Xi_{n,m}) \quad \text{(C.1)}$$

satisfying

$$\Xi_{j,k} = c_1G_e(t_j, t_k) + c_2G_{j,k} + (1 - c_1 - c_2)\tilde{G}_{j,k}$$

(C.2)

for some constants $0 \leq c_1, c_2 \leq 1$ and $c_1 + c_2 \leq 1$ given $m \leq k < j \leq n$. According to the assumption (H1) on the boundedness of $G_e, G$ and $\tilde{G}$, we immediately have

$$\|\Xi_{j,k}\| \leq \Upsilon$$

for any $j, k = 0, 1, \cdots, N - 1, N^-, N^+, N + 1, \cdots, 2N - 1, 2N.$

In (40), we write $F_1(\xi_{n,m})$ as

$$F_1(\xi_{n,m}) = \text{sgn}(t_n - t) \sum_{M=1}^{M_f} i^{M+1} F_M(\xi_{n,m})$$

47
where
\[ \mathcal{F}_M(\xi_{n,m}) := \int_{t_n > \bar{s} > t_m} (-1)^{\#(\bar{s} < t)} W_s I_h \Xi(t_n, s_M) W_s \cdots W_s I_h \Xi(s_1, t_m) \mathcal{L}(t_n, \bar{s}) \, d\bar{s}. \]  
(C.4)

Therefore, we focus on the estimation of \( \frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{n,t}^{(pq)}} \) for each odd integer \( M \). The two cases given in equation (59) will be discussed separately below.

(I) \((k, \ell) \in \partial \Omega_{n,m} \). This case includes \( \frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{n,t}^{(pq)}} \) and \( \frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{n,m}^{(pq)}} \). Here we only consider the derivative \( \frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{n,t}^{(pq)}} \) since the analysis for the other is similar.

For each \( \mathcal{F}_M(\xi_{n,m}) \), we split the derivative by
\[ \frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{n,t}^{(pq)}} = \sum_{j=0}^{M} \frac{\partial \mathcal{I}_j(\xi_{n,m})}{\partial G_{n,t}^{(pq)}}. \]  
(C.5)

where
\[ \mathcal{I}_j(\xi_{n,m}) = \int_{t_n > s_M > \cdots > s_j + 1 > s_j + 1 > s_j > \cdots > s_1 > t_m} (-1)^{\#(\bar{s} < t)} W_s I_h \Xi(t_n, s_M) W_s \cdots W_s I_h \Xi(s_M, s_{M-1}) \cdots W_s I_h \Xi(s_1, t_m) \mathcal{L}(t_n, \bar{s}) \, d\bar{s}, \]  
(C.6)
in which we require that \( t_{n-1} \) is between \( s_j \) and \( s_{j+1} \). We write the integrand of each \( \mathcal{I}_j(\xi_{n,m}) \) as \( G_1^j \times I_h \Xi(s_{j+1}, s_j) \times G_2^j \) where
\[ G_1^j = (-1)^{\#(\bar{s} < t)} W_s I_h \Xi(t_n, s_M) W_s \cdots W_s I_h \Xi(s_{j+2}, s_{j+1}) W_s, \]
\[ G_2^j = W_s I_h \Xi(s_j, s_{j-1}) W_s \cdots W_s I_h \Xi(s_1, t_m) \mathcal{L}(t_n, \bar{s}) \]  
(C.7)
for \( 1 \leq j \leq M - 1 \) (the formula for \( j = 0 \) and \( j = M \) is slightly different but easy to get). One can easily verify that \( G_2^j \) is completely independent from the factor \( \Xi_{n,t} \) since the time sequence \( \{s_1, \ldots, s_j\} \) is at least one time step away from \( t_n \) and thus the interpolation of any \( I_h \Xi(s_{j+1}, s_j) \) in \( G_2^j \) never uses the value of \( \Xi_{n,t} \). On the other hand, the value of \( G_1^j \) as well as the “interface” \( I_h \Xi(s_{j+1}, s_j) \) may or may not rely on \( \Xi_{n,t} \), depending on how \( \ell \) is defined, as leads to the two cases we are going to discuss below.

Case 1: \( \ell = n-1 \). This is the most complicated case in this proof. Note that \( G_1^j \) depends on \( \Xi_{n,n-1} \) due to the fact that we get each \( I_h \Xi(s_{j+1}, s_j) \) in \( G_1^j \) by the interpolation \( I_h \Xi(s_{j+1}, s_j) = c_{j,1} \Xi_{n,n} + c_{j,2} \Xi_{n-1,n-1} + c_{j,3} \Xi_{n,n-1} \) with some coefficients \( |c_j| < 1 \). The “interface” \( I_h \Xi(s_{j+1}, s_j) \) depends on \( \Xi_{n,n-1} \) only when \( s_j \) is restricted between \( (t_{n-2}, t_{n-1}) \) where \( I_h \Xi(s_{j+1}, s_j) = c_{j,1} \Xi_{n,n-1} + c_{j,2} \Xi_{n-1,n-2} + c_{j,3} \Xi_{n,n-1} + c_{j,4} \Xi_{n,n-2} \). One may refer to Figure C.8 for a better understanding.

For these reasons, we further divide the derivative \( \frac{\partial \mathcal{I}_j(\xi_{n,m})}{\partial G_{n,n-1}^{(pq)}} \) into two parts:
\[ \frac{\partial \mathcal{I}_j(\xi_{n,m})}{\partial G_{n,n-1}^{(pq)}} = \int_{t_n > s_M > \cdots > s_{j+1} > t_{n-1}} \int_{t_{n-1} > s_j > t_{n-2}} \int_{s_j > s_{j-1} > \cdots > s_1 > t_m} \left( \frac{\partial}{\partial \Xi_{n,n-1}^{(pq)}} (G_1^j I_h \Xi(s_{j+1}, s_j)) \right) G_2^j \, d\bar{s} \]  
(C.8)

\[ + \int_{t_n > s_M > \cdots > s_{j+1} > t_{n-1}} \int_{t_{n-2} > s_j > t_{n-3}} \int_{s_j > s_{j-1} > \cdots > s_1 > t_m} \left( \frac{\partial}{\partial \Xi_{n,n-1}^{(pq)}} G_1^j \right) I_h \Xi(s_{j+1}, s_j) G_2^j \, d\bar{s}. \]
We notice that the upper bound above consists of three components: (1) \( \frac{\partial}{\partial \Xi_{n,n-1}} (G^1 I_h \Xi(s_{j+1}, s_j)) \) for the first integral above, we compute the derivative in the square bracket by hypothesis (H1)(H3), this integral is therefore bounded by  
\[
\begin{align*}
\frac{\partial}{\partial \Xi_{n,n-1}} (G^1 I_h \Xi(s_{j+1}, s_j)) &= \\
= \sum_{i=j}^{M} (-1)^{#(\tilde{a} < i)} W_s I_h \Xi(t_n, s_M) W_s \cdots W_s \left[ \frac{\partial}{\partial \Xi_{n,n-1}} I_h \Xi(s_{j+1}, s_i) \right] W_s \cdots W_s I_h \Xi(s_{j+1}, s_j) \\
&= \sum_{i=j}^{M} (-1)^{#(\tilde{a} < i)} W_s I_h \Xi(t_n, s_M) W_s \cdots W_s c_{i,3} E_{pq} W_s \cdots W_s I_h \Xi(s_{j+1}, s_j).
\end{align*}
\]
Here \( E_{pq} \) is defined as a 2-by-2 matrix with its \( pq \)-entry being the only non-zero entry equal to 1. By the hypothesis (H1)(H3), this integral is therefore bounded by  
\[
\begin{align*}
\left\| \int_{t_n > s_M > \cdots > s_{j+1} > t_{n-1}} \int_{t_n > s_M > t_{n-2} > t_{j+1} > \cdots > s_1 > t_m} \left[ \frac{\partial}{\partial \Xi_{n,n-1}} G^1 I_h \Xi(s_{j+1}, s_j) \right] G^2_{pq} \, ds \right\| &
\leq (M - j + 1)^{M+1} \Phi^p (M!! L^{M+1}) \times \int_{t_n > s_M > \cdots > s_{j+1} > t_{n-1}} \int_{t_n > s_M > t_{n-2} > t_{j+1} > \cdots > s_1 > t_m} 1 \, ds \, ds \quad \text{(C.9)}
\leq \Phi^p (M!! L^{M+1}) \times (M - j + 1)^{M+1} \frac{1}{(M-j)! (j-1)!} (t_{n-1} - t_m)^{j-1} h^{M-j+1}.
\end{align*}
\]
We notice that the upper bound above consists of three components: (1) \( \Phi^p (M!! L^{M+1}) \): the upper bound of the integrand; (2) \( M - j + 1 \): the number of terms with the form \( I_h \Xi \) whose values depend on \( \Xi_{n,n-1} \); (3) \( \frac{1}{(M-j)(j-1)!} (t_{n-1} - t_m)^{j-1} h^{M-j+1} \): the area of the domain of integration. Similarly, we may directly write down the upper bound for the second integral in (C.8):  
\[
\begin{align*}
\left\| \int_{t_n > s_M > \cdots > s_{j+1} > t_{n-1}} \int_{t_n > s_M > t_{n-2} > t_{j+1} > \cdots > s_1 > t_m} \left[ \frac{\partial}{\partial \Xi_{n,n-1}} G^1 I_h \Xi(s_{j+1}, s_j) G^2_{pq} \right] \, ds \right\| &
\leq \Phi^p (M!! L^{M+1}) \times (M - j) \times \frac{1}{(M-j)! j!} (t_{n-2} - t_m)^{j} h^{M-j}. \quad \text{(C.10)}
\end{align*}
\]
Combining the estimation (C.9) and (C.10) yields
\[
\left\| \frac{\partial \mathcal{I}_j}{\partial G_{n,n-1}^{(pq)}} \right\| \leq 2 \psi^{M+1} \psi^M (M!!) \mathcal{L}^{M+1} \frac{M - j + 1}{(M - j)! (j - 1)!} (t_{n-1} - t_m)^j h^{M-j}.
\] (C.11)

As we have mentioned previously, the upper bound we obtained above is for \(1 \leq j \leq M - 1\). For \(j = 0\) and \(j = M\), we may return to (C.6) and consider these two individual cases and we easily reach to the following results with similar argument:
\[
\left\| \frac{\partial \mathcal{I}_0}{\partial G_{n,n-1}^{(pq)}} \right\| \leq \psi^{M+1} \psi^M \mathcal{L}^{M+1} \frac{M + 1}{(M - 1)!} h^M,
\]
\[
\left\| \frac{\partial \mathcal{I}_M}{\partial G_{n,n-1}^{(pq)}} \right\| \leq \psi^{M+1} \psi^M \mathcal{L}^{M+1} \frac{M}{(M - 1)!} (t_{n-1} - t_m)^{M-1} h.
\]

Now we sum up all the upper bounds for \( \frac{\partial \mathcal{I}_j}{\partial G_{n,n-1}^{(pq)}} \) and use the combination relation \((1 + X)^n = \sum_{k \geq 0} \binom{n}{k} X^k\) to get:
\[
\left\| \frac{\partial F_j}{\partial G_{n,n-1}^{(pq)}} \right\| \leq \sum_{j=0}^M \left\| \frac{\partial \mathcal{I}_j}{\partial G_{n,n-1}^{(pq)}} \right\| \leq 5 \psi^{M+1} \psi^M \mathcal{L}^{M+1} \frac{M}{(M - 3)!} (t_{n-1} - t_m)^{M-1} h. \] (C.12)

Here we remark that the argument above is only valid when the odd number \(M\) is chosen to be greater than 1 due to the number \((M - 3)!\) in the estimate (C.12), which is not defined when \(M = 1\). For \(M = 1\), we simply return to the definition (C.4) and follow similar procedures to reach to the result
\[
\left\| \frac{\partial F_1}{\partial G_{n,n-1}^{(pq)}} \right\| \leq 2 \psi^2 \mathcal{L} h. \] (C.13)

**Case 2:** \(\ell < n - 1\). For this case, one may check that \(G_1^2\) and \(G_2^2\) defined in (C.7) are both independent of \(\Xi_{n,\ell}\), while the “interface” \(I_h \Xi(s_{j+1}, s_j)\) depends on \(\Xi_{n,\ell}\) only when \(t_{\ell-1} < s_j < t_{\ell+1}\). Therefore, we simply calculate the derivative for each \(I_j\) by
\[
\frac{\partial \mathcal{I}_j}{\partial G_{n,\ell}^{(pq)}} = \int_{t_{\ell-1} < s_j < t_{\ell+1}} \int_{s_{j+1} > s_j > s_{j-1} > \cdots > s_1 > t_{n-1}} \frac{\partial G_1^2}{\partial \Xi_{n,\ell}^{(pq)}} I_h \Xi(s_{j+1}, s_j) \, d\mathbf{s}.
\]

Note that we need to choose \(1 \leq j \leq M - 1\) and when \(j = 0\) or \(j = M\), the corresponding derivative above vanishes. We follow the analysis for Case 1 and can also obtain upper bounds for all \(\left\| \frac{\partial \mathcal{I}_j}{\partial G_{n,\ell}^{(pq)}} \right\|\), summing up which leads to the estimate of \(\left\| \frac{\partial F_M}{\partial G_{n,\ell}^{(pq)}} \right\|\). By calculation similar to Case 1, the derivative \(\left\| \frac{\partial F_M}{\partial G_{n,\ell}^{(pq)}} \right\|\) can also be bounded by the same upper bounds given in (C.12) for \(M \geq 3\) and (C.13) for \(M = 1\).

Overall, we arrive at the conclusion that for any \((k, \ell) \in \partial \Omega_{n,m}\),
\[
\left\| \frac{\partial F_1}{\partial G_{k,\ell}^{(pq)}} \right\| \leq 2 \psi^2 \mathcal{L} h, \quad \left\| \frac{\partial F_M}{\partial G_{k,\ell}^{(pq)}} \right\| \leq \frac{5 \psi^{M+1} \psi^M \mathcal{L}^{M+1} M}{(M - 3)!} (t_{n-1} - t_m)^{M-1} h, \quad \text{if } M = 1,
\]
\[
\left\| \frac{\partial F_M}{\partial G_{k,\ell}^{(pq)}} \right\| \leq \frac{5 \psi^2 \mathcal{L} h + 5 \psi^2 \mathcal{L} \sum_{M = 3}^M \frac{M}{(M - 3)!} \left( \psi \mathcal{L} (t_{n-1} - t_m) \right)^{M-1}}{M}, \quad \text{for } M \geq 3.
\] (C.14)

To complete our estimation for \(\frac{\partial F_M}{\partial G_{k,\ell}^{(pq)}}\), we now sum up the bounds for \(\frac{\partial F_M}{\partial G_{k,\ell}^{(pq)}}\) up to \(M\) and get a uniform bound
\[
\left\| \frac{\partial F_M}{\partial G_{k,\ell}^{(pq)}} \right\| \leq \left( 2 \psi^2 \mathcal{L} + 5 \psi^2 \mathcal{L} \sum_{M = 3}^M \frac{M}{(M - 3)!} \left( \psi \mathcal{L} (t_{n-1} - t_m) \right)^{M-1} \right) h.
\] (C.15)
which proves the first case in the Theorem \( \ref{thm:main} \).

(II) \((k, \ell) \in \Omega_{n,m} \). To compute \( \frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} \), we need to first find all \( I_h \Xi(s_{j+1}, s_j) \) in \( \mathcal{F}_M(\xi_{n,m}) \) that depends on \( \Xi_{k,\ell}^{(pq)} \). Since \((k, \ell) \in \Omega_{n,m} \), only those \( I_h \Xi(s_{j+1}, s_j) \) such that \( t_{\ell-1} < s_j < t_{\ell+1} \) and \( t_{k-1} < s_{j+1} < t_{k+1} \) may depend on \( \Xi_{k,\ell} \).

We first consider a special case \( M = 1 \), where the derivative is simply given by

\[
\frac{\partial \mathcal{F}_1(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} = \frac{\partial}{\partial \Xi_{k,\ell}^{(pq)}} \int_{t_m}^{t_n} (-1)^{\# \{ s_1 < t \}} W_s I_h \Xi(t_n, s_1) W_s I_h \Xi(s_1, t_m) \mathcal{L}(t_n, s_1) \, ds_1. \tag{C.16}
\]

It is easy to see that neither \( I_h \Xi(t_n, s_1) \) nor \( I_h \Xi(s_1, t_m) \) depends on \( \Xi_{k,\ell} \), since both are interpolated by \( \Xi \) values only on \( \partial \Omega_{n,m} \). As the result, \( \frac{\partial \mathcal{F}_1(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} = 0 \).

When \( M \geq 3 \), we need to consider the following two possibilities:

**Case 1:** \( k - \ell \geq 2 \). Similar to \( \ref{case:1} \), we apply the following splitting of the integral in the definition of \( \mathcal{F}_M \) (C.4):

\[
\frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} = \sum_{j=1}^{M-1} \frac{\partial \mathcal{F}_j(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}},
\]

where

\[
\mathcal{F}_j(\xi_{n,m}) = \int_{t_m}^{t_n} \cdots \int_{s_{j+1}}^{s_j} \int_{s_{j+1}}^{s_j} \cdots \int_{s_{k+1}}^{s_k} \cdots \int_{s_{t+1}}^{s_t} \cdots (-1)^{\# \{ s_{j+1} < t \}} W_s I_h \Xi(t_n, s_1) W_s I_h \Xi(s_1, t_m) \mathcal{L}(t_n, s_1) \, ds_1.
\]

Here a critical observation is that once we assume \( t_{\ell-1} < s_j < t_{\ell+1} \), \( t_{k-1} < s_{j+1} < t_{k+1} \) for any fixed \( j \), \( I_h \Xi(s_{j+1}, s_j) \) is then the unique term in the integrand of \( \mathcal{F}_M(\xi_{n,m}) \) that depends on \( \Xi_{k,\ell} \) since \((t_{\ell-1}, t_{\ell+1}) \cap (t_{k-1}, t_{k+1}) = \emptyset \) when \( k - \ell \geq 2 \). This observation is illustrated in Figure \( \ref{fig:locations} \).

![Figure C.9: Locations of \( s_j \) and \( s_{j+1} \) in Case 1.](image)

We again write the integrand above as \( \mathcal{G}_1^j \times I_h \Xi(s_{j+1}, s_j) \times \mathcal{G}_2^j \) defined exactly the same as in \( \ref{case:2} \), then \( \mathcal{G}_1^j \) and \( \mathcal{G}_2^j \) are both independent from \( \Xi_{k,\ell} \). Therefore,

\[
\left\| \frac{\partial \mathcal{F}_j(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} \right\| \leq \int_{t_m}^{t_n} \cdots \int_{s_{j+1}}^{s_j} \cdots \int_{t_{k+1}}^{t_k} \cdots \int_{t_{t+1}}^{t_t} \cdots (-1)^{\# \{ s_{j+1} < t \}} W_s I_h \Xi(t_n, s_1) W_s I_h \Xi(s_1, t_m) \mathcal{L}(t_n, s_1) \, ds_1 \leq 4^{\mathcal{M}+1} q \mathcal{M} \mathcal{L} \frac{M!!}{(M-j-1)!(j-1)!(t_m-t_n)^{M-2} h^2},
\]

which leads to

\[
\left\| \frac{\partial \mathcal{F}_M(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} \right\| = \sum_{j=1}^{M-1} \left\| \frac{\partial \mathcal{F}_j(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} \right\| \leq 4^{\mathcal{M}+1} q \mathcal{M} \mathcal{L} \frac{M!!}{(M-3)!!(2t_{n-m})^{M-2} h^2}. \tag{C.17}
\]
Case 2: $k - \ell = 1$. There is a overlapping region $(t_{\ell-1}, t_{\ell+1}) \cap (t_{k-1}, t_{k+1}) = (t_{\ell}, t_{\ell+1})$ in this case. Consequently, there can be multiple terms in the integrand depending on $\xi_{k, \ell}$. To estimate the derivative $rac{\partial F_M(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}}$, we further divide it into three parts based on the distribution of the time sequence $\tilde{s}$ in the integrand:

$$
\frac{\partial F_M(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}} = \sum_{v=0}^{M-v} \sum_{u=0}^{M-v} \frac{\partial K_{1,v}^{u,v}}{\partial \xi_{k,\ell}^{(pq)}} + \left( \sum_{v=0}^{M-v} \sum_{u=0}^{M-v} \frac{\partial K_{2,L}^{u,v}}{\partial \xi_{k,\ell}^{(pq)}} + \sum_{v=0}^{M-v} \sum_{u=0}^{M-v} \frac{\partial K_{2,R}^{u,v}}{\partial \xi_{k,\ell}^{(pq)}} \right) + \sum_{v=0}^{M-v} \sum_{u=0}^{M-v} \frac{\partial K_{3,v}^{u,v}}{\partial \xi_{k,\ell}^{(pq)}}
$$

where

$$K_{1,v}^{u,v} = \int_{s_M > s_{u+1} > \cdots > s_{u+v+1} > s_{u+v}} \int_{s_{u+v} > s_{u+v+1} > \cdots > s_{u+1} > t_{\ell-1} > s_{u} > \cdots > s_{1} > t_{m}} \mathcal{G}_{1,v}^{u,v} \times I_h \Xi(s_{u+v}, s_{u+v-1}) W_s \cdots W_s I_h \Xi(s_{u+2}, s_{u+1}) \times \mathcal{G}_{2,v}^{u,v} d\tilde{s};$$

$$K_{2,L}^{u,v} = \int_{s_M > s_{u+1} > \cdots > s_{u+v+2} > s_{u+v+1} > s_{u+1} > t_{\ell-1} > s_{u} > \cdots > s_{1} > t_{m}} \mathcal{G}_{1,v}^{u,v} \times I_h \Xi(s_{u+v+1}, s_{u+v}) W_s \cdots W_s I_h \Xi(s_{u+2}, s_{u+1}) \times \mathcal{G}_{2,v}^{u,v} d\tilde{s};$$

$$K_{2,R}^{u,v} = \int_{s_M > s_{u+1} > \cdots > s_{u+v} > s_{u+v+1} > t_{\ell-1} > s_{u} > \cdots > s_{1} > t_{m}} \mathcal{G}_{1,v}^{u,v} \times I_h \Xi(s_{u+v+1}, s_{u+v}) W_s \cdots W_s I_h \Xi(s_{u+2}, s_{u+1}) \times \mathcal{G}_{2,v}^{u,v} d\tilde{s};$$

$$K_{3,v}^{u,v} = \int_{s_M > s_{u+1} > \cdots > s_{u+v} > s_{u+v+1} > t_{\ell-1} > s_{u} > \cdots > s_{1} > t_{m}} \mathcal{G}_{1,v}^{u,v} \times I_h \Xi(s_{u+v+1}, s_{u+v}) W_s \cdots W_s I_h \Xi(s_{u+2}, s_{u+1}) \times \mathcal{G}_{2,v}^{u,v} d\tilde{s}.$$

With a slight abuse of notation, here $\mathcal{G}_{1,v}^{u,v}$ and $\mathcal{G}_{2,v}^{u,v}$ denote the products with the form $\cdots W_s I_h \Xi \cdots W_s I_h \Xi$ that complete the integrand. Each $K_{i,v}^{u,v}$ here represents a part of the integral $\int F_M(\xi_{n,m})$ where there are $v$ time points in $\tilde{s}$ locating in $(t_{\ell}, t_{\ell+1})$. These cases are illustrated in Figure C.10.

- In $K_{1,v}^{u,v}$, no time point other than these $v$ points $s_{u+1}, \cdots, s_{u+v}$ is in the interval $(t_{\ell-1}, t_{k+1})$.
- In $K_{2,L}^{u,v}$(or $K_{2,R}^{u,v}$), there exists at least one point other than $s_{u+1}, \cdots, s_{u+v}$ locating in $(t_{\ell-1}, t_{\ell})$ or $(t_{k}, t_{k+1})$ while no time point appears in $(t_{k}, t_{k+1})$ or $(t_{\ell-1}, t_{\ell})$.
- In $K_{3,v}^{u,v}$, there exists at least one point other than $s_{u+1}, \cdots, s_{u+v}$ in both $(t_{k}, t_{k+1})$ and $(t_{\ell-1}, t_{\ell})$.

By splitting $F_M(\xi_{n,m})$ in this way, one may easily check that $\mathcal{G}_{1,v}^{u,v}$ and $\mathcal{G}_{2,v}^{u,v}$ in each $K_{i,v}^{u,v}$ are all independent of $\xi_{k,\ell}$, while all $I_h \Xi$ in between depend on $\xi_{k,\ell}$. Therefore, we can now compute $\frac{\partial F_M(\xi_{n,m})}{\partial G_{k,\ell}^{(pq)}}$ as the product of the derivative of these $I_h \Xi$. Mimicking the previous analysis in [C.9] and [C.10], we may bound the first
Summing up these estimates, we see that for odd $\bar{\ell}$

$$\sum_{v=2}^{M-2} \sum_{u=0}^{M-v} \left| \frac{\partial K_{v,u}}{\partial L_{k,\ell}} \right| \leq \sum_{v=2}^{M-2} \sum_{u=0}^{M-v} \psi^{M+1}(M!!) \frac{(M-2)!}{(M-2-v)!!} \cdot \frac{1}{(M-2-v)!!} \cdot \frac{\sum_{u=0}^{M-v} 1}{(M-2-v)!!}.$$

Similarly, we may estimate the other summations as

$$\left( \sum_{v=1}^{M-1} \sum_{u=1}^{M-v-1} \left| \frac{\partial K_{v,u}}{\partial L_{k,\ell}} \right| + \sum_{v=1}^{M-2} \sum_{u=1}^{M-v-1} \left| \frac{\partial K_{v,u}}{\partial L_{k,\ell}} \right| \right) \leq 2\psi^{M+1}(M!!) \frac{M}{(M-3)!!} \cdot \frac{(2t_{n-m} - M-2h^2)}{h}.$$

and

$$\sum_{v=0}^{M-2} \sum_{u=1}^{M-v} \left| \frac{\partial K_{v,u}}{\partial L_{k,\ell}} \right| \leq \psi^{M+1}(M!!) \frac{(M-1)M}{(M-3)!!} \cdot \frac{(2t_{n-m} - M-2h^2)}{h}.$$

Therefore, we get the estimate

$$\left| \frac{\partial F_M(\xi_{n,m})}{\partial G_{k,\ell}^{(p,q)}} \right| \leq 3\psi^{M+1}(M!!) \frac{(M-1)M}{(M-3)!!} \cdot \frac{(2t_{n-m} - M-2h^2)}{h}.$$

Note that the upper bound above is strictly greater than the Case 1 bound given in (C.17). Therefore, we may use the upper bound in (C.19) as the uniform bound for both cases.

As a summary, we have obtained the following result: for $(k, \ell) \in \hat{\Omega}_{n,m},$

$$\left| \frac{\partial F_M(\xi_{n,m})}{\partial G_{k,\ell}^{(p,q)}} \right| \leq \begin{cases} 0, & \text{if } M = 1, \\ 3\psi^{M+1}(M!!) \frac{(M-1)M}{(M-3)!!} \cdot \frac{(2t_{n-m} - M-2h^2)}{h}, & \text{if } M \geq 3. \end{cases}$$

Summing up these estimates, we see that for odd $\bar{M} > 1,$

$$\left| \frac{\partial F_1(\xi_{n,m})}{\partial G_{k,\ell}^{(p,q)}} \right| \leq \sum_{M=1}^{\bar{M}} \left| \frac{\partial F_M(\xi_{n,m})}{\partial G_{k,\ell}^{(p,q)}} \right| \leq \left( 3\psi^{M+1}(M!!) \frac{(M-1)M}{(M-3)!!} \cdot \frac{(2t_{n-m} - M-2h^2)}{h} \right).$$

By now, all the cases have been discussed, and the final conclusion (59) is a simple combination of (C.15) and (C.20), as completes the proof.
Appendix C.2. Proof of Proposition 6—Estimate the second-order derivatives

The proof of Proposition 6 is quite tedious and does not shed much light. Moreover the error contributed by the second-order derivatives play a less important role in our final result. Thus we will only provide the outline of the proof stating the idea without technical details.

By the definition of $F_1(\cdot)$, we decompose the second-order derivative as

$$\frac{\partial^2 F_1(\xi_{n,m})}{\partial C_{k_1,\ell_1}^{(p,q_1)} \partial C_{k_2,\ell_2}^{(p,q_2)}} = \text{sgn}(t_n - t) \sum_{M = 1}^{M \text{ is odd}} i^{M+1} \frac{\partial^2 F_M(\xi_{n,m})}{\partial C_{k_1,\ell_1}^{(p,q_1)} \partial C_{k_2,\ell_2}^{(p,q_2)}}$$  \hspace{1cm} (C.21)

where the definition of the function $F_M(\xi_{n,m})$ is given in (C.24). Since each $I_h\bar{\xi}$ is obtained via linear interpolation, one can easily check the following result:

**Lemma 6.** If $\frac{\partial^2 F_M(\xi_{n,m})}{\partial C_{k_1,\ell_1}^{(p,q_1)} \partial C_{k_2,\ell_2}^{(p,q_2)}}$ is non-zero, there exist at least two factors $I_h\bar{\xi}(s_{j_1}, s_{j_1-1})$ and $I_h\bar{\xi}(s_{j_2}, s_{j_2-1})$ in the integrand of (C.4) with $1 \leq j_1 \neq j_2 \leq M + 1$ such that

$$t_{k_i-1} < s_{j_i} < t_{k_i+1} \text{ and } t_{\ell_i-1} < s_{j_{i-1}} < t_{\ell_i+1}, \text{ for } i = 1, 2,$$

where we define $s_{M+1} = t_n$ and $s_0 = t_m$.

The entire argument in the rest of this section will be based on this result. Similar to the proof of the bounds for the first-order derivatives, we need to take into account four possibilities for the locations of $(k_1, \ell_1)$ and $(k_2, \ell_2)$.

(I) $(k_1, \ell_1) \times (k_2, \ell_2) \in \partial\Omega_{n,m} \times \partial\Omega_{n,m}$. Since $\partial\Omega_{n,m}$ includes two sides (see Figure 3), we are going to study the two cases where the two nodes $(k_1, \ell_1)$ and $(k_2, \ell_2)$ are on the same/different sides.

**Case 1:** $k_1 = k_2 = n$ or $\ell_1 = \ell_2 = m$. This is the case where $(k_1, \ell_1)$ and $(k_2, \ell_2)$ are on the same side of $\partial\Omega_{n,m}$. Here we only focus on the case $k_1 = k_2 = n$ and the analysis for the other case $\ell_1 = \ell_2 = m$ is similar. We may check that
• If \( \ell_1, \ell_2 \leq n - 2 \), by Lemma \( \text{[6]} \), in order that the second-order derivative \( \frac{\partial^2 F_M(\xi_{n,m})}{\partial G_{n,\ell_1} \partial G_{n,\ell_2}} \) is nonzero, there exist distinct \( j_1 \) and \( j_2 \) such that

\[
\begin{align*}
t_{n-1} < s_{j_1} & \leq t_n, \\
t_{\ell_1-1} < s_{j_1-1} & < t_{\ell_1+1} \leq t_{n-1}, \quad \text{(C.23)} \\
t_{n-1} < s_{j_2} & \leq t_n, \\
t_{\ell_2-1} < s_{j_2-1} & < t_{\ell_2+1} \leq t_{n-1}. \quad \text{(C.24)}
\end{align*}
\]

However, the conditions (C.23) and (C.24) contradict each other because the point \( t_{n-1} \) can only locate between one pair of adjacent points in the sequence \( \tilde{s} \). Thus \( \frac{\partial^2 F_M(\xi_{n,m})}{\partial G_{n,\ell_1} \partial G_{n,\ell_2}} \) is always zero.

• If \( \ell_1 = n - 1 \) and \( m + 1 \leq \ell_2 \leq n - 2 \) (same for \( \ell_2 = n - 1 \) and \( m + 1 \leq \ell_1 \leq n - 2 \)), the corresponding conditions are

\[
\begin{align*}
t_{n-1} < s_{j_1} & \leq t_n, \\
t_{n-2} < s_{j_1-1} & < t_n, \\
t_{n-1} < s_{j_2} & \leq t_n, \\
t_{\ell_2-1} < s_{j_2-1} & < t_{\ell_2+1} \leq t_{n-1}.
\end{align*}
\]

Such \( j_1 \) and \( j_2 \) can be found only if there is at least one point in \( \tilde{s} \) between \( t_{n-1} \) and \( t_n \). Therefore when \( M > 1 \)

\[
\begin{align*}
\frac{\partial^2 F_M(\xi_{n,m})}{\partial G_{n,n-1} \partial G_{n,\ell_2}} & = \sum_{r=1}^{M-1} \int_{t_{n-1}}^{t_n} \int_{s_{M-r+1}}^{s_M} \int_{s_{M-r}}^{s_{M-r+1}} \int_{s_{M-r-1}}^{s_{M-r+2}} (1) \sum_{t_{n-1} < s < t_n} \left( W_s \Xi(t_n, s_M) W_s \cdots W_s \Xi(s_{M-r+2}, s_{M-r+1}) \right) \times \\
& \frac{\partial}{\partial \Xi_{m,\ell_2}} \left( W_s \Xi(s_{M-r+1}, s_{M-r}) W_s \cdots W_s \Xi(s_1, t_m) \right) L(t_n, \tilde{s}) \, d\tilde{s}.
\end{align*}
\]

When \( M = 1 \), the derivative is zero. The magnitude of the above sum can be observed from the sizes of the integral domains. The leading-order term is provided by \( r = 2 \), which gives

\[
\frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{n,n-1} \partial G_{n,\ell_2}} \sim O(h^2).
\]

• If \( \ell_1 = n - 1 \) and \( \ell_2 = m \) (same for \( \ell_2 = n - 1 \) and \( \ell_1 = m \)), the analysis for \( M > 1 \) is the same as (C.25). When \( M = 1 \), we have

\[
\begin{align*}
\frac{\partial^2 F_M(\xi_{n,m})}{\partial G_{n,n-1} \partial G_{n,\ell_2}} & = \int_{t_{n-1}}^{t_n} (-1)^{\# \{ s_1 < t \}} \frac{\partial}{\partial \Xi_{m,\ell_2}} \left( W_s \Xi(t_n, s_1) \right) \frac{\partial}{\partial \Xi_{n,\ell_2}} \left( W_s \Xi(s_1, t_m) \right) L(t_n, s_1) \, ds_1 \\
& \sim O(h).
\end{align*}
\]

Therefore the derivative (C.21) also has magnitude \( O(h) \).

• If \( \ell_1 = \ell_2 = n - 1 \), we need to find distinct \( j_1 \) and \( j_2 \) such that

\[
\begin{align*}
t_{n-1} < s_{j_1} & \leq t_n, \\
t_{n-2} < s_{j_1-1} & < t_n, \\
t_{n-1} < s_{j_2} & \leq t_n, \\
t_{n-2} < s_{j_2-1} & < t_n.
\end{align*}
\]

These conditions can be satisfied only if at least two points in \( \tilde{s} \) are in \( (t_{n-2}, t_n) \), as also results in (C.26).
Case 2: $k_1 = n, \ell_2 = m$ or $\ell_1 = m, k_2 = n$. This is the case where $(k_1, \ell_1)$ and $(k_2, \ell_2)$ are on the different sides of $\partial \Omega_{n,m}$ in Figure 3. Again we focus only one case $k_1 = n, \ell_2 = m$, and the other case is similar.

- If $|\ell_1 - k_2| > 1$ (same for $|\ell_2 - k_1| > 1$ when $\ell_1 = m, k_2 = n$), we similarly propose the conditions
  \[
  t_{n-1} < s_j, t_{t_1-1} < s_{j-1} < t_{t_1+1},
  
  t_{k_2-1} < s_j < t_{k_2+1},
  
  t_m \leq s_{j-1} < t_{m+1}.
  \]

  When $M = 1$, the derivative is zero. When $M > 1$, the leading-order term in $\frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{n,\ell_1}^{(p,q_1)} \partial G_{k_2,m}^{(p,q_2)}}$ is the part of integral where we let $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(t_n, s_M)$ and $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(s_1, t_m)$ respectively in (C.22). As a result, we have the restriction $t_{1_i} < s_M < t_{1_{i+1}}, t_{k_2-1} < s_1 < t_{k_2+1}$, which leads to

  \[
  \frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{n,\ell_1}^{(p,q_1)} \partial G_{k_2,m}^{(p,q_2)}} \sim O(h^2).
  \]

  (C.28)

- If $|\ell_1 - k_2| \leq 1$ (same for $|\ell_2 - k_1| \leq 1$ when $\ell_1 = m, k_2 = n$), we propose exactly the same conditions for $|\ell_1 - k_2| > 1$. When $M > 1$, the derivative again has magnitude $O(h^2)$ by the same analysis. When $M = 1$, we may obtain the result that the derivative again has magnitude $O(h)$ following a similar reasoning as (C.21) upon setting $\max(t_{1_i-1}, t_{k_2-1}) < s_1 < \min(t_{1_i+1}, t_{k_2+1})$.

(II) If $(k_1, \ell_1) \times (k_2, \ell_2) \in \partial \Omega_{n,m} \times \Omega_{n,m}$. In this case, we have $k_1 = n$ or $\ell_1 = m$. One can easily check that the derivative vanishes when $M = 1$. For $M > 1$, we may first assume $k_1 = n$. To find out the leading order term in each $\frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{n,\ell_1}^{(p,q_1)} \partial G_{k_2,m}^{(p,q_2)}}$, we consider the following two cases:

- If $|\ell_1 - k_2| \leq 1$, we require $\max(t_{1_i-1}, t_{k_2-1}) < s_M < \min(t_{1_i+1}, t_{k_2+1})$ and $t_{2_i-1} < s_M < t_{2_i+1}$ so that we can set $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(t_n, s_M)$ and $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(s_1, t_m)$ in (C.22). Since in this case we need to restrict at least $s_M$ and $s_{M-1}$, we have $\frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{n,\ell_1}^{(p,q_1)} \partial G_{k_2,m}^{(p,q_2)}} \sim O(h^2)$.

- If $|\ell_1 - k_2| > 1$, we require $t_{1_i-1} < s_M < t_{1_{i+1}}$ and $t_{k_2-1} < s_j < t_{k_2+1}$ for some $1 \leq j < M - 1$ so that we set $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(t_n, s_M)$ and $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(s_1, t_m)$ in (C.22). Since in this case we need to restrict at least $s_M$, $s_{j+1}$ and $s_j$, we have $\frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{n,\ell_1}^{(p,q_1)} \partial G_{k_2,m}^{(p,q_2)}} \sim O(h^3)$.

Similar results can be obtained for the case when $\ell_1 = m$. So we now have the conclusion (61).

(III) If $(k_1, \ell_1) \times (k_2, \ell_2) \in \partial \Omega_{n,m} \times \overline{\Omega_{n,m}}$. The reasoning is similar to (II).

(IV) If $(k_1, \ell_1) \times (k_2, \ell_2) \in \overline{\Omega_{n,m}} \times \overline{\Omega_{n,m}}$. Again, we can check that the derivative is non-zero only when $M > 1$ and we may assume $k_1 \geq k_2$. We also have the following two cases:

- If $|k_2 - \ell_1| \leq 1$, we require $t_{k_1-1} < s_{j+2} < t_{k_1+1}$, max$(t_{1_i-1}, t_{k_1-1}) < s_{j+1} < \min(t_{1_i+1}, t_{k_1+1})$ and $t_{2_i-1} < s_j < t_{2_i+1}$ for some $1 \leq j < M - 2$ so that we can set $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(s_j+2, s_{j+1})$ and $I_h \Xi(s_j, s_{j-1}) = I_t \Xi(s_j+1, s_j)$ in (C.22). Since in this case we need to restrict at least $s_{j+1}, s_{j+2}$ and $s_j$, we have $\frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{k_1,\ell_1}^{(p,q_1)} \partial G_{k_2,m}^{(p,q_2)}} \sim O(h^3)$.

- If $|k_2 - \ell_1| > 1$, we require $t_{k_1-1} < s_{j+1} < t_{k_1+1}$ and $t_{1_i-1} < s_j < t_{1_{i+1}}$ with $i = 1, 2$ for $1 \leq j_i < M - 1$ and $j_1 - j_2 > 1$ and set $I_h \Xi(s_{j_1}, s_{j_1-1}) = I_t \Xi(s_{j_1+1}, s_{j_1})$ and $I_h \Xi(s_{j_2}, s_{j_2-1}) = I_t \Xi(s_{j_2+1}, s_{j_2})$ in (C.22).

Since in this case we need to restrict at least $s_{j_1+1}, s_{j_1}, s_{j_2+1}$ and $s_{j_2}$, we have $\frac{\partial^2 F_1(\xi_{n,m})}{\partial G_{k_1,\ell_1}^{(p,q_1)} \partial G_{k_2,m}^{(p,q_2)}} \sim O(h^4)$.

Similar analysis and result can be given for $k_1 < k_2$. Therefore, we arrive at (63).
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