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\textbf{ABSTRACT}

Background and Objectives: Automatic airway segmentation from chest computed tomography (CT) scans plays an important role in pulmonary disease diagnosis and computer-assisted therapy. However, low contrast at peripheral branches and complex tree-like structures remain as two main challenges for airway segmentation. Recent research has illustrated that deep learning methods perform well in segmentation tasks. Motivated by these works, a coarse-to-fine segmentation framework is proposed to obtain a complete airway tree.

Methods: Our framework segments the overall airway and small branches via the multi-information fusion convolution neural network (Mif-CNN) and the CNN-based region growing, respectively. In Mif-CNN, atrous spatial pyramid pooling (ASPP) is integrated into a u-shaped network, and it can expend the receptive field and capture multi-scale information. Meanwhile, boundary and location information are incorporated into semantic information. These information are fused to help Mif-CNN utilize additional context knowledge and useful features. To improve the performance of the segmentation result, the CNN-based region growing method is designed to focus on obtaining small branches. A voxel classification network (VCN), which can entirely capture the rich information around each voxel, is applied to classify the voxels into airway and non-airway. In addition, a shape reconstruction method is used to refine the airway tree.

Results: We evaluate our method on a private dataset and a public dataset from EXACT’09. Compared with the segmentation results from other methods, our method demonstrated promising accuracy in complete airway tree segmentation. In the private dataset, the Dice similarity coefficient (DSC), false positive rate (FPR), and sensitivity are 92.8%, 0.015%, and 88.6%, respectively. In EXACT’09, the DSC, FPR, and sensitivity are 95.8%, 0.053% and 96.6%, respectively.

Conclusion: The proposed Mif-CNN and CNN-based region growing method segment the airway tree accurately and efficiently in CT scans. Experimental results also demonstrate that the framework is ready for application in computer-aided diagnosis systems for lung disease and other related works.

1. Introduction

Chronic obstructive pulmonary disease (COPD) is the third leading cause of death, and it accounts for more than million deaths in China [1]. Computed tomography (CT) technology is an important tool for the qualitative and quantitative assessment of lung tissue function, and it can improve the accuracy of diagnosis and treatment of pulmonary diseases (e.g., COPD). Airway segmentation from chest CT images can be used for many applications. First, it can help doctors make clinical decisions (e.g., disease diagnosis, surgical navigation, and evaluation of disease evolution). Second, the lungs are anatomically subdivided on the basis of the airway tree, and thus, the airway tree can facilitate the accurate definition of intersegmental demarcation, which is the most important step of thoracoscopic pulmonary segmentectomy. In addition, each airway branch is accompanied by an artery, and both structures have similar orientation; doctors also use the airways to distinguish the corresponding arteries in clinical practice [2]. Experienced doctors manually label airway from CT via some interactive software, such as MIMICS and ITK-SNAP [3]. However, manual segmentation is time consuming and susceptible to errors due to the large number of slices in CT images. Therefore, a robust automated airway segmentation method is necessary.

Automatic airway segmentation suffers from several challenges. First, the size, shape and intensity of airway branches are various. Fig. 1 (a) illustrates the differences between large and small branches in axial view. The large one is easily identified, thus the lumen and lumen wall can be separated. However, the boundaries of small branches are blurred, and similar to the surrounding tissues. Second, the complex tree-like structure of the airway. Although airway branches have some common characteristics (e.g., direction and sequence order), the practical bronchi from different patients exhibit various appearances and shapes [4]. As a result, segmenting a complete airway tree becomes more difficult. Fig. 1 (b) shows an incomplete airway tree obtained by U-Net [5]. Fig. 1 (c) shows an accurate airway manually labeled by experienced doctors. Compared with manually segmented trees, U-Net misses some important branches.

Conventional airway segmentation methods generally include region-growing based methods, morphological methods and rule-based methods. A comparison of fifteen con-
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Figure 1: (a) Axial view image showing the differences between large (red box) and small branches (green boxes), (b) incomplete airway tree, (c) accurate airway tree labeled by experienced radiologists.

Conventional airway segmentation methods was summarized in the EXACT’09 challenge in 2012 [6]. Conventional airway segmentation, which may also depend on the quality of the CT scan, is often a tedious task. Fine-tuning the parameters to achieve a balance between obtaining more airway branches and avoiding leakages is necessary in these methods [7]. Moreover, conventional airway segmentation methods rely on the expertise and experience of researchers to extract features.

Recently, deep learning technology has made remarkable improvements in the field of computer vision, and has become the most widely used approach in medical image segmentation. Qier et al. [8] proposed a method to segment the airway tree automatically by combining a fully-convolutional network (FCN) with image-based tracking algorithm. Charbonnier et al. [7] extracted the trachea and main bronchus by the region growing method, and a 2D convolution neural network (CNN) was used to segment small bronchi and remove leaks. Jin et al. [9] proposed a 3D FCN to generate a probability map, and then a graph-based method which incorporates fuzzy connectedness segmentation was applied to refine the FCN output and guide leakage removal. Juarez et al. [10] proposed a method based on 3D U-Net. They also investigated the importance of data augmentation and loss function selection for airway segmentation. Qin et al. [11] provided a voxel-connectivity aware method, which focuses on reducing false positives and increasing the airway tree length. The author transformed a binary segmentation task into 26 tasks of predicting whether a voxel is connected to its neighbors. Zhao et al. [2] used a two-stage 2D+3D neural network to segment thick and thin bronchi separately. Then the results from both stages was combined by a linear programming-based tracking algorithm. Qin et al. [12] replaced the bottom layer of the U-Net with 3D slice-by-slice convolutional layers, which can capture the spatial information of elongated structures and improve the segmentation performance.

Our main contributions are summarized as follows:

1. We propose a coarse-to-fine segmentation framework to obtain airway tree. Our method focuses on improving the completeness of the airway tree.
2. We propose an Mif-CNN, which integrates ASPP, an edge guidance module (EGM) and the coordinates information of voxels with a u-shaped network. The network can utilize additional useful feature information to improve segmentation performance.
3. We propose a CNN-based region growing to segment the bronchi. The VCN can entirely capture the rich information around each voxel and facilitates the classification of voxels in peripheral regions into airway and non-airway voxels.

Although CNN-based methods are widely used for airway segmentation due to high sensitivity and less false-negative rate, deep learning methods still suffer from some shortcomings. First, these methods integrate multi-scale contextual information via successive pooling and subsampling layers that reduce resolution until a global prediction is obtained [13]. Segmenting small branches in the peripheral region is difficult. Second, some deep learning approaches are mainly based on intensity features and ignore other information (e.g., location information and boundary information), which can potentially improve the performance of airway segmentation.

In order to solve the aforementioned problems, we propose a segmentation framework which contains two parts: a multi-information fusion CNN (Mif-CNN) and a CNN-based region growing. The Mif-CNN is used to segment the overall airway. It combines multi-information, i.e., boundary and location information, to utilize additional feature knowledge. An atrous spatial pyramid pooling (ASPP) block is also integrated with Mif-CNN to obtain multiscale information. The CNN-based region growing method focuses on obtaining small branches. A voxel classification network (VCN) is applied to extract the airway voxel by voxel in the peripheral region.
2. Method

In this section, we introduce our method for airway segmentation. Section 2.1 describes the selection of training samples. Section 2.2 and Section 2.3 provide details of our Mif-CNN and CNN-based region growing method, respectively. Lastly, Section 2.4 presents our shape reconstruction method based on the centerline tracking algorithm.

The workflow of our method is illustrated in Fig. 2. For the training process, we first use sample selection to obtain small branches label, which contains subsegmental bronchi and segmental bronchi, whose diameters are less than 2 mm. Overall training label and small branches label are used to train the Mif-CNN and the VCN, respectively. The ASPP, EGM, and coordinate information are integrated with a u-shaped network in Mif-CNN; thus, additional context information and useful features are fused to improve segmentation performance. In the CNN-based region growing method, VCN is applied to classify airway voxels and non-airway voxels in the peripheral region.

For the testing process, the original CT scan is the only input, and selecting samples is unnecessary. We first obtain an initial airway tree by Mif-CNN. Then, we extract airway candidate voxels around the end of the initial tree. The VCN is used as a discriminator in the region growing method to classify voxels into airway or non-airway voxels. A voxel with high probability is considered an airway voxel and is connected to the airway tree, thus becoming the new endpoint of the tree. The iterative update stops until the airway tree is unchanged. Lastly, the result of VCN is refined by a shape reconstruction method.

### 2.1. Training sample selection

The coarse branches are easy to be extracted due to its large volume in airway. However, small branches are very thin and difficult to segment. We plan to learn the characteristics of the coarse branches and the small branches separately due to their differences in location, size, shape, intensity. Thus, the training data of Mif-CNN and VCN are different. Our sampling strategy follows:

**Dividing airway branches:** We obtain an airway skeleton tree with n branches \{B_1, B_2, ..., B_N\} by an iterative backtracking algorithm presented in [14]. Then we obtain the diameter \(d_{i,j}\) of each voxel \(v_{i,j}\) ∈ \{1,2,...,\(K_i\)\} in branch \(B_i\). Thus, the branch diameter is computed as the average of all its centerline voxels’ diameters:

\[
D_{B_i} = \frac{1}{K_i} \sum_{j=1}^{K_i} d_{i,j}
\]

Every branch is also labeled with corresponding anatomical name by a bronchus classification algorithm. Then all branches are classified into four types: trachea and main bronchus, lobar bronchi, segmental bronchi and subsegmental bronchi. We further sample two subsets from these branches in line with their branch measurements and anatomical level:

(a). The first subset \(S_1\) contains whole airway tree; (b). The second subset \(S_2\) contains segmental bronchi whose diameter is less than 2 mm and subsegmental bronchi.

**Sampling for the Mif-CNN:** We then obtain volume of interests (VOIs) from the first subset \(S_1\) to train Mif-CNN. Considering the limitation of computer GPU memory, we then apply overlapped sliding windows with VOIs sized to 64 × 64 × 64 pixels and the stride size is 32 during training and testing.

**Sampling for the VCN:** Our voxel classification network is trained to classify a voxel point into airway or non-airway in the peripheral region. Therefore, we select sample points from \(S_2\), and obtained VOIs from these voxel points.
Figure 3: The basic network of Mif-CNN

We random select 3000 points from the $S_2$ in each CT scans as positive samples. Then we select non-airway voxels around the selected airway voxels. We divide non-airway points into five subsets by measuring Euclidean distance. In the five subsets, the distance between non-airway voxel and airway voxels is 1 voxel, 2–4 voxels, 5–7 voxels, 8–10 voxels, and 11–30 voxels, respectively. We random selected 600 points in every non-airway subset and obtain 3000 non-airway points as negative samples in total. For each sample points, we extract an VOIs sized to $32 \times 32 \times 32$ pixels with this point as center.

2.2. Mif-CNN

The architecture of Mif-CNN is shown in Fig. 3. The encoder-decoder structure needs to expand receptive field via successive pooling and subsampling layers, and it gradually reduces the spatial resolution. Features of thin bronchi, whose diameters are usually only 2-3 voxels, are prone to vanish after three times of pooling, making it difficult to segment and recover. In order to achieve the purpose of maintaining image resolution, our Mif-CNN only contains two pooling layers. However, multiple pooling layers are necessary to extract effective context information for large bronchi. Our method inspired with dilated/atrous convolution which can increase receptive field and maintain the number of kernel parameters at the same time. We combine the u-shape structure and dilated convolution to solve the problem of reducing the size of feature map and detect multi-scale object. For the purpose of improving the segmentation performance, we use boundary information and coordinate information to integrate more useful features.

Atrous spatial pyramid pooling: ASPP is useful to expand the receive field and resample features at multi-scale [15]. In order to capture context information at multi-range, we adopt a ASPP module as the bottom layer in the encoding path of the network. As shown in Fig. 4, the structure of ASPP module is mainly composed of two parts: (a) one $1 \times 1$ convolution and three $3 \times 3$ convolutions with dilated rates of 6, 12 and 18, (b) a global average pooling layer, and a $1 \times 1$ convolution. The first part is aim to expand the receive field and better obtain multi-scale feature maps, the second part is used to overcome the problem of effective weight reduction at long range. Moreover, all the convolution operations with batch normalization (BN) layers and rectified linear unit (ReLU). Finally, these feature maps generated from the five branches are concatenated, and sent to a $1 \times 1$ convolution with BN.

Edge guidance module: CNN method are mainly based on intensity features and ignore other information. Boundary information are essential characteristics for segmenting target in medical images, and it can improve feature detection for segmentation [16]. Therefore, we consider that low-level features are rich in spatial details, and can provide sufficient boundary information. We first detect local boundary information from low-level feature map, then propagate the location information of this layer from top to bottom. Moreover, the feature map is also fed to two successive convolution layers, and supervised by targeting on an edge map $M_e$.
derived from ground truth masks.

**Coordinate information:** We also consider that location information of voxels beneficial for the network to segment airway. Therefore, we convert the coordinate information of the voxel in three dimensions into a three-channel feature map consistent with the network size. Then concatenate them with the feature map on the last layer in decoder part of Mif-CNN.

**Loss function:** As shown in Fig. 3, Mif-CNN has two head branches. We use a Binary Cross Entropy (BCE) loss function for supervising the feature map of EGM, which is formulated as:

\[
\Gamma_{edge} = \sum_{x \in M_e} \log (1 - p_e(x)) + \sum_{x \notin M_e} \log (p_e(x)) \tag{2}
\]

where \(x\) denote the voxel and \(p_e(x)\) is the predict edge voxel.

The second branch is trained to predict whether each pixel is an airway voxel. The loss function used for our pixel level classification problem is Dice coefficient loss function:

\[
\Gamma_{seg} = 1 - \frac{2}{\|M_{seg}\|} \sum_{i,j} \{ p_i * g_i \} \tag{3}
\]

Where \(p_i\) and \(g_i\) denote the predict segmentation result and label, respectively. \(e\) is a smooth term to avoid division by zero.

Finally, we define our loss function \(\Gamma_{total}\) as a combination of \(\Gamma_{seg}\) and \(\Gamma_{edge}\), which can be expressed by the following formula:

\[
\Gamma_{total} = \Gamma_{seg} + \Gamma_{edge} \tag{4}
\]

### 2.3. CNN-based region growing

Conventional region growing methods are used to segment the airway based on their density (in Hounsfield Units or HU). However, since the density of airway voxels are close to the surrounding tissue at peripheral branches, these methods perform worse. In order to extract more airway voxel, we propose a CNN-based region growing method which combines deep learning technology and region growing. In this work, we first initialize seed point. The voxels in the terminal of the airway tree which obtained from Mif-CNN are selected as the initial seed points, and they are pushed on a stack. Unlike the work in [17], we classify those unprocessed voxels in the 26-neighbor of the seed point into airway voxels and non-airway voxels by using a 3D CNN (VCN). VCN can produce a probability which higher than \(T_u\) considered as airway voxel, it will be selected as the new seed and pushed on the stack. The airway tree is allowed to keep growing when the stack is not empty.

The architecture of VCN is shown in Fig. 5. It consists of three down-sampling blocks and two fully connected layers. The down-sampling operation is used for encode high semantic feature. Down-sampling block consists of two \(3 \times 3\) convolution layers with BN and ReLU, and each block followed by a \(2 \times 2\) max pooling operation with stride 2. The number of kernels in each convolution layer is 16, 32, 64, 128. After down sampling, we then feed the feature map into two successive fully connected layers which have 2048 neurons and 128 neurons respectively. Finally, we calculate the probabilities of airway voxel by a softmax function after the last fully connected layer. We use a Binary Cross Entropy (BCE) loss function for supervising the output. The loss is illustrated as:

\[
\Gamma_s = -y \log p - (1 - y) \log(1 - p) \tag{5}
\]

where \(y \in \{0,1\}\) is the predict probability and \(p \in \{0,1\}\) is the label.

**Figure 5:** Scheme of the VCN architecture. \(S_2\) contains segment bronchi whose diameter is less than 2 mm and subsegmental bronchi. Using VOIs of the voxels from \(S_2\) as the input of VCN.

### 2.4. Shape reconstruction

Our segmentation framework is robust due to its high quality of output and less false negative rate. Mostly, our method will not produce large leakages, but cause small leakages near the peripheral bronchi. Some small boundary protrusions, branch like structures adjacent to airway branches also exist. Hence, our shape reconstruction method based on centerline tracking algorithm is proposed to remove these leakages. The detailed description is as follows:

1. **Skeleton detection:** We use an iterative backtracking algorithm presented in [14] to compute the skeleton of airway obtained by our network. Then we remove some wrong branches and construct an airway skeleton tree.
2. **Airway reconstruction:** For each voxel \(v_{i,j}\), we calculate the average diameter of itself and four neighbors by the following formula: \(d'_{i,j} = \frac{1}{4} \sum_{k=2}^{2} d_{i,j+k}\), we then replace \(d_{i,j}\) as the new diameter of \(v_{i,j}\). Then we reconstruct the airway via compute the ball with diameter \(d_{i,j}\) of each voxel.
3. **Result refinement:** The reconstructed airway is used to refine the segmentation results. We supplement the small fractures which \(d_{i,j} < \frac{2}{3} d'_{i,j}\) and voxel point outside the radius of reconstructed airway are removed.
3. Experiments and Result

In this section, several experiments are conducted to evaluate the Mif-CNN and VCN segmentation methods. In Section 3.1, information on our private data and the public data of EXACT’09 are presented. In Section 3.2, we introduce evaluation metrics and experimental settings. In Sections 3.3 and 3.4, we show the segmentation results of Mif-CNN and the CNN-based region growing method, respectively. Given that our study focuses on extracting small branches in the peripheral region, the overall airway tree and the airway tree with removed trachea and main bronchus are evaluated.

3.1. Dataset

We evaluated our airway segmentation method on two datasets: private chest CT scans, and public CT scans of EXACT’09 [6].

Private dataset: It consists of 20 CT scans. Each slice of the CT scans has the same size of 512 × 512 pixels with a spatial resolution ranging from 0.625 mm to 1 mm. The slice thickness varies from 0.5 mm to 1.25 mm, and the number of slices in each CT scan ranges from 237 to 441. On the basis of the interactive segmentation results of ITK-SNAP, the ground truths are manually corrected by two experienced doctors [3].

EXACT’09: It consists of 20 CT scans from the training dataset of this challenge. All slices in the CT have a size of 512 × 512 pixels, with a pixel size ranging from 0.5 mm to 0.78 mm in axial view. The number of slices in each CT scan ranges from 157 to 764, and the slice thickness varies from 0.45 mm to 1.0 mm. We obtain the annotation of 20 public CT scans from Qin [18]. The acquisition and investigation of data conform to the principles outlined in the Declaration of Helsinki [19].

3.2. Evaluation metrics and experimental setting

To evaluate the performance of our methods, four metrics based on area overlap are used: dice similarity coefficient (DSC), false positive rate (FPR), sensitivity (Sen) and precision (Pre). These metrics are illustrated as follows:

\[ DSC = 2 \times \frac{A_{pre} \cap A_{gt}}{A_{pre} + A_{gt}} \]  
\[ FPR = 2 \times \frac{F_{p}}{T_{p} + F_{p}} \]  
\[ Sen = 2 \times \frac{T_{p}}{T_{p} + F_{p}} \]  
\[ Pre = 2 \times \frac{T_{p}}{T_{p} + F_{N}} \]

where \( A_{pre} \) and \( A_{gt} \) denote the segmentation result and ground-truth respectively. \( T_{p} \) denote voxels of predicted positive class belong to true airway. \( F_{p} \) denote voxels of predicted positive class belong to non-airway. \( F_{N} \) denote voxels of predicted negative class belong to non-airway. \( T_{N} \) denote voxels of predicted positive class belong to true airway.

We also removed trachea and main bronchus from both predictions and ground truth, while calculated these metrics.

In our experiments, we randomly chose 12 cases from private dataset and 12 cases from public dataset for training. Then we chose 3 cases from private dataset and public dataset respectively as validation dataset. The remaining 10 cases are test dataset. We implemented our method in PyTorch and fine-tuned the hyper-parameter on training data.

For the Mif-CNN, the Adam optimizer\((\beta_1 = 0.9, \beta_2 = 0.999)\) is used with a learning rate of 1.0e-04 in training. The maximum train epoch is set to 200. For the Voxel classification network, the SGD is used with a learning rate of 1.0e-04 in training. We finally use the model with best validation results for testing.

We then evaluating the performance of our Mif-CNN in our private dataset and public dataset of EXACT’09, respectively.

3.3. Segmentation results of Mif-CNN

To verify the segmentation performance of our Mif-CNN, we compare it with three state-of-the-art methods, i.e., those of Jin [9], and Juarez [10] and 3D U-Net [5]. We reimplement these methods in PyTorch and fine-tune the hyperparameter. Detailed experiment results are shown as follows:

3.3.1. Experiment on private dataset

Table 1

Results of the proposed Mif-CNN in comparison with state-of-the-art methods (mean ± standard deviation) on the private testing dataset while evaluating the whole airway.

| Method | DSC (%) | FPR (%) | Sen (%) | Pre (%) |
|--------|---------|---------|---------|---------|
| U-Net [5] | 91.6±1.6 | 0.018±0.007 | 88.7±3.6 | 94.8±1.7 |
| Jin [9] | 92.4±2.3 | 0.022±0.010 | 88.8±4.9 | 95.7±1.5 |
| Juarez [10] | 92.8±2.6 | 0.015±0.007 | 88.6±4.8 | 97.4±1.3 |
| Mif-CNN | 93.5±2.4 | 0.020±0.009 | 90.8±5.2 | 96.7±1.4 |

Table 2

Results of the proposed Mif-CNN in comparison with state-of-the-art methods (mean ± standard deviation) on the private testing dataset while evaluating an airway without trachea and main bronchus.

| Method | DSC (%) | FPR (%) | Sen (%) | Pre (%) |
|--------|---------|---------|---------|---------|
| U-Net [5] | 81.3±5.6 | 0.017±0.007 | 74.2±8.6 | 87.7±2.7 |
| Jin [9] | 82.1±4.9 | 0.016±0.006 | 76.5±8.8 | 91.7±3.2 |
| Juarez [10] | 83.4±5.6 | 0.012±0.008 | 75.1±9.1 | 92.8±2.2 |
| Mif-CNN | 84.6±5.7 | 0.018±0.009 | 78.8±9.6 | 92.3±2.4 |

The result of the four segmentation methods for the overall airway tree are presented in Table 1. On average, our method achieves the highest DSC of 93.5%, which is 0.07% higher than second segmentation performance of Juarez [10]. In terms of sensitivity, our method gets 2.0% improvement.
than second performance of Jin [9]. The experiment results illustrate that our method outperforms the other methods in detecting a complete airway tree.

The result of four segmentation methods for the airway tree without trachea and main bronchus are presented in Table 2. By comparing U-Net, the DSC and sensitivity increase from 81.3% and 74.2% to 84.6% and 78.8%, respectively. In terms of FPR and precision, our method achieves a result of 0.02% and 96.7%. It could also shows that our method outperforms the other methods in the peripheral region.

Fig. 6 shows the segmentation results of three different subjects on 3D images. Compared with Jin (3rd column), Juarez (4th column) and U-Net (5th column), our Mif-CNN (2nd column) extracts more branches in the upper left lobe and upper right lobe, which are prone to lesions and nodules. A better airway segmentation result will facilitate the screening and diagnosis of lesions. Specifically, the result of our method is close to the ground-truth. In contrast, U-Net misses a lot of important branches in some case. Jin [9] and Juarez [10] improve the segmentation results, but the performance is still leaving a little to be desired on detecting more peripheral branches.

Axial view of three subject for qualitative analysis are shown in Fig. 7. From the 1st row, our method (2nd column) not loses important branches. It can be seen from the 2nd row and 3rd row, our method compared with other methods, still has a good performance in the low-contrast peripheral area, where it is difficult to distinguish the airway and surrounding tissues.

3.3.2. Experiment on EXACT'09

For the public dataset, comparison results of proposed method and the state-of-the-art methods are illustrated in Table 3. Our Mif-CNN achieves 95.8%, 0.053%, 95.0% and 96.6% for DSC, FPR, precision and sensitivity, respectively. Compared to the results by U-Net [5], the scores of DSC and sensitivity are 0.1% and 0.2% higher. The overall performance of our method is better.

We further evaluate the performance of all methods in the peripheral region. The results are shown in Table 4. Our Mif-CNN achieves 85.2%, 0.033%, 82.6% and 86.2% for DSC, FPR, precision and sensitivity, respectively. In terms of FPR, Jin [9] achieves the best result of 0.03%, but the score for DSC and sensitivity are 1.1% and 1.2% lower than our
method, respectively. Considering that our purpose is to extract more airway, the false positive rate does not affect the overall result. Therefore, these results verify the feasibility and effectiveness of Mif-CNN.

3.4. Segmentation results of the CNN-based region growing

Although the Mif-CNN (Fig. 8(c)) can extract more airway branches than U-Net (Fig. 8(b)), it still misses several branches. Our CNN-based region growing method focuses on classifying airway voxels at peripheral branches, and the VCN is applied to produce the probability of whether a voxel belongs to the airway. Therefore, we extracted airway-candidate VOIs from the sample points located in 26-neighbor voxels from the end points of the initial airway, and classified them as airway or non-airway by VCN. The airway result was updated by using only the voxels with high probability (≥0.8), and connected it to the initial airway. The updated airway was input to the extraction process of the airway-candidate VOIs of the next iteration. The proposed CNN-based region growing method iteratively updates the initial airway result until the airway is unchanged after two successive updates.

We segment more airway voxels by using this method and obtain a more complete airway tree, which is close to the golden standard. An example of segmentation result is shown in Fig. 8. As shown in the figure, our CNN-based region growing method can extract some missing branches (represented in green color) in the peripheral region.

3.5. Ablation study

Our Mif-CNN is mainly based on integrating multiple basic modules and prior information. Thus, the effectiveness of the key components of our network must be studied through detailed ablation experiments. We evaluate three key components of our network: the coordinate information, the ASPP, and the EGM. The ablation study results are shown in Table 5. The trachea and main bronchus are not included in this evaluation.

(1) Effectiveness of Coordinate Information: Theoretically, location information facilitates the object targeting. Thus, we add coordinate information to our network and further investigate its roles in our network. The results (No.2 vs. No.1, No.5 vs. No.3, No.6 vs. No.4) show that the models with coordinate information have a higher precision and lower FPR than those without coordinate information. The coordinate information restricts the spatial position of the airway and avoids leakage of the peripheral bronchi. However, the models with coordinate information have lower sensitivity than those that without.

(2) Effectiveness of ASPP: We also explore the contribution of the ASPP module. Given the atrous convolution that expands the receptive field without reducing spatial resolution, our network can maximize multi-information and has an improved ability to detect small objects. As shown in Table 5, No. 4 performs better than other settings (Nos.1, 2, and 3) and achieves the highest sensitivity at 78.3%. This result indicates that the ASPP module, which can resample features at multi-scales, can obtain
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Figure 8: Refined segmentation results using our voxel classification network. (a) Gold standard labeled by an experimental radiologist, (b) Result of U-Net, (c) Initial output of Mif-CNN, (d) Final result of the voxel classification network.

Table 5
Ablation study of the proposed Mif-CNN.

| Method               | DSC (%) | FPR (%) | Sen (%) | Pre (%) |
|----------------------|---------|---------|---------|---------|
| (No. 1) U-Net        | 81.3    | 0.017   | 74.2    | 93.1    |
| (No. 2) U-Net + Cl   | 82.2    | 0.015   | 74.9    | 93.6    |
| (No. 3) U-Net + EGM  | 82.1    | 0.020   | 76.4    | 94.2    |
| (No. 4) U-Net + ASPP | 82.2    | 0.024   | 78.3    | 91.6    |
| (No. 5) U-Net + Cl + ASPP | 82.9    | 0.021   | 77.3    | 93.2    |
| (No. 6) U-Net + Cl + EGM | 82.6    | 0.018   | 76.8    | 95.1    |
| (No. 7) U-Net + Cl + ASPP + EGM | 84.6    | 0.016   | 78.8    | 92.3    |

more airway voxels. Although the ASPP module results in a slightly higher FPR, this FPR does not have much effect on our results. The extraction of additional peripheral branches proves that our experiment is successful.

(3) **Effectiveness of EGM:** Boundary information is essential for segmentation targets in medical images, and it can improve edge feature detection for segmentation. We use an EGM to propagate rich boundary information from low-level features to a high-level feature map. In this manner, boundary information can improve segmentation performance. Compared with modules without edge constraint guidance (No. 1), our method is improved by 2.2% in sensitivity and by 1.1% in precision.

4. Discussion

In the experiments, we evaluate the performance of the proposed Mif-CNN and VCN. In Section 3.3.1, we first investigate Mif-CNN compared with other methods, including that of Jin and Juarez and U-Net, on the private dataset. The results indicate that our method achieves a better performance on the private dataset than on the public one. The DSC and sensitivity for the whole airway segmentation are 93.5% and 90.8%, respectively. The result is promising as compared with the result from 3D U-Net, which is 91.6% in DSC and 88.7% in sensitivity. The DSC and sensitivity of the quantitative results without the trachea and main bronchus also show that Mif-CNN has an improved performance in airway segmentation. In addition, the qualitative analysis illustrates that the segmentation result by Mif-CNN is well, which is close to the ground truth.

In Section 3.3.2, we compare the performance of Mif-CNN and other methods on the public dataset of EXACT’09. As shown in Table 3, our method performs well but does not show a significant difference compared with other methods. Nevertheless, our method outperforms others when the trachea and main bronchus are removed from the airway tree (Table 4). The reason is that lobar bronchi and segmental bronchi only account for approximately 30% of the total airway volume. When the segmentation result achieves a slight improvement in the peripheral region, the numerical change when computing the metrics of the whole airway tree is not significantly different.

In Section 3.4, we study the improvement of segmentation results by the CNN-based region growing method. The initial airway tree of Mif-CNN is better than U-Net and is close to the ground truth. However, it also misses several branches. Fig. 8 shows the result of the CNN-based region growing method performs better than the initial airway tree, indicating that the voxel-by-voxel classification approach based on the deep neural network is useful. VCN can entirely capture rich information around each voxel and improve the segmentation performance.

Our study focuses on extracting more airway branches in the peripheral region. Thus, we also discuss the results of two different datasets, which evaluate the airway tree without trachea and main bronchus. As shown in Table 2 and 4, our method achieves the best result in peripheral region regardless of which dataset is used. We attribute this result to the EGM and coordinate information, which fuse additional explicit knowledge to produce useful features. In addition, the ASPP can expand the receptive field and detect multi-scale information, thus improving the segmentation performance. False positives are higher than some methods because some of these errors might be due to miss terminal branches in the reference standard; however, our method can successfully extract these missing peripheral branches. In addition, these real branches are considered false positive branches when
calculating the FPR metrics. The multiple-dataset validation also demonstrates that our method is robust and reliable by fusing additional useful information.

In the literature, a few studies have focused on automatic airway segmentation. One of the classic methods is that of [20], in which a vessel-guided airway segmentation algorithm that extracts additional airway voxels by combining vessel information was proposed; the TPR reached up to 98.68%. A conference paper [11] also leveraged distance to the lung border and voxels’ coordinates to improve airway segmentation. This operation integrated additional semantic information to improve learning of additional airway features, and the DSC was 90.2% on 10 chest CT scans. These studies believe that the fusion of additional feature information can improve segmentation performance. Thus, we use an EGM to integrate additional edge information. The author in [21] focused on the small branches. A random forest classifier was applied to classify each voxel into airway voxel or non-airway voxel. In [22], a 2.5D CNN was used to classify each voxel at the peripheral branches. Three patches for axial, coronal, and sagittal views in each voxel are fed into the network, and the CNN was then used for voxel classification. The DSC of this method could reach up to 89.97%. However, the data and implementation of different studies vary, thus, comparing different quantitative results objectively is difficult.

5. Conclusion

This paper has presented a fully automatic method to perform segmentation of airways from chest CT scans. The core of this method is a coarse-to-fine framework which segments the overall airway tree and small airway branches respectively. The framework contains two parts: Mif-CNN and CNN-based region growing. In Mif-CNN, ASPP, EGM and coordinate information are incorporated into a u-shape network, thus it can utilize more useful features to improve the performance of segmentation. CNN-based region growing method can extract branches which are missing in the result of Mif-CNN. In addition, a shape reconstruction method based on centerline tracking algorithm is employed to refine the final segmentation result. Experimental results on private dataset and public dataset show that this method performance well in the upper lobe region which prone to lesions and nodules. The multiple-dataset validation also demonstrates the reliability and further practicality of the proposed method. In the future, we plan to apply our segmentation results to other related tasks, such as Artery/Vein separation, determination of lung segments.
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