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Abstract This paper is concerned with a dynamic traffic network performance model, known as dynamic network loading (DNL), that is frequently employed in the modeling and computation of analytical dynamic user equilibrium (DUE). As a key component of continuous-time DUE models, DNL aims at describing and predicting the spatial-temporal evolution of traffic flows on a network that is consistent with established route and departure time choices of travelers, by introducing appropriate dynamics to flow propagation, flow conservation, and travel delays. The DNL procedure gives rise to the path delay operator, which associates a vector of path flows (path departure rates) with the corresponding path travel costs. In this paper, we establish strong continuity of the path delay operator for networks whose arc flows are described by the link delay model (Friesz et al., Oper Res 41(1):80–91, 1993; Carey, Networks and Spatial Economics 1(3):349–375, 2001). Unlike the result established in Zhu and Marcotte (Transp Sci 34(4):402–414, 2000), our continuity proof is constructed without assuming a priori uniform boundedness of the path flows. Such a more general continuity result has a few important implications to the existence of simultaneous route-and-departure-time DUE without a priori boundedness of path flows, and to any numerical algorithm that allows convergence to be rigorously analyzed.
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1 Introduction

Dynamic traffic assignment (DTA) is usually viewed as the descriptive modeling of time varying flows on vehicular networks consistent with established traffic flows. It stems from the need to simultaneously model travelers’ choices and vehicular flow characteristics in a dynamic and network context (Ben-Akiva et al. 2015; Goya-Gómez et al. 2017). For a general review of a broad class of DTA models and problems, we refer the reader to Peeta and Ziliaskopoulos (2001), Szeto and Lo (2006) and Nesterov and De Palma (2003).

This paper is concerned with a specific type of DTA problem known as simultaneous route-and-departure-time (SRDT) dynamic user equilibrium (DUE) in continuous time. In this model, the unit travel cost experienced by road users of the same origin-destination pair, including path travel time and arrival penalty, is identical and minimum. There are two essential components within the notion of DUE: (i) the mathematical expression of Nash-like equilibrium conditions, and (ii) a network performance model, which is, in effect, an embedded dynamic network loading (DNL) problem.

The Nash-like equilibrium condition of a DUE problem is the dynamic extension of Wardrop’s first principle (Wardrop 1952), which admits multiple mathematical representations. These include variational inequality (Friesz et al. 1993, 2013; Han et al. 2013c; Szeto and Lo 2004); differential variational inequality (Freisz et al. 2001, 2010; Friesz and Mookherjee 2006); nonlinear complementarity problem (Ukkusuri et al. 2012; Wie et al. 2002); and differential complementarity problem (Pang et al. 2011). In addition, several extensions of the DUE problem pertaining to bounded user rationality (Han et al. 2015b), demand elasticity (Friesz and Meimand 2014; Han et al. 2015a) and en-route update (Kachroo and Özbay 2005), have been formulated using (differential) variational inequalities (which are closely related to open-loop optimal control problems) and feedback (closed-loop) control formulations.

On the other hand, the network performance model, often referred to as the dynamic network loading (DNL) model, is concerned with describing and predicting the spatial-temporal evolution of traffic flows on a network, which is consistent with established route and departure time choices of drivers. This is done by introducing appropriate dynamics to link flow, junction flow, link delay, and path delay, which are usually constrained by the first-in-first-out (FIFO) rule (Zhang and Nie 2005).

The DNL model gives rise to the path delay operator or effective path delay operator, whose precise definitions will be explicitly given in this paper. The (effective) delay operators play a pivotal role in the mathematical formulations of DUE problem, including variational inequality (Friesz et al. 1993), differential variational inequality (Friesz et al. 2001; Friesz and Mookherjee 2006), and complementarity problems (Pang et al. 2011; Wie et al. 2002). Continuity of the effective delay operator, as we focus in this paper, is critical to the DUE models as it is necessary
for the existence of dynamic user equilibria (Browder 1968; Han et al. 2013c; Zhu and Marcotte 2000). Moreover, the continuity of a delay operator is essential for any computational algorithms for DUE with a provable convergence result, such as fixed point algorithms (Friesz et al. 2010, 2013), descent direction methods (Han and Lo 2003; Szeto and Lo 2004), projection methods (Ukkusuri et al. 2012; Han and Lo 2002), and proximal point methods (Konnov 2003; Han et al. 2015a).

One way to model path delay in dynamic networks is that proposed by (Friesz et al. 1993), who employ link exit time functions together with a volume-dependent link traversal time function. Such a perspective on path delay has been referred to as the link-delay model (LDM). Since the Friesz et al. (1993) paper, conjectures but few rigorous results about the qualitative properties of the LDM delay operator have been published. One result that is needed for studying the existence of DUE and computing its solutions when the network loading is based on the LDM, is continuity of the effective path delay operator. It should be mentioned that Zhu and Marcotte (2000) investigate a similar problem and show weak continuity of the path delay operator under the assumption that the path flows are a priori bounded, where those bounds do not arise from any behavioral argument or theory. In particular, we note that Theorem 5.1 of Zhu and Marcotte (2000), which states the weak continuity of the delay operator, relies on the strong first-in-first-out (FIFO) assumption. Although the paper later stated that a sufficient condition for strong FIFO is uniform boundedness of path flows (path departure rates), it is not difficult to show that boundedness is also necessary to ensure strong FIFO. Effectively, the strong FIFO assumption is equivalent to the uniform boundedness of path flows.

Notably, this paper provides a more general continuity result, namely the path delay operator of interest is strongly continuous without the assumption of boundedness on path flows. Strong continuity without boundedness is central to the proof of SRDT DUE existence, and to the analyses of DUE algorithms. We point out that the simultaneous route-and-departure-time (SRDT) notion of DUE employs more general constraints relating path flows to a table of fixed trip volumes than the route choice (RC) DUE considered by Zhu and Marcotte (2000). The boundedness assumption is less of an issue for the RC DUE by virtue of problem formulation: that is, for RC DUE, the travel demand constraints are of the following form:

\[ \sum_{p \in P_{ij}} h_p(t) = T_{ij}(t) \quad \forall t, \forall (i, j) \in \mathcal{W} \quad (1) \]

where \( \mathcal{W} \) is the set of origin-destination pairs, \( P_{ij} \) is the set of paths connecting \((i, j) \in \mathcal{W} \) and \( h_p(t) \) is the departure rate along path \( p \). Furthermore, \( T_{ij}(t) \) represents the rate (not volume) at which travelers leave origin \( i \) with the intent of reaching destination \( j \) at time \( t \); each such trip rate is assumed to be bounded from above. Since Eq. (1) is imposed pointwise and every path flow \( h_p \) is non-negative, we are assured that \( h = (h_p : p \in P_{ij}, (i, j) \in \mathcal{W}) \) are automatically uniformly bounded. On the other hand, the SRDT user equilibrium imposes the following constraints on path flows:

\[ \sum_{p \in P_{ij}} \int_{t_0}^{t_f} h_p(t) \, dt = Q_{ij} \quad \forall (i, j) \in \mathcal{W} \quad (2) \]
where \( Q_{ij} \in \mathbb{R}^{++} \) is the volume (not rate) of travelers departing from node \( i \) with the intent of reaching node \( j \). The integrals in Eq. (2) are interpreted in the sense of Lebesgue; hence, Eq. (2) alone is not enough to assure bounded path flows. This observation has been the major hurdle to providing existence without the invocation of bounds on path flows, and therefore, serves as the main motivation of our investigation of the continuity of the delay operator without assuming \textit{a priori} boundedness on path flows.

2 Background and Preliminaries

2.1 Notation

A summary of sets, variables and parameters used in this paper is shown in Table 1. Throughout this paper, we assume that the path departure rate \( h_p(\cdot) \in L_2^2[t_0, t_f] \) and, hence, \( h(\cdot) \in (L_2^2[t_0, t_f])^{(|P|)} \), which is a fairly general regularity condition.

| Sets                                      | Description                                                                 |
|-------------------------------------------|-----------------------------------------------------------------------------|
| \([t_0, t_f]\)                             | Time horizon in which the problem is conceived; \( t_f > t_0 \)              |
| \(G(A, \mathcal{V})\)                     | Traffic network represented as a graph with arc set \( A \) and node set \( \mathcal{V} \) |
| \(\mathcal{P}\)                           | Set of paths                                                                |
| \(\mathcal{W}\)                           | Set of origin-destination (OD) pairs                                         |
| \(\mathcal{P}_{ij}\)                      | Set of paths connecting the OD pair \((i, j)\) \( \in \mathcal{W} \)       |
| \(Q_{ij}\)                                | Demand for OD pair \((i, j)\) \( \in \mathcal{W} \)                       |
| \(L_2^2[t_0, t_f]\)                       | The set of square-integrable functions defined on \([t_0, t_f]\)             |
| \(L_2^2_{++}[t_0, t_f]\)                  | The subset of \(L_2^2[t_0, t_f]\) consisting of non-negative functions     |
| \((L_2^2[t_0, t_f])^m\)                   | The \(m\)-fold product of the \(L_2^2[t_0, t_f]\) space                     |
| \((L_2^2_{++}[t_0, t_f])^m\)              | The subset of \((L_2^2[t_0, t_f])^m\) consisting of vectors whose elements are non-negative functions |
| \(\mathbb{R}\)                            | The set of real numbers                                                     |
| \(\mathbb{R}^+\)                          | The set of non-negative real numbers                                         |
| \(\mathbb{R}^{++}\)                       | The set of positive real numbers                                             |

| Variables                                | Description                                                                 |
|-------------------------------------------|-----------------------------------------------------------------------------|
| \(h_p(t)\)                               | Departure rate along path \( p \in \mathcal{P} \) at time \( t \in [t_0, t_f]\) |
| \(h(t)\)                                 | The vector of departure rates over all \( p \in \mathcal{P} \) at \( t \in [t_0, t_f]\) |
| \(D_p(u, h)\)                            | Travel time (delay) along path \( p \) for departure time \( t \) given the departure rate vector \( h \) |
| \(\Psi_p(t, h)\)                         | Effective delay occurred on path \( p \) for departure time \( t \) given the departure rate vector \( h \) |

| Parameters                               | Description                                                                 |
|-------------------------------------------|-----------------------------------------------------------------------------|
| \(\Delta = \{\delta_{ap}\}\)            | The arc-path incidence matrix, \( a \in A, p \in \mathcal{P} \)             |
| \(v_{ij}\)                               | The essential infimum of the effective delays over all \( p \) and \( t \) for OD \((i, j)\) |
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(Friesz et al. 1993, 2010; Han et al. 2013c). Such an assumption also plays a central role in the theory of existence and computation of DUE established in the Hilbert space \( L^2([t_0, t_f]) \) (Friesz et al. 2013; Han et al. 2013c).

2.2 Dynamic User Equilibrium and the Effective Delay Operator

This paper is concerned with a form of dynamic traffic assignment (DTA) known as simultaneous route-and-departure-time (SRDT) dynamic user equilibrium (DUE) for which unit travel cost, including early and late arrival penalties, is identical for those route and departure time choices selected by travelers between a given origin-destination pair. Such a model is originally presented in Friesz et al. (1993) and discussed subsequently by Friesz et al. (2001, 2013, 2010), and Friesz and Mookherjee (2006).

We begin by considering a planning horizon \([t_0, t_f]\). Let \( P \) be the set of paths employed by road users. The most crucial component of the DUE model is the path delay operator. We let

\[
D_p(t, h) \quad \forall p \in P, \ t \in [t_0, t_f]
\]

be the time spent traversing path \( p \) with departure time \( t \), when the network congestion is determined by the vector of path departure rates \( h \in (L^2_+([t_0, t_f]))^{|P|} \).

Equation (3) induces the following operator, which is referred to as the delay operator:

\[
D : (L^2_+([t_0, t_f]))^{|P|} \rightarrow (L^2_+([t_0, t_f]))^{|P|}, \quad h \mapsto (D_p(\cdot, h) : p \in P)
\]

As adequately covered in a number of studies (Friesz et al. 2013, 2010; Zhu and Marcotte 2000), the path delay operators usually do not take on any closed form; instead they can only be evaluated numerically through the dynamic network loading procedure (Friesz et al. 2013; Han et al. 2016; Lo and Szeto 2002; Nie and Zhang 2010; Szeto and Lo 2004; Ukkusuri et al. 2012).

In the SRDT DUE model, the drivers choose departure times, in addition to paths, in order to minimize their travel costs. To accommodate such a choice behavior, a notion of travel cost more general than travel time needs to be introduced, by adding arrival penalties to the path delays. Specifically, we consider the following general form of effective path delay:

\[
\Psi_p(t, h) = D_p(t, h) + \mathcal{F}\left[ t + D_p(t, h) - T_A \right] \quad \forall p \in P, \ t \in [t_0, t_f]
\]

where \( T_A \) is the target arrival time. In our formulation the target time \( T_A \) is allowed to depend on the user classes (or origin-destination pairs). As shown in Eq. (5), the effective path delay assesses an additional (asymmetric) cost for not arriving at the target arrival time.

We introduce the fixed trip matrix \( \{Q_{ij} : (i, j) \in \mathcal{W}\} \), where each \( Q_{ij} \in \mathbb{R}_+ \) is the fixed travel demand between origin-destination pair \((i, j) \in \mathcal{W}\). Note that \( Q_{ij} \)

\footnote{For notation convenience and without causing any confusion, we sometimes use \( h \) instead of \( h(\cdot) \) to denote the path departure rate vectors.}
represents traffic volume, not flow; this is a key distinction between SRDT DUE and RC DUE as illustrated in Eqs. (1)–(2). The set of feasible path flows is now defined as:

\[
\Lambda = \left\{ h \geq 0 : \sum_{p \in P_{ij}} \int_{t_0}^{t_f} h_p(t) \, dt = Q_{ij} \quad \forall (i, j) \in W \right\} \subseteq \left( L^2_+ [t_0, t_f] \right)^{|P|} \quad (6)
\]

Let us also define the essential infimum of the effective path delay

\[
v^P_{ij}(h) \doteq \text{essinf}_{t \in [t_0, t_f]} \Psi_p(t, h) \quad \forall p \in P_{ij}, \ (i, j) \in W \quad (7)
\]

Essential infimum of a function is similar to the minimum of that function, except it has been generalized in a measure-theoretic context to treat measurable functions. We further define the minimum travel cost between an OD pair to be:

\[
v_{ij}(h) \doteq \min_{p \in P_{ij}} v^P_{ij}(h) \quad \forall (i, j) \in W \quad (8)
\]

We note that both \(v^P_{ij}\) and \(v_{ij}\) depend on the path departure rate vector \(h\).

The following definition of dynamic user equilibrium was first articulated by Friesz et al. (1993):

**Definition i (Dynamic user equilibrium).** A vector of departure rates (path flows) \(h^* \in \Lambda\) is a dynamic user equilibrium if

\[
h^*_p(t) > 0, p \in P_{ij} \implies \Psi_p(t, h^*(t)) = v_{ij}
\]

We denote this equilibrium by \(DUE(\Psi, \Lambda, [t_0, t_f])\).

Using measure theoretic arguments, Friesz et al. (1993) establish that a dynamic user equilibrium is equivalent to the following variational inequality.

\[
\text{find } h^* \in \Lambda \text{ such that }
\begin{cases}
\sum_{p \in P} \int_{t_0}^{t_f} \Psi_p(t, h^*)(h_p - h^*_p) \, dt \geq 0 \\
\forall h \in \Lambda
\end{cases}
\quad (VI(\Psi, \Lambda, [t_0, t_f]) \quad (9)
\]

### 2.3 The Link Delay Model

First introduced in Friesz et al. (1993), the **link delay model** (LDM) is one type of link performance model where the link traversal time is a function of the link occupancy. In particular, let \(x(t)\) be the number of vehicles on the link of interest, \(\alpha, \beta > 0\) be link parameters, then link travel time (delay) experienced by drivers entering the link at time \(t\) is

\[
D[X(t)] = \alpha X(t) + \beta \quad (10)
\]
The affine link delay function is selected as it remains the only known functional form that guarantees first-in-first-out (FIFO) (Nie and Zhang 2005), which is typically required for the theoretical investigation of DUE problems.

We denote by \( u(t) \) and \( v(t) \) the entry and exit flows of the link, respectively. In this paper, both functions are only assumed to be integrable, and we define the cumulative entry and exit counts as:

\[
U(t) = \int_{t_0}^{t} u(s) \, ds, \quad V(t) = \int_{t_0}^{t} v(s) \, ds \tag{11}
\]

For DTA problems it is common to assume that the link (and network) is initially empty. Therefore, by definition, the occupancy is computed as:

\[
X(t) = U(t) - V(t) \quad \forall t \in [t_0, t_f] \tag{12}
\]

The flow propagation constraint for the link of interest, which obeys the FIFO principle, is expressed as:

\[
U(t) = V(t + D[X(t)]) \quad \forall t \in [t_0, t_f] \tag{13}
\]

Equations (12)–(13), together with the integral form (11) (or its differential form), constitute the fundamental link dynamic for the LDM. The next theorem reports an important property of the LDM and will be constantly invoked later in this paper.

**Theorem i** (Friesz et al. 1993). For any linear arc delay function of the form \( D(x) = \alpha x + \beta, \alpha, \beta > 0 \), the resulting arc exit time function \( \tau \) is continuous and strictly increasing and hence the inverse function \( \tau^{-1} \) exists.

**Proof** See Theorem 1 of Friesz et al. (1993).

### 2.4 Dynamic Network Loading Based on the LDM

Typically, a traffic network is represented as a directed graph \( G(V, A) \) where \( V \) is the set of nodes and \( A \) is the set of arcs/links. A path that connects an OD pair \( (i, j) \in \mathcal{W} \) is expressed as an ordered sequence that it traverses:

\[
p \in \mathcal{P}, \quad p = \{a_1, a_2, \ldots, a_{m(p)}\} \subset A
\]

where \( m(p) \) denotes the number of arcs in the path. The path flow or path departure rate, \( h_p(\cdot) \), is defined as the rate at which traffic enter the first arc of \( p \in \mathcal{P} \).

We define \( u^p_a(\cdot) \) and \( v^p_a(\cdot) \) to be the entry and exit flows of arc \( a \), respectively, that are associated with path \( p \). With similar meaning of notation, we let \( X^p_a(\cdot) \), \( U^p_a(\cdot) \), and \( V^p_a(\cdot) \) be the arc volume, cumulative arc entry count, and cumulative arc exit count, respectively. All these variables are functions of time. The following DAE system (14)–(18) for the DNL
procedure can be readily derived based on the link dynamics introduced in Section 2.3

\[
\frac{U^p_{ai}(t)}{dt} = u^p_{ai}(t), \quad \frac{V^p_{ai}(t)}{dt} = v^p_{ai}(t) \quad \forall p \in \mathcal{P}, \ i \in \{1, \ldots, m(p)\} \quad (14)
\]

\[
\frac{dX^p_{ai}(t)}{dt} = u^p_{ai}(t) - v^p_{ai}(t) \quad \forall p \in \mathcal{P}, \ i \in \{1, \ldots, m(p)\} \quad (15)
\]

\[
u^p_{ai}(t) \equiv h_p(t) \quad \forall p \in \mathcal{P}, \ a_1 \in p \quad (16)
\]

\[
U^p_{ai}(t) = V^p_{ai}(t + D^a_{ai}[X^p_{ai}(t)]) \quad \forall p \in \mathcal{P}, \ i \in \{1, \ldots, m(p)\} \quad (17)
\]

\[
X^a(t) = \sum_{p \in \mathcal{P}} \delta^a_p X^p_{ai}(t) \quad \forall a \in \mathcal{A} \quad (18)
\]

In order to calculate link and path delays, we introduce the arc exit time function

\[
\tau^a(t) \equiv t + D^a_{ai}[X^a(t)] \quad \forall a \in \mathcal{A} \quad (19)
\]

As a result of solving the DAE system above, one may easily compute the arc exit time function \( \tau^a(\cdot) \). Then, given that cars leaving the preceding arc enter the following arc without delay, we may compute the path travel time (path delay) function as a series of function compositions:

\[
D_p(t, h) = \tau^a_1 \circ \tau^a_2 \circ \ldots \circ \tau^a_{m(p)}(t) = \tau^a_{m(p)}(\tau^a_{m(p)-1}(\ldots \tau^a_1(t))) \quad (20)
\]

where \( p = \{a_1, a_2, \ldots, a_{m(p)}\} \). Finally, the effective path delays can be computed according to (5).

3 The Main Result

The following is a statement of our main result:

**Theorem ii** Consider a general network \((\mathcal{A}, \mathcal{V})\), where the arc dynamics are governed by the link delay model, assume the link delay function for each \( a \in \mathcal{A} \) is affine. That is

\[
D^a_{a} [x_a(t)] = \alpha_a x_a(t) + \beta_a
\]

where \( \alpha_a \in \mathbb{R}^{++} \) and \( \beta_a \in \mathbb{R}^{++} \). Then, the effective delay operator from \( \Lambda \) into \( \left(L^2([t_0, t_f])^{|\mathcal{P}|} : h \in \Lambda \rightarrow \psi(\cdot, h) \right) \) is a continuous map.

**Remark iii** In Zhu and Marcotte (2000), the authors show that the effective delay operator is weakly continuous when the LDM is employed, under the restrictive assumption that the path flows are a priori bounded from above. Such assumption is dropped in our result; we also assert strong, not weak continuity.

The above theorem tells us there are no jump or other kinds of discontinuities of the path delay operator. Such an analytical result is crucial for studying the existence of dynamic user equilibrium as well as analyzing DUE algorithms, when the network loading is based on the LDM.
3.1 Proof of the Main Result

Now we present the proof of Theorem ii.

Proof  We begin by showing that given a converging sequence $h^{(n)}$ in the space $\Lambda \subset \left( L^2_p ([t_0, t_f]) \right)^{|\mathcal{P}|}$ such that

$$\left\| h^{(n)} - h \right\|_{L^2} \longrightarrow 0 \quad n \longrightarrow \infty,$$

(21)

the corresponding delay function $D_p (\cdot, h^{(n)})$ converges uniformly to $D_p (\cdot, h)$ for all $p \in \mathcal{P}$. This will be proven in several steps.

Part 1. First, let us consider just one single arc, and hence omit the subscript $a$ for brevity. Assume a sequence of entering flows $\{u^{(n)}\}_{n \geq 1}$ converging to $u$ in the $L^2([t_0, t_f])$ space; that is

$$\left\| u^{(n)} - u \right\|_2 \equiv \left( \int_{t_0}^{t_f} (u^{(n)}(t) - u(t))^2 \ dt \right)^{1/2} \longrightarrow 0 \quad n \longrightarrow \infty \quad (22)$$

Define the cumulative entering vehicle counts

$$U^{(n)}(t) \equiv \int_{t_0}^{t} u^{(n)}(s) \ ds \quad n \geq 1$$

$$U(t) \equiv \int_{t_0}^{t} u(s) \ ds \quad t \in [t_0, t_f]$$

Then we assert the uniform convergence $U^{(n)} \longrightarrow U$ on $[t_0, t_f]$. To see this, fix any $\varepsilon > 0$; in view of (22), choose $N > 0$ such that for all $n > N$

$$\left\| u^{(n)} - u \right\|_2 < \varepsilon$$

According to the embedding of $L^1([t_0, t_f])$ into $L^2([t_0, t_f])$, we deduce for any $t \in [t_0, t_f]$ that

$$\left| U^{(n)}(t) - U(t) \right| = \left| \int_{t_0}^{t} u^{(n)}(s) \ ds - \int_{t_0}^{t} u(s) \ ds \right|$$

$$\leq \left\| u^{(n)} - u \right\|_1 \leq (t_0 - t_f)^{1/2} \left\| u^{(n)} - u \right\|_2$$

$$< (t_0 - t_f)^{1/2} \varepsilon$$

The preceding shows the uniform convergence $U^{(n)} \longrightarrow U$ on $[t_0, t_f]$.

Part 2. We adapt the recursive technique devised in Friesz et al. (1993). Let $X^{(n)}(\cdot)$, $n \geq 1$, and $X(\cdot)$ denote the arc volumes corresponding to $U^{(n)}(\cdot)$, $n \geq 1$ and $U(\cdot)$, respectively. Assume, without loss of generality, that

$$X^{(n)}(t_0) = 0, \quad X(t_0) = 0$$

and that, for the flow profile $U(\cdot)$, the first vehicle enters the arc of interest at time $t_0$. In addition, let $t_1$ denote the time that first vehicle exits the arc of interest. By definition

$$t_1 = D(0) = \beta \quad (23)$$
For all \( t \in [t_0, t_1] \), since no vehicle can exit the arc before time \( t_1 \), we have

\[
X^{(n)}(t) = U^{(n)}(t) \quad X(t) = U(t) \quad t \in [t_0, t_1]
\] (24)

For each flow profile \( U^{(n)} \), \( n \geq 1 \), denote the exit time function restricted to \([t_0, t_1]\) by \( \tau^{(n)}_1(\cdot) \). Under the flow profile \( U \), denote the exit time function restricted to \([t_0, t_1]\) by \( \tau_1(\cdot) \). Then

\[
\tau^{(n)}_1(t) = t + D\left(X^{(n)}(t)\right) = t + aU^{(n)}(t) + \beta, \quad t \in [t_0, t_1]
\] (25)

\[
\tau_1(t) = t + D(X(t)) = t + aU(t) + \beta, \quad t \in [t_0, t_1]
\] (26)

We conclude that \( \tau^{(n)}_1 \to \tau_1 \) uniformly on \([t_0, t_1]\). Now let

\[
\tilde{t}_2 = \inf_n \tau^{(n)}_1(t_1) \leq \tau_1(t_1)
\]

Fix \( \delta \) small enough and call \( t_2 = \tilde{t}_2 - \delta \). See Fig. 1 for a graphical illustration of these notations. By Theorem i, the functions \( \tau^{(n)}_1^{-1} \), \( n \geq 1 \), and \( \tau^{-1}_1 \), are well-defined, continuous and strictly increasing. We claim that \( \{(\tau^{(n)}_1^{-1})\}_{n \geq 1} \) uniformly converge to \( \tau^{-1}_1 \) on \([t_1, \tilde{t}_2]\). To see this, we need to extend the arrival time function \( \tau_1 \) and \( \tau^{(n)}_1 \) to the interval \((-\infty, t_0)\). Because no vehicle is present during \((-\infty, t_0)\), it is natural to assign

\[
\tau_1(t) = t + \beta, \quad \tau^{(n)}(t) = t + \beta
\]

![Diagram showing definitions of \( \tilde{t}_2 \) and \( t_2 \)]

**Fig. 1** Definitions of \( \tilde{t}_2 \) and \( t_2 \)
This means, if an infinitesimal flow particle enters the arc at \( t \in (-\infty, t_0) \), its travel delay will always be \( \beta \). Fix any \( \varepsilon < t_1 - t_1^{-1}(t_2) \), and consider the following quantities:

\[
\Delta^-_\varepsilon = \inf_{t \in [t_0, t_1^{-1}(t_2)]} \{ \tau_1(t) - \tau_1(t - \varepsilon) \} \quad \Delta^+_\varepsilon = \inf_{t \in [t_0, t_1^{-1}(t_2)]} \{ \tau_1(t + \varepsilon) - \tau_1(t) \}
\]

(27)

Since the infimum of a continuous function on a compact interval must be obtained at some point \( t \in [t_0, t_1^{-1}(t_2)] \), we conclude \( \Delta^-_\varepsilon, \Delta^+_\varepsilon > 0 \) by the strict monotonicity of \( \tau_1 \) established in Theorem i.

According to the uniform convergence \( \tau_1^{(n)} \rightarrow \tau_1 \) on \((-\infty, t_1]\), there exists some \( N > 0 \) such that for any \( n \geq N \), we have

\[
\tau_1^{(n)}(t) \leq \tau_1(t) + \Delta^-_\varepsilon / 2 \quad \tau_1^{(n)}(t) \geq \tau_1(t) - \Delta^+_\varepsilon / 2 \quad \forall t \in (-\infty, t_1]\quad (28)
\]

For any \( s \in [t_1, t_2] \), we have \( \tau_1^{-1}(s) \in [t_0, \tau_1^{-1}(t_2)] \). Therefor, for all \( n \geq N \), in view of (28) and (27), we have

\[
\tau_1^{(n)}(\tau_1^{-1}(s) - \varepsilon) \leq \tau_1(\tau_1^{-1}(s) - \varepsilon) + \Delta^-_\varepsilon / 2 \leq \tau_1(\tau_1^{-1}(s)) - \Delta^-_\varepsilon / 2 = s - \Delta^-_\varepsilon / 2
\]

\[
\tau_1^{(n)}(\tau_1^{-1}(s) + \varepsilon) \geq \tau_1(\tau_1^{-1}(s) + \varepsilon) - \Delta^+_\varepsilon / 2 \geq \tau_1(\tau_1^{-1}(s)) + \Delta^+_\varepsilon / 2 = s + \Delta^+_\varepsilon / 2
\]

By the Intermediate Value Theorem, there exists some \( t^* \in [\tau_1^{-1}(s) - \varepsilon, \tau_1^{-1}(s) + \varepsilon] \) with \( \tau_1^{(n)}(t^*) = s \). In other words, we know

\[
| \left( \tau_1^{(n)} \right)^{-1}(s) - \tau_1^{-1}(s) | = | t^* - \tau_1^{-1}(s) | < \varepsilon, \quad \forall n \geq N
\]

This finishes our claim that \( \left( \tau_1^{(n)} \right)^{-1} \rightarrow \tau_1^{-1} \) uniformly on \([t_1, t_2]\).

Let \( \tau_2^{(n)}(\cdot), n \geq 1 \) and \( \tau_2(\cdot) \) be the exit time functions for cars entering during the interval \([t_1, t_2]\), corresponding to the entering flow profiles \( U^{(n)}(\cdot), n \geq 1 \) and \( U(\cdot) \), respectively. Then, for each \( t \in [t_1, t_2]\), we may state

\[
\tau_2^{(n)}(t) = t + a \left[ U^{(n)}(t) - U^{(n)} \left( \left( \tau_1^{(n)} \right)^{-1}(t) \right) \right] + \beta, \quad n \geq 1 \quad (29)
\]

\[
\tau_2(t) = t + a \left[ U(t) - U \left( \tau_1^{-1}(t) \right) \right] + \beta \quad (30)
\]

Now we make the claim that \( U^{(n)} \left( \left( \tau_1^{(n)} \right)^{-1}(t) \right) \rightarrow U \left( \tau_1^{-1}(t) \right) \) uniformly on \([t_1, t_2]\). Indeed, for any \( \varepsilon > 0 \), there exists \( N_1 > 0 \) such that, if \( n > N_1 \), we have

\[
| U^{(n)}(t) - U(t) | < \varepsilon / 2, \quad \forall t \in [t_0, t_f]
\]

Moreover, the functions \( (\tau_1^{(n)})^{-1}, n \geq 1 \), and \( \tau_1^{-1} \) have a uniformly bounded range on \([t_1, t_2]\), namely \([t_0, t_1]\). By the Heine-Cantor theorem, \( U(\cdot) \) restricted to \([t_0, t_1]\) is uniformly continuous, which means we can find \( \delta_0 > 0 \) such that, for any \( s_1, s_2 \in [t_0, t_1] \) with \( |s_1 - s_2| < \delta_0 \), the following holds:

\[
| U(s_1) - U(s_2) | < \varepsilon / 2
\]
By uniform convergence of \( (\tau_1(n))^{-1} \rightarrow \tau_1^{-1} \), we may choose \( N_2 > 0 \) so that, for \( n > N_2 \), we have
\[
\left| \left( \tau_1(n) \right)^{-1}(t) - \tau_1^{-1}(t) \right| < \delta_0
\]
Thus we deduce that, given \( n > \max\{N_1, N_2\} \), for any \( t \in [t_1, t_2] \), the following is true:
\[
\left| U(n) \left( \left( \tau_1(n) \right)^{-1}(t) \right) - U \left( \tau_1^{-1}(t) \right) \right|
\leq \left| U(n) \left( \left( \tau_1(n) \right)^{-1}(t) \right) - U \left( \left( \tau_1(n) \right)^{-1}(t) \right) \right|
\leq \left| U \left( \left( \tau_1(n) \right)^{-1}(t) \right) - U \left( \tau_1^{-1}(t) \right) \right|
< \varepsilon / 2 + \varepsilon / 2 = \varepsilon
\]
This shows the uniform convergence \( U(n) \left( \left( \tau_1(n) \right)^{-1}(t) \right) \rightarrow U \left( \tau_1^{-1}(t) \right) \) on \([t_1, t_2]\), and our claim is substantiated. As an immediate consequence of (29) and (30), \( \tau_2(n) \) converges to \( \tau_2 \) uniformly on \([t_1, t_2]\).

**Part 3.** We now proceed by induction as follows. Choose any \( \nu \geq 2 \), and call
\[
\bar{t}_{\nu+1} = \inf_n \tau_1(n)(t_\nu), \quad t_{\nu+1} = \bar{t}_{\nu+1} - \delta
\]
where the constant \( \delta \) is the same as that in **Part 2**. Using the induction hypothesis that \( \tau_\nu(n) \) converges to \( \tau_\nu \) uniformly on \([t_\nu-1, t_\nu]\), we show the following uniform convergence on \([t_\nu, t_{\nu+1}]\):
\[
\left( \tau_\nu(n) \right)^{-1} \rightarrow \tau_\nu^{-1},
\]
The proof is similar to what has been done in **Part 2**. Now, introduce \( \tau_{\nu+1}(\cdot), n \geq 1 \), and \( \tau_{\nu+1}(\cdot) \), which are the exit time functions corresponding to \( U(n)(\cdot), n \geq 1 \) and \( U(\cdot) \) respectively; and they are restricted to the time interval \([t_\nu, t_{\nu+1}]\). Similar to results (29) and (30), we have that, for \( t \in [t_\nu, t_{\nu+1}] \), the following holds:
\[
\tau_{\nu+1}(t) = t + a \left[ U(n)(t) - U \left( \left( \tau_\nu(n) \right)^{-1}(t) \right) \right] + \beta \quad n \geq 1 \quad (31)
\]
\[
\tau_{\nu+1}(t) = t + a \left[ U(t) - U \left( \tau_\nu^{-1}(t) \right) \right] + \beta \quad (32)
\]
It can be shown as before that \( U(n) \left( \left( \tau_\nu(n) \right)^{-1}(t) \right) \rightarrow U \left( \tau_\nu^{-1}(t) \right) \) uniformly on \([t_\nu, t_{\nu+1}]\). Therefore \( \tau_{\nu+1}(n) \rightarrow \tau_{\nu+1} \) uniformly on \([t_\nu, t_{\nu+1}]\). This finishes the induction.

**Part 4.** We now have obtained a sequence \( \{[t_\nu, t_{\nu+1}]\}_{\nu \geq 0} \) of intervals. On each interval \([t_\nu, t_{\nu+1}]\), the uniform convergence
\[
\tau_{\nu+1}(n) \rightarrow \tau_{\nu+1},
\]
holds. Notice that, by construction, \( t_{\nu+1} - t_\nu \geq \beta - \delta > 0, \forall \nu \geq 1 \); therefore the interval \([t_0, t_f]\) can be covered by finitely many such intervals. As a consequence,
we easily obtain the uniform convergence of \( \tau^{(n)}(\cdot) \rightarrow \tau(\cdot) \) on the entire horizon \([t_0, t_f]\), where \( \tau^{(n)}(\cdot) \) corresponds to \( U^{(n)}(\cdot), n \geq 1 \) and \( \tau(\cdot) \) corresponds to \( U(\cdot) \).

Let \( v^{(n)}(\cdot), n \geq 1 \), and \( v(\cdot) \) be the exit flows of the single arc and then define the cumulative exit vehicle count

\[
V(t) \doteq \int_{t_0}^{t} v(s) \, ds, \quad V^{(n)}(t) \doteq \int_{t_0}^{t} v^{(n)}(s) \, ds,
\]

It then follows immediately from the relationships

\[
V(t) = U\left(\tau^{-1}(t)\right), \quad V^{(n)}(t) = U^{(n)}\left(\left(\tau^{(n)}\right)^{-1}(t)\right)
\]

that \( V^{(n)} \) converges uniformly to \( V(\cdot) \) on \([t_0, t_f]\).

**Part 5.** Consider a general network \((A, \mathcal{V})\) with a converging sequence \( h^{(n)} \rightarrow h \) in \( \Lambda \subset \left(L^2([t_0, t_f])\right)^{|\mathcal{P}|} \). Define for \( p \in \mathcal{P} \) the following:

\[
H^{(n)}_p(t) \doteq \int_{t_0}^{t} h^{(n)}_p(s) \, ds, \quad H_p(t) \doteq \int_{t_0}^{t} h_p(s) \, ds
\]

Then \( H^{(n)}_p(\cdot) \) converges uniformly to \( H_p(\cdot) \). For each arc \( a \in A \), where the notation employed has an obvious meaning, the cumulative entering vehicle count \( U^{(n)}_a(\cdot) \) is given by

\[
U^{(n)}_a(t) = \sum_p H^{(n)}_p(t) + \sum_{a' \in I(a)} V^{(n)}_a(t)
\]

In the above, the first summation is over all paths that use \( a \) as the first arc; in the second summation, \( I(a) \) denotes the set of arcs immediately upstream from arc \( a \). A simple mathematical induction with the results established in previous steps yields the uniform convergence

\[
U^{(n)}_a(t) \rightarrow U_a(t), \quad V^{(n)}_a(t) \rightarrow V_a(t), \quad \tau^{(n)}_a(t) \rightarrow \tau_a(t), \quad \forall a \in A
\]

where \( \tau_a(\cdot) \) is the exit time function of arc \( a \). Thus, for each path \( p \in \mathcal{P} \), the path delay \( D_p(\cdot, h^{(n)}) \) also converges uniformly to \( D_p(\cdot, h) \) since it is a finite sum of arc delays. It remains to show that the effective delays obey \( \Psi_p(\cdot, h^{(n)}) \rightarrow \Psi_p(\cdot, h) \) uniformly on \([t_0, t_f]\). Recall

\[
\Psi_p(t, h) = D_p(t, h) + F\left(t + D_p(t, h) - T_A\right)
\]

Notice that \( F \) is uniformly continuous on \([t_0, t_f]\) by the Heine-Cantor theorem; this means, for any \( \varepsilon > 0 \), there exists \( \sigma > 0 \) such that whenever \( |s_1 - s_2| < \sigma \), we have

\[
|F(s_1) - F(s_2)| < \varepsilon / 2
\]

Moreover, by uniform convergence, there exits \( N > 0 \) such that, for all \( n > N \), we have

\[
\left|D_p\left(t, h^{(n)}\right) - D_p\left(t, h\right)\right| < \min\{\sigma, \varepsilon / 2\} \quad \forall t \in [t_0, t_f]
\]
We then readily deduce that, given $n > N$, the following holds for all $t \in [t_0, t_f]$:

$$\left| \Psi_p \left( t, h^{(n)} \right) - \Psi_p (t, h) \right| \leq \left| D_p \left( t, h^{(n)} \right) - D_p (t, h) \right| + \left| \mathcal{F} \left( t + D_p \left( t, h^{(n)} \right) - T_A \right) - \mathcal{F} \left( t + D_p (t, h) - T_A \right) \right| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon$$

**Final Argument** Finally, uniform convergence on the compact interval $[t_0, t_f]$ implies convergence in the $L^2$ norm:

$$\int_{t_0}^{t_f} \left( \Psi_p \left( t, h^{(n)} \right) - \Psi_p (t, h) \right)^2 dt \longrightarrow 0, \quad n \longrightarrow \infty, \quad p \in \mathcal{P} \quad (33)$$

Summing up (33) over $p \in \mathcal{P}$, we obtain the convergence $\Psi (\cdot, h^{(n)}) \longrightarrow \Psi (\cdot, h)$ in the Hilbert space $(L^2([t_0, t_f]))^{\mathcal{P}}$.

### 4 Concluding Remarks

Dynamic traffic assignment differs from static traffic assignment in that path delay does not enjoy a closed form. In fact the path delays needed for the study of dynamic user equilibria (DUE) are operators that may only be specified numerically. Moreover, such path delay operators are based on the specific model of arc delay employed for network loading. We have considered in this paper path delay operators for the network loading procedure that is endogenous to Friesz et al. (1993), which has been referred to as the link delay model (LDM). We have shown that the LDM-based path delay operators are strongly continuous under the very mild assumption that the link traversal time function is affine. In addition, our proof of continuity relies on no ad hoc assumptions on the uniform boundedness of the path flows. Combined with the results, Browder (1968), Zhu and Marcotte (2000), Szeto (2003), and Han et al. (2013a, b, c, 2016), an increasingly clear understanding of DUE based on different network performance models is emerging.
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