Capabilities and Limits of the Unitary Coupled-cluster Approach with Generalized Two-body Cluster Operators
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Unitary cluster expansions of the electronic wavefunction have recently gained much interest because of their use in conjunction with quantum algorithms. In this contribution, we investigate some aspects of an ansatz using generalized two-body excitations operators, which has been considered in some recent works on quantum algorithms for quantum chemistry. Our numerical results show that in particular two-body operators with effective particle-hole excitation level of one in connection with the usual particle-hole double excitation operators lead to a very accurate yet compact representation of the wavefunction. Generalized two-body operators with effective excitation rank zero have a considerably less pronounced effect. We compare to standard and unitary coupled-cluster expansions and show that the above mentioned approach matches or even surpasses the accuracy of expansions with three-body particle-hole excitations, in particular at the onset of strong correlation. A downside of the approach is that it is rather difficult to rigorously converge it to its variational minimum.

I. INTRODUCTION

Encoding the full configuration interaction (FCI) wavefunction by entangled quantum bits allows for a logarithmically compact representation, which is one of the promising features of future applications of quantum computers in the area of quantum chemistry and related fields. The realization of full eigensolvers, in particular by quantum phase estimation algorithms is still hampered by available technology. For the realization of quantum chemical calculations on mid-term technology, so-called noisy intermediate scale quantum (NISQ) devices, hybrid algorithms like the variational quantum eigensolver (VQE) are preferred. For this, however, a compact representation of the variational ansatz for the wavefunction is required, for which the parameters are optimized. On the quantum side, the wavefunction may be expanded into a FCI space, which makes approaches attractive that beforehand were considered of purely academic use. This is the case for the now very intensely studied unitary coupled-cluster ansatz. It was conceived as a theoretical concept early on, but only implemented with its leading order terms, e.g. Ref. [1], because of the otherwise unfavorable scaling even for the lowest-order expansion of the cluster operator, i.e. including double excitations. A first numerical study of the full UCC method was provided by Cooper and Knowles only a decade ago, see also the work of Evangelista.

The method was then rediscovered in the context of quantum computing and an analysis of its properties was recently given by Evangelista et al. The variant including up to two-electron clusters, unitary coupled-cluster with singles and doubles (UCCSD), however, has only limited accuracy implying the need for more accurate but still compact representations of the wavefunction.

A possible extension, without resorting to three-body clusters and higher, could be based on the observations of Nooijen and Nakatsuji which were inspired by early work of the latter on the contracted Schrödinger equation. It was then conjectured, that the exponential of a generalized two-body operator was sufficient to map any determinant that has a non-vanishing overlap with an exact solution, to this exact solution of the Schrödinger equation. This conjecture was debated in some detail, including numerical studies and theoretical analysis. It was in particular discussed, whether the good performance seen for some examples was merely based on the so-called asymptotic solution, which corresponds to the imaginary time propagation of any initial state and that is known to project any trial wavefunction to the exact ground state. The parameterizations used at that time, however, were not unitary and it is in fact easy to see that the asymptotic solution is associated with the exponential of a symmetric (or more generally: Hermitian) operator. An antisymmetric (anti-Hermitian) operator would this not contain this asymptotic solution and could thus have been an interesting target for further tests.

Recently, Lee et al. have revived the generalized two-body operators in the context of a unitary coupled-cluster wavefunction for VQE and showed a number of promising first results, albeit limited to 16 spin-orbitals in their numerical tests. They also introduced a $k$-fold sequence of individual UCC-like transformations, each restricted to only pair excitations from single (spatial) orbitals, called $k$-UpCCGSD (unitary pair coupled-cluster with generalized singles and doubles). Further studies based on this ansatz were provided by Greene-Diniz and Muñoz Ramo. Baumann et al. used this idea in conjunction with double unitary transforms to include further external...
correlation. In a recent study, Rubin et al.\textsuperscript{23} discussed further compression of the two-body operator by tensor decomposition in order to arrive at sufficiently shallow quantum algorithms.

This article is based on work pursued by the two authors approximately 17 years back and originally inspired by Nooijen’s conjecture (more specifically: testing it by applying a unitary generalized two-body operator). Being ignorant of all the possible developments in quantum computing, the method and its results were then deemed of little interest, but time has disproved our view. Even though many of the works mentioned above, in particular Refs. \textsuperscript{23} and \textsuperscript{26} have now already shown the main features of this approach, we think that we still can provide some additional insight, which we would like to share here. In particular, our numerical results hint at a further simplification of simplicity.

For the zero-excitation rank operators it is implicitly assumed that these are confined to their antisymmetric part, as by construction only this part contributes. The above definition contains some redundancies, e.g.

\[ \sum_r \hat{a}_{ir} = \sum_r (\hat{a}_{i}^{a} \hat{a}_{r}^{a} + \delta_{r-i} \hat{a}_{i}^{a}) = \hat{a}_{i}^{a} (\hat{N} + \delta_{r-i}) \]

with \( \hat{N} \) being the number operator. In the course of this work, we will therefore omit the single excitations. Note that we have shown in other work concerning multireference coupled-cluster theory that it is better to include the singles and to remove the redundant part from the higher-rank operator.\textsuperscript{23}\textsuperscript{23} This was mainly required to avoid size-consistency problems. This issue is for the current tests of minor interest and we will ignore it for sake of simplicity.

The wavefunction, eq. (4), has the property of being normalized to unity, thus the energy expression is simply

\[ E = \langle \Phi_0 | e^{-\hat{T} + \hat{T}^\dagger} \hat{H} e^{\hat{T} - \hat{T}^\dagger} | \Phi_0 \rangle \]

and the coefficients of \( \hat{T} \) can be varied freely without violating the normalization condition. Thus, the most straight-forward approach is to optimize the wavefunction by requiring \( \partial E/\partial t_{ij} = 0 \) (where \( \rho \) stands for an arbitrary index tuple appearing in the definition of \( \hat{T} \)), see also next section.

\[ \hat{T} = \sum_{n=1}^{n_{\max}} \hat{T}_n, \quad \hat{T}_n = \frac{1}{(n!)^2} \sum_{a_{i_1}b_{i_2}...} t_{i_1j_1}...a_{i_n}b_{i_n}... \]

where the minimal choice is \( n = 2 \) giving UCCSD. For larger choices of \( n \) the number of amplitudes drastically increases.

A generalized excitation operator with at most two-body excitations can be written as

\[ \hat{T}_{\text{GTB}} = \hat{T}_{1,1} + \hat{T}_{1,0} + \hat{T}_{2,2} + \hat{T}_{2,1} + \hat{T}_{2,0} \]

where the first subscript is the particle rank and the second subscript the excitation rank with respect to the reference determinant. The operators are defined as

\[ \hat{T}_{1,1} = \sum_{ai} t_{i}^{a} \hat{a}_{i}^{a} \]

\[ \hat{T}_{1,0} = \sum_{ij} t_{ij}^{a} \hat{a}_{i}^{a} + \sum_{ab} t_{ab}^{a} \hat{a}_{i}^{a} \]

\[ \hat{T}_{2,2} = \frac{1}{4} \sum_{abcd} t_{abcd}^{ab} \hat{a}_{i}^{a} \hat{a}_{j}^{b} \]

\[ \hat{T}_{2,1} = \frac{1}{2} \sum_{aijk} t_{ij}^{ab} \hat{a}_{i}^{a} \hat{a}_{j}^{b} + \frac{1}{2} \sum_{abc} t_{abc}^{ab} \hat{a}_{i}^{a} \hat{a}_{j}^{b} \]

\[ \hat{T}_{2,0} = \frac{1}{4} \sum_{ijkl} t_{ijkl}^{abcd} \hat{a}_{i}^{a} \hat{a}_{j}^{b} \hat{a}_{k}^{c} \hat{a}_{l}^{d} \]

II. THE GENERALIZED UNITARY TWO-BODY PARAMETERIZATION

All examples in this work are based on the Born-Oppenheimer clamped-nuclei Hamiltonian

\[ H = \sum_{pq} \hat{h}_{pq}^{a} \hat{a}_{p}^{a} + \frac{1}{4} \sum_{pqrs} \hat{g}_{pqrs}^{a} \hat{a}_{q}^{a} \hat{a}_{r}^{a} \hat{a}_{s}^{a} \]

with one- and two-electron integrals defined as

\[ \hat{h}_{pq}^{a} = \langle \phi_{p}(1) | \hat{r}_{12} | \phi_{q}(1) \rangle, \]

\[ \hat{g}_{pqrs}^{a} = \langle \phi_{p}(1) \phi_{r}(2) | \hat{r}_{12} | \phi_{q}(1) \phi_{s}(2) \rangle - \langle \phi_{p}(1) \phi_{r}(2) | \hat{r}_{12} | \phi_{s}(1) \phi_{q}(2) \rangle \]

where \( \hat{v} \) is the operator of the Coulomb potential induced by the nuclei. The indices \( p, q, r, \ldots \) run over all spin orbitals which are previously determined by, for instance, a Hartree-Fock calculation.

We express the correlated wavefunction as

\[ |\Psi_{\text{UCC}}\rangle = e^{\hat{T}^{\dagger} - \hat{T}} |\Phi_{0}\rangle \]

where the reference function for the course of this work is a single reference determinant. This defines occupied and unoccupied orbitals, indexed in the following by \( i, j, k, \ldots \) and \( a, b, c, \ldots \), respectively. The standard unitary coupled cluster theory is based on pure particle-hole excitations with
wave-function which must be 1.0 as the wave-operator is acting on the reference, the result again being a FCI i.e. the exponential was calculated as a series expansion implemented along the same lines as the generalized UCC, coupled-cluster calculations. Unitary coupled-cluster was set single amplitudes to values above 30.0 or scaled unitary. We only observed problems when we artificially errors can be monitored through the norm of the resulting thansufficient for double-precision arithmetics. Numerical overall factors of this size.

Truncation errors are not an issue for the calculations presented here: In general, all amplitudes remain well below 1.0 and the series usually converges after 20-30 iterations with an residual below $10^{-20}$, which is more than sufficient for double-precision arithmetic. Numerical errors can be monitored through the norm of the resulting wave-function which must be 1.0 as the wave-operator is unitary. We only observed problems when we artificially set single amplitudes to values above 30.0 or scaled $\hat{T}$ by overall factors of this size.

To compare the general unitary doubles parameterization with the usual expansion with pure $n$-fold excitation operators in an unbiased way, we performed unitary coupled cluster calculations in addition to standard projected coupled-cluster calculations. Unitary coupled-cluster was implemented along the same lines as the generalized UCC, i.e. the exponential was calculated as a series expansion acting on the reference, the result again being a FCI vector. The gradient with respect to variations of the amplitudes was again calculated using the Wilcox identity.

Figure 1. Typical convergence trace of the tested generalized UCC methods (here: UCC(D$_1$D$_2$) for H$_2$O/VDZ at the equilibrium geometry).

III. COMPUTATIONAL PROCEDURE

The computer code is based on the full configuration interaction program LUCIA\textsuperscript{32} which allows for general manipulations of CI expansions, see Ref.\textsuperscript{32}. We use a series expansion approach to calculate the action of $\hat{e}^{\hat{T} - \hat{T}^\dagger}$ on a reference function, where the result is projected onto a full-CI vector. The convergence is monitored via the largest element of the current increment $1/n!(\hat{T} - \hat{T}^\dagger)^n\langle \Psi_0\rangle$. Analytic first derivatives with respect to the parameters of $\hat{T}$ were calculated by numerical integration of the Wilcox identity, as described in Ref.\textsuperscript{18} using a five-point Gauss quadrature.

IV. RESULTS

While the standard and unitary coupled-cluster methods based on pure particle-hole excitations can be easily converged to gradient norms of $10^{-7}$ and better within 20 to 30 iterations, obtaining converged results for the generalized UCC approaches is much more difficult. This is a consequence of the structure of the ansatz, where certain operators annihilate the reference function but can give strong contributions in non-linear terms. Figure 1 shows a typical computation using a simple conjugate gradient solver. The total energy is improved very rapidly within the first few iterations and after 50 iterations it is within 0.1 mE$_h$ of the putative final result. After that, the rate of convergence dramatically decreases. We also computed the variance (giving another measure for the deviation from FCI), which also decreases monotonously during the computation. The gradient norm shows a notable oscillation, reflecting the complicated energy surface on which the optimum solution has to be located. Multiple minima on this surface may be an issue, as discussed by Lee et al\textsuperscript{22}, but we take confidence in their findings that multiple searches do not change conclusions about the final results. It is also our experience that changes in the details of the solver program do not have any significant effect on the energy after a few hundred iterations. Figure 1 illustrates that the reported energies are a good estimate of the actual energy minimum that could be obtained with the investigated approach. It clearly is an upper bound and thus proves its accuracy. Any conclusions about restrictions of the method require a bit more care, as we cannot exclude incomplete convergence, but it seems unlikely that the final result will improve by more than one order of magnitude upon further optimization. It is of course also clear that this issue has to be solved in a practical way in order to turn this method into an applicable tool.

A first set of results can be found in Table I. For Neon atom, all 8 valence electrons were correlated, and using a polarized valence double-$\zeta$ basis (cc-pVDZ), a FCI space of $3\cdot10^4$ determinants is obtained. FCI computations with a slightly larger basis set (aug-cc-pVDZ) are also feasible ($3\cdot10^6$ determinants) but become very costly for the evaluation of the generalized UCC methods as these require a much larger number of manipulations of the FCI vector and thus have not been carried out.

In order assess the capabilities of the generalized UCC expansions, let us first review the convergence of the coupled-cluster hierarchy. Both traditional (projective) and unitary coupled-cluster computations were carried out, showing both an exponential convergence towards the FCI limit with excitation level. The UCC results are in line with values earlier reported by Evangelista\textsuperscript{23} and display a slightly faster convergence than the projective coupled cluster results do. Turning to the generalized UCC, we find a clear picture, namely that the most important improvement over UCCSD comes from the $T_{2,1}$ operators. Very good results are already obtained by
only adding these operators, denoted as UCC(D₁,D₂) in Table I. The result outperforms traditional CCSDT and is only slightly less accurate than UCCSDT (which is exceptionally good in this case, as will be seen in the other examples). The \( \langle T^{2.0} \rangle \) operator does not have any significant effect, the result of UCC(D₀,D₂) is even less accurate than UCCSD due to the neglect of singles, which cannot be substituted by this operator. These are only contained in the \( \langle T^{2.1} \rangle \) operator, see eq. (12). Adding the pure single excitations \( T_{1,1} \) in the UCC(S₁,D₀,D₂) approach shows only little improvement, the result is more or less equivalent to UCCSD. Adding both \( \langle T^{2.1} \rangle \) and \( \langle T^{2.0} \rangle \) operators brings the result slightly closer to the FCI limit, but in view of the strong increase of the number of coefficients, nearly three times as many are included for the UCC(D₁,D₂) ansatz as compared to UCC(D₁,D₂), the gain is rather limited. This leads us to our main work hypothesis: The UCC(D₁,D₂) ansatz is the optimal parametrization of a unitary coupled-cluster wavefunction, giving maximum accuracy with a minimal set of parameters. In particular, it should be a good alternative to UCCSDT.

Our next system is water in a minimal basis. We included this example, as it was reported in Ref. 25 that the generalized UCC leads to the exact result in this case. Indeed, we can confirm this finding, both for the equilibrium structure and stretched water bonds, provoking the onset of static correlation effects. However, the simple reason for the good performance is that the FCI space is so small that even the UCC(D₁,D₂) ansatz is already overparameterized. On the other hand, the results for UCC(D₀,D₂) show, that a large number of parameters is not always sufficient: Even though it has more parameters than UCC(D₁,D₂), it does not provide an exact result (or at least: there is no straightforward way to locate a potentially exact solution with this parameterization).

This once more underlines that the \( \langle T^{2.0} \rangle \) operators have only a small effect in the overall expansion.

More conclusive are probably the results for the larger case where the double zeta basis VDZ is used for the water molecule. The most notable outcome here is that UCC(D₁,D₂) for both the equilibrium and stretched geometry surpasses the accuracy of UCCSDT and nearly reaches full quadruples quality, despite a significantly smaller number of amplitudes in the ansatz. The UCC(D₀,D₂) approach clearly misses the effect of singles, as shown by the UCC(S₁,D₀,D₂) results, at the same time this also shows that the \( \langle T^{2.1} \rangle \) operators in UCC(D₁,D₂) effectively replace the singles.

The next set of tests, see Table I focuses on cases with strong correlation effects. The carbon dimer, C₂, shows near-degeneracy of two configurations already at its equilibrium structure. This leads to very pronounced deviations of CCSD and UCCSD from the FCI limit and even for the expansions including three-electron clusters the errors are still large. Augmenting UCCSD with \( \langle T^{2.1} \rangle \) operators, i.e. UCC(D₁,D₂), improves the energy greatly and nearly matches UCCSDTQ quality. In this case, \( \langle T^{2.0} \rangle \) seems to have a more significant impact, as it reduces the deviation to the FCI limit by a factor of five, see Table I. This finding is confirmed by computations on singlet CH₂ and N₂ both also for stretched geometries. In the latter case this was shown for an underlying FCI expansion as large as \( 10^6 \) determinants. We note, however, that for more strongly stretched bond distances of N₂ (2\( R_e \)) we experienced convergence problems for all UCC variants, as the weight of the Hartree-Fock state diminishes, leading to large norms of the amplitudes. In this case, starting from a different reference state or using multiple consecutive expansions will be helpful, as suggested in Refs. 25 and 27.

As a final example, we turn to twisted ethylene. Un-

| method          | \( N_{\text{coeff}} \) | \( \Delta E / mE_h \) | \( N_{\text{coeff}} \) | \( \Delta E / mE_h \) | \( \Delta E / mE_h \) | \( \Delta E / mE_h \) |
|-----------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| CCSD            | 145                    | 1.233                  | 20                     | 0.119                  | 0.694                  | 221                    | 1.465                  | 4.636                  |
| CCSDT           | 1163                   | 0.160                  | 32                     | 0.024                  | 0.473                  | 1617                   | 0.447                  | 0.997                  |
| CCSDTQ          | 5780                   | 0.010                  | 40                     | 0.000                  | 0.000                  | 6976                   | 0.011                  | 0.070                  |
| CCSDTQP         | 15428                  | 0.000                  | 40                     | 0.000                  | 0.000                  | 6976                   | 0.003                  | 0.010                  |
| UCCSD           | 145                    | 1.025                  | 20                     | 0.101                  | 0.242                  | 221                    | 1.042                  | 3.638                  |
| UCCSDT          | 1163                   | 0.009                  | 32                     | 0.002                  | 0.030                  | 1617                   | 0.049                  | 0.156                  |
| UCCSDTQ         | 5780                   | 0.001                  | 40                     | 0.000                  | 0.000                  | 6976                   | 0.002                  | 0.011                  |
| UCCSDTQP        | 15428                  | 0.000                  | 40                     | 0.000                  | 0.000                  | 16944                  | 0.000                  | 0.001                  |
| UCC(D₁,D₂)      | 783                    | 0.014(3·10^{-4})      | 79                     | 0.000(4·10^{-5})      | 0.000(3·10^{-5})      | 1288                   | 0.008(1·10^{-4})       | 0.019(3·10^{-4})       |
| UCC(D₀,D₂)      | 1351                   | 1.090(2·10^{-3})      | 137                    | 0.340(7·10^{-6})      | 1.646(3·10^{-4})      | 2108                   | 1.574(1·10^{-4})       | 7.097(2·10^{-4})       |
| UCC(S₁,D₀,D₂)   | 1357                   | 1.019(3·10^{-3})      | 140                    | 0.094(1·10^{-4})      | 0.030(6·10^{-4})      | 2120                   | 0.858(2·10^{-4})       | 0.902(1·10^{-3})       |
| UCC(D₀,D₁,D₂)   | 1996                   | 0.010(1·10^{-3})      | 40                     | 0.75728.777           | 3188                   | 0.005(3·10^{-4})       | 0.007(2·10^{-4})       |
| FCI             | 352523                 | 128679.025            | 40                     | 0.75728.777           | 75644.555             | 30968                  | 76116.225              | 76028.440              |

\* Skipped as UCC(D₁,D₂) is already overparameterized.

Table I. Results for the systems Neon and water. \( N_{\text{coeff}} \) is the formal number of freely variable coefficients (taking into account spatial and spin-inversion symmetry). All energies (in mEₜ) are reported as deviations from FCI (the reference result is given in the last line). For the generalized UCC computations, the gradient norm for the last iteration point is given in parentheses. VDZ denotes the cc-pVDZ basis without polarization functions. \( R_e \) stands for the parameter set \( \text{R}_{\text{OH}} = 95.785 \text{ pm} \) and \( \text{HOH} = 104.5^\circ \). \( 2R_e \) stands for a doubled bond distance (symmetric stretch).
Table II. Results for the systems C$_2$, CH$_2$ and N$_2$. All energies are given in mE$_h$, for further details see also Table I. The C$_2$ bond distance is $R_e = 127.0025$ pm, for CH$_2$ the geometry is given by $R_{CH} = 111.6563$ pm and $\alpha_{CH} = 102.4^\circ$, for N$_2$ the bond distance is $R_e = 111.1272$ pm.

| method          | $N_{\text{coeff}}$ | $\Delta E / \text{mE}_h$ | $N_{\text{coeff}}$ | $\Delta E / \text{mE}_h$ | $N_{\text{coeff}}$ | $\Delta E / \text{mE}_h$ | $\Delta E / \text{mE}_h$ |
|-----------------|---------------------|---------------------------|---------------------|---------------------------|---------------------|---------------------------|---------------------------|
| CCSD            | 251                 | 22.853                    | 739                 | 3.829                     | 6.537               | 337                       | 9.856                     | 36.296                   |
| CCSDT           | 2731                | 1.873                     | 9981                | 0.190                     | 0.250               | 4369                       | 1.950                     | 9.333                    |
| CCSDTQ         | 18118               | 0.528                     | 68612               | 0.006                     | 0.013               | 35241                       | 0.221                     | 2.639                    |
| CCSDTQPH       | 64734               | 0.129                     | 231208              | 0.000                     | 0.000               | 160293                      | 0.026                     | 0.912                    |
| UCCSD          | 138196              | 0.007                     | 729                 | 3.567                     | 6.156               | 337                        | 7.970                     | 26.931                   |
| UCCSDT         | 2731                | 1.793                     | 9981                | 0.122                     | 0.318               | 4369                        | 0.516                     | 3.383                    |
| UCCSDTQ        | 18118               | 0.150                     | 68612               | 0.002                     | 0.009               | 35241                       | 0.051                     | 0.576                    |
| UCCSDTQPH      | 64734               | 0.024                     | 231208              | 0.000                     | 0.000               | 160293                      | 0.005                     | 0.191                    |
| UCCSDTQPH      | 138196              | 0.002                     |                  |                          | 449274              | 0.000                       | 0.018                     |                          |
| UCC(D$_1$,D$_2$) | 1786               | 0.269(5 · 10$^{-4}$)     | 10348               | 0.019(6 · 10$^{-4}$)     | 0.032(3 · 10$^{-4}$) | 1920                       | 0.104(5 · 10$^{-5}$)     | 0.763(9 · 10$^{-4}$)     |
| UCC(D$_1$,D$_1$,D$_2$) | 4934       | 0.043(4 · 10$^{-4}$)     | 43438               | 0.004(3 · 10$^{-4}$)     | 0.006(2 · 10$^{-4}$) | 4800                       | 0.046(5 · 10$^{-4}$)     | 0.259(2 · 10$^{-3}$)     |
| FCI             | 208342              | −75649.857                | 394334              | −39023.280                | −38926.227          | 1196448                     | −109116.473               | −108934.114               |

a Skipped as coupled-cluster expansions with 6-fold excitations are already equivalent to FCI for this example.

V. CONCLUSIONS

Our benchmark computations confirm the accuracy of a unitary coupled-cluster expansion with generalized two-body cluster operators. Most effective are two-body operators with excitation rank one, i.e. including the spin-orbital excitations $\hat{a}_i^{ab}$ and $\hat{a}_a^{ic}$ and denoted as $\hat{T}_{2,1}$ in this work. This may be understood by their property of generating approximations to higher-order clusters by nonlinear terms, e.g. via $\hat{T}_3 \approx [\hat{T}_{2,1}, \hat{T}_{2,2}]$, as indicated by the perturbational analysis of Kutzelnigg and Mukherjee.$^{21}$ A similar approach has also been used to formulate explicitly correlated three-body clusters.$^{33}$

A very compact and accurate ansatz for the unitary coupled-cluster wavefunction is obtained by augmenting the usual UCCSD wavefunction (with particle-hole excitations only) with $\hat{T}_{2,1}$. This approach is denoted as UCC(D$_1$,D$_2$) in this work. The $\hat{T}_{2,1}$ operator has an order of $N_{\text{occ}}^2$ less amplitudes compared to the full three-body operator, where $N_{\text{occ}}$ is the number of occupied orbitals. Further compactification of the amplitudes may be possible using recent ideas for their decomposition.$^{25}$

The comparison to the standard (particle-hole excitation-based) unitary coupled-cluster series confirms that the accuracy of UCC(D$_1$,D$_2$) matches that of UCCSDT and partly even surpasses it, in particular at the onset of strong correlation. In the latter case unitary coupled-cluster methods are also generally more stable than the standard projective approach.$^{5}$

The downside of the approach is that optimization with guarantees for sufficient convergence is challenging. However, if energies and gradients can be provided with sufficient speed and accuracy by a quantum algorithm, the approach will be an attractive improvement upon UCCSD.
Table III. Results for twisted ethylene (STO-6G minimal basis). Given are FCI energies (in $E_h$) and deviations to FCI (in $mE_h$).

The structure parameters $R_{CH} = 109$ pm, $R_{CC} = 135$ pm, $\alpha_{CHCH} = 117.2^\circ$ and $D_2$ point group symmetry were used, the twist angle between the CH$_2$ planes is varied. In all computations we strictly stay on the reference determinant that correlates to the one a the minimum geometry.

| angle $^\circ$ | $E_{\text{FCI}}/E_h$ | $^{\text{CCSD}}$ | $^{\text{CCSDT}}$ | $^{\text{CCSDTQ}}$ | $^{\text{CCSDTQ}}$ | $^{\text{UCCSD}}$ | $^{\text{UCCSDT}}$ | $^{\text{UCCSDTQ}}$ | $^{\text{UCC}(D_1, D_2)}$ |
|----------------|----------------------|--------|----------|----------|----------|--------|----------|----------|------------------|
| 0              | $-77.992275$         | 1.281  | 0.472    | 0.008    | 0.002    | 0.863  | 0.106    | 0.002    | 0.000            | 0.089 ($9 \cdot 10^{-5}$) |
| 10             | $-77.990026$         | 1.287  | 0.473    | 0.008    | 0.002    | 0.868  | 0.107    | 0.002    | 0.000            | 0.089 ($6 \cdot 10^{-5}$) |
| 20             | $-77.983326$         | 1.304  | 0.476    | 0.008    | 0.003    | 0.884  | 0.110    | 0.002    | 0.000            | 0.088 ($2 \cdot 10^{-4}$) |
| 30             | $-77.972233$         | 1.336  | 0.479    | 0.008    | 0.003    | 0.917  | 0.116    | 0.002    | 0.000            | 0.090 ($1 \cdot 10^{-4}$) |
| 40             | $-77.957520$         | 1.391  | 0.478    | 0.009    | 0.003    | 0.980  | 0.125    | 0.002    | 0.000            | 0.096 ($2 \cdot 10^{-4}$) |
| 50             | $-77.938871$         | 1.487  | 0.458    | 0.009    | 0.003    | 1.107  | 0.141    | 0.002    | 0.000            | 0.106 ($1 \cdot 10^{-4}$) |
| 60             | $-77.918021$         | 1.664  | 0.377    | 0.009    | 0.003    | 1.381  | 0.168    | 0.003    | 0.000            | 0.125 ($7 \cdot 10^{-5}$) |
| 70             | $-77.896832$         | 2.008  | 0.099    | 0.007    | 0.004    | 2.020  | 0.222    | 0.004    | 0.000            | 0.157 ($2 \cdot 10^{-4}$) |
| 80             | $-77.879401$         | 2.586  | 0.051    | 0.001    | 0.007    | 3.513  | 0.339    | 0.006    | 0.000            | 0.215 ($2 \cdot 10^{-4}$) |
| 90             | $-77.851718$         | 2.844  | $-0.920$ | $-0.007$ | $0.010$  | 4.776  | 0.440    | 0.008    | 0.000            | 0.264 ($2 \cdot 10^{-4}$) |
| 100            | $-77.827254$         | 3.811  | $-3.612$ | $-0.018$ | $0.019$  | 6.366  | 0.578    | 0.011    | 0.001            | 0.336 ($3 \cdot 10^{-4}$) |

$N_{\text{coeff}} = 107334$

| $N_{\text{coeff}}$ | 252 | 2372 | 12510 | 37038 |
|---------------------|-----|------|-------|-------|

SUPPLEMENTARY MATERIAL

See supplementary material for a spreadsheet with all computed total energies.
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