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ABSTRACT
Information sharing through online social networks has become a main mechanism by which people share information with their friends through retweeting behaviors, which may result in a variety of information diffusion cascades on social media such as Facebook, Twitter, and Weibo. Predicting user retweeting behavior in those social networks is extremely challenging. To complete the prediction task, identifying factors that affect retweeting behavior and constructing efficient model are necessary. In this paper, we study heterogeneous relation networks by considering various social interactions, which reflect how a particular retweeting action is affected by the social behaviors performed by the sender and the receiver of the retweet. We then generate various features from our identified factors belonging to three dimensions — content semantics, user diffusion behavior, and network structure. Moreover, we cast our prediction problem as an ensemble learning problem and propose a novel ensemble learning approach to solve the problem. Combing the generated features and the novel ensemble learning approach, we then propose a model named Retweeting Behavior on Multiple Heterogeneous Diffusion Relation Networks (RBMHDRN) to predict user retweeting behavior in social networks. Experiments on a real dataset extracted from a social network site Weibo demonstrate the effectiveness of our proposed model, indicating that our generated features and proposed approach can significantly improve the performance of predicting user retweeting behavior occurring in the process of information diffusion in social networks.
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I. INTRODUCTION
Rumor, disease, and innovation, each of them can be regarded as a piece of information that spreads over the edges of social networks. With the occurrence of social media sites like Facebook, Twitter and Weibo, various categories of information have been propagating in online social networks, which become a significant mechanism of information diffusion.

In an online social network, when a user is exposed to a piece of information posted by others, he/she can read the information and choose to retweet it, thus to make his/her friends be exposed to the information as well. Then, his/her friends also can read the information and choose to retweet it, thus to make their respective sets of friends be exposed to the information as well. The above process repeats and may result in an information diffusion cascade. Compared to classical information diffusion that occurs in real world, the information diffusion where people adopt online social media to spread their texts, images and videos, in essence, is similar, except that the range is wider, the speed is higher, and the network structure is more explicit.

Moreover, online social media has become a powerful marketing force as it can benefit promoting the awareness of a brand, predicting the popularity trend of an event [1], and increasing product sales [2]. Research interest has continually grown on information spreading dynamics in social networks [3], while user retweeting behavior is usually considered to be the main essence of the viral aspect of information spreading in social media [4]. To capture the dynamics of information diffusion occurring in online social networks, it is necessary to analyze the information diffusion data to obtain the factors that affects the diffusion process and
construct a model to predict whether the retweeting behaviors of users will happen in the future. Consequently, modeling and predicting user retweeting behavior in online social networks has become an important research problem.

A growing body of researches has been developed on information diffusion in online social networks, such as identifying important spreaders by following real diffusion dynamics in social media [5], measuring the structural virality of information diffusion in online social networks [6], and predicting popular information propagated in a famous social media - Twitter [7]. However, most of the researches consider that there is only one network can influence information diffusion in social networks, and the network is generally based on the follow relationships between users.

In this paper, we consider that information diffusion in online social networks is influenced by multiple heterogeneous diffusion relation networks, which are constructed on various social interactions between users. Information content and user diffusion behaviors are also considered by us when predicting user retweeting behavior that occurs in the process of information diffusion in social networks. In addition, we cast the prediction problem as an ensemble learning problem. The main contributions of this paper can be summarized as follows.

1) We define and construct multiple heterogeneous diffusion relation networks, based on various social interactions between users. Then, we generate features from our identified properties belonging to three dimensions: user diffusion behavior, network structure, and content semantics. Moreover, we assume that user retweeting behavior is mainly influenced by those multiple heterogeneous diffusion relation networks.

2) We consider the prediction problem as an ensemble learning problem and propose a novel ensemble learning approach named Parallel Adaboost on Logistic Regression with a Single Feature (PALRSF) to solve the problem. Combing the generated features and the proposed novel ensemble learning approach, a novel model named Retweeting Behavior on Multiple Heterogeneous Diffusion Relation Networks (RBMHDRN) is proposed to predict user retweeting behaviors in online social networks.

3) Various experiments are conducted on a real world dataset extracted from Weibo. First, we compare our proposed prediction model RBMHDRN with two simple baselines, and one of the state-of-the-art models – LRC-BQ to validate the effectiveness of the proposed model. We also compare our proposed model with other three state-of-the-art models. Then, we compare our proposed novel ensemble learning approach PALRSF with three classic methods, especially with two of them when using different sizes of the training set. Moreover, we evaluate the speedup performance of RBMHDRN as well.

The paper is organized as follows. In Section II we introduce some related work. Section III shows the analysis of information diffusion process in online social networks and the definition of the problem of predicting user retweeting behavior. In Section IV, we describe various features generated from our identified factors belonging to three dimensions, and present our proposed prediction model that combines those generated features with a novel ensemble learning approach to complete the prediction task. Section V, the details of the dataset and experiments are described, as well as some analysis of the experimental results. In Section VI we conclude and discuss some future work of this study.

II. RELATED WORK

Many papers have researched the theoretical models of information diffusion in networks, and utilized those models to simulate the diffusion dynamics. The model SIR [8] was developed to model the propagation of virus, where S represents the “susceptible” state, I represents the “infected” state, and R represents the “recovered” state. Zhan et al. in [9] analyzed the process of virus propagation both in real world and on the Internet, then constructed a nonlinear model based on the SIS model to explore the coupling effect. Kwan et al. integrated newly diagnosed HIV patients’ phylogenetic, clinical and behavioral data, and incorporated an information diffusion model to analyze transmission dynamics [10].

In addition, the Linear Threshold Model [11] was used to study collective behavior at first, and then was applied to model information diffusion as well. For example, Galuba et al. [12] proposed a method to predict the diffusion graph using the Linear Threshold Model, with the beginning of the diffusion process is observed. The Independent Cascade Model [13] considers the dynamic cascade of the diffusion process, in which each edge of the network is assigned a uniform probability, as a node may activate a neighbor through the edge between them. Saito et al. incorporated synchronous time-delay parameter to the Independent Cascade Model, and they proceeded iteratively along a continuous time axis [14]. Kempe et al. adopt classical models including the Linear Threshold Model and the Independent Cascade Model to address the optimization problem of selecting the most influential nodes [15].

While other researches have analyzed empirically observed information flow in social networks, and consider effective methods to predict the properties of real-world information diffusion cascades. Meanwhile, the researches that aim to build a prediction model for the propagation of information generally adopt machine learning techniques [16] as methods. Considering that a user might be exposed to a microblog several times by various followees before he/she decides to retweet it, Hu et al. performed an empirical study to understand the selectivity of retweeting behaviors, and proposed an individual interaction model to infer which followee user will choose [17]. Shi et al. in [18] developed an integrated conceptual framework to investigate the mechanism of individual retweeting behavior, and found that social

VOLUME 8, 2020
148251
strength and topical relevance with the receiver are the most important factors. In [19], an event detection method taking advantage of retweeting behavior was proposed by Chen et al. to handle the events evolution. They proposed a topic model RL-LDA capturing the social media information over hashtag, location, textual, and retweeting behavior to handle complex event. Li and Liu [20] explored the patterns of retweeting behavior of influential microblogs and established a classification model based on social-influential, topical, and temporal factors to predict the temporal class of an original microblog’s retweeting time series. Romero et al. analyzed the ways in which hashtags spread over the social network of Twitter using statistical methods to acquire the exposure-curve, and found significant variation in the ways that widely used hashtags on different topics spread [21]. Szabo et al. presented a method to predict the long time popularity of Digg stories and Youtube videos from early measurements of access [22].

Moreover, Wang et al. [23] proposed the concept of the value strength, social strength and a time-varying graph (TVG)-based mobility model, based on which a forwarding nodes’ selection scheme and a socially-aware information transmission mechanism were presented, which can significantly improve the information propagation efficiency and information coverage ratio of mobile networks. The interactions among different contagions when they spread through the network were studied by Myers et al. in [24], the authors developed a statistical model incorporating competition and cooperation of different contagious in information diffusion. Liu et al. in [25] incorporated homogeneity trend into a modified competitive rumor model with generalized population preference and examined how competitive information diffuses and evolves in social networks. Cheng et al. [26] considered the prediction of cascade growth as binomial classification and found that for a cascade with $k$ first retweets, predicting the final size whether will reach the median size of all the cascades with at least $k$ retweets, is equivalent to if the cascade will become double times on size. In addition, they tried a variety of learning methods, including random forests, SVM, and linear regression, to realize the prediction.

The researches most relevant to our work are those that aim to predict the dynamics of information diffusion in online social networks. A novel information diffusion model was proposed by Li et al. in [27], and the proposed model treats users as intelligent and relational agents and calculates the corresponding payoffs of them to predict whether the behaviors of users will happen. Chen et al. [28] considered users’ retweet behaviors, focusing on whether users with a certain emotional status will retweet the tweet and proposed a retweeting prediction framework. Zhang et al. in [29] defined the notion of social influence locality and presented the corresponding instantiation functions based on pairwise influence and structure influence, then proposed a method named LRC-BQ combing the influence locality function and basic features including personal attributes, instantaneity and topic propensity to predict retweeting behaviors. Zhang et al. [30] proposed a novel method using hierarchical Dirichlet process to combine structural, textual, and temporal information to predict retweet behavior. Besides, Jiang et al. [31] proposed an evolutionary game theoretic framework to model the dynamic process of information diffusion in social networks and derive the dynamics in various networks, and they found that the dynamics of information diffusion over those networks are scale-free and the same with each other when the network scale is sufficiently large. Simulations performed on both synthetic networks and real-world Facebook networks showed that the proposed model could fit and predict the information diffusion over real social networks well. Moreover, they also conducted experiments on real-world information spreading dataset of Memetracker, which showed that the proposed framework is effective and practical in modeling the user forwarding behaviors in social networks [32]. Zhu et al. presented a novel solution to model the retweeting behavior over user groups and developed a system named GruBa to extract user-based features, cluster users into groups, and model retweeting behavior [33].

Most of the existing methods of predicting user retweeting behavior in online social networks assume that, only one single network, only one type of user behavior, or only one kind of user can influence the process of information diffusion in online social networks. This may lead to a common shortcoming: several features that affect the process of information diffusion significantly are not considered. However, our proposed method assumes that, multiple heterogeneous diffusion relation networks, various types of user diffusion behaviors, and various kinds of users can influence the process of information diffusion, which is consistent with the reality and can take more features that are important into account to research the information diffusion occurring in online social networks.

III. PRELIMINARY AND PROBLEM FORMULATION

To research the prediction problem of whether a user will retweet a piece of information or not, a real dataset of information diffusion cascades is necessary. In this paper, we extracted the dataset from a real-world online social network – Weibo, in which the spreading information is microblog.

A. ANALYSIS OF INFORMATION DIFFUSION PROCESS

Based on the observed data, we analyze the practical process of information diffusion in social networks. Once a piece of information is exposed to a user, called target user, he/she decides whether to spread the information by retweeting behavior. Meanwhile the retweeting behaviors of the target user’s neighbors have significant influence on the retweeting behavior of the target user, as many researches have proved [34]. Generally, the information is initially posted by a user, called initial user. Then the information is exposed to a target user via another user, called parent user. In addition, there is a category of social relationship between the target user and the parent user. Most prior researches treat
following relationship as the social relationship that supports information propagation between users. However, following relationship is not sufficient to support information diffusion, as it is not equivalent to the existence of historical information diffusion between users.

In this paper, we extract different categories of social relationships between users from various social interactions. We treat the social relationship extracted from retweeting interactions between users as the social relationship mainly supporting information diffusion, because a retweeting interaction between users means the existence of historical information propagation between them, which is more possible to trigger future information propagation between the same users.

By analyzing the observations of information diffusion process in Weibo, we find that we can extract three categories of social relationships between users from historic social interactions. First, we extract the indirect retweeting relationships with the following method: If user A retweets a microblog initially posted by user B, then A has an indirect retweeting relationship to B. Second, we extract the direct retweeting relationships: If user A directly retweets a microblog posted by user C, then A has a direct retweeting relationship to C. Third, we extract the mentioning relationships: If user A mentions another user D, then A has a mentioning relationship to C.

### B. DIFFUSION RELATION NETWORKS

A heterogeneous network or heterogeneous information network [35] is defined as a network in which the number of the types of objects is more than one or the number of the types of links is more than one. Heterogeneous network provides new perspectives to manage networked data and introduces new challenges for many data mining tasks. For example, Wang et al. [36] proposed a model to learn relevance for online targeting by analyzing of the context of heterogeneous networks. Tang et al. in [37] developed another application named PatentMiner 6 to realize topic-driven analyzing and mining of heterogeneous patent networks.

Although many data mining tasks have been exploited in heterogeneous network, there are still some challenging research issues. In a heterogeneous network, one object can refer to several entities in real world, and several objects can refer to one entity, e.g., bibliography data can contain duplication of name [38]. Relationships between objects may not be explicitly known or not complete, e.g., the relationships between advisors and advisees in the DBLP network [39]. Moreover, a heterogeneous network may contain attribute values representing important information on edges, then the effect of those attribute values on the weighted heterogeneous network is necessary to be considered [40].

In this paper, with the extracted various categories of social relationships between users, we can construct a heterogeneous network that has only one type of objects — users and various types of social relationships between those objects. Furthermore, we can split this heterogeneous network into multiple heterogeneous diffusion relation networks, each of which has the same type of objects — users, but a different type of social relationships between those objects.

For the convenience of later discussion, we give the main symbols that will be used throughout the paper and their corresponding detailed descriptions in Table 1.

**Definition 1 (Diffusion Relation Network):** A diffusion relation network is a network constructed on some category of social relationship between users that can help information to diffuse and can be represented as $H = (V, R)$, where $V$ represents the set of users and $R$ represents the set of edges corresponding to this category of social relationships between users.

According to the above three categories of social relationships between users, we can construct three
corresponding heterogeneous diffusion relation networks, including the direct retweeting network \( H_d = (V, R_d) \), the indirect retweeting network \( H_r = (V, R_i) \), and the mentioning network \( H_m = (V, R_m) \). Note that, \( R_d \) is a set of edges: An edge \((u, v) \in R_d\) represents a direct retweeting relationship between user \( u \) and user \( v \). \( R_i \) is another set of edges: An edge \((u, v) \in R_i\) represents an indirect retweeting relationship between user \( u \) and user \( v \). And \( R_m \) is another set of edges: An edge \((u, v) \in R_m\) represents a mentioning relationship between user \( u \) and user \( v \).

**Definition 2 (User Diffusion Behavior):** A user diffusion behavior is a kind of user behavior that aims to diffuse information and can be represented as a triple \( B = (u, m, a) \), which can be interpreted as that, user \( u \) performs an action \( a \) through microblog \( m \) to spread information to other users.

In this paper, we identify three types of user diffusion behaviors, including user posting behavior \( B_p = (u, m, a_p) \), user retweeting behavior \( B_r = (u, m, a_r) \), and user mentioning behavior \( B_m = (u, m, a_m) \), where \( a_p, a_r, \) and \( a_m \) represent the action of posting, the action of retweeting, and the action of mentioning, respectively.

Moreover, we assume that information diffusion is also influenced by different types of user diffusion behavior, while most prior researches usually consider only one type of user diffusion behavior – propagation behavior.

**C. PROBLEM STATEMENT**

Information diffusion can be regarded as a process in which a piece of information spreads between users, in the environment of networks. Our aim in this paper is to study how to predict user retweeting behavior occurring in the process of information diffusion in social networks, which needs to explore various factors prompting the retweeting behaviors of users.

**Definition 3 (Predicting Retweeting Behavior):** We define a prediction task that we intend to predict whether a user will retweet a given microblog after one of his/her parent users has retweeted or initially posted the microblog.

Fig. 1 illustrates the problem of predicting retweeting behavior with an example: an initial user \( v_0 \) posts a public microblog, seen by other three users \( v_1, v_2, \) and \( v_3 \), as \( v_0 \) is one of their common parent users. Then, users \( v_2 \) and \( v_3 \) decide to retweet the microblog, while user \( v_1 \) has not decided to retweet the microblog. This way the microblog propagates over the edges of the network, and a user is exposed to the microblog via his/her parent users who have retweeted or initially posted the microblog. Each user who has retweeted the microblog is represented as a blue node, which is connected to its retweeting source node through a solid edge. Each user who is exposed to the microblog and has not retweeted the microblog is represented as a green node, which is connected to its source node through a dashed edge. Then, we can predict the retweeting behaviors of \( v_1, v_5, \) and \( v_9 \), as each of them is exposed to the microblog via his/her parent users, and may decide to retweet the microblog in the future.

**IV. PROPOSED MODEL**

There are several existing approaches have been adopted to solve the prediction of information diffusion. Some researchers use statistical methods to acquire the exposure-curve [26], and demonstrate its effectiveness with significant performance. Numbers of researchers incorporate machine learning methods [16] used in classification tasks and get comparative results as well. Some researchers adopt classical models like the Linear Threshold Model [15], where the prediction method becomes assigning a threshold to each node. In this paper, we decide to consider the prediction problem as an ensemble learning problem and propose a prediction model which adopts a novel proposed ensemble learning approach to predict user retweeting behavior. Moreover, the proposed model used to predict user retweeting behavior relies on the assumption that a target user will decide to retweet a piece of information only after one of his/her parent users has retweeted or initially posted the information.

**A. FACTORS**

To predict user retweeting behavior in a social network, it is important to identify the factors affecting the behavior at first. We identify the factors belonging to three dimensions – content semantics, network structure, and user diffusion behavior, then generate the corresponding features to prepare for predicting user retweeting behavior.
Most prior researches extract the corresponding features of only one network, only one kind of user, or only one type of user diffusion behavior. However, in this paper, we generate the corresponding features of multiple heterogeneous diffusion relation networks, various kinds of users, and various kinds of user diffusion behaviors.

Moreover, when quantifying some of the corresponding features, it is necessary to normalize the values of those features, and the normalization is shown in the following formula:

\[
\text{Normalization:} \quad \text{norm}(f_i) = \frac{f_i - \min(f)}{\max(f) - \min(f)} \quad (1)
\]

where \(f\) presents a feature, \(f_i\) is the corresponding value of this feature for \(i\)-th instance, \(\max(f)\) is the maximum value of this feature for all the instances, and \(\min(f)\) is the minimum value of this feature for all the instances.

1) DIMENSION OF CONTENT SEMANTICS

To capture the properties of content semantics, we analyze the content of all the microblogs as follows: First, we extract keywords from the content of all the microblogs. Then, we calculate the corresponding weights of the extracted keywords using the TF-IDF score [41] and obtain the topic distributions of all the microblogs using the Latent Dirichlet Allocation (LDA) model [42]. As a user has posted microblogs according to his/her interest, the content of these microblogs can be used to represent the interest of the user. Based on the above works, three types of semantic similarities between words of a user can be gathered from the keywords of all the microblogs posted by him/her.

Keyword Similarity: With the keywords extracted from the content of microblogs, we consider one type of semantic similarity, which indicates how many keywords a user employed are the same with the keywords in the content of a microblog, called keyword similarity. The similarity can be calculated as follows:

\[
\text{Keyword Similarity:} \quad s_{\text{key}}(u, m) = \frac{|C_u \cap C_m|}{|C_m|} \quad (2)
\]

where \(C_u\) and \(C_m\) denote the keywords employed by user \(u\) and microblog \(m\), respectively, and the keywords of a microblog can be directly extracted from its content, the keywords of a user can be gathered from the keywords of all the microblogs posted by him/her.

TF-IDF Similarity: As the keywords of microblogs are obtained, a microblog can be represented by the TF-IDF representation, i.e., the microblog can be represented as an \(n\)-dimensional vector and each dimension of the vector represents a distinct keyword term, whose weight can be calculated using the TF-IDF score [41].

Moreover, the TF-IDF representation of a user can be obtained by adding up the TF-IDF representations of all the microblogs posted by the user. Then, the TF-IDF similarity between a user and a microblog can be calculated using cosine similarity.

\[
\text{LDA Similarity:} \quad \text{After the content of microblog } m \text{ is handled by the LDA model, the topic distribution of the microblog can be represented as } P_m = (p_{m1}, p_{m2}, \ldots, p_{mT}), \text{ where } p_{mi} \text{ is the probability of topic } i \text{ in the content of } m \text{ and } T \text{ is the number of topics.}
\]

Moreover, the topic distribution of a user can be obtained by adding up the topic distributions of all the microblogs posted by the user.

Then, the LDA similarity between user \(u\) and microblog \(m\) can be calculated as following:

\[
\text{LDA Similarity:} \quad s_{\text{lda}}(u, m) = \frac{1}{1 + T\sqrt{\sum_{i=1}^{T}(p_u^i - p_m^i)^2}} \quad (3)
\]

2) DIMENSION OF NETWORK STRUCTURE

Network is essential for information diffusion because it provides the medium through which the information propagates. As described in Section III-B, we consider three heterogeneous diffusion relation networks, assuming that the process of information diffusion is influenced by multiple heterogeneous diffusion relation networks, while the existing researches generally take only one relation network into consideration. Then, we capture the structural properties of those multiple heterogeneous diffusion relation networks as follows.

Relationship Edge: A relationship edge represents the existence of some kind of social relationship between users. As the edges that represent social relationships can be used to construct a network by which information spreads, relationship edges may contribute to user retweeting behaviors.

\[
\text{Relationship Edge:} \quad t_{u,v}^R = \begin{cases} 
1, & \text{if } (u, v) \in R \\
0, & \text{otherwise} 
\end{cases} \quad (4)
\]

Note that we have extracted three categories of social relationships between users, thus \(R\) can be \(R_d, R_i, \text{ or } R_m\).  

Degree: Degree, which refers to the number of connections of a node in a network, is used widely as a structural measure of user influence in social networks. On each diffusion relation network, we calculate the in-degree values of users and normalize those values.

K-Core: K-core [43], also called k-shell, describes the location of a node in a network. On each diffusion relation network, we calculate the k-core values of users and normalize those values.

Pagerank: We adopt PageRank [44] to evaluate the structural importance of users in each diffusion relation network. For user \(u\) of diffusion relation network \(H = (V, R)\), we can calculate his/her PageRank value as follows:

\[
\text{Pagerank:} \quad r_u^R = \sum_{v: (v, u) \in R} r_v^R (q \cdot t_{v,u}^R + \frac{1 - q}{|V|}) \quad (5)
\]

where \(q\) represents the damping factor, \(t_{v,u}^R\) represents the transition probability over edge \((v, u)\) and the calculation is...
shown in the following formula.

$$t^R_{v,u} = \frac{E^R_{v,u}}{\sum_{E(v,i) \in R} E^R_{v,i}}$$

(6)

where $E^R_{v,u}$ is the number of times the social relationship between user $v$ and user $u$ has appeared. We calculate the PageRank values of users and normalize those values with (1).

3) DIMENSION OF USER DIFFUSION BEHAVIOR

As described in Section III-B, we assume that several types of user diffusion behaviors are influential to information diffusion in social networks, and identify three types of user diffusion behaviors in Weibo. For each type of user diffusion behavior, we mainly focus on the frequency of this behavior performed by user to capture the properties of user diffusion behavior as follows:

**Behavior Activity:** The behavior activity of a user expresses the relative activity of the user on performing some type of user diffusion behavior and can be calculated by the following formula:

$$A^B_u = \sum_{v \in V, v \neq u} \left| M^B_{u,v} \right|$$

(7)

where $M^B_{u,v}$ represents the microblogs posted by user $u$ while $u$ performs user diffusion behavior $B$ on user $v$ by those microblogs. Note that we have extracted three types of user diffusion behaviors, thus $B$ can be $B_p$, $B_r$, or $B_m$.

After the attribute values of users are calculated, we normalize those values with (1).

**Reversed Behavior Activity:** The reversed behavior activity of a user expresses the relative activity of the user on receiving some kind of user diffusion behaviors performed by others, and its calculation is as follows:

$$A^B_{v,u} = \sum_{v \in V, v \neq u} \left| M^B_{v,u} \right|$$

(8)

After the attribute values of users are calculated, we normalize those values with (1).

**Retweeting Microblog Ratio:** When a user decides whether to retweet a microblog, the user has been exposed to the microblog via another user before. The retweeting microblog ratio between user $u$ and user $v$ reflects the fraction of the microblogs exposing to user $u$ via user $v$ are retweeted by user $u$, and can be calculated by the following formula:

$$O^B_{u,v} = \left| M^B_{u,v} \right| / \left| M^B_{v} \right|$$

(9)

where $M^B_{u,v}$ represents the microblogs posted by user $v$.

As described above, 11 properties belonging to three dimensions are captured to be used for predicting user retweeting behavior in Weibo. According to the above properties, various features can be generated from those identified properties of different heterogeneous diffusion relation networks, different kinds of users, and different types of user diffusion behaviors. We represent the set of these generated features as $F$.

Note that, we have identified three heterogeneous diffusion relation networks, three types of user diffusion behaviors, and three kinds of users (target user, parent user, and initial user) in this paper. The values of those various features are either integer values ($0$ or $1$) or numerical values (varying between $0$ and $1$).

B. PREDICTING USER RETWEETING BEHAVIOR ON MULTIPLE HETEROGENEOUS RELATION NETWORK

Combining all the above features generated from a multi-dimensional analysis of factors related to user retweeting behavior, we proposed a novel model – Retweeting Behavior on Multiple Heterogeneous Diffusion Relation Networks (RBMHDRN). RBMHDRN models the prediction of user retweeting behavior as an ensemble learning problem, i.e., incorporates the above features into a novel ensemble learning approach – Parallel Adaboost on Logistic Regression with a Single Feature (PALRSF) to predict user retweeting behavior.

Ensemble learning is one type of machine learning, using ensemble methodology to generate and combine multiple base models to solve a particular computational intelligence problem. It is well-known that ensemble methods can be used for improving machine learning performance [45], [46]. Many researches have employed ensemble learning methods to study problems.

The proposed novel ensemble learning approach PALRSF parallel integrates Adaboost [47], [48] with various Logistic Regressions, each of which uses only a single feature, inferring the probability of user retweeting behavior. Fig. 2 schematically depicts our proposed novel ensemble learning approach, PALRSF.

As can be seen from Fig. 2, PALRSF is an iterative process that raises different base models trained by the same training set, and then combines those base models to form a stronger final model. Meanwhile, each base model of PALRSF is constructed as Logistic Regression with a Single Feature (LRSF), selected from all the possible LRSF trained in parallel, each of which chooses a different single feature to use.

At each iteration, PALRSF first assigns a weight value to each training sample. For example, at iteration $k$, the weight values of the training samples are as follows:

$$D^{(k)} = (d_1^{(k)}, d_2^{(k)}, \ldots, d_N^{(k)})$$

(10)
where $N$ represents the number of the samples included in the training set. Then, PALRSF builds all the possible LRSF in parallel and preserves the best performance one. For example, Logistic Regression with $i$-th feature $F_i$ infers the probability of user $v$ retweeting microblog $m$ after one of his/her parent users $u$ has retweeted or initially posted $m$ as follows:

$$P_{w_i}(v|u, m) = P_{w_i}(x) = \frac{1}{1 + e^{-w_i x}}$$

where $x$ represents the feature vector of the sample, $x_i$ is the value of $i$-th feature $F_i$, and $w_i$ is the corresponding coefficient of $x_i$.

When the iterative process stops, PALRSF will obtain numbers of base models, for example, if $k$-th base model LRSF selects $i$-th feature $F_i$ to use, then the base model can be described as follows:

$$g_k(x) = P_{w^{(k)}_i}(x)$$

In addition, the final model combines those base models:

$$G(x) = \sum_{k=1}^{K} \alpha_k Z_{w_k} \cdot g_k(x)$$

where $K$ is the number of base models, $\alpha_k$ is the coefficient of $k$-th base model, and $Z_{w_k}$ is the normalization factor chosen so that $\alpha_k$ will be a distribution.

Finally, PALRSF has adaptively selected proper ones from various features to use for the prediction task, as each base model has compared all the features and selected out a specific feature of the best performance from them.

C. LEARNING ALGORITHM

As described in Section VI-A, there are $|F|$ different features prepared to be selected for use in our proposed model RBMHDRN. For PALRSF, each base model is selected from $|F|$ possible LRSF trained in parallel. Constructing a LRSF can be formulated as learning an optimal solution and we adopt the maximum likelihood estimation method to achieve it. For example, to estimate the coefficient value $w^{(k)}_j$ of $j$-th feature used by $j$-th possible LRSF when constructing $k$-th base model, the log likelihood function can be defined as

$$L(w^{(k)}_j) = \sum_{i=1}^{N} d^{(k)}_j \cdot \log([P_{w_j^{(k)}(X_i)}]^{y_i}[1 - P_{w_j^{(k)}(X_i)}]^{1-y_i})$$

where $X_i$ represents the vector of features of $i$-th training sample, and $y_i$ is 1 if the sample is positive, or else is 0.

Different with classic Logistic Regression (LR) that treats each training sample equally, PALRSF assigns different weights to training samples. Moreover, to avoid over fitting, we add a regularization term to LRSF. Then the maximum likelihood estimation equals to finding the minimization of the novel likelihood function:

$$L'(w^{(k)}_j) = -L(w^{(k)}_j) + \frac{\gamma}{2N} \cdot (w^{(k)}_j)^2$$

where $\gamma$ is the parameter of the regularization term.

To learn the coefficient value making the novel likelihood function minimized, the Gradient Descent method is adopted, while the factor of gradient is shown in the following formula:

$$\frac{\partial L'}{\partial w^{(k)}_j} = -\sum_{i=1}^{N} d^{(k)}_j (P_{w^{(k)}_j}(X_i) - y_i) X_{ij} + \frac{\gamma}{N} \cdot w_j$$

Thus, the coefficient value $w^{(k)}_j$ can be updated on the gradient direction with the learning rate $\beta$ iteratively.

$$w^{(k)}_j = w^{(k)}_j - \beta \cdot \frac{\partial L'}{\partial w^{(k)}_j}$$

Then, after $k$-th base model is obtained, the values of $\alpha_k$ and $D^{(k+1)}$ are updated as follows [47]:

$$\varepsilon_k = \sum_{i:j \neq j \neq j} d^{(k)}_j \frac{1}{2 \ln \frac{1 - \varepsilon_k}{\varepsilon_k}}$$

$$\alpha_k = \frac{1}{Z_D} \cdot \exp(-\alpha_k \gamma y g'_k(X_i))$$

where $\varepsilon_k$ is the weighted error of $k$-th base model, $Z_D$ is a normalization factor ensuring that $D^{(k+1)}$ will be a distribution, and $g'_k(X_i)$ is 1 when $g_k(X_i) > 0.5$, or else is $-1$.

According to Adaboost, generally the terminal condition of iterations is set as a specified number of iterations or an acceptable error range. However, this may result in over fitting. To avoid this problem, we further partition the dataset used to train and test our proposed model into three subsets, i.e., the training set, the test set, and the validation set, then use the training set to learn parameters and use the validation set to decide whether or not to terminate the iterations. At the end of each iteration, the error of the final model on the validation set can be obtained, and if the error does not decrease until next $Q$ iterations, the iterative training process is terminated and the ultimate final model is generated. In our experiments, for the final model, we set the iteration check interval $Q$ as 50.

According to [48], [49], our proposed approach PALRSF also can be interpreted as stagewise estimation procedures for minimizing an exponential objective function, and the error of the final model can drop exponentially fast. Therefore, our proposed approach PALRSF can converge to global optimal solution fast.

The pseudo-code of the algorithm for learning parameters of the proposed ensemble learning approach PALRSF is shown in Algorithm 1. The input of the algorithm is as follows. $X$ denotes the feature vectors of training samples, $X'$ denotes the feature vectors of validation samples, $Y$ is the labels of training samples (label is 1 for a positive sample, $-1$ for a negative sample), $Y'$ is the labels of validation samples, and $J$ represents the number of iterations for training a base model.
As the pseudo-code shows, the time complexity of our proposed approach PALRSF may be expressed as $O(KNJ)$, due to that the complexity is dominated by learning the coefficient values of $K$ base models, each of which updates the corresponding coefficient value with (16) whose time complexity is $O(NJ)$ times. Moreover, as we adopt Adam SGD [50] method instead of Gradient Descent method in practical experiments, we found that our approach could achieve high performance with $J < 3$ for learning coefficient values of each base model, thus the final time complexity of our proposed approach PALRSF can be reduced to $O(KN)$.

V. EXPERIMENTS

On a real world dataset, we compare our proposed prediction model RBMHDRN with two simple baselines, and one of the state-of-the-art models – LRC-BQ. In addition, we also compare our proposed model with other three state-of-the-art models, using the performance improvements over LRC-BQ as metrics. Then, we compare our proposed novel ensemble learning approach PALRSF with three classic methods, especially with two of them when using various sizes of the training set. The average of the performance metrics including precision, recall, F1-score, and accuracy on a 10-fold cross test are reported. Moreover, we evaluate the speedup performance of RBMHDRN as well.

A. DATASET DESCRIPTION

We used a dataset which contains 762,936 microblogs published by 68,817 users covering a period from September 9, 2009 to June 6, 2014 crawled from the famous Chinese microblog platform – Weibo (http://weibo.com), while about 99% of these microblogs were published after November 1, 2013. Because of the limitation set by the platform, the dataset only includes public microblogs that did not violate user privacy. The statistical properties of the dataset are shown in Table 2.

FIGURE 3. The complementary cumulative distribution (CCDF) of cascade depth.

| Users | Original Posts | Retweets | Direct Retweeting Relations | Indirect Retweeting Relations |
|-------|----------------|----------|----------------------------|------------------------------|
| 68,817 | 425,213        | 337,723  | 71,974                     | 400,469                     |

TABLE 2. Statistical properties of the dataset crawled from Weibo.
In this paper, each diffusion instance refers to a retweeting microblog between a parent user and a target user. Moreover, the diffusion instance can be used to generate a non-diffusion instance between the same parent user and another target user who has direct retweeting relationship to the parent user but has not retweeted the microblog in 30 days after the specified time window.

Using the instances generated from the later subset, we trained and tested the prediction model RBMHDRN with a 10-fold cross test, during which the instances were randomly partitioned into 10 subsets of approximately equal size. At each iteration, 8 subsets served as the training set including the samples used for training, 1 subset served as the validation set including the samples used for validation, and the remaining 1 subset served as the test set including the samples used for testing. This process was repeated 10 times, each time a different subset of instances was treated as the test set. We report the average of the evaluation metrics on those test sets as our final results.

Note that, in those practical experiments, we adopt Adam SGD [50] method instead of Gradient Descent method both in LR and PALRSF.

B. EXPERIMENTAL SETUP

To verify the effectiveness of our proposed prediction model RBMHDRN, we compare RBMHDRN with two simple baselines. One is based on the historical retweeting behaviors of the target user, i.e., whether the target user has retweeted another microblog initially posted by the same initial user in the past, called HRB. And the other is based on the empirical retweeting probability between the target user and the parent user, i.e., the fraction of microblogs exposing to the target user via the parent user are retweeted by the target user, called ERP.

We also compare our proposed model with one of the state-of-the-art models - LRC-BQ [29], with which several other state-of-the-art models are also compared by researches, such as GruBa [33] and M_SGM [28]. To conduct the experiment, we collected the necessary properties and implemented LRC-BQ to make it run on the dataset described in Section V-A. Furthermore, according the best performance reported in [33], [28], and [30], we compare our proposed model with other three state-of-the-art models – GruBa, M_SGM, and ASC-HDP [30], using the performance improvements over LRC-BQ as metrics.

Then, to examine the effectiveness of our proposed ensemble learning approach PALRSF, we compare PALRSF with 3 classic methods including Naive Bayes (NB), Logistic Regression (LR), and Support Vector Machine (SVM), using the same features described in Section VI-A. Meanwhile, we plot the accuracies of PALRSF and LR during their training processes, thus to show the effectiveness of our integration of parallelized Adaboost with regularized Logistic Regression and making each base model use only one single feature for improving the performance of Logistic Regression.

### Table 3. Prediction performance of RBMHDRN and LRC-BQ.

| Model     | Precision | Recall | F1-score |
|-----------|-----------|--------|----------|
| RBMHDRN  | 92.96%    | 91.20% | 91.90%   |
| LRC-BQ    | 71.23%    | 88.13% | 78.78%   |

To report how the performance of each method is affected by the size of the training set, we also conducted experiments on the dataset with different training data settings. In these experiments, the validation set and the test set each contains 10% of the samples, while the training set can contain at most 80% of the samples. We report the performance of our proposed approach PALRSF, LR, and SVM using the same features described in Section IV-A when 10%, 30%, 50%, 70%, and 80% of the samples are used for training.

Moreover, we evaluate the speedup performance of RBMHDRN by increasing the number of threads from 2 to 8 with an increment of 2.

C. EXPERIMENT RESLUT AND ANALYSIS

As shown in Fig. 4, the F1-scores of two baselines - the historical retweeting behavior (HRB) and the empirical retweet probability (ERP) are roughly around 0.2, with relatively low recall scores. And ERP achieves the highest precision score, which might be due to that the empirical probability is naturally suitable for predicting occurrence probability, but still not suitable for predicting non-occurrence probability. Our proposed model RBMHDRN achieves the best performance, as its most measures are much better than that of those two baselines. The results demonstrate the effectiveness of our generated features and proposed ensemble learning approach.

Table 3 shows the performance of our proposed model RBMHDRN against one of the state-of-the-art models - LRC-BQ on the dataset described in Section V-A. As can be seen from the result, our proposed model outperforms the social influence locality based model regarding all the metrics. This indicates that our proposed model is benefiting from modeling user retweeting behaviors on multiple heterogeneous diffusion relation networks instead of a single network, using various features generated from the identified properties of different heterogeneous diffusion relation networks, different kinds of users and different types of user diffusion behaviors, and adopting a novel ensemble learning approach.

Several other state-of-the-art models have also been compared with LRC-BQ by researches on predicting user retweeting behaviors, such as ASC-HDP [30], GruBa [33], and M_SGM [28]. According the best performance reported in [30], we compare our proposed model RBMHDRN with ASC-HDP [30] in the performance improvements over LRC-BQ in terms of precision, recall, and F1-score. As can be seen from the result shown in Table 4, our proposed model can obtain high performance improvements over LRC-BQ in terms of precision and F1-score, which is comparable to
another state-of-the-art model ASC-HDP, but get a bit worse performance improvements over LRC-BQ than ASC-HDP in terms of recall. The possible reason is that our proposed model is constructed on multiple heterogeneous diffusion relation networks, and incorporates more features belonging to the dimensions of user diffusion behavior and network structure, but ignores the temporal information incorporated by ASC_HDP.

According to the results of performance comparisons with LRC-BQ reported in [33] and [28], GruBa can improve the accuracy over LRC-BQ by 6% [33], and M_SGM can achieve a 3.3-12.6% improvement compared with other six methods including LRC-BQ in terms of precision [28]. Meanwhile, our proposed model RBMHDRN, which is able to achieve 91.96% accuracy and 92.62% precision, can improve the accuracy over LRC-BQ by 15.69%, and achieve a 21.39% improvement compared with LRC-BQ in terms of precision. This strongly indicates that, our proposed model RBMHDRN can obtain better performance improvements over LRC-BQ than the above two state-of-the-art models Gruba and M_MSG in terms of accuracy and precision, respectively, for predicting user retweeting behavior in social networks. This may due to the fact that each of the above two state-of-the-art models ignores some important features. For M_MSG, some features of diffusion relation networks and user diffusion behaviors are ignored. For GruBa, some features of user mentioning behavior and indirect retweeting network are ignored. However, it is worth to note that both the emotional information considered by M_MSG, and the user clustering method and the basic features adopted by GruBa, can significantly improve the prediction performance, which may be important guiding to our future researches.

Therefore, it can be concluded that, our proposed model RBMHDRN is comparable to (sometimes better than) several state-of-the-art models in predicting user retweeting behavior in social networks.

We also present the best reported results of three state-of-the-art models in Table 5. However, this is only for inference due to the differences in training/testing data splits and data processing methods, which may make the direct comparisons of those results unfair. For example, ASC-HDP is reported to perform much better than LRC-BQ on the corresponding dataset and processing methods described in [30], while the best reported results shown in Table 5 could lead to the opposite conclusion.

As can be seen from Table 3 and 5, it is worth noting that the performance of LRC-BQ is also improved significantly compared with that in [29], by regarding the direct retweeting relationship between users instead of the following relationship between users as the main social relationship that supports the process of information diffusion in online social networks.

The comparison of our proposed ensemble learning approach and three classic methods is presented in Fig. 5, the results show that the performance of the prediction task based on Logistic Regression (LR) is better than that based on Naive Bayes (NB) using the same features described in Section IV-A, which achieves accuracy of 90.57% and 84.91% respectively. This may because that Logistic Regression is natural suitable for predicting diffusion probability. Support Vector Machine (SVM) achieves 90.66%
FIGURE 6. Plot of accuracies of PALRSF and LR.

FIGURE 7. Prediction performance of PALRSF and two classic methods with respect to the size of the training set.

The accuracy trend of LR and PALRSF can be seen from Fig. 6. We found that LR converges faster than PALRSF, this may due to the fact that PALRSF adopts weak LR as base model, which uses only one single feature, and PALRSF needs to generate numbers of weak LR, while LR uses all the features at once and needs to generate only one LR. However, PALRSF achieves 1.39% improvement over LR in terms of accuracy, which shows that integrating parallelized Adaboost with regularized Logistic Regression and making each base model use only one single feature, can effectively improve the performance of Logistic Regression.

Fig.7 presents the effect of the size of the training set on the prediction performance of our proposed approach PALRSF, SVM, and LR, using the same features described in Section IV-A. An upward trend can be seen in prediction accuracy as the size of the training set increases. With different sizes of the training set, our proposed approach PALRSF is able to achieve the highest score on accuracy. For SVM, the prediction performance is a bit relatively worse when 10% of the total instances are available for training. The reason for this may be that, the number of the training samples is not sufficient for SVM to extract steady pattern of user retweeting behavior. We can observe that, the accuracies of the above three methods increase only slightly when the size of the training set is increased beyond 50% of the total instances. This indicates that, once the size of the training set is sufficient to capture steady pattern for those methods to model user retweeting behavior, increasing the size of the training set further will only result in minor accuracy gain but much higher the cost of computing.

Furthermore, the accuracy of PALRSF starts to drop slightly when the size of the training set reaches 50% of the total instances. One possible reason is that, after that point, our proposed approach may overfit slightly due to the large number of the training samples. This may indicate that, our proposed approach PALRSF can achieve its best performance using less training samples than SVM and LR need, while significantly outperforms them. Moreover, the number of the samples used for training and validation is supposed to be set as 6 times the number of the test samples (1 for validation and 5 for training), which seems to be a reasonable choice of the size of the training set to achieve the best performance for predicting user retweeting behavior with PALRSF.

Moreover, the experimental results illustrated in Fig. 8 show that our proposed model RBMHDRN scales well with the number of threads, profiting from parallelization.

VI. CONCLUSION

In this paper, we have proposed a novel model based on multiple heterogeneous diffusion relation networks for the prediction of user retweeting behavior occurring in the process of information diffusion in social networks, by incorporating a novel ensemble learning approach. To infer the diffusion probability, we consider multiple heterogeneous diffusion relation networks while other researches usually consider
only one network. We identify a set of properties belonging to three dimensions — content semantics, user diffusion behavior, and network structure, to generate various features from those properties of different diffusion relation networks, different kinds of users, and different types of user diffusion behaviors.

Then, we treat our prediction problem as an ensemble learning problem and propose a novel ensemble learning approach PALRSF to solve the problem. Combing the generated features and our proposed novel ensemble learning approach, we propose a model RBMHDRN to predict user retweeting behavior in online social networks. Executed on a real world dataset of microblogs extracted from Weibo, the extensive experiments demonstrate the effectiveness of our generated features and proposed ensemble learning approach.

In the future, several works remain. The performance of the prediction problem still has space for improvement, considering broader and more detailed factors and introducing other efficient algorithms may be helpful. Various hypothesis tests can be performed on the training and testing samples, such as t-test, Kolmogorov–Smirnov test, and likelihood-ratio test, which are beneficial in terms of implying whether the values of a feature differ between positive samples and negative samples, or assessing the contribution of features to our proposed prediction model. Besides that, combining the other learning methods to explore the diffusion data in real time is also a challenge. In addition, studies like those above will give a richer understanding of how information diffuses in social networks.
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