Monoclonal antibodies have significantly advanced our ability to treat cancer, yet clinical studies have shown that many patients do not adequately respond to monospecific therapy. This is in part due to the multifactorial nature of the disease, where tumors rely on multiple and often redundant pathways for proliferation. Bi- or multi-specific antibodies capable of blocking multiple growth and survival pathways at once have a potential to better meet the challenge of blocking cancer growth, and indeed many of them are advancing in clinical development. However, bispecific antibodies present significant design challenges mostly due to the increased number of variables to consider. In this perspective we describe an innovative integrated approach to the discovery of bispecific antibodies with optimal molecular properties, such as affinity, avidity, molecular format and stability. This approach combines simulations of potential inhibitors using mechanistic models of the disease-relevant biological system to reveal optimal inhibitor characteristics with antibody engineering techniques that yield manufacturable therapeutics with robust pharmaceutical properties. We illustrate how challenges of meeting the optimal design criteria and chemistry, manufacturing and control concerns can be addressed simultaneously in the context of an accelerated therapeutic design cycle. Finally, to demonstrate how this rational approach can be applied, we present a case study where the insights from mechanistic modeling were used to guide the engineering of an IgG-like bispecific antibody.

Introduction
The development of therapies to treat oncogene addicted solid tumors represents an important milestone in cancer treatment. Monoclonal antibodies (mAbs) such as bevacizumab, trastuzumab, cetuximab and panitumumab have significantly improved patient outcomes, and over two hundred therapeutic mAbs are currently being tested in clinical development. However, it has become apparent that tumors driven by single oncogenes are not typical, and treatment often results in activation of resistance mechanisms, which in turn also require targeted intervention. For example, in multiple preclinical models of trastuzumab resistance, inhibition of IGF-1R restores sensitivity to trastuzumab. Combinations of targeted agents have been evaluated in the clinic, but so far, with limited clinical success and considerable cost. The need to inhibit multiple targets, either due to resistance or the fact that many tumors are driven by multiple growth factor pathways, has led to increased interest in bispecific antibodies. To date, molecules in this class were mostly designed in an empirical fashion. Further, the pharmaceutical properties of these bispecific antibodies were almost invariably inferior to those of monospecific mAbs. These factors represent challenges to the development of bispecific anti-cancer therapies. We believe that significant added benefit from targeting multiple cancer survival pathways can be derived from increased work upfront to identify and engineer bispecific antibodies with optimal characteristics. Our iterative approach consists of
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computational simulation to identify the best targeting strategies and design specifications, engineering of inhibitors that possess these characteristics, and experimental validation of the formulated therapeutic hypothesis (Fig. 1A). We separate this engineering framework into two categories: selection of an appropriate molecular format with robust pharmaceutical properties and computational simulation to identify the best targets and optimal therapeutic design characteristics. To illustrate our iterative approach, we present an integrated case study on the engineering of an IgG-like bispecific antibody (Fig. 1B) through a simulation-guided therapeutic design cycle.

**Considerations of Molecular Format and Pharmaceutical Properties in Bispecific Antibody Design**

One of the main advantages of mAbs is their ability to bind tightly to virtually any extracellular target. This property is driven by two features of antibody variable regions: the large flat surface of six complementarity determining regions (CDRs) and the antibody’s two binding arms that double the number of binding events, increasing apparent affinity. In bispecific antibodies, targeting two molecules simultaneously also results in improved binding characteristics. Once one arm of the antibody is bound to an extracellular target, the second arm is restricted to a narrow region above the plasma membrane (about 100 angstroms), and is, therefore, concentrated near the cell surface. This results in a much faster secondary binding event that is not limited by diffusion. The acceleration of a secondary binding event is called avidity and was mathematically described first by Segal14,15 and later by Goldstein.16 Both affinity and avidity are rationally engineerable properties, as the former can be improved via in silico affinity maturation,17 and the latter can be enhanced by engineering additional targeting arms to the same or different antigen present on the cell surface.18,19 In addition to their binding capability, antibodies possess four main effector functions mediated by their Fc domain: antibody-dependent cellular cytotoxicity (ADCC) and antibody-dependent cellular phagocytosis (ADCP), both of which, in humans, are mediated by interactions with activating FcγRI, FcγRIIa/c, FcγRIIIa and inhibitory FcγRIIb receptors;16 complement-dependent cytotoxicity (CDC) that is triggered by antibody binding to and activation of components of the complement system20 and extended half-life that is mediated via active recycling by the neonatal Fc receptor (FcRn).21 All of these functions can be tuned to optimize the effectiveness of an anti-cancer therapy,21,23-25 and are preferably retained in a bispecific molecule.

The variable fragment (Fv), composed of the variable heavy (VH) and variable light (VL) domains of an IgG antibody, is a minimal antibody fragment that displays full antigen binding. This affinity is typically retained when these variable domains can be successfully fused into a single chain construct (scFv), and it is not surprising that engineered scFvs have become highly favored building blocks for antibody engineering.26 This use of scFvs has likewise extended to bispecific antibody design. A majority of the developed bispecific formats feature one or several scFv modules attached to the N- or C-terminus of an IgG heavy chain or IgG light chain via a low complexity linker.27,28 Another bispecific antibody format was termed dual variable domain immunoglobulin (DVD-Ig).13

**Figure 1.** Optimal design of bispecific antibodies. (A) Iterative simulation-guided therapeutic design cycle. (B) Schematic view of Ig-like bispecific molecule.
A DVD-Ig consists of an IgG heavy chain with a second VH domain connected to its N-terminus by a short linker, and an IgG light chain with a second VL domain similarly connected to its N-terminus. The added VH/VL domains form a pair with specificity for one antigen while the regular VH/VL from the antibody form a separate binding site with specificity for a different antigen.

The bivalent format of IgG-like antibodies has one potential limitation: cross-linking of cell surface antigens can trigger undesirable signaling events in an uncontrolled manner. To address this challenge, tunable monovalent bispecific antibody formats have been developed. MetMab, a one armed anti-c-Met therapeutic antibody created by incorporating asymmetric “knobs-into-holes” into the Fc fragment, has been shown to be effective in models of pancreatic cancer and is being investigated in multiple clinical trials. This “knobs-into-holes” format has been recently extended to incorporate an antibody fragment targeting EGFR, giving rise to a functionally monovalent bispecific molecule targeting EGFR/ErbB1 and c-Met/HGFR.

Gunasekaran et al. described an alternative implementation of the “knobs-into-holes” concept involving engineering complementarily charged surfaces into the Fc fragment. Davis et al. described a strand-exchange engineered domain (SEED) approach that used modified asymmetric Fc containing fragments from human IgG and IgA to form hetero-meric monovalent antibodies. Finally, Bostrom et al. described a novel engineering approach to construct bifunctional Fab fragments that can bind either HER2 or VEGF with high affinity. When combined in a canonical antibody molecule, these Fab fragments will engage HER2 or VEGF with different valences that will depend on the cellular environment and growth factor concentration.

Another important component of a bispecific antibody design is the optimization of pharmaceutical properties. A therapeutic molecule must be stable, remain soluble over an extended period of time and possess robust manufacturability profile. Bispecific antibodies are typically less stable than mAbs, and initially may not possess adequate pharmaceutical properties for development. They can be stabilized through molecular engineering, through downstream formulation activities or as most commonly practiced, through the combination of both approaches.

The importance of rationally minimizing the product characteristics that complicate the development activities, often termed chemistry, manufacturing and control (CMC) liabilities, in small molecule drug candidates has been long recognized, and rules to predict druglikeness of such molecules have been proposed. In recent years, the increased understanding of the physical and chemical parameters that govern the behavior of complex macromolecules have allowed antibody engineers to use predictive approaches to assess the fitness of IgG-based molecules by evaluating unfavorable sequence features such as: non-canonical disulfides or unpaired cysteines, extra glycosylation sites, tyrosine sulfation motifs, solvent accessible methionines, asparagine deamidation motifs and acid cleavage sites. Extra glycosylation sites and asparagine deamidation sites are quite common in natural antibody sequences. In fact, over 20% of the variable domains of heavy chains are reported to be glycosylated, and over 5% of germline genes contain asparagine-glycine deamidation motifs. Deamidation rates in antibodies can be reliably estimated using the method proposed by Robinson, which states that structurally constrained loops do not form a succinimide intermediate efficiently and therefore are stable.

While the canonical N-linked glycosylation motif (NXS and NXT, where X is any amino acid but proline) can be easily detected in antibody sequences, O-linked glycosylation sites are more difficult to recognize. Recently, several O-linked modifications of variable domains of antibody light chains have been reported, mostly in the proximity of G8 rich sequence motifs. These small sugar modifications were detected by mass-spectroscopy techniques that are very informative in highlighting such post-translational modifications. Many approaches to improve the affinity and stability of a candidate molecule at the discovery stage exist, e.g., structure-guided design, focused library screening and yeast display, and, we find it beneficial to remove these potential CMC liabilities in early proof-of-concept molecules.

Other CMC liabilities, such as aggregation and immunogenicity are more challenging from an engineering perspective. Not only are they both multifaceted properties, but it is also very difficult to adequately evaluate them in small scale biochemical and biophysical testing. Therefore, they tend to be detected late in development. Arguably the best approach to reduce antibody immunogenicity is through humanization. This approach has been extensively validated through the number of humanized antibodies that have been well-tolerated in the clinic. In addition, immunogenicity of antibodies depends on their stability, as protein aggregates typically trigger more potent immune responses than their monomeric forms.

Engineering of antibody solubility is a daunting task, as the property is also a composite of several physicochemical parameters. Nevertheless, a number of methods to combat insolubility have been proposed. Pepinsky et al. used glycoengineering, isotype switching and structure-guided mutagenesis, to increase the solubility of a mAb. Chennamsetty et al. described an unbiased approach to improving stability with respect to aggregation. It relies on molecular dynamics simulations to calculate a parameter called surface aggregation propensity and have applied this technique to introduce stabilizing amino acids in the aggregation-prone regions of antibodies. Interestingly, in their analysis of antibodies they found that aggregation-prone regions often colocate with functionally important regions that confer Fc receptor or antigen binding functions and, therefore, cannot be easily removed.

Such a coupling between molecular function and pharmaceutical properties in antibodies is common. It can significantly complicate optimization of bispecific antibodies, as even larger parts of their sequences are located in functionally important regions. Therefore, to enable successful engineering it is important to identify critical molecular functions and optimal design characteristics.
is possible to identify optimal therapeutic strategies, more accurately predict design parameters and thereby accelerate the pace of drug development.

Traditionally, selection of a pharmaceutical agent for targeted therapies begins with a known target that is selected by consideration of a multitude of molecular, biological and physiological data. However, even in well-studied and heavily targeted biological systems, there are opportunities for new discoveries. These opportunities can be realized with the aid of known targets, it is possible to utilize computational simulation much earlier in the design process. Advances in multiplex, high-throughput quantitative protein measurement technologies have enabled observation of the complex dynamics that occur in cellular signaling networks. These data permit the creation of network models which capture the mechanistic behaviors of biological systems that are deregulated in diseases such as cancer. By simulating potential inhibitors through network modeling it is possible to identify optimal therapeutic strategies, more accurately predict design parameters and thereby accelerate the pace of drug development.

Traditionally, selection of a pharmaceutical agent for targeted therapies begins with a known target that is selected by consideration of a multitude of molecular, biological and physiological data. However, even in well-studied and heavily targeted biological systems, there are opportunities for new discoveries. These opportunities can be realized with the aid of known targets, it is possible to utilize computational simulation much earlier in the design process. Advances in multiplex, high-throughput quantitative protein measurement technologies have enabled observation of the complex dynamics that occur in cellular signaling networks. These data permit the creation of network models which capture the mechanistic behaviors of biological systems that are deregulated in diseases such as cancer. By simulating potential inhibitors through network modeling it is possible to identify optimal therapeutic strategies, more accurately predict design parameters and thereby accelerate the pace of drug development.

Figure 2. Simulation of the ErbB network predicts design of an optimal ErbB3 therapeutic. (A) Complexity of the ErbB network depicted graphically: ligand binding, receptor dimerization, receptor trafficking and intracellular signaling were captured in a mass-action based kinetic model. (B) Simulated perturbation of each protein in the ErbB network was used to identify the sensitivity of the downstream signal, phospho-Akt, towards each protein under either heregulin or betacellulin stimulation. (C) Dose responsiveness of Akt to an anti-ErbB3 antibody was examined for a variety of affinity binding constants through variation of the dissociation rate. (D) Different strategies to inhibit ErbB3 were examined computationally and experimentally. This figure was originally published by Schoeberl et al. and is reprinted with permission.

Computational Simulation to Identify Best Targets and Optimal Therapeutic Design Characteristics

Computational simulation is a valuable tool for guiding drug development decisions, particularly in the clinic. Population pharmacokinetic (PK) modeling is a mature example of the use of models to optimize dose scheduling and clinical trial designs. For therapies with known targets, it is possible to utilize computational simulation much earlier in the design process. Advances in multiplex, high-throughput quantitative protein measurement technologies have enabled observation of the complex dynamics that occur in cellular signaling networks. These data permit the creation of network models which capture the mechanistic behaviors of biological systems that are deregulated in diseases such as cancer. By simulating potential inhibitors through network modeling it is possible to identify optimal therapeutic strategies, more accurately predict design parameters and thereby accelerate the pace of drug development.
of models simulating pathways or networks. The ErbB pathway has long been the focus of cancer research due to the high expression of certain ErbB receptors in specific cancer types. For example, HER2/ErbB2 is gene amplified in some breast cancers and EGFR/ErbB1 is highly expressed in colon cancers and non-small cell lung cancer. For these two members of the pathway, there are already approved mAb antagonists and small molecule tyrosine kinase inhibitors (cetuximab, erlotinib, trastuzumab, lapatinib). These therapeutics perturb the activation of downstream intracellular signaling networks by extracellular stimuli. It is difficult, however, to determine what represents an optimal therapeutic strategy given the complexity of the ErbB signaling network (Fig. 2A). In addition to EGFR/ErbB1 and HER2/ErbB2 (which is devoid of ligand binding activity), there are two other members of the ErbB pathway: ErbB3 (kinase-dead) and ErbB4. All four receptors can homodimerize and heterodimerize to various degrees following ligand activation, which is an essential step required for intracellular signal transmission by these receptors. Following dimerization, the receptors can be internalized and recycled at rates that depend on the type of dimer, as well as on the activation status of downstream signaling pathways such as the PI3K pathway.

The complexity of the ErbB network, combined with the ability to measure the abundance and activation state of key components, makes the network an attractive system for computational modeling. Through simulation of network models a number of biological phenomena have been explained, such as the dimerization-dependence of receptor trafficking, control of signal amplification through feedback loops and ligand-dependence of signal propagation. To find an optimal strategy for inhibiting the ErbB pathway, a network model was built to describe the activation of PI3K/AKT signaling, in response to ErbB receptor activation by the ligands betacellulin and heregulin which selectively activate EGFR/ErbB1 and ErbB3, respectively. The mechanistic model represented the processes of: ligand binding; receptor dimerization; receptor trafficking and signal propagation, with a series of reactions defined by mass-action kinetics. In order to make reliable predictions, mechanistic models have to first be trained using temporal and dose-dependent experiments that capture key dynamic events, specifically the activation of the ErbB receptors and PI3K/AKT signaling. Network components with the greatest influence were identified by sensitivity analysis, where each component of the network was subtly perturbed and the relative contribution to the downstream output was assessed (Fig. 2B). Using these methods, a computational model of the ErbB network was generated that identified the heterodimerization-dependent, meagerly expressed ErbB3 receptor as the strongest activator of PI3K/AKT signaling in the presence of either heregulin or betacellulin. Notably, this in silico observation remained true in cell lines expressing relatively low levels of ErbB3 and 10-fold higher levels EGFR/ErbB1 or HER2/ErbB2.

In addition to identifying optimal targets, mechanistic modeling can also be used to determine the optimal therapeutic design characteristics. In the case of targeting the kinase-dead ErbB3, optimization simulations of a therapeutic mAb explored several design characteristics, such as binding to ErbB3, preventing heregulin binding and blockade of dimerization with a special focus to block ligand-induced EGFR/ErbB1-ErbB3 dimerization. The affinity required to achieve maximal inhibition of AKT phosphorylation was determined through simulation of inhibitors with a range of dissociation rate constants. From this simulation a 1 nanomolar affinity was predicted to be sufficient for maximal inhibitor potency, with higher affinity inhibitors displaying only limited improvement (Fig. 2C).

Mechanistic modeling can also be used to compare in silico identified therapeutics, such as the above-mentioned “optimal ErbB3” mAb, with clinically-relevant therapies. To this end, the efficacy of the ErbB3 antibody was compared with cetuximab (an antibody to EGFR/ErbB1), pertuzumab (a HER2/ErbB2 dimerization blocking antibody) and lapatinib (a tyrosine kinase inhibitor targeting EGFR/ErbB1 and HER2/ErbB2). Using parameters obtained from literature sources, model simulation of the performance of the four ErbB inhibitors revealed that in the presence of heregulin or betacellulin only the ErbB3 mAb inhibitor could potently block ErbB3 mediated signaling. The other inhibitors only blocked ErbB3 signaling by one of the ligands at a time (either betacellulin or heregulin-induced ErbB3 signaling) or displayed an overall poor ability to block ErbB3 signaling, i.e., lapatinib (Fig. 2D). These predictions were experimentally confirmed and strongly supported a therapeutic opportunity for an ErbB3 mAb as the most potent inhibitor for blocking the ErbB network in situations where tumor growth is driven by ligands, as opposed to receptor overexpression. This network biology approach of simulating the ErbB pathway was used to design the anti-ErbB3 antibody MM-121, and should be generally applicable to cellular pathways where dynamic, quantitative biological information can be obtained and to all classes of mechanism-based therapeutics, e.g., tyrosine kinase inhibitors, multispecific antibodies.

**Engineering of an IgG-Like Bispecific Antibody Molecule through a Simulation-Guided Therapeutic Design Cycle**

All bispecific molecules bind their targets in a manner dependent on the affinity for each target, avidity-enhanced crosslinking ability and the relative abundance of each target. The added complexity of a bispecific interacting with a biological system creates an even greater opportunity to utilize mechanistic modeling to guide engineering efforts. Designing a bispecific optimized for potent inhibition also requires knowledge of the affinity of competing ligands and dimerization partners, if such exist, as well as the relative strength of each potential target for activating common downstream signaling cascades and subsequent cell growth and survival mechanisms. The desired overall cell binding (apparent K,) can be achieved through multiple rounds of affinity and avidity improvements, which can first be explored through simulation to guide engineering efforts towards the most suitable molecular format and a streamlined optimization route. Simulation can also
be used to explore the performance of a bispecific molecule concept for permutations of target affinity, avidity and target expression levels.

Consider a bispecific antibody designed to inhibit two cell surface growth factor receptors (GFR1, GFR2) with a single binding moiety of the bispecific directed towards each target. Simulating the dose–response behavior of the bispecific in this system reveals that GFR1 is more potently inhibited when GFR2 is more highly expressed and less potently inhibited when GFR2 is more scarcely expressed (Fig. 3A). Therefore, the ability of the bispecific antibody to inhibit GFR1 depends on the avidity created by its binding to GFR2. This phenomenon is specific to both the relative expression of the targets and the relative affinities of the binding moieties of the bispecific antibody towards the targets: inhibition of GFR2 is less affected by the expression of GFR1, as the bispecific antibody is simulated to bind to GFR2 with a higher affinity than GFR1 (Fig. 3B). For a bispecific inhibitor, this receptor level-dependent behavior can seriously limit overall efficacy. This is depicted in the simulated effect on AKT, a downstream intracellular readout common to both pathways: poor inhibition of pAKT generation is predicted when GFR2 is under-expressed, as GFR1 is not sufficiently inhibited (Fig. 3C). Simulation of this model system reveals that the performance of bispecific inhibitors towards each target can be highly dependent on the relative expression of both targets; this information can be useful for therapeutic design.

Selection of a therapeutic is often based on experiments testing potency in one or two representative cell lines. The choice of cell line is highly target dependent and, when multiple targets are to be inhibited, the landscape of possible target expression profiles can be very broad, thereby confounding selection of the optimal inhibitor during the screening phase without exhaustive experimentation. Furthermore, the target expression profiles observed in cell lines may not adequately cover the expression patterns anticipated in actual tumors. The impact of receptor level dependence on the potency of a bispecific can be extensively explored through simulation of many hypothetical cancer cells where the expression level of each receptor target is varied over a clinically-relevant range and the IC_{50} of each target and downstream readout is calculated. The shape of a calculated IC_{50} response surface depends on the underlying pathway interactions. In Figure 4, the region where the bispecific inhibitor would be most efficacious is depicted; the asymmetry is due to the implementation of GFR2 as the stronger activator of downstream signaling. Simulation of a bispecific with single binding moieties to each target reveals that the most potent inhibition of the downstream target is centered on regions of equal target expression (Fig. 4A). In fact, when either target is overexpressed by as little as 5-fold, the IC_{50} value can increase as much as 100-fold, which represents a substantial loss in potency.

Mapping actual target levels from tumor cell lines or clinical samples onto the IC_{50} response surface can guide therapeutic improvement efforts by answering the question of whether the region of most potent inhibition overlaps with the relevant patient population. Strategies to shift the region of predicted optimal potency to treat a different or broader patient population can also be explored first through simulation. IgG-like bispecific antibodies can have two binding moieties towards each target and therefore have same-target avidity in addition to cross-target avidity, improving the effective binding affinity for each target. Simulation of the IgG-like bispecific antibody that has monovalent binding affinities equal to the bivalent bispecific molecule shows that this format
One target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.

These considerations were set as a criterion for an optimization campaign of a proof-of-concept IgG-like bispecific therapeutic molecule, the result of which showed potent inhibition of growth factor-induced signaling and tumor inhibition in a bispecific antibody identifies areas of poor inhibition, particularly when GFR1 is more highly expressed (Fig. 4C) and predicts that a significant increase in potency can be achieved by increasing the monovalent binding affinity towards GFR1 by 10-fold (Fig. 4D). This can be achieved through lowering the dissociation rate constant of the GFR1-directed module in an affinity maturation campaign. The downstream target is inhibited significantly more potently both where the GFR1 is more highly expressed and where the GFR2 is more highly expressed, indicating that affinity maturation towards one target will enhance the potency towards the second target through cross-target avidity. This approach can be used to establish the objective of an affinity maturation campaign; for example, obtaining a desired potency towards one target while controlling the potency towards a second target to limit target-mediated toxicity.
Figure 5. Concurrent optimization of scFv affinity and stability by covalent yeast display. (A) Binding of post thermal challenge isolated yeast displayed scFv modules to soluble GFR2-Fc by fluorescence-activated cell sorting. (B) Thermal challenge assay on optimized scFv modules covalently attached to yeast surface confirms their higher thermal stability. The residual binding activity to GFR2-Fc remaining after heat stress for 5 min at 65°C was measured by fluorescence-activated cell sorting.

Figure 6. Comparative analysis of the properties of proof-of-concept and optimized bispecific antibodies. (A and B) Micro-scale triage composed of differential scanning fluorescence profiling and thermal inactivation assays allow the selection of bispecific with improved serum and aggregation stabilities. The proof-of-concept bispecific molecule is inferior to a stabilized one in both microscopic (measured by differential scanning fluorimetry (A)) and macroscopic properties (measured by percent of binding activity remaining after 3 day incubation in mouse serum at 37°C (B)); (C) Optimized bispecific antibody display stronger cellular binding compared to proof-of-concept one. The binding to cancer cell line expressing both GFR1 and GFR2 was measured by fluorescence-activated cell sorting.
These optimized scFv modules were C-terminally fused to the growth factor receptor 1 antibody. The resulting IgG-like molecules were expressed in a transient expression system, purified using protein A chromatography and profiled using biophysical, biochemical and cell signaling assays.

Among many useful biophysical techniques, we found differential scanning fluorescence and thermal inactivation assays to be most informative at the 1 to 5 μg scale. These give complementary information on the rate of the unfolding and the rate of aggregation for the least stable protein domain that qualitatively predicts the serum and aggregation stability of the IgG-like molecule (Fig. 6A and B). When tested using this assay, the unstable scFv modules unfolded, while the stable high affinity molecules retained binding to the antigen and therefore were enriched (Fig. 5A). After we isolated individual clones, we challenged scFvs fused to the yeast surface and selected the clones based on the residual affinity measured by a flow cytometry (Fig. 5B). Thermostable scFv modules that showed over 10-fold improvement in Kd on the yeast surface were produced as soluble proteins and those showing improved antigen binding, inhibition of growth factor signaling and acceptable stability were selected (Fitzgerald J, et al. unpublished results).

Xenograft models, validating the design criteria (Fitzgerald J, et al. unpublished results). This molecule comprised an IgG antibody framework directed at GFR1 and two C-terminally fused scFv modules directed at GFR2, but was not suitable for downstream development, as it contained unstable scFv modules that did not have sufficient intrinsic stability. This phenomenon is well-understood, and engineering of scFv modules for stability by a variety of techniques including linker optimization, disulfide engineering, targeted mutagenesis, co-variation analysis, loop grafting on a stable framework, structure-guided design, focused design, and phage display has been described.

To combine optimization of the affinity and stability of the scFv modules within a single campaign, we used a combination of structure-guided design, yeast surface display and micro-scale biophysical characterization. We designed structure-guided scFv variants where we introduced stability enhancing mutations, mutated motifs conferring potential CMC liabilities, removed atypical framework amino acids, and introduced variation in low diversity portions of the CDRs. Since yeast cells have eukaryotic posttranslational modification and polypeptide export machinery we monitored surface expression levels that were reported to predict thermal stability and soluble secretion efficiency. In addition we developed a thermal challenge “cook-and-bind” protocol (Fitzgerald J, et al. unpublished results). When tested using this assay, the unstable scFv modules unfolded, while the stable high affinity molecules retained binding to the antigen and therefore were enriched (Fig. 5A). After we isolated individual clones, we challenged scFvs fused to the yeast surface and selected the clones based on the residual affinity measured by a flow cytometry (Fig. 5B). Thermostable scFv modules that showed over 10-fold improvement in Kd on the yeast surface were produced as soluble proteins and those showing improved antigen binding, inhibition of growth factor signaling and acceptable stability were selected (Fitzgerald J, et al. unpublished results). These optimized scFv modules were C-terminally fused to the growth factor receptor 1 antibody. The resulting IgG-like molecules were expressed in a transient expression system, purified using protein A chromatography and profiled using biophysical, biochemical and cell signaling assays.

Among many useful biophysical techniques, we found differential scanning fluorescence and thermal inactivation assays to be most informative at the 1 to 5 μg scale. These give complementary information on the rate of the unfolding and the rate of aggregation for the least stable protein domain that qualitatively predicts the serum and aggregation stability of the IgG-like molecule (Fig. 6A and B). The importance of having a robust yet sensitive micro-scale assay is difficult to overestimate, as it directly translates into the ability to interrogate a larger number of diverse candidates with a single design campaign. The improved potency and stability of the engineered IgG-like bispecific molecule was confirmed using a normal scale assay, such as binding to xenograft models, validating the design criteria (Fitzgerald J, et al. unpublished results).
cells that express both targets (Fig. 6C). This demonstrates that approaches featuring parallel focused engineering of the modules of a multifunctional molecule followed by high-throughput production and characterization (Fig. 7) are generally applicable to improving potency and manufacturability of targeted bispecific antibody-like molecules in the context of a single therapeutic design cycle.

Conclusions

In recent years we have achieved a significant understanding of the critical properties of antibodies that make them powerful therapeutic agents. These insights, informed by clinical successes and failures, have led to a significant interest in a second generation of multi-targeted antibody-based molecules designed to have potent mechanisms of action, high affinities and robust pharmaceutical properties. While many challenges remain, we anticipate that these engineered molecules will have broad clinical utility not just in treating tumors where both targets are highly expressed, but by blocking latent escape routes from single target inhibition. However, to fully realize the opportunity afforded by bispecific antibodies a systematic process is required to manage the increased complexity involved in their design. We believe that it is the integrated use of the computational simulation to guide selection of optimal targets, affinities and molecular formats and the therapeutic design technologies to rapidly achieve targeted potency and stability characteristics that will lead to the discovery of bispecific antibodies that revolutionize patient care.
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