High-Performance Multi-Mode Ptychography Reconstruction on Distributed GPUs
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Abstract—Ptychography is an emerging imaging technique that is able to provide wavelength-limited spatial resolution from specimen with extended lateral dimensions. As a scanning microscopy method, a typical two-dimensional image requires a number of data frames. As a diffraction-based imaging technique, the real-space image has to be recovered through iterative reconstruction algorithms. Due to these two inherent aspects, a ptychographic reconstruction is generally a computation-intensive and time-consuming process, which limits the throughput of this method. We report an accelerated version of the multi-mode difference map algorithm for ptychography reconstruction using multiple distributed GPUs. This approach leverages available scientific computing packages in Python, including mpi4py and PyCUDA, with the core computation functions implemented in CUDA C. We find that interestingly even with MPI collective communications, the weak scaling in the number of GPU nodes can still remain nearly constant. Most importantly, for realistic diffraction measurements, we observe a speedup ranging from a factor of 10 to $10^3$ depending on the data size, which reduces the reconstruction time remarkably from hours to typically about 1 minute and is thus critical for real-time data processing and visualization.
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I. INTRODUCTION

X-ray ptychography has a resurgence of interest in late 2000s due to the increase of both brilliance and coherence in modern synchrotron light sources [1]. Inheriting the sophisticated techniques and advantages from both coherent diffraction imaging (CDI) and scanning transmission X-ray microscopy (STXM), it has become an essential tool in X-ray imaging at nanometer scale, and has the ability to produce wavelength-limited spatial resolution from specimen with extended lateral dimensions. As a scanning microscopy method, a typical two-dimensional image requires a number of data frames. As a diffraction-based imaging technique, the real-space image has to be recovered through iterative reconstruction algorithms. Due to these two inherent aspects, a ptychographic reconstruction is generally a computation-intensive and time-consuming process, which limits the throughput of this method. We report an accelerated version of the multi-mode difference map algorithm for ptychography reconstruction using multiple distributed GPUs. This approach leverages available scientific computing packages in Python, including mpi4py and PyCUDA, with the core computation functions implemented in CUDA C. We find that interestingly even with MPI collective communications, the weak scaling in the number of GPU nodes can still remain nearly constant. Most importantly, for realistic diffraction measurements, we observe a speedup ranging from a factor of 10 to $10^3$ depending on the data size, which reduces the reconstruction time remarkably from hours to typically about 1 minute and is thus critical for real-time data processing and visualization.
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II. X-RAY PTYCHOGRAPHY: DIFFERENCE MAP ALGORITHM

The DM algorithm is one of the most widely used and powerful phase-retrieval algorithms, which allows simultaneous reconstruction of the probe and the object, and our implementation follows closely the original work [5], [13], [14]. As far
as we know this is the first reported GPU acceleration effort in the DM algorithm. Similar efforts utilizing GPUs include [15]–[18].

For the fly scans, the key insight is that the resulting blurriness can be equivalently seen as caused by an incoherent illumination beam. As a result, the imperfection can be compensated by allowing the presence of multiple probe and object modes in the reconstruction. First, in the far-field limit the recorded transmission intensity is written as an incoherent sum of multiple modes, labeled by \( k \) for probe and \( l \) for object, respectively:

\[
I_j(q) = \sum_{k,l} |\mathcal{F} [\psi_j^{(k,l)}(r)]|^2, \tag{1}
\]

where \( r \) is the position vector in the specimen plane and \( q \) the corresponding reciprocal vector. \( \psi_j \) is the complex exit wave produced at the \( j \)-th scanning point and \( \mathcal{F} \) stands for Fourier transform. In the following, it is assumed \( j \in [1, N], k \in [1, M_P], \) and \( l \in [1, M_O] \). Next, we require \( \psi \) to be expressed as a product of the \( k \)-th probe mode and \( l \)-th object mode,

\[
\psi_j^{(k,l)}(r) = P^{(k)}(r - r_j)O^{(l)}(r), \tag{2}
\]

where \( r_j \) is the scan position. The underlying assumption is that the probe variation along the propagation direction is negligible within the sample thickness. The goal of ptychography is to reconstruct \( P \) and \( O \) iteratively subject to (1) and (2), which can be regarded as a constrained search in the hyperspace of complex pixels.

In the first step, one provides an initial guess of \( P \) and \( O \) so that the initial fields can be constructed for each view \( j \) based on (2). Next, the fields \( \{ \psi_j \} \) are iteratively updated according to

\[
\psi_j^{(k,l)}(r) \leftarrow \psi_j^{(k,l)}(r) + \beta \left\{ \mathcal{F}^{-1} \circ \mathcal{F}_c \left[ 2P^{(k)}(r - r_j)O^{(l)}(r) - \psi_j^{(k,l)}(r) - P^{(k)}(r - r_j)O^{(l)}(r) \right] \right\}, \tag{3}
\]

where \( \beta \in [0, 1] \) is a free parameter empirically adjusted to speed up convergence (usually we set \( \beta = 0.8 \)), and \( \mathcal{F}_c \) refers to “constrained” Fourier transform, in which the computed amplitude is replaced by the measured one while the computed phase is kept,

\[
\mathcal{F}_c [\tilde{\psi}^{(k,l)}(q)] = \sqrt{\sum_{k,l} |\tilde{\psi}_j^{(k,l)}(q)|^2} \tilde{\psi}_j^{(k,l)}(q) \tag{4}
\]

with \( \tilde{\psi} = \mathcal{F} [\psi] \). The probe and object are also iteratively updated as follows:

\[
P^{(k)}(r) \leftarrow \frac{\sum_l \sum_j |O^{(l)}(r + r_j)|^2 \psi_j^{(k,l)}(r + r_j)}{\sum_l \sum_j |O^{(l)}(r + r_j)|^2}, \tag{5}
\]

\[
O^{(l)}(r) \leftarrow \frac{\sum_k \sum_j |P^{(k)}(r - r_j)|^2 \psi_j^{(k,l)}(r)}{\sum_k \sum_j |P^{(k)}(r - r_j)|^2}. \tag{6}
\]

The convergence of all quantities can be monitored by calculating the relative 2-norm (L2-norm) distance between iterations, for example,

\[
\varepsilon_P^{(k)} = \sqrt{\frac{\int d^2r |P_{\text{new}}^{(k)}(r) - P_{\text{old}}^{(k)}(r)|^2}{\int d^2r |P_{\text{new}}^{(k)}(r)|^2}}. \tag{7}
\]

In our experience, the DM algorithm does not need many iterations to converge and to reach satisfying resolution, although the number of required iterations is sample-dependent.

In practice, to determine the best choice for the number of probe modes \( M_P \), we increase \( M_P \) incrementally in a few trial runs and examine whether the contribution of each mode to the total intensity is larger than at least 1% (if not, then stop). So far we are unaware of any situation in which \( M_O > 1 \) is useful, but we keep this flexibility in the code for future extensions.

### III. PORTING TO GPUs: STRATEGY AND IMPLEMENTATION DETAILS

We implemented the multi-mode DM algorithm on both CPU and GPU. The original CPU code was written in Python for easy integration with other data acquisition, analysis, and visualization tools provided at NSLS-II. Therefore, in our port to NVIDIA GPUs we use PyCUDA (wrapper for CUDA API) [19], scikit-cuda (for cuFFT and other CUDA libraries) [20] and MPI for Python (mpi4py) [21]–[23] to accelerate the existing Python code. In addition, most of the computation are rewritten as CUDA C kernels, which are called through the PyCUDA binding for the best performance. An example of such binding is shown below:

```python
import pycuda.driver as cuda
import pycuda.gpuarray as gpuarray
import pycuda.autoinit
import numpy as np

# assume kernel "fx1" is implemented in sample.cu;
# extern "C" { // avoid C++ name mangling
#   __global__ void fx1(float* input) {
#     /* code */
#   }
# }
# */ other kernels */
#
# load the CUDA binary (.cubin) generated by
# nvcc --cubin -o sample.cubin sample.cu
# and put the file in the CUDA library directory.
# load a handle to the CUDA kernel
# kernel_fxl = ctx.get_function("fx1")
# # copy an array to GPU (a bit slower than to_double)
# a = gpuarray.to_gpu(np.arange(100, dtype=float))
# # launch the kernel as if it were a Python function
# kernel_fxl(a, block=(100,1,1), grid=(1,1,1))
```

We first identified the hotspots in the code by coarse-grained performance profiling of the different function calls in the algorithm. We found that in the serial implementation, the
update of the views \( \{ \psi_j \} \) consumes the most CPU time and was our first target for GPU acceleration. Once this part has been ported to the GPUs, we redid the profiling and identified subsequently the error estimation for \( \{ \psi_j \} \), the update of the probe and object, and so on, as the next target for acceleration.

Because GPU memory is scarce (ranging from a few to 32 GB depending on the device model), the full computation with realistic data size is usually difficult to be carried out using one GPU alone, especially for the multi-mode case as discussed earlier. It is therefore necessary to distribute the computation to multiple GPUs, either on the same compute node or across multiple nodes. Furthermore, in order to carry out most of the computation in the device and avoid large data transfer, we need to allocate extra GPU memory as buffer for FFT, product of \( P \) and \( O \), parallel reduction, etc. As a result, assuming a single GPU can take a reconstruction of \( N = 40000 \), probe size \( 200 \times 200 \), and object size \( 10^3 \times 10^3 \), the memory footprint is about 3 times larger than the raw data. Another factor of roughly 3.7 is needed if we have five probe modes \( (M_P = 5) \). In total, over 10 times of GPU memory compared to the raw data size is required for multi-mode ptychographic reconstruction\(^1\), which can certainly be alleviated with multiple GPUs.

The workflow of our Python code is shown in Fig. 1. When the code starts, we divide (almost) equally the array indices of the dataset \( N \) intensity measurements) by the number of available GPUs, possibly on different physical machines as long as reachable by MPI, let each GPU grab its assigned portion from the disk, send initial guesses for the probe and object to all GPUs, and start the iteration loop. Since each view \( j \) is updated independently [cf. (3)], this is a natural way to parallelize the computation, and the consequence of such workload distribution is that the summation over \( j \) in (5) and (6) is partitioned into each GPU. Therefore, while each view \( \psi_j \) is only updated in the GPU that it resides and no MPI collective communications are needed, in each iteration we need to collect the (partially summed) probe and object from each GPU, perform an MPI reduce followed by an MPI broadcast to keep the updated \( P \) and \( O \) visible to all GPUs. We stress that because all views are needed to compute the probe and the object at each iteration, such synchronization is necessary, and we do not find this synchronization to be a significant burden to the entire calculation. Moreover, our approach avoids the complication of image stitching, such as those reported in [15].

One remark on the object reconstruction: Typically the probe dimension is much smaller than that of object. If we consider the functions of interest as matrices (since they live on a 2D plane labeled by pixel position \( r \)), then effectively the object update according to (6) is an embedding procedure: the Hadamard product of two smaller matrices \( (P \) and \( \psi) \) is embedded into a larger matrix \( (O) \). Such embedding is sketched as follows:

\[
\text{# For each point } j, \text{ the array indices } (x_{\text{start}} \text{ and } \text{ others}) \text{ are calculated during initialization. Note # that the 1st dimension of prb and psi[j] is equal # to } x_{\text{end}} - x_{\text{start}}, \text{ and similarly for the 2nd dim for } j, \text{ (x_{\text{start}}, x_{\text{end}}, y_{\text{start}}, y_{\text{end}}) in } \text{ \\
\text{enumerate(point_info):} \text{ \\
obj_update[x_{\text{start}}:x_{\text{end}}, y_{\text{start}}:y_{\text{end}}] += np.conjugate(prb) * psi[j] \text{ \\
# perform other computations}
\]

Currently we perform this embedding in series (i.e., loop over scanning points \( r_j \)) because such parallelization requires determining and grouping non-overlapping points in runtime, which is not trivial, and we are exploring possibilities of parallelizing it. As a workaround for mitigating this issue, we find that if the points on each GPU are batch-processed, then swapping the order of the \( P \) and \( O \) updates and then overlapping the \( \psi \) update for batch \( i + 1 \) with the \( O \) update for batch \( i \) can speed up by about 20%. On the other hand, the probe counterpart (5) does not have this problem as all pixels in \( P \) are updated at once.

Finally, we note that the initial guesses of \( P \) and \( O \) can be completely random or supplied by pre-existing results, and that initializing different probe modes with different degrees of blurriness can help converge faster.

IV. PERFORMANCE BENCHMARK

To benchmark the performance of our implementation, we first show in Fig. 2 time-to-solution scaling as a function of the number of GPUs for realistic datasets with various sizes (different \( N \) and small variation in probe dimension), a strong scaling in other words. The speedup is most apparent for large datasets. In particular, for datasets of gigabytes order, the reconstruction can still be done on the order of a minute when using multiple GPUs. In fact, it can be seen that some datasets are too large to be fit in a single GPU (thus no data point on the plot), showing the necessity of using distributed GPUs.

Next, we simultaneously increase both the total problem size (the number of views \( N \)) and the number of GPUs

---

\(^1\)We note that cuFFT allocates additional memory that is not taken into account in our estimates.
while keeping the workload distributed to each GPU fixed, which is known as a weak scaling. In this case, we use instead synthesized data similar to the standard practice in the literature [4], [15], [24]: we take two arbitrary images to be the object’s amplitude and phase and generate the hypothetical diffraction pattern through a zone plate, with variable number of scanning points such that roughly 5000 points are assigned to each compute node. The result is shown in Fig. 3, which shows a nearly constant scaling. We note that in this case due to the increasing communication overhead with more GPUs, the network infrastructure is critical to the scaling behavior. The measurement was done using the InfiniBand connection; with the TCP connection, we found that the scaling is less ideal but in general the elapsed time is still below 2 minutes for the highest $N$ (not shown).

Finally, as a representative example, we present the results of a multi-mode reconstruction in Fig. 4. The raw measurement data is about 2.63GB ($N = 10000$, image size $188 \times 188$, double precision), but since some scratch space is allocated by our code, for this particular case more than 32 GB of memory is required if only one GPU were used, which is not possible even on the latest NVIDIA Tesla V100 product. Therefore, we use two and four V100 GPUs, and the corresponding timings for completing 50 iterations are 49.82s and 25.69s, respectively. Compared with the single-core CPU performance (8.8hr) on the same test machine, the speedup is about 1235x with 4 GPUs$^2$.

V. CONCLUSION AND OUTLOOK

In summary, we present a GPU implementation of single- and multi-mode DM algorithm for X-ray ptychography, which is already deployed at the HXN beamline of NSLS-II. The significant reduction of computation time from hours to tens of seconds is a game changer for the beamline scientists and users, allowing real-time feedback and shortening the analysis workflow. We emphasize that the GPU runtime is much shorter than the data acquisition time in diffraction measurements, therefore the reconstruction can be done effectively in real-time as the measurement progresses.

We are continuing tuning the performance to further reduce the computation time and/or the memory footprint. For example, our preliminary tests indicate a slight improvement (about 10% to 30% speedup depending on the dataset size) on top of the achieved speedup by using page-locked host memory for data transfer, and we expect that this will benefit near-future experiments in which the object size is one order of magnitude larger in each dimension. Other possible routes include using single-precision floating point arithmetic, adapting CUDA-aware MPI, overlapping kernel execution and data transfer, and parallelizing the object update as discussed earlier. We are also porting other ptychographic algorithms to GPU as part of a high-performance ptychographic toolbox, all of which will soon be open-sourced on https://github.com/NSLS-II/.

$^2$The beamline machines have no job scheduler and can be accessed by all internal users, so a certain degree of performance degradation due to resource competition is expected.
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