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Abstract

We propose predefined-time consensus-based cooperative guidance laws for a swarm of interceptors to simultaneously capture a target capable of executing various kinds of motions. Unlike leader-follower cooperative guidance techniques, the swarm of interceptors has no leader and each interceptor executes its own guidance command in a distributive fashion, thus obviating the residency of the mission over a single interceptor. We first design cooperative guidance commands subject to target’s mobility, followed by the same when the target is stationary, and also account for interceptors’ changing topologies. We further show through rigorous analysis that the proposed cooperative guidance laws guarantee consensus in the interceptors’ time-to-go values within a predefined-time. The proposed design allows a feasible time of consensus in time-to-go to be set arbitrarily at will during the design regardless of the interceptors’ initial time-to-go values, thereby ensuring a simultaneous target interception. We also demonstrate the efficacy of the proposed design via simulations for interceptors connected over static and dynamic networks.

Keywords— Predefined-time consensus, Cooperative guidance, Switching topologies, Impact time, Multiagent systems, Target Capture.

1 Introduction

Recently, terminal time-constrained guidance strategies [1–5] have drawn a lot of attention, especially in scenarios where a swarm of interceptors are required to capture a target simultaneously [6–18]. While advanced electronic countermeasures may make it difficult for a single interceptor to penetrate the adversarial zone, merits of information processing and communication technology can be harnessed to establish group coordination in the swarm for simultaneous target interception [19–21]. It is also possible to have benefits, such as spatial diversity, fault tolerance, and increased likelihood of mission success by introducing cooperation in the swarm.

Guidance strategies for a single interceptor with constraints on the time of target capture [1–5] have paved way for advanced guidance strategies by augmenting a feedback control term with the baseline guidance command. For example, the work in [22–25] and references therein, have used this concept to design guidance commands for
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multi-interceptor swarm against a single target. Authors in [26] transformed the guidance problem into a nonlinear tracking problem by using the concept of a virtual leader. Authors in [27] designed tangential acceleration to improve the effectiveness of the control inputs. A distributed, adaptive and optimal approach to capture a target using group cooperation was presented in [28] for a swarm of interceptors. Against stationary target, authors in [8] designed a consensus scheme of impact time by accounting for the communication noise over the multi-interceptor interaction network. Some studies have also extended the two-dimensional cooperative target capture paradigm for three-dimensional engagements [7,9,10,15,20,29–31].

Since engagements only last for a short duration of time, having interceptors agree on certain quantities of interest early in the engagement is of utmost importance, especially in scenarios demanding a simultaneous target capture. This essentially means that an accurate control over engagement duration, and the time required by the interceptors to agree upon those relevant quantities are needed. Usually, controlling an interceptor’s time-to-go, a quantity representative of its engagement duration, can steer the interceptor on a path requisite for time-constrained interception. Consequently, the time-to-go can be regarded as the quantity of interest upon which interceptors may agree to simultaneously capture the target.

To this aim, several studies have been proposed that have made attempts to ensure consensus in interceptors’ time-to-go. For example, authors in [12,13,32,33] have presented asymptotic consensus in interceptors’ time-to-go to realize a simultaneous target interception. Cooperative guidance strategies based on finite-time consensus in interceptors’ time-to-go have been put forth in [7,9,21,31,34–36]. Although finite-time cooperative guidance laws lead to finite-time consensus in interceptors’ time-to-go values and a satisfactory guidance precision, the performance of their respective designs are largely dictated by their initial engagement parameters. In scenarios where initial parameters are unavailable or poor, the time of consensus may be difficult to estimate before homing. In worst case, the time of consensus may even become larger than the total engagement duration, thereby degrading the guidance precision and eventually, causing mission failure. To cope up with such scenarios, fixed-time convergent guidance commands have been proposed in cooperative guidance applications [6,10,19,37,38], wherein the time of convergence/consensus was made independent of the initial engagement parameters, thus ensuring satisfactory guidance precision. However, the controller gains required to ensure a particular time of consensus might be overestimated, and the design parameters may need to be re-tuned if a different time of consensus is required.

It is also worth noting that a majority of the existing literature on cooperative guidance (for example, see [6, 7, 9, 10, 12, 17–21, 31–35, 37] and references therein) were proposed for the case when interceptors’ interaction network is fixed. That is throughout the engagement, an interceptor, say $I_1$, exchanges the time-to-go information with the same set of other interceptors in the swarm (referred to as the neighbors of $I_1$). However, due to practical limitations on sensing and communication, it is more pragmatic to account for the interceptors’ changing interactions. This means that it is not guaranteed for a subset of interceptors that are initially neighbors to remain so throughout the engagement. For a cooperative guidance law to be effective under such limitations, a proposed design should
provision for the interceptors’ switching topologies. On the other hand, cooperative guidance designs considering interceptors’ switching topologies are few and far between (for example, see [11, 39–42]). The work in [11, 39, 41, 42] only designed cooperative guidance commands against a stationary target, while authors in [40] addressed the problem of intercepting a maneuvering target. Note that simultaneously capturing a mobile adversary is more challenging. Authors in [11] designed a two-stage guidance scheme which included switching in the guidance commands at the onset of the second phase. A similar concept of two-stage design was also reported in [39] wherein the authors designed cooperative techniques among different subgroups of interceptors. In [40, 41], a leader-follower cooperative design was adopted for target capture. It should be noted that the failure of leader interceptor in such scenarios may lead to the failure of the mission. The study in [39, 42] used consensus in interceptors’ range-to-go and their look angles while using the baseline proportional-navigation command. In spite of the various cooperative guidance designs that considered interceptors’ switching topologies, stricter control over the time of consensus in coordination variable was overlooked.

Motivated by the aforementioned works and the need to achieve an enhanced guidance precision in a time-constrained scenario, we aim to provide a systematic and unified distributed cooperative design. In this paper, we propose a novel predefined-time consensus-based design for cooperative target capture. In light of the existing literature, we summarize the merits of our work as follows:

- First of all, our study addresses the problem of simultaneous target capture when the cooperating interceptors exchange the information of time-to-go over fixed and switching topologies. Owing to practical limitations on sensing and communication, our consideration of interceptors’ switching topologies is closer to practice.

- Our design does not include a swarm leader, and hence the residency of the cooperative mission over a single interceptor may be irrelevant, unlike the leader-follower cooperation discussed in [21, 35, 40, 41].

- Unlike the existing works [11, 39, 41, 42], we also take the motion of the target into account since target’s mobility adds further challenges in a cooperative guidance design. Thus, we design cooperative guidance commands against a target that may execute maneuvers, move with a constant speed, or remain stationary.

- Unlike asymptotic [12, 13, 32, 33], finite-time [7, 9, 21, 31, 34–36] and fixed-time [6, 10, 19, 37, 38] time-to-go error convergent guidance schemes, we present a predefined-time consensus-based cooperative guidance scheme for simultaneous target capture. Through the cooperative guidance commands in the proposed scheme, a feasible time at which the interceptors’ time-to-go values achieve consensus can be arbitrarily preassigned at will. Having a strict control over the time of consensus is beneficial since engagements last for a short duration only, and letting interceptors align themselves on their requisite collision courses within a predefined-time may improve the cooperative guidance precision. This predefined-time can be directly specified as a parameter in the guidance commands, thereby making the design independent of the initial engagement parameters and preventing overestimation of the controller gains. To the best of our knowledge, predefined-time consensus has
not been applied previously in the cooperative guidance literature.

- We treat the cooperative guidance problem intact in the nonlinear form, thereby preventing the errors caused due to linearization of the engagement kinematics and interceptors’ small heading angle assumptions.

- We validate our design over a dual-controlled interceptor dynamic model [5] to show the superior performance of the proposed scheme.

The remainder of this paper is organized as follows. After introduction in Section 1, necessary background and problem formulation are presented in Section 2. Derivations of the cooperative guidance commands are presented in Sections 3 and 4 while simulations are shown in Section 5. Finally, Section 6 concludes the paper and discusses some outlook towards future investigations.

2 Background and Problem Formulation

We now provide a brief background of the elements necessary for the design of proposed cooperative guidance commands.

2.1 Kinematics of Interceptor-target Cooperative Engagement

We consider a planar cooperative engagement scenario shown in Figure 1 where multiple interceptors aim to simultaneously capture a single target capable of executing various kinds of motions. The speed of the \(i^{th}\) interceptor, \(\forall i = 1, 2, \ldots, n\), is denoted by \(v_i\) while that of the target is \(v_T\), such that \(v_i > v_T\ \forall i\). For \(i^{th}\) interceptor, the relative separation and the line-of-sight (LOS) angle with respect to the target are denoted by \(r_i\) and \(\theta_i\), respectively. The \(i^{th}\) interceptor has a heading angle, \(\gamma_i\), whereas its look angle is \(\delta_i\). In the interest of our analysis, we assume that the speeds of the vehicles remain invariant throughout the engagement, \(\delta_i \in (-\pi/2, \pi/2)\), and that each vehicle can alter its orientation using lateral acceleration applied perpendicular to its velocity. This essentially implies that \(a_i\) is steering control for the \(i^{th}\) interceptor while that of the target is \(a_T\). The kinematics of cooperative engagement is

![Figure 1: Engagement geometry for cooperative target pursuit.](image)
governed by the equations,

\[ v_r = \dot{r} = v_T \cos(\gamma_T - \theta_i) - v_i \cos \delta_i, \quad (1a) \]
\[ v_\theta = \dot{\theta} = v_T \sin(\gamma_T - \theta_i) - v_i \sin \delta_i, \quad (1b) \]
\[ \dot{\gamma}_i = \frac{a_i}{v_i}, \quad \dot{\gamma}_T = \frac{a_T}{v_T}, \quad (1c) \]
\[ \delta_i = \gamma_i - \theta_i, \quad (1d) \]

where \( v_r \) and \( v_\theta \) represent the relative velocity components along and perpendicular to the corresponding LOS, respectively, such that

\[ \dot{v}_r = \frac{v^2_{\theta_i}}{r_i} + a_i \sin \delta_i - a_T \sin (\gamma_T - \theta_i), \quad (2) \]
\[ \dot{v}_\theta = -\frac{v_r v_\theta}{r_i} - a_i \cos \delta_i + a_T \cos (\gamma_T - \theta_i). \quad (3) \]

### 2.2 Graph Theory for Cooperative Guidance

The interaction among multiple cooperating interceptors can be conveniently modeled via graphs. A graph is an ordered pair \( G = (V, E) \) consisting of a finite vertex set \( V = \{1, 2, \ldots, n\} \) representing \( n \) interceptors, and an edge set \( E \subset \{i,j\}|i,j \in V \text{ and } i \neq j\}, \) corresponding to the communication links among the interceptors. Cardinality of \( E \) is usually considered to be \( E \), unless otherwise specified. The neighborhood of a vertex \( i \) is the set of vertices adjacent to it, and is denoted by \( N_i \), that is, \( N_i = \{j \in V | (i, j) \in E\} \). For an undirected graph with the vertex set \( V \), we have the Laplacian matrix, \( L(G) \), with entries \( l_{ij} = -1 \) if \( (i, j) \in E, |N_i| \) if \( i = j \), and 0 otherwise. The eigenvalues of \( L(G) \), denoted by \( \lambda(L(G)) \), are non-negative and the null space of the Laplacian is spanned by \( 1_n \), i.e., the vector of all ones. The Laplacian matrix can also be represented in terms of the graph incidence matrix, \( F(G) \), such that \( L(G) = F(G)F^\top(G) \).

**Lemma 1.** \[43\] The smallest non-zero eigenvalue of \( L(G) \) (denoted by \( \lambda_2(L(G)) \)) and referred to as the algebraic connectivity of the graph, \( G \) satisfies \( x^\top L(G)x \geq \lambda_2(L(G))\|x\|_2^2 > 0 \) for some \( x \in \mathbb{R}^n \).

**Definition 1.** A switched dynamic network is an ordered pair \( G_{\sigma(t)} = (G, \sigma(t)) \) such that \( G = \{G_1, G_2, \ldots, G_p\} \) is a collection of graphs having the same vertex set and \( \sigma(t) : [t_0, \infty) \to [1, 2, \ldots, p] \) is a piecewise continuous switching signal that determines the interceptors’ communication topology at each instant of time.

### 2.3 Notions of Predefined-time Stability

Consider a system whose dynamics is given by

\[ \dot{z} = -\frac{1}{T_s} f(z), \quad \forall t \geq t_0, \quad f(0) = 0, \quad z(t_0) = z_0, \quad (4) \]
where $z \in \mathbb{R}^n$ is the state variable, $T_s > 0$ is a parameter and $f : \mathbb{R}^n \to \mathbb{R}^n$ is nonlinear and continuous on $z$ everywhere, except at the origin.

**Assumption 1.** Let $\psi(\ell) = \phi(|\ell|)^{-1}\text{sign}(\ell)$ such that $\ell \in \mathbb{R}$ and the function $\phi : \mathbb{R}_+ \to \mathbb{R} \setminus \{0\}$ satisfies $\phi(0) = \infty$, $\phi(\ell) < \infty \forall \ell \in \mathbb{R}_+ \setminus \{0\}$, and $\int_0^{\infty} \phi(\ell)d\ell = 1$.

**Lemma 2.** [44] If there exists a continuous positive definite radially unbounded function, $\mathcal{V} : \mathbb{R}^n \to \mathbb{R}$, whose time derivative along the trajectories of (4) satisfies $\dot{\mathcal{V}}(z) \leq -\frac{1}{T_s} \psi(\mathcal{V}(z))$ for all $z \in \mathbb{R}^n \setminus \{0\}$, and $\psi(z)$ satisfies **Assumption 1**, then the system (4) is fixed-time stable with a predefined upper bound on the settling time, $T_s$.

**Lemma 3.** [44] A predefined-time consensus function $\Omega : \mathbb{R} \to \mathbb{R}$ is a monotonically increasing function, if there exists a function $\hat{\Omega} : \mathbb{R}_+ \to \mathbb{R}_+$, a non-increasing function $\beta : \mathbb{N} \to \mathbb{R}_+$, and a parameter $d \geq 1$, such that for all $z = (z_1, z_2, \ldots, z_n)^T$, $z_i \in \mathbb{R}_+$, the inequality

$$
\hat{\Omega}(\beta(n)\|z\|) \leq \beta(n)^d \sum_{i=1}^{n} \Omega(z_i)
$$

holds, and $\psi(\ell) = t^{-\hat{\Omega}(\ell)}$ satisfies **Assumption 1**.

**Lemma 4.** [45] For a continuous positive definite radially unbounded function, $\mathcal{V} : \mathbb{R}^n \to \mathbb{R}$, such that $\mathcal{V}(0) = 0$ and $\mathcal{V}(z) > 0$ for all $z \in \mathbb{R}^n \setminus \{0\}$, if the relation

$$
\mathcal{V}'(z) \leq -\frac{\Gamma\left(\frac{1-km}{n-m}\right)\Gamma\left(\frac{k-1}{n-m}\right)}{T_s \mathcal{M}_{k}^\gamma \Gamma(k) (n-m)^{1+k}} \left[\mathcal{M}\mathcal{V}(z)^m + \mathcal{N}\mathcal{V}(z)^n\right]^k,
$$

where $\Gamma(\cdot)$ is the gamma function such that $\Gamma(\ell) = \int_0^{\ell} e^{-t}t^{\ell-1}dt$, holds for some $\mathcal{M}, \mathcal{N}, m, n, k > 0$ satisfying the constraints $km < 1$ and $kn > 1$, then the origin of the system $\dot{z} = f(z)$, is predefined-time stable with a predefined-time, $T_s$.

### 2.4 Other Useful Results

**Lemma 5.** [46] For some $z = [z_1, z_2, \ldots, z_n]^T \in \mathbb{R}^n$ and $p \in \mathbb{N}$, the following relation holds:

$$
\|z\|_p = \left(\sum_{i=1}^{n} |z_i|^p\right)^{1/p},
$$

such that $\|z\|_s \leq \|z\|_r$ for any $s \geq t$.

**Lemma 6.** [45] Let $s = (s_1, s_2, \ldots, s_n) \in \mathbb{R}_+$ be a sequence of positive numbers. For some $\mathcal{M}, \mathcal{N}, m, n, k > 0$ satisfying the constraints $km < 1$ and $kn > 1$, the following relations holds:

$$
\left(\frac{1}{n} \sum_{i=1}^{n} s_i\right)\left[\mathcal{M}\left(\frac{1}{n} \sum_{i=1}^{n} s_i\right)^m + \mathcal{N}\left(\frac{1}{n} \sum_{i=1}^{n} s_i\right)^n\right]^k \leq \frac{1}{n} \sum_{i=1}^{n} s_i \left(\mathcal{M}s_i^m + \mathcal{N}s_i^n\right)^k.
$$
In what follows, we assume that interceptors communicate over an undirected graph. Unlike the leader-follower cooperative guidance \cite{21,35,40,41}, residency of the mission over a single interceptor is eliminated since there is no leader in the swarm. We also assume that $\sigma(t)$ is generated exogenously and there is a finite number of switching in a finite time interval, i.e., Zeno phenomenon is excluded. Note that at any instant of time during engagement, the time remaining till capture (also known as time-to-go) is crucial to the cooperative guidance design. One may, then, speculate that if each interceptor’s time-to-go value becomes same and decreases at the same rate, a simultaneous interception shall occur. We now present the main problem addressed in this paper.

**Problem 1.** Ensure that the swarm of interceptors simultaneously capture a target capable of executing various kinds of motions, i.e., the target may either maneuver, or move with a constant speed, or may not move at all.

It is further desirable that the time at which interceptors’ agree upon a common time-to-go value can be easily preassigned during the guidance design. Consideration of interceptors’ switching topologies, the target’s motion and strict control over engagement duration make the problem addressed in this paper challenging and interesting at the same time. Note that we have considered the kinematic relations, (1), intact in nonlinear form and we shall design the necessary cooperative guidance commands without any approximations. This shall allow the proposed design to maintain its efficacy over a larger operating region. In other words, errors associated with linear approximations are absent in the proposed design.

### 3 Cooperative Salvo when Interceptors Communicate over a Fixed Network

In a fixed network, the communication topology of the interceptors remains same throughout the engagement. That is, if interceptors $i$ and $j$ are neighbors at the beginning of the engagement, they will continue to remain so throughout the course of cooperative engagement. We now design cooperative guidance commands for a swarm of interceptors against various target motions.

#### 3.1 Simultaneous Interception of a Mobile Adversary

Target’s motion adds further challenges to the design process. Here, we use deviated pursuit guidance as our baseline cooperative guidance command, primarily because it was developed to intercept a mobile adversary \cite{47} and has shown satisfactory performance in a time-constrained scenario \cite{48}. For a mobile target, the time-to-go for $i^{th}$ interceptor guided by deviated pursuit, with a fixed look angle, $\delta_i$, is

$$t_{goi} = \frac{r_i \sec \delta_i}{v_i^2 - v_T^2} \left[ v_i + v_T \cos (\gamma_T - \theta_i + \delta_i) \right].$$  (9)
It is worth noting from (9) that $t_{goi} = 0 \iff r_i = 0$ regardless of the target’s maneuver since $v_i > v_T$ and neither $\sec \delta_i$ nor $v_i + v_T \cos (\gamma_T - \theta_i + \delta_i)$ is zero. This leads to a speculation that an agreement in $t_{goi}$ followed by its nullification is sufficient to ensure a simultaneous target capture even if the target maneuvers. For $i^{th}$ interceptor, we define the error, $\xi_i$, in the common time of interception, $T_f$, as

$$\xi_i = t_{goi} - (T_f - t),$$

(10)

where $T_f$ is not commanded to any interceptor in advance but the interceptors implicitly agree upon a common value as the engagement proceeds.

Observe that the time differentiation of the expression in (10) yields

$$\dot{\xi}_i = \frac{r_i^2 \vartheta_i^2 \sec^2 \delta_i}{v_i^2 - v_T^2} - \frac{r_i^2 \vartheta_i \sec^2 \delta_i}{v_i(v_i^2 - v_T^2)} a_i - \frac{r_i \sin (\delta_i + \gamma_T - \theta_i)}{(v_i^2 - v_T^2) \cos \delta_i} \alpha_T$$

(11)

evidencing that the relative degree of $\xi_i$ is one with respect to $a_i$. Further, the information of the target’s maneuver is also needed to synthesize the cooperative guidance command, making the design a challenging one.

In practice the upper bound on the target’s maneuver can be known, and hence it facilitates us to use a nonlinear disturbance observer [49] to estimate $\alpha_T$ in a reasonable manner by augmenting the baseline controller with an active disturbance-attenuation compensation. Consider the error, $\Xi_i$, in estimation of the target’s maneuver as,

$$\Xi_i = a_T - \hat{a}_{Ti}; |\Xi_i| \leq \arg \min_i \Xi_{i_{\max}}, |\Xi_i| \leq \arg \min_i \Xi_{i_{\max}},$$

(12)

with $\hat{a}_{Ti}$ being the estimate of the target’s maneuver as observed by the $i^{th}$ interceptor. Using (3), we can express the nonlinear disturbance observer dynamics employed by the $i^{th}$ interceptor to estimate $\alpha_T$ as

$$\dot{w}_0 = - \frac{2r_i \vartheta_i}{r_i} - \frac{\cos \delta_i}{r_i} \alpha_i + \frac{\cos (\gamma_T - \theta_i)}{r_i} a_0,$$

$$\dot{w}_0 = - \mathcal{G}_2 w_i^\frac{1}{2} |w_0 - \hat{\theta}_i|^\frac{1}{2} \text{sign}(w_0 - \hat{\theta}_i) - \mathcal{H}_2 (w_0 - \hat{\theta}_i) + w_1,$$

$$\dot{w}_1 = u_1 = - \mathcal{G}_1 F_i w_i - w_0 |^\frac{1}{2} \text{sign}(w_1 - w_0) - \mathcal{H}_1 (w_1 - w_0) + w_2,$$

$$\dot{w}_2 = - \mathcal{G}_0 F_i \text{sign}(w_2 - w_1) - \mathcal{H}_0 (w_2 - w_1),$$

where $|\hat{a}_T| \leq \arg \min_i F_i, \mathcal{G}_2 > \mathcal{G}_1 > \mathcal{G}_0 > 0$ and $\mathcal{H}_2 > \mathcal{H}_1 > \mathcal{H}_0 > 0$, while $w_1$ yields an estimate of the target’s maneuver, $\hat{a}_{Ti}$, that is used by the $i^{th}$ interceptor in its own cooperative guidance command. Notice that as $\Xi_i \to 0$, interceptors agree upon a common value of $a_T$ in a finite-time. Put differently, the target’s maneuver is estimated in a finite-time using the above nonlinear disturbance observer. We are now equipped to present the cooperative guidance command for the $i^{th}$ interceptor that ensures simultaneous target capture.

**Theorem 1.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go ex-
expression, (9), and the error in the time of simultaneous interception, as given in (10). The cooperative guidance
command for the \(i\)th interceptor,

\[
a_i = v_i \dot{\theta}_i + \frac{n^2 - d v_i (v_i^2 - v_T^2) \cos \delta_i}{\lambda_2(\mathcal{L}(\mathcal{G})) T_s \sin r_i \dot{\theta}_i} \left[ \sum_{j \in \mathcal{N}_i(\mathcal{G})} (\xi_j - \xi_i) \right]^{-1} \exp \left( \sum_{j \in \mathcal{N}_i(\mathcal{G})} (\xi_j - \xi_i) \right) \sum_{j \in \mathcal{N}_i(\mathcal{G})} (\xi_j - \xi_i)^{2-c} + \epsilon \]

\[
= - \frac{v_i \sin (\delta_i + \gamma_T - \theta_i)}{r_i \dot{\theta}_i \sec \delta_i} \hat{a}_T, \quad c \in (0, 1],
\]

with

\[
\epsilon > \arg \max_i \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi_{i_{\text{max}}}, \right).
\]

where \(d \geq 1\), \(\mathcal{G}\) is a connected (fixed) graph and \(\lambda_2(\mathcal{L}(\mathcal{G}))\) is its associated algebraic connectivity, ensures that the \(i\)th interceptor converges to the deviated pursuit course within a predefined time, \(T_s\), specified prior to homing. This essentially means that the interceptors’ time-to-go values achieve an agreement within a predefined-time, \(T_s\), eventually leading to a simultaneous interception of the maneuvering target.

Proof. First, observe that

\[
\sum_{j \in \mathcal{N}_i(\mathcal{G})} (\xi_j - \xi_i) = \sum_{j \in \mathcal{N}_i(\mathcal{G})} (t_{g_j} - t_{g_i}),
\]

since \(T_f\) is a constant, and that the cooperative guidance command, (13), can be expressed as

\[
a_i = v_i \dot{\theta}_i - \frac{v_i (v_i^2 - v_T^2) \cos \delta_i}{r_i \dot{\theta}_i} \mathcal{U}_i - \frac{v_i \sin (\delta_i + \gamma_T - \theta_i)}{r_i \dot{\theta}_i \sec \delta_i} \hat{a}_T,
\]

where

\[
\mathcal{U}_i = - \mathcal{K}_i \xi_i^{-1} \Omega(|\xi_i|) - \epsilon\]

(17)

with \(\mathcal{K}_i > 0\), \(\epsilon\) as given in (14), and

\[
\xi_i = \sum_{j \in \mathcal{N}_i(\mathcal{G})} (\xi_j - \xi_i).
\]

In (17), the function,

\[
\Omega(|\xi_i|) = \frac{1}{c} \exp(|\xi_i|^c)|\xi_i|^{2-c}
\]

(19)
is a predefined-time consensus function with \(\beta(n) = \frac{1}{n}, \hat{\Omega}(\ell) = \Omega(\ell)\) and \(d \geq 1\) (refer Lemma 3). In vector form,

\[
\mathcal{U} = [\mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_n]^T.
\]

Let us define \(\xi = [\xi_1, \xi_2, \ldots, \xi_n]^T\) and the agreement subspace as \(\mathcal{E}(\xi) = \{\xi : \xi_1 = \xi_2 = \cdots = \xi_n\}\). We now consider a radially unbounded Lyapunov function candidate,

\[
\mathcal{V}(\xi) = \sqrt{\lambda_2(\mathcal{L}(\mathcal{G}))} \beta(n) \sqrt{\xi^\top \mathcal{L}(\mathcal{G}) \xi}.
\]

(20)
For brevity, we drop the arguments of the variables when it is clear from the context. Note that \( \mathcal{V}_i(0) = 0 \) if and only if \( \xi \in \mathcal{C}(\xi) \).

Substituting (16) in (11), one obtains

\[
\dot{\xi}_i = \mathcal{Y}_i - \frac{r_i \sin (\delta_i + \gamma_T - \theta_i)}{(v_i^2 - v_T^2)} \cos \delta_i \left(a_{T_i} - \dot{a}_{T_i}\right). \tag{21}
\]

On differentiating \( \mathcal{Y}_i \) with respect to time, one may obtain

\[
\dot{\mathcal{Y}}_i = \frac{\sqrt{\lambda_2(L)\beta(n)}}{\sqrt{\dot{\xi}^T L \dot{\xi}}} \dot{\xi}^T L \dot{\xi} = \frac{\sqrt{\lambda_2(L)\beta(n)}}{\sqrt{\dot{\xi}^T L \dot{\xi}}} \dot{\xi}^T L \left[ \mathcal{Y} - \frac{r \sin (\delta + \gamma T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \right], \tag{22}
\]

where

\[
\frac{r \sin (\delta + \gamma T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \Xi = \begin{bmatrix}
\frac{r_1 \sin (\delta_1 + \gamma_T - \theta_1)}{(v_1^2 - v_T^2) \cos \delta_1} \\
\frac{r_2 \sin (\delta_2 + \gamma_T - \theta_2)}{(v_2^2 - v_T^2) \cos \delta_2} \\
\vdots \\
\frac{r_n \sin (\delta_n + \gamma_T - \theta_n)}{(v_n^2 - v_T^2) \cos \delta_n}
\end{bmatrix}. \tag{23}
\]

Therefore,

\[
\dot{\mathcal{Y}}_i = - \lambda_2(L)\beta(n)2^{-d} \mathcal{Y}_i^{-1} \sum_{i=1}^n \beta(n)d \frac{\partial \mathcal{Y}_i}{\partial \xi_i} \exp(|\xi_i|)|\xi_i|^{2-c} \\
- \lambda_2(L)\beta(n)2^{-d} \mathcal{Y}_i^{-1} \left[ \varepsilon \sum_{i=1}^n \xi_i + \frac{\varepsilon^T \Xi r \sin (\delta + \gamma T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \right] \\
= - \lambda_2(L)\beta(n)2^{-d} \mathcal{Y}_i^{-1} \sum_{i=1}^n \beta(n)d \mathcal{B}_i \Omega(|\xi_i|) \\
- \sqrt{\lambda_2(L)\beta(n)} \left[ \frac{\varepsilon}{\sqrt{\dot{\xi}^T L \dot{\xi}}} \sum_{i=1}^n \xi_i + \frac{\varepsilon^T \Xi r \sin (\delta + \gamma T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \right]. \tag{24}
\]

It transpires from Lemma 5 that \( ||\xi||_1 = \sum_{i=1}^n ||\xi_i||, ||\xi||_2 = \sqrt{\xi^T L \xi}, \) and \( ||\xi||_1 \geq ||\xi||_2 \). Further, it readily follows from the results in Lemma 1 that \( \xi^T L \xi \geq \lambda_2(L)\xi^T L \xi \). Knowing that \( \Omega(|\xi_i|) \) is a predefined-time consensus function and letting \( \mathcal{B} = \arg \min_i \mathcal{B}_i \), the results in Lemma 3 and the above observations lead us to simplify (24) as

\[
\dot{\mathcal{Y}}_i \leq - \lambda_2(L)\beta(n)2^{-d} \mathcal{Y}_i^{-1} \mathcal{B} \sum_{i=1}^n \beta(n)d \mathcal{B}_i \Omega(|\xi_i|) - \beta(n)\lambda_2^3 (L) \left[ \frac{||\xi||_1}{||\xi||_2} \epsilon - \frac{\varepsilon^T}{||\xi||_2} \left( r \sin (\delta + \gamma T 1_n - \theta) \right) \right] \\
\leq - \lambda_2(L)\beta(n)2^{-d} \mathcal{Y}_i^{-1} \mathcal{B} \Omega(\beta(n)||\xi||_2) - \beta(n)\lambda_2^3 (L) \left[ \epsilon - \arg \max_i \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi \right) \right] \\
\leq - \lambda_2(L)\beta(n)2^{-d} \mathcal{Y}_i^{-1} \mathcal{B} \Omega(\beta(n)\sqrt{\dot{\xi}^T L \xi}) - \beta(n)\lambda_2^3 (L) \left[ \epsilon - \arg \max_i \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi \right) \right].
\]
\[ \begin{align*}
&\leq -\lambda_2(L)\beta(n)^{2-d}
\forall_{i}^{-1}B\Omega \left( \beta(n)\sqrt{\lambda_2(L)}\sqrt{\xi^T L \xi} \right) \\
&- \beta(n) \lambda_2^3(L) \left[ \epsilon - \arg \max \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi_{i_{\max}} \right) \right]. 
\end{align*} \] (25)

Using the results in Lemma 3 in the above expression, we can further simplify \( \forall_{i} \) as

\[ \begin{align*}
\forall_{i} &\leq -\lambda_2(L)\beta(n)^{2-d}
\forall_{i}^{-1}B\Omega \left( \beta(n)\beta(n)^{-1}\forall_{i} \right) - \beta(n) \lambda_2^3(L) \left[ \epsilon - \arg \max \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi_{i_{\max}} \right) \right] \\
&\leq -\lambda_2(L)\beta(n)^{2-d}
\forall_{i}^{-1}B\Omega \left( \forall_{i} \right) - \beta(n) \lambda_2^3(L) \left[ \epsilon - \arg \max \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi_{i_{\max}} \right) \right] \\
&\leq -\lambda_2(L)\beta(n)^{2-d}\forall \psi \left( \forall_{i} \right) - \beta(n) \lambda_2^3(L) \left[ \epsilon - \arg \max \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi_{i_{\max}} \right) \right] \\
&\leq -\forall L_2(L)\beta(n)^{2-d}\forall \psi \left( \forall_{i} \right) - \beta(n) \lambda_2^3(L) \left[ \epsilon - \arg \max \left( \frac{r_i}{v_i^2 - v_T^2} \arg \min \Xi_{i_{\max}} \right) \right]. 
\end{align*} \] (26)

If we let \( B = \frac{1}{\lambda_2(L)\beta(n)^{2-d}T_s} \), \( \beta(n) = \frac{1}{n} \), and \( \epsilon \) satisfies (14), then (26) can be written as

\[ \forall_{i} \leq -\frac{1}{T_s} \psi \left( \forall_{i} \right), \] (27)

and \( a_i \) can be expressed in the form given by (13). Hence, we infer according to Lemma 2 that an agreement in \( \xi_i \) and hence in \( t_{go} \) is achieved in a predefined-time, \( T_s \), specified directly in the cooperative guidance command during design. This concludes the proof. \( \square \)

It is worth observing from Theorem 1 that \( a_i \) requires the knowledge of \( \lambda_2(L) \), whose lower bound can be computed using well-known algorithms (for example, see [50]).

If the target moves with a constant speed, that is, \( a_T = 0 \), then the cooperative guidance command to intercept such target can be deduced from Theorem 1, as discussed next.

**Corollary 1.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go expression, (9), and the error in the time of simultaneous interception, as given in (10). The cooperative guidance command for the \( i^{th} \) interceptor,

\[ \begin{align*}
a_i &= v_i \hat{b}_i + \frac{r_i^2 - v_i^2}{\lambda_2(L(G))T_s} \sum_{j \in N_i(G)} \left( \xi_j - \xi_i \right) \left| \sum_{j \in N_i(G)} \left( \xi_j - \xi_i \right) \right|^{\epsilon} \sum_{j \in N_i(G)} \left( \xi_j - \xi_i \right) \right|^{2-\epsilon}, 
\end{align*} \] (28)

where \( \epsilon \in (0, 1] \), \( d \geq 1 \), \( G \) is a connected (fixed) graph and \( \lambda_2(L(G)) \) is its associated algebraic connectivity, ensures that the \( i^{th} \) interceptor converges to the deviated pursuit course within a predefined time, \( T_s \), specified prior to homing. This essentially means that the interceptors' time-to-go values achieve an agreement within a predefined-time, \( T_s \), eventually leading to a simultaneous interception of the constant speed target.
Proof. We omit the detailed proof of Corollary 1 since the proof follows exactly same as that in Theorem 1 by letting \( a_T = 0 \) or \( \Xi_i = 0 \) as the target does not maneuver. \( \square \)

In Theorem 1 and Corollary 1, \( a_i \) is composed of a nominal deviated pursuit term, \( v_i\dot{\theta}_i \), needed to maintain the interceptors on the deviated pursuit course. The additional terms are responsible for consensus in interceptors’ time-to-go, and compensate for the target’s maneuver (for a maneuvering target). As the nonlinear disturbance observer yields an estimate of the target’s maneuver that resembles the actual value of the same within a finite-time, the term compensating for target’s maneuver vanishes. The terms responsible for consensus in interceptors’ time-to-go also become zero within a predefined-time, eventually making \( a_i \equiv v_i\dot{\theta}_i \) in the endgame, which is nothing but the deviated pursuit guidance command for the \( i^{th} \) interceptor.

It is also interesting to note that for a constant speed target, the expression for the dynamics of the look angle for the \( i^{th} \) interceptor,

\[
\dot{\delta}_i = -\frac{v_i(v_i^2 - v_T^2)\cos^2 \delta_i}{r_T^2\dot{\theta}_i} \mathcal{U}_i, \tag{29}
\]

becomes zero when consensus in interceptors’ time-to-go is achieved. That is, \( \mathcal{U}_i = 0 \iff \dot{\delta}_i = 0 \iff \delta_i = \text{constant}, \) implying that the swarm of interceptors simultaneously capture the constant speed target with a fixed look angle.

While the commands proposed above are good against a mobile adversary, intercepting a stationary target using the deviated pursuit scheme may lead to increasingly large value of \( \theta_i \) near interception [47]. Consequently, this will place a huge demand on the interceptors’ lateral acceleration requirement. To design cooperative guidance commands against a stationary target, we seek a technique capable of ensuring target interception without burdening the lateral acceleration demand.

### 3.2 Simultaneous Interception of a Stationary Adversary

Designing efficient cooperative guidance laws for simultaneous target interception requires accurate control over engagement duration regardless of the target’s motion. That said, the time-to-go for the cooperative engagement is crucial to the design process. For a stationary target, \( v_T = 0 \), reducing the relative velocity components in the cooperative target engagement, (1), to \( \dot{r}_i = -v_i \cos \delta_i \) and \( r_i \dot{\theta}_i = -v_i \sin \delta_i \). Without assuming interceptors’ small heading angle errors, the time-to-go for the \( i^{th} \) interceptor against a stationary target [21] is given by

\[
t_{goi} = \frac{r_i}{v_i} \left( 1 + \frac{\sin^2 \delta_i}{4N_i - 2} \right), \quad N_i \geq 3, \tag{30}
\]

such that \( t_{goi} = 0 \iff r_i = 0 \). This inference ultimately leads to the same speculation that an agreement in \( t_{goi} \) along with making \( t_{goi} \to 0 \) eventually will guarantee a simultaneous interception. Therefore, we consider the same error variable, \( \xi_i \), as that in (10) to proceed in this case also.
Observe that using (10), and differentiating the expression in (30) with respect to time yields

$$
\dot{\xi}_i = 1 - \cos \delta_i \left( 1 - \frac{\sin^2 \delta_i}{4N_i - 2} \right) + \left( \frac{r_i \sin 2\delta_i}{v_i^2 (4N_i - 2)} \right) a_i,
$$

(equation 31)

evidencing that the relative degree of $\xi_i$ is one with respect to $a_i$. These inferences are similar to those in the case of a mobile target interception. Hence, we proceed in a similar manner as discussed previously. We present the cooperative guidance command, $a_i$, for the $i^{th}$ interceptor in the following theorem without detailed proof since the essence of Theorem 1 also remains valid in this case.

**Theorem 2.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go expression, (30), and the error in the time of simultaneous interception, as given in (10). The cooperative guidance command for the $i^{th}$ interceptor,

$$
a_i = \frac{v_i^2 (4N_i - 2)}{r_i \sin 2\delta_i} \left[ -\frac{n^{2-d}}{\lambda_2(\mathcal{L}(\mathcal{G}))} \sum_{j \in \mathcal{N}(\mathcal{G})} (\xi_j - \xi_i)^{-1} \exp \left\{ \sum_{j \in \mathcal{N}(\mathcal{G})} (\xi_j - \xi_i)^c \right\} \sum_{j \in \mathcal{N}(\mathcal{G})} (\xi_j - \xi_i)^{2-c} \right] - 1 + \cos \delta_i \left( 1 - \frac{\sin^2 \delta_i}{4N_i - 2} \right); \quad \forall \in (0, 1],
$$

(equation 32)

where $d \geq 1$, $\mathcal{G}$ is a connected fixed undirected graph and $\lambda_2(\mathcal{L}(\mathcal{G}))$ is its associated algebraic connectivity, ensures that the time-to-go of the $i^{th}$ interceptor achieves consensus with that of its neighbors within a predefined time, $T_s$, specified prior to homing. This eventually leads to a simultaneous interception of the stationary target.

**Proof.** Expressing (32) as

$$
a_i = \frac{v_i^2 (4N_i - 2)}{r_i \sin 2\delta_i} \left[ \mathcal{U}_i - 1 + \cos \delta_i \left( 1 - \frac{\sin^2 \delta_i}{4N_i - 2} \right) \right],
$$

(equation 33)

where $\mathcal{U}_i$ is defined in Theorem 1, and substituting (33) in (31), one obtains $\dot{\xi}_i = \mathcal{U}_i$. Then, we can proceed in the same manner as done in the proof of Theorem 1 by considering the same Lyapunov function, (20), and thereafter ignoring the term containing the target’s maneuver.

It is interesting to note that on $\mathcal{C}(\xi)$, the look angle for the $i^{th}$ interceptor decreases monotonically to zero after consensus in interceptors’ time-to-go, and

$$
\frac{r_i(0)}{\mathcal{C}(\xi)} = \frac{r_i(0)}{\left( \cos \delta_i(0) + \sin \delta_i(0) - 4N_i + 2 \right)^{2N_i-1}(4N_i-2)^2} \left( \frac{2 \cos \delta_i(0) + 1 - \sqrt{16N_i - 7}}{2 \cos \delta_i(0) + 1 + \sqrt{16N_i - 7}} \right)^{\frac{2N_i-1}{4(2N_i-3)(\sqrt{16N_i-7})}} \times \left( \cos \delta^2 + \cos \delta_i - K \right)^{\frac{2N_i-1}{4(2N_i-3)(\sqrt{16N_i-7})}}.
$$

(equation 34)

This can be readily verified from (32) as $\delta_i \dot{\delta}_i < 0$ for all $\delta_i \in (-\pi/2, \pi/2)$ on $\mathcal{C}(\xi)$ and $\dot{\delta}_i = 0$ only at $r_i = 0$, as evident from (34).
4 Cooperative Salvo when Interceptors Communicate over Switching Networks

Having designed the cooperative guidance commands when interceptors communicate over a fixed network, we now turn our attention to extend the proposed scheme when the interceptors’ communication topology changes. Usually, sensing and communication limitations may lead to changes in the interceptors’ communication topology. Guaranteeing a simultaneous target interception even when the interaction topology changes is much more challenging.

To this aim, we now extend the proposed scheme to the case when interceptors communicate over switching networks. We begin by showing that the commands proposed in the previous section can guarantee only fixed-time consensus in time-to-go in case of switching topologies. Since the Lyapunov function candidate used in Theorems 1 and 2 is composed of the Laplacian of a fixed network, additional (non-smooth Lyapunov) analysis is needed to show that the same inferences extend to the case when interceptors communicate over switching networks. This is discussed next.

**Theorem 3.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go expression, (9), and the error in the time of simultaneous interception, as given in (10). If the interceptors communicate over a switched dynamic network, $G_{\sigma(t)}$, the cooperative guidance command for the $i^{th}$ interceptor,

$$a_i = v_i \dot{\theta}_i + \frac{B_i v_i \left( v_i^2 - v_T^2 \right) \cos^2 \delta_i}{e \gamma_i^2 \dot{\theta}_i} \left( \sum_{j \in N_i(G_{\sigma(t)})} (\xi_j - \xi_i)^{-1} \exp \left( \sum_{j \in N_i(G_{\sigma(t)})} (\xi_j - \xi_i)^{c} \right) \right)$$

$$\times \left( \sum_{j \in N_i(G_{\sigma(t)})} (\xi_j - \xi_i)^{2-c} + \epsilon \right) - \frac{v_i \sin(\delta_i + \gamma_T - \theta_i)}{r_i \dot{\theta}_i \sec \delta_i} \dot{a}_T; \quad B_i > 0,$$

(35)

where $\epsilon$ satisfies (14), ensures that the $i^{th}$ interceptor converges to the deviated pursuit course within a fixed-time,

$$T_c \leq \frac{1}{B_i \lambda_2 \beta(n)^2 - \delta_i}.$$

(36)

This essentially means that the interceptors’ time-to-go values achieve an agreement within a fixed-time, (36), eventually leading to a simultaneous interception of the maneuvering target.

**Proof.** Similar to (16), we can write the command, (35), as

$$a_i = v_i \dot{\theta}_i - \frac{v_i \left( v_i^2 - v_T^2 \right) \cos^2 \delta_i}{r_i^2 \dot{\theta}_i} \gamma_i - \frac{v_i \sin(\delta_i + \gamma_T - \theta_i)}{r_i \dot{\theta}_i \sec \delta_i} \dot{a}_T.$$

(37)
where
\[
\mathcal{U}_i = -\mathcal{B}_i \xi_i^{-1} \Omega(|\xi_i|) - \epsilon
\]
\[
= -\mathcal{B}_i \xi_i^{-1} \sum_{j \in N_i(\mathcal{G}_{\sigma(t)})} (\xi_j - \xi_i) \exp \left( \sum_{j \in N_i(\mathcal{G}_{\sigma(t)})} (\xi_j - \xi_i)^c \right) \sum_{j \in N_i(\mathcal{G}_{\sigma(t)})} (\xi_j - \xi_i)^{2-c} - \epsilon. \tag{38}
\]

We recall (21) from the proof of Theorem 1 to express
\[
\dot{\xi}_i = \mathcal{U}_i - \frac{v_i \sin(\delta_i + \gamma_T - \delta_j)}{r_i \delta_i \sec \delta_i} (a_T - \hat{a}_T). \tag{39}
\]

Consider a Lipschitz continuous Lyapunov function candidate,
\[
\mathcal{V}_2(\xi) = \arg \max_i \xi_i - \arg \min_i \xi_i, \tag{40}
\]
such that \( \mathcal{V}_2 \) is positive definite and \( \mathcal{V}_2 = 0 \iff \xi \in \mathcal{C}(\xi) \).

Time differentiation of (40) allows us to write
\[
\dot{\mathcal{V}}_2 \leq \arg \max_i \dot{\xi}_i - \arg \min_i \dot{\xi}_i \tag{41}
\]
since \( \epsilon \) satisfies (14). Now suppose \( \mathcal{G}_k \) is the active topology over which interceptors are communicating. Without loss of generality, we assume that \( \xi_i = \arg \max_i \xi_i \) while \( \xi_j = \arg \min_i \xi_i \). Hence, one may express (41) as
\[
\dot{\mathcal{V}}_2 \leq -\mathcal{B}_i \xi_i^{-1} \Omega(|\xi_i|) + \mathcal{B}_j \xi_j^{-1} \Omega(|\xi_j|). \tag{42}
\]
It is worth noting that \( \text{sign}(\xi_j) = -1 \) since for some \( k \in \mathcal{V}(\mathcal{G}_k) \), \( \xi_j \leq \xi_k \) whenever \( \xi_j \neq 0 \). Thus, \( \mathcal{B}_j \xi_j^{-1} \Omega(|\xi_j|) \leq 0 \).

Along similar lines, it is immediate that \( \mathcal{B}_i \xi_i^{-1} \Omega(|\xi_i|) \geq 0 \).

Consequently, \( \dot{\mathcal{V}}_2 \leq 0 \) in (42) such that \( \mathcal{V}_2 = 0 \) if and only if \( \xi \in \mathcal{C}(\xi) \). Thus, one may readily observe that consensus in time-to-go is achieved at least asymptotically, and this property holds for all \( \mathcal{G}_k \) \( k = 1, 2, \ldots, p \), under arbitrary switching due to \( \sigma(t) \), since graphs are connected and \( \mathcal{V}_2 \) is a common Lyapunov function corresponding to each topology in \( \mathcal{G}_{\sigma(t)} \).

However, we have shown in (26) in the proof of Theorem 1 that
\[
\mathcal{V}_1 \leq -\mathcal{B}_2(L) \beta(n)^2 - d \psi (\mathcal{V}_1) \tag{43}
\]
if the network is fixed and the graph is connected. It, thus, follows from (43) that \( \mathcal{V}_1 \to 0 \) within a time, \( T_c \), given by (36) in the current topology, \( \mathcal{G}_k \).

Notice that \( \mathcal{V}_1 \) and \( \mathcal{V}_2 \) are zero only on \( \mathcal{C}(\xi) \). Therefore, \( \mathcal{V}_2 \) must also become zero within the same time, \( T_c \),
given by (36) since in any given topology, \( \mathcal{V}_2 \) is always continuous and decreasing. This essentially implies that if the sum of the time intervals in which \( G_k \) remains active is greater than \( T_c \), then \( \mathcal{V}_2 \) is bound to go to zero within the lowest time, \( T_c \), under arbitrary switching.

Further, since \( T_c \) is independent of the initial engagement parameters, it is immediate that \( T_c \) is a fixed-time within which interceptors agree upon their time-to-go values in the case of switching topologies. This concludes the proof.

In the case of stationary target interception, we can modify Theorem 2 for interceptors’ switching topologies using the same arguments as used in Theorem 3. Thus, in the next theorem, we present the essence of Theorem 2 without proof when interceptors communicate over switching networks.

**Theorem 4.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go expression, (30), and the error in the time of simultaneous interception, as given in (10). If the interceptors communicate over a switched dynamic network, \( G_{\sigma(t)} \), the cooperative guidance command for the \( i^{th} \) interceptor,

\[
a_i = \frac{v_i^2 (4N_i - 2)}{r_i \sin 2\delta_i} \left[ -\frac{\mathcal{R}_i}{c} \sum_{j \in N_i(G_{\sigma(t)})} (\xi_j - \xi_i) \right]^{-1} \exp \left( \sum_{j \in N_i(G_{\sigma(t)})} (\xi_j - \xi_i) \right) \left( \sum_{j \in N_i(G_{\sigma(t)})} (\xi_j - \xi_i) \right)^{2-c} -1 + \cos \delta_i \left( 1 - \frac{\sin^2 \delta_i}{4N_i - 2} \right) ; \quad \mathcal{R}_i > 0, \quad c \in (0, 1],
\]

ensures that the time-to-go of the \( i^{th} \) interceptor achieves consensus with that of its neighbors within a fixed-time, \( T_c \), given in (36). This eventually leads to a simultaneous interception of the stationary target.

To ensure a predefined-time consensus in time-to-go for a simultaneous target interception irrespective of the interceptors’ interaction topology, we shall propose a different strategy in the coming subsections. Our motivation to do so is to prevent overestimation of the controller gains due to a conservative bound on \( T_c \) [45], make the design independent of the initial engagement parameters, and to allow a systematic, yet simple way to exercise control over the time of consensus in \( t_{go} \) directly via cooperative guidance commands.

### 4.1 Simultaneous Interception of a Mobile Adversary

Similar to the previous design, we shall use deviated pursuit guidance when the target is mobile. The main results for this part are now summarized in the following theorem and corollary.

**Theorem 5.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go expression, (9), and the error in the time of simultaneous interception, as given in (10). If the interceptors communicate
over a switched dynamic network, $\mathcal{G}_{\sigma(t)}$, the cooperative guidance command for the $i$th interceptor,

$$
a_i = v_i \dot{\theta}_i + \frac{\mathcal{P}_i v_i (v_i^2 - v_T^2) \cos^2 \delta_i}{v_i^2 \dot{\theta}_i} \sum_{j \in \mathcal{N}(\mathcal{G}_{\sigma(i)})} \left[ (\mathcal{M} |(\xi_j - \xi_i)|^m + \mathcal{N} |(\xi_j - \xi_i)|^n)^k + \mu \right] \text{sign} (\xi_j - \xi_i) $$

where

$$
\mathcal{P}_i = \frac{\Gamma \left( \frac{1}{k} \right) \Gamma \left( \frac{k n - 1}{n - m} \right) \left( \mathcal{M} \right)^{\frac{1}{k}} \left( \mathcal{N} \right)^{\frac{1}{n-m}} \left( \frac{E}{\delta_2} \right)}{T_s \mathcal{M}^k \Gamma(k) (n - m)}
$$

such that

$$
a_i = v_i \dot{\theta}_i - \frac{v_i (v_i^2 - v_T^2) \cos \delta_i}{v_i^2 \dot{\theta}_i} \mathcal{U}_i - \frac{v_i \sin (\delta_i + y_T - \theta_i)}{r_i \dot{\theta}_i \sec \delta_i} \dot{a}_T, \quad (45)
$$

where

$$
\mathcal{U}_i = -\mathcal{P}_i \sum_{j \in \mathcal{N}(\mathcal{G}_{\sigma(i)})} \left[ (\mathcal{M} |(\xi_j - \xi_i)|^m + \mathcal{N} |(\xi_j - \xi_i)|^n)^k + \mu \right] \text{sign} (\xi_j - \xi_i), \quad (49)
$$

then one can write in vector form,

$$
\dot{\xi} = \mathcal{U} - \frac{r \sin (\delta + y_T \mathbf{1}_n - \theta)}{(v^2 - v_T^2 \mathbf{1}_n) \cos \delta} \mathbf{E}. \quad (50)
$$

Letting $\sigma(t) = k$ for some $k \in [0, T_s]$, (50) can also be expressed in terms of incidence matrix as

$$
\dot{\xi} = \mathcal{F}(\mathcal{G}_k) \mathcal{Q}(\mathcal{F}^T(\mathcal{G}_k) \xi) - \frac{r \sin (\delta + y_T \mathbf{1}_n - \theta)}{(v^2 - v_T^2 \mathbf{1}_n) \cos \delta} \mathbf{E}, \quad (51)
$$

where, for convenience, we let $\mathbf{f} = \mathcal{F}(\mathcal{G}_k)^T \xi = [f_1, f_2, \ldots, f_E]^T$ such that

$$
\mathcal{Q}(\mathbf{f}) = \begin{pmatrix}
-\mathcal{P}_1 \left[ (\mathcal{M} |f_1|^m + \mathcal{N} |f_1|^n)^k + \mu \right] \text{sign}(f_1) \\
-\mathcal{P}_2 \left[ (\mathcal{M} |f_2|^m + \mathcal{N} |f_2|^n)^k + \mu \right] \text{sign}(f_2) \\
\vdots \\
-\mathcal{P}_E \left[ (\mathcal{M} |f_E|^m + \mathcal{N} |f_E|^n)^k + \mu \right] \text{sign}(f_E)
\end{pmatrix}. \quad (52)
$$
Consider a Lyapunov function candidate,

\[ \mathcal{V}_3(\xi) = \frac{\sqrt{T_2}}{E} \sqrt{\xi^T \xi} \]  

(53)

such that \( \mathcal{V}_3(0) \iff \xi \in \mathcal{C}(\xi) \). To prove that the command, (45), leads to simultaneous target interception by means of predefined-time consensus in interceptors’ time-to-go when their interaction topology switches, we need to show that (53) is a common Lyapunov function corresponding to each topology in \( \mathcal{G}_{\sigma(t)} \).

One may observe that time differentiation of (53) yields

\[ \mathcal{V}_3' = \frac{\sqrt{T_2}}{E} \xi^T \xi = \frac{\sqrt{T_2}}{E} \sqrt{\xi^T \xi} \left[ \mathcal{F}(\mathcal{G}_k) \mathcal{F}(\mathcal{G}_k) \xi - \frac{r \sin (\delta + \gamma_T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \right] \]

\[ = \frac{\sqrt{T_2}}{E} \left[ \mathcal{E}^T \mathcal{F}(\mathcal{G}_k) \mathcal{F}(\mathcal{G}_k) \xi - \mathcal{E}^T \left( \frac{r \sin (\delta + \gamma_T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \right) \right] \]

\[ = \frac{\sqrt{T_2}}{E} \left[ \mathcal{E}^T \mathcal{F}(\mathcal{G}_k) \mathcal{F}(\mathcal{G}_k) \xi - \mathcal{E}^T \left( \frac{r \sin (\delta + \gamma_T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \right) \right]. \quad (54) \]

On further simplification of \( \mathcal{V}_3' \), one obtains

\[ \mathcal{V}_3' \leq \frac{\sqrt{T_2}}{E} \left[ \sum_{i=1}^{E} \mathcal{P}_i |f_i| (\mathcal{M} |f_i| + \mathcal{N} |f_i|^m) k - \mu \sum_{i=1}^{E} \mathcal{P}_i |f_i| - \mathcal{E}^T \left( \frac{r \sin (\delta + \gamma_T 1_n - \theta)}{(v^2 - v_T^2 1_n) \cos \delta} \right) \right] \]

\[ \leq \frac{\sqrt{T_2}}{E} \left[ \sum_{i=1}^{E} \mathcal{P}_i |f_i| (\mathcal{M} |f_i| + \mathcal{N} |f_i|^m) k - \mu \sum_{i=1}^{E} \mathcal{P}_i |f_i| + \mathcal{E}^T \arg \max_i \left( \frac{r_i}{v_T^2 - v_T^2} \right) \right] \quad (55) \]

By letting \( \mathcal{P} = \arg \min \mathcal{P}_i \), and using the results in Lemma 6, we can further simplify (55) as

\[ \mathcal{V}_3' \leq \frac{\sqrt{T_2}}{E} \left[ \mathcal{E} \left( \frac{1}{E} \sum_{i=1}^{E} |f_i| \right) (\mathcal{M} \left( \frac{1}{E} \sum_{i=1}^{E} |f_i| \right)^m + \mathcal{N} \left( \frac{1}{E} \sum_{i=1}^{E} |f_i| \right)^n \right] \]

\[ - \mu \mathcal{P} \sum_{i=1}^{E} |f_i| + \mathcal{E}^T \arg \max_i \left( \frac{r_i}{v_T^2 - v_T^2} \right) \right] \quad (56) \]

which, according to Lemmas 1 and 5, can be written as

\[ \mathcal{V}_3' \leq \frac{\sqrt{T_2}}{E} \left[ \mathcal{E} \left( \frac{1}{E} ||f||_1 \right) (\mathcal{M} \left( \frac{1}{E} ||f||_1 \right)^m + \mathcal{N} \left( \frac{1}{E} ||f||_1 \right)^n \right] \]

\[ - \mu \mathcal{P} \frac{||f||_1}{||f||_1} \arg \max_i \left( \frac{r_i}{v_T^2 - v_T^2} \right) \right] \quad (57) \]

\[ \leq \frac{\sqrt{T_2}}{E} \left[ \mathcal{E} \left( \frac{1}{E} ||f||_1 \right) (\mathcal{M} \left( \frac{1}{E} ||f||_1 \right)^m + \mathcal{N} \left( \frac{1}{E} ||f||_1 \right)^n \right] \]

\[ - \mu \mathcal{P} \frac{||f||_1}{||f||_1} \arg \max_i \left( \frac{r_i}{v_T^2 - v_T^2} \right) \right] \quad (58) \]
\[ \leq \sqrt{\frac{\lambda_2}{E}} \left( -\frac{E}{\|\xi\|_2} \left( \sqrt{\frac{\lambda_2}{E}} \|\xi\|_2 \right) \left( M \left( \frac{\lambda_2}{E} \|\xi\|_2 \right)^m + N \left( \frac{\lambda_2}{E} \|\xi\|_2 \right)^n \right)^k \right) \]

\[ - \left[ \mu \mathcal{P} \sqrt{\lambda_2} - \arg \max_i \left( \left( \frac{r_i}{v_i^2 - v_T^2} \right) \arg \min \Xi_{\text{max}} \right) \right] \]

\[ \leq \sqrt{\frac{\lambda_2}{E}} \left( -\frac{E}{\|\xi\|_2} \left( \sqrt{\frac{\lambda_2}{E}} \|\xi\|_2 \right) \left( M \left( \frac{\lambda_2}{E} \|\xi\|_2 \right)^m + N \left( \frac{\lambda_2}{E} \|\xi\|_2 \right)^n \right)^k \right) \]

\[ - \left[ \mu \mathcal{P} \sqrt{\lambda_2} - \arg \max_i \left( \left( \frac{r_i}{v_i^2 - v_T^2} \right) \arg \min \Xi_{\text{max}} \right) \right] \right] \right). \quad (57) \]

If \( \mu \) satisfies (47), then (57) reduces to

\[ \mathcal{V}_3 \leq - \frac{\mathcal{P}_3}{E} \left( M \left( \frac{\lambda_2}{E} \|\xi\|_2 \right)^m + N \left( \frac{\lambda_2}{E} \|\xi\|_2 \right)^n \right)^k \leq - \frac{\mathcal{P}_3}{E} \left[ M \mathcal{V}_3^m + N \mathcal{V}_3^n \right]^k \]

\[ \leq - \frac{1 - \frac{km}{n-m}}{T_s \mathcal{M}^k \Gamma(k) \left( n-m \right)} \left( \frac{M \mathcal{P}_3}{N} \right)^{\frac{n-km}{n-m}} \left[ M \mathcal{V}_3^m + N \mathcal{V}_3^n \right]^k \quad (58) \]

whenever (46) holds.

The above result leads us to infer that interceptors achieve a consensus in \( \xi_i \), and hence, in their time-to-go values within a predefined-time, \( T_s \), irrespective of their interaction topology since the above result holds for any \( \mathcal{G}_k \in \mathcal{G}_{\sigma(i)} \).

This completes the proof. \( \square \)

If the target moves with a constant speed, then similar to Corollary 1, we can also deduce the cooperative guidance command for interceptors communicating over switching topologies by letting \( a_T = 0 \), as presented in the following result.

**Corollary 2.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go expression, (9), and the error in the time of simultaneous interception, as given in (10). If the interceptors communicate over a switched dynamic network, \( \mathcal{G}_{\sigma(i)} \), the cooperative guidance command for the \( i^{th} \) interceptor,

\[ a_i = v_i \dot{\theta}_i + \frac{\mathcal{P}_i v_i (v_i^2 - v_T^2) \cos^2 \delta_i}{r_i^2 \dot{\theta}_i} \sum_{j \in N_i(\mathcal{G}_{\sigma(i)})} \left( \left[ M \left( |\xi_j - \xi_i| \right)^m + N \left( |\xi_j - \xi_i| \right)^n \right] \right) \text{sign} (\xi_j - \xi_i), \quad (59) \]

where \( \mathcal{P}_i \) is defined in (46), ensures that the \( i^{th} \) interceptor converges to the deviated pursuit course within a predefined time, \( T_s \), specified prior to homing. This essentially means that the interceptors’ time-to-go values achieve an agreement within a predefined-time, \( T_s \), eventually leading to a simultaneous interception of the constant speed target.

We omit the proof of Corollary 2 since it readily follows from the proof of Theorem 5 by letting \( a_T \) and correspondingly \( \Xi \) to zero.

Notice that the structure of the cooperative guidance commands are similar in the case of fixed and switching topologies after consensus in time-to-go values is established. This essentially means that the inferences concerning
the behavior of $\delta_i$ presented in the previous section are also valid when the interceptors communicate over switching topologies.

### 4.2 Simultaneous Interception of a Stationary Adversary

We finally turn our attention to the case of simultaneous capture of a stationary target when the interceptors exchange the information of their time-to-go over switching topologies.

**Theorem 6.** Consider the cooperative target engagement whose kinematics is governed by (1), the time-to-go expression, (30), and the error in the time of simultaneous interception, as given in (10). If the interceptors communicate over a dynamic network, $G_s(t)$, the cooperative guidance command for the $i^{th}$ interceptor,

$$a_i = \frac{v_i^2 (4N_i - 2)}{r_i \sin 2\delta_i} \left\{-\mathcal{P}_i \left(\frac{v_i^2 - v_j^2}{r_i^2 \dot{\theta}_i}\right) \cos \delta_i \sum_{j \in N_i(G_s(t))} \left[\left(\mathcal{M}|(\xi_j - \xi_i)|^m + \mathcal{N}|(\xi_j - \xi_i)|^n\right)^k\right] \text{sign} (\xi_j - \xi_i) \right\}$$

$$-1 + \cos \delta_i \left(1 - \frac{\sin^2 \delta_i}{4N_i - 2}\right),$$

(60)

where $\mathcal{P}_i$ is defined in (46), ensures that the time-to-go of the $i^{th}$ interceptor achieves consensus with that of its neighbors within a predefined time, $T_s$, specified prior to homing. This eventually leads to a simultaneous interception of the stationary target.

**Proof.** Notice that (60) can be expressed in the compact form, (33), for

$$\mathcal{U}_i = -\mathcal{P}_i \sum_{j \in N_i(G_s(t))} \left[\left(\mathcal{M}|(\xi_j - \xi_i)|^m + \mathcal{N}|(\xi_j - \xi_i)|^n\right)^k\right] \text{sign} (\xi_j - \xi_i).$$

(61)

Thereafter, similar to the proof of Theorem 2, it follows that $\dot{\xi}_i = \mathcal{U}_i$ where $\mathcal{U}_i$ is given in (61).

On considering the Lyapunov function, (53), and proceeding in the same manner as that in the proof of Theorem 5 while ignoring the term containing the target’s maneuver, it is immediate that consensus in $\xi_i$, and therefore in $t_{go}$, is achieved within a predefined-time, $T_s$, facilitating a simultaneous target capture. This completes the proof. \(\square\)

### 5 Simulations and Validations

In this section, we show the performance of the proposed cooperative guidance scheme subject to various engagement scenarios. In each trajectory plot that follows, square and circle markers denote the initial position of the vehicles while a ‘x’ represents interception. We have used a nonlinear finite-time disturbance observer to estimate the target’s maneuver, and the estimated value of the target’s maneuver is used in the cooperative guidance command. The observer gains are chosen as $\mathcal{G}_0 = 0.01$, $\mathcal{G}_1 = 0.05$, $\mathcal{G}_2 = 1.30$, $\mathcal{H}_0 = 0.005$, $\mathcal{H}_1 = 3.25$, $\mathcal{H}_2 = 3.3$, and $\arg\min_i F_i = 0.1$. 
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5.1 Target Capture when Interceptors Communicate over a Fixed Topology

We now demonstrate the merits of the proposed cooperative guidance commands derived in Theorems 1 and 2 and in Corollary 1. We present four cases of simultaneous interception—one against a maneuvering target, two against a constant speed target, and one against a stationary target. In each case, we assume that there are five interceptors \( n = 5 \) and they communicate over an undirected cycle (shown in Figure 2). The parameters used in simulation along with the information of the time-to-go values are provided in Table 1. We assume the target to be initially located at the origin in each case.

![Figure 2: Interceptors connected over an undirected cycle.](image)

| Parameter | Maneuvering Target | Constant Speed Target | Stationary Target |
|-----------|--------------------|-----------------------|------------------|
| \( v_i \) | 400 m/s            | 400 m/s               | 200 m/s          |
| \( v_T \) | 200 m/s            | 300 m/s               | 0                |
| \( a_T \) | \( 10 \left[ 1 + \sin \frac{\pi}{10} \right] \) m/s² | 0                     | 0                |
| \( r_i(0) \) | 10 km              | 10 km                 | 10 km            |
| \( \theta_i(0) \) | [35°, 25°, 20°, 30°, 10°] | [0°, -10°, -20°, -165°, 200°] | [60°, 150°, 30°, -60°, 45°] |
| \( \gamma_i(0) \) | [0°, 10°, 30°, 10°, 15°] | [0°, 0°, 0°, 180°, 190°] | [30°, 70°, 90°, -30°, 45°] |
| \( \gamma_T \) | 120°               | 100°                  | –                |
| \( N_i \) | –                  | –                     | 3                |
| \( d \) | 4                  | 4                     | 4                |
| \( T_s \) | 7 s                | 5 s                   | 1 s              |
| \( c \) | 0.0125             | 0.0125                | 0.0125           |
| \( \lambda(\mathcal{L}) \) | 1.3820             | 1.3820                | 1.3820           |
| \( t_{go}(0) \) | [53.77 s, 37.50 s, 28.05 s, 41.53 s, 26.39 s] | [49.70 s, 36.26 s, 25.87 s, 43.98 s, 43.14 s] | [51.25 s, 54.84 s, 53.75 s, 51.25 s, 50.00 s] |
| \( a_{max} \) | 20 g                | 20 g                  | 20 g             |
| \( T_f \) | \( \equiv 38 \) s  | \( \equiv 39 \) s     | \( \equiv 52 \) s |

Figure 3 depicts simultaneous interception of a maneuvering target where interceptors start from different locations and arrive at the target in same time. It can be observed from Figure 3a that interceptors tail-chase the maneuvering target in the endgame. Consensus in their time-to-go values, as shown in Figure 3b, is established in nearly 6 s, which is within the chosen predefined-time, \( T_s = 7 \) s. During the transient phase, the target’s maneuver is estimated and interceptors adjust their trajectories accordingly. This causes the lateral acceleration demand to become high initially (shown in Figure 3c), but then the demand reduces after time-to-go values come in agreement.
It is also observed from Figure 3c that initially, the look angles vary to place the interceptors on the suitable collision courses, and then the variation in the magnitudes of the look angles becomes less as the engagement proceeds.

Simultaneous interception of a constant speed target using deviated pursuit, under the action of the cooperative guidance command, (28), is shown in Figure 4. Similar to the case of maneuvering target interception, the interceptors tail-chase the constant speed target to simultaneously capture it (see Figure 4a). Although the predefined upper bound on the consensus time is chosen as 5 s, interceptors agree upon a common time-to-go value slightly before that
time, as evident from Figure 4b. We also observe from Figure 4c that compared to Figure 3c, some interceptors in
the swarm require lesser control effort to achieve the objective of simultaneous interception. This may be attributed
to the exact nature of the expression, (9), when the target does not maneuver. We also observe that the look angles
become fixed once consensus in time-to-go is achieved (see Figure 4c), and the interceptors capture the constant
speed target simultaneously with constant look angles. This is different from Figure 3 where the magnitudes of the
look angles exhibit a tendency of slow variation in the endgame but do not become constant.

Figure 5 depicts simultaneous interception of a stationary target where interceptors start from different locations
and arrive at the target in same time. It can be observed from Figure 5a that after a short while, interceptors exhibit
similar trajectories. This is expected since after consensus in their time-to-go values within a predefined-time (chosen
as 1 s, shown in Figure 5b), each interceptor needs same time to reach the target’s location. Although
\( T_s \) is chosen as 1 s, the interceptors’ time-to-go values achieve consensus around 0.7 s, which is quite early in the engagement. This
allows the interceptors sufficient time to alter their trajectories for a simultaneous target interception. To place the
interceptors on the requisite collision paths, the lateral acceleration demand is high in the transient phase (shown
in Figure 5c), which subsides to zero slowly once the time-to-go values achieve consensus. As mentioned earlier, the
look angles first increase to a certain value to allow for trajectory correction, and then they decrease monotonically
to zero after consensus in time-to-go, as shown in Figure 5c. It is also worth noting that the look angle for the \( i \)th
interceptor becomes zero only at the time of interception, as discussed in (34). One may also observe that all the
relevant variables agree within 1 s, which is the predefined-time, and exhibit similar behavior thereafter.

5.2 Target Capture Independent of Interceptors Communication Topology

The results in the previous part were obtained assuming that the interceptors’ interaction topology remains fixed. We now concentrate our focus on scenarios where the interceptors’ interaction may change. We assume that at any
given point of time during engagement, interceptors may communicate over one of the three possible topologies. The
active topology is decided by an arbitrary switching signal, \( \sigma(t) \), that can take discrete values from the set \{1, 2, 3\}. Corresponding to the state of the switching signal, a particular topology is active, as illustrated in Figure 6.

As rigorously proved earlier, commands presented in Theorems 1 to 4 can only guarantee fixed-time consensus
in interceptors’ time-to-go values under arbitrary switching topologies. However, we are interested in specifying the
time of consensus as a design parameter in the cooperative guidance command itself. To this aim, we first note that
for the graphs shown in Figure 6, \( E = 5 \) and \( d_2 = 0.5188 \). Rest of the parameters are presented in Table 2.

Through Figures 7 to 9, we discuss the case when commands (45), (59) and (60) are used by the cooperating
interceptors to simultaneously capture the target when the interceptors are connected over a fixed topology. We
assume a cycle graph, as shown in Figure 2, when the topology is fixed. Through these results, we demonstrate that
irrespective of the interaction topology, a predefined-time consensus in time-to-go can be achieved for simultaneous
target interception. Just as in the previous part, it is observed that the profiles of the engagement variables are
(a) Topology 1 is active for $\sigma(t) = 1$.  
(b) Topology 2 is active for $\sigma(t) = 2$.  
(c) Topology 3 is active for $\sigma(t) = 3$.

Figure 6: Interceptors’ various interaction topologies.

Table 2: Simulation parameters for commands (45), (59) and (60).

| Parameter | Maneuvering Target | Constant Speed Target | Stationary Target |
|-----------|--------------------|-----------------------|-------------------|
| $v_i$ | 400 m/s | 400 m/s | 400 m/s |
| $v_T$ | 200 m/s | 300 m/s | 0 |
| $\sigma_T$ | $10 \left[ 1 + \frac{\pi}{10} \right] \text{m/s}^2$ | 0 | 0 |
| $r_1(0)$ | 10 km | 10 km | 10 km |
| $\theta_i(0)$ | $[35°, 25°, 20°, 30°, 10°]$ | $[-40°, -45°, -35°, -30°, -25°]$ | $[0°, 180°, 45°, 135°, 270°]$ |
| $\gamma_i(0)$ | $[0°, 10°, 30°, 10°, 15°]$ | $[-20°, -40°, -30°, -20°, -30°]$ | $[30°, 150°, 60°, 120°, -30°]$ |
| $\tau_T$ | $120°$ | $30°$ | $3°$ |
| $\phi^f$ | $10^{-3}$ | 1 | 3 |
| $\phi_i$ | 0.1 | 0.5 | 5 |
| $m$ | 0.0566 | 0.0282 | 0.1 |
| $n$ | 1.1 | 2 | 2 |
| $k$ | 1.1 | 2 | 2 |
| $T_s$ | 2 s | 5 s | 3 s |
| $t_{go, i}$ | $[53.77 \text{ s}, 37.50 \text{ s}, 28.05 \text{ s}, 41.53 \text{ s}, 26.39 \text{ s}]$ | $[35.47 \text{ s}, 36.36 \text{ s}, 39.18 \text{ s}, 39.63 \text{ s}, 44.21 \text{ s}]$ | $[25.62 \text{ s}, 25.62 \text{ s}, 25.16 \text{ s}, 25.16 \text{ s}, 25.87 \text{ s}]$ |
| $a_{\max}$ | 20 g | 20 g | 20 g |
| $T_f$ | $\leq 37 \text{ s}$ | $\leq 41 \text{ s}$ | $\leq 26 \text{ s}$ |

Figure 7: Simultaneous interception of a maneuvering target using command (45) over fixed topology.

Figure 8: Simultaneous interception of a maneuvering target using command (45) over switching topologies.

similar while respecting the predefined-time, $T_s$.

In Figures 10 to 12, we show the performance of the proposed cooperative guidance strategy when the interceptors are connected over switching topologies. It is worth noting that under arbitrary switching, the cooperative behavior
of the interceptors’ swarm remains similar to what has been observed in Figures 7 to 9 since the commands (45), (59) and (60) ensure that the interceptors time-to-go values achieve consensus within $T_s$ irrespective of the manner in which the interceptors communicate.

5.3 Comparison with Other Cooperative Guidance Strategies

Yet another technique to simultaneously intercept a moving target ($a_T = 0, v_T \neq 0$) may be designed using the concept of predicted interception point $[3, 21, 51–53]$. For example, a target moving with constant speed may be treated as a virtual stationary target located at a position that is expected to be the target’s actual position after a certain time. This location is commonly known as the predicted interception point whose coordinates $(X_{i\text{PIP}}, Y_{i\text{PIP}})$ are computed for the $i^{\text{th}}$ interceptor as

$$X_{i\text{PIP}} = X_T + v_T t_{\text{go}} \cos \gamma_T, \quad Y_{i\text{PIP}} = Y_T + v_T t_{\text{go}} \sin \gamma_T,$$

where $(X_T, Y_T)$ denotes the instantaneous position of the constant speed target. While this method is simple, it may require updating the predicted interception point for accuracy until consensus in time-to-go is established. In this case, consensus in time-to-go implies consensus in PIP coordinates, and the swarm of interceptors now aim at a fixed
PIP whose accuracy is determined by how much precise the time-to-go estimate is. Any erroneous measurement may lead to a miss, and to achieve consensus in time-to-go values early in the engagement may incur heavy lateral acceleration demand. We revisit the scenario considered in Figure 4 using the concept of PIP used in [51], and the results are shown in Figure 13.

Figure 13 portrays the simultaneous interception of a constant speed target using the concept of predicted interception point, that is, the constant speed target is regarded as a virtual stationary target at $(X^\text{PIP}_i, Y^\text{PIP}_i)$. The interceptors now aim at that point instead of chasing the target (see Figure 13a). In this case, the time of consensus in time-to-go is suitably selected using the design parameters as 5 s. We do this in order to make a comparison with the results in Figure 4 wherein $T_s$ was chosen as 5 s. It can be observed from Figure 13b that interceptors agree upon a common time-to-go value slightly after 5 s. To achieve an agreement this early in the engagement, the lateral acceleration requirement for each interceptor increases significantly in the transient phase (see Figure 13c). One
may draw similar inferences as in the previous case regarding the lateral acceleration requirement in the terminal guidance phase. However, the actuators used to implement the cooperative guidance may not be able to sustain such large demands if faster consensus in time-to-go is needed. This partially motivates us to resort to deviated pursuit guidance, as shown in the proposed design while vindicating the efficacy of the proposed method.

5.4 Performance with Autopilot

In this part, we validate the proposed cooperative scheme on a dual-controlled interceptor model whose separate guidance and control design was presented in [5], and the $i$th interceptor’s nonlinear dynamics is governed by the
Figure 12: Simultaneous interception of a stationary target (switching topologies).

Figure 13: Simultaneous interception of a constant speed target with an existing guidance strategy [51] using the concept of PIP.
Figure 14: Simultaneous interception of a stationary target by a dual-controlled interceptor.

equations:

\[
\dot{\alpha}_i = q_i - \frac{L_i(\alpha_i, \delta_{ci}, \delta_{ti})}{m_i v_i} = q_i - \frac{a_i}{v_i}, \tag{63a}
\]

\[
\dot{q}_i = \frac{M_i(\alpha_i, q_i, \delta_{ci}, \delta_{ti})}{J_i}, \quad \dot{\lambda}_i = q_i, \tag{63b}
\]

\[
\dot{\delta}_{ci} = \frac{\delta_{ci}^* - \delta_{ci}}{\tau_{ci}}, \quad \dot{\delta}_{ti} = \frac{\delta_{ti}^* - \delta_{ti}}{\tau_{ti}}, \tag{63c}
\]

where \(\alpha_i, \lambda_i,\) and \(q_i\), respectively denote the angle of attack, the pitch angle, and the pitch rate for the \(i\)th interceptor. The terms \(L_i(\cdot)\) and \(M_i(\cdot)\) represent the lift and the aerodynamic pitch moment acting on the \(i\)th interceptor, whereas \(m_i\) and \(J_i\) are its mass and moment of inertia, respectively. The canard and the tail of each interceptor, which are the control surfaces, are described by first-order dynamics with time constants \(\tau_{ci}\) and \(\tau_{ti}\), respectively. Note that
consideration of an interceptor’s dynamics is more closer to practice than modeling an interceptor’s autopilot as first-order lag since aerodynamic parameters are accounted in a dynamic model.

While we haven’t considered the dynamics of an interceptor during the derivation of the proposed cooperative commands, we show through Figure 14 that our design exhibits satisfactory performance even for the above interceptor model along with the autopilot proposed in [5] is taken into account. In doing so, the control surface deflection commands generate the necessary lift, and hence the lateral acceleration, to drive the interceptor on the requisite time-constrained collision course. For brevity, we show results for stationary target interception only. For this case, \( \theta_i(t) = [30^\circ, 150^\circ, -30^\circ, 210^\circ, 45^\circ] \) while \( \gamma_i(t) = [0^\circ, 170^\circ, 0^\circ, 250^\circ, 90^\circ] \). The predefined-time, \( T_s \), is chosen as 3 s. It is observed from the time-to-go plot that even with autopilot dynamics, time-to-go values achieve agreement within 3 s, and a simultaneous target capture is ascertained with reasonable lateral acceleration demands.

6 Concluding Remarks

In this paper, we proposed predefined-time consensus-based cooperative guidance commands for a swarm of interceptors to capture a target simultaneously. Using the proposed guidance commands, the interceptors achieved consensus in their time-to-go values at a time that was independent of their initial values, and can be supplied in the guidance command directly. This prevented the controller gains to be overestimated for a prescribed guidance performance and ensured that the interceptors admit requisite paths that would lead them to the target in the same time. The proposed scheme was designed for various target motions and two approaches to simultaneously intercept a constant speed target were also presented that utilized the concept of predicted interception point and deviated pursuit to facilitate flexible design and implementation depending on the mission. The proposed scheme was also compared with an existing guidance strategy developed against a moving adversary, and further validations on a dual-controlled interceptor model was carried out. In both of these cases, satisfactory performance was observed. The work presented in this paper can be further extended by provisioning for computational constraints, network induced faults and failures, and other resource constraints.
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