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Abstract—The present application scenarios of the Internet of Things (IoT) often require the equipment to be adaptable, the resource allocation to be efficient, and the signal monitoring and transmission to be effective. However, the existing algorithms cannot solve the problem of system capacity reduction caused by the mutual interference between regions in data rates. Aiming at effectively improving the performance of the IoT monitoring system and ensuring the fairness of each monitoring terminal, this paper attempts to explore interference suppression and resource allocation strategies based on IoT monitoring. First, the paper established an IoT monitoring network model, and elaborated on interference suppression strategies for inter-layer interferences of “Macro Base Station (BS) – Micro Cells” and “Micro BS – Macro Cells” and for intra-layer interference that include the interference between local monitoring networks and interference between terminals in local area networks; then, the paper proposed a sub-carrier resource allocation scheme for IoT monitoring system with multiple inputs and outputs and a water-filling strategy of system channel power; at last, experimental results verified the effectiveness of the proposed interference suppression and resource allocation algorithm.
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I. INTRODUCTION

According to the prediction reports of Ericsson and Cisco, global networked devices will exceed 600 billion after 2035, and what’s accompanying such rapid increase is the growing IoT resource cost and energy consumption, which has already become an urgent problem to be solved for field scholars [1-3]. For IoT monitoring systems in which the various IoT components present a scalable and highly free distribution state in the small and medium-sized monitoring area, technically, their application scenarios would require the equipment to be adaptable, the resource allocation to be efficient, and the signal monitoring and transmission to be effective [4-6]. Therefore, facing the challenges brought by the rapid growth of data transmission rate and quality of IoT [7-10], it’s quite necessary to research the interference suppression and resource allocation strategies in IoT monitoring scenarios.

Current researches concerning interference suppression and resource allocation strategies have already obtained a few results. As one of the key technologies of 5G, the Small Cell network has the advantages of high capacity, wide coverage, small cost, and low energy consumption; however, there’re still a few unsolved issues with it, such as system capacity reduction and poor user experience cause by resource allocation and interference problems [11-15]. In order to effectively increase the system capacity of Small Cell network, Yu et al. [16] built a networked hierarchical structure based on users’ competition and cooperation behaviors when using wireless resources, they employed an improved particle swarm optimization (PSO) algorithm to adjust the information transmission efficiency of the network, and proposed a sub-channel allocation algorithm based on information transmission power allocation. According to the principle of Overlapping Coalition Formation (OCF) in game theory, Cooper et al. [17] constructed a multi-objective optimization model of Small Cell network sub-channel resource allocation with total data rate and total transmission power as the optimization objectives, and proposed a hierarchical cluster Small Cell BS cooperation scheme for different application scenarios with sparse or dense deployment. Multi-BS cooperation can effectively suppress the interference of users at the edge of the coverage area of BS. Ahmet Ihsan Canbolat and Kazuhiro Fukawa determined the beam downtilt and communication throughput of the far BS and the near BS using genetic algorithm (GA), and built a radiation-propagation communication throughput of the far BS and the near BS using genetic algorithm (GA), and built a radiation-propagation model of active antenna array based on the calculation results, the beam-based power allocation strategy they proposed has greatly increased the capacity of the communication system. To meet the business requirements of IoT communication, now the large-scale multi-input/multi-output technology has attracted more attention of global scholars [18-21]. Ding and Liu [22] constructed a two-layer heterogeneous network combining the frequency division duplex (FDD) long-term evolution (LTE)
and time division duplex (TDD) LTE, by deploying low-power nodes in hot spot and blind spot areas, they have achieved flexible allocation of spectrum resources and hot spot and blind spot compensation of BS deployment. Yang et al. [23] used the Lagrangian multiplier algorithm to allocate the optimal resource block for each user and calculated the specific power value, this research realized effective control of downlink power among users, and gave the corresponding interference suppression scheme. Boulos et al. [24] studied the joint power among users, and gave the corresponding interference value, this research realized effective control of downlink resource block for each user and calculated the specific power spot compensation of BS deployment. Yang et al. [23] used the flexible allocation of spectrum resources and hot spot and blind spot areas, they have achieved time division duplex (TDD) LTE, by deploying low-power BSs respectively equipped with small-scale antenna micro terminals. Assume \( V_r \) represents the number of all micro terminals, the \( i \)-th micro-BS serves a total of \( L_{ri} \) terminals. In order to improve the per unit area spectrum utilization of the IoT monitoring network, it’s assumed that the local monitoring network shares the spectrum resources. At this time, there are two types of interference in the system, the inter-layer interference of “Macro BS – Micro Cells” and “Micro BS – Macro Cells”, and the intra-layer interference that include the interference between local monitoring networks and the interference between terminals in local area networks.

With the increase in the volume and dimensions of IoT monitoring network resources, the complexity of network interference suppression and resource allocation algorithms increases greatly as well. The existing algorithms cannot solve the problem of system capacity reduction caused by the mutual interference between regions in data rates. To effectively improve the performance of the IoT monitoring system and ensure the fairness of each monitoring terminal, this paper proposed new strategies for interference suppression and resource allocation. The main content of the paper includes: (1) construction of the IoT monitoring system model and classification of interference existing in the system; (2) explanation of interference suppression strategies for inter-layer interference of “Macro BS – Micro Cells” and “Micro BS – Macro Cells” and for intra-layer interference that include the interference between local monitoring networks and interference between terminals in local area networks; (3) proposal of the sub-carrier resource allocation scheme for IoT monitoring system with multiple inputs and outputs; (4) proposal of the water-filling strategy of system channel power. At last, experimental results verified the effectiveness of the proposed interference suppression and resource allocation algorithm.

II. INTERFERENCE SUPPRESSION OF IoT MONITORING SYSTEM

This section takes the IoT monitoring network as the subject. The IoT monitoring network is a downlink heterogeneous wireless network, which composed of one IoT central macro-BS and 5 IoT monitoring micro-BSs. Figure 1 shows the antenna distribution and configuration of the IoT monitoring system model. The macro-BS and each micro-BS are respectively equipped with \( n \) and \( m \) large-scale antennas, and simultaneously serve \( L_{M} \) macro terminals and up to \( m \) single-antenna micro terminals. Assume \( V_r \) represents the number of antennas, then the number of micro terminals served by the macro terminal \( L_{ri} \) is the number of micro terminals served by the macro terminal. Figure 2 shows the TDD frame structure. Assume: in the IoT monitoring network, the channel state of the macro BS and the micro BSs is ideal; \( W_{N} \) and \( W_{M} \) respectively represent the transmitting power of the macro BS and the transmitting power of the \( M \)-th micro BS; \( \delta_{NN} \) and \( DC_{NN} \in O^{1/n} \) respectively represent the distance between the macro terminal \( l \) and the macro BS and the downlink channel matrix; \( \delta_{MN} \) and \( DC_{MN} \in O^{1/m} \) respectively represent the distance between the macro terminal \( l \) and the \( M \)-th micro BS and the downlink channel matrix; \( \beta \) represents the path loss coefficient, its value is greater than 2; \( PR_{Ml} \in O^{n+1} \) represents the precoding vector of the macro terminal \( l \), \( PR_{Mk} \in O^{m+1} \) represents the precoding vector of the \( k \)-th micro terminal served by the \( M \)-th micro BS; \( \sigma_{Nl} \) represents the signal transmitted by the macro BS to macro terminal \( l \), \( a_{Ml} \) represents the signal transmitted by the macro BS to micro terminal \( l \), and \( a_{Mk} \) represents...
the signal transmitted by the $M$-th micro BS to the $k$-th micro BS; then, under the condition of equally distributed power, the received signal of the macro terminal $I$ of the IoT monitoring network can be expressed as:

$$b_{iI} = \sum_{i \in O} \frac{W_i}{L_i} \delta_{iI}^{-\beta} DC_{iI} PR_{iI} a_{iI} + \sum_{i \in O} \frac{W_i}{L_i} \delta_{iI}^{-\beta} DC_{iI} PR_{iI} a_{ij} + \sum_{c \in O, k} \frac{W_c}{L_c} \delta_{iI}^{-\beta} DC_{cI} PR_{cI} a_{ck} + M_{iI}$$

(1)

$\delta_{iI}$ and $DC_{iI} \in O^{i\times m}$ respectively represent the distance between the micro terminal $l$ and the macro BS and the downlink channel matrix; $\delta_{iI}$ and $DC_{iI} \in O^{i\times m}$ respectively represent the distance between the micro terminal $I$ and the $M$-th micro BS and the downlink channel matrix, then, under the condition of equally distributed power, the received signal of the micro terminal $I$ of the IoT monitoring network can be expressed as:

$$b_{iI} = \sum_{i \in O} \frac{W_i}{L_i} \delta_{iI}^{-\beta} DC_{iI} PR_{iI} a_{iI} + \sum_{i \in O} \frac{W_i}{L_i} \delta_{iI}^{-\beta} DC_{iI} PR_{iI} a_{ij} + \sum_{c \in O, k} \frac{W_c}{L_c} \delta_{iI}^{-\beta} DC_{cI} PR_{cI} a_{ck} + M_{iI}$$

(2)

Figure 3 gives a schematic diagram of local network interference suppression. For intra-layer interference including the interference between local monitoring networks and the interference between terminals in local networks, this paper adopted an interference suppression method based on precoding design. The constraints that the downlink channel matrix and precoding vector of the macro terminal $I$ and the $M$-th micro BS must meet include:

$$DC_{0I} PR_{0I} = 0, \forall i \neq j, j = \{1, 2, ..., L_i\}, (3)$$

The constraints that the downlink channel matrix and precoding vector of the micro terminal $I$ and the $M$-th micro BS must meet include:

$$DC_{0I} PR_{0I} = 0, \forall i \neq j, j = \{1, 2, ..., L_i\}, (4)$$

The constraints that the downlink channel matrix and precoding vector of the macro terminal $I$ and the macro BS must meet include:

$$DC_{0I} PR_{0I} = 0, I = \{1, 2, ..., V_i\}, c = \{1, 2, ..., L_i\} (5)$$

Figure 4 gives the model of joint multi-domain large-scale IoT monitoring system model.

Figure 4 gives a schematic diagram of joint multi-domain large-scale IoT monitoring system. For such system, in order to eliminate the interference of system macro BS to all micro terminals, it’s assumed that the system macro BS that was subject to precoding design has more degrees of freedom, $PR_{0I}$ represents the precoding vector of the macro terminal $I$ that satisfies formulas 3 and 4; $M_{0I}$ represents the additive white Gaussian noise and $s^2$ represents the variance, then Formula 6 shows the calculation formulas for the data transmission rate of the macro and micro terminals:

$$DA_{0I} = \log_2 \left( \frac{1 + \sum_{i \in O} \frac{W_i}{L_i} \delta_{iI}^{-\beta} DC_{iI} PR_{iI} (DC_{0I} PR_{0I})^H}{\sum_{M=1}^{1} \sum_{k=1}^{M} \sum_{c \in O, k} \frac{W_c}{L_c} \delta_{iI}^{-\beta} DC_{cI} PR_{cI} (DC_{0I} PR_{0I})^H + s^2} \right)$$

(6)

If the traditional almost blank subframe technology is adopted to eliminate the inter-layer interference of "macro BS - micro terminals" and "micro BS - macro terminals", the
transmitting power of the macro BS in the IoT monitoring network is 0, that is, \( W_l \) is equal to 0. In such case, the corresponding precoding design only needs to satisfy constraints 3 and 5 to realize the suppression of interference between terminals in local networks. Assume \( PR_{\text{mu},l} \) represents the precoding of the macro terminal \( l \) that satisfies constraint 3, \( \eta_w \) represents the scale coefficient of the almost blank subframe technology after normalization and its value range is [0,1], then Formulas 7 and 8 give the corresponding macro terminal and micro terminal data transmission rate calculation formulas:

\[
DA_{\text{mu},l} = \eta_w R_{\text{nu},l} + (1 - \eta_w) \log_2 \left( 1 + \frac{\delta_{l,m}^\beta W_{\text{mu},m} \left( DC_{\text{nu},m} PR_{\text{nu},m}^w \left( DC_{\text{nu},m} PR_{\text{nu},m}^w \right)^G \right)}{\sum_{m=1}^M \sum_{k=1}^K \delta_{l,m}^\beta W_{\text{mu},m} \left( DC_{\text{nu},m} PR_{\text{nu},m}^w \right)^G + s^2} \right)
\]  

(7)

\[
DA_{\text{nu},l} = \eta_w R_{\text{nu},l} + (1 - \eta_w) \log_2 \left( 1 + \frac{\delta_{l,m}^\beta W_{\text{nu},m} \left( DC_{\text{nu},m} PR_{\text{nu},m}^w \left( DC_{\text{nu},m} PR_{\text{nu},m}^w \right)^G \right)}{\sum_{m=1}^M \sum_{k=1}^K \delta_{l,m}^\beta W_{\text{nu},m} \left( DC_{\text{nu},m} PR_{\text{nu},m}^w \right)^G + s^2} \right)
\]  

(8)

After applying the above two types of interference suppression strategies to the IoT monitoring network, in order to maximize the data transmission rate of the network, this paper adopted the power adjustment strategy to suppress the two types of interference, namely the fewer interference between local monitoring networks, and the interference of “micro BS – macro terminals”. Assume \( W_{\text{v}} = (w_{1,1}, w_{1,2}, ..., w_{1,R}) \) represents the collection of the data transmission power of each micro BS, wherein \( w_{1,\text{max}} \) represents the maximum data transmission power, then Formula 9 gives the optimized interference suppression model of joint multi-domain large-scale IoT monitoring system:

\[
\max_{\omega_1, \omega_2} \left[ \omega_1 \left( \sum_{l=1}^L DA_{\text{mu},l} + \sum_{l=1}^L DA_{\text{nu},l} \right) + \omega_2 \left( \sum_{l=1}^L DA_{\text{mu},l} + \sum_{l=1}^L DA_{\text{nu},l} \right) \right]
\]  

(9)

The constraints that the precoding vector of macro terminal \( l \) and the downlink channel matrix of macro terminal \( l \) and macro BS must meet include:

\[
s.t. DC_{\text{nu},m} PR_{\text{nu},m} = 0, \forall l \neq j, j = \{1,2,...,L_N\}
\]  

(10)

The constraints that the precoding vector of micro terminal \( l \) and the downlink channel matrix of micro terminal \( l \) and the \( M \)-th micro BS must meet include:

\[
DC_{\text{nu},m} PR_{\text{nu},m} = 0, \forall i \neq v, i = \{1,2,...,R\}, v = \{1,2,...,L_N\}
\]  

(11)

The constraints that the downlink channel matrix of macro terminal \( l \) and macro BS and the precoding vector of macro terminal \( l \) that satisfies Formulas 3 and 4 must meet include:

\[
DC_{\text{nu},m} PR_{\text{nu},m} = 0, l = \{1,2,...,V_{\text{nu}}\}, c = \{1,2,...,L_N\}
\]  

(12)

The constraints that the downlink channel matrix of macro terminal \( l \) and macro BS and the precoding vector of macro terminal \( l \) that satisfies Formula 3 must meet include:

\[
DC_{\text{nu},m} PR_{\text{nu},m} = 0, \forall l \neq j, j = \{1,2,...,L_N\}
\]  

(13)

Formulas 14 and 15 show the conditions for the selection principles of the two types of inter-layer interference management methods that constrain the almost blank sub-frame technology and the code domain:

\[
\omega_1, \omega_2 \in \{0,1\}
\]  

(14)

\[
\omega_1 + \omega_2 \leq 1
\]  

(15)

Formula 16 is the condition that the scale coefficient \( \eta_w \) needs to meet:

\[
0 \leq \eta_w \leq 1
\]  

(16)

The data transmission power of each micro BS needs to meet:

\[
0 \leq W_{ik} \ (k = 1,2,...,R) \leq W_{i,\text{max}}
\]  

(17)

III. RESOURCE ALLOCATION STRATEGIES FOR THE IoT MONITORING SYSTEM

In an IoT monitoring system with multiple inputs and outputs, reasonably allocating the limited spectrum resources for dense monitoring areas is a very important task. With the increase in the number of required monitoring areas, in order to effectively improve the utilization of power resources, it is necessary to effectively and fully utilize and save the power resources, and this is of great significance to the application of the resource-constrained IoT monitoring scenarios. The current resource allocation strategies are mainly divided into two types, one is system capacity maximization, and the other is transmitting power minimization. The former is mainly achieved by maximizing the signal-to-noise ratio, and the latter is mainly achieved by controlling the data volume carried by each sub-carrier and the state of the channels. This paper mainly researched the sub-carrier resource allocation technology based on IoT monitoring system capacity maximization, and Figure 5 gives the workflow of resource allocation of the IoT monitoring system.

Figure 6 shows the distribution and configuration of BS antennas. Assume there’re \( M_S \) and \( M_B \) transmitting antennas and receiving antennas in the BS of the IoT monitoring system, \( W_{\text{AC}} \) represents the total power of information transmission, \( L \) represents the number of monitored terminals, \( M_S \) represents the number of sub-carriers, \( TW \) represents the bandwidth; \( G_{i,mS} \) represents the \( m_S \times M_S \) dimensional frequency response matrix of terminal \( i \) on sub-carrier \( m_S \); \( a_{i,mS} \) and \( b_{i,mS} \) represent the corresponding \( m_S \times 1 \) dimensional sub-carrier transmitted signal vector and the \( m_S \times 1 \) dimensional sub-carrier received signal vector; \( G_{i,nS} \) represents the \( m_S \times 1 \) dimensional cyclic symmetric Gaussian noise; \( m_0 \) represents the power spectrum density of the additive white Gaussian noise, if the terminal changes, the channel response of the system changes.
acCORDingly, and the signal received by terminal \( I \) can be expressed by Formula 18:
\[
b_{i,m_{s}} = G_{i,m_{s}} a_{i,m_{s}} + GN_{i,m_{s}}, m_{s} = 1, 2, ..., M_{s}
\]  
(18)

![Fig. 5 Workflow of resource allocation of the IoT monitoring system](image)

When the sub-carriers are allocated to the terminals, the IoT monitoring system at this time can be regarded as a multi-input system with a single monitoring terminal, and the multi-input and multi-output system capacity of multiple monitoring terminals can be equivalent to the sum of the system capacity of single monitoring terminals. Assume \( G_{i,m_{S}} \) and \( W_{i,m_{S}} \) represent the channel gain matrix and the transmitting power of terminal \( I \) on sub-carrier \( m_{S} \), and \( R = \min(m_{S}, m_{FS}) \) represents the rank of \( G_{i,m_{S}} \), and then, by performing singular value decomposition on \( G_{i,m_{S}}G^H_{i,m_{S}} \), the eigenvalue \( \{ \mu_{l}, m_{S} \}^{m_{S}-1}_{l=1} \) can be obtained. Whether to allocate sub-carrier \( m_{S} \) to terminal \( I \) is represented by a binary function \( \rho_{i,m_{S}} \); if yes, it takes 1; otherwise it takes 0; then, the instantaneous channel capacity of the terminals of the IoT monitoring system can be calculated by Formula 18:

\[
MO = 
\sum_{i=1}^{L} \sum_{m_{y}=1}^{M_{y}} \frac{\rho_{i,m_{y}}}{M_{S}} \log_{2} \left( 1 + \frac{W_{i,m_{y}} \mu_{l}^{i}}{TW_{m_{y}} / M_{S}} \right)
\]  
(19)

According to the definition principle of Jensen’s inequality for convex function, \( MO \) needs to satisfy the inequality shown in Formula 20:

\[
\sum_{i=1}^{L} \sum_{m_{y}=1}^{M_{y}} \frac{\rho_{i,m_{y}}}{M_{S}} \log_{2} \left( 1 + \frac{W_{i,m_{y}} \mu_{l}^{i}}{TW_{m_{y}} / M_{S}} \right) 
\leq \sum_{i=1}^{L} \sum_{m_{y}=1}^{M_{y}} \frac{\rho_{i,m_{y}} n_{E}}{M_{S}} \log_{2} \left( 1 + \frac{W_{i,m_{y}} \mu_{l}^{i}}{TW_{m_{y}} / M_{S} n_{E} \sum_{l=1}^{m_{S}} \mu_{l}^{i}} \right)
\]  
(20)

According to above formula, the state of the channel matrix of terminal \( I \) on sub-carrier \( m_{S} \) can be described by the F-norm of \( G_{i,m_{S}} \); then, the subcarrier allocation criterion that meets the requirements can be derived, that is, maximizing the capacity of the IoT monitoring system by allocating \( m_{S} \) to the largest terminal \( I \) of \( ||G_{l}||_{F} \). Assume \( A(m_{FS}m_{JS}) \) represents the \( \gamma \) function, and it satisfies \( A(m_{FS}m_{JS}) = (m_{FS}m_{JS} - 1)! \); if there is a random variable whose channel matrix norm satisfies the chi-square test distribution and the degree of freedom is \( 2m_{FS}m_{JS} \), then its probability density function \( h_{FD}(a) \) is:

\[
h_{FD}(a) = \frac{1}{\Lambda(m_{FS}m_{JS})} \frac{a^{m_{FS}m_{JS}-1}}{\Gamma(m_{FS}m_{JS}-1)} \exp(-a)
\]  
(21)

The cumulative distribution function (CDF) of this variable can be expressed by Formula 22:

\[
H_{FD}(a) = 1 - \exp(-a) \sum_{i=1}^{m_{FS}m_{JS}-1} \frac{1}{i!} a^{i}
\]  
(22)

Formula 23 gives the CDF of the instantaneous channel capacity of terminals in the IoT monitoring system on \( m_{S} \):

\[
H_{MO}(b) = 
H_{FD} \left[ \frac{2^{b n_{E}} - 1}{W_{i,m_{S}} TW_{m_{S}} / M_{S} n_{E}} \right]
\]  
(23)

If it is assumed that the system has a high signal-to-noise ratio, Formula 20 can be simplified as shown in Formula 24 below:
According to the above formula, $\det(G_{mS}G_l^{H})$ can be used to describe the maximum capacity that can be achieved on each sub-carrier under the above-mentioned conditions.

In a multi-terminal IoT monitoring system, interference between the terminals can be eliminated based on the ideal signal detection algorithm. Assume $[G_{mS},]_N$ represents the $N$-th column of $G_{mS}$, $G_{mS,N}$ represents the allocated power of terminal $I$ on sub-channel $(m_S, N)$, then, the corresponding rate can be expressed as Formula 25:

$$DA_{mS,N} = \log_2 \left( 1 + \frac{W_{l,mS,N}}{TWM_0 / M_S} \right) \left\{ \left\| G_{l,mS,N} \right\|_F \right\}^2$$

Based on the capacity maximization criterion, sub-channel $(m_S, N)$ is allocated to terminal $I$, this process can be described by Formula 26:

$$MO = \frac{\rho_{l,mS,N}}{M_S} \log_2 \max_{mS, mS,N} \left\{ \sum_{l=1}^{L} \sum_{mS} \sum_{mS,N} \left( 1 + \frac{W_{l,mS,N}}{TWM_0 / M_S} \right) \left\| G_{l,mS,N} \right\|_F \right\}$$

Formula 27 gives the total power constraint to be satisfied by the instantaneous capacity of the terminals in the IoT monitoring system:

$$\sum_{l=1}^{L} \sum_{mS} \sum_{mS,N} W_{l,mS,N} = W_T$$

Formula 28 gives the constraint of whether to allocate sub-carrier $m_S$ to terminal $I$:

$$\sum_{l=1}^{L} \rho_{l,mS,N} \leq 1$$

The water-filling allocation strategy of channel power has the best effect, and it can perform water-filling allocation in space and frequency domains at the same time on the transmitted signal sub-channel of the multi-terminal IoT monitoring system. If the system has $M_S \times m_{FS}$ sub-channels, there're a total of $L \cdot L \ldots L = L^{M_S \times m_{FS}}$ possible allocation combinations. All the allocation combinations are numbered, and the combination sequence number set is denoted as $K = \{1, 2, \ldots, R^{M_S \times m_{FS}}\}$. $T^{(k)} = \{T^{(k)}, 1, T^{(k)}, 2, \ldots, T^{(k)}, M_S, m_{FS}\}$ represents the set of terminals selected for each channel under the $k$-th allocation combination, $\lambda$ represents the water level of water-filling allocation of all sub-channel power, then the power allocated on $(m_S, N)$ can be calculated by Formula 29:

$$W_{mS, N}^{(k)} = \max \left\{ 0, \lambda - \frac{m_0 TW}{M_S} \right\}$$

$$W^{(k)} mS, N \text{ can be obtained from Formula 30:}$$

$$\sum_{mS} mS \sum_{mS,N} W_{mS, N}^{(k)} = W_T$$

Based on the optimal allocation algorithm, the capacity obtained by the terminals in the IoT monitoring system is:

$$MO = \frac{\max_{k \in K} \left\{ 1 + \sum_{mS} mS \sum_{mS,N} \log_2 \left( 1 + \frac{W_{mS, N}^{(k)}}{TWM_0 / M_S} \right) \left\| G_{mS, N}^{(k)} \right\|_F \right\} \right\}}{N}$$

IV. EXPERIMENTAL RESULTS AND ANALYSIS

This study employed simulation software Matlab to perform simulation experiments on the interference suppression and resource allocation algorithm proposed for the IoT monitoring system. In the experiments, the numbers of transmitting and receiving antennas of the BS were fixed, and the change laws of the average system capacity under three conditions (maximum sub-carrier F-norm allocation criterion 1, power water-filling allocation criterion 2, and frequency division multiple address mode allocation criterion 3) were explored. Figure 7 gives the corresponding system capacities. According to the simulation results, the system capacity obtained by the resource allocation algorithm proposed in this paper is higher than that obtained by the traditional static sub-carrier allocation algorithm; and with the increase of the signal-to-noise ratio, the obtained system capacity increases as well.
To further explore the relationship between the capacity of the IoT monitoring system and the number of antennas of each BS, comparative simulation experiments were performed and Figure 8 gives the system capacity under conditions with different antenna numbers. According to the figure, the system capacity calculated by the resource allocation algorithm proposed in this paper increases with the number of antennas of each BS, this is because the proposed algorithm provides more degrees of freedom for the multi-antenna system through precoding design, the utilization rate of resources is greatly improved, thus the system channel capacity is increased. Figure 9 shows the CDF curves under conditions with different terminal numbers. According to the figure, the increase of the number of terminals would result in an increase in the multi-terminal diversity gain, and the capacity of the IoT monitoring system grows accordingly. At the same time, the CDF curves deduced by Formula 23 basically coincide with the system capacity simulation curves, which can further verify the correctness and accuracy of the theoretical derivation of the algorithm.

In this study, the change law of the average throughput loss of the IoT monitoring system before and after the implementation of macro BS interference suppression strategy was analyzed as well, and Figure 10 shows the curves of the average system throughput loss before and after macro BS interference suppression. According to the figure, since the macro BS has adopted the “Macro BS – Micro cells” interference suppression measures, namely to use the precoding design-based interference suppression method to effectively reduce the inter-beam interference, compared with other cases that didn’t adopt interference suppression measures, the proposed algorithm has effectively reduced the average throughput loss of the IoT monitoring system.

Comparative simulation experiments were performed on the IoT monitoring system before and after the implementation of the sub-carrier resource allocation strategy, and Figure 11 gives the average system throughput loss before and after the implementation of the sub-carrier resource allocation strategy. According to the figure, when the average throughput loss of the IoT monitoring system is 6.5%, the adjacent channel interference power ratio required by the subcarrier resource allocation algorithm proposed in this paper is reduced by about 1.2dB compared with that without resource allocation, which indicates that the sub-carrier resource allocation has a limited impact on the performance of the IoT monitoring system.
Next, comparative simulation experiments were also performed to verify the effectiveness of the power water-filling allocation criterion, and Figure 12 gives the average system throughput loss under the condition of equal power signal transmission scheme of each BS and under the condition of the proposed algorithm. According to the figure, when there is external interference in the IoT monitoring system, applying power control resource allocation strategy can ensure that the system throughput remains at a relatively high level. When the average system throughput loss is 6%, the adjacent channel interference power ratio required by the proposed algorithm is reduced by about 3.35dB compared with that without resource allocation.

Since the interference suppression effect of the IoT monitoring system is greatly affected by the accuracy of the acquired channel state, this study analyzed the influence of spectrum bandwidth conditions on the average system throughput loss under different duplex modes, and Figure 13 gives the average system throughput loss under three conditions: 10MHz bandwidth FDD-20MHz interference bandwidth TDD system, 10MHz bandwidth FDD-10MHz interference bandwidth TDD system, and 20MHz bandwidth FDD-10MHz interference bandwidth TDD system. According to the figure, the average throughput loss of systems with a 20MHz interference bandwidth is greater, and a higher adjacent channel interference power ratio is required to ensure the reduction of inter-system interference. In order to reach 5% average system throughput loss, the adjacent channel interference power ratio required by the IoT monitoring system with a bandwidth less than 10MHz is the smallest, about 13.2dB.

V. CONCLUSION

This paper researched the interference suppression and resource allocation strategies for IoT monitoring system. First, it established an IoT monitoring network model and elaborated on interference suppression strategies for inter-layer interference and intra-layer interference; then, it proposed a sub-carrier resource allocation scheme for IoT monitoring system with multiple inputs and outputs and a water-filling strategy of system channel power; after that, combining with experiments, the change laws of system capacity under the conditions of different allocation strategies, different antenna numbers, and different terminal numbers were explored, and it’s verified that the proposed algorithm can effectively reduce the average throughput loss of the IoT monitoring system. By performing comparative simulation experiments, this paper obtained the average system throughput loss curves before and after macro BS interference suppression, before and after the implementation of resource allocation strategy, and under the conditions of different resource allocation situations and different bandwidth situations; the experimental results proved that the adjacent channel interference power ratio required by the proposed algorithm is lower, and the IoT resource cost and energy consumption reduction effect is better.
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