Machine learning approach to study quantum phases of a frustrated one dimensional spin-1/2 system
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Frustration driven quantum fluctuation leads to many exotic phases in the ground state and study of these quantum phase transitions is one of the most challenging areas of research in condensed matter physics. Here, a frustrated Heisenberg \( J_1 - J_2 \) model of spin-1/2 chain with nearest exchange interaction \( J_1 \) and next nearest exchange interaction \( J_2 \) is studied using the principal component analysis (PCA) which is an unsupervised machine learning technique. In this method most probable spin configurations (MPSC) of ground-state (GS) and first excited state (FES) for different \( J_2/J_1 \) are used as the input in PCA to construct the co-variance matrix. The ‘quantified principal component’ of the largest eigenvalue of co-variance matrix \( p_1(J_2/J_1) \) is calculated and it is shown that the nature and variation of \( p_1(J_2/J_1) \) can accurately predict the phase transitions and degeneracies in the GS. The \( p_1(J_2/J_1) \) calculated from the MPSC of GS can only exhibit the signature of degeneracies in the GS, whereas, \( p_1(J_2/J_1) \) calculated from MPSC of FES captures the gapless spin liquid (GSL)-dimer phase transition as well as all the degeneracies of the model system. We show that jump in \( p_1(J_2/J_1) \) of FES at \( J_2/J_1 \approx 0.241 \) indicates the GSL-dimer phase transition, whereas its kinks give the signature of the GS degeneracies. The scatter plot of first two principal components of FES shows distinct band formation for different phases.

I. INTRODUCTION

Study of quantum fluctuations and phase transitions is one of the most active and frontier area of condensed matter physics [1–10], especially these studies are relevant and interesting in presence of many body interactions [11–17]. These correlated model systems are important and relevant for modeling the real materials and have exotic phases in the ground state (GS), but solving even the simplest correlated model Hamiltonian is extremely difficult due to a large number of coupled degrees of freedom [3–5]. The degrees of freedom of a fermionic model system, like one-band Hubbard model increases as \( 4^N \), where \( N \) is number of sites [3–5]. In large electronic repulsion energy limit, the charge degrees of freedom freeze and in half-filling limit, this model reduces to antiferroimagnetic Heisenberg spin-1/2 model system where degrees of freedom increase as \( 2^N \) [3–5]. Unfortunately, there are only a few models like one dimensional (1D) regular Heisenberg spin-1/2 [18, 19] and Hubbard model [20, 21] which can be solved exactly. In most of the cases, these models are solved by approximate analytical methods like mean-field [22, 23], bosonization theory [24], renormalisation group theory [25] etc or numerical methods like exact diagonalization (ED) for small systems [26, 27], Density matrix renormalization group method (DMRG) [28–31] or quantum Monte Carlo (QMC) [32, 33] etc. Most of these techniques have their limitations like the DMRG can be applied only to low dimensional systems, the QMC have sign problems [32] for frustrated spin systems or fermionic systems away from half filled limit. Therefore, it is desirable to find approach or method to determine the quantum phase boundary by supplying only minimal information like solving small system by using the ED method or giving some information about particle or spin configurations even in presence of sign problems of the QMC method [34]. The Machine learning (ML) is one of the most promising approach to find solution of complicated many body model Hamiltonian [35–42].

The ML is an indispensable tool to study various problems of different academic and social domain and has been heavily used in image recognition [43–45], social networking [46–48], advertising [49], finance [50], designing medicine [51] etc. In science, biological physics [52, 53], high energy physics [54, 55] and other disciplines used this tool for various purposes. In preponderance of information and real data, the ML is a excellent tool to explore and quantify patterns. There are two types of approaches in the ML; supervised and unsupervised learning, and in the supervised learning the algorithm is provided with any pre-assigned labels or scores for training the data [35, 36, 39, 56], whereas the unsupervised learning algorithm discover naturally occurring pattern in training data sets [57, 58]. In this manuscript, the unsupervised learning will be our main focus to find the naturally occurring pattern.

In a strongly correlated system, data are multivariate, highly correlated and multi-dimensional, but to discover the pattern in the data set, the unsupervised learning first reduces the dimensionality without loosing the information of variance. Principal component analysis (PCA) is a method to reduce the dimensionality of a data set consisting of a large number of interrelated variables without loosing variation in the given data set. The di-
mensionality reduction is achieved by transforming original data set to a new set of variables or the principal components (PCs) which are uncorrelated and ordered so that the first few axes of the subspace retain most of the variation present in the original variables [39, 59–61]. The PCA is one of the most efficient tool to predict the thermal phase transitions in two dimensional (2D) spin systems like phase transition in classical Ising model and XY model as a function of temperature \( T \) [62–64].

The PCA method works well to determine the thermal phase transitions in model systems, but determination of quantum phase transition using the PCA is still lacking in the literature. In this manuscript, we consider a 1D frustrated antiferromagnetic Heisenberg spin-1/2 \( J_1 - J_2 \) model to explore the quantum phase transitions [9, 15, 16, 65–69]. This model has nearest neighbour antiferromagnetic spin exchange interaction \( J_1 \) and next nearest neighbour anti-ferromagnetic interaction \( J_2 \). This is one of the simplest frustrated system irrespective of the nature of \( J_2 \) and one of the well studied model [15, 65–68]. This model shows a gapless spin liquid (GSL) phase below \( J_2/J_1=0.2411 \) [70, 71] and a dimer phase thereafter. A spiral phase sets in at \( J_2/J_1 \approx 0.55 \). The quantum phase transition from the GSL phase to dimer phase is determined using level crossing between the first excited state (FES) singlet and lowest triplet states in finite systems or by calculating the singlet-triplet gap in thermodynamic limit [68]. This model is known as Majumdar-Ghosh (MG) model for \( J_2/J_1 = 0.5 \) and has a doubly degenerate GS [9]. The GS of MG model can be written as direct product of all dimers, and the lowest singlet triplet gap of this model is large [70, 72]. For \( 0.55 < J_2/J_1 < 2.27 \), this model exhibits spiral phase and in this phase the GS is doubly degenerate only at specific values of \( J_2/J_1 \) for finite size systems [69].

In this work, we explore the quantum phase transition and GS degeneracies in the \( J_1-J_2 \) model using PCA. We consider a few most probable spin configurations (MPSC) in the GS and the FES as input of the PCA for various values of \( J_2/J_1 \) and these MPSC are obtained using ED. We show that the MPSC corresponding to the FES for given value of \( J_2/J_1 \) predicts the GSL to dimer phase transition faithfully. It also predicts the degeneracies in the GS. It is amazing to see that only few MPSC with uniform weight can predict phase transitions and all the degeneracies. To best of our knowledge, the combined method of the PCA and the ED is first time used to predict the quantum phase transition and degeneracies.

This manuscript is divided into five sections. In section II, the model Hamiltonian and methods are discussed, whereas in section III the PCA and its implementation in this system are explained. The section IV describes the results and have three subsections. In the last section V our results are summarised and compared with the results of the literature.

II. MODEL HAMILTONIAN AND METHODS

In this work, a frustrated Heisenberg antiferromagnetic spin-1/2 \( J_1 - J_2 \) model is studied and in this model spins are interacting with it’s nearest neighbour and next nearest neighbour spins with exchange interactions \( J_1 \) and \( J_2 \) respectively. The Hamiltonian of the system can be written as

\[
H = J_1 \sum_i \vec{S}_i \cdot \vec{S}_{i+1} + J_2 \sum_i \vec{S}_i \cdot \vec{S}_{i+2}
\]

(1)

where \( \vec{S}_i \) is the vector spin at site \( i \), the first and second terms of the Hamiltonian represent the nearest and next nearest neighbour spin exchange interaction terms. Both the exchange interactions \( J_1 \) and \( J_2 \) are antiferromagnetic in nature. In large \( J_2 \) limit this interaction topology can be mapped to a Heisenberg model on a zigzag geometry or two spin chains coupled with each other through zigzag rung bonds [70].

Conventional ED method is used to solve the Hamiltonian in Eq.[1]. The GS wavefunction \( \psi_0 \) and the FES wavefunction \( \psi_1 \) are calculated. The singlet-triplet (ST) gap can be written as

\[
E_{ST} = E_0(S^z = 1) - E_0(S^z = 0)
\]

(2)

where \( E_0(S^z = 0) \) and \( E_0(S^z = 1) \) are the lowest energy levels in \( S^z = 0 \) and \( 1 \) sector i.e the lowest energy level in the singlet and triplet sector respectively. The lowest singlet excitation \( E_\sigma \) can be written as

\[
E_\sigma = E_1(S = 0) - E_0(S = 0)
\]

(3)

where \( E_1(S = 0) \) and \( E_0(S = 0) \) are the lowest and the FES energies in total spin \( S = 0 \) sector respectively. For all the calculations, we impose the periodic boundary condition in the spin chain, and the ED is performed for three different system sizes \( L = 16, 20 \) and 24. All the calculations are obtained for the wider regime of \( J_2/J_1 \) from 0 to 1 in steps of 0.01.

III. PRINCIPAL COMPONENT ANALYSIS

In the PCA method, correlated data or features in a basis are rotated to a new basis which is linear combination of original basis while preserving all variation in the data [59, 60]. In the new rotated basis, most of the variations are confined to only a few dimensions and other dimensions are irrelevant. For determination of these important dimensions, we need the co-variance matrix of data sets of measurement. The co-variance matrix \( C_T \) can be defined as

\[
C_T = XX^T
\]

(4)

where, \( X \) is sets of measurement with zero empirical mean and it is a rectangular matrix. \( X^T \) is transpose of \( X \). We construct a data matrix \( Y \) from which one
can get the data-centred matrix $X$. Each row of $Y$ represents all measurements of a particular type, whereas column represents a set of measurements from one particular trial. In this case, $Y$ have $L$ dimensional features and $N_{J_2/J_1} = M \times m$ dimensional samples. Where, $m$ is the number of configurations for each $J_2/J_1$ and $M$ is the number of equally spaced sets of $J_2/J_1$ for $0 < J_2/J_1 < 1$. The data-centred matrix $X$ is formed by calculating the deviation of the components at each site of $Y$. For each site $i$ its mean $\mu_i$ is calculated by taking an average over all samples and it is defined by $\mu_i = \frac{1}{N_{J_2/J_1}} \sum_{k=1}^{N_{J_2/J_1}} Y_{i,k}$. The deviation of the spin component for the $k$th sample at $i$th site can be written as $X_{i,k} = Y_{i,k} - \mu_i$. We write down the matrix elements of the co-variance matrix as

$$C_T(i,j) = \sum_{k=1}^{N_{J_2/J_1}} X_{i,k} X_{k,j}^T.$$  

(5)

$X_{k,j}^T$ is the transpose of $X_{j,k}$.

In thermal phase transition calculations, spin configuration at a particular temperature is a snapshot of a particular trial. In this case, $X_{i,k}$ represents all measurements of a particular type, whereas each configuration have information of the variation in the original data sets. Using such dimensionality reduction procedure, we find only few large eigenvalues and corresponding eigenvectors are important to accommodate most of the variation in the original data sets.

By projecting the original data along $n$th eigenvector $w_n$, we get $N_{J_2/J_1}$, number of principal components. The $n$th principal component $p_n(J_2/J_1, k)$ corresponds to the $k$th sample can be obtained by-

$$p_n(J_2/J_1, k) = w_n^T Y(k)$$  

(9)

where, $Y(k)$ is the $k$th sample with $L$ entries of the data matrix $Y$. $w_n^T$ is the transpose of the eigenvector $w_n$. The $n$th ‘quantified principal component’ is calculated by summing the absolute value of the principal components over the samples ($m$) for a particular value of $J_2/J_1$ [62].

$$p_n(J_2/J_1) = \sum_{k=1}^{m} |p_n(J_2/J_1, k)|$$  

(10)

In this manuscript, we focus on the PCA of GS and the FES of the system for different $J_2/J_1$ and calculate the eigenvalues and the corresponding eigenvectors of covariance matrix $C_T$. We calculate principal components corresponding to the largest eigenvalues. We note that in our study, first eigenvalue is the largest as compared to the others and the ‘quantified principal component’ $p_1(J_2/J_1)$ is able to determine the phase transition, and our calculations also suggest that the principal components of the FES is more important in determining the quantum phase transition.

IV. RESULTS

In this section, we first discuss quantum phase transition and phases boundary of results of $J_1 - J_2$ model in the literature, and thereafter, we apply an unsupervised machine learning method to evaluate quantum phase boundary and degeneracies in this model. The quantum phase transition of $J_1 - J_2$ model for a spin-$1/2$ has been extensively studied by using different analytical and numerical techniques [65, 67, 68]. In small $J_2/J_1$ limit, the GS exhibits the GSL phase which is characterized by algebraic decay of spin correlation function and gapless spectrum [70–72]. This phase extends upto $J_2/J_1=0.2411$, and thereafter, a gapped phase sets in the GS and spin correlations are short range or exponentially decaying [70–72]. In this phase, the system shows dimerized GS and finite $E_{ST}$, $E_{ST}$ and nature of spin correlation function can be used to determine the phase boundary in the thermodynamic limit [66–68]. In a finite system, crossover point of the FES of singlet and the lowest state of triplet is phase boundary of the GSL and the dimer phase [68].

Now let us apply an unsupervised machine learning technique PCA to determine the phase boundary and signature of degeneracies in the GS. We pointed out in
section III that the eigenvalues and the eigenvectors of \( C^T \) are important to decide the rotation of basis along which maximum of the variation is preserved. Only a few largest eigenvalues and their eigenvectors are important to determine relevant principal components. In the rotated basis, \( n^{th} \) principal component corresponds to the \( k^{th} \) sample \( p_n(J_2/J_1, k) \) can be obtained from Eq. 9 and the ‘quantified principal component’ \( p_n(J_2/J_1) \) from Eq. 10. We calculate the ‘quantified principal component’ \( p_1(J_2/J_1) \) of the GS and the FES in \( S^z = 0 \) sector to characterize the phase boundary of this model. The data centred-matrix \( X \) is calculated using MPSC approach as described in section III.

The eigenvalues of \( C^T \) are analysed and the effect of MPSC \( m \) and the effect of finite size \( L \) on principal components are studied in detail. The phase boundary and the degeneracies are studied with the help of ‘quantified principal component’ \( p_1(J_2/J_1) \) corresponding to the largest eigenvalue \( \lambda_1 \). In all our calculations, we have taken \( M = 100 \) sets of \( J_2/J_1 \) in the range \( 0 < J_2/J_1 < 1 \) with step 0.01.

A. Effect of \( L \) and \( m \) on \( \lambda_n \)

The eigenvalues \( \lambda_n \) of the co-variance matrix for the GS and the FES are shown in Fig. 1 for three different system sizes \( L = 16, 20 \) and 24 for \( m = 25 \). For fixed \( m = 25 \), \( \lambda_n \) of the GS and FES decrease rapidly as shown in Fig. 1(a) and 1(b) respectively. In both the cases, the first eigenvalue is dominating over others and increases with system size for both GS and FES. Therefore, we choose the first eigenvalue and its corresponding ‘quantified principal component’ \( p_1(J_2/J_1) \). In Fig. 1(c) and 1(d), we plot \( p_1(J_2/J_1) \) for the GS and the FES respectively as a function of \( J_2/J_1 \) for three different system sizes \( L \). We observe \( p_1(J_2/J_1) \) is constant and suddenly drops at \( J_2/J_1 = 0.5 \) (MG point) for GS. However, for the FES, we notice a drop at \( J_2/J_1 = 0.241 \) and thereafter it is constant up to \( J_2/J_1 = 0.5 \) for all values of \( L \). We also notice few more in between \( 0.5 < J_2/J_1 < 1.0 \).

In GS, the jumps are observed for \( 0.55 < J_2/J_1 < 1.0 \) for the system sizes \( L = 16, 24 \) respectively. However, in case of the FES, we notice two jumps for all the system sizes. The values of \( p_1(J_2/J_1) \) below \( J_2/J_1 < 0.5 \) increases with \( L \), whereas it decreases with \( L \) for \( J_2/J_1 > 0.5 \).

Now we analyse the dependence of \( \lambda_n \) and \( p_1(J_2/J_1) \) on number of sample \( m \) for both the GS and the FES. Four different values \( m = 10, 25, 50 \) and 100 are considered as shown in Fig. 2 for \( L = 24 \). \( \lambda_n \) and their variation in both the GS and FES decreases with \( m \) as shown in Fig. 2(a) and 2(b) respectively. In fact, MPSC are governed by the Hamiltonian and increasing the \( m \) increases the chance of inclusion of even less probable configurations which hardly contributes to the phase transition. Only first ‘quantified principal component’ \( p_1(J_2/J_1) \) is important in both the GS and the FES. In Fig. 2(c) and 2(d), \( p_1(J_2/J_1) \) as a function of \( J_2/J_1 \) is plotted for the GS and FES respectively for four values of \( m \). The expected jumps and fluctuations in \( p_1(J_2/J_1) \) get suppressed with increasing \( m \), but their nature is quite similar for all values of \( m \). We present all the results for \( m = 25 \) hereafter.

B. Principal components and quantum phase transition

In this work, we are dealing with the finite system size \( L = 24 \), therefore let us try to compare the \( p_1(J_2/J_1) \) curve with \( E_{ST} - E_{\sigma} \) curve as a function of \( J_2/J_1 \). In Fig.
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**FIG. 1.** (color online) Finite size effect on ‘quantified principal component’ \( p_1(J_2/J_1) \) is shown for \( m = 25 \). Eigenvalues of the co-variance matrix are shown for (a) the GS and (b) the FES. ‘quantified principal component’ \( p_1(J_2/J_1) \) are shown for (c) the GS and (d) the FES. Black, red and green colors represent different system sizes \( L = 16, 20 \) and 24 respectively.
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**FIG. 2.** (color online) PCA dependence on MPSC \( m \) taken for the data matrix for \( L = 24 \) is shown. Eigenvalues of the co-variance matrix are shown for (a) the GS and (b) the FES and ‘quantified principal component’ \( p_1(J_2/J_1) \) are shown for (c) the GS and (d) the FES. Red, blue, orange, indigo colors correspond to \( m = 10, 25, 50 \) and 100 respectively.
FIG. 3. (color online) For \( L = 24 \) (a) Energy gaps vs \( J_2/J_1 \) is plotted. Black curve is first excited state energy gap \( (E_{ST}) \) defined in Eq 2 and red curve is the lowest triplet gap \( (E_{ST}) \) defined in Eq. 2. (b) ‘quantified principal components’ \( p_1(J_2/J_1) \) is shown as a function of \( J_2/J_1 \). Black and red curves represent \( p_1(J_2/J_1) \) calculated from the GS and the FES respectively.

3(a), \( E_{ST} - E_{\sigma} \) curve is plotted as a function of \( J_2/J_1 \), there is a crossing of \( E_{ST} \) and \( E_{\sigma} \) curve at \( J_2/J_1 \approx 0.241 \) and this crossing indicates the GSL-Dimer phase boundary for \( L = 24 \). At \( J_2/J_1 = 0.5 \) or MG point and 0.55, 0.62, 0.755, the \( E_{\sigma} \) is zero i.e ground state is doubly degenerate as shown in Fig. 3(a). The degeneracies are marked with circles. In Fig. 3(b), \( p_1(J_2/J_1) \) vs \( J_2/J_1 \) for the GS, exhibits a large jump at \( J_2/J_1 = 0.5 \) and kinks at 0.52, 0.745, however, near to the MG point, fluctuations in \( p_1(J_2/J_1) \) curve indicate degeneracies or nearly degenerate states. The GS \( p_1(J_2/J_1) \) does not show any kink near 0.62. The \( p_1(J_2/J_1) \) of the FES vs \( J_2/J_1 \) exhibits a large jump at \( J_2/J_1 \approx 0.241 \) jump at MG point and kinks at \( J_2/J_1 = 0.52, 0.63, 0.745 \). It is well known that degeneracies at 0.55, 0.62, 0.755 are due to incommensurate phases i.e, two singlet states become degenerate at these points [69]. Therefore, we can conclude that by studying the ‘quantified principal component’ \( p_1(J_2/J_1) \) of the GS and FES, one can extract the degeneracies in the GS, however, analysis of the \( p_1(J_2/J_1) \) of the FES can reliably give phase boundary of the GSL-dimer phase transition and these results are consistent with results in the literature [68–70, 72].

C. Principal components and eigenvectors of \( C_T \)

The co-variance matrix \( C_T \) is calculated from the FES wave function for \( 0 < J_2/J_1 < 1 \) and first two eigenvalues \( \lambda_1 \) and \( \lambda_2 \) of \( C_T \) have significantly larger variances as compared to the other eigenvalues. The eigenvectors \( w_1 \) and \( w_2 \) corresponding to \( \lambda_1 \) and \( \lambda_2 \) are plotted in Fig. 4(a), and we notice that \( w_1 \) is a periodic function with pitch angle \( \pi/6 \). Now, \( p_1(J_2/J_1, k) \) and \( p_2(J_2/J_1, k) \) can be constructed by rotating the original \( Y \) by these two weight vectors \( w_1 \) and \( w_2 \) by using expression Eq. 9. The scatter color plot of \( p_1(J_2/J_1, k) \) and \( p_2(J_2/J_1, k) \) are shown in Fig. 4(b) and 4(c), and the color intensity bar indicate the strength of \( J_2/J_1 \). The \( p_1(J_2/J_1, k) \) and \( p_2(J_2/J_1, k) \) are plotted for \( 0.1 < J_2/J_1 < 0.5 \) in Fig. 4(b), which form two kinds of bands B1 and B2. The principal components form band B1 in the range \( 0.1 \leq J_2/J_1 \leq 0.241 \) and this band is located at \( p_1(J_2/J_1, k) \approx \pm 2.0 \). For \( 0.241 \leq J_2/J_1 \leq 0.5 \), principal components form B2 band around \( p_1(J_2/J_1, k) = 0 \) and a clear separation of data can be seen around \( J_2/J_1 \approx 0.241 \).

In Fig. 4(c), the scatter plot is shown for \( 0.5 < J_2/J_1 < 1 \) and the principal components form three color bands. These bands B3, B4, B5 correspond to the limits \( 0.5 \leq J_2/J_1 \leq 0.63, 0.63 \leq J_2/J_1 \leq 0.745 \) and \( 0.745 \leq J_2/J_1 \leq 1.0 \) respectively. These bands correspond to different pitch angle in the system in spiral phase. The band B3 are located at \( p_1(J_2/J_1, k) \approx \pm 0.4 \) and represented with blue color, B4 is symmetrically located at \( |p_1(J_2/J_1, k)| \approx 0 \) and \( |p_1(J_2/J_1, k)| \approx 0.4 \). The major fraction of the components of B4 reside at \( |p_1(J_2/J_1, k)| \approx 0 \) rather \( |p_1(J_2/J_1, k)| \approx 0.4 \) and so the average of it gives finite but near equals to zero value of \( |p_1(J_2/J_1, k)| \) as shown in Fig. 3(b). The band B5 is located along \( p_1(J_2/J_1, k) \approx 0 \) and it gives the average \( |p_1(J_2/J_1, k)| = 0 \) as shown in Fig. 3(b).

V. SUMMARY

In this manuscript, a one dimensional antiferromagnetic Heisenberg spin-1/2 \( J_1 - J_2 \) model is considered to study the quantum phase transition and the GS degeneracies using the machine learning method. We have combined the ED and the PCA to study the quantum phase transition boundaries and degeneracies of the model system in Eq. 1, this method can predict the phase boundaries by using finite size calculations. The \( J_1 - J_2 \) model has the GSL-dimer phase boundary at \( J_2/J_1 = 0.2411 \) calculated by DMRG method [70, 72] and finite systems shows GS degeneracies in the spiral phase [69]. In this manuscript, it is shown that the quantum phase boundaries and degeneracies in finite system are predicted by using the PCA considering only few number of MPSC in the GS and the FES of the model system. This indeed a promising tool to capture the quantum fluctuation and correlation only taking few most probable configurations out of larger dimensional Hilbert’s space.

We show that the nature of the ‘quantified principal component’ \( p_1(J_2/J_1) \) is not strongly sensitive to variation of \( m \) and the sensitivity is shown for \( m = 10, 25, 50 \) and 100 in Fig. 2. The nature of \( p_1(J_2/J_1) \) of the FES also does not change with system size and its variation
FIG. 4. (color online) For $L = 24$, $m = 25$: (a) eigen vectors $w_1$ and $w_2$ corresponding to largest and second largest eigenvalues of $C^T$ are plotted as a function of site $n$. (b) Scatter plot of $p_1(J_2/J_1)$ vs $p_2(J_2/J_1)$ for the limit $0.1 < J_2/J_1 < 0.5$. The color bands B1 (sky blue) and B2 (maroon) are separated at $J_2/J_1 \approx 0.241$. (c) Scatter plot of $p_1(J_2/J_1)$ vs $p_3(J_2/J_1)$ for the limit $0.5 < J_2/J_1 < 1.0$. The color bands B3 (blue), B4 (green) are separated around $J_2/J_1 = 0.63$ and B4, B5 (maroon) are separated at $J_2/J_1 = 0.745$.

at the boundary gets enhanced with increasing $L$. The jumps and kinks in $p_1(J_2/J_1)$ can give an accurate determination of phase boundary and degeneracies in the GS. The PCA of the GS can predict some of the degeneracies in the GS. However, $p_1(J_2/J_1)$ of the FES exhibits jumps at $J_2/J_1 = 0.241$ and this jump represents the GSL-dimer phase boundary and this phase boundary is consistent with literature and the boundary has been determined by $E_{ST}$ calculation in thermodynamic limit [65] and using level crossing method for finite system size [68]. The kinks at $J_2/J_1 = 0.52, 0.63, 0.745$ for $L = 24$ represent the degeneracies in the GS and these are consistent with literature [69]. In conclusion, a combined method of ED and unsupervised machine learning method PCA gives reliable phase boundaries and this method can be a powerful tool to explore the quantum phase transition in strongly correlated systems.
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