Hybrid registration of retinal fluorescein angiography and optical coherence tomography images of patients with diabetic retinopathy
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Abstract: Diabetic retinopathy (DR) is a common ophthalmic disease among diabetic patients. It is essential to diagnose DR in the early stages of treatment. Various imaging systems have been proposed to detect and visualize retina diseases. The fluorescein angiography (FA) imaging technique is now widely used as a gold standard technique to evaluate the clinical manifestations of DR. Optical coherence tomography (OCT) imaging is another technique that provides 3D information of the retinal structure. The FA and OCT images are captured in two different phases and field of views and image fusion of these modalities are of interest to clinicians. This paper proposes a hybrid registration framework based on the extraction and refinement of segmented major blood vessels of retinal images. The newly extracted features significantly improve the success rate of global registration results in the complex blood vessel network of retinal images. Afterward, intensity-based and deformable transformations are utilized to further compensate the motion magnitude between the FA and OCT images. Experimental results of 26 images of the various stages of DR patients indicate that this algorithm yields promising registration and fusion results for clinical routine.
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1. Introduction

Diabetic retinopathy (DR) damage occurs to the micro-vascular of the retina due to diabetes. Untreated early-stage DR causes the accumulation of fluid in the macula known as Diabetic Macular Edema (DME). DR and DME are a leading cause of the vision loss or blindness in the working-age population [1]. Retina capillaries start to change due to detectable small abnormalities such as micro-aneurysms. Retina capillaries consist of various cells that are en-sheathed by a membrane of Müller cells. Vessel leakage is the result of malfunctioning of Müller cells in diabetic retinas [2].

Retina’s abnormalities and the accumulation of intraretinal fluid are captured using Fluorescein Angiography (FA) imaging. FA imaging was introduced in 1961 by Novotny HR et al [3]. It is an invasive approach that injects fluorescein dye through optic veins and arteries with an adequate speed. FA imaging includes two phases: early frames and late frames. Focal DME associated with discrete point leakage that corresponds to microaneurysms appears in the early frames of FA imaging. In contrast, diffuse DME with an unknown source of the leakage is manifested in the late frames of FA imaging.

Nowadays, the Optical Coherence Tomography (OCT) imaging technique was widely used in ophthalmic imaging as it provides in-depth information of the eye [4,5]. Scanning Laser Ophthalmoscope (SLO) is another imaging technique to scan a specific region of the retina. In [6], a simultaneous imaging system is introduced which acquires SLO and OCT in vivo. As
a result, the OCT-SLO image is aligned with OCT-Bscans. Additionally, Optical Coherence Tomography Angiography (OCTA) imaging has recently become popular in ophthalmic imaging. It provides both functional and structural information in tandem. OCTA is a non-invasive approach that provides blood vessel structure (corresponding to 2D image) and depth information (corresponding to OCT image) in a matter of seconds. However, OCTA suffers from the limitation of Field of View (FOV) and the inability of leakage view [7]. Despite the advantages of OCT imaging such as non-invasive imaging and having depth information in micron (µm), FA remains the main source of diagnosis of abnormal fluid in diabetic retinal edema disease [8]. FA technique provides a higher resolution of optical veins and location of leakage source compare to other imaging systems. Both methods provide different valuable information from the retina structure.

To automatically detect DME or perform progression analysis in OCT-Bscans images, the information fusion of both imaging modalities (FA and OCT-Bscans) is of interest to clinicians. In this paper, we proposed a registration framework to register the FA to the OCT-SLO images which were introduced in a simultaneous imaging technique [6]. Therefore, the registration of the FA image to the OCT-SLO image will lead to the accessibility of depth information of retinal images. Throughout the paper, the SLO image refers to the OCT-SLO image, and OCT-Bscans is dedicated to the cross-sectional information of OCT images.

Image registration is a challenging task [9,10]. The state-of-the-art image registration methods for the retina image alignment can be divided into three categories: feature-based registration, intensity-based registration, and hybrid methods [11].

In feature-based registration, a set of prominent feature points are extracted for registration [12]. Then, the extracted features will be transformed into the target image in different transformation types such as rigid, affine, or deformable transformations. The extracted features include vessel structures, optic disc, branching, and bifurcation points. The feature-based registration of retina images typically involves vessel structure segmentation. In [13–15], the vessel network is segmented and designated as a matching metric for registration. In [16–19], bifurcation points are selected as a prominent feature of the retina vascular network. The extraction of vascular networks using appropriate features such as bifurcation points is the main challenge in complex vascular structure of retinal images. Mustafa Arikan et al [20] used deep learning approach in the vessel segmentation and detection of vessel bifurcation points. Next, an affine transformation is applied in point-based registration and intensity-based registration. Finally, the method is evaluated for images with equal FOVs. In [21], the OCT Fundus Image (OFI) is registered to Color Fundus Photograph (CFP) in different FOVs. The proposed algorithm suggests to take blood vessel ridges as a feature. Finally, the Iterative Closest Point (ICP) algorithm and intensity-based registration are used to register OFI to CFP.

Although the vascular segmentation of retinal images is widely used in feature based registration techniques, some researchers claim optic disc is common feature which provides acceptable results in low resolution images [22,23]. Some research groups investigated Speeded-Up Robust Features (SURF) [24] and Scale-Invariant Feature Transform (SIFT) [19,25] descriptors in the registration of retinal images. These descriptors are applied as a distinctive local feature that is not dependent on the vascular network. In [26], the integration of SURF descriptor and partial intensity invariant feature descriptors are utilized to find corresponding points in the target image.

Intensity-based image registration transforms the source image to match the target image based on the similarity metrics of pixels through an optimization process. Similar to feature-based registration, the transformation of images could be rigid, affine, or deformable. Myronenko et al [27] introduced a new similarity metric that is driven by minimizing residual complexity between two images. In [28], rotation, translation, and scaling parameters are modified in a Mutual Information (MI) registration, which significantly increases the success rate in retinal image registration. In [29], an enhanced MI has been proposed to compensate motion in retinal images which are based on the maximization of Principal Component Analysis (PCA).
The combination of features enhances the registration accuracy [30]. Some researchers combined the feature-based and intensity-based registration of retinal image registration. In [31], a hybrid registration framework is proposed by combining bifurcation point matching and MI similarity measurement. In [32], landmarks extracted from the vascular network are combined with second-order polynomial order intensity registration. Jian Chen et al [33] proposed Partial Intensity Invariant Feature Descriptor (PIIFD) as a similarity metric for poor resolution retinal images. In [34], a hybrid registration method containing two steps is proposed: first images are globally registered using a descriptor matching on the mean phase; then, images are locally registered using a deformable registration algorithm.

To the best of our knowledge, the state-of-art in multi-modal retinal image registration is mainly focused on images that are captured with the same FOVs such as [20,35,36]. In contrast, less studies have done in multi-modal images which are captured in different FOVs such as [21] and [37]. In the next section, a hybrid registration framework is introduced to register the SLO and FA images of DME patients in different FOVs.

2. Materials and methods

The images of retinal vascular networks display various orientations, thicknesses, and intensities. In this section, we describe our solution based on the major blood vessels of the retinal network instead of a fully connected vascular network.

2.1. Data acquisition

Twenty-six images of diagnosed diabetic retinopathy volunteers have been selected for this study. An expert ophthalmologist was responsible to capture the images using FA and OCT modalities at the Didavar ophthalmology clinic center. FA images were gray-scale 768 × 768 pixels and captured by the Heidelberg Spectralis HRA+OCT (Heidelberg Engineering, Heidelberg, Germany) device. The FOV of the early and late phase frames are 30° and 55°, respectively. The pixel size of the early images was 12.5 μm while the pixel size of the late images was 25 μm. In addition, each OCT data included the SLO image and thirty-one OCT-Bscans. The specification of the SLO images was similar to the early FA images. All OCT images were captured using the eye-tracking based followup function (EBF) technique [38] to automatically find the desired location in subsequent examinations.

2.2. Pre-processing

We first enhanced our images to get a more accurate segmentation of the vascular tree. The first step in our framework is to deduct the image noise using an average filter. We accomplish this by performing the predefined 3 × 3 convolution of the images. Afterward, we enhanced the image using Contrast Limited Adaptive Histogram Equalization (CLAHE) filter. Next, the enhanced images were segmented by the global image threshold of Otsu’s method [39]. It is worth pointing out that we computed the complement of the SLO images before segmentation and registration.

2.3. Thickness map

Our objective is to cluster major blood vessels that appear as a vascular arch in retinal images. Narrow vessels and capillaries are derived from major vessels with less thickness. Accordingly, our binary images can be purposely defined as a graph $G = (V, E)$ with 8 connected neighborhood, where $V = \{v_i\}$ represents vertices and $E = \{e_{ij}\}$ denotes directed weight for edge between $V_i$ and $V_j$. From defined graph $G$, all connected pixels (8 connectivity) result in an object $K − label$
image:

\[ \Pi = \Pi_0 \cup \Pi_1 \cup \cdots \cup \Pi_k; \forall i \neq j, \Pi_i \cap \Pi_j = 0 \]  

(1)

where \( \Pi_0 \) represents the background (zero value pixel in binary images) and \( \Pi_1, \ldots, \Pi_k \) denotes the foreground (\( k \)-connected ridges). In graph \( G \), we define pixel \( v_i \) as a perimeter to its neighbor pixel \( v_j \), if pixel \( v_j \) belongs to the foreground, and there is at least one pixel in which \( v_j \) belongs to the background. Therefore, remaining nodes in graph \( P \) represent vessel borders.

\[ P = \left\{ v_i \in \Pi_1, \ldots, \Pi_k \mid \exists j : v_j \in \Pi_0 \right\} \]  

(2)

The thickness map \( T \) of vessel borders is taken from the Euclidean distance of vertices of vessels in binary images (corresponding to pixels \( (X, Y) \)) to nearest perimeter vertices defined in \( P \) (corresponding to pixels \( (X_p, Y_p) \)). The Euclidean thickness map \( \sqrt{(X - X_p)^2 + (Y - Y_p)^2} \) provides the distance information of vessel vertices to its nearest foreground vertices.

In our work, we approximated the thickness of vessels by extraction of morphological skeleton in primary binary images in given thickness map \( T \). Fig. 1 shows a particular retinal case in different FOVs and its thickness map \( T \). In Fig. 1, the largest thickness value in the early FA images is about 9 pixels while in the late images it is around 6 pixels approximately.

2.4. Vessel clustering

The thickness map \( T \) from the previous step represents retinal images as a thickness map of all vessels including micro-vessels, minor vessels and major vessels. In order to cluster those vessels, we utilized Fuzzy C-Mean Clustering Method (FCM). FCM clustering method allows the partial intersection of a cluster to have intersection to other clusters. FCM is carried out through an iteration process and it is based on minimization of following function [40]:

\[ J_m(U, \nu) = \sum_{k=1}^{N} \sum_{i=1}^{c} (u_{ik})^m ||y_k - v_i||^2 \]  

(3)

where \( Y = \{y_1, \ldots, y_N\} \) is clustering data, \( c \) is the number of clusters in \( Y \) (which is equal to 3 in this paper as we want to cluster vessels to micro vessels, minor and major vessels), \( m \) is weighting exponent, and it is experimental; in our study \( m = 2 \), \( U \) is fuzzy c-partition of \( Y \), \( \nu = \{v_1, \ldots, v_c\} \) is vectors of centers, \( v_i = \{v_{i1}, \ldots, v_{im}\} \) is the center of cluster \( i \), and \( u_{ik} \) is the degree of membership of \( y_k \) in the cluster \( i \).

2.5. Producing connected ridge

Clustered ridges are classified into three categories: micro, minor, and major vessels. Major vessels are chosen as a prominent feature which is a common feature between early and late images. As time goes on in the FA imaging system, injected fluorescein changes the thickness of vessels. We suggest a refining classification which results in maximizing the segmentation accuracy. We inspired by the algorithm proposed in [18] and rectified disconnected classified ridges by connecting them to vascular network. Let’s go back to graph \( G \) and connect nodes defined in Eq. (1). Assume thick vessels are labeled as \( \pi = \pi_1 \cup \cdots \cup \pi_n \) where \( \pi \subset \Pi \). Therefore, the weighted graph presented based on the distance of vessel pixel \( v_i \) to the closest pixel of vessel border \( v_j \)

\[ e_{ij} = \begin{cases} 0 & v_i \in \pi_1 \cup \cdots \cup \pi_n \\ g(v_i) & v_i \in (\Pi_1 \cup \cdots \cup \Pi_k) - \pi \end{cases} \]  

(4)

The \( e_{ij} = 0 \) when \( v_i \in \pi_1 \cup \cdots \cup \pi_n \) so that all vertices are included in the shortest path. The weights for the remaining vertices \( v_j \in (\Pi_1 \cup \cdots \cup \Pi_k) - \pi \) are satisfying a misplaced bridge.
Fig. 1. The thickness map demonstration of retinal images. The left column shows FA images in FOVs 30° and 55°, the right column represents the corresponded thickness map of FA images.

which is defined by distance of nodes $d(v_i, v_j)$ and data term. The term $g(v_i)$ finds the thickest path between disconnected nodes. In this study, we define $g(v_i)$ as follow:

$$g(v_i) = 1 - \frac{D(v_i)}{\text{max}(T)}$$  \hspace{1cm} (5)

where $D(v_i)$ denotes the distance of pixel $i$ to the closest vessel border and $\text{max}(T)$ represents the maximum thickness value in thickness map $T$. We are interested in finding the shortest path from disconnected ridges using Dijkstra’s algorithm [41]. Therefore, the value of $g(v_i)$ is normalized to the range of $[0, 1]$ and the lowest value weight $e_{ij}$ will be the shortest path among the thickest segmented vessels.

To reduce the search space, we only kept vertices which corresponded to the segmented end-points. In addition, the biggest connected ridge $BCC$ considered as a starting ridge and its end points ($\text{points}_{BCC}$). Afterwards, the distance of remaining ridges were compared to find out the shortest path between two ridges. The shortest path between the biggest ridge to other ridges were recorded, and the minimum distance was considered as a target ridge to append to the biggest ridge. In images with FOV 55°, the vessel structure supposed to have no disconnection. Due to the possibility of noise or leakage of vessels, all single ridges will be discarded if there is
no path from a particular ridge to the biggest ridge. The algorithm summarised in Algorithm 1
where \( \text{list}_r \) represents a set of clustering ridges. Finally, fully connected component label (BCC)
presents retinal vascular arch in our image.

**Algorithm 1: Ridge connection**

**Input:** Set of ridges: \( \text{list}_r \), graph: \( G \)

**Output:** Connected Component: \( \text{BCC} \)

**repeat**

\[
\text{BCC} \leftarrow \text{EXTRACT_BIGGEST_LABEL}(\text{list}_r)
\]

\[
\text{points}_\text{BCC} \leftarrow \text{END_POINTS}(\text{BCC})
\]

**for** \( i \in \text{list}_r \) **do**

\[
\text{points}_i \leftarrow \text{END_POINTS}(\text{list}_r_i)
\]

\[
\text{path}_i \leftarrow \text{DIJKSTRA}(\text{points}_i, \text{points}_\text{BCC}, G)
\]

\[
\text{weight}_i \leftarrow \text{WEIGHT}(\text{path}_i)
\]

\[
\text{min}_i \leftarrow \text{MINIMUM}(\text{weight}_i)
\]

**end**

**if** \( \text{THERE_IS_NO_PATH}(\text{list}_r_i) \) **then**

\[
\text{CONTINUE}
\]

**end**

\[
\text{min} \leftarrow \text{MINIMUM}(\text{min}_i)
\]

\[
\text{index} \leftarrow \text{INDEX_OF}(\text{list}_r, \text{min}_i)
\]

\[
\text{next} \_ \text{ridge} \leftarrow \text{EXTRACT_RIDGE}(\text{index})
\]

\[
\text{BCC} \leftarrow \text{ADD}(\text{next} \_ \text{ridge})
\]

**until** \( \text{IS_NOT_EMPTY}(\text{list}_r) \);

The thicker path \( e_{ij} \) between two disconnected ridges gives a smaller weight value (close to
zero), and the weight of narrow paths is closer to 1. In our algorithm, there are four possible
conditions for the bridges between two disconnected ridges: 1- a thick and short path, 2- a thick
and long path, 3- a narrow and short path and 4- a narrow and long path. Our algorithm selects
condition 1 and discards condition 4, while the thickness and the length of path compete between
conditions 2 and 3. The very long path with a larger thickness might be discarded if there is
another path with very short path and narrow thickness. Figure 2 shows disconnected ridges
which could be connected by the micro-vessels (blue color) or minor vessels (red color). The red
bridges are selected to connect black ridges.

![Fig. 2. The minor vessels (red) are the true candidate to connect major vessels (black). Blue color vessels represent microvessels.](image)

Figure 3 shows vessel clustering in FOV 30° and 55°. The red color presents major blood
vessels and the blue color indicates minor and micro vessels. In contrast, the bottom row images
illustrate connected major blood vessels. As we can see in the late image, all ridges are connected together and make a singular connected network. A ridge is discarded if it has no connectivity to other ridges. In contrast, single ridges are kept in the SLO and early images.

Fig. 3. The early images and clustered vessels (left column) compared to the clustered late image (right column). The top row shows major vessels (red) and minor vessels (blue) before the vessel refinement. The bottom row represents the refined major vessels (red color).

2.6. Image registration

The retinal image registration of scanning laser ophthalmoscope and fluorescein angiography is a challenging task due to the complex structure of vessel networks in different FOVs and modalities. In general, image registration is the estimation process of transformation $T$ which maps the source image $A$ to the target image $B$. Therefore, the target image $B$ is approximately equal to the transformed source image $T(A)$ i.e. $B \approx T(A)$. In other words, all points $p$ of image $A$ are transformed under transformation $T$ to a new location $p' = T(p)$. In image registration, this transformation is presented by displacement field $\mu$ i.e. $T(p) = p + \mu(p)$. Image registration aims to estimate the displacement field $\mu$.

$$B(p) \approx A(p + \mu(p))$$ (6)

In our presented framework in Fig. 4, we suggest registering the SLO image as a source image to the early image (target image) by transformation $T_1$. Afterward, the early image should be
registered to the late image by transformation $T_2$. The transformation $T$ is shown by the following relationship of $T_1$ and $T_2$: $T(p) = T_2(T_1(p))$ which resulted in $\mu = \mu_1 + \mu_2$. The registration aims to find the corresponding points of all pixels in the SLO image to the late image. Therefore, the inverse transformation $T^{-1}$ resulted from inverse displacement field $\mu^{-1}$ of late image to the SLO image. For the rest of this section, the transformation details and registration parameters are presented in three subsections.

**2.6.1. Global transformation**

Global registration or feature-based registration is a part of the proposed registration framework that locally transforms the source image to the target corresponding points. In other words, feature-based registration focuses on a sparse set of the locations (corresponding points) of images to find a suitable mapping. In our study, the border of major blood vessels is chosen as a common feature between images that are captured in different FOVs. We used Coherent Point Drift (CPD) [27] algorithm to assign the correspondence between two sets of major blood vessels. CPD is a probabilistic approach to fit the centroid of a point cloud to another point cloud by maximizing the likelihood. This approach limits the movement of the Gaussian Mixture Model (GMM) to preserve the structure of the point cloud.

For the first step of registration (transformation $T_1$), an affine transformation is selected to register SLO major vessels to the corresponding points in the early image. For this transformation, we manipulated CPD registration in rotation and scaling factors. The rotation angle was limited to $\pm 5^\circ$, and the scaling factor was restricted between .95 and 1.05. The transformation $T_2$ corresponds to the registration of the early image to the late image. The transformation $T_2$ includes two steps: i) a rigid (linear) transformation with a limited rotation angle $\pm 5^\circ$ and a restricted scaling factor 0.65 and ii) an affine transformation with restricted rotation angle $\pm 5^\circ$, and a scaling factor resize between .50 and .80. In fact, the rigid transformation of the first step initializes a geometric transformation for the affine transformation. Figure 5 depicts the point cloud corresponding to the border of major blood vessels before and after transformation respectively. Figure 5(a) and Fig. 5(b) illustrate the SLO and early point clouds before and after the global registering transformation, respectively. In contrast, Fig. 5(c) and Fig. 5(d) demonstrate corresponding points of major vessels before and after global registration.
2.6.2. Intensity-based registration

Intensity-based registration evaluates the similarity of each pixel of both source and target images to find the best match between them. The globally transformed images are registered for the second time by intensity-based registration and affine transformation. Intensity-based image registration is broadly composed of four main components: a cost function, an interpolation, an optimization, and a transformation. The optimization process minimizes the cost function measuring similarity metric $S$ over the target image. The similarity measurement metrics that are considered in this study include:

1) Mutual Information: A Mutual Information (MI) metric is a popular metric in multi-modal retinal image registration. In multi-modal images, the cost function compares the correlation or MI between images. The SLO and early images are captured in different modalities, and, mutual information was chosen in $T_1$ transformation. Assume joint density function $pdf$ of target image $B$ and transformed source image $A'$ of two random pixel variables $X$ and $Y$ is $P_{B,A'}(X,Y)$ and marginal $pdf$ of random pixel variables $X$ and $Y$ obtained through the marginalization in $B$ and $A'$ are $P_B(X)$ and $P_{A'}(Y)$, respectively. Mutual information is described as:

$$I(X,Y) = \sum_{x \in X} \sum_{y \in Y} P_{B,A'}(x,y) \log \frac{P_B(x)P_{A'}(y)}{P_{B,A'}(x,y)}$$  \hspace{1cm} (7)

2) Sum of Squared Differences: The sum of Squared Difference (SSD) metric measures the intensity difference between target image $B$ and transformed source image $A'$.

$$SSD(B,A') = 1/N \sqrt{\sum_{i=1}^{N} [B(i) - A'(i)]^2}$$  \hspace{1cm} (8)

where $S$ measures the intensity difference of corresponding pixels between target image $B$ and transformed image $A'$. If image registration is ideally aligned between both images, the SSD will be zero. We utilized the SSD similarity metric in the registration of the early image to the late image.

In our study, the transformation of $T_1$ and $T_2$ were re-aligned through the gradient descent optimization process to minimize the intensity of the transform image to the target image over the SSD cost function.

2.6.3. Deformable image registration

The global and intensity-based registration methods compensate for motion regarding rigid and non-rigid transformations; however, due to fluorescein injection, the thickness of blood vessels might change partially. To compensate the motion magnitude of deformable changes, Free Form Deformation (FFD) [42] registration is performed to cover the remaining misregistration part. This transformation is based on uniform cubic B-Spline deformation. The cubic spacing grid
which is selected for this study is 3 pixels for all images. In this paper, the MI similarity metric is chosen for deformable transformation $T_1$ since SLO and early images are acquired in different modalities. In contrast, early and late images are captured in the same modality and the SSD metric is utilized for deformable transformation $T_2$.

Since there is no gold standard method to evaluate image registration techniques, it is challenging to measure the accuracy of registration algorithms. However, some methods are more reliable compared to other methods. Target Registration Error (TRE) is one of the popular approaches to measure registration error [43–45]. To calculate TRE, trained clinicians manually selected approximately 30 landmarks on vascular structure branch points in the SLO image and corresponding registered FA image (Fig. 7).

It is worth mentioning that our experiment results were done using a PC with Windows 10 64-bit operating system, 4 GB RAM, and Intel Core i5 Core i5 (3rd Gen) 3317U / 1.7 GHz Max Turbo Speed 2.6 GHz. We implemented our method partially in Matlab and C++. The average running process is about 195 sec per image.

3. Results

The transformation $T = T_2(T_1)$ represents the motion magnitude transformation of SLO image to the late image. The inverse transformation $T^{-1}$, register the late image to the SLO image. Figure 6 depicts the transformation results of the SLO image to the early image (Fig. 6(a)), early to the late (Fig. 6(b)), the SLO to the late (Fig. 6(c)), and the late to the SLO image (Fig. 6(d)) which correspond to $T_1$, $T_2$, $T$ and $T^{-1}$ transformations, respectively.

In Table 1 our hybrid registration is compared to an intensity-based (affine) registration algorithm [46] of 26 cases. The hybrid registration algorithm includes a sequence of global CPD affine registration, intensity-based registration, and the deformable approach, respectively. Therefore, the final results are shown under the last column of Table 1. This table contains TRE misregistration of $T^{-1}$ transformation values between our method and intensity-based registration. Intensity-based registration is restricted in rotation and scaling parameters same as our proposed method. For both methods, the MI metric is selected for multi-modal transformation $T_1$ and the SSD metric is selected for mono-modal registration $T_2$. The results of our proposed method are shown into three columns: the global affine transformation (CPD), intensity-based registration, and the deformable transformation. The TRE values which are shown in Table 1 depict misregistration in micron ($\mu$m), and the results are evaluated by medical expert staff. At the bottom of the Table 1, we present the average of TRE values and standard deviations. From this table we can conclude that the average of TRE value of our hybrid registration framework decreases when we use the intensity-based registration and a deformable transformation after
the CPD transformation. In addition, according to this table the intensity-based approach is able to successfully register 15 out of 26 images (success rate 58\%) while our proposed hybrid registration method fails only in 3 images (success rate 89\%).

Table 2 compares the success rate of images which are aligned correctly. The comparison depicts the success rate of registration algorithms in equal FOVs and different FOVs separately. Our proposed method in registration with equal FOVs presents 92\% accuracy compared to 89\% success rate in images with different FOVs.

The image difference between the reference image and registered image can approximately visualize the accuracy of the image registration framework. The reference image should be normalized or have the same modalities to get the difference intensity between both images. In our study, we first inverted the SLO image to get a bright color for the vessel structure. Then, we matched the histogram of the SLO image to the histogram of the early image. Figure 8(a) and Fig. 8(b) illustrate the SLO and normalized SLO images, respectively. Figure 8(c) shows the final registration results and Fig. 8(d) depicts the image difference between normalized SLO and final registration image.

The visualization of more cases is shown in Fig. 9. Each row contains five images, the first four are the SLO, early, late, registration results ($T^{-1}$), respectively. The fifth is a check-board image showing simultaneously the registered FA image and the original SLO image.

Finally, we show the application of our registration framework by analysis of microaneurysm and leakage abnormalities in involved areas of registered OCT-Bscan and FA images. In Fig. 10(a), two microaneurysms are shown by red circles, and Fig. 10(b) depicts the depth image of those areas corresponding to the OCT-Bscan image. Figure 10(c) and Fig. 10(d) illustrate a leakage spot in the FA image and corresponding OCT-Bscan image respectively.

To facilitate comparison by other groups, we have made a dataset including FA images in FOVs 30° and 55°, corresponding OCT images; our registration results are available at https://misp.mui.ac.ir/en/golkar.
Table 1. The target registration error ($\mu m$) of vascular structure points. The gray column depicts intensity-based affine registration compared to our method in three steps: global, intensity-based and deformable transformations. In 3rd column, TRE for Intensity Based method was computed on data which was first registered with Global approach. In the last column, the TRE for Deformable method was computed on data that was first registered with Global method and then with Intensity Based technique.

| Case # | Intensity Based [46] | Hybrid Registration | Hybrid Registration |
|-------|----------------------|---------------------|---------------------|
|       |                      | Global CPD (affine) | Global CPD + Intensity Based | Global CPD + Intensity Based + Deformable |
| #01   | Fail                 | 0.50                | 0.03                | 0.03                |
| #02   | 0.08                 | 1.64                | 0.05                | 0.05                |
| #03   | 0.08                 | 0.78                | 0.16                | 0.07                |
| #04   | 0.14                 | 1.74                | 0.19                | 0.06                |
| #05   | 0.10                 | 1.22                | 0.23                | 0.05                |
| #06   | 0.09                 | 0.46                | 0.05                | 0.05                |
| #07   | 0.11                 | 0.55                | 0.31                | 0.10                |
| #08   | Fail                 | 0.71                | 0.52                | 0.08                |
| #09   | 0.15                 | 0.79                | 0.18                | 0.07                |
| #10   | Fail                 | 0.70                | 0.51                | 0.47                |
| #11   | Fail                 | 0.94                | 0.15                | 0.07                |
| #12   | Fail                 | Fail                | Fail                | Fail                |
| #13   | 0.22                 | 2.04                | 0.27                | 0.17                |
| #14   | 0.07                 | 1.03                | 0.17                | 0.06                |
| #15   | Fail                 | Fail                | Fail                | Fail                |
| #16   | Fail                 | Fail                | Fail                | Fail                |
| #17   | 0.20                 | 0.66                | 0.09                | 0.07                |
| #18   | 0.06                 | 0.63                | 0.14                | 0.06                |
| #19   | Fail                 | 0.73                | 0.18                | 0.05                |
| #20   | Fail                 | 1.58                | 0.21                | 0.05                |
| #21   | 0.10                 | 1.14                | 0.11                | 0.08                |
| #22   | 0.09                 | 1.48                | 0.05                | 0.04                |
| #23   | Fail                 | 1.02                | 0.19                | 0.04                |
| #24   | Fail                 | 0.64                | 0.09                | 0.06                |
| #25   | 0.14                 | 1.20                | 0.34                | 0.15                |
| #26   | 0.11                 | 1.12                | 0.10                | 0.07                |
| AVG   | 0.11                 | 1.01                | 0.19                | 0.09                |
| STD   | 0.47                 | 0.44                | 0.13                | 0.09                |

Table 2. The success rate of different registration methods on multi-modal datasets.

| Method                  | Success rate (%) |
|-------------------------|------------------|
|                         | Equal FOVS | Different FOVs |
| Ref. [21]               | -          | 77            |
| Ref. [37]               | -          | 97            |
| Ref. [47]               | 97         | 62            |
| Our proposed method     | 92         | 89            |
Fig. 8. The visualization of the registration accuracy by image differences. (a) the SLO image, (b) the inverted normalized SLO image, (c) the registered late image to the SLO image (d) the difference image between (b) and (c).

Fig. 9. The illustration of $T^{-1}$ transformation results for five cases. The first three columns show the SLO, early and late FA images, respectively, while the fourth column demonstrates the inverse transformed image. The last column shows the check-board images between the registered late FA and original SLO images.
Fig. 10. The application of the registered FA image to the SLO image in a DR case with a microaneurysme abnormality. (a) two microaneurysmes are shown in red, (b) the corresponding OCT-Bscan of green line in image (a) and involved microaneurysmes areas (red strips), (c) the selected region of leakages in an FA image (red rectangle), (d) the corresponding OCT-Bscan of green line in image (c) and the involved leakage region (red strips).

4. Discussion

In our algorithm, we produced a thickness map $\mathcal{T}$ from a retinal binary image. In practice, diabetic retinopathy might change vascular structure, i.e. the leakage of blood vessels which significantly change the thickness map $\mathcal{T}$. To overcome this problem and based on our database, we defined a heuristic threshold value 9 pixels for SLO and early images and 6 pixels for late images. All values beyond the threshold are omitted by a radius around that pixel in the detected area. The heuristic values are given from the average thickness of major vessels in the thickness map (9 pixels in SLO images and 6 pixels in late images). In addition, the rotation and scaling factors are restricted to get more accurate alignment. For this purpose, rotation is limited to $\pm 5^\circ$ since the head of patients is fixed during the image capturing and, there is not much rotation of retinal images. Besides, the scaling factor is limited to $\pm 0.05$ in equal FOVs and $\pm 0.15$ in different FOVs. In the registration of SLO and early images, the scaling factor is almost equal to 1. Therefore, we restrict the scaling factor between 0.95 and 1.05 ($1.0 \pm 0.05$). In the registration of images with different FOVs, the scale of late images are almost 65 percent smaller than early images, and the scaling factor are restricted between 0.5 and 0.8 ($0.65 \pm 0.15$).

This study proposed a registration algorithm to register Fluorescein Angiography late images with FOV 55$^\circ$ to Scanning Laser Ophthalmoscope images with FOV 30$^\circ$. However, we first register the SLO image to the FA early image ($T_1$), and then the early image is registered to the late image ($T_2$). The consequence of $T_1$ and $T_2$ provides displacement field $\mu$ that results in registration of the SLO image to the late image. Afterward, the inverse transformation ($T_{\mu}$) align the late image to the SLO image. In our experiments, we found out that the global transformation and intensity-based registration are more likely to succeed on the FA images if the SLO image is
registered to the early image which is then registered to the late image. Therefore, we used the inverse transformation to increase our accuracy results.

Feature-based methods align two images based on a the partial intersection of images. Therefore, the feature-based techniques globally register the source image to the target image. In intensity-based registration methods, all pixels are locally optimized around each pixel. These registration strategies fail in our dataset when applied separately. In contrast, our hybrid method combines the advantages of both strategies to find the best match between FA and OCT images with different FOVs.

The success rate of our method in the registration of different FOVs is higher than other methods except Ref. [37] in Table 2. We should mention that Ref. [37] proposes a method that utilizes the location of optic disc for global registration. However, this method is not applicable in our macular image dataset due to the absence of optic disc in SLO and early images. In another study [21], the quadratic deformable registration algorithm (with 77% success rate) were used to align OCT fundus images and color fundus images. Finally, we compared our results with our recently published method [47] in the registration of images with similar and different FOVs. The results illustrated higher accuracy in registration with equal FOVs (with 97% success rate) but less than our results in different FOVs (with 62% success rate).

The methodological difference between our previous studies and our new study is that in [47], a feature-based method were used for rigid registration step based on a Gaussian model for the curved surface of the retina and then registration improved by local registration using a diffusing model. In Table 2, we compared our results with result of this method. In [15], a simple multi-step correlation-based algorithm was used for rigid registration followed by multi-resolution local registration around microaneurysm areas in OCT B-scans. Therefore, this method was not successful in the late images of our database in which microaneurysms were not visible sharply. In addition, the dataset used in our previous works does not include the late images or partially include the images with FOV 55°. However, in all images of our new study, we emphasized on the registration of images with different FOVs, and all of our images included late images. It is very important to register images in early and late images. Some abnormalities are visible in the early images and some are visible in the late phase.

The current paper proposed a hybrid registration framework based on the extraction and refinement of segmented major blood vessels of retinal images. The extracted features significantly improved the success rate of global registration results in the complex blood vessel network of retinal images. Afterward, intensity-based and deformable transformations were utilized to further compensate for the motion magnitude between FA and OCT images. Therefore, we would like to mention that our registration problem is much more complex than previously mentioned works, and popular registration toolboxes such as GIMP and ImageJ can not be used to align and register the images of our database. The main reasons are the lack of optic disc, lack of color modality, changing the intensity of image during image capturing of early and late phases, and most importantly having images with different FOVs (55° to 30°) in the images of proposed database.

To discuss more the advantages of this method in clinical practice, an ophthalmologist helped us to compare OCT-B-scans and registered FA images. The main advantage of FA and OCT registration is to simultaneously access to the depth information of the retina and 2D functional en-face information. The comparison has shown that although FA is a gold standard imaging method for the detection of retinal abnormalities, it has some limitations. For example, the source of the leakage may not be visible in FA images while the leakage source due to vascular bleeding, microaneurysms or vascular leakages is detectable in OCT-B-scans. Therefore, ophthalmologists will know the source of abnormalities to prescribe better treatment. In addition, some retinal abnormalities, which are not visible due to the time limitation in the FA image (such as microaneurysms in early and late images) can be recognized in OCT-B-scans. Therefore,
the exact location of microaneurysms could be found even if it is not visible in FA images. It is noteworthy that the number of OCT-Bscans is very limited, so utilizing OCT-Bscans as a complementary imaging method for DR patients is suggested.

The approach we presented in this study assumed that macula and vascular arch are captured in both SLO and FA images. Then, the vascular arch in both images is selected as a prominent feature and global transformation utilizes this feature to register the late image to the SLO image. For cases, #12, #15, and #16, only the half part of the vascular arch are captured in the SLO and early images. In those cases, although the SLO image is transformed successfully to early image ($T_1$), the registration of the early image to the late image is failed ($T_2$). We note that the proposed algorithm may fail if only the top or downside of the vascular arch is captured in FOV $30^\circ$ images.

5. Conclusion

Fluorescein Angiography is recognized as a gold standard technique to evaluate retinal diseases. The registration of Fluorescein Angiography images with other image modalities can provide valuable information on top of Fluorescein Angiography to analyze retinal diseases such as diabetic retinopathy. In this paper, we presented a new method to register Fluorescein Angiography late images to Scanning Laser Ophthalmoscope images in different FOVs. We extracted and refined segmented major blood vessels of the retina in both modalities. The extracted features which present major blood vessels in a retinal arch significantly improve the success rate of global registration results in the complex blood vessel network in images with different FOVs. Experimental results of twenty-six retinal diabetic retinopathy images indicate that our method yields promising results for the registration and fusion of these images. Finally, by comparison of our results and OCT-Bscans, we suggest utilizing both modalities for diabetic retinopathy patients. In addition, with the aid of our proposed registration algorithm, the information fusion from both modalities guides ophthalmologists to decide about uncertainty points which are not clear in the FA images. The direction of future studies includes experimental studies on larger datasets. Moreover, the result can be extended to utilize machine learning methods to classify retinal abnormalities in OCT-Bscans.
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