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Abstract

We study the bit complexity of two related fundamental computational problems in linear algebra and control theory. Our results are: (1) An $\tilde{O}(n^{\omega+3}a + n^4a^2 + n^4\log(1/\epsilon))$ time algorithm for finding an $\epsilon$−approximation to the Jordan Normal form of an integer matrix with $a$−bit entries, where $\omega$ is the exponent of matrix multiplication. (2) An $\tilde{O}(n^6d^6a + n^4d^4a^2 + n^3d^3\log(1/\epsilon))$ time algorithm for $\epsilon$-approximately computing the spectral factorization $P(x) = Q^*(x)Q(x)$ of a given monic $n \times n$ rational matrix polynomial of degree $2d$ with rational $a$−bit coefficients having $a$−bit common denominators, which satisfies $P(x) \succeq 0$ for all real $x$. The first algorithm is used as a subroutine in the second one.

Despite its being of central importance, polynomial complexity bounds were not previously known for spectral factorization, and for Jordan form the best previous best running time was an unspecified polynomial in $n$ of degree at least twelve [8]. Our algorithms are simple and judiciously combine techniques from numerical and symbolic computation, yielding significant advantages over either approach by itself.
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1 Introduction

We study the bit complexity of finding approximate solutions to the following problems, where the input is assumed to be given exactly as a (complex) rational matrix or collection of matrices.
1. **Jordan Normal Form.** Given $A \in \mathbb{C}^{n \times n}$, find a similarity $V \in \mathbb{C}^{n \times n}$ such that $A = VJV^{-1}$ where $J$ is a direct sum of Jordan blocks, i.e., matrices of type

$$J_\lambda := \begin{bmatrix} \lambda & 1 & 0 & 0 & \ldots \\ 0 & \lambda & 1 & 0 & \ldots \\ 0 & 0 & \lambda & 1 & \ldots \\ \vdots \\ 0 & 0 & 0 & \ldots & \lambda \end{bmatrix}$$

for eigenvalues $\lambda \in \mathbb{C}$ of $A$. Here $J$ is unique up to permutations but $V$ is not if there are eigenspaces of dimension greater than one. The existence of the JNF is taught in undergraduate linear algebra courses and has myriad applications throughout science and mathematics.

2. **Spectral Factorization.** Given an $n \times n$ monic matrix polynomial

$$P(x) = x^{2d}I + \sum_{i \leq 2d-1} x^i P_i$$

with Hermitian coefficients $P_i \in \mathbb{C}^{n \times n}$ satisfying $P(x) \succeq 0$ for all $x \in \mathbb{R}$, find a monic matrix polynomial $Q(x) = x^dI + \sum_{i \leq d-1} x^i Q_i$ such that $P(x) = Q^*(x)Q(x)$ and $\det(Q(x))$ has all of its zeros in the closed upper half complex plane (where $Q^*(x) = x^dI + \sum_{i \leq d-1} x^i Q_i^*$). Such a $Q(x)$ is guaranteed to exist and is unique [38, 45]. This fact has been rediscovered several times and goes under many names (such as matrix Féjer-Riesz/Wiener-Hopf factorization and matrix polynomial sum of squares) in different fields. Note that the $n=1$ case is the fact that a univariate scalar polynomial nonnegative on $\mathbb{R}$ may be expressed as a sum of squares (which can be obtained by considering the real and imaginary parts of $Q(x)$), and the $d=0$ case is just the Cholesky factorization if we allow the leading coefficient of $P(x)$ to be an arbitrary positive semidefinite matrix (not necessarily $I$).

Both of the above problems have generated a large literature and several proposed methods for solving them (see Section 1.1 for a thorough discussion). Roughly speaking, these methods range on a spectrum between symbolic (relying on algebraic reasoning, performing exact computations with rational numbers, polynomials, field extensions, etc.) and numerical (relying on analytic reasoning, semidefinite optimization, homotopy continuation, etc.). With one exception in the case of problem (1) [8], to the best of our knowledge none of these methods has been rigorously shown to yield a polynomial time algorithm.

This paper provides the first polynomial time bit complexity bounds for problem (2) and significantly improves the best known bound for (1), in the case when the input matrices have integer entries\(^1\). The algorithms we study are simple and the algorithmic ingredients employed are not essentially new; rather, our main contribution is to synthesize ideas from both the symbolic and numerical approaches to these problems, which have in the past developed largely separately across different fields over several decades, in a way which enables good bit complexity estimates. At a technical level, the main task is to find good bounds on both the bit lengths of rational numbers and on the condition numbers of matrices appearing during the execution of the algorithms. A key theme of our proofs is that bit length bounds can be used to obtain condition number bounds and *vice versa*, and that carefully passing between the two is more effective than either one alone.

\(^1\) Or are rational with a common denominator, see the corollaries following the main theorems.
Our two main results, advertised in the abstract, appear in Sections 2 and 3 as Theorems 9 and 18. Additional preliminaries for each result are included in its section, and further history and context for our contributions is discussed in Section 1.1. Two notable common features of our results are:

- Our algorithms have good forward error bounds, i.e., they compute approximations to the exact solution of the given instance (as opposed to backward error, computing exact solutions of nearby instances, which is the standard notion in scientific computing). This notion of error is appropriate for mathematical (as opposed to scientific) applications where discontinuous quantities in the input (such as the size of a Jordan block) can be meaningful, but typically comes at the cost of higher running times resulting from the use of numbers with large bit length.

- The running times of our algorithms are bounded solely in terms of the number of bits used to specify the input. This type of result is easier to use than bounds depending on difficult to compute condition numbers, especially for such ill-conditioned problems. As such, the key phenomenon enabling our results is that instances of controlled bit length cannot be arbitrarily ill-conditioned in an appropriate sense.

We conclude with a discussion and open problems in Section 4.

1.1 Comparison to Related Work

Jordan Normal Form

As far as we are aware, the only known polynomial bit complexity algorithm for approximately computing the JNF $A = VJV^{-1}$ of a general square rational matrix $A \in \mathbb{Q}^{n \times n}$ with $a$-bit entries is [8], obtaining a runtime of $O(poly(n, a))$ where the degree of the polynomial is not specified but is seen to be at least twelve$^2$.

In the symbolic computation community, the works [27, 34, 17, 15, 37, 32] gave polynomial arithmetic complexity$^3$ bounds for computing the “rational Jordan form” of a matrix over any field. Roughly speaking, the rational Jordan form involves a symbolic representation of the matrix $J$ where the eigenvalues are represented in terms of their minimal polynomials over the field. These results are not adequate for our application to spectral factorization, which requires inverting submatrices of the similarity $V$, an operation which becomes difficult in the symbolic representation. Nonetheless our JNF algorithm is heavily inspired by the ideas in these works, relying on the same reduction to Frobenius canonical form (expressing $A$ as a direct sum of companion matrices) used in essentially all of them. The main difference is that we compute the eigenvalues approximately using numerical techniques [35], and are able to bound the condition number of $V$ by controlling the minimum gap between distinct eigenvalues as a function of the bit length of the input matrix.

Methods for computing the JNF must inherently involve a symbolic component since the Jordan structure can be changed by infinitesimal perturbations. It is worth mentioning that JNF is still not a solved problem “in practice” as trying to compute the JNF of a $50 \times 50$ matrix using standard software packages reveals.

$^2$ The related paper [1] proposed using JNF as an “uncheatable benchmark” for certifying that a device has high computational power.

$^3$ The works [34, 17] derived bit complexity bounds for certain special cases of input matrices, but not in general.
Spectral Factorization

Polynomial spectral factorization has been rediscovered many times. The earliest references we are aware of are [38, 24, 45, 39, 9]; the reader may consult any of the excellent surveys [40, 2, 10, 25] for a detailed discussion of the history. More recently, several constructive proofs of the spectral factorization theorem have been proposed e.g. [23, 2, 12, 26, 11, 13], [3, §2] (this list is not meant to be comprehensive). While these may be considered constructive from a mathematical standpoint, bit complexity bounds are not pursued and are not readily evident from the techniques used. Two particularly simple algorithms on this list are [2] (which requires exactly computing the Schur form of a certain matrix and inverting some of its submatrices) and [3, §2] (which requires solving a semidefinite program). We remark that unlike JNF, spectral factorization is actually a problem that is frequently solved in practice, with several of the papers above including numerical experiments.

The work most relevant for this paper is the important paper [18] (see also [31]), which reduces spectral factorization to computing the JNF of a block companion matrix (see Section 3 for a definition), and inverting and multiplying some matrices derived from it. Our contribution is to analyze the conditioning of this approach and combine it with our JNF algorithm, yielding concrete bit complexity bounds.

One notable advantage of our algorithm is that it works even when the input is degenerate – i.e., \( P(x) \) is only positive semidefinite rather than positive definite – which frequently occurs in applications. This is in contrast to almost all of the works mentioned above, which only consider the strictly positive definite case (or even require all roots of \( \det(P(x)) \) to be distinct) and appeal to nonconstructive limiting arguments to handle the degenerate case.

A more stringent variant of the problem is to find a real factorization \( P(x) = Q^T(x)Q(x) \) in the case when \( P(x) \) is real symmetric, possibly allowing \( Q(x) \) to be rectangular. The recent works [6, 22] have obtained optimal bounds on the dimensions of \( Q(x) \). In this paper, we restrict our attention to the Hermitian setting.

1.2 Preliminaries

Asymptotic Notation. We will use \( O^*(\cdot) \) to suppress polylogarithmic factors in the input parameters \( n \) (dimension), \( a \) (bit length of input numbers), \( d \) (degree), and \( b \) (desired bits of accuracy). Logarithmic factors are not the focus of this paper and can be safely ignored everywhere because all proofs in this paper invoke this notation at most a constant number of times (in particular, our algorithms do not contain any loops which could lead to blowups in the exponents of the logarithms).

Numbers and Arithmetic. We say that \( x \in \mathbb{Z}(a) \) if \( x \) is an integer with bit length at most \( a \) and \( x \in \mathbb{Z}(a) \) if \( x \) is an integer with bit length at most \( O^*(a) \). We use \( \mathbb{Q}(a/c) \) (resp. \( \mathbb{Q}(a/c) \)) to denote the rationals \( p/q \) with \( p \in \mathbb{Z}(a), q \in \mathbb{Z}(c) \) (resp. \( \mathbb{Z}(a), \mathbb{Z}(c) \)), and \( \mathbb{Q}_{dy}(a/c) \) to denote the elements of \( \mathbb{Q}(a/c) \) with denominator equal to a power of two; the latter will sometimes be useful since adding rationals with dyadic denominators does not increase the bit length of the denominator. For a rational \( x \), let \( \text{round}_c(x) \) denote the nearest rational with denominator \( 2^c \), which clearly satisfies

---

4 This is due in each case to one or more of the following operations: solving a linear system without bounding its condition number, computing the eigenvalues of a matrix or roots of a univariate polynomial or system of multivariate polynomials "exactly" (which is impossible), solving a semidefinite program without controlling the volume of its feasible region, computing a Schur or Jordan form of a matrix "exactly" (also impossible), using an iterative scheme with no rigorous proof of convergence, and assuming arithmetic is carried out in infinite precision.
\[ |x - \text{round}_c(x)| \leq 2^{-c} \]  
and can be computed in time nearly linear in the bit length of \( x \). This notation extends to complex numbers with rational real and imaginary parts in the natural way. The bit complexity of arithmetic with rational numbers is nearly linear in the bit length (see e.g. [20]).

**Matrices.** We use \( \mathbb{Z}^{n \times n}(a) \) (resp. \( \mathbb{Z}^{n \times n}(a/c) \)) to denote integer matrices with entries of bit length \( a \) (resp. \( O^*(a) \)), and \( \mathbb{Q}^{n \times n}(a/c) \) (similarly \( \mathbb{Q}_{dy}^{n \times n}(a/c) \), \( \mathbb{C}^{n \times n}(a/c) \), and \( \mathbb{C}_{dy}^{n \times n}(a/c) \)) to denote matrices with entries in \( \mathbb{Q}(a/c) \) having a common denominator. For \( A \in \mathbb{Z}^{n \times n} \), the notation \( \langle A \rangle \) refers to the maximum bit length of an entry of \( A \).

We record the following easy facts about inverses as well as products and sums of pairs of matrices:

**Fact 1 (Bit Length of Matrix Arithmetic).**
1. If \( A \in \mathbb{Z}^{n \times n}(a) \) then \( A^{-1} \in \mathbb{Q}^{n \times n}(an/an) \).
2. If \( A \in \mathbb{K}^{n \times n}(a/c) \) then \( A^{-1} \in \mathbb{K}^{n \times n}(c + an/an) \), for \( \mathbb{K} = \mathbb{Q}, \mathbb{Q}_{dy}, \mathbb{C}, \mathbb{C}_{dy} \).
3. If \( A, B \in \mathbb{K}^{n \times n}(a/c) \) then
\[
A + B \in \mathbb{K}^{n \times n}(a/c) \quad \text{and} \quad AB \in \mathbb{K}^{n \times n}(a/c),
\]
for \( \mathbb{K} = \mathbb{Q}, \mathbb{Q}_{dy}, \mathbb{C}, \mathbb{C}_{dy} \).

**Perturbation Theory.** We use \( \| \cdot \| \) to denote the operator norm and \( \| \cdot \|_{\text{max}} \) to denote the entrywise \( \ell_{\infty} \) norm of a matrix, noting that \( \| M \|_{\text{max}} \leq \| M \| \leq n \| M \|_{\text{max}} \) for an \( n \times n \) matrix \( M \). We use \( \kappa(M) := \| M \| \| M^{-1} \| \) to denote the condition number of an invertible matrix. We will frequently use the elementary fact:

\[
\| (M + E)^{-1} - M^{-1} \| \leq \frac{\| E \| \| M^{-1} \|}{1 - \| E \| \| M^{-1} \|} \| M^{-1} \|
\]  
(2)

provided \( \| E \| \| M^{-1} \| < 1 \), which follows from a Neumann series argument, as well as its consequence

\[
\kappa(M + E) \leq \kappa(M) \frac{1 + \| E \| \| M^{-1} \|}{1 - \| E \| \| M^{-1} \|}
\]  
(3)

whenever \( \| E \| \| M^{-1} \| < 1 \).

**Polynomials.** We use \( \text{mingap}(\cdot) \) to indicate the minimum gap between distinct roots of a polynomial. We use \( \| P(\cdot) - Q(\cdot) \|_{\text{max}} \) to denote the coefficient-wise \( \| \cdot \|_{\text{max}} \) norm of two matrix polynomials. We extend the notations \( \langle \cdot \rangle, \langle \cdot \rangle \) to polynomials by applying them to each scalar or matrix coefficient.

---

\(^5\) We do not rely on matrix arithmetic with a superconstant number of matrices in this paper, for which the bit length bounds necessarily depend on the number of matrices.

\(^6\) Allowing distinct denominators in the entries of \( A, B \) could increase the bit lengths of \( AB \) and \( A + B \) by a factor of \( n \) if the denominators are, say, relatively prime.
Bit Length of Inverse and Characteristic Polynomial. We will frequently appeal to the bounds
\[ ||A^{-1}|| \leq n!2^{an} \] whenever \( A \in \mathbb{Z}^{n \times n} \backslash \{0\} \) is invertible, (4)
which is easily seen by considering the adjugate formula for the inverse, and
\[ \langle \chi_A(x) \rangle \leq n!2^{an} \] for \( A \in \mathbb{Z}^{n \times n} \backslash \{0\} \), (5)
where \( \chi_A(x) := \det(xI - A) \) denotes the characteristic polynomial.

2 Jordan Normal Form

The companion matrix of a scalar monic polynomial \( p(x) = x^d + \sum_{i<d} p_i x^i \) is the \( d \times d \) matrix:
\[
C_p := \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & & & \ddots & \vdots \\
-p_0 & -p_1 & -p_2 & \cdots & -p_{d-1} \\
\end{bmatrix}^T
\] (6)

It is easily seen that \( \det(xI - C_p) = p(x) \). The high level idea of our algorithm is to use symbolic techniques to reduce the input matrix to a direct sum of companion matrices, and then use explicit formulas and root finding algorithms to compute the JNF of the companion matrices. We will rely on the following tools.

- **Theorem 2** (Exact Frobenius Canonical Form, [16] Theorems 2.2 & 3.2). There is a randomized Las Vegas algorithm which given \( A \in \mathbb{Z}^{n \times n} \backslash \{0\} \), outputs a matrix \( F \in \mathbb{Z}(an^2) \) which is a direct sum of companion matrices and an invertible \( U \in \mathbb{Z}(an^2) \) satisfying \( A = UFU^{-1} \), with an expected running time of \( O^*(n^3a + n^3a^2) \) bit operations.

- **Theorem 3** (Approximate Polynomial Roots in the Unit Disk, [35] Corollary 2.1.2). There is an algorithm which given bitwise access\(^7\) to the coefficients of a polynomial \( p \in \mathbb{Q}[x] \) of degree \( n \) with all roots \( z_1, \ldots, z_n \in \mathbb{C} \) satisfying \( |z_i| \leq 1 \) and a parameter \( b' \geq \log n \), computes numbers \( z_1, \ldots, z_n' \in \mathbb{C}_{dp}(b') \) such that \( |z_i' - z_i| \leq 2^{-b'} \) for all \( i \leq n \), using at most \( O^*(n^3b') \) bit operations.

- **Theorem 4** (Minimum Gap of Integer Polynomials, [33]). If \( p \in \mathbb{Z}[x] \backslash \{0\} \) is monic of degree \( n \), then
\[
\text{mingap}(p) \geq 2^{-an - 2n \lg n}.
\]

- **Corollary 5** (Approximate Roots and Multiplicities of Integer Polynomials). There is an algorithm which given an integer polynomial \( p \in \mathbb{Z}[x] \backslash \{0\} \) of degree \( n \geq 2 \) with roots \( z_1, \ldots, z_n \in \mathbb{C} \) and a parameter \( b' \geq an + 4n \lg n \), computes numbers \( z_1, \ldots, z_n' \in \mathbb{C}_{dp}((a + b')/b') \) such that \( |z_i' - z_i| < 2^{-b'} \) for all \( i \leq n \), using at most \( O^*(n^2(b' + a)) \) bit operations. Each \( z_i' \) appears a number of times exactly equal to the multiplicity of \( z_i \) in \( p(x) \).

\(^7\) i.e., the algorithm can query the \( i \)th bit of the binary expansion of each coefficient in constant time. This is slightly different from the access model in this paper where rational numbers are given as numerator and denominator, but it is easy to see that given a rational in \( \mathbb{Q}(a/c) \), the desired binary expansion needed to apply Theorem 3 can be produced in \( O^*(a + c) \) time.

\(^8\) The parameter \( b' \) here corresponds to \( b/n \) in [35]
Proof. The largest root of \( p(x) \) has magnitude at most the sum of the absolute values of its coefficients, which is at most \( M = n2^a \). Apply Theorem 3 to the polynomial \( p(Mx) \), which has roots in the unit disk, with error parameter \( b' + \log(M) = b' + \log(n) + a + 1 \) to obtain numbers \( z_1, \ldots, z_n \in \mathbb{C}_d_y((a + b')/(a + b')) = \mathbb{C}_d_y(b'/b') \) (since \( b' \geq a \)) with common denominator. Then for \( i = 1, \ldots, n \) we have \( z'_i := z_i M \in \mathbb{C}((a + b')/b') \) with common denominator and \( |z'_i - z_i| \leq 2^{-b'} \). By Theorem 4 the minimum gap between distinct \( z_i \) is at least \( 2^{-b'} + 1 \) since \( 2n \log n \geq 1 \) so this is sufficient to correctly determine the multiplicity of each \( z_i \) and replace all \( z'_i \) corresponding to a root with the same value.

We will also use an explicit formula for the JNF of a companion matrix as a confluent Vandermonde matrix (see e.g. [14, 5] for a discussion) in the roots of the corresponding polynomial.

\[ \begin{align*}
\text{Theorem 6} \ (\text{[7]}). \text{ If } C \in \mathbb{C}^{n \times n} \text{ is a companion matrix with distinct eigenvalues } \lambda_1, \ldots, \lambda_k \in \mathbb{C} \text{ of multiplicities } m_1, \ldots, m_k, \text{ then } C = WJW^{-1} \text{ with} \\
J = \oplus_{i \leq k} J_{\lambda_i} \\
W = [W_{\lambda_1}, W_{\lambda_2}, \ldots, W_{\lambda_k}] \\
\text{where } J_{\lambda_i} \text{ an } m_j \times m_j \text{ Jordan block with eigenvalue } \lambda_i \text{ and } W_{\lambda_i} \text{ is the } n \times m_j \text{ matrix:}
\end{align*} \]

\[
W_{\lambda_i} := \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
\lambda_i & 1 & 0 & \ldots & 0 \\
\lambda_i^2 & 2\lambda_i & 1 & \ldots & 0 \\
\lambda_i^3 & 3\lambda_i^2 & (\lambda_i)^2 & \ldots & 0 \\
& \vdots & & & \\
\lambda_i^{n-1} & (n-1)\lambda_i^{n-2} & (n-2)\lambda_i^{n-3} & \ldots & (n-m_j)\lambda_i^{n-m_j}
\end{bmatrix}, \tag{7}
\]

so that \( W \) is a confluent Vandermonde matrix.

Note that the entries of \( W_{\lambda} \) in (7) are univariate polynomials of degree \( n \) in the \( \lambda_i \) with coefficients in \( \mathbb{Z}^{\langle n \rangle} \). We now present the algorithm.

We begin by fully defining and analyzing Step 3 of JNF.

\[ \begin{align*}
\text{Lemma 7} \ (\text{Rounded Approximate Eigenvalue Powers}). \text{ The approximate powers of the eigenvalues } \lambda_{ij}^p \in \mathbb{C}_d_y(b'/b') \text{ required in Step 3 may be computed in } O^*(n^2b') \text{ bit operations and satisfy} \\
|\lambda_{ij}^p - \lambda_{ij}^p| \leq 2^{-b'} \cdot n2^{2n+1} \|A\|^n \leq 2^{-b'} + 2^{2n+1} \|A\|n
\end{align*} \]

for every \( i, j \).

Proof. Suppose we wish to compute powers \( \lambda, \lambda^2, \ldots, \lambda^r \) for some nonzero eigenvalue \( \lambda = \lambda_{ij} \) appearing in \( W \). Let \( \tilde{\lambda} \) be the approximate eigenvalue produced in Step 2, satisfying \( |\lambda - \tilde{\lambda}| \leq 2^{-b'} \). We use the following inductive scheme for \( p = 2, \ldots, r \leq n \):

\[ \tilde{\lambda}^p := \text{round}_b(\tilde{\lambda}^{p-1} \cdot \tilde{\lambda}) \]

First, observe that from Step 2 we have the error estimate \( |\lambda - \tilde{\lambda}| \leq 2^{-b'} \), which implies that for every \( p \leq n \):

\[ |\lambda^p - (\tilde{\lambda})^p| \leq 2^{-b'} \cdot p \cdot |\lambda^{p-1}| \leq 2^{-b'} \cdot n2^{2n+1} \|A\|n \leq 2^{-b'} \cdot n2^{2n} \|A\|n+1 \tag{9} \]
which is controlled using the maximum bit length of the $C_i$. Item (iii) is also used in the analysis of the spectral factorization algorithm in Section 3.

The key condition number bounds used in proving correctness of JNF are the following, obtained via the minimum eigenvalue gap of $W$ which is controlled using the maximum bit length of the $C_i$. Item (iii) is also used in the analysis of the spectral factorization algorithm in Section 3.

\begin{algorithm}[Algorithm JNF.]
Input: $A \in \mathbb{Z}^{n \times n}$, desired bits of accuracy $b$.
Output: $\tilde{J}, \tilde{V} \in \mathbb{C}^{2^n \times (an^3 + b/(an^3 + b))}$.

\begin{enumerate}
\item Exactly compute the Frobenius Normal Form $A = UFU^{-1}$ with $F \in \mathbb{Z}^{n \times n}(an)$ and $U \in \mathbb{Z}^{n \times n}(an^2)$ using Theorem 2. Let $F = \oplus_{i \leq \ell} C_i$ for companion matrices $C_i \in \mathbb{Z}^{n_i \times n_i}(an)$. Let $c := \max_i \|C_i\|_F$.
\item For $i = 1, \ldots, \ell$, apply Corollary 5 to the characteristic polynomial $\chi_{C_i}(x) \in \mathbb{Z}[x](an)$ with accuracy
\begin{equation}
\begin{aligned}
b' &= b + (n + 1)\|U\| + cn^2 + an^2 + 4n^2 \lg n + 7an + 3 \lg n
\end{aligned}
\end{equation}
to obtain approximations $\tilde{\lambda}_{1i}, \ldots, \tilde{\lambda}_{ik_i} \in \mathbb{C}_{dy}(b'/b')$ to the distinct eigenvalues $\lambda_{1i}, \ldots, \lambda_{ik_i}$ of $C_i$, with error $|\lambda_{ij} - \tilde{\lambda}_{ij}| \leq 2^{-b'}$, as well as their multiplicities.
\item For $i = 1, \ldots, \ell$, compute approximate eigenvalue powers $\tilde{\lambda}_{1i}^p, \ldots, \tilde{\lambda}_{ik_i}^p \in \mathbb{C}_{dy}(b'/b')$ using Lemma 7. Let
\begin{equation}
\begin{aligned}
\tilde{J}_i := \oplus_{j \leq k_i} \tilde{J}_{ij} \in \mathbb{C}^{n_i \times n_i}(b'/b') \quad & \text{and} \\
\tilde{W}_i := [W_{\lambda_{1i}}, \ldots, W_{\lambda_{k_i}}] \in \mathbb{C}^{n_i \times n_i}(b'/b')
\end{aligned}
\end{equation}
as in (7), i.e., substitute the approximate powers $\tilde{\lambda}_{ij}^p$ into the appropriate polynomials $J_\lambda, W_\lambda$.
\item Output $\tilde{J}$ and $\tilde{V} = U\tilde{W}$.
\end{enumerate}

\end{algorithm}

since $|\lambda| \leq \|A\|$ and $\|A\| \geq 1$. Thus, it suffices to show that for each $p$:
\begin{equation}
|\tilde{\lambda}^p - (\lambda)^p| \leq 2^{-b'} \cdot n2^{2n}\|A\|^{n^2+n}.
\end{equation}
Notice that $|\lambda| \geq \|A\|^{-n}$ since the product of the nonzero eigenvalues of $A$ is given by $e_k(A) \geq 1$, for $e_k$ the last nonzero elementary symmetric function of $A$, and each eigenvalue of $A$ is at most $\|A\|$. Since
\begin{equation}
2^{-b'} \leq 2^{-an/2}n^{-1} \leq \|A\|^{-n/2},
\end{equation}
we have $|\tilde{\lambda}| \geq \|A\|^{-n/2}$ and thereby $|\tilde{\lambda}^p| \geq \|A\|^{-n^2/2^n}$ for every $p = 1, \ldots, n$. It now follows by induction that:
\begin{equation}
|\text{round}_{b'}(\tilde{\lambda}^{p-1} \cdot \tilde{\lambda}) - (\lambda)^p| \leq 2^{-b'}p \cdot 2^n\|A\|^{n^2} |(\lambda)^p|
\end{equation}
for every $p = 2, \ldots, r$, i.e., where the inductive hypothesis is that in each step the rounding incurs a relative error of at most $2^{-b'}2^n\|A\|^{n^2}$, and we observe that the relative errors simply add up since they are sufficiently smaller than one. Since we also have the upperbound $|(\lambda)^p| \leq 2^n\|A\|^{n}$, the desired inequality (10) follows. Combining this with (9) yields the advertised error bound.

The total bit complexity for one eigenvalue is $n$ times the cost of one step of the induction, which is $O^*(nb')$. Since there are $n$ eigenvalues, the total cost is $O^*(n^2b')$. 

Lemma 8 (Condition Numbers from Gaps). If $A \in \mathbb{Z}^{n \times n}$ and $A = UFU^{-1} = (UV)J(UW)^{-1} = VJV^{-1}$ for exact Frobenius and Jordan forms as above, then

(i) $\kappa(U) \leq n^2 \cdot n! \cdot 2n\|U\|\|\tilde{U}\| \leq 2^\Theta(an^3)$.

(ii) $\kappa(W) \leq 2^\Theta(an^3)$.

(iii) $\|V\| \leq 2n\|\tilde{U}\| \cdot 2^{n+an+n\lg n} \leq 2^\Theta(an^3)$ and $\|V^{-1}\| \leq n \cdot (n!)^2 2^{n\|U\|+cn^2+2n^2\lg n} \leq 2^\Theta(an^3)$.

Proof. For (i), note that $\|U\| \leq n2\|\tilde{U}\|$ and since $U \in \mathbb{Z}^{n \times n}(an^2)$, we have

$\|U^{-1}\| \leq n \cdot n! 2^n\|\tilde{U}\| \leq 2^\Theta(an^3)$.

Consequently $\|U\|\|U^{-1}\| \leq 2^\Theta(an^3)$.

The matrix $W$ is a direct sum of $W_i$, which are confluent Vandermonde matrices in the eigenvalues $\lambda_{ij}$, which are roots of the $\chi_C(x)$. By Theorem 4 and $\langle \chi_C \rangle = \langle C_i \rangle$, we have

$\delta := \min_i [\text{mingap}(\chi_{C_i})] \geq 2^{-\max_i \langle \chi_{C_i} \rangle} n^{-2n\lg n} = 2^{-cn-2n\lg n} \geq 2^{-2^\Theta(an^3)}$,

where the last inequality uses $c = O^*(an)$. Then [5, Theorem 1] implies that

$\|W^{-1}\| \leq n!(1/\delta)^n \leq n! 2^{n^2+2n^2\lg n} \leq 2^\Theta(an^3)$.

On the other hand, the formula (7) reveals that $\|W\| \leq n \cdot 2^{n+an+n\lg n}$ since $|\lambda_{ij}| \leq n2^a$. Multiplying these two bounds yields (ii).

Finally, we have $\kappa(V) \leq \kappa(U) \kappa(W)$ and $\|V^{-1}\| \leq \|W^{-1}\|\|U^{-1}\|$, establishing (iii). ▶

Theorem 9. The algorithm JNF satisfies its guarantees and runs in expected $O^*(n^{a+3a} + an^2 + n^2b)$ bit operations.

Proof.

Bit Length of the Output. The bit length assertions in Steps 1 and 2 are immediate from Theorem 2 and Corollary 5. The bit length of $\tilde{J}, \tilde{W}$ in Step 3 is guaranteed by Lemma 7. The bit length of the product in Step 4 is implied by Fact 1.

Error Bounds. Step 1 is exact.

Lemma 7 implies that the matrices $\tilde{J}_i, \tilde{W}_i$ in Step 3 satisfy

$\|J_i - \tilde{J}_i\|_{\max} \leq 2^{-b'}, \quad \|W_i - \tilde{W}_i\|_{\max} \leq 2^{-b' + n + an^2 + 5an}$ (12)

This additive bound is preserved under taking direct sums. To obtain the multiplicative bound, we observe that $\|W\| \geq 1$ by (7); if there is a Jordan block of size at least two then $\|J\| \geq 1$ also, otherwise since $A$ is integral we have

$\prod_{\text{nonzero}\lambda_{ij}} \lambda_{ij}^{\text{mult}(\lambda_{ij})} = e_k(A) = e_k(J) \geq 1$

for the last nonzero elementary symmetric function $e_k$ of $A$, so one of the eigenvalues $\lambda_{ij}$ must be at least $\|A\|^{-n}$ and we have crudely $\|J\| \geq \|A\|^{-n} \geq 2^{-2an}$. In either case, we conclude after passing to the operator norm that

$\|J - \tilde{J}\| \leq 2^{-b'+2an}\|J\| \leq 2^{-b}\|J\|$ and $\|W - \tilde{W}\| \leq 2^{-b'+an^2+6an}\|W\|$.
To obtain the final error bound on \( \tilde{V} \) in Step 4, we observe that
\[
\|V - \tilde{V}\| = \|UW - U\tilde{W}\| \leq \|U\|n^{2-b' + an^2 + 5an} \leq 2^{-b' + an^2 + 6an + \langle U \rangle + 2\log n} \tag{13}
\]
since \( \|U\| \leq 2^{\langle U \rangle + \log n} \). Since \( \|V\| \geq \|W\|\|U^{-1}\| \geq 2^{-n\langle U \rangle - n\log n - n\log n} \), we obtain the conclusion
\[
\|V - \tilde{V}\| \leq 2^{-b' + an^2 + 6an + \langle U \rangle + 2\log n} \cdot n \cdot (n!)^{2n\langle U \rangle + cn^2 + 2n^2 \log n} \leq 1/2
\]
by the choice of \( b' \) in Step 2. It follows from (3) that
\[
\kappa(\tilde{V}) \leq \kappa(V)^{1 + 1/2} \leq 3\kappa(V) \leq 2^{O((an)^3)} \tag{15}
\]
as desired.

**Complexity.** Step 1 takes \( O^*(n^5a + n^4a^2) \) bit operations by Theorem 2.

Step 2 takes \( O^*(n^2(an^3 + b)) \) bit operations by Theorem 3.

Step 3 takes \( O^*(an^5 + bn^2) \) bit operations by Lemma 7.

The matrix multiplication in Step 4 \( O^*(n^2(b' + an^2)) \) time.

The total running time is therefore \( O^*(n^2b' + n^4a^2) = O^*(n^{\omega/3}a + n^4a^2 + n^\omega b) \), as advertised.

**Corollary 10 (JNF of Rational Matrices with Common Denominator).** The algorithm JNF can easily be used to compute the JNF of \( A/q \) for integer \( A \) and \( q \): if \( \tilde{J}, \tilde{V} \) is an approximate JNF of \( A \) with \( b \) bits of accuracy, then \( \tilde{J}/q, \tilde{V} \) is an approximate JNF of \( A/q \) with \( b - \log(q) \) bits of accuracy. This fact will be useful in the spectral factorization algorithm in the following section.

**Remark 11.** The proof of Theorem 9 yields an explicit estimate on \( \kappa(V) \) in terms of the bit lengths \( a, c, \langle U \rangle \) which may be better than the worst case bound of \( 2^{O((an)^3)} \) for specific instances.

### 3 Spectral Factorization

We briefly review some aspects of the theory of matrix polynomials (the reader may consult [19] for a comprehensive introduction). Given a monic matrix polynomial \( L(x) = x^d I + \sum_{i<d-1} x^i L_i \) with \( L_i \in \mathbb{C}^{n \times n} \), its adjoint is \( L^*(x) = x^d I + \sum_{i<d-1} x^i L_i^* \), and its latent roots are the \( \lambda \in \mathbb{C} \) such that \( L(\lambda) \) is singular. The block companion matrix\(^9\) of \( L \) is the \( dn \times dn \) matrix:

\(^9\) This is a “row” companion matrix as opposed to the “column” companion matrices in Section 2. This is customary in the theory of matrix polynomials.
The following important theorem states the existence of spectral factorizations of positive definite monic matrix polynomials, and gives a way of computing them using the block companion matrix.

**Theorem 12** (Theorems 5.1, 5.4 of [18]). Suppose \( P(x) = P^*(x) = x^{2d}I + \sum_{i\leq 2d-1} x^i P_i \in \mathbb{C}^{n \times n}[x] \) monic of degree 2d satisfies \( P(x) \succeq 0 \) for all \( x \in \mathbb{R} \). Then:

1. There is a unique monic \( Q(x) \in \mathbb{C}^{n \times n}[x] \) of degree \( d \) such that \( P(x) = Q^*(x)Q(x) \) and \( Q \) has all of its latent roots in the closed upper half plane.
2. The complex eigenvalues of \( CP \) occur in conjugate pairs, and each Jordan block in the JNF of \( CP \) corresponding to a real eigenvalue has even size.
3. Let \( CP = VJV^{-1} \) be a Jordan Form of the block companion matrix of \( P \) with block decomposition

\[
J = \begin{bmatrix} J_+ & J_0 & J_- \end{bmatrix}, \quad V = \begin{bmatrix} V_+ & V_0 & V_- \end{bmatrix}
\]

for \( J_{\pm} \) corresponding to eigenvalues in the open upper/lower half plane and \( J_0 \) corresponding to the real eigenvalues and \( V_{\pm}, V_0 \) having \( dn \) rows. Then

\[
C_Q = V_{\geq 0} J_{\geq 0} V_{\geq 0}^{-1}, \quad (17)
\]

where

\[
V_{\geq 0} = [V_+, V_0^{(1/2)}] \in \mathbb{C}^{dn \times dn} \quad \text{and} \quad J_{\geq 0} = J_+ \oplus J_0^{(1/2)} \in \mathbb{C}^{dn \times dn}. \quad (18)
\]

Here, for each Jordan block of size \( 2s \) in \( J_0 \), \( J_0^{(1/2)} \) contains a Jordan block of size \( s \) with the same eigenvalue, and \( V_0^{(1/2)} \) contains as columns the first \( s \) of the corresponding \( 2s \) columns of \( V_0 \).

The formula (17) gives a one line algorithm for computing \( Q \) given access to the exact Jordan form of \( P \). The key issue is that in order to use an approximate Jordan form \( \tilde{V}J\tilde{V}^{-1} \) in the formula, we must have a good bound on the condition number of \( V_{\geq 0} \) in order to control the error incurred during inversion. Note that while Lemma 8 guarantees a bound on \( \kappa(V) \), this does not in general imply a bound on its submatrices; indeed, it is known that there can be square submatrices of \( V \) which are singular. The main technical contribution of this section is to prove a bound on \( \kappa(V_{\geq 0}) \) in terms of \( \kappa(V) \) by exploiting the special structure of \( V \) which arises from the structure of \( CP \). This is encapsulated in the following fact, which may be found in any reference on matrix polynomials (e.g., [19, §1]).

**Fact 13.** If \( CP = VJV^{-1} \) is the Jordan normal form of an \( n \times n \) complex matrix polynomial \( P \) of degree \( d \), then there is a matrix \( X \in \mathbb{C}^{n \times 2dn} \) such that:

\[
V = \begin{bmatrix} X & XJ & XJ^2 & \cdots & XJ^{2d-1} \end{bmatrix}. \quad (19)
\]
We show that the least singular value of a column submatrix of any matrix of type (19) may be related to the least singular values of certain block submatrices.

\begin{lemma}[Condition of Submatrices of Companion JNF] Given any \( Y \in \mathbb{C}^{n \times D} \) and \( K \in \mathbb{C}^{D \times D} \) with \( \|K\| \geq 1 \), define for \( k = 1, 2, \ldots \) the \( nk \times D \) matrices:

\[
W_k := \begin{bmatrix}
    Y \\
    YK \\
    YK^2 \\
    \vdots \\
    YK^{k-1}
\end{bmatrix}.
\]

Then

\[
\sigma_D(W_D) \geq \frac{\sigma_D(W_k)}{\sqrt{k^D(4\|K\|^{D(k-D+1)})}}
\]

for every \( k \geq D \).
\end{lemma}

\textbf{Proof.} Suppose \( x \in \mathbb{C}^D \) is a unit vector satisfying \( \|W_Dx\| = \sigma_D(W_D) =: \sigma \). We will show that

\[
\|W_kx\| \leq \sigma \cdot \sqrt{k^D(2^{D/2}k^D(2D-1))}
\]

which yields the Lemma by using \( D^{1/D} \leq 2 \). Let \( q \) be the characteristic polynomial of \( K \). By the Cayley-Hamilton theorem, we have

\[
q(K) = K^D + \sum_{0 \leq i \leq D-1} c_i K^i = 0,
\]

for some complex coefficients \( c_i \) crudely bounded as

\[
\max_{i \leq D-1} |c_i| \leq 2^D \|K\|^D := \alpha,
\]

by considering their expansion as elementary symmetric functions in the eigenvalues of \( K \). Using this expression, we obtain the identity:

\[
YK^jx = YK^{j-D}K^Dx = -\sum_{0 \leq i \leq D-1} c_i YK^{j-D}K^ix,
\]

for every \( j \geq D \). By the triangle inequality, this yields:

\[
\|YK^jx\| \leq \alpha D \cdot \max_{i < j} \|YK^ix\|,
\]

which applied recursively gives:

\[
\|YK^jx\| \leq (\alpha D)^{j-D+1} \cdot \max_{i \leq D} \|YK^ix\| \leq (\alpha D)^{j-D+1} \sigma.
\]

Summing over all \( j \leq k \), we have:

\[
\|W_kx\|^2 \leq \sigma^2 + \sum_{j=D}^{k} (\alpha D)^{2(j-D+1)} \sigma^2 \leq k(\alpha D)^{2(k-D+1)}.
\]

Taking a square root establishes (20) and finishes the proof. \hfill \Box
Remark 15. Lemma 14 is a quantitative version of the main claim of [18, §2.3] showing that $V_{\geq 0}$ is invertible whenever $V$ is invertible, which is central to the theory of matrix polynomials. The proof above is an arguably simpler proof of this fact, and may be of independent interest. The original proof of [18] relies on a delicate analysis of a certain indefinite quadratic form.

Finally, we are able to bound $\kappa(V_{\geq 0})$.

Lemma 16. In the setting of Theorem 12,
\[
\|V_{\geq 0}^{-1}\| \leq \|V^{-1}\| \cdot \sqrt{2dn(4 + 4\|C_P\|)}^{dn(dn+1)}
\]
and
\[
\kappa(V_{\geq 0}) \leq \kappa(V) \cdot \sqrt{2dn(4 + 4\|C_P\|)}^{dn(dn+1)}.
\]

Proof. Letting $C_P = VJV^{-1}$, the similarity $V$ has the form (19) for some $X \in \mathbb{C}^{n \times 2dn}$. Let $X_{\geq 0}$ be the $n \times dn$ submatrix of $X$ with columns corresponding to the columns in $V_{\geq 0}$. Apply Lemma 14 with $D = dn$, $k = 2dn$, $K = J_{\geq 0}$, $Y = X_{\geq 0}$, noting that $\|K\| \leq 1 + \|C_P\|$ since all of the diagonal entries of $J_{\geq 0}$ are eigenvalues of $C_P$ and bounded by its norm. This yields:
\[
\sigma_{dn}(V_{\geq 0}) \geq \frac{\sigma_{dn}\left(\begin{bmatrix} V_{\geq 0} \\ Z_{\geq 0} \end{bmatrix}\right)}{\sqrt{2dn(4 + 4\|C_P\|)}^{dn(dn+1)}},
\]
where $Z_{\geq 0}$ has the obvious meaning, yielding the first claim. But $\begin{bmatrix} V_{\geq 0} \\ Z_{\geq 0} \end{bmatrix}$ is a column submatrix of $V$ so
\[
\sigma_{dn}\left(\begin{bmatrix} V_{\geq 0} \\ Z_{\geq 0} \end{bmatrix}\right) \geq \sigma_{dn}(V) \geq \sigma_{2dn}(V).
\]
Combining this with $\sigma_1(V_{\geq 0}) \leq \sigma_1(V)$, we obtain the second claim. ▶

We now present the algorithm $SF$ which approximately computes the $Q(\cdot)$ guaranteed by Theorem 12 using an approximate Jordan normal form computation and exact inversion. We rely on the following tool from symbolic computation.

Theorem 17 (Fast Exact Inversion, [43]). There is a randomized algorithm which given an invertible matrix $A \in \mathbb{Z}^{n \times n}_{\langle\langle a\rangle\rangle}$ exactly computes its inverse $A^{-1} \in \mathbb{Q}^{n \times n_{\langle an/an\rangle}}$ in time $O^*(n^3a + n^3\log \kappa(A))$.

Theorem 18. The algorithm $SF$ satisfies its guarantees and runs in $O^*((dn)^6a + (dn)^4a^4 + (dn)^3b)$ bit operations.

Proof. Item (2) of Theorem 12 shows that $P(x) \not\equiv 0$ if there is an odd size Jordan block with real eigenvalue.

Assuming this is not the case, that theorem shows that the exact spectral factor $Q$ is given by the last row of $C_Q = V_{\geq 0}J_{\geq 0}V_{\geq 0}^{-1}$. We now prove that the quantity $\tilde{V}_{\geq 0}J_{\geq 0}J_{\geq 0}^{-1}$ computed by $SF$ is close to $C_Q$. This is a consequence of the following estimates. Given Lemma 16, the arguments are essentially identical to those in the proof of Lemma 8 and Theorem 9 (the key point being that the inverse of a well-conditioned matrix is stable under small enough perturbations).
Algorithm 2 Algorithm SF:

Input: Coefficients $P_0, \ldots, P_{2d-1} \in \mathbb{Q}^{a \times n}$ (with a common denominator) of a monic matrix polynomial $P(x)$, desired bits of accuracy $b \in \mathbb{N}$.
Output: $\widehat{Q}_0, \ldots, \widehat{Q}_{d-1} \in \mathbb{C}^{a \times n}(a(a n)^3 + b)$ or a certificate that $P(x) \not\equiv 0$ for some $x \in \mathbb{R}$.

Guarantee: If $P(x) \geq 0$ then $\|Q(\cdot) - Q(\cdot)\|_{\max} \leq 2^{-b} \|Q(\cdot)\|_{\max}$ for $P(x) = Q(x)Q(X)$.

1. Compute an approximate Jordan Normal Form $(\hat{V}, \hat{J}) = \text{JNF}(C_p, b'')$ of $C_p$ using Corollary 10, with $\hat{J}, \hat{V} \in \mathbb{C}_{\Re}^{a \times n} (b'' / b'')$ where $b''$ is chosen to be the least integer such that

$$f_1(b'') + f_2(b'') \leq 2^{-b} \|P(\cdot)\|_{\max},$$

where $f_1, f_2$ are defined in (24), (30). Determine its eigenvalues on $\mathbb{R}$, below, and above the real line. If any Jordan block corresponding to a real eigenvalue has odd size, output “$P(x) \not\equiv 0$”.

2. Let

$$\hat{J} = \begin{bmatrix} \hat{J}_+ & 0 \\ 0 & \hat{J}_- \end{bmatrix}, \quad \hat{V} = \begin{bmatrix} \hat{V}_+ & \hat{V}_0 & \hat{V}_- \\ * & * & * \end{bmatrix},$$

be a block decomposition such that $\hat{J}_+$ corresponds to eigenvalues of $C_p$ in the open upper half plane and $\hat{J}_0$ corresponds to real eigenvalues of $C_p$.

3. Output the negative of the last row of

$$\hat{C}_Q := \widehat{V}_0 \hat{J}_0 \widehat{V}_0^{-1},$$

(21)

where

$$\widehat{V}_0 := [\widehat{V}_+, \widehat{V}_0^{(1/2)}] \in \mathbb{C}^{d_n \times d_n} \text{ and } \hat{J}_0 := \hat{J}_+ \oplus \hat{J}_0^{(1/2)} \in \mathbb{C}^{d_n \times d_n}$$

(22)

and $(\cdot)^{(1/2)}$ is defined as in Theorem 12. The approximate inverse $\widehat{V}_0^{-1}$ is computed by exactly computing $(\widehat{V}_0^{-1})^{-1}$ using Theorem 17 and letting $\widehat{V}_0^{-1} = \text{round}_{b''}((\widehat{V}_0^{-1})^{-1})$.

Let $B$ be the maximum of $n 2^a$ (which is an upperbound on $\|C_p\|$) and the two explicit upper bounds on $\|V\|$ and $\|V^{-1}\|$ in Lemma 8(iii) (noting that the bit size $\|U\|$ can be read off from the matrix $U$ produced during the execution of JNF, so $B$ is easily computable). It follows by Lemma 16 and the guarantees of JNF that:

$$\|V\|, \|J\|, \|V_20\|, \|J_20\| \leq B, \quad \|\widehat{V}_0\|, \|\widehat{J}_0\| \leq 2B, \quad \|V_0^{-1}\| \leq 2^{2(a + \lg n) d_n^2} B =: B'.$$  

(23)

Applying the triangle inequality thrice, we decompose the output error of SF as:

$$\|\widehat{V}_0 \hat{J}_0 \widehat{V}_0^{-1} - V_0 \hat{J}_0 V_0^{-1}\| \leq \|V_0 \hat{J}_0 \widehat{V}_0^{-1} - V_0 \hat{J}_0 V_0^{-1}\| + \|V_0 \hat{J}_0 \widehat{V}_0^{-1} - V_0 \hat{J}_0 V_0^{-1}\| + \|V_0 \hat{J}_0 \widehat{V}_0^{-1} - V_0 \hat{J}_0 V_0^{-1}\| \leq 4B^2 \|V^{-1}_0 - V^{-1}_0\| + B' B^2 \|\hat{J}_0 - J_0\| + B' B^2 \|V_0 - V_0\|. $$
The sum of the last two terms is bounded by
\[
2^{(a+\log n)d^2n^2} \cdot 2B^2(2^{-b''}||J|| + 2^{-b''}||V||) \leq 2^{-b''+2(a+\log n)d^2n^2} \cdot 2B^3 =: f_1(b''). \tag{24}
\]
For the first term, observe that whenever
\[
2^{-b''} \leq B'/2
\]
we have
\[
4B^2||\tilde{V}_{\geq 0}^{-1} - V_{\geq 0}^{-1}|| = 4B^2||\text{round}_{\omega}(V_{\geq 0}^{-1}) - V_{\geq 0}^{-1}|| \tag{26}
\]
\[
\leq 4B^2(\text{||round}_{\omega}(V_{\geq 0}^{-1}) - (V_{\geq 0}^{-1} + ||(V_{\geq 0}^{-1}) - V_{\geq 0}^{-1}||) \tag{27}
\]
\[
\leq 4B^2(n2^{-b''} + \frac{-b''||V_{\geq 0}^{-1}||}{1 - 2^{-b''+1}||V_{\geq 0}^{-1}||}) \tag{28}
\]
\[
\leq 4B^2(n2^{-b''} + \frac{-b''B'}{(1/2)}) \tag{29}
\]
\[
\leq 4B^2(2n2^{-b''}(B')^2) =: f_2(b''). \tag{30}
\]
By our choice of \(b''\) in Line 1, the advertised error bound for the output follows. Note that \(B = 2^{O^*(a(dn)^3)}\) in the worst case.

Complexity. The running time of JNF in Step 1 is \(O^*((dn)^{a+3}a + (dn)^4a^2 + (dn)^3b'')\).
Step 2 does not involve any computation. The time taken to exactly invert \(V_{\geq 0}^{-1}\) in Step 3 using Theorem 17 (after pulling out the common dyadic denominator to obtain an integer matrix) is \(O^*((dn)^3 \cdot (b'' + a(dn)^3 + b))\) by the estimate \(\kappa(V_{\geq 0}^{-1}) = 2^{O^*(a(dn)^3)}\) which follows from (3) and the bound on the first term above. The time taken to round down the entries of \(\tilde{V}_{\geq 0}^{-1}\) to \(b''\) bits is \(O^*((dn)^2b'')\). The time taken to multiply together the three matrices is \(O^*((dn)^3b'')\). Thus, the total number of bit operations is dominated by
\[
O^*((dn)^{a+3}a + (dn)^4a^2 + (dn)^3b'') = O^*((dn)^{6}a + (dn)^4a^2 + (dn)^3b),
\]
as advertised.

† Corollary 19 (Spectral Factorization of Non-Monic Polynomials). Suppose \(P(x) = VV^*x^{2d} + \sum_{i=0}^{2d-1} x^iP_i\) is a positive semidefinite Hermitian matrix polynomial with \(V, P_i \in \mathbb{C}^{n \times n}(a/a)\) with a common denominator and \(V^{-1}\) invertible. Then an approximate spectral factorization of \(P(x)\) accurate to \(b - O^*(a)\) bits (as in Theorem 18) can be computed in expected \(O^*((dn)^6an + (dn)^4(a)^2 + (dn)^3b)\) bit operations.

Proof. The rescaled polynomial \(\tilde{P}(x) := x^{2d}I + \sum_{i=0}^{2d-1} x^iV^{-1}P_iV^{-*}\) is also positive semidefinite, has coefficients in \(\mathbb{Q}^{n \times n}(an/an)\), and is monic. Applying Theorem 18 yields an approximate spectral factor \(\tilde{Q}\), for which \(Q(x) = V\tilde{Q}(x)V^*\) is an approximate spectral factor of \(P(x)\) with at most a loss of \(O^*(a)\) bits of accuracy.

† 4 Discussion and Future Work

For historical context, proving bit complexity bounds on fundamental linear algebra computations (such as inversion, polynomial matrix inversion, Hermite/Smith/Frobenius normal forms [30, 29, 44, 41, 42, 21, 46, 28]) has been a vibrant topic in theoretical computer science and symbolic computation since the 70’s, with near-optimal arithmetic and bit complexity bounds being obtained for several of these problems within the last decade (e.g. [43]).
However, this program did not reach the same level of completion for problems of a spectral nature, such as the ones studied in this paper. While the polynomial time bounds obtained in this paper are modest, we hope they will stimulate further work on these fundamental problems, as well as the important special case of efficiently diagonalizing a diagonalizable matrix in the forward error model, which remains unresolved (in that we don’t know the correct exponent of $n$; the recent work [4] obtains nearly matrix multiplication time for the backward error formulation of the problem).

Some concrete questions left open by this work are:

1. Improve the running time for computing the JNF of a general matrix. The best known running time for computing the eigenvalues of a matrix is roughly $O(n^{\omega+1}a)$ [36], so this seems like a reasonable goal to shoot for. The current bottleneck is the bound of $2O^*(an^2)$ on the condition number of the similarity $V$, which could conceivably be improved to $2O^*(an^2)$.

2. Improve the running time for computing the JNF of the block companion matrix of a matrix polynomial by exploiting its special structure, particularly (19). This would yield faster algorithms for spectral factorization.
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