Mutual Reinforcement between Neural Networks and Quantum Physics
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Abstract—Quantum machine learning emerges from the symbiosis of quantum mechanics and machine learning. In particular, the latter gets displayed in quantum sciences as: (i) the use of classical machine learning as a tool applied to quantum physics problems, (ii) or the use of quantum resources such as superposition, entanglement, or quantum optimization protocols to enhance the performance of classification and regression tasks compare to their classical counterparts. This paper reviews examples in these two scenarios. On the one hand, a classical neural network is applied to design a new quantum sensing protocol. On the other hand, the design of a quantum neural network based on the dynamics of a quantum perceptron with the application of shortcuts to adiabaticity gives rise to a short operation time and robust performance. These examples demonstrate the mutual reinforcement of both neural networks and quantum physics.

Index Terms—Neural Network, Quantum Sensing, Machine Learning, Quantum Perceptron

I. INTRODUCTION

Artificial neural networks [1] are one of the most fruitful computational models of machine learning (ML) [2] thanks to the blooming of deep learning [3, 4] in the recent years. Inspired by biological brains, artificial neural networks (NNs) are organized in layers feeding signals into other neurons allowing parallel-processed [5] and universal [6] computing. Introduced first in 1943 as a computational model based on discrete threshold logic algorithms [1] and linked to biological learning theory [7], the neuron activation mechanism –i.e. perceptron, was characterized [8] and generalized to graded response activation potentials [5]. When nested with other perceptrons, the resulting multilayer network becomes universal with the capacity to approximate any continuous function [6, 9], based on “universal approximation theorem” claiming that any continuous function can be written as a linear combination of sigmoid functions.

The topology of NNs has increased in parallel with the computer hardware improvements [10]. As a result, the enlargement of the depth has promoted the ability of a NN to process the exponentially increasing amount of data [11] and complexity of algorithms [12] in the information explosion era [13]. Thus, the versatility of NNs covers diverse fields such as economy, industry, transportation, or science among others. More recently, the so-called deep learning paradigm and particularly the Convolutional Neural Networks (CNNs) [14], have shown incredible capabilities in applications such as speech [15] or object recognition [16], spam filters [17], vehicle control [18]. Neural networks can be trained to perform tasks without the programmer necessarily detailing how to do it. Due to this property, CNNs are also employed to develop the expected artificial intelligence.

Over the last two decades, quantum physics has experienced its second revolution giving rise to new quantum technologies. Thanks to quantum control, matter can be manipulated at the single particle level by exploiting quantum resources such as entanglement, superposition or squeezing of states in various platform registers with high fidelity [19]–[23]. All the progress indicates that quantum physics will offer outbreak for the future coming in a wide variety of forms, from quantum cryptography [24], quantum sensing [25] to quantum computing [26] among others. Some examples of technologies emerged in this second quantum revolution are atomic sensors providing unprecedented high resolution and efficiency in the detection of external fields [27]–[31], quantum channels [32] that make use of entanglement for unbreakable communications [33], or quantum computers that use superposition to execute parallel-processing computations performing specific tasks with higher efficiency than their classical counterparts [34].

The meet of ML and quantum physics gives birth to a novel field, quantum machine learning (QML) [35], [36], bringing a lot of progress on both fields. On the one hand, the universality of NNs allows to enhance the accuracy and efficiency of quantum protocols. ML is diversely useful in
The atomic sensor works as follows: In the $^2S_{1/2}$ manifold of a $^{171}$Yb$^+$ ion, there are four hyperfine levels $|0\rangle$, $|0\rangle$, $|1\rangle$ and $|-1\rangle$, with a Zeeman splitting in the three states induced by a static magnetic field $B_z$. Two microwave driving methods protocols [37]–[39], states preparation [40, 41], entanglement and states classification [42, 43], quantum communication [44], learning Hamiltonians [45] and handling with open quantum system dynamics [46]–[48]. Recently, ML also starts to attract its attention in quantum sensing and metrology, in particular, adaptive protocols for phase [49, 50] and parameter estimation [51, 52], or calibrating quantum sensors [53]. On the other hand, the use of quantum resources allows improvements of the NN accuracy in classification and regression tasks compared to their classical counterparts. Since the seminal publication by Kak [54], different efforts have been made to reproduce the non-linear response for the perceptron at the quantum level and its nesting to the design of artificial quantum neural networks (QNNs) [55–57]. In particular, in Reference [61] it is already demonstrated that a QNN based on the quantum perceptron gates evolving adiabatically with the sigmoid-like activation has the ability to approximate continuous functions.

In this article, we review two examples of QML, demonstrating the uses of NNs in quantum physics. This article is structured as follows. In Sec. II we review the use of a classical NN applied to quantum sensing [64]. Such a NN is used for parameter predictions of an external field, showing its performance in a wide range of working regimes, even beyond the rotating wave approximation (RWA) [65, 66] with a training/validation/test dataset fully obtained from experimental measurements. The establishment, training and operation of the NN require a minimal knowledge of the physical system in contrast with Bayesian inference methods [51]. In Sec. III we review the quantum perceptron where the sigmoid-like activation is mimicked by the excitation probability of a qubit. Implemented as an efficient and reversible unitary operation, the resulting QNN is encoded by an Ising model [61]. With the aid of shortcuts to adiabaticity (STA) [62], the perceptron can provide faster and more robust nonlinear responses. The results of these work indicate the mutual reinforcement of machine learning and quantum physics.

II. APPLICATION OF NNS IN QUANTUM SENSING

Target parameters have been usually encoded in harmonic responses of quantum sensors [65, 66]. However, this approach limits the working regime of the sensor, as the deviation from harmonic responses leads to a failure on the parameter estimation. In addition, being in this limited working regime requires enough pre-knowledge of the physical model. In this scenario, a well-trained feed-forward NN (such as the one proposed in [64]) can predict the parameters of the external field just from the experimental acquisitions without the necessity of learning the underlying physical model. In particular, in the work conducted in [64] we focused on an $^{171}$Yb$^+$ atomic quantum sensor [27]–[31] and demonstrated that its working regime was extended to complex scenarios.

The atomic sensor works as follows: In the $^2S_{1/2}$ manifold of a $^{171}$Yb$^+$ ion, there are four hyperfine levels $|0\rangle$, $|0\rangle$, $|1\rangle$ and $|-1\rangle$, with a Zeeman splitting in the three states induced by a static magnetic field $B_z$. Two microwave drivings

with the same amplitude $\Omega$ and resonant with $|0\rangle \rightarrow |1\rangle$ and $|0\rangle \rightarrow |-1\rangle$ are applied to cancel potential noisy fluctuations in $B_z$. Via the detection of the state transition between the $|0\rangle \rightarrow |1\rangle$ (or $|0\rangle \rightarrow |-1\rangle$), a target electromagnetic field with frequency $\omega_{kg}$ and amplitude $\Omega_{kg}$ in the form of $\Omega_{kg}\cos(\omega_{kg}t)$ can be probed based on the responses that the sensor gives. In the dressed state basis $\{|u\rangle, |d\rangle, |B\rangle, |D\rangle\}$, where $|u\rangle = (|B\rangle + |0\rangle)/\sqrt{2}$, $|d\rangle = (|B\rangle - |0\rangle)/\sqrt{2}$, $|B\rangle = (|1\rangle - |1\rangle)/\sqrt{2}$, $|D\rangle = |0\rangle$, with $|B\rangle = (|1\rangle + |1\rangle)/\sqrt{2}$, the state probability $P_D(t)$ is considered as the response given by the sensor with $P_D(0) = 1$. Under the condition that RWA is valid, $\Omega_{kg} \ll \Omega \ll \omega_{kg}$, the sensor releases the harmonic response. However, when the condition of RWA is not satisfied, i.e., with large $\Omega_{kg}$, small $\omega_{kg}$ or small detuning $\xi$ in $\omega_{kg} = \omega_1 - \omega_3 + \xi$, the sensor offers complex responses that can be analyzed with a feed-forward NN.

We demonstrated our method in the following manner: although in reality the training/validation/test data are taken from experimental measurement, their acquisitions with/under the equivalent conditions can be numerically simulated. At every $t_i$ for each measurement, the result is either 0 or 1. With the shot times $n \in {1, 2, ... , N_m}$, the results become $P_i = \sum_{n=1}^{N_m} \frac{z_{n;i}}{N_m}$, where $z_{n;i}$ is from a Bernoulli distribution deriving from the theoretical probability $P_D(t_i)$. The NN has the input from the measured data $X = \{P_1, P_2, ..., P_{N_p}\}$ and sends the outputs $Y = \{y_1, y_2\}$ after processing, aiming at the targets $A = \{a_1, a_2\} = \{\Omega_{kg}, \xi\}$. The elements $P_i$ in the input data set $X$ are collected at every time instant $t = t_i$ with shot times $N_m$, in the time interval $[0.5t_0, t_0]$, where we choose the period for the ideal harmonic response as $t_0$.

In order to obtain the high accuracy for the approximation $F(X) = Y \approx A$, we tune the parameters of the NN and adopt the set to give the high estimation precision in Table I Levenberg-Marquardt backpropagation, one of the gradient descent algorithms, is applied to train the NN. To build a train-

| Number of neurons in the input layer $N_p$ | 101 |
| Number of hidden layers | 5 |
| Number of neurons in each hidden layer | 40 20 12 6 3 |
| Activation function in each hidden layer | $y = \tanh(x)$ |
| Activation function in the output layer | $y = x$ |
| Learning rate | $5 \times 10^{-4}$ |
| Shot times for each expectation value | 100 |
| Repetition times for each simulated acquisition | 20 |

Parameters for training the NN to predict $Y = \{y_1, y_2\}$ approximating $A = \{\Omega_{kg}, \xi\}$. With the application of the above set, the average value of the accuracy is above 0.97.
of a NN is not sensitive to the choice of the activation function. In the work conducted in [64], we consider $N_m = 100$ shot times for each expectation value. The finite measurement times gives rise to shot noise, bringing statistical fluctuations. To this end, 20 times is repeated for each simulated acquisition. Therefore, the total training/validation/test dataset contains $241 \times 11 \times 20$ examples, 70%, 15%, 15% from which consist of the training, validation and test sets.

With the presence of shot noise, the estimation of $\Omega$g and $\xi$ behave in different manners. While the accuracy of the estimation of $\Omega$g keeps high, it is more difficult for the NN to learn $\xi$ at small $\Omega$g. We divide the whole dataset into the following intervals: $\Omega_g/(2\pi) \in [1, 25]$ kHz, $[3.4, 25]$ kHz, $[8.2, 25]$ kHz, $[13, 25]$ kHz, $[17.8, 25]$ kHz and $[22.6, 25]$ kHz, but keeping the same range for $\xi/(2\pi) \in [-0.3, 0.3]$ kHz. For all the above ranges, the correlation coefficient $R$ measures the linear dependence between the outputs of the NN and the targets. The linear regression of the outputs $y$ as the function of the targets $y = ax + \beta$ (with the targets $a$) is compatible with the perfectly matching linear relation $y = a$. When the NN provides better estimation, the outputs approach the targets, $R \rightarrow 1$, and $a \rightarrow 1$, $\beta \rightarrow 0$. In Table II NN training results illustrated by $R$, $a$ and $\beta$ are listed in different intervals of $\Omega_g/(2\pi)$ with $\xi/(2\pi) \in [-0.3, 0.3]$ kHz. From Table II we can see higher accuracy that the outputs approach the targets is obtained when $\Omega_g$ is larger. Near the harmonic response regime, i.e. $\Omega_g = 2\pi \times 1$ kHz, it is more difficult for the NN to learn different values of $\xi$, as the fluctuation of the responses caused by shot noise can even exceed the difference of the ideal sensor response obtained from the theoretical model. In fact, to distinguish responses from shot noise close to the harmonic regime is difficult, independently of the technique adopted.

One may choose the dataset with the range $\Omega_g/(2\pi) \in [8.2, 25]$ kHz and $\xi/(2\pi) \in [-0.3, 0.3]$ kHz, randomly pick up $N$ examples with target parameters outside the dataset and check the outputs from the NN. The average value of the accuracy $F_i = \frac{1}{N} \sum_{j=1}^{N} |y_i - \alpha_j|^2 |a_i^2|$, $i = 1, 2$ is above 0.97. Of course, one can detect responses at longer time or increase the shot times $N_m$ to improve the detection. However, more energy and time cost with more experiment resources should be paid. To make a balance between the gains and the cost is always needed. We demonstrate In Ref. [64] that in a $^{171}$Yb$^+$ atomic sensor, adequately trained neural networks enable to estimate the parameters of the external field in regimes presenting complex responses under the shot noise due to a finite number of measurements.

III. IMPROVED QUANTUM PERCEPTRON WITH STA

In Ref. [61], a quantum perceptron labelled by the subscript $j$ offering the nonlinear response to an input field is constructed via a unitary transformation, written as

$$\hat{U}_j(\hat{x}_j; f)\ket{0_j} = \sqrt{1 - f(\hat{x}_j)}\ket{0_j} + \sqrt{f(\hat{x}_j)}\ket{1_j}. \quad (1)$$

This transformation is motivated by the resting and active states of a classical neuron that in the quantum description are encoded by the ground $|0\rangle$ and excited $|1\rangle$ states of a qubit. The sigmoidal activation potential of the neuron is codified by the excitation probability of the qubit $f(\hat{x}_j) = |\langle 1_j|\hat{U}(\hat{x}_j; f)|0_j\rangle|^2$. In a feed-forward network, the perceptron gate is conditioned on the field generated by neurons in earlier layers, $\hat{x}_j = \sum_{i=1}^{k} w_{ji} \sigma_i^z - b_j$, with similar weights $w_{ji}$ and biases $b_j$ as classical networks.

We construct this perceptron gate evolving a qubit with the Ising Hamiltonian

$$\hat{H} = \frac{1}{2} \left[ \hat{x}_j \sigma_z^x + \Omega(t) \sigma_z^y \right] \quad (2)$$

$$= \frac{1}{2} \sum_{i=1}^{k} \left( w_{ji} \sigma_i^z \sigma_j^z - b_j \sigma_j^z + \Omega(t) \sigma_j^y \right).$$

The qubit is controlled by an external transverse field $\Omega(t)$, has a tunable energy gap and interacts with other neurons through $\hat{x}_j$. The Hamiltonian Equation 2 has the reduced ground state

$$|\Phi(x_j/\Omega(t))\rangle = \sqrt{1 - f(x_j/\Omega(t))}|0\rangle + \sqrt{f(x_j/\Omega(t))}|1\rangle, \quad (3)$$

with a sigmoid-like excitation probability of the form

$$f(x) = \frac{1}{2} \left( 1 + \frac{x}{\sqrt{1 + x^2}} \right). \quad (4)$$

Originally, the final state (3) is achieved in three steps: (i) set the perceptron to the superposition $|+\rangle = \mathcal{H}|0\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ with a Hadamard gate; (ii) instantaneously boost the magnetic field $\Omega(0) = \Omega_0 \gg |\hat{x}_j|$; (iii) adiabatically ramp-down the transverse field $\Omega(t_f) = \Omega_f$ in a time $t_f$, to do the transformation $\mathcal{A}(\hat{x}_j)|+\rangle \approx |\Phi(x_j/\Omega_f)\rangle$. However, a faster dynamics is always desirable, as a shorter operation time to construct the perceptron response (4) can enhance the performance and reduce the decoherence in the quantum registers. Inverse engineering (IE) methods [67] can accelerate the dynamics providing different sigmoid-like excitation probabilities of the qubit leading to a smoother external driving profile $\Omega(t)$ that favors its experimental realization. Moreover, as universality does not depends on the specific shape of the sigmoid-like activation function (6), the resulting improved QNN is still universal [62].

| $\Omega_g/(2\pi)$ [kHz] | $R$ | $1 - \alpha$ | $\beta$ |
|------------------------|-----|--------------|-----|
| [1, 25]                | 0.99356 | 10$^{-2}$ | 6.10$^{-5}$ |
| [3.4, 25]             | 0.99863 | 4.10$^{-3}$ | 3.10$^{-4}$ |
| [8.2, 25]             | 0.99972 | 7.10$^{-4}$ | 3.10$^{-4}$ |
| [13, 25]              | 0.99984 | 3.10$^{-4}$ | 2.10$^{-4}$ |
| [17.8, 25]            | 0.99996 | 10$^{-5}$ | 4.10$^{-6}$ |
| [22.6, 25]            | 0.99999 | 10$^{-5}$ | 2.10$^{-4}$ |
More in detail, we parameterize the dynamical state with the undetermined polar $\theta$ and azimuthal $\beta$ auxiliary angles on the Bloch sphere,

$$\ket{\Psi(t)} = \cos(\theta/2)e^{i\beta/2}\ket{0} + \sin(\theta/2)e^{-i\beta/2}\ket{1}. \quad (5)$$

Substituting this state $\ket{\Psi(t)}$ into the time-dependent Schrödinger equation driven by the Hamiltonian in Equation (3), we obtain that the auxiliary angles satisfy the following coupled differential equations,

$$\Omega(t) = \dot{\theta}/\sin\beta, \quad (6)$$

$$x_j = \dot{\theta}\cot\theta\cot\beta - \beta. \quad (7)$$

Setting the wavefunction $\ket{\Psi(0)} = \ket{+}$ and $\ket{\Psi(t_f)} = \ket{\Phi(x_j/\Omega_f)}$ at the initial and final times imposes boundary conditions on $\theta(0)$ and $\theta(t_f)$. Moreover, Equation (6) also imposes similar boundary conditions on $\dot{\theta}(0)$ at and $\dot{\theta}(t_f)$ once the initial and final values of the external transverse field $\Omega(0)$ and $\Omega(t_f)$ are specified. The set of Eqs. (6) and (7) are solved by first, interpolating with a polynomial ansatz the function $\theta(t)$ so the boundary conditions of $\theta$ and $\dot{\theta}$ are fulfilled at $t = 0$ and $t_f$, subsequently, deriving $\beta(t)$ from Equation (7). Finally, once $\theta(t)$ and $\beta(t)$ are fully determined, $\Omega(t)$ is deduced from Equation (6), see [62] for more details.

As a result, the initial state $\ket{\Psi(0)}$ is not necessarily the eigenstate of the Hamiltonian avoiding large $\Omega(0)$ values leading to a smooth and less experimentally demanding $\Omega(t)$ profile compared to fast-quasi-adiabatic implementations [61]. Moreover, the IE protocol allows a shorter operation time to construct a quantum perceptron and a stable performance with respect to timing errors and the variations of the input potential. In Ref. [62], by using STA we propose a speed-up quantum perceptron which has faster performance compared to fast-quasi-adiabatic protocols and enhanced robustness against imperfections in the controls. A deep QNN consisting of a number of our perceptrons can be implemented in physical platforms such as NV center in diamond, trapped ions, and superconducting circuits. One can find the training of such a QNN using gradient descent in the same way as Reference [61] where the example of searching prime numbers has been given using Python language with quantum perceptron gates evolving adiabatically. The neural potential of each perceptron can include multi-qubit interactions deviating from the current network paradigm of additive activations so that one can avoid internal hidden layers in a QNN without sacrificing approximative power for information processing tasks, see Ref [63].

IV. CONCLUSION

In this paper, we introduce the application of NNs on quantum sensing and the development of QNNs by using quantum resources. Particularly, we review the neural-network-based atomic quantum sensor of a $^{171}$Yb$^+$ ion, working in the regime of complex responses beyond harmonic ones. In general, the protocol is applicable to arbitrary quantum detection scenarios. We also review the construction of a quantum perceptron with IE strategies, an efficient method of quantum control, providing faster perceptron performance as well as enhanced robustness against imperfections in the controls. Decoherence during the physical implementation in quantum registers can be reduced due to the short operation time of the quantum perceptrons embedded in a QNN. We hope that more complex quantum problems with different environmental noise will be addressed by NNs, and the performance and training of NNs will be improved by quantum resources.

ACKNOWLEDGMENT

We acknowledge financial support from Spanish Government via PGC2018-095113-B-I00 (MICIU/AEI/FEDER, UE), Basque Government via IT986-16, as well as from QMiCS (820505) and OpenSuperQ (820363) of the EU Flagship on Quantum Technologies, and the EU FET Open Grant Quarmorpic (828826). J. C. acknowledges the Ramón y Cajal program (RYC2018-025197-I) and the EUR2020-112117 project of the Spanish MICINN, as well as support from the UPV/EHU through the grant EHUrOPE. E. T. acknowledges financial support from Project PGC2018-094792-B-I00 (MICIU/AEI/FEDER, UE), CSIC Research Platform PTI-001, CAM/FEDER Project No. S2018/TCS-4342 (QUITEMAD-CM), and by Comunidad de Madrid-EPUC3M14.

REFERENCES

[1] W. S. McCulloch and W. Pitts, “A Logical Calculus of Ideas Immanent in Nervous Activity”, Bull. Math. Biol. vol. 5, pp. 115-133, 1943.
[2] S. M. Bishop, “Pattern Recognition and Machine Learning,” Springer, 2006.
[3] J. Schmidhuber, “Deep Learning in Neural Networks: An Overview,” Neural Networks, vol. 61, pp. 85–117, 2015.
[4] G. Cybenko, “Approximation by superpositions of a sigmoidal function” Math. Control Signals Syst. vol. 2, pp. 303-314, 1989.
[5] D. O. Hebb, “The organization of behavior”, Wiley, New York, 1949.
[6] F. Rosenblatt, “The perceptron: A probabilistic model for information storage and organization in the brain,” Psychol. Rev. vol. 65, pp. 386-408, 1958.
[7] K. Hornik, M. Stinchcombe and H. White, “Multilayer feedforward networks are universal approximators,” Neural Netw., vol. 2, pp. 359-366, 1989.
[8] D. Steinkrau, P. Y. Simard, and I. Buck, “Using GPUs for machine learning algorithms,” Eighth International Conference on Document Analysis and Recognition (ICDAR’05), 2005.
[9] C. Walter, “Kryder’s Law”, Sci. Am. vol. 293, pp. 32-33, 2005.
[10] M. Castells, “The Information Age: Economy, Society and Culture”, Blackwell, Oxford, 1996.
[11] Y. LeCun, L. Bottou, Y. Bengio and P. Haffner, “Gradient-based learning applied to document recognition,” Proc. IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.
[12] G. Hinton, L. Deng, D. Yu, G. E. Dahl, A. Mohamed, N. Jaitly, A. Senior, V. Vanhoucke, P. Nguyen, T. N. Sainath, and B. Kingsbury, “Deep Neural Networks for Acoustic Modeling in Speech Recognition: The Shared Views of Four Research Groups” IEEE Signal Process. Mag. vol. 29, pp. 82-97, 2012.
[13] G. E. Hinton, S. Osindero, and Y. Teh, “A fast learning algorithm for deep belief nets”, Neural Comput. vol. 18, pp. 1527-1554, 2006.
