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Composite pulse sequences, which produce arbitrary pre-defined rotations of a qubit on the Bloch sphere, are presented. The composite sequences contain up to 17 pulses and can compensate up to eight orders of experimental errors in the pulse amplitude and the pulse duration. Composite sequences for three basic quantum gates — X (NOT), Hadamard and arbitrary rotation — are derived. Three classes of composite sequences are presented — one symmetric and two asymmetric. They contain as their lowest members two well-known composite sequences — the three-pulse symmetric SCROFULOUS pulse and the four-pulse asymmetric BB1 pulse, which compensate first and second-order errors, respectively. The shorter sequences are derived analytically, and the longer ones numerically (instead by nesting and concatenation, as mostly done hitherto). Consequently, the composite sequences derived here match or outperform the existing ones in terms of either speed or accuracy, or both. For example, we derive a second-order composite sequence, which is faster (by about 13%) than the famous BB1 sequence. For higher-order sequences the speed-up becomes much more pronounced. This is important for quantum information processing as the sequences derived here provide more options for finding the sweet spot between ultrahigh fidelity and high speed.

I. INTRODUCTION

Quantum rotation gates, such as the Hadamard gate and the X (or NOT) gate are central elements in any quantum circuit [1–3]. Traditionally, a general rotation at an angle θ is implemented by a resonant pulsed field with a temporal area of θ, hence the name θ pulses. In particular, the Hadamard gate is implemented by a resonant π/2 pulse, and the X gate is implemented by a resonant π pulse, which are the theoretically fastest means for producing these gates. However, resonant driving is prone to errors in the experimental parameters, e.g. the pulse amplitude, duration, and detuning.

Various proposals have been made in order to generate rotation gates that are resilient to experimental errors, at the expense of being longer, and hence slower. Adiabatic techniques are the traditional remedy for tackling such errors [4]. Ever since 1982 [5–8], adiabatic evolution via a level crossing is the ubiquitous method to produce complete population inversion and hence the X gate. More recently, adiabatic evolution via a half crossing has gained popularity as a means for producing half excitation, and hence the Hadamard gate [9–13]. This idea has been used in a technique known as half-SCRAP (Stark-chirped rapid adiabatic passage) [9] and the closely related two-state STIRAP (stimulated Raman adiabatic passage) [10], which has been successfully implemented in a trapped-ion experiment [11]. In both cases, pulse shaping and chirping are designed such that their time dependences resemble the delayed-pulse ordering of conventional STIRAP [14]. In a variation of these, an adiabatic technique has been proposed [12] which generates arbitrary coherent superpositions of two states, which is controlled by the initial and final ratios of the field’s amplitude and its detuning. An extension of this half-crossing technique to three states has been experimentally demonstrated in a trapped-ion experiment, with an error of about 1.4 × 10−3, i.e. close to the quantum computation benchmark level [13], which was achieved by using pulse shaping. Another proposal used a sequence of two half-crossing adiabatic pulses split by a phase jump, which serves as a control parameter to the created superposition state [15].

In three-state Raman-coupled qubits, a very popular technique is fractional STIRAP [16–18], in which the Stokes pulse arrives before the pump pulse but the two pulses vanish simultaneously. This leads to the creation of a coherent superposition of the two end states of the chain. Tripod-STIRAP [19–21], an extension of STIRAP wherein a single state is coupled to three other states, has also been used for the generation of coherent superpositions of these three states or two of them. We also note a technique for creation of coherent superposition states and for navigation between them by quantum Householder reflections [22, 23].

While adiabatic techniques provide great robustness to parameter errors, in general they struggle to deliver the ultrahigh fidelity required in quantum computation. A powerful alternative to achieve ultrahigh fidelity while featuring robustness to parameter errors is the technique of composite pulses [24–28]. The composite pulse sequence is a finite train of pulses with well-defined relative phases between them. These phases are control parameters, which are determined by the desired excitation profile. Composite pulses can shape the excitation profile in essentially any desired manner, which is impossible with a single resonant pulse or adiabatic techniques. In particular, one can create a broadband composite π pulse, which delivers transition probability of 1 not only for a pulse area $A = \pi$ and zero detuning $\Delta = 0$, as a single resonant π pulse, but also in some ranges around these values [24–29, 31–33, 36–39]. Alternatively, narrowband composite pulses [31, 33, 36, 40–45] squeeze the excitation profile around a certain point in the parameter space: they produce excitation that is more sensitive to parameter variations than a single pulse, with interesting appli-
cations to sensing, metrology and spatial localization in NMR spectroscopy. A third family of composite pulses — passband pulses — combine the features of broadband and narrowband pulses: they provide highly accurate excitation inside a certain parameter range and negligibly small excitation outside it [33–35, 43, 46, 47].

There are no universally applicable composite pulses because the requirements in different applications are different. For instance, in NMR, composite pulses which compensate errors in very broad parameter ranges with only modest accuracy are ubiquitous. On the contrary, in quantum information, very high accuracy is required within some moderately large parameter ranges [48–53].

In this paper, we present several sets of single-qubit rotation quantum gates constructed with composite pulse sequences. There are two classes of composite rotations, named variable and constant rotations [28, 29]. Variable-rotation composite pulses (sometimes called Class B) compensate parameter errors only in the transition probability $p$ (or the population inversion $w = 2p - 1$). Recently [54], several classes of arbitrarily accurate analytic composite sequences for variable rotations have been presented. Constant-rotation, or phase-distortionless [55], composite pulses (sometimes called Class A) compensate parameter errors in both the transition probability and the phases of the created superposition state (i.e., in the Bloch vector coherences $u$ and $v$). The latter are obviously more demanding and require longer sequences for the same order of compensation. However, in quantum information processing wherein phase relations are essential, constant rotations are clearly the ones to be used for quantum rotation gates [56].

In this paper, we focus at the derivation of ultrahigh-fidelity composite rotation gates, including the X, Hadamard and general rotation, which compensate pulse-area errors up to eighth order. The X and Hadamard gates are special cases of general rotations but they are treated separately due to their importance in quantum information. Our results extend earlier results on some of these gates using shorter pulse sequences. The first phase-distortionless composite pulse was designed by Tycko [40] which produces a composite X gate. It consists of three pulses of total nominal area of $3\pi$ and provides a first-order error compensation. A second-order error compensation composite pulse was constructed by Wimperis, the well-known BB1 pulse [32, 33]. It consists of four pulses with a total nominal pulse area of $4\pi + \theta$ and it produces a constant rotation at an arbitrary angle $\theta$. More recently, Wimperis and co-workers developed several phase-distortionless anti-symmetric composite $\pi$ pulses designed for rephasing of coherence [57–59]. Jones and co-workers have devoted a great deal of attention to composite X gates, with an emphasis of geometric approaches for derivation of such sequences, which work up to 5 and 7 pulses [56, 60–62].

Composite rotation gates with a pulse area error compensation of third and higher order have been constructed using nesting and concatenation of shorter composite sequences. For larger error order, this procedure produces (impractical) composite sequences of extreme length. Here we use analytic approaches and brute-force numerics to derive three classes of composite sequences for X, Hadamard and rotation gates which achieve error compensation of up to 8th order with much shorter sequences than before.

This paper is organized as follows. In Sec. II we explain the derivation method. Composite $\pi$ rotations, representing the X gate are presented in Sec. III. Composite implementations of the Hadamard gate are given in Sec. IV, and composite rotation gates in Sec. V. Finally, Sec. VI presents the conclusions.

II. COMPOSITE ROTATION GATES: DERIVATION

A. Composite rotation gates

Our objective is to construct the qubit rotation gate $\hat{R}_y(\theta) = e^{i(\theta/2)\hat{\sigma}_y}$, where $\theta$ is the rotation angle and $\hat{\sigma}_y$ is the Pauli’s $y$ matrix. In matrix form,

$$\hat{R}_y(\theta) = \begin{bmatrix} \cos(\theta/2) & \sin(\theta/2) \\ -\sin(\theta/2) & \cos(\theta/2) \end{bmatrix}. \tag{1}$$

The rotation gate (1) is equivalent to the rotation gate $R_x(\theta) = e^{i(\theta/2)\hat{\sigma}_x}$, or in matrix form,

$$\hat{R}_x(\theta) = \begin{bmatrix} \cos(\theta/2) & i\sin(\theta/2) \\ i\sin(\theta/2) & \cos(\theta/2) \end{bmatrix}. \tag{2}$$

Indeed, $\hat{R}_x(\theta)$ can be obtained from $\hat{R}_y(\theta)$ by simple phase transformation, $\hat{R}_x(\theta) = \hat{F}(\pi/4)\hat{R}_y(\theta)\hat{F}(\pi/4)$.

Here $\hat{F}(\phi) = e^{i\phi\hat{\sigma}_z}$, or in matrix form,

$$\hat{F}(\phi) = R_z(\phi) = \begin{bmatrix} e^{i\phi} & 0 \\ 0 & e^{-i\phi} \end{bmatrix}. \tag{3}$$

We shall use the gate (1) because it is real and because it coincides with the ubiquitous definition of the rotation matrix. Therefore, hereafter we drop the subscript $y$ for the sake of brevity.

The propagator of a coherently driven qubit is the solution of the Schrödinger equation,

$$i\hbar\partial_t \mathbf{U}(t_s, t_i) = \mathbf{H}(t)\mathbf{U}(t_s, t_i), \tag{4}$$

subject to the initial condition $\mathbf{U}(t_i, t_i) = \mathbf{I}$, the identity matrix. If the Hamiltonian is Hermitian, the propagator is unitary. If the Hamiltonian is also traceless, then the propagator has the SU(2) symmetry and can be represented as

$$\mathbf{U}_0 = \begin{bmatrix} a & b \\ -b^* & a^* \end{bmatrix}, \tag{5}$$

where $a$ and $b$ are the complex-valued Cayley-Klein parameters satisfying $|a|^2 + |b|^2 = 1$. A traceless Hermitian
Hamiltonian has the form \( \hat{H}(t) = \frac{\hbar}{2} [\Omega(t) \cos(\phi) \hat{\sigma}_x + \Omega(t) \sin(\phi) \hat{\sigma}_y + \Delta \hat{\sigma}_z] \), where \( \Omega(t) \) (assumed real and positive) is the Rabi frequency quantifying the coupling, \( \phi \) is its phase, and \( \Delta \) is the field-system detuning.

On exact resonance (\( \Delta = 0 \)) and for \( \phi = 0 \), we have \( a = \cos(A/2) \), \( b = -i \sin(A/2) \), where \( A \) is the temporal pulse area \( A = \int_0^\infty \Omega(t) dt \). For a system starting in state \( |1\rangle \), the single-pulse transition probability is \( p = |b|^2 = \sin^2(A/2) \).

A single resonant pulse of temporal area \( A = \theta_a = \theta(1+\epsilon) \) produces the propagator \( \hat{R}(\theta_a) = e^{i\hat{\sigma}_x/2} \hat{R}_N \) (acting, as usual, from right to left), i.e. it is accurate up to zeroth order \( O(\epsilon^0) \) in the pulse area \( \epsilon \). Our approach is to replace the single \( \theta \) pulse with a composite sequence of pulses of appropriate pulse areas and phases, such that the overall propagator produces the rotation gate (1) with an error of higher order, i.e. \( \hat{R}(\theta)[1 + O(\epsilon^{n+1})] \). Then we say that the corresponding composite rotation gate is accurate up to, and including, order \( O(\epsilon^n) \).

**B. Derivation**

The derivation of the composite rotation gates is done in the following manner. A phase shift \( \phi \) imposed on the driving field, \( \Omega(t) \to \Omega(t)e^{i\phi} \), is imprinted onto the propagator (5) as

\[
U_\phi = \begin{bmatrix} a & be^{-i\phi} \\ -b^*e^{i\phi} & a^* \end{bmatrix}.
\]

A train of \( N \) pulses, each with area \( A_k \) and phase \( \phi_k \) (applied from left to right),

\[
(A_1)_{\phi_1} (A_2)_{\phi_2} (A_3)_{\phi_3} \cdots (A_N)_{\phi_N},
\]

produces the propagator (acting, as usual, from right to left)

\[
U = U_{\phi_N} (A_N) \cdots U_{\phi_3} (A_3) U_{\phi_2} (A_2) U_{\phi_1} (A_1).
\]

Let us assume that the nominal (i.e. for zero error) pulse areas \( A_k \) have a systematic error \( \epsilon \), i.e. \( A_k \to A_k(1+\epsilon) \). If all nominal pulse areas are the same, as it is the case for many composite sequences, this is the natural assumption because the apparatus will produce possibly imperfect but identical pulses. If the pulse areas are different, this is also a reasonable assumption in many cases. For example, if a trapped ion is addressed by an imperfectly pointed laser beam then it will “see” the same systematic deviation from the perfect field amplitude (and hence pulse area) for any chosen target pulse area. Atoms in atomic clouds in magneto-optical or dipole traps or ions in doped solids (e.g., for optical memories) addressed by electromagnetic fields offer another example: they will “see” different field amplitude due to spatial inhomogeneity depending on their position in the sample, but this field amplitude will deviate from the optimal one by the same relative systematic error \( \epsilon \) regardless of the value of the optimal amplitude if the atoms do not move much during the duration of the composite sequence.

Under the assumption of a single systematic pulse area error \( \epsilon \), we can expand the composite propagator (8) in a Taylor series versus \( \epsilon \). Because of the SU(2) symmetry of the overall propagator, it suffices to expand only two of its elements, say \( U_{11}(\epsilon) \) and \( U_{12}(\epsilon) \). We set their zero-error values to the target values,

\[
U_{11}(0) = \cos(\theta/2), \quad U_{12}(0) = \sin(\theta/2),
\]

and we set as many of their derivatives with respect to \( \epsilon \), in the increasing order, as possible,

\[
U_{11}^{(m)}(0) = 0, \quad U_{12}^{(m)}(0) = 0, \quad (m = 1, 2, \ldots, n),
\]

where \( U_{ij}^{(m)} = \partial^m U_{ij} / \partial \epsilon^m \) denotes the \( m \)th derivative of \( U_{ij} \) with respect to \( \epsilon \). The largest order \( n \) satisfying Eqs. (10) gives the order of the error compensation \( O(\epsilon^n) \).

Equations (9) and (10) generate a system of \( 2(n+1) \) algebraic equations for the nominal pulse areas \( A_k \) and the composite phases \( \phi_k \) (\( k = 1, 2, \ldots, N \)). The equations are complex-valued and generally we have to solve \( 4(n+1) \) equations with the \( 2N \) free parameters (nominal pulse areas and phases). Because of the normalization condition \( |U_{11}|^2 + |U_{12}|^2 = 1 \), an error compensation of order \( n \) requires a composite sequence of \( N = 2n+1 \) pulses (or \( N = 2n \) in some lucky cases).

As stated above, the derivation of the composite sequences requires the solution of Eqs. (9) and (10). For a small number of pulses (up to about five), the set of equations can be solved analytically. For longer sequences, Eqs. (9) and the first two equations (\( n = 1 \)) of Eqs. (10) can still be solved analytically, but the higher orders in Eqs. (10) they are solved numerically. We do this by using standard routines in Mathematica™.

**C. Quantum gate fidelity**

If Eqs. (9) and (10) are satisfied, then the overall propagator can be written as

\[
U(\epsilon) = R(\theta) + O(\epsilon^{n+1}),
\]

with \( R(\theta) = U(0) \). Then the *Franz Begin distance fidelity*,

\[
F = 1 - ||U(\epsilon) - R(\theta)|| = 1 - \sqrt{\frac{1}{4} \sum_{j,k=1}^{2} |U_{jk} - R_{jk}|^2},
\]

is of the same error order \( O(\epsilon^n) \) as the propagator, \( F = 1 - O(\epsilon^{n+1}) \). As shown by Jones and co-workers [3] for the composite X gates, the trace fidelity,

\[
F_T = \frac{1}{2} \text{Tr} [U(\epsilon) R(\theta)^t],
\]

has a factor of 2 higher error order \( O(\epsilon^{2n}) \), i.e. \( F_T = 1 - O(\epsilon^{2n+1}) \). The reason is that in the Frobenius distance, all information of the actual propagator is involved, while in the trace distance some of this information is lost. Therefore, throughout this paper we shall
use the Frobenius distance fidelity (12), which is a much more strict and unforgiving to errors fidelity measure; moreover, its error is of the same order as the propagator error.

We note here that for variable rotations, Eqs. (9) and (10) have to be satisfied for only one of the propagator elements, say $U_{12}$. This means that with the same number of pulses one can achieve a factor of 2 higher order of error compensation for variable rotations than for constant rotations. However, this error compensation applies to the transition probability only, but not to the propagator phases. For variable rotations the overall propagator cannot be written in the form of Eq. (11), and consequently, neither of the fidelities (12) or (13) is of the form $1 - O(\epsilon^{n+1})$.

D. Composite pulse sequences

Based on numerical evidence, we consider three types of composite sequences, one symmetric and two asymmetric.

- Each symmetric sequence consists of a sequence of $2n - 1$ nominal $\pi$ pulses, sandwiched by two pulses of areas $\alpha$, with symmetrically ordered phases,
\[
\alpha \phi_1 \pi \phi_2 \pi \phi_3 \cdots \pi \phi_{n-1} \pi \phi_n \pi \phi_{n-1} \cdots \pi \phi_3 \pi \phi_2 \alpha \phi_1. \tag{14}
\]

These sequences generalize the three-pulse SCROFULOUS sequence [56], which is of this type, to more than three pulses.

- The first type of asymmetric sequences consists of a sequence of nominal $\pi$ pulses, preceded (or superseded) by a pulse of area $\theta$,
\[
\pi \phi_1 \pi \phi_2 \pi \phi_3 \cdots \pi \phi_{N-1} \theta \phi_N. \tag{15}
\]

These sequences generalize the five-pulse BB1 sequence [33], which is of this type, to more than five pulses.

- The second type of asymmetric sequences consists of a sequence of $N - 2$ nominal $\pi$ pulses, preceded (or superseded) by single pulses of areas $\alpha$ and $\beta$,
\[
\alpha \phi_1 \pi \phi_2 \pi \phi_3 \cdots \pi \phi_{N-1} \beta \phi_N. \tag{16}
\]

To the best of our knowledge, this type of composite sequences has not been reported in the literature hitherto.

Below we consider these three classes of composite sequences and test their performance by using the Frobenius distance (12). We consider three figures of merit to be essential.

- The most important parameter is the order of error compensation $O(\epsilon^n)$. The larger $n$, the broader the high-fidelity range and the larger the errors $\epsilon$, which can be compensated.

- The second most important parameter is the total pulse area $A_{\text{tot}} = \sum_{k=1}^N |A_k|$. It determines the length of the sequences and hence the speed of the gates. Usually, the peak Rabi frequency is limited either by the experimental apparatus or by the qubit properties, e.g., too large Rabi frequency can cause unwanted couplings to other levels or to other qubits (cross-talk). Therefore, for a fixed peak Rabi frequency, the total pulse area determines the total duration of the composite sequence.

- Another consideration is the number of pulses $N$ in the sequence. Unless there are issues with the implementation of the phase jumps, this argument is of far less importance than the other two. However, if the phase jumps require some time to implement or cannot be implemented with high accuracy, then sequences of fewer pulses are preferable. For this reason, we often give several different CPs for each error order.

III. X (NOT) GATE

The X or NOT gate is defined as
\[
\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} = \hat{\sigma}_x, \tag{17}
\]

Because the determinant of this matrix is $-1$, it is not of SU(2) type. Instead, we shall construct the SU(2) gate
\[
X = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \tag{18}
\]

which is related to the gate (17) by a phase transformation and it is equivalent to it. The gate (18) is also equivalent to the often used gate
\[
e^{i(\pi/2)\hat{\sigma}_x} = \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix}, \tag{19}
\]

which can be obtained from Eq. (18) by a phase transformation too. However, we prefer to use the gate (18) because it is real and also because it is a special case of the general rotation gate (1).

As it is well known, such a gate can be produced by a resonant pulse of temporal area $\pi$. The propagator of a $\pi$ pulse reads
\[
U = \begin{bmatrix} \cos(\pi(1 + \epsilon)/2) & \sin(\pi(1 + \epsilon)/2) \\ -\sin(\pi(1 + \epsilon)/2) & \cos(\pi(1 + \epsilon)/2) \end{bmatrix}, \tag{20}
\]

where $\epsilon$ is the pulse area error. The Frobenius distance fidelity (12) reads
\[
F = 1 - \sqrt{2} |\sin \frac{\pi \epsilon}{4}|. \tag{21}
\]

For comparison, the trace fidelity is
\[
F_T = 1 - 2 \sin^2 \frac{\pi \epsilon}{4} = \cos \frac{\pi \epsilon}{2}. \tag{22}
\]
Obviously the error stemming from the Frobenius distance fidelity (21), which is of order \( O(\epsilon) \), is far greater than the value of the error stemming from the trace fidelity (22), which is of order \( O(\epsilon^2) \), as noted by Jones and co-workers [56].

The three types of composite sequences (14), (15), and (16) coalesce into a single type, a sequence of \( \pi \) pulses. Below we consider these sequences, in the increasing order of error compensation.

A. First-order error compensation

The careful analysis of Eqs. (9) and (10) shows that the shortest possible CP which can compensate first-order errors consists of three pulses, each with a pulse area of \( \pi \), and symmetric phases,

\[
\pi \phi_1 \pi \phi_2 \pi \phi_3 .
\]

Solving Eq. (9) along with Eq. (10) for the first derivatives gives two solutions for the phases,

\[
\begin{align*}
\pi &+ \pi = \pi + \pi , \\
\pi &+ \pi = \pi + \pi .
\end{align*}
\]

(24a)

(24b)

These two sequences generate the same propagator and hence the same fidelity.

The Frobenius distance and trace distance fidelities read

\[
\begin{align*}
\mathcal{F} &= 1 - I_1 , \\
\mathcal{F}_T &= 1 - I_1^2 ,
\end{align*}
\]

(25a)

(25b)

where the Frobenius distance infidelity is

\[
I_1 = \sqrt{2 \left( 1 + 2 \cos^2 \frac{\pi \epsilon}{4} \right) \sin^2 \frac{\pi \epsilon}{4}} .
\]

(26)

Obviously, the Frobenius distance infidelity \( I_1 \) is of order \( O(\epsilon^2) \) and it is much larger than the trace distance infidelity \( I_1^2 \), which is of order \( O(\epsilon^3) \).

The Frobenius distance fidelity and the trace fidelity are plotted in Figure 1 for X gates produced by a single pulse and composite sequences of 3 and 5 (see below) pulses. The three-pulse composite X gate (24) produces much higher fidelity that the single-pulse X gate. Obviously, the trace distance fidelity is much higher than the Frobenius distance fidelity: compare the curves with labels 1 and 1T; 3 and 3T; 5 and 5T. In fact, as seen in the figure, the trace distance fidelity for a single pulse (label 1T) almost coincides with the Frobenius distance fidelity for the three-pulse composite sequence (label 3). With respect to the quantum computation benchmark fidelity value of \( 1 - 10^{-4} \), the Frobenius distance fidelity (25a) for the three-pulse composite X gates of Eqs. (24) remains above this value in the pulse area interval \((0.992\pi, 1.008\pi)\), i.e. for relative errors up to \( |\epsilon| < 0.008 \). For comparison, the trace distance fidelity (25b) remains above this value in the pulse area interval \((0.919\pi, 1.081\pi)\), i.e. for relative errors up to \( |\epsilon| < 0.081 \), a factor of 10 larger. This is the reason why in this work, we will use the much more severe Frobenius distance fidelity.

B. Second-order error compensation

For sequences of four pulses, it becomes possible to annul the second-order derivatives in Eq. (10). A number of solutions exist, some of which are

\[
\begin{align*}
&\pi + \chi (2\pi) 3X, \\
&\pi + \chi (2\pi) 3X, \\
&\pi + \chi (2\pi) 3X,
\end{align*}
\]

(27a)

(27b)

(27c)

where \( \chi = \arcsin(\frac{1}{2}) \approx 0.5235 \). The second and third sequences are related to the BB1 sequence of Wimperis [33]. Note that all these sequences have a total nominal pulse area of \( 5\pi \), and can be considered as five-pulse sequences because the effect of \( (2\pi) 3X \) is the same as \( \pi 3X \).

The Frobenius fidelity for all these sequences reads \( \mathcal{F} = 1 - I_2 \), with the infidelity

\[
I_2 = \sqrt{8 + 9 \cos \frac{\pi \epsilon}{2} + 3 \cos^2 \frac{\pi \epsilon}{2} \sin^2 \frac{\pi \epsilon}{4}} .
\]

(28)

Obviously, this fidelity is accurate up to order \( O(\epsilon^2) \), as the error is of order \( O(\epsilon^3) \). The trace fidelity reads \( \mathcal{F}_T = 1 - I_2^2 \). The trace fidelity is accurate up to order \( O(\epsilon^3) \), as the error is of order \( O(\epsilon^5) \). Obviously, the trace infidelity is much smaller than the Frobenius distance infidelity, as for the three-pulse composite sequences.

The same second-order error compensation, and the same fidelity, can be obtained by composite sequences of
five pulses of area \( \pi \) each,
\[
\pi \phi_1 \pi \phi_2 \pi \phi_3 \pi \phi_4 \pi \phi_5.
\]
Hence the total pulse area is \( 5\pi \), the same as the four-pulse sequences above. Because of the additional phase compared to the four-pulse sequences, various phase choices are possible. For example, an asymmetric sequence of the kind (29) has the phases \( \phi_1 = 0 \), \( \phi_2 = \arcsin \left( \frac{14+\sqrt{31}}{20} \right) \approx 0.4337\pi \), \( \phi_3 = \pi + \arcsin \left( \frac{9\sqrt{31}-19}{80} \right) \approx 1.1271\pi \), \( \phi_4 = \arcsin \left( \frac{9\sqrt{31}+19}{80} \right) \approx 0.3320\pi \), \( \phi_5 = \arcsin \left( \frac{14-\sqrt{31}}{20} \right) \approx 1.1385\pi \).

We have derived also the symmetric sequence
\[
\pi \phi_1 \pi \phi_2 \pi \phi_3 \pi \phi_2 \pi \phi_1,
\]
with \( \phi_1 = \arcsin \left( \frac{1-\sqrt{5/8}}{2} \right) \approx 0.0672\pi \), \( \phi_2 = \arcsin \left( \frac{(\sqrt{10}-2)/8}{2} \right) \approx 0.3854\pi \), \( \phi_3 = 2\phi_2 - 2\phi_1 + \pi / 2 \approx 1.1364\pi \). For these five-pulse sequences the Frobenius infidelity \( I_{\text{F}} \) is given again by Eq. (28), and the trace infidelity by \( I_{\text{T}} \). The respective fidelities are plotted in Fig. 1. Obviously, they are much larger than the respective fidelities for a single pulse and the three-pulse composite sequence (24).

The Frobenius distance infidelity (28) remains below the quantum computation fidelity threshold \( 10^{-4} \) in the pulse area interval \((0.964\pi, 1.036\pi)\), i.e. for relative errors up to \( | \epsilon | < 0.036 \). On the other hand, the trace distance infidelity \( I_{\text{T}} \) remains above this value in the pulse area interval \((0.832\pi, 1.168\pi)\), i.e. for relative errors up to \( | \epsilon | < 0.168 \), a factor of almost 5 larger. As for the three-pulse composite X gate, as seen in Fig. 1, the Frobenius distance fidelity is much more demanding error measure as its error is much larger than the error of the trace distance fidelity.

Hereafter we will leave out the trace distance fidelity (13) and will use only the Frobenius distance fidelity (12), because it is a much stricter measure of the gate error.

We conclude this subsection by noting that the availability of various four- and five-pulse symmetric and asymmetric sequences which produce the same fidelity is not a redundancy because they may have rather different sensitivity to phase errors, as has been shown recently for other composite sequences [63].

### C. Higher-order error compensation

For composite sequences of more than 5 pulses, the equations for the composite phases quickly become very cumbersome and impossible to solve analytically. They repeat the pattern of the sequences of four and five pulses above: the composite sequences of \( 2n \) and \( 2n + 1 \) pulses have a total pulse area of \( (2n + 1)\pi \), with all pulses in the sequence being nominal \( \pi \) pulses, with the exception of one of the pulses in the \( 2n \)-pulse sequence which has a nominal pulse area of \( 2\pi \). Either sequences of \( 2n \) and \( 2n + 1 \) pulses produce error compensation of the order \( O(e^n) \) and identical fidelity profiles.

The \( 2n + 1 \)-pulse sequences have an additional free phase which can be used to make the composite sequence symmetric as in Eq. (14), viz.
\[
\pi \phi_1 \pi \phi_2 \pi \phi_3 \ldots \pi \phi_{n+1} \pi \phi_n \pi \phi_{n-1} \ldots \pi \phi_3 \pi \phi_2 \pi \phi_1.
\]

The propagators generated by the symmetric composite sequences (31) feature two important properties:

1. All even-order derivatives \( U_{11}^{(2k)}(0) \) of the diagonal elements in Eq. (10) vanish, and so do all odd-order derivatives \( U_{12}^{(2k+1)}(0) \) of the off-diagonal elements.
2. The remaining nonzero derivatives in Eq. (10) are either real or imaginary: \( U_{11}^{(2k+1)}(0) \) are real, whereas \( U_{12}^{(2k)}(0) \) are imaginary.

Therefore, Eqs. (9) and (10) reduce to a set of \( n + 1 \) real trigonometric equations for \( n + 1 \) free phases. There are multiple solutions for the phases for every \( (2n + 1) \)-pulse composite sequence.

### Table I: Phases of symmetric composite sequences of \( N = 2n + 1 \) nominal \( \pi \) pulses, which produce the X gate with a pulse area error compensation up to order \( O(e^n) \). The last column gives the high-fidelity range \([\pi(1 - \epsilon_1), \pi(1 + \epsilon_0)]\) of pulse area error compensation wherein the Frobenius distance fidelity is above the value 0.9999, i.e. the fidelity error is below \( 10^{-4} \).

| Name | Pulses | \( O(e^n) \) | Phases \( \phi_1, \phi_2, \ldots, \phi_n \) (in units \( \pi \)) | High-fidelity error correction range |
|------|-------|-------------|----------------|-----------------------------------|
| single | 1 | \( O(e^n) \) | \( \frac{\pi}{2} \) | \([0.9999\pi, 1.0000\pi] \) |
| X3 | 3 | \( O(e^n) \) | \( \frac{\pi}{8} \) | \([0.992\pi, 1.008\pi] \) |
| X5 | 5 | \( O(e^n) \) | \( 0.0672, 0.3854, 1.1364 \) | \([0.964\pi, 1.036\pi] \) |
| X7 | 7 | \( O(e^n) \) | \( 0.2560, 1.6839, 0.5933, 0.8306 \) | \([0.925\pi, 1.075\pi] \) |
| X9 | 9 | \( O(e^n) \) | \( 0.3951, 1.2211, 0.7806, 1.9335, 0.4580 \) | \([0.883\pi, 1.117\pi] \) |
| X11 | 11 | \( O(e^n) \) | \( 0.2984, 1.8782, 1.1547, 0.9882, 0.6883, 0.8301 \) | \([0.843\pi, 1.157\pi] \) |
| X13 | 13 | \( O(e^n) \) | \( 0.8800, 0.6048, 1.4357, 0.9817, 0.0781, 0.5025, 1.8904 \) | \([0.807\pi, 1.193\pi] \) |
| X15 | 15 | \( O(e^n) \) | \( 0.5672, 1.4322, 0.9040, 0.2397, 0.9118, 0.5426, 1.6518, 0.1406 \) | \([0.773\pi, 1.227\pi] \) |
| X17 | 17 | \( O(e^n) \) | \( 0.3604, 1.1000, 0.7753, 1.6298, 0.2338, 0.2969, 0.6148, 1.9298, 0.4443 \) | \([0.743\pi, 1.257\pi] \) |
Two of the phases can be found analytically. The solution of the zeroth-order Eqs. (9) reads

$$\phi_{n+1} = \frac{\pi}{2} + 2[\phi_n - \phi_{n-1} + \phi_{n-2} - \phi_{n-3} + \cdots + (-)^n \phi_1].$$

(32)

Given this relation, the equation $\mathcal{U}_{11}^{(1)}(0) = 0$ reduces to

$$2 \sum_{k=1}^{n} \sin(\Phi_k) = (-)^{n+1},$$

(33)

with

$$\Phi_k = 2 \sum_{j=1}^{k-1} (-)^{j+1} \phi_j + (-)^{k+1} \phi_k$$

$$= 2[\phi_1 - \phi_2 + \phi_3 + \cdots + (-)^k \phi_{k-1}] + (-)^{k+1} \phi_k,$$

(34)

from where we can find $\phi_n$. For example, for 3, 5, and 7 pulses we have, respectively,

$$\sin(\phi_1) + \sin(2\phi_1 - \phi_2) = -\frac{1}{2},$$

$$\sin(\phi_1) + \sin(2\phi_1 - \phi_2) + \sin(2\phi_1 - 2\phi_2 + \phi_3) = \frac{1}{2},$$

$$\sin(\phi_1) + \sin(2\phi_1 - \phi_2) + \sin(2\phi_1 - 2\phi_2 + \phi_3) + \sin(2\phi_1 - 2\phi_2 + 2\phi_3 - \phi_4) = -\frac{1}{2}.$$  

(35c)

From each of these we can find two solutions for the phase with the largest subscript.

The remaining $n-1$ phases $\phi_1, \phi_2, \ldots, \phi_{n-1}$ can be determined numerically.

We have derived numerically the composite phases of symmetric sequences of an odd number of pulses, Eq. (31). They are presented in Table I. The fidelity of these composite X gates is plotted in Fig. 2. It is clear from the table and the figure that a single pulse has very little room for errors as the high-fidelity X gate allows for pulses area errors of less than 0.01%. The three-pulse composite X gate offers some leeway, with the admissible error of 0.8%. The real pulse area error correction effect is achieved with the composite sequences of 5 to 9 pulses, for which the high-fidelity range of admissible errors increases from 3.6% to 11.7%. Quite remarkably, errors of up to 25% can be eliminated, and ultrahigh fidelity maintained, with the 17-pulse composite X gate. Note that these error ranges are calculated by using the rather tough Frobenius distance fidelity (12). Had we use the much more relaxed trace distance fidelity (13), these ranges would be much broader, see the numbers for 1, 3 and 5 pulses above.

That said, very long sequences are barely practical because the gate is much slower. Moreover, it is hard to imagine a quantum computer operating with 25% pulse area error. Therefore, the composite sequences of 5, 7 and 9 pulses seems to offer the best fidelity-to-speed ratio.

IV. HADAMARD GATE

We shall use the following form of the Hadamard gate (known as pseudo-Hadamard form),

$$H = R_y(\pi/2) = e^{i(\pi/4)\sigma_y} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}.$$  

(36)

It is SU(2) symmetric and it is equivalent to the more common Walsh-Hadamard form

$$\frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix},$$

(37)

which is not SU(2) symmetric. The gate (36) is equivalent to the often used SU(2) symmetric gate (known as the Splitter gate)

$$H_x = e^{i(\pi/4)\sigma_x} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & i \\ i & 1 \end{bmatrix}.$$  

(38)
which is related to it by a phase transformation. The Hadamard gate can be generated by an ideal resonant $\pi/2$ pulse, which is, however, prone to experimental errors. In order to construct the composite Hadamard gate we have considered all three types of composite sequences (14), (15), and (16). Below we consider these sequences, in the increasing order of error compensation.

### A. First-order error correction

The shortest pulse sequence that can provide a first-order error compensated Hadamard gate consists of three pulses,

$$\alpha_{\phi_1}\pi_{\phi_2}\alpha_{\phi_1}. \quad (39)$$

Equations (9) result in the equations

$$-\sin(\alpha)\cos(\phi_1 - \phi_2) = \frac{1}{\sqrt{2}}, \quad (40a)$$

$$e^{-i\phi_1}[\sin(\phi_1 - \phi_2) - i\cos(\alpha)\cos(\phi_1 - \phi_2)] = \frac{1}{\sqrt{2}}. \quad (40b)$$

The first-derivatives of Eqs. (10) are annulled by the single equation

$$2\alpha\cos(\phi_1 - \phi_2) + 1 = 0. \quad (40c)$$

From Eqs. (40a) and (40c) we find

$$\sin(\alpha) = \frac{\alpha}{\sqrt{2}}. \quad (41)$$

Therefore the value of the pulse area $\alpha$ is given by an inverse sinc function of $\sqrt{2}$, which gives $\alpha \approx 0.6399\pi$. Given $\alpha$, we can find $\phi_1 - \phi_2$ from Eq. (40a) or (40c), and then $\phi_1$ from

$$\sqrt{2}\sin(\phi_1 - \phi_2) = \cos(\phi_1), \quad (42)$$

which is the real part of Eq. (40b). The values are $\phi_1 \approx 1.8442\pi$ and $\phi_2 \approx 1.0587\pi$. Therefore, this composite pulse reads

$$(0.6399\pi)1.8442\pi\pi_{1.0587\pi}(0.6399\pi)1.8442\pi. \quad (43)$$

In term of degrees, it reads $115^\circ_{332}\cdot180^\circ_{191}\cdot115^\circ_{332}$. This composite sequence is related to the well-known sequence SCROFULOUS [56].

### B. Second-order error correction

Second-order error compensation is obtained by a composite sequence of at least 4 pulses. A popular CP is the BB1 pulse of Wimperis [33],

$$BB1 = (\pi/2)_{0}\pi_{\chi}(2\pi)_{3\chi}\pi_{\chi}, \quad (44)$$

which produces the gate (38), with a total pulse area of $4.5\pi$. It can be viewed as identical to the five-pulse sequence

$$(\pi/2)_{0}\pi_{\chi}\pi_{3\chi}\pi_{3\chi}\pi_{\chi}. \quad (45)$$

We have derived a different, asymmetric four-pulse CP,

$$H4a = \alpha_{\phi_1}\pi_{\phi_2}\pi_{\phi_3}\beta_{\phi_4}, \quad (46)$$

where $\alpha = 0.7821\pi$, $\beta = 1.3914\pi$, $\phi_1 = 1.8226\pi$, $\phi_2 = 0.6492\pi$, $\phi_3 = 1.2131\pi$, $\phi_4 = 0.3071\pi$. This pulse has a total area of about $4.17\pi$, i.e. it is faster than the BB1 pulse. It is accurate up to the same order $O(\epsilon^3)$ and produces essentially the same fidelity profile as BB1.

We have also derived a five-pulse composite Hadamard gate by using the symmetric sequence

$$H5s = \alpha_{\phi_1}\pi_{\phi_2}\pi_{\phi_3}\pi_{\phi_4}\alpha_{\phi_1}, \quad (47)$$

with $\alpha = 0.45\pi$, $\phi_1 = 1.9494\pi$, $\phi_2 = 0.5106\pi$, $\phi_3 = 1.3179\pi$. It delivers again the second-order error compensation $O(\epsilon^2)$, however, with a total pulse area of just about $3.9\pi$. Therefore it is considerably faster than the BB1 pulse, by over 13%, while having a similar performance.

### C. Higher-order error correction

Similarly to the second order, the third-order error compensation is obtained in several different manners, requiring at least 6 pulses. The 6-pulse sequence with the minimal pulse area of about $5.72\pi$ reads

$$H6a = \alpha_{\phi_1}\pi_{\phi_2}\pi_{\phi_3}\pi_{\phi_4}\pi_{\phi_5}\beta_{\phi_6}, \quad (48)$$

with $\alpha = 0.5917\pi$, $\beta = 1.1305\pi$, and the phases given in Table II. The same error correction order is achieved with the symmetric seven-pulse sequence

$$H7s = \alpha_{\phi_1}\pi_{\phi_2}\pi_{\phi_3}\pi_{\phi_4}\pi_{\phi_5}\pi_{\phi_6}\beta_{\phi_7}, \quad (49)$$

with $\alpha = 0.2769\pi$, and the phases given in Table II. It produces the same fidelity profile as the 6-pulse sequence but it is a little faster as its pulse area is about $5.55\pi$. Another seven-pulse composite sequence is built similarly to the BB1 sequence (44),

$$H7w = (\pi/2)_{\pi/2}\pi_{\phi_2}\pi_{\phi_3}\pi_{\phi_4}\pi_{\phi_5}\pi_{\phi_6}\pi_{\phi_7}, \quad (50)$$

with the phases given in Table II. It achieves the same error order compensation $O(\epsilon^3)$, however, with a larger total pulse area of $6.5\pi$ compared to the previous two CPs.

Fourth-order error compensation is obtained by at least 8 pulses. The 8-pulse sequence with the minimal pulse area of about $7.40\pi$ reads

$$H8a = \alpha_{\phi_1}\pi_{\phi_2}\pi_{\phi_3}\pi_{\phi_4}\pi_{\phi_5}\pi_{\phi_6}\pi_{\phi_7}\beta_{\phi_8}, \quad (51)$$
| notation | $O(e^\phi)$ | $\phi_1, \phi_2, \ldots, \phi_9$ (in units $\pi$) | $\mathcal{A}_{\text{tot}}$ | Range |
|----------|-------------|---------------------------------|-----------------|--------|
| H3s      | $O(e)$     | 0.6399                          | 1.8442, 1.0587  | 2.28$\pi$ | 0.988, 1.012$\pi$ |
| H5s      | $O(e)$     | 0.45                            | 1.949, 0.5106, 1.3179 | 3.90$\pi$ | 0.952, 1.048$\pi$ |
| H7s      | $O(e)$     | 0.2769                          | 1.6803, 0.2724, 0.8255, 1.6624 | 5.55$\pi$ | 0.905, 1.095$\pi$ |
| H9s      | $O(e)$     | 0.2987                          | 0.2711, 1.1069, 1.5283, 0.1283, 0.9884 | 7.59$\pi$ | 0.857, 1.143$\pi$ |
| H11s     | $O(e)$     | 0.2985                          | 1.7377, 0.1651, 0.9147, 0.1510, 0.9331, 1.6415 | 9.60$\pi$ | 0.814, 1.186$\pi$ |
| H13s     | $O(e)$     | 0.5065                          | 0.0065, 1.7755, 0.7155, 0.5188, 0.2662, 1.2251, 1.3189 | 12.01$\pi$ | 0.776, 1.224$\pi$ |
| H15s     | $O(e)$     | 0.3213                          | 1.2316, 0.9204, 0.2043, 1.9199, 0.8910, 0.7381, 1.9612, 1.3649 | 13.64$\pi$ | 0.740, 1.260$\pi$ |

| notation | $O(e^\phi)$ | $\phi_1, \phi_2, \ldots, \phi_9$ (in units $\pi$) | $\mathcal{A}_{\text{tot}}$ | Range |
|----------|-------------|---------------------------------|-----------------|--------|
| H5w      | $O(e)$     | 0.5, 1.0                         | 0.5, 1.0399, 0.1197, 0.1197, 1.0399 | 4.50$\pi$ | 0.992, 1.048$\pi$ |
| H7w      | $O(e)$     | 0.5, 1.0                         | 0.5, 1.4581, 0.7153, 0.1495, 1.3738, 0.2568, 0.7752 | 6.50$\pi$ | 0.905, 1.095$\pi$ |
| H9w      | $O(e)$     | 0.5, 1.0                         | 0.5, 1.1990, 0.3622, 0.6007, 1.6773, 1.7779, 0.6773, 0.4124, 1.2732 | 8.50$\pi$ | 0.857, 1.143$\pi$ |
| H11w     | $O(e)$     | 0.5, 1.0                         | 0.5, 0.7807, 0.1769, 1.4678, 0.1085, 1.0174, 0.2988, 0.8833, 1.2607, 0.3773, 1.6775 | 10.50$\pi$ | 0.814, 1.186$\pi$ |
| H13w     | $O(e)$     | 0.5, 1.0                         | 0.5, 1.3795, 0.5435, 0.5111, 1.3032, 0.4295, 1.7578, 1.4181, 0.3340, 0.4403, 1.7563, 0.6708, 1.1544 | 12.50$\pi$ | 0.776, 1.224$\pi$ |

| notation | $O(e^\phi)$ | $\phi_1, \phi_2, \ldots, \phi_9$ (in units $\pi$) | $\mathcal{A}_{\text{tot}}$ | Range |
|----------|-------------|---------------------------------|-----------------|--------|
| H4a      | $O(e)$     | 0.7821, 1.3914                   | 1.8226, 0.6492, 1.2151, 0.3071 | 4.17$\pi$ | 0.992, 1.048$\pi$ |
| H6a      | $O(e)$     | 0.5917, 1.1305                   | 1.5943, 0.2860, 0.8435, 1.6553, 0.7962, 0.2523 | 5.72$\pi$ | 0.905, 1.095$\pi$ |
| H8a      | $O(e)$     | 0.4954, 0.9028                   | 1.5971, 0.7674, 0.5721, 1.8487, 1.0592, 1.9512, 0.3824, 0.9846 | 7.40$\pi$ | 0.857, 1.143$\pi$ |
| H10a     | $O(e)$     | 0.6041, 1.1819                   | 1.3480, 0.9259, 0.0292, 0.7288, 0.0996, 1.3099, 0.0183, 0.9322, 0.2169, 0.7975 | 9.79$\pi$ | 0.814, 1.186$\pi$ |
| H12a     | $O(e)$     | 0.4168, 0.8841                   | 1.5817, 1.1160, 0.3751, 0.9583, 0.1333, 1.9445, 1.0381, 1.6293, 0.4845, 0.0046, 0.8287, 0.7416 | 11.30$\pi$ | 0.776, 1.224$\pi$ |

Table II: Phases of three types of composite sequences, which produce the Hadamard gate with a pulse area error compensation up to order $O(e^3)$. The total pulse area $\mathcal{A}_{\text{tot}}$ and the high-fidelity range $[\pi - \epsilon_0, \pi + \epsilon_0]$ wherein the Frobenius distance infidelity remains below 10$^{-4}$ are listed in the last two columns.

V. GENERAL ROTATION GATE

A. First-order error correction sequence

The shortest pulse sequence that can provide a first-order error compensation, as for the X and Hadamard gates, consists of three pulses,

$$\alpha_{\phi_1} \pi_{\phi_2} \pi_{\phi_3},$$

with $\alpha = 0.4954\pi$, $\beta = 0.9028\pi$, and the phases are given in Table II. The same error correction order is achieved with the symmetric nine-pulse sequence

$$H_9 = \alpha_{\phi_1} \pi_{\phi_2} \pi_{\phi_3} \pi_{\phi_4} \pi_{\phi_5} \pi_{\phi_6} \pi_{\phi_7} \pi_{\phi_8} \pi_{\phi_9},$$

with $\alpha = 0.2947$, with the phases in Table II. Its total pulse area is $7.59\pi$. The BB1-like nine-pulse composite sequence,

$$H_9 = (\pi/2)^2 \pi_{\phi_2} \pi_{\phi_3} \pi_{\phi_4} \pi_{\phi_5} \pi_{\phi_6} \pi_{\phi_7} \pi_{\phi_8} \pi_{\phi_9},$$

with the phases in Table II, achieves the same fourth-order error compensation $O(e^3)$, however, with the largest total pulse area of $8.5\pi$ compared to the previous two CPs.

The same pattern is repeated for the longer pulse sequences presented in Table II: for the same order of pulse area error compensation, the fastest sequences, with the smallest total pulse area are either the asymmetric HNa or symmetric HNs sequences, and the BB1-like sequences HNw are the slowest ones.

The fidelity and the infidelity of the composite Hadamard gates of up to seventh-order error compensation are plotted in Fig. 3. Obviously, as the number of pulses in the composite sequences, and hence the compensated error order, increases the fidelity and infidelity profiles improve and get broader.
TABLE III: Pulse area values of the pulse area and the composite phases are given in Table III.

which is obtained from Eq. (55b).

This composite sequence is related to the SCROFULOUS composite pulse [56], as mentioned above. The values of the pulse area and the composite phases are given in Table III.

B. More than three pulses

The five-pulse sequence,

$$\alpha_{\phi_3} \pi \phi_3 \pi \phi_3 \pi \phi_2 \alpha_{\phi_1},$$

provides a second-order error compensation. The sequences with 7, 9, etc. pulses have the same structure and deliver an error compensation of order 3, 4, etc. Generally, a $2n + 1$-pulse symmetric sequence of this structure delivers an error compensation up to order $O(\epsilon^{n})$. Unfortunately, analytic expressions for the composite parameters for more than three pulses are hard to obtain, if possible at all. Hence we have derived them numerically and their values are listed in Table III. The fidelity of these sequences behave similarly to the ones for the X and Hadamard gates.

VI. COMMENTS AND CONCLUSIONS

In this work we presented a number of composite pulse sequences for three basic quantum gates — the X gate, the Hadamard gate and arbitrary rotation gates. The composite sequences contain up to 17 pulses and can compensate up to eight orders of experimental errors in the pulse amplitude and duration. The short composite sequences are calculated analytically and the longer ones numerically.

Three classes of composite sequences have been derived — one symmetric and two asymmetric. For the X gate, the three classes coalesce into a single set of symmetric sequences of nominal $\pi$ pulses presented in Table I. For the Hadamard gate, cf. Table II, two of the classes contain as their lowest members two well-known
composite sequences: the three-pulse symmetric SCROFULOUS pulse [56] and the four-pulse asymmetric BB1 pulse [33], which compensate first and second-order pulse area errors, respectively. The third, asymmetric class of composite sequences, does not contain members published before. All three classes produce essentially identical fidelity profiles for the same order of error compensation. In general, the SCROFULOUS-like symmetric sequences HNs and the asymmetric sequences HNa require the least total pulse area and hence are the fastest, whereas the asymmetric BB1-like sequences HNw are the slowest. For the general rotation gates, the three classes behave similarly, although we have presented only the symmetric sequences in Table III for the sake of brevity.

The composite rotations derived here outperform the existing composite rotations in terms of either speed, or accuracy, or both. Although we could not improve the first-order SCROFULOUS sequence, we have derived second-order composite sequences which are faster (by over 13%) than the famous BB1 sequence [33]: our second-order error compensated Hadamard gate has a total pulse area of about 3.9π, which is substantial improvement over the BB1 pulse, which delivers the same error order with a total pulse area of 4.5π [33]. The longer composite sequences are derived by brute numerics and they are much shorter than previous sequences with the same order of error compensation obtained by nesting and concatenation of short sequences. For example, our nth order error-compensated X gates are constructed by 2n + 1 nominal π pulses, which is much shorter than the concatenated composite sequences. For example, the 5th order error compensation is produced by a concatenated 15-pulse sequence, whereas we achieve this by an 11-pulse sequence. Similar scaling applies to the Hadamard and the rotation gates.

The results presented in this work demonstrate the remarkable flexibility of composite pulses accompanied by extreme accuracy and robustness to errors — three features that cannot be achieved together by any other coherent control technique. We expect these composite sequences, in particular the X and Hadamard gates, to be very useful quantum control tools in quantum information applications because they provide a variety of options to find the optimal balance between ultrahigh fidelity, error range and speed, which may be different in different physical systems.
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