CORRELATION INEQUALITIES FOR THE UNIFORM 8-VERTEX MODEL AND THE TORIC CODE MODEL

J. E. BJÖRNBERG AND B. LEES

Abstract. We elucidate connections between four models in statistical physics and probability theory: (1) the toric code model of Kitaev, (2) the uniform eight-vertex model, (3) random walk on a hypercube, and (4) a classical Ising model with four-body interaction. As a consequence of our analysis (and of the GKS-inequalities for the Ising model) we obtain correlation inequalities for the toric code model and the uniform eight-vertex model.

1. Introduction

Recent years has seen a rapid development of research on vertex models, primarily the six-vertex model. The six-vertex model was originally introduced by Pauling as a simple model of hydrogen bonding in water ice. Lieb [17, 18, 19] carried out pioneering work on the model using the Bethe Ansatz originally developed for the Heisenberg spin chain. Recently, the model has received growing attention from the probability community, with several rigorous results as a consequence, e.g. [7, 8, 12].

The eight-vertex model is a generalisation of the six-vertex model that allows two extra types of vertices: sources and sinks. Both the six- and eight-vertex models are integrable lattice models [11, 23]. Using methods coming from integrability, Baxter [4] computed the free energy per site. For information on integrable models we direct the reader to the book by Baxter [5].

In this work we consider the eight-vertex model from a different perspective than solvability/integrability. We consider some simple dynamics which preserve eight-vertex configurations: select a plaquette (face) of the square lattice at random and reverse the direction of its four bounding edges. Because every vertex has an even number (either zero or two) of its incident edges reversed, these dynamics preserve the set of allowed configurations. (A variant of the dynamics preserves the six-vertex model and is in fact in detailed balance with the six-vertex model’s probability distribution [1].)

There is a close connection between these dynamics and Kitaev’s toric code model. Kitaev’s model (at zero temperature) is an important example of a quantum code, which are motivated by problems in quantum computing. While quantum computers would allow certain computations to be performed much faster than a conventional computer (e.g. factoring large
numbers [21] or searching unstructured databases [13, 14], a major barrier in realising this potential is the proclivity for the quantum bits (qubits) of the computer to have errors. One way to try to overcome this problem is to use multiple physical qubits to encode a single logical qubit that performs better than its individual physical qubit components, primarily due to the ability to recover the intended state of the logical qubit even after one or more of the component physical qubits has experienced an error. We direct the reader to [20] for an accessible treatment of major topics in quantum information and quantum computation. Surface codes, of which Kitaev’s toric code is an example, are examples of such a scheme that have enjoyed huge amounts of attention, in part due to their relatively high tolerance for local errors [22]. For an introduction to the various aspects of the toric/surface code and how it operates we direct the reader to the review [10].

Using the dynamics indicated above facilitates explicit computations of certain thermodynamic quantities for the toric code model at positive temperature. Guided by these calculations and their consequences, we establish a connection between certain correlations in the toric code model and expectations in a many-body classical Ising model. The ground state of the latter Ising model also gives the eight-vertex model with uniform vertex weights. Using well-known correlation inequalities for the Ising model (GKS) we obtain correlation inequalities for the uniform eight-vertex model and the toric code model. The following is an example of our correlation inequality for the uniform eight-vertex model: given any two sets of vertices, consider the events that they are all sources or sinks. Then these events are positively correlated, i.e. the probability of both occurring is at least as large as the product of the probabilities of the two individual events. The full statement appears in Theorem 1.1.

1.1. Setting and results. For \( m, n \geq 1 \), let \( V = \{1, \ldots, m\} \times \{1, \ldots, n\} \subseteq \mathbb{Z}^2 \). We view \( V \) as the vertex set of the \( m \times n \) torus \( \Lambda \). (It is possible to work with \( \Lambda \) as a subset of \( \mathbb{Z}^2 \) with a boundary; we do this in Section 4.) Let \( E \) denote the set of edges of \( \Lambda \) and \( F \) the set of faces. In keeping with common terminology in the area, faces will often be referred to as plaquettes and denoted \( p \in F \), and vertices referred to as stars and denoted \( s \in V \).

The first model we consider is the uniform eight-vertex model, defined as follows. Let \( \Delta \) denote the set of assignments of directions to the edges \( E \), meaning that each horizontal edge is directed either \( \rightarrow \) or \( \leftarrow \), and each vertical edge either \( \uparrow \) or \( \downarrow \). Elements of \( \Delta \) will sometimes be referred to as arrow-configurations. Let \( \Delta_{svx} \subseteq \Delta \) denote the set of arrow-configurations such that the number of arrows pointing towards any vertex \( s \in V \) is even. At each vertex \( s \in V \), there are eight possible configurations of arrows, depicted in Figure 1.1. We refer to these eight local configurations by the roman numerals I, II, . . . , VIII. The first six of these are the allowed configurations for the six-vertex model; VII is called a sink and VIII a source. We let \( \mu(\cdot) \) denote the uniform probability measure on \( \Delta_{svx} \); this is the probability measure governing the uniform 8-vertex model.

The next model we consider is Kitaev’s toric code model [15], defined as follows. For \( E \) the edge-set of the torus \( \Lambda \) as above, let \( (C^2)^\otimes E \) be the tensor product of one copy of \( C^2 \) for each edge \( e \in E \). Using the standard basis
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Figure 1. The eight vertex types I, II, ..., VIII for arrow-configurations in \( \Delta_{8\text{vx}} \).

\[ |+\rangle = \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \quad |\rangle = \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \]

for \( \mathbb{C}^2 \), one obtains a (product) basis for \( (\mathbb{C}^2)^{\otimes E} \) with elements \( |\omega\rangle \) for \( \omega \in \Omega = \{-1, +1\}^E \). Consider the Pauli matrices

\[ \sigma^{(1)} = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right), \quad \sigma^{(2)} = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right), \quad \sigma^{(3)} = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right), \]

and write \( \sigma^{(e)} \) for the linear operator on \( (\mathbb{C}^2)^{\otimes E} \) which acts as \( \sigma^{(1)} \) on the \( e \) face and the identity elsewhere. Since each \( \sigma^{(e)} \) acts diagonally on the basis elements \( |\omega\rangle \), we refer to this basis as the \( \sigma^{(3)} \) product basis.

Introduce the operators

\[ Z_s = \prod_{e \sim s} \sigma^{(3)}_e, \quad X_p = \prod_{e \sim p} \sigma^{(1)}_e, \quad s \in V, \quad p \in F, \]

where \( e \sim s \) and \( e \sim p \) mean that the edge \( e \) is adjacent to the vertex \( s \) or the face \( p \), respectively. (The operators \( Z_s \) and \( X_p \) are more commonly denoted \( A_s \) and \( B_p \), respectively.) For \( J^x = (J^x_p : p \in F) \) and \( J^z = (J^z_s : s \in V) \) vectors of constants satisfying \( J^x_p, J^z_s \geq 0 \), the Hamiltonian operator is defined as

\[ H = H(J^x, J^z) = - \sum_{p \in F} J^x_p X_p - \sum_{s \in V} J^z_s Z_s. \]

For all \( J^x_p = J^z_s = 1 \) this is Kitaev’s \( H_0 \), see [15]. All terms in \( H \) commute, since for any star and plaquette the number of edges belonging to both of them is even.

The Hamiltonian \((3)\) governs the toric code model, for instance through the equilibrium states defined as follows: for an operator \( A \) on \( (\mathbb{C}^2)^{\otimes E} \),

\[ \langle A \rangle = \langle A \rangle_{J^x, J^z} = \frac{\text{tr}[A e^{-H}]}{\text{tr}[e^{-H}]]. \]

If we take \( J^x_p = J^z_s = \beta \to \infty \) we obtain the ground state which is important in the theory of quantum codes; see Appendix [A]. We will see below that the limit of all \( J^x_p \to \infty \), with all \( J^z_s = \beta \) fixed, essentially gives the uniform 8-vertex model.

By further relating the uniform 8-vertex model and the toric code model to a certain classical Ising model, defined in the next subsection, we will prove certain correlation inequalities. The setting is as follows. First, for the 8-vertex model, let \( \eta \in \{I, \ldots, VIII\} \) be any 8-vertex configuration. Let \( A^\eta_s \) be the event that, for each \( s \in C \), the arrows around \( s \) are either all equal to those of \( \eta \) or all the opposite to those of \( \eta \). Additionally, for \( \nu \in \{I, \ldots, VIII\} \) with \( \nu \neq \eta \) let \( A^\eta_{\nu,\nu} \) be the event that, for each \( s \in C \), the arrows around \( s \) are either all equal to those of \( \eta \) or \( \nu \) or all the opposite to those of \( \eta \) or \( \nu \) (this trivially includes the even \( A^\eta_{\nu} \), when \( \nu \) has all arrows opposite to those of \( \eta \)). For the toric code the setting is similar but more complex to
state. For $s \in V$, consider the four edges $e_1$, $e_2$, $e_3$, and $e_4$ adjacent to $s$ and write $\sigma_i^{(3)}(s)$ for $\sigma_i^{(3)}$. Let $\varepsilon \in \{-1, +1\}^4$, satisfying $\prod_{i=1}^4 \varepsilon_i = +1$, be a local sign-configuration. Define the operators

$$
(5) \quad P_s^\varepsilon = \frac{1}{16} \prod_{i=1}^4 \left(1 + \varepsilon_i \sigma_i^{(3)}(s)\right), \quad \bar{P}_s^\varepsilon = \frac{1}{16} \prod_{i=1}^4 \left(1 - \varepsilon_i \sigma_i^{(3)}(s)\right),
$$

and for $C \subseteq V$ let

$$
(6) \quad Q_C^\varepsilon = \prod_{s \in C} (P_s^\varepsilon + \bar{P}_s^\varepsilon).
$$

For $\delta \in \{-1, +1\}^4$ with $\delta \neq \pm \varepsilon$ define

$$
(7) \quad Q_C^{\varepsilon, \delta} = \prod_{s \in C} (P_s^\varepsilon + \bar{P}_s^\varepsilon + P_s^\delta + \bar{P}_s^\delta).
$$

Finally, we say that $C \subseteq V$ is contractible if $C$ does not contain a set of nearest-neighbour vertices that forms a non-contractible loop on the torus $\Lambda$.

**Theorem 1.1.** Let $\eta, \nu, \varepsilon, \delta$, with $\nu \neq \eta$ and $\delta \neq \pm \varepsilon$, be as above and let $C_1, C_2 \subseteq V$ be sets of vertices such that

- either $C_1 \cup C_2$ is contractible,
- or any non-contractible loop in $C_1 \cup C_2$ has even length.

Then

1. For the uniform 8-vertex model: $\mu(\mathcal{A}_{C_1}^\eta \cap \mathcal{A}_{C_2}^\nu) \geq \mu(\mathcal{A}_{C_1}^\nu \cap \mathcal{A}_{C_2}^\eta)$ and $\mu(\mathcal{A}_{C_1}^{\eta, \nu} \cap \mathcal{A}_{C_2}^{\nu, \eta}) \geq \mu(\mathcal{A}_{C_1}^{\nu, \eta} \cap \mathcal{A}_{C_2}^{\eta, \nu})$.

2. For the toric code model: $\langle Q_{C_1}^\varepsilon \rangle \geq \langle Q_{C_2}^\varepsilon \rangle$, and $\langle Q_{C_1}^{\varepsilon, \delta} Q_{C_2}^{\varepsilon, \delta} \rangle \geq \langle Q_{C_1}^{\varepsilon, \varepsilon} \rangle \langle Q_{C_2}^{\varepsilon, \varepsilon} \rangle$.

As an example of the correlation inequality for the 8-vertex model, we can take $\eta$ to be the constant vector of all $\text{VIII}'s$, i.e. only sinks. Then $\mathcal{A}_{C_1}^\eta$ is the event that every vertex in $C$ is either a source or a sink, and the Theorem says that $\mathcal{A}_{C_1}^\eta$ and $\mathcal{A}_{C_2}^\eta$ are positively correlated. This is primarily interesting when $C_1$ and $C_2$ are not too far apart: we will see in Section 1.1 that if $C_1$ and $C_2$ are not adjacent to any common faces, then the states of the vertices in $C_1$ and $C_2$ are in fact independent under $\mu(\cdot)$.  

**1.2. Relations between the models.** As mentioned above, Theorem 1.1 builds on relating the two models (uniform 8-vertex and toric code) to a classical Ising model. We now define the latter. Let $\mathbf{J} = (J_s : s \in V)$ be a vector with all $J_s \geq 0$. Recalling that $\Omega = \{-1, +1\}^E$, define the probability measure $\mathbb{P}_\mathbf{J}(\cdot)$ on $\Omega$ by

$$
(8) \quad \mathbb{P}_\mathbf{J}(\sigma) = \frac{\exp\left(\sum_{s \in V} J_s \sum_{e \in s} \sigma_e\right)}{\sum_{\omega \in \Omega} \exp\left(\sum_{s \in V} J_s \sum_{e \in s} \omega_e\right)}.
$$

This is a ferromagnetic Ising model with four-body interaction, and the restriction of the toric code model to a certain class of observables is equivalent to this model:
PROPOSITION 1.2. Let $Q$ be any observable diagonal in the $\sigma^{(3)}$ product basis, say $Q(\sigma) = q(\sigma)|\sigma\rangle$ for any $\sigma \in \Omega$. Then
\begin{equation}
\langle Q \rangle = \mathbb{E}_\Omega[q(\sigma)],
\end{equation}
where $\mathbb{E}_\Omega[\cdot]$ denotes expectation with respect to $\mathbb{P}_\Omega[\cdot]$. In particular, $\langle Q \rangle$ does not depend on $J$.

Note also that if $J_s \to \infty$ for all $s \in V$ then $\lim_{J_s \to \infty} \mathbb{P}_\Omega[\cdot]$ is supported on the set $\Omega_{8vx} \subseteq \Omega$ of configurations $\sigma$ satisfying $\prod_{e \in s} \sigma_e = +1$ for all $s \in V$, since $\sum_{s \in V} \prod_{e \in s} \sigma_e$ attains its maximum value $|V|$ for such $\sigma$. This observation will allow us to (essentially) identify the uniform 8-vertex measure $\mu$ with $\lim_{J_s \to \infty} \mathbb{P}_\Omega[\cdot]$.

The key fact we use about the Ising model (8) is that it satisfies GKS-inequalities (see e.g. [9, Theorem 3.49]): for any sets $A, B \subseteq E$ we have
\begin{equation}
\mathbb{E}_\Omega\left[\prod_{e \in A} \sigma_e \prod_{e \in B} \sigma_e\right] \geq \mathbb{E}_\Omega\left[\prod_{e \in A} \sigma_e\right] \mathbb{E}_\Omega\left[\prod_{e \in B} \sigma_e\right], \quad \mathbb{E}_\Omega\left[\prod_{e \in A} \sigma_e\right] \geq 0.
\end{equation}

The fourth model which we use in our analysis is simple random walk on the hypercube. To define this, let $\mathbb{F}_2^2$ denote the two-element group with elements $\{0, 1\}$ satisfying $1 + 1 = 0$, and consider $G = (\mathbb{F}_2^2)^F$ with generators given by
\begin{equation}
g^p = \begin{cases}
1, & \text{if } j = p, \\
0, & \text{otherwise}.
\end{cases}
\end{equation}
Then $G$ is a hypercube of dimension $|F|$. A random walk on $G$ is given by selecting, independently at random, faces $p_1, p_2, \ldots, p_k$ and letting $X(k) = X(0) + \sum_{i=1}^k g^{p_i}$ where $X(0)$ is a starting position. Here at each step we choose face $p$ with probability $J_p/\sum_{q \in F} J_q$.

The relation to the previous models comes by letting $G$ act on the sets $\Omega$ and $\Delta$. The intuition is simple: $g^p$ acts on elements of $\Delta$ by reversing all the arrows around the face $p$, and on $\Omega$ by negating the + signs on the edges surrounding $p$. It is easy to see that this action leaves $\Delta_{8vx} \subseteq \Delta$ invariant, and also leaves the measures $\mu(\cdot)$ and $\mathbb{P}_\Omega[\cdot]$ invariant. The connection to the toric code model is slightly more subtle: we will see in Section 2.1 that the term $\sum_{p \in F} J_p^F X_p$ in the Hamiltonian (3) is essentially the generator matrix of (the continuous-time version of) simple random walk on $G$. This allows us to express the equilibrium states (4) for $H$ using transition probabilities for the random walk, which will be instrumental in understanding some basic features of the toric code model, including the relation to the Ising model, Proposition 1.2.
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2. Properties of the toric code model

2.1. Dynamic description. Recall that (below (11)) we defined random walk on the hypercube $G = (\mathbb{F}_2^2)^F$ as the process obtained by sampling
independently at random faces \( p_1, p_2, \ldots \) and successively adding them to an initial element of \( G \). We make this into a continuous-time random walk using a Poisson process \( N(t) \) of rate \( |F| \) and defining

\[
X(t) = X(0) + \sum_{i=1}^{N(t)} g^{p_i}.
\]

An equivalent description is that each face \( p \in F \) is assigned an independent exponentially distributed random ‘clock’ of rate \( J_p \) and that we add 1 in the position of \( p \) when the corresponding clock rings.

We next map the random walk (12) onto a process in \( \Omega = \{-1, +1\}^E \) as well as onto a process in \( \Delta \) of arrow-configurations. As already described for the discrete-time case, the process in \( \Omega \) proceeds by ‘flipping’ (negating) all signs on the edges around the selected face \( p \), and the process in \( \Delta \) similarly reverses the arrows around \( p \). We may describe this more formally as follows. The group \( G \) acts on the set \( \Omega \) by

\[
g_p : \omega \mapsto x_p \cdot \omega,
\]

where

\[
x_e = \begin{cases} 
-1, & \text{if } e \sim p, \\
+1, & \text{otherwise},
\end{cases}
\]

and \( \cdot \) denotes component-wise multiplication. (We are implicitly presenting \( \mathbb{F}_2^+ \) as the multiplicative group with elements \( \{−1, +1\} \).) Then we define \( \omega(t) \) as the result of applying (13) for the randomly selected faces \( p_i \) in (12):

\[
\omega(t) = \left( \prod_{i=1}^{N(t)} x^{p_i} \right) \cdot \omega(0).
\]

Here \( \omega(0) \in \Omega \) is an initial configuration, and since the group \( G \) is commutative we do not need to specify an order of multiplication in (14).

It will be useful to record here the generator-matrix for the random walk (14). Indeed, regarding the \( x^p \) of (13) as a matrix with rows and columns indexed by \( \Omega \), the generator matrix can be written as

\[
\sum_{p \in F} J_p (x^p - 1),
\]

where 1 denotes the identity matrix. It follows that the transition-probabilities at time \( t \) are given by the matrix

\[
\exp \left\{ t \sum_{p \in F} J_p (x^p - 1) \right\}.
\]

To formally define the process in \( \Delta \), we note that we may think of \( \omega \in \Omega \) as encoding an arrow-configuration in \( \Delta \) by indicating which edges are reversed (or not) with respect to some a-priori configuration of arrows. More precisely, fix a reference-configuration \( \rho \in \Delta \) and define, for \( \omega \in \Omega \), the arrow-configuration \( \omega \cdot \rho \) such that the arrow at \( e \) has the same orientation as in \( \rho \) if \( \omega_e = +1 \), respectively the opposite orientation if \( \omega_e = -1 \). We then obtain a random walk \( \delta(t) \in \Delta \) by

\[
\delta(t) = \omega(t) \cdot \rho.
\]

Note that \( \delta(t) \) depends both on the reference-configuration \( \rho \in \Delta \) and the initial sign-configuration \( \omega(0) \in \Omega \).

We next describe the relevance of the random walk \( \omega(t) \) for the toric code model. Recall that the elements \( \omega \in \Omega \) are in one-to-one correspondence with basis-vectors \( |\omega\rangle \) for \((\mathbb{C}^2)^{\otimes E}\), given as the product-basis obtained from the
basis \(|+\rangle = \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \mid-\rangle = \left( \begin{array}{c} 0 \\ 1 \end{array} \right)\) for \(\mathbb{C}^2\). Thus the action of \(G\) on \(\Omega\) carries over to a representation of \(G\) on \((\mathbb{C}^2)^{\otimes E}\). Moreover, from the explicit form of the Pauli-matrices \(\mathbb{I}\) we see that \(\sigma^{(1)}|\pm\rangle = |\mp\rangle\). Thus the operator \(X_p\) in \((\mathbb{C}^2)^{\otimes E}\) acts precisely as \(x^p\) in \((\mathbb{C}^2)^{\otimes F}\). It follows from \((\mathbb{C}^2)^{\otimes E}\) that the term \(\Sigma_{p \in F} J_p^{x} X_p\) in the Hamiltonian \((\mathbb{C}^2)^{\otimes E}\) is, up to adding a multiple of the identity, the generator for a random walk \(|\omega(t)\rangle\) on the set of basis-vectors.

We note here that the random walk on \(\Delta_{8v\times 8v}\) is not irreducible, i.e. the set decomposes into several disjoint communicating classes. See Proposition 4.1.

2.2. Duality. There are two useful notions of duality for the toric code model: that of the lattice \(\Lambda\) as a planar graph, as well as a duality between the operators \(Z_s\) and \(X_p\). In this subsection we aim to make precise these dualities as well as the connection between them.

We start by looking at the operators \(Z_s\) and \(X_p\). Recall that we have been using a basis for \(\mathbb{C}^2\) in which \(\sigma^{(3)}\) is diagonal and the other Pauli matrices are given as in \((\mathbb{C}^2)^{\otimes E}\). For the rest of this subsection, we denote this basis by \(|+\rangle_z = \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \mid-\rangle_z = \left( \begin{array}{c} 0 \\ 1 \end{array} \right)\) where the subscript \(z\) serves to indicate that the third Pauli matrix is diagonal. The corresponding product basis for \((\mathbb{C}^2)^{\otimes E}\) will be denoted \(|\omega\rangle_z\) for \(\omega \in \Omega\). Recall that, in this basis, the operator \(X_p\) negates the signs on all edges \(e\) surrounding \(p \in F\), while \(Z_s\) is diagonal.

We can also consider a basis for \(\mathbb{C}^2\) in which \(\sigma^{(1)}\) is diagonal: define

\[
|+\rangle_x = \frac{|+\rangle_z + |-\rangle_z}{\sqrt{2}} \quad \text{and} \quad |-\rangle_x = \frac{|+\rangle_z - |-\rangle_z}{\sqrt{2}}.
\]

The corresponding product basis for \((\mathbb{C}^2)^{\otimes E}\) will be denoted \(|\omega\rangle_x\) for \(\omega \in \Omega\). The basis-change matrix for going between \(|\pm\rangle_x\) and \(|\pm\rangle_z\) is the symmetric, orthogonal matrix (the Hadamard matrix)

\[
U = \frac{1}{\sqrt{2}} \left( \begin{array}{rr} 1 & 1 \\ 1 & -1 \end{array} \right), \quad \text{for which} \quad U|\pm\rangle_z = |\pm\rangle_x.
\]

To go between the bases for \((\mathbb{C}^2)^{\otimes E}\) one uses the \(E\)-fold tensor product \(U^{\otimes E}\). This change of basis maps \(\sigma^{(1)}\) to \(U \sigma^{(1)} U = \sigma^{(3)}\) and \(\sigma^{(3)}\) to \(U \sigma^{(3)} U = \sigma^{(1)}\), meaning that in the \(|\pm\rangle_x\)-basis, \(Z_s\) negates all the signs on the edges adjacent \(s \in V\), while \(X_p\) is diagonal.

What we have described so far dovetails with the planar duality of \(\Lambda\), as follows. Define the dual \(\Lambda^*\) to be the graph with vertex set \(V^* = F(\Lambda),\) edge-set \(E^* = E(\Lambda),\) and faces \(F^* = V(\Lambda).\) One obtains \(\Lambda^*\) by placing a vertex \(s^*(p)\) in the middle of each face \(p\) of \(\Lambda\) and drawing edges perpendicularly across those of \(\Lambda.\) In this way, any vertex \(s\) of the original lattice \(\Lambda\) lies in the middle of a unique face \(p^*(s)\) of the dual \(\Lambda^*.\) We can then write, for \(s \in V\) and \(p \in F\),

\[
U^{\otimes E} X_p U^{\otimes E} = \prod_{e \sim p} U \sigma_e^{(1)} U = \prod_{e \sim s^*(p)} \sigma_e^{(3)} =: Z_{s^*}, \quad \text{and}
\]

\[
U^{\otimes E} Z_s U^{\otimes E} = \prod_{e \sim s} U \sigma_e^{(3)} U = \prod_{e \sim p^*(s)} \sigma_e^{(1)} =: X_{p^*}.
\]

As noted above, the operators \(Z_{s^*}\) and \(X_{p^*}\) act on the \(\sigma^{(1)}\)-basis \(|\omega\rangle_x\) in the exact same way as \(Z_s\) and \(X_p\) act on the \(\sigma^{(3)}\)-basis \(|\omega\rangle_z\). Namely, \(Z_{s^*}\) is diagonal while \(X_{p^*}\) negates the signs around \(p^*\). In this sense, going between
the lattice $\Lambda$ and its dual $\Lambda^*$ is equivalent to changing basis between $|\cdot\rangle_x$ and $|\cdot\rangle_z$. Some particular instances of this are the identities:

\[
\langle \tau \exp (t \sum_{p \in F} J_p^x X_p) | \sigma \rangle_z = \chi(\tau) \exp \left( t \sum_{s \in V} J_s^x Z_s \right) | \sigma \rangle_x,
\]

\[
\langle \tau \exp (t \sum_{p \in F} J_p^x Z_p) | \sigma \rangle_z = \chi(\tau) \exp \left( t \sum_{p \in F} J_p^x X_p \right) | \sigma \rangle_x,
\]

and for any $A \subseteq V(\Lambda)$, $B \subseteq F(\Lambda)$ with corresponding dual sets $A^* \subseteq F(\Lambda^*)$, $B^* \subseteq V(\Lambda^*)$,

\[
\langle \tau \prod_{s \in A} Z_s \prod_{p \in B} X_p | \sigma \rangle_x = \chi(\tau) \prod_{p^* \in A^*} X_{p^*} \prod_{s^* \in B^*} Z_{s^*} | \sigma \rangle_x.
\]

These identities may all be obtained by conjugating with $U \otimes E$.

2.3. Consequences. We now provide some applications of the random-walk dynamics and of the duality. Write $P_\sigma(\cdot)$ for the probability measure governing the process $\omega(t)$ of $[14]$ started at $\omega(0) = \sigma$. We revert to the notation $|\omega\rangle$ without a subscript for the usual basis defined above $[1]$ and referred to as $|\omega\rangle_x$ above.

**Lemma 2.1.** For any $\sigma, \tau \in \Omega$ and $t > 0$, we have the following matrix entries:

\[
\langle \tau \exp (t \sum_{p \in F} J_p^x X_p) | \sigma \rangle = \epsilon^t \sum_{p \in F} J_p^x P_\sigma(\omega(t) = \tau),
\]

\[
\langle \tau \exp (t \sum_{s \in V} J_s^x Z_s) | \sigma \rangle = \exp \left( t \sum_{s \in V} J_s^x \prod_{e^s \in \sigma} 1 \right) \mathbb{1}_{\sigma = \tau}.
\]

Moreover,

\[
\epsilon^t \sum_{p \in F} J_p^x P_\sigma(\omega(t) = \sigma) = \prod_{p \in F} \cosh(t J_p^x) + \prod_{p \in F} \sinh(t J_p^x).
\]

In particular, $\exp \left( t \sum_{p \in F} J_p^x X_p \right)$ is constant on the diagonal.

**Proof.** The first identity in (23) follows from the discussion at the end of Section 2.1, since $\exp \left( t \sum_{p \in F} J_p^x (X_p - 1) \right)$ is the matrix of transition-probabilities of $\omega(t)$. The second identity in (23) follows from the fact that $\exp \left( t \sum_{s \in V} J_s^x Z_s \right)$ is diagonal in the given basis, with $|\sigma, \sigma\rangle$ entry precisely $\exp \left( t \sum_{s \in V} J_s^x \prod_{e^s \in \sigma} 1 \right)$. For (24), we see from (14) that $\omega(t) = \omega(0)$ if and only if either (i) each plaquette is flipped an even number of times, or (ii) each plaquette is flipped an odd number of times. The number of times a given plaquette $p$ is flipped by time $t$ is a Poisson random variable with parameter $J_p^x t$, and they are independent. This gives the stated expression. \hfill \Box

Lemma 2.1 allows for straightforward, explicit calculation of some thermodynamic quantities:

**Proposition 2.2.** The partition function is given explicitly as

\[
\text{tr} \{ e^{-H} \} = 2^{E(\Lambda)} \left( \prod_{s \in V} \cosh(J_s^x) + \prod_{s \in V} \sinh(J_s^x) \right) \left( \prod_{p \in F} \cosh(J_p^x) + \prod_{p \in F} \sinh(J_p^x) \right).
\]

Moreover, for any $C \subset F$ and $D \subset V$ we have

\[
\left( \prod_{p \in C} X_p \right) = \frac{\prod_{p \in F \setminus C} \cosh(J_p^x) \prod_{p \in C} \sinh(J_p^x) + \prod_{p \in F \setminus C} \sinh(J_p^x) \prod_{p \in C} \cosh(J_p^x)}{\prod_{p \in F} \cosh(J_p^x) + \prod_{p \in F} \sinh(J_p^x)}
\]

\[
\left( \prod_{p \in C} X_p \right) = \frac{\prod_{p \in F \setminus C} \cosh(J_p^x) \prod_{p \in C} \sinh(J_p^x) + \prod_{p \in F \setminus C} \sinh(J_p^x) \prod_{p \in C} \cosh(J_p^x)}{\prod_{p \in F} \cosh(J_p^x) + \prod_{p \in F} \sinh(J_p^x)}
\]
Also, from the duality-relations (21) we have
\[ \prod_{s \in D} Z_s = \prod_{s \in V \setminus D} \cosh(J^z_s) \prod_{s \in D} \sinh(J^z_s) + \prod_{s \in V \setminus D} \sinh(J^z_s) \prod_{s \in D} \cosh(J^z_s) \prod_{s \in V} \cosh(J^z_s) + \prod_{s \in D} \sinh(J^z_s) \]
In particular, (26) and (27) are both positive.

Proof. For (25), note that
\[ \text{tr} [e^{-H}] = \text{tr} \left[ \exp \left( \sum_{s \in V} J^z_s Z_s \right) \exp \left( \sum_{p \in F} J^z_p X_p \right) \right] \]
\[ = 2^{-|E|} \text{tr} \left[ \exp \left( \sum_{s \in V} J^z_s Z_s \right) \right] \text{tr} \left[ \exp \left( \sum_{p \in F} J^z_p X_p \right) \right]. \]
The first equality follows from the fact that the terms commute, the second equality from Lemma 2.1 and the elementary fact that \( \text{tr}[AB] = \text{tr}[A] \text{tr}[B]/r \) if \( A, B \) are \( r \times r \) matrices such that \( A \) is diagonal and \( B \) is constant on the diagonal. Next, from Lemma 2.1 we have
\[ \text{tr} \left[ \exp \left( \sum_{p \in F} J^z_p X_p \right) \right] = 2^{|E|} \left( \prod_{p \in F} \cosh(tJ^z_p) + \prod_{p \in F} \sinh(tJ^z_p) \right). \]
Also, from the duality-relations (21) we have
\[ \text{tr} \left[ \exp \left( \sum_{s \in V} J^z_s Z_s \right) \right] = 2^{|E|} \left( \prod_{s \in V} \cosh(tJ^z_s) + \prod_{s \in V} \sinh(tJ^z_s) \right) \]
This follows by taking the trace in the \( |\omega\rangle_x \)-basis rather than the \( |\omega\rangle_z \)-basis.

For (26), we note that
\[ \text{tr} \left[ (\prod_{p \in C} X_p) e^{-H} \right] = \text{tr} \left[ \exp \left( \sum_{s \in V} J^z_s Z_s \right) (\prod_{p \in C} X_p) \exp \left( \sum_{p \in F} J^z_p X_p \right) \right] \]
\[ = \sum_{\sigma, \tau \in \Omega} \langle \sigma | \exp \left( \sum_{s \in V} J^z_s Z_s \right) |\tau\rangle (\langle \tau | (\prod_{p \in C} X_p) \exp \left( \sum_{p \in F} J^z_p X_p \right) |\sigma\rangle \]
\[ = \sum_{\sigma \in \Omega} \langle \sigma | \exp \left( \sum_{s \in V} J^z_s Z_s \right) |\sigma\rangle (\langle \sigma | (\prod_{p \in C} X_p) \exp \left( \sum_{p \in F} J^z_p X_p \right) |\sigma\rangle, \]
where we used the fact that \( \exp \left( \sum_{s \in V} J^z_s Z_s \right) \) is diagonal. Next, using the notation of (13),
\[ \langle \sigma | (\prod_{p \in C} X_p) \exp \left( \sum_{p \in F} J^z_p X_p \right) |\sigma\rangle = e^{\sum_{p \in F} J^z_p} P_\sigma (\omega(\beta) = \prod_{p \in C} x^p \cdot \sigma). \]
For the event in the probability to occur, either (i) all \( p \in C \) are flipped an odd number of times and all \( p \in F \setminus C \) an even number of times, or (ii) vice versa. Computing this probability and using (30) and (25) gives (26).

Finally, (27) follows from the duality (21). \( \square \)

From (25) we immediately obtain an expression for the free energy of the system in the case when all \( J^z_p = \beta_x \) and all \( J^z_s = \beta_z \);
\[ f(\beta_x, \beta_z) = \lim_{|V| \to \infty} \frac{1}{|V|} \log \left( \text{tr}[e^{-H}] \right) = \log(\cosh \beta_x) + \log(\cosh \beta_z) + 2 \log 2. \]
In particular, \( f(\beta_x, \beta_z) \) is analytic for \( \beta_x, \beta_z > 0 \), indicating that the system does not undergo a phase transition, as pointed out earlier in e.g. [2].

Next we record a result complementary to Proposition 2.2 that will be useful in the proof of the correlation inequalities.
Proposition 2.3. For $A \subset E$ define the operators
\begin{align}
X_A = \prod_{e \in A} \sigma_e^{(1)}, \quad Z_A = \prod_{e \in A} \sigma_e^{(3)}.
\end{align}

Then $\langle X_A \rangle = 0$ unless $X_A$ is a product of plaquette operators $X_p$, i.e. unless $X_A = \prod_{p \in C} X_p$ for some $C \subseteq F$. Similarly, $\langle Z_A \rangle = 0$ unless $Z_A$ is a product of star operators $Z_s$, i.e. unless $Z_A = \prod_{s \in D} Z_s$ for some $D \subseteq V$.

Proof. We prove the claim for $X_A$; the claim for $Z_A$ follows by the duality \([21]\). The expansion \((31)\) remains valid with $\prod_p X_p$ replaced by $X_A$, and in place of \((32)\) we find that
\begin{align}
\langle \sigma | X_A \exp(\sum_{p \in F} J^p_s X_p) | \sigma \rangle = e^{\sum_{p \in F} J^p_s} P_\sigma(\omega(\beta) = \prod_{e \in A} x^e \cdot \sigma),
\end{align}
where $x^e$ is $-1$ in position $e$ and $+1$ elsewhere. Now if $X_A$ is not a product of plaquette operators then there is no realisation of the dynamics with the property that $\omega(\beta) = \prod_{e \in A} x^e \cdot \sigma$. Then $P_\sigma(\omega(\beta) = \prod_{e \in A} x^e \cdot \sigma) = 0$, as claimed. \qed

We now turn to the Ising model \((8)\) and Proposition \([1.2]\). Recall that $Q$ is assumed to be an operator on $(\mathbb{C}^2)^{\otimes F}$ diagonal in the $|\cdot\rangle$ = $|\cdot\rangle_x$-basis with $Q(\sigma) = q(\sigma) |\sigma\rangle$.

Proof of Proposition \([1.2]\). We use Lemma \([2.1]\) and orthonormality to expand:
\begin{align}
\text{tr}[Q e^{-H}] = \sum_{\sigma, \tau, \varphi \in \Omega} \langle \sigma | Q | \tau \rangle \langle \tau | \exp(\sum_{s \in V} J^s_s Z_s) | \varphi \rangle \langle \varphi | \exp(\sum_{p \in F} J^p_s X_p) | \sigma \rangle
\end{align}
\begin{align}
= \sum_{\sigma, \tau, \varphi \in \Omega} q(\tau) \delta_{\sigma, \tau} \exp(\sum_{s \in V} J^s_s \prod_{e \in s} \varphi_e) \delta_{\tau, \varphi} e^{\sum_{p \in F} J^p_s} P_\sigma(\omega(\beta) = \varphi)
\end{align}
\begin{align}
= \sum_{\sigma \in \Omega} q(\sigma) \exp(\sum_{s \in V} J^s_s \prod_{e \in s} \sigma_e) e^{\sum_{p \in F} J^p_s} P_\sigma(\omega(\beta) = \sigma).
\end{align}
In particular,
\begin{align}
\text{tr}[e^{-H}] = \sum_{\sigma \in \Omega} \exp(\sum_{s \in V} J^s_s \prod_{e \in s} \sigma_e) e^{\sum_{p \in F} J^p_s} P_\sigma(\omega(\beta) = \sigma).
\end{align}
By Lemma \([2.1]\) $e^{\sum_{p \in F} J^p_s} P_\sigma(\omega(\beta) = \sigma)$ does not depend on $\sigma$, thus these factors cancel in $\langle Q \rangle = \text{tr}[Q e^{-H}] / \text{tr}[e^{-H}]$, giving the result. \qed

Remark 2.4.

1. Recall that the probability measure $P_3(\cdot)$ is invariant under reversing all the spin-values around any fixed plaquette $p$. This immediately gives that $\mathbb{E}_3[\prod_{e \in A} \sigma_e] = 0$ if there is any plaquette $p$ such that $A$ contains an odd number of the edges surrounding $p$, which is in line with Proposition \([2.3]\).

2. Clearly the analog of Proposition \([1.2]\) is true also for operators $Q$ diagonal in the $|\omega\rangle_\omega$-basis, by the duality \([21]\). Indeed, the same argument carried out in that basis gives $\langle Q \rangle = \mathbb{E}_3[q(\sigma)]$, where $\mathbb{E}_3[\cdot]$ denotes expectation under the measure
\begin{align}
P_3(\sigma) = \frac{\exp(\sum_{p \in F} J^p_p \prod_{e \in p} \sigma_e)}{\sum_{\omega \in \Omega} \exp(\sum_{p \in F} J^p_s \prod_{e \in s} \omega_e)}, \quad \sigma \in \Omega.
\end{align}
In this sense one can see the toric code model as two coupled classical Ising models.

3. Correlation inequalities

The proof of Theorem 1.1 will proceed by first proving a similar statement for the Ising model \([8]\). To state the latter, we introduce the following notation. For \(s \in V\) consider the 4 edges \(e_1, e_2, e_3\) and \(e_4\) adjacent to \(s\), to be definite ordered as in Figure 3. For \(\sigma \in \Omega\), write \(\sigma_i(s) = \sigma_{e_i}\). We define the following quantities similar to (5) and (6): for \(\varepsilon \in \{-1, +1\}\) and for \(C \subseteq V\),

\[
I_\varepsilon^s(\sigma) = \frac{1}{16} \prod_{i=1}^{4} (1 + \varepsilon_i \sigma_i(s)), \quad \bar{I}_\varepsilon^s(\sigma) = \frac{1}{16} \prod_{i=1}^{4} (1 - \varepsilon_i \sigma_i(s)),
\]

and for \(C \subseteq V\),

\[
\mathcal{I}_C^s(\sigma) = \prod_{s \in C} (I_\varepsilon^s(\sigma) + \bar{I}_\varepsilon^s(\sigma)).
\]

Then \(\mathcal{I}_C^s(\sigma)\) is the indicator of the event that, for each \(s \in C\), the values \(\sigma_i(s)\) for \(i = 1, \ldots, 4\) either all agree with \(\varepsilon_i\), or are all the opposite. Similarly to the eight-vertex model and toric code, for \(\delta \in \{-1, +1\}\) with \(\delta \neq \pm \varepsilon\) we also define

\[
\mathcal{I}_C^{\varepsilon,\delta}(\sigma) = \prod_{s \in C} (I_\varepsilon^s(\sigma) + \bar{I}_\varepsilon^s(\sigma) + I_\delta^s(\sigma) + \bar{I}_\delta^s(\sigma)).
\]

Lemma 3.1. Let \(\varepsilon, \delta\), with \(\delta \neq \pm \varepsilon\), be as above and let \(C_1, C_2 \subseteq V\) be sets of vertices such that

- either \(C_1 \cup C_2\) is contractible,
- or any non-contractible loop in \(C_1 \cup C_2\) has even length.

Then for any \(J = (J_s : s \in V)\) such that all \(J_s \geq 0\),

\[
E_J[\mathcal{I}_{C_1}^{\varepsilon} \mathcal{I}_{C_2}^{\varepsilon}] \geq E_J[\mathcal{I}_{C_1}^{\varepsilon}] E_J[\mathcal{I}_{C_2}^{\varepsilon}].
\]

and

\[
E_J[\mathcal{I}_{C_1}^{\varepsilon,\delta} \mathcal{I}_{C_2}^{\varepsilon,\delta}] \geq E_J[\mathcal{I}_{C_1}^{\varepsilon,\delta}] E_J[\mathcal{I}_{C_2}^{\varepsilon,\delta}].
\]
The method of proof will be to expand the products defining $\mathcal{I}_C^\varepsilon$, and then apply the GKS-inequalities (10) to the terms of the expansion. The subtlety is that the terms come with signs; we show, using Proposition 2.3 that all terms with negative sign actually vanish in expectation.

Proof. We will prove the first inequality, the proof of the second inequality is almost identical. Since $\prod_{i=1}^4 \varepsilon_i = +1$, we have that $I_s^\varepsilon + I_s^\bar{\varepsilon} = \frac{1}{8} (1 + A_s + R_s)$ where $A_s = \prod_{i=1}^4 \sigma_i(s)$ and (with the argument $s$ suppressed for readability)

$$R_s = \sum_{1 \leq i < j \leq 4} \varepsilon_i \varepsilon_j \sigma_i \sigma_j.$$  

Let $C$ be any of $C_1$, $C_2$ or $C_1 \cup C_2$. By expanding the product over $s \in C$ we get that

$$\mathcal{I}_C^\varepsilon = \prod_{s \in C} \frac{1}{8} (1 + A_s + R_s) = \frac{1}{8^{|C|}} \sum_{D \subseteq C} \sum_{D_1 \subseteq D, D_2 \subseteq D} \prod_{s \in D_1} R_s \prod_{t \in D_2} A_t.$$

In this expression we expand the product over $s \in D_1$. To write the expansion, we use the following notation. We let $\Sigma(D_1)$ denote the set of sequences $\{(i(s), j(s))\}_{s \in D_1}$ of two-element subsets of $\{1, 2, 3, 4\}$, indexed by $s \in D_1$. We may represent such a subset $\{i(s), j(s)\}$ pictorially as an element of the set $\{\xi, \eta, \gamma, \bar{\eta}, \bar{\gamma}, \bar{\xi}\}$, indicating the orientations of the two edges selected. Then,

$$\mathcal{I}_C^\varepsilon = \frac{1}{8^{|C|}} \sum_{D_1, D_2 \subseteq C} \sum_{\Sigma(D_1)} \prod_{s \in D_1} \varepsilon_i(s) \varepsilon_j(s) \sigma_i(s) \sigma_j(s) \prod_{t \in D_2} A_t.$$

Now consider an arbitrary term $T$ in the latter expansion, corresponding to a choice of $D_1$, $D_2$ and sequence in $\Sigma(D_1)$. We write this term as

$$T = \prod_{s \in D_1} \varepsilon_i(s) \varepsilon_j(s) \prod_{t \in D_2} \sigma_i(t) \sigma_j(t) \prod_{u \in D_3} A_t.$$

The following is the key claim: if $T$ can be written as a ‘product of stars’, then it comes with a positive sign. That is, if there is a set $D_3 \subseteq V$ such that

$$\prod_{s \in D_1} \sigma_i(s) \sigma_j(s) \prod_{t \in D_2} A_t = \prod_{u \in D_3} A_u,$$

then

$$\prod_{s \in D_1} \varepsilon_i(s) \varepsilon_j(s) = +1.$$  

Before proving the claim (i.e. that (47) implies (48)) we show how to deduce the result. We may write

$$\mathcal{I}_{C_1}^\varepsilon \mathcal{I}_{C_2}^\varepsilon = \frac{1}{8^{|C_1|+|C_2|}} \sum_{T_1, T_2} T_1 T_2,$$

where $T_1$ and $T_2$ are terms of the form (46) for $C = C_1$ and for $C = C_2$, respectively, and $T = T_1 T_2$ is of the form (46) for $C = C_1 \cup C_2$. We will use the GKS-inequality (10) to see that all terms satisfy $E_3[T_1 T_2] \geq E_3[T_1] E_3[T_2]$. By retracing the steps of the expansion, this implies the result. Now, if $T = T_1 T_2$ does not satisfy (47) then at least one of $T_1$ and $T_2$ does not satisfy it either. By Propositions 1.2 and 2.3 then $E_3[T_1 T_2] = E_3[T_1] E_3[T_2] = 0$. If $T = T_1 T_2$
does satisfy (47) but one of $T_1$ and $T_2$ does not, then by Propositions 2.2 and 2.3 \( \mathbb{E}_J[T_1 T_2] \geq 0 = \mathbb{E}_J[T_1] \mathbb{E}_J[T_2] \). Finally, if all three of $T_1, T_2, T = T_1 T_2$ satisfy (47) then the desired inequality \( \mathbb{E}_J[T_1 T_2] \geq \mathbb{E}_J[T_1] \mathbb{E}_J[T_2] \) follows from the GKS-inequality (10) and the fact that the terms have positive coefficients, thanks to the claim.

We now prove the claim that (47) implies (48). If (47) holds, then since the $A_t$ satisfy $A_t^2 = 1$, we get

\[
\prod_{s \in D_1} \sigma_i(s) \sigma_j(s) \prod_{t \in D_2 \Delta D_3} A_t = 1. \tag{50}
\]

Recall that we represent each factor of the product over $s \in D_1$ as an element of the set of shapes \{\(\cap\), \(-\), \(\cup\), \(\vee\), \(\wedge\)\}, indicating the two selected edges. Similarly, each factor of the product over $t$ may be represented as a +, indicating that all four edges are selected. We think of the latter as consisting of two superimposed shapes, such as \(\cap\) and \(\vee\) (the precise choice does not matter).

We can assume that $D_1 \cap (D_2 \Delta D_3) = \emptyset$. Then we conclude from (50) that each edge $e \in E$ appears in the product either exactly twice, or not at all. Consider now the subset of edges which appear exactly twice (counting each such edge once). Due to the possible choices of 'shapes' at each vertex, this subset forms an even subgraph (each vertex has even degree) and thus decomposes as a collection of closed loops. We claim that each such loop has the following property: the number of vertices where it exhibits a shape from \{\(\cap\), \(-\)\} is even, similarly the number of vertices where it exhibits a shape from \{\(\cup\), \(\vee\)\} is even, and finally the number of vertices where it exhibits a shape from \{\(\wedge\), \(\vee\)\} is even. The latter claim can be seen by induction, as follows. We may take the loops to be non-crossing. For any non-crossing contractible loop enclosing at least two squares, we can decrease its enclosed area one square by removing a corner. As we do so, the number of shapes from each of the four sets changes by an even amount. Eventually the loop reduces to a single square, for which the claim holds by inspection. If the loop is not contractible, then a similar reduction can be used to reduce it to a 'straight' loop, which by our assumption on $C_1 \cup C_2$ has even length, meaning again that the claim holds by inspection.

Finally, the sign on the left-hand-side of (48) can be written as

\[
\prod_{s \in D_1} \varepsilon_i(s) \varepsilon_j(s) = \prod_{s \in D_1} \varepsilon_i(s) \varepsilon_j(s) \prod_{t \in D_2 \Delta D_3} \varepsilon_1 \varepsilon_2 \varepsilon_3 \varepsilon_4. \tag{51}
\]

Here we used that $\varepsilon_1 \varepsilon_2 \varepsilon_3 \varepsilon_4 = +1$. For any choice of an even number of shapes from each of the sets \{\(\cap\), \(-\)\}, \{\(\cup\), \(\vee\)\} and \{\(\wedge\), \(\vee\)\}, the product of the corresponding $\varepsilon$'s in (51) is $+1$, again using $\varepsilon_1 \varepsilon_2 \varepsilon_3 \varepsilon_4 = +1$. The result follows.

\[\Box\]

\textit{Proof of Theorem 1.1.} For the toric code model, note that the operators $Q_C^\varepsilon$ and $Q_C^{\varepsilon, \delta}$ are diagonal in the \(|\omega\rangle = |\omega\rangle_x\) basis and satisfy $Q_C^\varepsilon |\sigma\rangle = \mathcal{I}_C^\varepsilon (|\sigma\rangle |\sigma\rangle)$ and $Q_C^{\varepsilon, \delta} |\sigma\rangle = \mathcal{I}_C^{\varepsilon, \delta} (|\sigma\rangle |\sigma\rangle)$. Then the result follows from Proposition 1.2 and Lemma 4.1.

For the uniform 8-vertex model we deduce the result by fixing a reference configuration \(\rho \in \Delta_{\text{8vx}}\) and letting all $J^\varepsilon_s \rightarrow \infty$. Since the limit of the Ising-measure (8) is uniform on $\sigma \in \Omega_{\text{8vx}}$, the distribution of $\sigma \cdot \rho$ is uniform on $\Delta_{\text{8vx}}$. \[\Box\]
Remark 3.2. It is possible, as in [3], to construct a quantum system
generalising the Kitaev model, whose ground state configurations correspond
to eight-vertex configurations with the general weights
\[
\mu_{a,b,c,d}(\omega) \propto a^{|I|+|II|} b^{|III|+|IV|} c^{|V|} d^{|VI|+|VII|}
\]
depending on the numbers \(|I|, \ldots, |VIII|\) of vertices of the different types.
However, the operators that must be added to the hamiltonian to achieve
this do not satisfy the required non-negativity. This suggests that the in-
equalities in Theorem 1.1 may not hold for non-uniform weights.

Using almost the same argument as for Lemma 3.1 we can also prove the
following:

Proposition 3.3. For any \(C, D \subseteq V\) and any \(\varepsilon \in \{-1, +1\}^4\) satisfying
\[
\prod_{i=1}^4 \varepsilon_i = +1,
\]
as above,
\[
\langle Q_C^z \prod_{u \in D} Z_u \rangle \geq \langle Q_C^z \rangle \langle \prod_{u \in D} Z_u \rangle.
\]
In particular, for any \(s \in V\),
\[
\frac{\partial}{\partial J_s} \langle Q_C^z \rangle = \langle Q_C^z Z_s \rangle - \langle Q_C^z \rangle \langle Z_s \rangle \geq 0.
\]

Proof. We have
\[
\langle Q_C^z \prod_{u \in D} Z_u \rangle = E_d [\mathcal{I}_C^z(\sigma) \prod_{u \in D} A_u(\sigma)],
\]
where \(A_u(\sigma) = \prod_{i=1}^4 \varepsilon_i(s)\) as before. The same working as for (45) combined
with the fact that \(A_u(\sigma) = +1\) gives
\[
\mathcal{I}_C^z \prod_{u \in D} A_u(\sigma) = \frac{1}{8|C|} \sum_{D_1, D_2 \subseteq C} \sum_{\Sigma(D_1) \subseteq D_1} \prod_{s \in D_1} \varepsilon_i(s) \varepsilon_j(s) \sigma_i(s) \sigma_j(s) \prod_{t \in D_2 \Delta D} A_t.
\]
From there the same argument as in Lemma 3.1 applies. \(\square\)

A standard consequence of (54) is the existence of infinite-volume limits
of correlation functions of the form \(\langle Q_C^z \rangle\); see e.g. [6, Proposition 4] for
arguments of this nature.

4. Further results for the uniform 8-vertex model

In this section we discuss some further properties of the uniform eight-
vertex model that are natural to consider from the viewpoint of ‘plaquette-
flipping’.

4.1. Communicating classes. We start by considering the communicating
classes of the dynamics [17] in the case when all \(J_p > 0\). Recall that \(\Lambda\)
is an \(m \times n\) torus.

Proposition 4.1. We have that \(|\Delta_{8vx}| = 2^{|V|}|+1\), and there are four
communicating classes for the dynamics [17], each of size \(2^{|V|}-1\). We may move
between them by reversing arrows along a non-contractible path in \(\Lambda\).

Proof. We start by showing that \(|\Delta_{8vx}| = 2^{|V|}+1\). First, clearly \(|\Delta| = 2^{|E|} = 2^{|V|}\). By fixing a reference-configuration \(\rho\) as in [17] we can encode each
element of \(\Delta\) using an element \(v \in (\mathbb{F}_2)^E\) where \(\mathbb{F}_2 = \{0, 1\}\) is the two-element
field. Then, for each \( s \in V \), the constraint that \( s \) has an even number of incoming arrows becomes a linear constraint over \( \mathbb{F}_2 \), namely \( g^s \cdot v = 0 \) where (similarly to (11))

\[
g^s_e = \begin{cases} 1, & \text{if } e \sim s, \\ 0, & \text{otherwise}, \end{cases}
\]

and \( \cdot \) is the scalar product. These constraints are not linearly independent, since \( (\sum_{s \in V} g^s)_e = 0 \) for each \( e \in E \). However, this is the only linear relation: any other linear relation would have to be of the form \( \sum_{A \subseteq V} g^s \equiv 0 \) for some proper subset \( A \) of \( V \). But then there must be some edge \( e \in E \) with precisely one end point in \( A \) and then \( (\sum_{s \in A} g^s)_e = 1 \neq 0 \). From this and the rank-nullity theorem we get that \( |\Delta_{8\text{vx}}| = 2^{|V|-(|V|-1)} = 2^{|V|+1} \), as claimed.

Now it is simple to see that there are four communicating classes for the dynamics. There are \(|V|\) plaquettes in \( F \) and hence \( 2^{|V|} \) possible sums \( \sum_{p \in A} g^p \) for \( A \subseteq V \). However, we have that \( \sum_{p \in A} g^p = \sum_{p \in V \setminus A} g^p \) (since \( \sum_{p \in V} g^p \equiv 0 \)). Hence, starting from any reference configuration \( \rho \in \Delta_{8\text{vx}} \), there are \( 2^{|V|-1} \) configurations reachable by flipping plaquettes. This shows that there are four communicating classes.

Lastly, let \( P \subseteq E \) be a non-contractible path of edges in \( \Lambda \), it is clear that such a path is not the boundary of a collection of plaquettes \( A \subseteq F \). This means that the configuration obtained by reversing arrows on \( P \) is not reachable from the reference configuration via the dynamics. There are two homotopy classes of non-contractible paths on the torus and reversing arrows along a path of edges in one or two of the classes moves us between the four communicating classes. \( \square \)

**Remark 4.2.**

1. Because our dynamics for the uniform eight-vertex model correspond to a random walk on the hypercube \((\mathbb{F}_2^8)^F\), we can import results about mixing times from the literature. For example, the mixing time for the dynamics is \( \log(|V|) \) (recall that the Poisson process of steps has rate \(|F|\) rather than the usual rate 1). The interested reader can consult [16] and references therein for detailed statements.

2. The limiting distribution of random walk on the hypercube \((\mathbb{F}_2^8)^F\) is uniform. This leads to a method for sampling from the uniform eight-vertex distribution \( \mu(\cdot) \): first sample uniformly a representative \( \rho \in \Delta_{8\text{vx}} \) from each of the four communicating classes to act as reference-configuration, then toss independent coins for each of the plaquettes for whether to ‘flip’ the plaquette or not.

3. If \( s_1, s_2 \in V \) are vertices not adjacent to any common plaquette \( p \), then by the previous item, the vertex-types at \( s_1 \) and \( s_2 \) can be written as functions of independent random variables (states of the plaquettes surrounding them). Thus their states are independent.

### 4.2. Emptiness formation probability

In this subsection we allow to view \( \Lambda \) not only as a torus, but also as a subset of \( \mathbb{Z}^2 \) with a boundary. In that case we replace each of the edges of the form \( \{(m,y),(1,y)\} \) with two boundary-edges \( \{(m,y),(m+1,y)\} \) and \( \{(0,y),(1,y)\} \), and similarly
replace each \{(x,n),(x,1)\} with two boundary-edges \{(x,n),(x,n+1)\} and \{(x,0),(x,1)\}.

First we consider the domain wall boundary condition. This means that the top and bottom boundary edges (of the form \{(0,y),(1,y)\} or \{(m,y),(m+1,y)\}) receive the fixed orientation pointing in towards \(\Lambda\), and that the left and right boundary-edges (of the form \{(x,0),(x,1)\} or \{(x,m),(x,m+1)\}) are fixed to point out of \(\Lambda\). See Figure 3 for an illustration.

We emphasise \(m\) and \(n\) by using the notation \(\Lambda_{m,n}\). We denote by 
\[ \Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n}) \]
the set of eight-vertex configurations on \(\Lambda_{m,n}\) with domain wall boundary conditions as described above.

**Proposition 4.3.** We have that
\[ |\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n})| \]
\[ = \begin{cases} 0, & \text{if } m+n \text{ is odd}, \\ 2(m-1)(n-1), & \text{if } m+n \text{ is even}. \end{cases} \]

When non-empty, \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n})\) consists of a single communicating class for the dynamics (17).

**Proof.** We begin by showing that \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n}) \neq \emptyset\) if and only if \(m+n\) is even. This is done in three steps.

Step 1: if \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m-1,n-1}) \neq \emptyset\) then \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n}) \neq \emptyset\). Indeed, Figure 3 illustrates how an element of \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m-1,n-1})\) can be ‘extended’ to an element of \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n})\).

Step 2: conversely, if \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n}) \neq \emptyset\) then \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m-1,n-1}) \neq \emptyset\). Indeed, fix an element \(\delta \in \Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m,n})\) and consider the bottom row of vertical edges and the rightmost column of horizontal edges in \(\Lambda_{m,n}\) (see Figure 4). If all those vertical edges are oriented in, and all the horizontal ones are oriented out, then the restriction of \(\delta\) to \(\Lambda_{m-1,n-1}\) is an element of \(\Delta_{\text{dw}}^{8\text{vx}}(\Lambda_{m-1,n-1})\). Otherwise, the edges pointing the ‘wrong way’ (i.e. out for vertical edges on the bottom, in for horizontal edges on the right side) will be called faults. It is not hard to check that the number of faults must be even. Then, pair
Figure 4. An arbitrary element of $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m,n})$ can be mapped to one whose restriction to $\Lambda_{m-1,n-1}$ also has domain wall boundary condition. The highlighted plaquettes separate pairs of faults, i.e. arrows pointing the opposite way to the boundary condition. Flipping the highlighted plaquettes gives the desired element of $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m-1,n-1})$.

up the successive faults and mark the plaquettes between the pairs, as in Figure 4. Flipping all the marked plaquettes maps $\delta$ to a configuration whose restriction to $\Lambda_{m-1,n-1}$ is an element of $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m-1,n-1})$.

Step 3: from the previous two steps we see that $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m,n}) \neq \emptyset$ if and only if $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m-1,n-1}) \neq \emptyset$. If $m \geq n$ this holds if and only if $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m-n+1,1}) \neq \emptyset$; if $n \geq m$ it holds if and only if $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{1,n-m+1}) \neq \emptyset$. It is straightforward to check that the latter sets are non-empty if and only if $m + n$ is even, which is equivalent to $m + n$ being even.

To determine the number of configurations when $m + n$ is even, we use a simple counting argument. First, let us count the number of choices at each vertex if we start at the top left corner $(1,n)$ and proceed left to right and then top to bottom. As we proceed, each time we ‘arrive’ at a new vertex except the rightmost column or bottom row, exactly two incident arrows are already fixed, leaving us with exactly two choices. In the rightmost column and bottom row, three incident arrows are fixed when we arrive, leaving us at most one (possibly no) choice per vertex. This gives that

$$|\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m,n})| \leq 2^{(m-1)(n-1)}. \tag{59}$$

On the other hand, if $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m,n}) \neq \emptyset$, fix some $\delta \in \Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m,n})$. An argument similar to that of Proposition 4.1 shows that, in this case, the number of configurations reachable by flipping plaquettes equals the total number of configurations. Since there are $(m - 1)(n - 1)$ plaquettes, this gives that

$$|\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m,n})| \geq 2^{(m-1)(n-1)}. \tag{60}$$

Combining (59) and (60) shows that, when non-empty, $\Delta^{\text{DW}}_{\text{SVX}}(\Lambda_{m,n})$ has size $2^{(m-1)(n-1)}$. The claim about irreducibility follows from the proof of (60).
We now turn our attention to the so-called emptiness formation probability of the model. This is the probability that a fixed column of horizontal edges has all of its arrows pointing to the left (say). In this case we say that the column is empty. Denote by $EF_r$ the event that the column of horizontal edges whose left end-points have first coordinate $r$ is empty, see Figure 5. In what follows, $\mu_{dw}^\circ$ denotes the uniform probability measure on $\Delta_{8vx}^\circ(\Lambda_{m,n})$. We calculate the probability of $EF_r$ in the case of the torus and the case of domain wall boundary conditions. We begin with the domain wall case.

**Proposition 4.4.** Assume that $m + n$ is even so that $\Delta_{8vx}^\circ(\Lambda_{m,n}) \neq \emptyset$. Then $\mu_{dw}^\circ(\text{EF}_r) = 2^{-(m-1)}\mathbb{I}_{\{r \in 2\mathbb{N}\}}$.

**Proof.** The proof is similar to that of Proposition 4.3. First we show that $\text{EF}_r \neq \emptyset$ if and only if $r$ is even. Indeed, by Proposition 4.3, the part of $\Lambda_{m,n}$ to the right of the empty column can be ‘filled in’ if and only if $n - r + m$ is even. Since $m + n$ is even, this is equivalent to $r$ being even. To fill in the part to the left of the empty column, we can make the top row alternate between types VI and VII (also this is possible if and only if $r$ is even) and the rest all type IV. (Recall Figure 1.1 for the vertex types.) This shows that $\text{EF}_r \neq \emptyset$ if and only if $r$ is even.

Assuming then that $r$ is even, let us count the number of choices at each vertex in the two parts, going from left to right and then top to bottom in each. We see that $(r-1)(m-1) + (n-r-1)(m-1) = (m-1)(n-2)$ vertices have two choices of vertex type and the remaining vertices have at most one choice. From this and Proposition 4.3 we see that

$$\mu_{dw}^\circ(\text{EF}_r) \leq 2^{-(m-1)(n-2)}/2^{(m-1)(n-1)} = 2^{-(m-1)}.$$  

On the other hand, consider the $(m-1)(n-1) - (m-1)$ plaquettes that may be reversed without affecting the empty column. Similarly to the proof of...
Proposition 4.3 we see that each distinct choice gives a different configuration. From this we have that

\[ \mu_{\text{dw}}(\text{EF}_r) \geq 2^{(m-1)(n-1)-(m-1)/2^{(m-1)(n-1)}} = 2^{-(m-1)}, \]

which completes the proof. □

In the case when \( \Lambda_{m,n} \) is viewed as a torus, the emptiness formation probability is independent of the position of the empty column. We hence simply denote by EF the event that an arbitrary, fixed, column of the torus is empty.

Recall that \( \mu(\cdot) \) is the uniform distribution on eight-vertex configurations.

Proposition 4.5. Consider \( \Lambda_{m,n} \) with sides identified to form a torus. Then \( \mu(\text{EF}) = 2^{-m} \).

Proof. Let us fix the column that is to be empty as the rightmost column. First, it is simple to see that \( \text{EF} \neq \emptyset \) as the configuration consisting of all vertices being type \( \text{II} \) has all columns empty. For an upper bound on \( \mu(\text{EF}) \) we again use a simple counting argument. By fixing the vertex types starting from left to right and then top to bottom, we see that the leftmost column has one fixed incident arrow, hence these \( n-1 \) vertices have four choices. The ‘bulk’ \( (m-2)(n-1)+1 \) vertices have two choices and the remaining vertices have at most one choice. We therefore have that

\[ \mu(\text{EF}) \leq 2^{2(n-1)+(m-2)(n-1)+1}/2^{mn+1} = 2^{-m}. \]

On the other hand, consider the \( m(n-1) \) plaquettes whose bounding arrows can be reversed without affecting the empty column. Note that distinct choices of which plaquettes to reverse give different configurations (we can now only reverse plaquettes in one of \( A, A^c \subset F \) and not both because one of \( A, A^c \) contains the plaquettes of the empty column). Thus we can obtain \( 2^{m(n-1)} \) distinct configuration in \( \text{EF} \) from a fixed reference configuration. Next, note that if we reverse all arrows along a straight, vertical, non-contractible path of vertices away from the rightmost column, then we obtain a configuration in \( \text{EF} \) that can not be reached from the reference configuration by reversing arrows around plaquettes. By now reversing around plaquettes from this new eight-vertex configuration we find another \( 2^{m(n-1)} \) distinct configuration with the empty column. This gives that

\[ \mu(\text{EF}) \geq 2 \cdot 2^{m(n-1)}/2^{mn+1} = 2^{-m}, \]

which matches our upper bound. □

4.3. Entropy. Now we consider the entropy of the model, meaning that we compare the number of eight-vertex configurations for various boundary conditions. We will suppose that \( m, n \) are fixed such that \( m+n \) is even and we revert to the notation \( \Lambda \) without subindices. Let \( \eta \) be a fixed assignment of arrows to the boundary edges (i.e. the edges \( \{(m,y),(m+1,y)\}, \{(0,y),(1,y)\}, \{(x,n),(x,n+1)\} \) and \( \{(x,0),(x,1)\} \)) and denote by \( \Delta_{\text{8vx}}(\Lambda) \) the set of eight-vertex configurations on \( \Lambda \) with the boundary configuration \( \eta \). We call \( \eta \) valid if \( \Delta_{\text{8vx}}(\Lambda) \neq \emptyset \).
Proposition 4.6. A boundary condition \( \eta \) is valid if and only if the number of arrows around the boundary of \( \Lambda \) that point into \( \Lambda \) is even. In this case \(|\Delta_{\text{8vx}}^\eta(\Lambda)| = 2^{(m-1)(n-1)}\).

Proof. If \( \Delta_{\text{8vx}}^\eta \neq \emptyset \), then the same argument as in the proof of Proposition 4.3 shows that all configurations in \( \Delta_{\text{8vx}}^\eta \) are reachable by flipping plaquettes, and thus \(|\Delta_{\text{8vx}}^\eta| = 2^{(m-1)(n-1)}\). It remains to determine when \( \Delta_{\text{8vx}}^\eta \neq \emptyset \).

Let \( \eta_0 \) be the boundary condition such that all arrows are \( \to \) or \( \uparrow \). By taking the configuration on \( \Lambda \) with every vertex of type \( I \) we see that \( \Delta_{\text{8vx}}^{\eta_0} \neq \emptyset \). This boundary condition does indeed have an even number \((m+n)\) of inward arrows. Now, a similar argument as for Proposition 4.1 shows that any valid boundary condition \( \eta \) is obtainable by flipping the exterior boundary plaquettes. Then \( \eta \) differs from \( \eta_0 \) at an even number of boundary edges, and hence still has an even number of inward pointing arrows. Indeed, if \( \eta \) differs from the reference boundary condition in an even number of places then we can pair off differing edges into neighbouring pairs and reverse arrow around plaquettes between the pairs, similarly to Figure 4. On the other hand, if \( \eta \) differs from \( \eta_0 \) at an odd number of edges then there is no set of plaquettes that can be flipped to obtain \( \eta \).

The next result can be interpreted as saying that the entropy of the uniform eight-vertex model on \( \Lambda \) is realised (up to a factor that is exponential only in the size of the boundary) for any fixed valid boundary condition. It is an immediate consequence of Propositions 4.1 and 4.6.

Proposition 4.7. Let \( \eta \) be a valid boundary condition on \( \Lambda \). Then

\[
\frac{|\Delta_{\text{8vx}}^{\eta}|}{|\Delta_{\text{8vx}}^\eta|} = 2^{m+n-1} = 2^{O(|\partial\Lambda|)}.
\]

Appendix A. The toric code

In this appendix we summarise some of the original motivation for the toric code model, starting with basic properties of quantum codes.

Recall that classical codes store information in sequences of numbers 0 or 1, each of which is called a bit. For quantum codes, the bits 0 or 1 are replaced by so-called qubits which are more elaborate objects. A qubit may be defined as an irreducible two-dimensional representation of \( \mathfrak{su}_2(\mathbb{C}) \) and a quantum code of length \( n \) as an \( n \)-fold tensor product of qubits. Let us now unpack these definitions.

Consider as before the two-dimensional vector space \( \mathbb{C}^2 \) and with standard basis \(|+\rangle = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \) and \(|-\rangle = \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \) (these are often denoted \(|1\rangle \) and \(|0\rangle \) instead, but \(|+\rangle \) and \(|-\rangle \) is a more natural choice for us). The Pauli matrices \((\begin{pmatrix} 1 \end{pmatrix})\), under addition and multiplication, generate an algebra of two-by-two Hermitian matrices with trace 0. Together with the underlying vector space \( \mathbb{C}^2 \) on which the matrices act, this algebra of matrices is a representation of (the universal enveloping algebra of) \( \mathfrak{su}_2(\mathbb{C}) \). That is, they form a single qubit by our definition.

It is a crucial point that there are other ways to represent a qubit than the specific construction above. That is, one may find other two-dimensional vector spaces \( V \) (over \( \mathbb{C} \)), together with matrices \( X, Y, Z \) acting on \( V \), that
have “all relevant properties” of \( \mathbb{C}^2 \) together with the \( \sigma^{(1)}, \sigma^{(2)}, \sigma^{(3)} \). More precisely, there are other representations of \( \mathfrak{su}_2(\mathbb{C}) \) which are isomorphic to the one above and therefore also form a single qubit. To check that \( V \) together with \( X, Y, Z \) form a qubit, one needs to check that \( X, Y, Z \) satisfy the following relations:

\[
(65) \quad [X, Z] := XZ - ZX = -2iY = -2ZX, \quad \text{and} \quad X^2 + Y^2 + Z^2 = 3\mathbb{I}.
\]

For classical codes, one obtains protection from errors by using redundancy; that is, a single bit is encoded in a sequence of several bits of length \( n > 1 \), where the extra bits are used to detect possible errors of transmission. For quantum codes, the analogous setting is obtained using the \( n \)-fold tensor product \( (\mathbb{C}^2)^{\otimes n} \). For each \( k \in \{1, \ldots, n\} \) one then has a physical qubit consisting of copies \( \sigma_k^{(1)}, \sigma_k^{(2)}, \sigma_k^{(3)} \) of the Pauli matrices which act only on the \( k \) entry. To obtain a quantum code with desirable properties, one sets this up in such a way that \( (\mathbb{C}^2)^{\otimes n} \) has at least one two-dimensional subspace carrying a representation of \( \mathfrak{su}_2(\mathbb{C}) \), that is, forms a qubit (other than the ones obtained using the factors \( \sigma_k^{(1)}, \sigma_k^{(2)}, \sigma_k^{(3)} \)). Such a sub-representation is then called a logical qubit.

For the toric code, we use the setting described above with \( n = |E| \), that is, the physical qubits are indexed by the edge-set \( E \) of the torus. To identify logical qubits we use the operators

\[
(66) \quad A_s = \prod_{e \sim s} \sigma_e^{(3)}, \quad B_p = \prod_{e \sim p} \sigma_e^{(1)}, \quad s \in V, \quad p \in F.
\]

(These are the same as \( X_s \) and \( Z_p \) in (2) but here we use the more common notation (66).) The relevant subspace of \( (\mathbb{C}^2)^{\otimes E} \) is

\[
(67) \quad \mathcal{L} = \{ |\xi\rangle \in (\mathbb{C}^2)^{\otimes E} : A_s|\xi\rangle = B_p|\xi\rangle = |\xi\rangle, \text{ for all } s \in V, p \in F \},
\]

i.e. the subspace stabilised by all \( A_s \) and \( B_p \). We will see that \( \mathcal{L} \) carries two logical qubits.

Let us look more closely at the condition \( A_s|\xi\rangle = |\xi\rangle \). Note that

\[
(68) \quad A_s|\xi\rangle = \left( \prod_{e \sim s} \xi_e \right) |\xi\rangle.
\]

Thus, the condition \( A_s|\xi\rangle = |\xi\rangle \) is identical to the constraint defining \( \Omega_{8\text{vx}} \subseteq \Omega \) as the set of configurations \( \sigma \) satisfying \( \prod_{e \sim s} \sigma_1 = +1 \) for all \( s \in V \). In particular, we may identify \( \mathcal{L} \) with a subset of \( \Omega_{8\text{vx}} \).

Translating the multiplicative constraints defining \( \mathcal{L} \) into linear constraints, one may use the same reasoning (rank-nullity) as for Proposition 4.1 to conclude that \( \dim(\mathcal{L}) = 4 \). Thus \( \mathcal{L} \) has the correct dimension for carrying two qubits. To see that it indeed does, we need to define operators \( X_1, Z_1 \) and \( X_2, Z_2 \) on \( \mathcal{L} \) which commute (for differing indices) and satisfy (65) (for matching indices). Let \( L_1 \subseteq E \) be the set of edges of the form \( \{(x, 1), (x + 1, 1)\} \) for \( 1 \leq x \leq m \). Thus \( L_1 \) is a horizontal path that wraps around the torus. Also let \( L_1' \) be the set of edges of the form \( \{(1, y), (2, y)\} \) for \( 1 \leq y \leq n \) forming a vertical ‘ladder’ around the torus. Define

\[
(69) \quad X_1 = \prod_{e \in L_1} \sigma_e^{(1)}, \quad Z_1 = \prod_{e \in L_1'} \sigma_e^{(3)}.
\]
Similarly let $L_2$ be the set of edges of the form \{(1, y), (1, y+1)\} for $1 \leq y \leq n$ and let $L_2'$ be the set of edges of the form \{(x, 1), (x, 2)\} for $1 \leq x \leq m$, respectively forming a vertical path and a horizontal 'ladder', and define

$$X_2 = \prod_{e \in L_2} \sigma_e^{(1)}, \quad Z_2 = \prod_{e \in L_2'} \sigma_e^{(3)}.$$  

One may check that these operators indeed have the desired properties, the key observation being that the paths share either zero or exactly one edge.

Let us briefly describe the error-correction properties of the code $\mathcal{L}$ on an intuitive level. Imagine that a message is encoded as an element of the space $\mathcal{L}$, but an error occurs in transmission so that the received message is no longer an element of $\mathcal{L}$. The most likely cause for this is that a minimal (non-zero) number of the constraints $A_s |\xi\rangle = |\xi\rangle$ and $B_p |\xi\rangle = |\xi\rangle$ is broken. By parity constraints, this minimal number is two (since $\prod_{s \in V} A_s = 1$ and $\prod_{p \in F} B_p = 1$). Suppose that $A_s_1 |\xi\rangle \neq |\xi\rangle$ and $A_s_2 |\xi\rangle \neq |\xi\rangle$. In terms of arrow configurations $\omega \in \Omega$, this means that $s_1$ and $s_2$ are faults, i.e. the total number of in- (or out-) pointing arrows is odd. Then, flipping all the qubits along a path between $s_1$ and $s_2$ gives an element of $\mathcal{L}$ again. It is plausible that the element we obtain in this way is the message that was sent.
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