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Involving and engaging people with learning disabilities on issues relating to their mental wellbeing can be challenging. This research explores how participatory design techniques and principles can be used to engage people with learning disabilities in designing technological solutions relevant to them that could monitor and aid their mental wellbeing. Specifically, we explore methods used in a series of co-design workshops to engage people with learning disabilities in the use of tangible interfaces for mental wellbeing. A variety of designs, sensors and interventions were explored during the workshops resulting in the development of multiple mental wellbeing interfaces. Furthermore, data collection trials using the developed interfaces have demonstrated the potential to collect real-world labelled sensor data. The co-design approach adopted for the design of the mental wellbeing tangible interfaces ensured that effective and suitable devices have been developed.

1 INTRODUCTION

Individuals with learning disabilities often experience mental wellbeing challenges but these are often overlooked and attributed erroneously to their learning disability (diagnostic overshadowing) or classed as challenging behaviour [24]. Diagnostic overshadowing often results in a significant impact on an individual’s likelihood of engaging with mental healthcare systems. Furthermore, many individuals with learning disabilities find it challenging to express the emotions they experience. Advances in sensors, embedded systems, edge computing and machine learning [75] can address these challenges by helping those with a learning disability to understand and express their emotions to others.

Recent advances in sensors, batteries and processing have resulted in an increase of pervasive computing technologies. However, many interfaces only include a limited range of sensors such as those measuring motion and Heart Rate (HR) and infrequently record this data, resulting in data that may not capture all of the wellbeing states experienced by users and is not sufficient to train machine learning classifiers. Furthermore, the vast majority of current interfaces that monitor wellbeing do not include methods that can serve as intervention to promote the regulation of negative emotions [25]. The possibility of a device to accurately monitor real-world wellbeing using multi-modal sensor data presents the possibility for automated interventions that are applied once poor wellbeing is inferred.

Tangible User Interfaces (TUIs) describe physical objects that are able to translate user actions into input events in the computer interface. TUIs enable people to interact with digital data through physical objects and are ideal to embed all of the necessary sensors and microprocessor to translate user actions in the real-world [65]. TUIs present an opportunity to develop novel devices going
beyond traditional wearables to enable unique interaction methods and encourage continued engagement.

We envisage a successful TUI that will enable mental wellbeing to be automatically monitored using multi-modal sensors embedded within the device. Once wellbeing has been inferred, it further enables the possibility of applying digital feedback to act as interventions aiming to automatically and gradually regulate emotions and improve wellbeing in real-time [77]. However, before it is possible to classify wellbeing, machine learning models must first be trained using large, labelled datasets. Even though real-world physiological sensor data is notoriously challenging to collect due to body movements impacting sensor data [16] and the challenging propositions of labelling at the point of collection, it is vital to collect data in different settings, and not just controlled 'synthetic' data from experiments to ensure the model and device can successfully operate in the "wild" (naturalistic settings).

To ensure TUIs are effective and usable by individuals with learning disabilities, co-design workshops have been conducted to design the interfaces and explore different sensing and feedback mechanisms with participants from the Nottingham Interactive Community for Education Research (NICER) group at Oak Field school, Nottingham, UK. The group is formed of adults with a range of learning disabilities who have a wide range of experience in evaluating enabling technologies including virtual environments and serious games.

The feedback from the workshops has been used to design and develop a range of tangible interfaces designed for both children and adults, embedding multi-modal sensors to monitor mental wellbeing. Tangible labelling techniques were also co-designed and were used by participants to overcome the traditional challenges when collecting real-world labelled mental wellbeing data. A series of focus groups followed to gather additional feedback further guiding the labelling approaches and commencing real-world data collection trials.

The remainder of this paper is organised as follows: Section 2 provides a literature review on co-design, TUIs and affective computing; Section 3 describes the co-design methodology to design and develop the interfaces and analysis of the workshops; Section 4 explores the design revisions of the interfaces; Section 5 describes the data collection method and findings; Section 6 evaluates the TUIs using focus groups and describes a revised data collection; Section 7 provides the discussion and Section 8 concludes and offers recommendations.

2 BACKGROUND
2.1 Co-Design

Co-design is closely connected with participatory design and is the methodology for actively engaging people directly involved in an issue, place or process in its design allowing them to make a meaningful contribution to the design process [15], [9], [30]. Co-design enables the reduction of the gap in knowledge between end users and researchers, allows non-designers to become equal members of the design team ensuring designer subjectivity is removed and the technologies developed are suitable for the target population [68], [52]. During the process, design tools are used to empower all of the participants to facilitate a 'joint inquiry' where 'problem and solution co-evolve' [63]. Co-design brings many benefits to the design of the project by helping the researcher better understand the challenges faced by users and any potential solutions [64], [60].

Co-designing helps solve real-world problems by bringing together people from different backgrounds into the design process, resulting in more inclusive design solutions. However, to work most effectively it is important to select appropriate methods and ways of working which need to match the project being designed and the potential users’ capabilities and limitations. Co-design
methods help make things that are normally unobservable through traditional interviews and focus groups available as resources for design [69], [20], [70], this can be achieved by:

- using visual, creative methods [49].
- physically making things helping people to explore, verbalise, remember and imagine [52].
- creating and telling stories helping to put things into context and providing a central way of sharing and communicating. Story sharing can be visual, verbal or include role play [49].

Co-design can be used to promote the inclusion of people living with disabilities when designing new solutions by including their personal experiences, making them more likely to take ownership of the final outcome [53]. People with learning disabilities may face barriers such as communication challenges when being involved in the co-design of new assistive technologies, resulting in co-design techniques needing to be modified to fit with participants’ abilities. To help reduce the challenges faced, a set of guidelines have previously been devised for co-designing with people who have autism spectrum disorders [21].

Co-design has previously been used to engage individuals with cognitive disabilities in successfully designing a picture-based remote communication system helping the participants move from passive onlookers to active participants[19]. Similarly, co-design workshops have engaged people with assisted living needs to develop technologies and services for new care solutions [71] and engaging autistic children in co-designing technologies [61]. Furthermore, co-design has been used to develop mobile applications with adults who have intellectual disabilities, highlighting that prototypes were required to deepen user engagement [59]. Overall, while involving users with learning disabilities in the design process produces additional challenges such as additional ethical considerations [62], it is imperative to ensure the solutions developed meet the needs of the potential users.

2.2 Tangible User Interfaces

TUIs present many opportunities to sense wellbeing by enabling individuals to interact naturally with digital information by manipulating physical objects [76], [75]. TUIs can take any form enabling them to ubiquitously become part of everyday interactions in comparison with graphical user interfaces. This type of embodiment enables people to have stronger emotional attachments with physical devices and interactive experiences than merely digital interfaces [40], [43].

TUIs for mental wellbeing can be used to enable the active self-reporting of current state of wellbeing using novel interaction techniques or a passive approach can be used to collect objective sensor data to infer wellbeing [78]. Many previous wellbeing TUIs have adopted an active approach such as recording emotions by squeezing an electronic ball [22]. Similarly, Subtle Stone [7], allowed users to record their emotions as colours. Participants liked the simplicity of representing emotions as colours, and the ability to privately share their emotions with trusted people but not the general population providing anonymity.

Alternatively, Grasp, which was been tested in a dentist’s office [27] measured how much force was exerted when participants squeezed and transmitted this data to a mobile app. By utilising force sensors to measure touch, Grasp enabled users to quickly and easily record their stress levels in real-time without self-reporting. Sensors such as force sensors and accelerometers to detect touch and motion have been shown to provide an intuitive method of interaction for tangible interfaces [27], [37], [44]. These sensors show the increased opportunities tangible interfaces present over devices such as smartphones by embedding a range of sensors to infer mental wellbeing. It is also possible to collect data using a hybrid approach where the self-reporting of emotions is combined with the passive collection of sensor data. Mood TUI [54], combined self-reporting with the recording of data from users’ smartphones including location, phone use and HR. The results demonstrate
the requirement of an accessible design when developing tangible interfaces as while participants found Mood TUI exciting they thought it was physically too large to continue using for extended periods of time.

2.3 Affective Computing

Recent development in machine learning are helping increase the accuracy in which mental wellbeing can be classified from sensory data [10]. There are numerous sensors that can be used to classify mental wellbeing when combined with sufficiently trained machine learning classifiers. A combination of small, reliable sensors and machine learning could result in interfaces that can accurately infer real-world mental wellbeing in real-time which may be extremely beneficial for those with learning disabilities who often find it challenging to communicate their emotions.

Non-invasive physiological sensors present a significant opportunity to monitor mental wellbeing. However, many physiological sensors traditionally used to collect mental wellbeing data such as electroencephalograms [4] are extremely challenging to use outside of controlled laboratory experiments. Electrodermal Activity (EDA) and Heart Rate Variability (HRV) sensors are especially beneficial when classifying real-world wellbeing as they are small sensors that directly correlate to the sympathetic nervous system [56] [55] [1]. Both EDA and HRV have been used in a device that aimed to measure stress [29]. The device took measurements over a five minute period and was successfully able to detect stress levels with an accuracy of 97.4%. Similarly, a personalised transfer learning approach has inferred mental wellbeing with 93.9% accuracy across 3 participants using HRV and EDA sensor data [73]. The results showed HRV and EDA are highly correlated when inferring stress, suggesting they are appropriate sensors to use in mental wellbeing tangible interfaces.

EDA, skin temperature, motion and phone usage data has previously been used to infer stress resulting in 81.4% accuracy, outperforming other machine learning models such as linear regression and support vector machine [67]. A 1-dimensional CNN has also been trained using EDA and blood volume pulse data to classify relaxation, anxiety and excitement[39], achieving between 70% and 75% accuracy.

Recently, Convolutional Neural Networks (CNN) Long Short-Term Memory (LSTM) models have been combined to infer emotions [33]. Physiological and environmental data including EDA, Heart Rate (HR), body temperature and noise was used to train the model which outperformed traditional deep learning models by around 20%. Deep learning demonstrates the ability to infer mental wellbeing, although it initially requires a large labelled dataset to train the models which can be challenging to collect [58].

Once mental wellbeing has been classified it is possible to automatically apply interventions as on-device feedback. There are numerous feedback actuations including visual, auditory, vibrotactile and temperature that can be considered for affective interfaces [2]. Good vibes [34], the Relax! pen [17] and Doppel [6] all used haptic feedback to reduce stress. These studies show participants remained less stressed when using the devices compared with control groups when in stressful situations demonstrating the benefits of haptic feedback in improving mental wellbeing. Haptic feedback can further be utilised as a breathing pacer. Miri [41] found that the development of a personalised routine where users find the breathing frequency comfortable was more important in relaxing users than the placement of the feedback itself. This demonstrates the benefits of haptic feedback to passively calm users and actively aid relaxing breathing practices.

Many existing approaches have not classified wellbeing to issue feedback but instead mirrored physiological reactions back to users for their reflection [47]. Visual feedback in the form of flexible wrist-worn displays have been developed enabling users to view real-time representations of their
physiology [66]. However, the use of a thermochromic display resulted in the visualisations being ambiguous and potential privacy concerns as other people could easily view the wearer’s emotions.

Somaesthetics has also been used as a method of combining bodily experiences with aesthetic appreciation presenting many opportunities for expressing mental wellbeing [72]. The Breathing Light [31] created an enclosed space where light dynamically changed with the user’s breathing patterns enabling deep reflection. The Breathing Light provided a more calming alternative for visual feedback but may be challenging to adopt in real-world environments. Similarly, BrightHearts is a biofeedback mobile app that changed patterns, colour and sound with the user’s HR, helping people become self-aware of their wellbeing and assisting them in relaxing [35]. Somatics has additionally been used to translate EDA data into felt experiences through changes in temperature [3]. Wearer’s of the device found the cooling sensation triggered by changing arousal levels to be pleasant. The use of varying temperatures as feedback is a novel method that when paired with additional sensors to better monitor wellbeing could provide subtle calming feedback that may help improve wellbeing.

Alternatively, therapy animals have been used to provide biofeedback. Therapy animals such as Paro [57] are commonly used by the elderly to reduce loneliness. Force sensors enable the location and force of users’ touch to be used to make the feedback relevant to the user input. Paro has provided effective therapy by helping to reduce stress in a day service centre for elderly adults [5], increasing users’ social interactions and improving users’ reactions to stress [57].

This research demonstrates the potential impact tangible interfaces can have when inferring emotions and providing real-time feedback. However, much of the existing research has either only explored the classification of wellbeing or the application of interventions. There has been little research on the co-design and development of tangible interfaces for mental wellbeing data collection, inference and real-time feedback.

3 CO-DESIGN WORKSHOPS

Two co-design workshops have been conducted with the aim of designing mental wellbeing tangible interfaces. Each co-design workshop was conducted with a primary researcher and an experienced facilitator with many years experience in running co-design workshops. All participants were members of the NICER group with varying physical and cognitive disabilities. Co-designing with people with learning disabilities presents additional challenges - such as issues regarding informed consent and the nature of their cognitive disability, including communicational and memory issues, which might challenge their full participation. However, it is imperative for the voice of end users to be heard and many of the challenges can be overcome by developing a co-design methodology catering for the requirements of people with learning disabilities.

The aim of the workshops was not to achieve one design with specific sensors, instead we expected a range of different devices to be proposed to suit the needs of all potential users. The co-design workshops aimed to explore the following research questions:

1. What designs would users prefer for mental wellbeing tangible interfaces?
2. What are the different sensors that users would want to interact with?
3. How do users believe on-device feedback could help improve their mental wellbeing?
4. How can the interfaces be used to collect real-world data?

The following participants were involved within the two co-design workshops. The first workshop comprised of six participants; four males and two females who have previously been involved with multiple research projects and are experienced co-designers. The second workshop comprised of 8 participants; five males and three females who again have are experienced co-designers. Table 1
shows the characteristics of the participants including those who have Williams Syndrome (WS), Down Syndrome (DS) and Autism along with gender and level of learning disability.

| Table 1. Participant characteristics |
|-------------------------------------|
|                                    |
| Mean age at 2020 in years (SD)     |
| Total (N=9)                        |
| WS (N=2)                           |
| DS (N=4)                           |
| Autism (N=1)                       |
| 34.4 (9.1)                         |
| 38.5 (0.71)                        |
| 39.75 (7.3)                        |
| 18                                 |
| Gender N (%)                       |
| Male                               |
| 6 (66.7)                           |
| 2 (100)                            |
| 2 (50)                             |
| 1 (100)                            |
| Female                             |
| 3 (33.3)                           |
| 0 (0)                              |
| 2 (50)                             |
| 0 (0)                              |
| Level of learning disability N (%) |
| Moderate                           |
| 1 (11.1)                           |
| 0 (0)                              |
| 1 (25)                             |
| 0 (0)                              |
| Severe                             |
| 8 (88.9)                           |
| 2 (100)                            |
| 3 (75)                             |
| 1 (100)                            |

3.1 Methodology

A common issue with the development of mental wellbeing technological solutions is the lack of ethical considerations [48]. To ensure the co-design workshops were inclusive for participants with learning disabilities and caused no harm to participants all discussions were short and a range of interactive tasks were designed to increase engagement. The following five affordances used within the co-design workshops were designed to support participants’ decisions and compensate for their disabilities based on established methods and the extensive previous experiences of running co-design workshops with participants who have learning disabilities [14], [12]. The co-design sessions were recorded for future analysis as granted by Nottingham Trent University, ethics application 18/19-43V2.

3.1.1 Introduction and demonstration. When conducting co-design workshops with participants who have learning disabilities it is imperative to ensure all participants fully understand the goal of the workshop to improve communication. To ensure this, an experienced facilitator introduced the session by clearly explaining the concept of mental wellbeing tangible interfaces.

In the co-design processes the adage "show me don’t tell me” [15] is often used resulting in previously developed prototypes such as the cube shown in Figure 1 being demonstrated to the participants, as existing prototypes can help the participants to understand the feasibility of developing new interfaces. Each prototype embedded similar sensors including 9 Degree of Freedom Inertial Measurement Units (9-DOF IMU) to measure motion, Force Sensitive Resistors (FSR) to measure touch, HR sensors and EDA sensors to measure physiological changes.

Fig. 1. Original mental wellbeing interface prototype embedding EDA, HR, IMU, FSR and buttons.
3.1.2 **Storyboarding and drawing.** The design of the interfaces was explored next. To help compensate for the participants’ learning disabilities, real-time storyboarding was completed where prompts were presented to participants to expand upon, promoting communication. During storyboarding, participants were able to discuss their opinions on the existing interfaces previously demonstrated and share their ideas for new interfaces.

In co-design, methods are used to help participants ‘say, do and make’ [51]. This helps us deepen our engagement with people and strengthens the insights we are able to gather. Using this approach participants were invited to draw their own interfaces using pen and paper to help promote ideas for new interfaces. This enabled the participants to creatively express their design ideas without the need to verbalise, which those with learning disabilities can find challenging.

3.1.3 **Real-time 3D printing.** The process of showing participants with a learning disability how their design decisions have a direct real world consequence in a rapid and concrete way was developed in an earlier study and replicated here [13]. 3D modelling software was used to demonstrate how the interfaces can be designed and printed to make concrete the relationship between the participants’ decisions and the tangible interface produced. The participants voted to 3D print a torus and a cylinder as new interfaces during the workshop due to their simple design, being easy to hold and ideal in which to embed the physiological sensors. Creating the interfaces during the workshops resulted in a deeper and more practical understanding about the participants’ experiences [51].

![Torus interface selected to 3D print during the co-design workshop](image)

3.1.4 **Prioritising requirement cards.** The potential features of tangible interfaces were next explored as it is imperative to understand what features users most require to ensure successful devices are developed. A card based approach was used that enabled participants to physically order the features they believed were most required. This approach was based on the generative research approach [50] to combine participatory exercises with verbal discussion during the creative idea generation phase. Six cards were provided to each participant stating a specific requirement for tangible interfaces including: ease of use, makes me feel better, design, battery life, physical size and understands how I am feeling. Each of the six requirements were explained to the participants by the researcher and experienced facilitator to ensure they fully understood the meaning of the requirements and their role in prioritising the requirement cards.

3.1.5 **Interactive electronics.** When exploring new technological solutions, providing demonstrations is necessary to ensure all participants understand the functionality and how the technology can be used, thereby improving confidence and communication.

During the session a range of non-invasive, easy to use sensors that could be used in real-world environments [2] were explored through interactive demonstrations, ensuring participants
understood their functionality by allowing them to test each of the sensors. A HR sensor was first explored where participants were able to place their finger on the sensor and lights would flash at the same rate as their pulse. An EDA sensor was also explained as it functions in a similar way to the HR sensor with participants having to place their fingers on the sensor. A Force Sensitive Resistor (FSR) was demonstrated next, as participants pressed harder on the sensor it caused a haptic motor to vibrate. Finally, a 9-DOF IMU was demonstrated inside a ball; as participants shook the ball it would vibrate. Overall, this method of exploring the sensors promoted participants understanding and enabled them to experience how the sensors will be used in future interfaces.

Varying forms of feedback to act as real-time interventions were then explored giving participants time to reflect and express their feedback between demonstrations. Visual feedback continued to be explored following the use of multicoloured LEDs to demonstrate the HR sensor. Participants were shown multiple examples including one device where different colours represented different emotions. Auditory feedback was also demonstrated where a speaker was used to play calming sounds from nature. Haptic feedback was the last intervention explored; four different feedback patterns were demonstrated to each of the participants who held the vibration motor to experience the different sensations. The exploration of feedback interventions through interactive sessions enabled all participants to experience each of the feedback mechanisms, allowing them to provide personal insights and share their immediate impression of each feedback.

3.2 Analysis

After the workshops, the designs, priorities and feedback was collected and analysed. Video and audio recordings of the sessions were also analysed using theory-driven thematic analysis [11]. During thematic analysis, codes are used to describe specific topics from the recordings and then themes are created from the codes to answer the four research questions.

When conducting thematic analysis of the video and audio data, whenever a possible feature to include or exclude was discussed, it was coded. This approach highlighted all of the recommendations suggested by potential users during the co-design workshop and the justification of each feature.

After coding the workshop, similar codes were grouped together to create initial themes. Each theme contains feature suggestions or restrictions answering the initial questions used to create the codes. Each code was then checked within the themes to ensure its suitability, resulting in minor changes to the themes. The thematic analysis process resulted in seven themes created from the codes which were all consistent and represented the feedback from the workshops.

3.3 Findings

For each of the seven themes discussed, relevant excerpts from the recordings are provided to highlight the opinions of potential users experiencing mental wellbeing challenges. The complete list of recommendations organised by themes is shown in Table 3.3.7.

3.3.1 Design and Personalisation. When considering the design of the interfaces size was a key factor, it was stated the interfaces should be "not too big and not too small". The size of the existing cube prototype was liked by participants with them stating "like that size" when referring to the size of new interfaces. However, when discussing compromises with size all participants agreed they would prefer slightly larger devices with additional sensors, stating "a big device with everything... would be really handy". Participants also wanted the ability to use it anywhere including at home or at work so a rechargeable battery is necessary.

When exploring the existing prototypes opinions varied as to whether the hard 3D printed shapes or the soft interfaces were preferred with most participants suggesting softer devices for younger
children and 3D printed interfaces for older children and adults. The colour and personalisation of devices was repeatably mentioned by participants and in particular it was stated the devices should "not be black and white" for children and participants would like the ability for the devices to "change different colours". When asked whether everyone could use a similar device or whether personalised devices would be required, participants suggested the idea of a base interface being developed that can then be customised with cases making the device more personal.

3.3.2 User engagement. When considering potential users of the device, children were suggested multiple times throughout the workshops. It was agreed that younger children aged around 5-8 (middle childhood) would be engaged by softer interfaces stating "these are for the kids". It was also stated that the larger softer devices may be more appropriate for younger children with less parts to break or chew. The 3D printed interfaces were considered less appropriate for children but would be more engaging for older children and adults to use during everyday life due to their inconspicuous design.

When drawing future interfaces, a novel method to personalise the interfaces by attaching extensions that contain additional sensors or feedback was devised to increase engagement. The addition of extensions would enable the devices to adapt to the user enabling the most beneficial sensors and feedback to be included on an individual basis.

3.3.3 Sensor Inputs. When the device inputs were explored, participants were successfully able to use all of the tested sensors. Participants found the IMU and FSR sensors the easiest and most natural to use. However, not all sensors would be appropriate for children, such as the heart rate sensor, as children would not be able to keep their finger continuously touching the sensor for the device to accurately measure changes in heart rate [74]. It was suggested that physiological sensors should be reserved for the 3D printed interfaces and not the soft interfaces, where children in particular may continuously move their hands preventing accurate readings.

The ability for the interfaces to record messages was a popular request for the soft interfaces. Participants stated they would like to "talk to it about how you feel" and they would "want it to record what is being said ... and play it back". Participants believed the soft toy-like interfaces could act as friends for children where they could express their emotions.

The use of accelerometers to measure motion was well received with participants, finding it useful for the device to recognise how it is being handled such as being bounced or thrown. Accelerometers could be easily embedded within all interfaces, with participants believing the manner in which the devices will be interacted with will be different depending on the user’s state of wellbeing. Similarly, force resistive sensors to measure touch could be embedded within both 3D printed and soft interfaces. The ability to measure touch is useful as participants believed stroking the soft interfaces was relaxing as it simulated stroking a pet. The way in which the device was touched was also suggested as a mechanism to indicate wellbeing, with users potentially squeezing the device harder when angry. Participants enjoyed interacting with touch to activate the feedback, such as pressing hard to enable the visual and haptic feedback as they found this method of interaction intuitive. Overall, the touch sensors and accelerometers were preferred by participants as they were simple to interact with and can be embedded within all interfaces for all potential users.

The inclusion of buttons within the interfaces was proposed, with participants liking the buttons to fidget with to potentially improve wellbeing and to initiate feedback. A keyboard input was also suggested, although inclusion of this feature would result in the keys performing the same function as buttons. The majority of the inputs suggested can be implemented using force sensors to measure touch, stroking and squeezing, IMU to measure shaking, HR sensor to measure heart rate and buttons for fidgeting.
3.3.4 Feedback. When considering outputs, the ability for the devices to make sounds was frequently mentioned. Participants liked the audio feedback playing calming sounds but it was suggested that alternative sounds could also be played to improve mood. Participants believed the ability for interfaces to play calming sounds, music, stories or recorded messages may greatly help improve wellbeing. Guided relaxation was also explained to participants as a potential method to assist relaxation, which participants preferred along with recorded messages. However, a common criticism with the auditory feedback was the quality of the reproduced sound. This could be improved by using a larger speaker, although this would increase the physical size of the device to larger than what participants believed would be comfortable.

Visual feedback was suggested multiple times throughout the workshop, suggestions included "letting people see different shapes and colours", "make it flash either once or twice", "different colours like traffic lights", "lights up bright colours" and "disco lights". When participants designed their own interfaces, the majority included lights activated through either buttons or touch. Visual feedback was most popular choice for inclusion in the children’s interfaces where it was suggested that lights should be included throughout the interfaces to make them easy to see with "different shapes and colours of lights". Participants found the inclusion of lights to be vital in making the interfaces more engaging as well as helping them to feel relaxed. Varying combination of lights were trialled with participants preferring light matrices rather than individual LEDs, enabling different patterns to be displayed in addition to varying colours. However, when participants were shown an example where different colours represented different emotions, some were not able to understand the concept that different colours could be used to represent different emotions. This suggests that visual feedback can be used as a distraction technique aiming to improve wellbeing but not to convey information to those with a learning disability.

The possibility of embedding a screen within the tangible interfaces was suggested to show pictures and "sometimes show happy, sometimes show sad faces" dependent on the participant’s inferred state of wellbeing. While participants suggested adding a screen, they also suggested that directly showing measures of stress through the feedback may induce additional stress, as has been previously found [38]. To ensure no additional stress is caused, visual feedback should only be used to display varying patterns to aid relaxation.

All participants preferred haptic feedback in comparison to the other feedback mechanisms. Upon first experiencing the haptic feedback, participants stated "I love it" and "it’s amazing". When testing different haptic patterns the majority of the participants preferred pattern 1, which involved long subtle consistent vibrations compared with the second most popular choice, pattern 4, which involved short sharp fast vibrations stating "It’s quite soft" and "that’s better". It is not unexpected that pattern 1 was most preferred due to its slow relaxing nature, however it was surprising that pattern 4 was the second favoured pattern due to its harsh nature that would not usually be considered relaxing as shown in Figure 3. When comparing haptic feedback patterns, one participant stated "all the rest are harder number four is soft", showing that it may be necessary to personalise haptic patterns on an individual basis. Participants also suggested the haptic feedback patterns should remain slow, potentially slower than the user’s heartbeat, to ensure they are relaxing. A potential challenge with haptic feedback is users’ becoming accustomed to the sensation, although the continuous variation of patterns 1 and 4 helped to alleviate this issue which users’ believing it would help them become more aware of their emotions and help them remain calm.
Finally, participants made suggestions regarding the ability of the devices to move and change shape. Participants requested the ability for the interfaces to change shape, stretch or "become rounder". Flexible electronics may enable the interfaces to move in this way using motors, although changing shape remains challenging for 3D printed devices.

Overall, participants suggested numerous outputs for the design of future devices. Based upon user feedback, haptic feedback is a key intervention that could be played when HR increases and should continue to be explored as all participants found it relaxing and preferred similar vibration patterns. Visual, haptic and auditory feedback can all be embedded within future devices, although shape shifting may be more challenging and the addition of a screen would require careful consideration to ensure it does not induce further stress. Overall, participants believed by including these feedback mechanisms future interfaces could improve their wellbeing in real-time.

3.3.5 Labelling. Methods to label the sensor data were also discussed, as in order to train computational models to infer mental wellbeing a labelled dataset containing the sensor data along
with the user’s state of wellbeing is required. It is necessary to label sensor data at the point of collection as it cannot be labelled offline like other forms of data. On-device labelling simplifies the process of self-reporting by not requiring additional materials, such as questionnaires, and its ease of access promotes frequent labelling.

A variety of buttons, sliding potentiometers and force sensitive resistors were all demonstrated as on-device methods to label wellbeing. All participants preferred buttons stating “I do think they would be better” as they were the easiest to use, in particular using different buttons to represent different emotions. When considering the best methods to represent the buttons, Makaton was suggested which is a language programme that uses signs together with symbols to enable communication [26]. Additionally, different coloured buttons to represent different emotions were explored, such as green and red buttons to represent positive and negative emotions respectively. Using different coloured buttons to label emotional states is easy to use for all participants but the number of labels would be limited to ensure simplicity for those with learning disabilities.

3.3.6 Limitations. During the workshop numerous limitations were discussed but all participants considered it highly important that the interfaces did not appear as a medical device in order to reduce stigma. When a participant previously used medical sensors they stated “I felt awful, I was panicking...the first time I thought I’m not doing this”. This makes it vital that any physiological sensors and feedback mechanisms within the interfaces are non-invasive, easy to use and inconspicuous, as to not induce additional stress. As the sensors explored during the workshop were all small and unobtrusive, participants believed they were ideal to monitor real-world mental wellbeing. By developing wellbeing interfaces for the general population, as well as for those experiencing with mental health challenges, it will reduce the associated stigma by ensuring the devices are suitable for all.

When exploring haptic feedback, all participants liked the varying haptic patterns but when initially experiencing the full powered constant haptic motor, it was “too much” for one participant, while another did not like the noise when the motor vibrated against the table. This demonstrates that while haptic feedback was enjoyed and should be explored, the haptic patterns played within the devices can have a major impact on enjoyment and wellbeing. On the other hand, when the haptic motor was embedded within a large soft toy one participant could not feel the motor, showing a careful balance is required to ensure the haptic feedback can be felt within the interfaces but is not overpowering.

Finally, participants stated they would like to have all of the sensors and feedback within one device, however this would drastically decrease battery life and increase the size and cost of the interface. The soft interfaces contain ample space to embed a variety of sensors and feedback. However, the 3D printed interfaces are very limited in space especially if they are designed to be small enough to use in the real-world, resulting in only those sensors and feedback preferred by the majority of participants being included.

3.3.7 Communication. During the workshops, lack of communication skills was a theme that appeared throughout. Frequently participants would require prompting when discussing specific topics, for example when explaining which sensors would be most appropriate for use. There was a large variation in the communication skills within the group, with some participants elaborating on their feedback in great detail and others who frequently replied with one-word answers, simply nod or shake their head or always agree with the other participants. These are challenging issues to overcome as some participants may not feel comfortable in expressing their opinions in groups, although the involvement of an experienced facilitator who understood the commonly occurring communication issues for this group, along with the use of interactive activities during the co-design workshops, helped improve communication with all participants.
Providing initial prototypes for participants to explore aided their understanding of the potential uses for the devices helping them to communicate new ideas and features. The interactive sessions were all received extremely positively. These sessions helped participants gain a clearer understanding of the interfaces and the technologies used within them, helping many to better communicate their ideas and hence provide qualitative data to help answer the research questions.

Drawing new interfaces helped some participants creatively express their ideas that they were not able to verbally communicate such as the sensors and feedback they believed were most important, although other participants struggled to draw an example device. 3D printing during the workshops helped demonstrate how the interfaces are developed and encouraged all participants to consider how different shaped interfaces could be used. This process helped participants make a concrete connection between their design decisions (their drawings) and how this had a direct impact on the outcome (3D printed interface) [13]. Ranking features of the interfaces was slightly more challenging for some participants, although after additional guidance the majority of participants successfully prioritised the features. This helped them express what functionality they believed was most important without needing to verbally communicate. Finally, exploring the sensors and feedback was enjoyed by all and the analysis of the video showed it greatly improved attention and engagement in addition to aiding the understanding of each technology. Demonstrating how the electronics work during the co-design workshop aided participants’ understanding of how the devices are developed and helped them make realistic suggestions regarding the design of future tangible interfaces.

- **Design and Personalisation**  Battery life The interfaces must include a rechargeable battery that can power the device throughout the day where it can be used in real-world environments but must also remain small enough to fit within the interfaces.
  - Colour The interfaces should be developed in a variety of colours enabling them to feel personal.
  - Shape A variety of shapes including 3D printed interfaces and softer interfaces such as children’s toys should be developed to cater for all potential users.

- **User Engagement**  Children Soft children’s toys should be developed that embed the necessary child friendly electronics and interventions such as visual and haptic feedback to improve engagement.

- **Extensions**  Develop a fundamental interface that can then be expanded upon to customise the sensors and feedback on an individual basis.

- **Sensor Inputs**  Physiological Sensors to measure physiological changes such as HR and EDA should be utilised to help the inference of wellbeing but their use may not be suitable in soft children’s interfaces.
  - Motion Accelerometers to measure motion can easily be embedded within all interfaces and may show how device interactions differ with mood.
  - Touch The ability to recognise where and how hard the device is touched may help infer wellbeing
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with stroking possibly providing relaxation.
Buttons Buttons to promote fidgeting or to activate feedback should be included to improve individuals’ wellbeing.
Microphone It may be possible to infer wellbeing via voice although this imposes privacy issues.

- **Feedback Sound** Calming sound, guided relaxation, stories or voice recordings could be played to aid relaxation.
- **Haptic** Calming haptic feedback patterns can be played when a user is stressed to help improve wellbeing.
- **Visual** Lights can be displayed in various shapes and colours to convey information or act as a distraction to calm users.
- **Movement** Motors make it possible for interfaces to physically move or change shape providing tactile feedback to improve wellbeing.

- **Labelling** Techniques Buttons were the simplest method to label wellbeing in real-time although only a small number of buttons can be embedded within the interfaces limiting the labels.

- **Representation** Different coloured buttons enable users to easily distinguish between the labels, Makaton symbols were also considered but may be more challenging to interpret.

- **Limitations** Size The interfaces need to remain small enough to be portable while also embedding the required sensors and feedback. Individuals may have their own preference to which sensors and feedback function most effectively resulting in personalised devices.
- **Stigma** It is vital the interfaces do not resemble medical devices to make them ubiquitous and reduce stigma as the interfaces should benefit anyone experiencing poor mental wellbeing.
- **Haptic sensation** It is vital haptic feedback can be felt within the interface but it must also not be overpowering to ensure it has a positive impact on wellbeing.

- **Communication Prototypes** The development of initial prototypes aided the understanding of the functionality required within the interfaces, improving communication.
- **Interactivity** Interactive sessions improved engagement and enabled greater communication regarding the design, sensors and feedback for wellbeing interfaces.

### 3.4 Requirements

During the first workshop participants also explored the requirements of tangible wellbeing interfaces, Table 3 shows the order in which five participants prioritised the requirements during the first workshop as one participant was unable to complete the task.

Each requirement, was given a score dependent on the order each participant placed the requirement, where the highest priority was given a score of six and the lowest one. The most prioritised requirement was *makes me feel better* (22), closely followed by *ease of use* (21), then *battery life* (19), *size* (16), *understands how I feel* (14) and finally *design* (13). This shows that the participants all value the feedback the device could provide to make them feel better as the highest priority. However, this would first require the device to understand how the individual is feeling which was second least prioritised feature, possibly showing a lack of understanding of the “*understands how I am feeling*” requirement. This is not unsurprising as this requirement is the most complex and requires the understanding that a computer model is capable of interpreting emotions. *Ease of use* was the second highest rated priority showing it to be highly valued amongst all participants. *Battery life* and *size* followed, although this greatly varies between participants, with some participants rating them as the highest priority and others rating them as the lowest priority. The lowest overall
Table 3. Participants’ tangible interfaces priorities ordered from highest to lowest priority

| Participant 1 | Participant 2 | Participant 3 | Participant 4 | Participant 5 |
|---------------|---------------|---------------|---------------|---------------|
| Ease of use   | Battery life  | Makes me feel better | Size         | Battery life  |
| Makes me feel better | Makes me feel better | Understands how I am feeling | Makes me feel better | Ease of use   |
| Design        | Ease of use   | Ease of use   | Understands how I am feeling | Size         |
| Battery life  | Design        | Size          | Battery life  | Design        |
| Size          | Understands how I am feeling | Design       | Ease of use   | Understands how I am feeling |
| Understands how I am feeling | Size          | Battery life  | Design        | Makes me feel better |

priority was design which was unexpected as participants previously enjoyed exploring the different prototypes suggesting they possibly did not fully understand the implications their design decisions have on the functionality of the resulting devices.

3.5 Conclusion

The co-design workshops helped establish the requirements of TUIs such as the inclusion of HR, EDA, force sensors and accelerometers, as well as the preference for haptic feedback to improve wellbeing which can be embedded into future prototypes. Highly important feedback regarding the design of the interfaces was also provided as a range of interfaces should be developed that include soft devices for children and 3D printed shapes which should be portable and not resemble medical devices. Overall, the use of interactive sessions improved participants’ ability to understand the interfaces and communicate valuable feedback on the design, relevant inputs and outputs and methods to label the sensor data for training machine learning classifiers.

4 DESIGN REVISIONS

Following feedback gained during the co-design workshop a number of prototypes were developed and categorised into soft toys for young children aged 5-8 (middle childhood) as this is when children develop relevant social, emotional and cognitive skills [28] [46] and 3D printed interfaces for older children (8+) and adults. Age is an important factor to consider when developing tangible interfaces for children to ensure they are approachable and engaging, helping to reduce stigma with mental wellbeing tools. Privacy was a key consideration when developing the interfaces. Therefore, the devices do not communicate with any external devices as all data processing and storage is local. Additionally, microphones were not included within the interfaces to capture audio data as the continuous recording of voice to infer wellbeing is highly sensitive and may raise privacy concerns [36]. Speakers were also dismissed due to the requirement for large speakers to play better quality audio.

Initially, the soft children’s prototypes were developed. Learning from the feedback from the co-design workshops, physiological sensors were omitted from these interfaces, instead only touch and
motion interactions would be measured. An FSR was initially explored to measure touch, however the rigid shape of the sensor and limited contact space reduced its potential. Conductive fabrics were then explored as an alternative capacitive sensor to measure resistance. Conductive fabric can be shaped to cover the entirety of the interface enabling all touch interactions to be detected. Using conductive fabric as a capacitive sensor enables the location and pressure of interactions to be measured with the same accuracy as an FSR, while additionally enabling all of the interface’s surface to be monitored. To measure motion a 9-DOF IMU continued to be used as its small size and inclusion of an accelerometer, gyroscope and compass provides a large sample of data to monitor interactions. Figure 5 shows the sensors connected to a breadboard as used in the co-design workshops, compared with the sensors placed within the prototype interfaces.

Fig. 5. IMU and FSR connected to microcontroller on a breadboard (left), compared with capacitive sensor and IMU soldered to a microcontroller (right).

Next, the 3D printed interfaces were developed for older children and adults. The physiological sensors including the HR and EDA sensors explored during the co-design workshops performed well and would be beneficial for monitoring wellbeing, however the large size of the EDA sensor was problematic. Conductive materials were explored to build a conductive surface to measure skin conductance. A conductive PLA used to 3D print the interfaces was tested as the possibility of printing a conductive surface would enable the surface of the interface itself to function as an EDA sensor. However, after exploring multiple conductive filaments, none were sufficiently conductive to function as an EDA sensor. It is possible to use other conductive materials as an EDA sensor to measure skin conductance rather than conductive filament, although when using conductive fabric as an EDA sensor the resistance was noticeably lower than the original EDA sensor. Due to the limited nature of conductive materials to function as a reliable EDA sensor, the original EDA sensor in addition to the HR sensor were soldered to the microcontroller creating the electrical components for the 3D printed interfaces as shown in Figure 6. The placement of the physiological sensors within the interfaces was greatly considered to ensure the user’s thumb and fingers would be ideally placed to rest on the sensors.

Fidgeting tools were also suggested for the interfaces. When experiencing poor mental wellbeing, people often fidget with objects as fidgeting is a natural response that helps regulate stress [42], [32]. Previous research shows squeezing interactions are preferred by children when angry but boredom was the most prevalent emotion to trigger fidgeting and clicking was preferred when bored [18]. This demonstrates that the fidgeting buttons enjoyed during the co-design workshop are a beneficial addition and should be embedded within mental wellbeing TUIs.
All of the sensors were soldered to an Arduino nano microcontroller due to its small size and wide compatibility with an array of sensors. A battery was also connected with each of the devices providing over 10 hours of continued use in addition to an SD card reader to record all of the data. An example schematic for the 3D printed interfaces is shown in Figure 7.

FIG. 7. Schematic showing microcontroller connections with IMU, HR sensor, EDA sensor, SD card and battery.

Overall, six prototypes were developed including both 3D printed shapes and soft interfaces. A soft ball and teddy were designed to cater for all children, while a soft cushion embedded a large skin conductance sensor created from conductive material to enable its performance to be evaluated. The 3D printed interfaces included 2 cubes as these are easy to hold, in addition to the torus shape selected during the workshop. The sensors within the devices vary with each device additionally including one green and one red button to label positive and negative emotions respectively, as shown in Table 4.

5 DATA COLLECTION
The data collection approaches were continued to be co-designed during focus groups with the NICER group members and teaching support staff. Initially, it was explained to all participants (via the experienced facilitator) that before a computer model can infer their emotions, sensor data along with self-reported labels were required to train the models. Potential methods to collect a labelled dataset were then explored with the group. Participants agreed with the findings from the collaborative workshops that buttons presented the simplest method of self-reporting and
Table 4. Developed wellbeing TUIs for real-world sensor data collection

| Device       | Image | Description                                                                                                                                 |
|--------------|-------|--------------------------------------------------------------------------------------------------------------------------------------------|
| Ball         | ![Ball Image](image) | A soft ball embedding 9-DOF IMU to measure motion, force sensors to measure touch and Multi-coloured LEDs to perform visual feedback       |
| Cube (touch) | ![Cube (touch) Image](image) | A 3D printed cube embedding a 9-DOF IMU, capacitive touch, HR and EDA sensors and haptic feedback                                           |
| Cube (buttons) | ![Cube (buttons) Image](image) | A 3D printed cube embedding a 9-DOF IMU, fidgeting buttons, HR and EDA sensors and haptic feedback                                       |
| Teddy        | ![Teddy Image](image) | A soft teddy embedding a 9-DOF IMU and capacitive touch sensor and visual feedback                                                          |
| Torus        | ![Torus Image](image)  | A 3D printed torus embedding a HR, EDA, 9-DOF IMU and capacitive touch sensor and haptic feedback                                               |
| Cushion      | ![Cushion Image](image) | A soft cushion embedding a EDA, 9-DOF IMU and capacitive touch sensors and haptic feedback and visual feedback                              |

participants preferred the use of different colours to represent different emotions. While some participants suggested three labelling buttons for positive, neutral and negative emotional states, the majority found this confusing and preferred two buttons to represent positive and negative emotions.
To resolve the lack of on-device labelling mechanisms while ensuring the interfaces are still easy to use, the use of a paper diary was also suggested to additionally record wellbeing, allowing for a larger range of emotional states to be captured and to ensure the on-device labelling techniques are used correctly. Potential emotions and their representations were discussed and co-created, with emojis being favoured by the majority of participants to represent five different emotions including happy, neutral, sad, stressed and frustrated. This approach was led by the experienced facilitator.

5.1 Method
Six participants each used one of the tangible interfaces over a two-week period. Participants were instructed to use the red and green buttons to label negative and positive states of wellbeing respectively whenever using the interface. In addition to being given a device to use in their home and college environments, each participant was provided with a diary to record their emojis as shown in Figure 8.
To ensure the diary was easy to use, five emotions (happy, neutral, sad, stressed and frustrated) were represented using emojis, ensuring emotions from each of the four quadrants from Russell’s circumplex [45] were included as shown in Figure 9. Each page of the diary consisted of three sets of emotions enabling labelling each morning, afternoon and evening of the data collection period.

5.2 Findings

After the two-week data collection period the devices along with the diaries were collected for analysis. One participant had to be immediately excluded due to the unexpected circumstance of their dog chewing the device. The remaining five participants completed their diaries and successfully used the device every day during the two-week period. However, upon evaluation of the diaries and the on-device labels it was shown that three of the five remaining participants were consistently reporting their emotion as happy or neutral throughout the two-week data collection period and never reported negative emotions. One of the participants who recorded negative emotions only recorded two instances of such affect states during the two-week period, while the final participants added text to justify their selection of emotion and subsequently reported the most negative emotions.

When comparing the button labels with the diary entries some anomalies were discovered where the red button had been pressed to record a negative emotion, but a positive emotion was recorded in the diary. This potentially shows the difficulty of using buttons to label data as participants may use the buttons as a fidgeting tool rather than their intended purpose to label the data. The participant who recorded two negative emotions frequently changed their label in a short period of
time confirming that buttons were potentially purely viewed as methods of interaction rather than a labelling technique. At other times the same participant recorded a label for around 30 seconds then recorded a different label for over a minute showing either their emotion changed frequently, or it took an extended period for the participant to correctly label their wellbeing state. A potential challenge is that when users are stressed they may not pay much attention to correctly labelling their wellbeing states. Overall, the lack of negative emotions during this data collection trial in both the diaries and the on-device labels resulted in a biased dataset which is not sufficient to train machine learning classifiers and demonstrates that participants require further training on how to use the interfaces and labelling method. A potential explanation to the overwhelmingly positive recorded emotions suggested by an experienced teacher of students with learning disabilities is that participants with a learning disability are often keen to please researchers and give positive responses to questions. To address this issue alternative methods have to be devised to gather their affect states.

6 EVALUATION

6.1 Focus Group

After the data collection trial, another focus group was held where the participants who partook in the data collection study, along with other members of the NICER group, were provided with the opportunity to give feedback both on the tangible interfaces developed and the diary used to provide additional self-reported labels.

During focus groups participants stated that the six tangible interfaces developed thus far are suitable for potential users. The use of the two embedded buttons to label the data was considered appropriate and easy to use. Additional suggestions to improve the devices included changing the colour of the devices and adding a light to make it easier to see which colour button had been pressed, although this could lead to participants selecting a button based upon their colour preference rather than their current wellbeing state. Adding additional buttons to all of the interfaces, that can be pressed at any time to help alleviate stress and used in the manner of fidgeting buttons was also suggested.

Participants stated using the device made them feel happy with the fidgeting buttons, helping them feel calmer. Teachers and end users agreed they liked the shapes of the 3D printed interfaces in addition to liking the ubiquitous nature of the devices with the sensors being embedded within softer objects such as cushions and teddies. Overall, the devices were found to be suitable for their intended purpose of data collection, with some participants finding the fidgeting aspects relaxing even before the interventional feedback had been applied.

The majority of the feedback provided regarded the diary used to record the mental wellbeing of participants. Nearly all participants found the stressed and angry emojis used in the diaries difficult to understand. During a further feedback session with the NICER group, the use photo realistic images of faces [8] was proposed, which may be easier to understand than emojis. Alternatively, it was suggested to change the colours of the emoji faces, where the happy face would be green and the angry face red.

The frequency of the self-reporting was also problematic as the diary only allowed participants to record their emotions over long periods of time, such as one label for the morning or afternoon. However, when stress or anger was experienced it was only for short or transient period, but as the individual felt happy for majority of the time frame it resulted in positive emotions being recorded even though negative emotions were also experienced. To resolve this issue it was suggested that the diaries could ask for participants’ mental wellbeing states to be recorded during the past hour as this should increase the frequency of emotional variation. Users could also be instructed to use
the device whenever they feel stressed or angry as these emotions don’t usually last very long, to increase the frequency of data collection related to poor mental wellbeing states being collected allowing for the successful training of the machine learning classifiers.

Additionally, it was suggested that parents or carers could help provide insights into the mental wellbeing states of participants by completing their own questionnaires to expertly label participant affect states, or justifying each emotion reported. However, the presence of a paid carer may pressure users into responding more positively and if parents and carers only complete questionnaires infrequently they will not capture the transient periods of time where users may experience negative emotions. Further training will be required to ensure that all participants with a learning disability understand each emotion to improve the accuracy of the data collection as there is the need to first train them in understanding and recognising their different emotions before going onto record these as labels.

Following feedback from the evaluation two new diaries were created both removing the previous time frames. The first used photo realistic images of a person expressing five emotions: happy, calm, sad, shocked and angry. The second diary continued using emojis but rather than emojis expressing specific emotions it displayed five emojis that scaled from happy to sad with the colour gradually changing from green to red based on the Self-Assessment Manikin scale [23]. Furthermore, based on feedback from the focus group, in future data collection trials all participants will be trained to use their diaries more frequently, in particular when they experience a change in their emotions to aid the collection of sensor data associated with varying emotional states.

Furthermore, additional 3D printed interfaces were developed following the feedback gained. A smaller cuboid containing only motion and a capacitive touch sensor, a sphere containing motion, HR and EDA sensors and a pebble shaped device containing motion, HR and EDA sensors were developed (in addition to the previously developed devices). These devices were designed to be easier to use with the sphere containing sleeves to place fingers within, making it easier to touch the HR and EDA sensors. The pebble was designed to ensure that when a user holds it in their hand, their thumb will rest on the HR sensor and their palm will touch the EDA sensor. Overall, the feedback from the focus group helped to refine the co-design of the devices themselves, as well as the methods of labelling data which have similarly been co-designed with end users and their teachers/carers.

6.2 Revised Data Collection

Before commencing a second data collection trial to collect additional real-world labelled sensory data, the two new diary styles as shown in Figure 10 were shown to participants based upon feedback during the evaluation. The new diaries continued to display five emotions within both the photo realistic diary and the revised emoji diary. After exploring both designs the majority of participants preferred the photo realistic diary and hence this was used for labelling all future data.
Six participants were then asked to partake in a second data collection trial with the interfaces being selected by the participants themselves. Additional training on how to use the devices was then performed. Each of the emotional states were clearly explained to users by the experienced facilitator as there was previously difficulty establishing the difference between the stress and frustration states. These were subsequently changed to shocked and angry emotions which participants found easier to understand. Participants were informed they were to use the devices more frequently during this data collection period, keeping the device with them for as much time as possible. Participants were also instructed to frequently label their wellbeing states, especially when their emotion might change to ensure a wide range of labels connected to different affect states are collected as this was an issue with the previous data collection trial. Once the participants understood the requirement for increased labelling frequency they then selected a device to use with the Torus, Sphere, Pebble, two cubes and Cushion being selected.

After participants used the devices for one week, the interfaces were collected so that the data could be analysed and used for computational analysis. The number of positive and negative samples recorded from each of the interfaces is shown in Table 5. The data from four of the interfaces (users 1, 2, 3, 6) show a range of positive and negative emotions have been recorded over a period of several days. The data from another device (user 4) only recorded happy data similar to the previous data collection trial, although this could possibly be because the participant only experienced happiness during the data collection period. The final device (user 5) was not used often (only twice), resulting in insufficient data to train a machine learning model.

Table 5. Comparison of positive and negative real-world emotional state samples for all 6 users.

|       | Positive samples | Negative samples |
|-------|------------------|------------------|
| User 1| 14184            | 12568            |
| User 2| 796              | 15874            |
| User 3| 1329             | 9438             |
| User 4| 32586            | 33               |
| User 5| 706              | 20               |
| User 6| 12568            | 15184            |
The on-device labels were used to explore the data as participants often forgot to complete the diary due to the on-device labelling buttons being more convenient. Also, when using the diaries participants regularly used only two emotions, one to represent negative emotions and one to represent positive emotions matching the labelling buttons.

When exploring the EDA data from users 1, 2, 3 and 6 Figure 11 shows the widest distribution for both positive and negative states of wellbeing is similar but when experiencing stress there is an secondary wide distribution. Similarly, when exploring HRV both states share the widest distribution but the distribution is much wider when experiencing negative emotions and the median HRV is higher when experiencing positive emotions. This data demonstrates that the real-world physiological data collected from the tangible interfaces behaves as would be expected with EDA decreasing and HRV increasing when experiencing poor wellbeing.

![Fig. 11. Comparison of real-world HRV data (left) and EDA data (right) collected using the tangible interfaces by 3 participants.](image-url)

The additional training shows improved data collection results with a much wider range of emotions recorded for most participants, although issues such as biased data and insufficient data from participants were still encountered. This work paves the way for large scale data collection trials in the future. When conducting wellbeing data collection trials with participants who have learning disabilities, it is vital to first ensure they have a full understanding of how to use the interfaces to record their emotions, as well as encouraging the frequent labelling of different emotions to ensure the data collection is successful.

7 DISCUSSION

This co-design study has explored the design, development and technologies of TUIs to monitor real-world mental wellbeing in addition to the methods of labelling mental wellbeing data to train machine learning models. A co-design methodology was adopted based on previous research with participants whose mental wellbeing can often be diagnostically overshadowed and who commonly have difficulty in expressing their emotions. The co-design approach adopted addressed the limitations experienced by people with a learning disabilities (e.g., communication, working memory), enabling them to participate more effectively. This approach takes a practical stance in guiding how co-design methods can be made to work in realistic design settings and adjusted to the needs of participants who may experience learning disabilities.

Co-designing for people with severe, profound and complex learning and physical disabilities has shown additional challenges as not all tasks were successfully completed - such as drawing a new interface design. Significant communication challenges were also present. However, the majority of the tasks were successful, particularly the interactive activities within the co-design workshop, involving the 3D printing of new interface designs to immediately show participants the results of their design decisions and exploring the sensors and feedback mechanisms. These interactive
activities helped maintain engagement, improved understanding of new concepts and improved communication within the workshops. By combining interactive sessions with storyboarding to gain feedback, it has been possible to gain valuable insights aiding the design and development of future wellbeing interfaces as shown in Table 6.

| Category | Insight |
|----------|---------|
| Design   | Different devices should be developed for different age ranges with soft devices for young children and 3D printed interfaces for older children and adults. All devices should remain inconspicuous and not appear as medical devices to help reduce stigma. |
| Sensors  | Touch and motion sensors should be included within all devices due to their simplicity, with physiological sensors reserved for 3D printed interfaces. |
| Feedback | Slow haptic feedback should be used within all interfaces to help relax users. Similarly, fidgeting buttons were found relaxing and should be incorporated into 3D printed interfaces. While visual feedback was enjoyed, it is challenging to use it to convey information such as emotional wellbeing. |
| Labelling | On-device labelling buttons simplifies labelling process but the number of labels is limited to prevent users becoming overwhelmed. Self-report diaries using photo realistic images should be used to collect additional labels. |

A range of designs, sensors, feedback mechanisms and labelling approaches were all explored using co-design approaches that have been adapted to address the limitations faced by participants with learning disabilities. The results from this study show there is no one-size-fits-all solution to the design of mental wellbeing interfaces for this end user population. Instead, a range of devices must be developed encompassing various sensors and feedback to act as interventions. Following the co-design workshops, a range of new interfaces have been developed including 3D printed cubes and soft toys. The interfaces developed are suitable for use by those with learning disabilities to collect labelled wellbeing sensor data and, in the future, to automatically infer mental wellbeing.

During the workshops the experienced facilitator worked with the participants to develop an understanding that in order for the interfaces to automatically infer their wellbeing, a computational model must first be trained using data collected from the devices. The collection of real-world data using the interfaces was vital as previous work mostly explores the use of controlled experimental datasets to infer wellbeing, which may not perform accurately when used in real-world domains.

The process of collecting real-world labelled data was similarly co-designed through focus group sessions. Two methods to label the data were co-designed; the labelling buttons embedded within the interface were selected during the workshops due to their simplicity, while the self-report diaries were selected after a series of focus groups exploring different methods of representing
emotions. The initial data collection trial demonstrated the challenges of collecting a real-world labelled dataset as the majority of the participants only recorded positive emotions during the initial two-week data collection period. After re-evaluating the data collection method, additional training was provided to users (via experienced facilitator) and by using on-device labelling as well as updated self-reporting diaries, frequent accurate labelling was successfully completed during the second data collection trial. This demonstrates that when developing interfaces to collect data from participants with learning disabilities the entire process must be co-designed to ensure suitable devices are developed, correct labels are recorded and sufficient data is collected. This is very much an iterative process.

In the future, additional data collection trials will be conducted where the labelled data can be used to train machine learning classification models and enable the automatic inference of mental wellbeing. Once mental wellbeing can be inferred automatically it presents the opportunity for the feedback explored during the co-design workshops to be applied, aiming to use such feedback to automatically improve mental wellbeing states in real-time.

8 CONCLUSION

Classifying mental wellbeing is a challenging proposition but with recent advances in machine learning and sensors it is now more achievable than ever before. The automatic inference of mental wellbeing would be extremely valuable for individuals with learning disabilities as their wellbeing is often diagnostically overshadowed and they can find it challenging to express their emotions. TUIs enable the necessary microprocessor and sensors required to monitor mental wellbeing to be embedded, in addition to providing feedback mechanisms that may help improve mental wellbeing in real-time.

Inclusive co-design workshops and focus groups have been conducted to rethink the user design approach of wellbeing TUIs. Qualitative data from these sessions has been analysed using thematic analysis. Adjustments to traditional co-design techniques included demonstrations, real-time 3D printing, prioritising cards and interactive electronics to enable successful and practical co-design with people with learning disabilities. In particular, 3D printing of new interfaces improved engagement, ensured participants understood the discussed technologies and demonstrated how their design decisions influenced the final designs. Various designs, sensors and feedback mechanisms were explored during the workshops resulting in many recommendations and a range of new interfaces being developed.

An initial data collection trial to collect a real-world labelled dataset demonstrated common issues, such as mislabelling and infrequent use. These challenges were further explored during a focus group and resolved before a second data collection trial commenced. The data collected from the second trial demonstrated more frequent labelling of varying emotions. In the future, a larger data collection trial can be conducted using the developed interfaces and labelling techniques, which can then be used to train machine learning classifiers to infer real-world mental wellbeing.

Overall, the participatory process has enabled the successful design and development of mental wellbeing TUIs for people with a range of learning disabilities. The developed interfaces have also been used to collect a real-world labelled emotion dataset. In the future, data collected from these devices could be used to train machine learning classifiers and, using edge computing, the model could be run ‘on-device’ to automatically infer mental wellbeing and apply real-time feedback.
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