The Stefan problem for the Fisher–KPP equation with unbounded initial range
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Abstract
We consider the nonlinear Stefan problem

\[
\begin{align*}
    u_t - d \Delta u &= au - bu^2 \quad \text{for } x \in \Omega(t), \ t > 0, \\
    u &= 0 \quad \text{and} \quad u_t = \mu |\nabla x u|^2 \quad \text{for } x \in \partial \Omega(t), \ t > 0, \\
    u(0, x) &= u_0(x) \quad \text{for } x \in \Omega_0,
\end{align*}
\]

where \( \Omega(0) = \Omega_0 \) is an unbounded Lipschitz domain in \( \mathbb{R}^N \), \( u_0 > 0 \) in \( \Omega_0 \) and \( u_0 \) vanishes on \( \partial \Omega_0 \). When \( \Omega_0 \) is bounded, the long-time behavior of this problem has been rather well-understood by Du et al. (J Differ Equ 250:4336–4366, 2011; J Differ Equ 253:996–1035, 2012; J Ellip Par Eqn 2:297–321, 2016; Arch Ration Mech Anal 212:957–1010, 2014). Here we reveal some interesting different behavior for certain unbounded \( \Omega_0 \). We also give a unified approach for a weak solution theory to this kind of free boundary problems with bounded or unbounded \( \Omega_0 \).
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1 Introduction

In this paper, we investigate the following nonlinear Stefan problem

\[
\begin{align*}
    u_t - d \Delta u &= au - bu^2 & \text{for} & & x \in \Omega(t), & t > 0, \\
    u &= 0 & & \text{for} & & x \in \Gamma(t), & t > 0, \\
    u(0, x) &= u_0(x) & & \text{for} & & x \in \Omega_0, \\
\end{align*}
\]

(1.1)

where \( \Omega(t) \subset \mathbb{R}^N \) \((N \geq 2)\) is a varying domain with boundary \( \Gamma(t) \), \( a, b, \mu \) and \( d \) are given positive constants, \( u_0 \) is positive in \( \Omega_0 \) and vanishes on \( \partial \Omega_0 \). We are interested in the case that \( \Omega(0) = \Omega_0 \) is an unbounded Lipschitz domain, which induces extra difficulties from the case of bounded \( \Omega_0 \), and gives rise to some interesting new phenomena (to be explained below).

Problem (1.1) is an analogue of the classical one-phase Stefan problem but with a logistic type nonlinear source term on the right side of the diffusive equation. Such a diffusive equation is often called a Fisher–KPP equation due to the pioneering works of Fisher [17] and Kolmogorov et al. [22], and has been widely used in the study of propagation questions. In [7,8,12,13], (1.1) with a bounded \( \Omega_0 \) was used to describe the spreading of a new or invasive species with population density \( u(t, x) \) and population range \( \Omega(t) \). The evolution of the spreading front is determined by the free boundary \( \Gamma(t) \), governed by the equation \( u_t = \mu |\nabla_x u|^2 \) on \( \Gamma(t) \), which means the velocity of the movement of a point \( x \in \Gamma(t) \) (when \( \Gamma(t) \) is at least \( C^1 \) at \( x \)) is given by \( \mu |\nabla_x u| v_x \), where \( v_x \) denotes the unit outward normal vector of \( \Omega(t) \) at \( x \) (a deduction of this condition from ecological considerations can be found in [2]). In one space dimension, such a problem was first considered in [9]. It should be noted that in space dimensions two and above, problem (1.1) need not possess a classical solution even if \( \partial \Omega_0 \) and \( u_0 \) are smooth; singularities may develop at later times even with smooth initial data. However, it has a unique solution in a certain weak sense; see Definition 1.1 and Theorem 1.2 below. We note that for such a weak solution, \( \Omega(t) \) is given by \( \{ x \in \mathbb{R}^N : u(t, x) > 0 \} \).

Problem (1.1) is closely related to the following Cauchy problem:

\[
\begin{align*}
    U_t - d \Delta U &= aU - bU^2 & & x \in \mathbb{R}^N, & t > 0, \\
    U(0, x) &= u_0(x) & & x \in \mathbb{R}^N, \\
\end{align*}
\]

(1.2)

where \( u_0(x) \) is given in (1.1) but extended to \( \mathbb{R}^N \) with value 0 outside \( \Omega_0 \). Indeed, when \( \Omega_0 \) is bounded, it has been shown in [8] that as \( \mu \to \infty \), for any fixed \( t > 0 \), \( \Omega(t) \to \mathbb{R}^N \) and \( u(t, x) \to U(t, x) \), where \( u \) and \( U \) are the unique solutions of (1.1) and (1.2), respectively. (This holds true for unbounded \( \Omega_0 \) as well; see Theorem 2.9 below.) Problem (1.2) has been studied extensively as a model for propagation (see, for example, [1,17,22]).

The basic feature of (1.1) with a bounded \( \Omega_0 \) is given by the following theorem of [13]:

**Theorem A** Suppose that \( \Omega_0 \) is a bounded Lipschitz domain in \( \mathbb{R}^N \), and \( u_0 \in C(\overline{\Omega_0}) \cap H_0^1(\Omega_0) \) is positive in \( \Omega_0 \). Let \( u \) be the unique weak solution of (1.1) (proved in [8] for bounded \( \Omega_0 \)) and \( \Omega(t) = \{ x \in \mathbb{R}^N : u(t, x) > 0 \} \). Then the following conclusions hold:

(i) \( \Omega(t) \) is expanding: \( \overline{\Omega_0} \subset \Omega(t) \subset \Omega(s) \) if \( 0 < t < s \);
(ii) \( \Gamma(t) \setminus (\text{convex hull of } \Omega_0) \) is smooth (e.g., \( C^2 \))
(iii) \( \Omega_\infty := \bigcup_{t>0} \Omega(t) \) is either the entire space \( \mathbb{R}^N \), or it is a bounded set;
(iv) When \( \Omega_\infty \) is bounded, \( \lim_{t \to \infty} \| u(t, \cdot) \|_{L^\infty(\Omega(t))} = 0 \);
(v) When $\Omega_\infty=\mathbb{R}^N$, for all large $t$, $\Gamma(t)$ is a smooth closed hypersurface in $\mathbb{R}^N$, and there exists a continuous function $M(t)$ such that

$$\Gamma(t) \subset \left\{ x : M(t) - \frac{\pi}{2} d_0 \leq |x| \leq M(t) \right\},$$

where $d_0$ is the diameter of $\Omega_0$.

Moreover, it follows from results of [8] that there exists $\epsilon_0 > 0$ and for any $c$ of (1.1) for the case that $\Omega_1$ is unbounded

$$g(x, u) = a x - bq^2, \quad q > 0 \text{ in } (0, \infty), \quad q(0) = 0, \quad q'(0) = c/\mu. \quad (1.3)$$

The main purpose of this paper is to reveal some rather different and interesting behavior of (1.1) for the case that $\Omega_0$ is unbounded. It turns out that such a case is much more complicated than the $\Omega_0$ bounded case.

Before describing our main results, let us explain how the weak solution to (1.1) is defined for the case that $\Omega_0$ may or may not be bounded. For possible future applications, we consider the following more general problem:

$$u_t - d \Delta u = g(x, u) \quad \text{for } x \in \Omega(t), \quad t > 0,$$

$$u = 0, \quad u_t = \mu \frac{|\nabla x|}{2} \quad \text{for } x \in \Gamma(t), \quad t > 0,$$

$$u(0, x) = u_0(x) \quad \text{for } x \in \Omega_0, \quad (1.4)$$

where $\Omega_0$ is a domain in $\mathbb{R}^N$ with Lipschitz boundary $\partial \Omega_0$, the initial function $u_0(x)$ satisfies

$$u_0 \in C(\overline{\Omega_0}) \cap H^1_{\text{loc}}(\Omega_0) \cap L^\infty(\Omega_0), \quad u_0 > 0 \text{ in } \Omega_0, \quad u_0 = 0 \text{ on } \partial \Omega_0, \quad (1.5)$$

and the reaction term $g(x, u)$ is assumed to satisfy

$$g(x, u) \text{ is continuous for } (x, u) \in \mathbb{R}^N \times [0, \infty),$$

$$g(x, u) \text{ is locally Lipschitz in } u \text{ uniformly for } x \in \mathbb{R}^N,$$

$$g(x, 0) = 0,$$

$$\text{there exists } K > 0 \text{ such that } g(x, u) \leq Ku \text{ for all } x \in \mathbb{R}^N \text{ and } u \geq 0. \quad (1.6)$$

To describe the weak formulation of (1.4), it is convenient to consider the problem restricted to $0 < t \leq T$ for some arbitrarily given $T \in (0, \infty)$. As in [8], the idea is to consider the extended $u$ in the bigger region $H^1_T := [0, T) \times \mathbb{R}^N$ by defining $u(t, x) = 0$ for $x \in \mathbb{R}^N \setminus \Omega(t), \quad 0 \leq t \leq T$, and regard it as a weak solution to the singular Cauchy problem

$$[\alpha(u)]_t - d \Delta u = g(x, u) \quad \text{for } 0 < t \leq T, \quad x \in \mathbb{R}^N,$$

$$u(0, x) = \bar{u}_0(x) \quad \text{for } x \in \mathbb{R}^N,$$

with

$$\alpha(w) := \begin{cases} w & \text{if } w > 0, \\ w - d \mu^{-1} & \text{if } w \leq 0, \end{cases}$$
and
\[ u_0(x) := \begin{cases} u_0(x) & \text{for } x \in \Omega_0, \\ 0 & \text{for } x \in \mathbb{R}^N \setminus \Omega_0. \end{cases} \]

**Definition 1.1** Suppose that \( u_0 \) satisfies (1.5) and \( g \) satisfies (1.6). A nonnegative function \( u \in H^1_{\text{loc}}(H_T) \cap L^\infty(H_T) \) is called a weak solution of (1.4) over \( H_T \) if
\[
\int_0^T \int_{\mathbb{R}^N} \left[ d \nabla u \cdot \nabla \phi - \alpha(u) \phi \right] dx dt - \int_{\mathbb{R}^N} \alpha(\tilde{u}_0) \phi(0, x) dx = \int_0^T \int_{\mathbb{R}^N} g(x, u) \phi dx dt
\]
for every test function \( \phi \in C^\infty(H_T) \) satisfying \( \phi = 0 \) on \( ([T] \times \mathbb{R}^N) \cup ([0, T] \times B_R^c) \) for some \( R > 0 \), where \( B_R^c := \{ x \in \mathbb{R}^N : |x| > R \} \).

As mentioned above, we understand that \( \Omega(t) = \{ x \in \mathbb{R}^N : u(t, x) > 0 \} \) when \( u \) is a weak solution of (1.4).

**Theorem 1.2** Suppose that \( u_0 \) satisfies (1.5) and \( g \) satisfies (1.6). Then for any \( T > 0 \), there exists a unique weak solution \( u \) of (1.4) over \( H_T \).

We now come back to (1.1) with an unbounded initial domain \( \Omega_0 \). To keep the paper at a reasonable length, we will only examine some very simple situations of unbounded \( \Omega_0 \) for the long-time behavior of (1.1). More precisely, we will assume that there exist two parallel circular cones \( \Lambda_1 \) and \( \Lambda_2 \), with the same axis, such that
\[ \Lambda_1 \subset \Omega_0 \subset \Lambda_2. \]

Without loss of generality, we may assume that the common axis of \( \Lambda_1 \) and \( \Lambda_2 \) is the \( x_N \) axis in \( \mathbb{R}^N \). If we denote
\[ e_N := (0, \ldots, 0, 1) \in \mathbb{R}^N, \]
then there exist \( \phi \in (0, \pi) \) and \( \xi_1, \xi_2 \in \mathbb{R}^1 \) so that
\[ \Lambda_i = \left\{ x \in \mathbb{R}^N \setminus \{ \xi_i e_N \} : \frac{x - \xi_i e_N}{|x - \xi_i e_N|} \cdot e_N > \cos \phi \right\}, \quad i = 1, 2. \]

In other words, \( \Lambda_i \) has vertex at \( z_i := \xi_i e_N \) and opening angle \( 2\phi \). Figure 1 below illustrates such a case with \( \phi \in (\pi/2, \pi) \).

For clarity of notations, for \( \phi \in (0, \pi) \) and \( \xi \in \mathbb{R}^1 \), we define
\[ \Lambda^\phi := \left\{ x \in \mathbb{R}^N \setminus \{0\} : \frac{x}{|x|} \cdot e_N > \cos \phi \right\} \]
and
\[ \Lambda^\phi + \xi e_N := \left\{ x \in \mathbb{R}^N : x - \xi e_N \in \Lambda^\phi \right\}. \]

So \( \Lambda^\phi \) and \( \Lambda^\phi + \xi e_N \) are parallel cones with vertices at the origin and \( \xi e_N \), respectively.

We are now able to describe the main results of this paper.

**Theorem 1.3** Suppose that there exist \( \phi \in (\pi/2, \pi) \) and \( \xi_1 > \xi_2 \) such that the Lipschitz domain \( \Omega_0 \) satisfies
\[
\Lambda^\phi + \xi_1 e_N \subset \Omega_0 \subset \Lambda^\phi + \xi_2 e_N, \quad (1.8)
\]
and
\[ u_0 \in C^1(\Omega_0) \cap L^\infty(\Omega_0), \quad \liminf_{d(x, \partial \Omega_0) \to \infty} u_0(x) > 0. \]
Let \( u \) be the unique weak solution of (1.1) and \( \Omega(t) = \{ x : u(t, x) > 0 \} \). Then for any given small \( \epsilon > 0 \), there exists \( T = T(\epsilon) > 0 \) such that, for all \( t > T \),

\[
\Lambda^\phi - \left( \frac{c_*}{\sin \phi} - \epsilon \right) t e_N \subset \Omega(t) \subset \Lambda^\phi - \left( \frac{c_*}{\sin \phi} + \epsilon \right) t e_N, \tag{1.9}
\]

where \( c_* \) is the spreading speed determined by (1.3).

The above result indicates that as \( t \to \infty \), the free boundary \( \Gamma(t) = \partial \Omega(t) \) propagates to infinity in the direction \(-e_N\) at roughly the speed \( c_* / \sin \phi \), and the shape of the free boundary can be roughly approximated by the boundary of the cone \( \Lambda^\phi \).

For any \( R > 0 \), if we denote the \( R \)-neighbourhood of \( \Lambda^\phi \) by \( N[\Lambda^\phi, R] \), namely

\[
N[\Lambda^\phi, R] := \{ x \in \mathbb{R}^N : d(x, \Lambda^\phi) < R \},
\]

then, it is easily seen that when \( \phi \in [\pi/2, \pi) \), we have

\[
N[\Lambda^\phi, R] = \Lambda^\phi - \frac{R}{\sin \phi} e_N,
\]

i.e., \( N[\Lambda^\phi, R] \) is a shift of \( \Lambda^\phi \) in the direction of \(-e_N\) by \( R / \sin \phi \). Thus (1.9) is equivalent to

\[
N[\Lambda^\phi, (c_* - \bar{\epsilon})t] \subset \Omega(t) \subset N[\Lambda^\phi, (c_* + \bar{\epsilon})t] \text{ for } t > T, \quad \text{with } \bar{\epsilon} := \epsilon \sin \phi. \quad (1.10)
\]

In sharp contrast, if \( \phi \in (0, \pi/2) \), then \( N[\Lambda^\phi, R] \) has smooth boundary for all \( R > 0 \), and for large \( R > 0 \), \( N[\Lambda^\phi, R] \) becomes very different from \( \Lambda^\phi \) geometrically. Indeed, for such \( \phi \), it is easily verified that \( \partial N[\Lambda^\phi, R] \) can be decomposed into two parts: a spherical part \( S_R \) on the sphere \( \partial B_R(0) \), and the remaining part \( C_R \) on the boundary of the cone \( \Lambda^\phi - \frac{R}{\sin \phi} e_N \), as follows

\[
\partial N[\Lambda^\phi, R] = S_R \cup C_R, \quad S_R := \partial B_R(0) \setminus \Lambda^\phi + \frac{\pi}{2}, \quad C_R := \left( \partial \Lambda^\phi - \frac{R}{\sin \phi} e_N \right) \cap \Lambda^\phi + \frac{\pi}{2}.
\]

The following theorem shows that (1.10) also holds when \( \phi \in (0, \pi/2) \), though the geometric implications of (1.10) are very different from that in Theorem 1.1 now.
Theorem 1.4 Let the assumptions of Theorem 1.3 be satisfied except that, instead of \( \phi \in (\pi/2, \pi) \) we now assume \( \phi \in (0, \pi/2) \). Then for any \( \epsilon > 0 \), there exists \( \tilde{T} = \tilde{T}(\epsilon) > 0 \) such that
\[
N[\Lambda^\phi, (c_\ast - \epsilon)t] \subset \Omega(t) \subset N[\Lambda^\phi, (c_\ast + \epsilon)t] \quad \text{for all } t \geq \tilde{T}. 
\] (1.11)

Let us note that (1.11) implies that for all large \( t \), \( \partial \Omega_1(t) \) is roughly approximated in shape by \( \partial N[\Lambda^\phi, R] \), which is very different from \( \partial \Lambda^\phi \); in particular the propagation of \( \partial \Omega_1(t) \) in the directions \( \nu \) satisfying \( \nu \cdot e_N \leq \cos(\phi + \pi/2) \) is roughly at speed \( c_\ast \).

Remark 1.5 (i) If (1.8) holds with \( \phi = \pi/2 \), then much better results than those in Theorems 1.3 and 1.4 can be obtained; it can be shown that the free boundary \( \partial \Omega(t) \) converges to a moving hyperplane, and the solution converges to the corresponding planar semi-wave. These require very different techniques and will be considered elsewhere.

(ii) In the case of Theorem 1.3, it is natural to conjecture that the solution \( u \) converges to a traveling wave with a V-shaped front (free boundary). This and related questions are investigated recently in ([6]).

Let us mention here that the existence of “V-shaped” non-planar traveling wave solutions for the Cauchy problem (1.2) are well known by now (see e.g., [18–20,24–26]), which lend support to the validity of our conjecture above, but the existence of V-shaped semi-wave with free boundary is technically much more demanding. Note also that the nonlinearities in [19,20,24,26] are of bistable type, very different from the Fisher–KPP type nonlinearity in (1.1) here.

The rest of the paper is organised as follows. In Sect. 2, we prove the existence and uniqueness of a weak solution to (1.4) by following the approach of [8], where only the case of bounded \( \Omega_0 \) was treated. For unbounded \( \Omega_0 \), some extra difficulties arise. Here we give a unified approach for the general problem (1.4), with \( \Omega_0 \) either bounded or unbounded. We also prove a few comparison results in this section for later use in the paper.

In Sect. 3, we study the long-time dynamical behaviour of problem (1.1). We consider a special type of unbounded \( \Omega_0 \), namely (1.8) holds for some \( \phi \in (0, \pi) \). The main results are Theorems 3.1, 3.3 and 3.11. In particular, the conclusions stated in Theorem 1.3 above follow from Theorem 3.3, and the statements in Theorem 1.4 are consequences of Theorem 3.11.

The Appendix (Sect. 4) is concerned with the existence and uniqueness of classical solutions for an auxiliary radially symmetric free boundary problem with initial range the exterior of a ball. These conclusions are used in the proof of Theorem 3.3.

2 Weak solutions

In this section, we extend the weak solution results in [8] to cover the case that \( \Omega_0 \) in (1.4) is unbounded. To our knowledge, little is known for this kind of problems with a general unbounded \( \Omega_0 \).

Apart from the notion of weak solution to (1.4) given in Definition 1.1, we also need the notions of weak supersolution and weak subsolution to (1.4). If \( u \) satisfies (1.7) with “=” replaced by “\( \geq \)” (resp. “\( \leq \)”) for every test function \( \phi \in C^\infty(H_T) \) satisfying \( \phi \geq 0 \) in \( H_T \) and \( \phi = 0 \) on \( (|T| \times \mathbb{R}^N) \cup ([0, T] \times B_\epsilon^c) \) for some \( R > 0 \), then we call it a weak supersolution (resp. weak subsolution) of (1.4) over \( H_T \).

Moreover, as in [8,16], for each weak solution (or weak supersolution, or weak subsolution) \( u(t, x) \), the function \( \alpha(u(t, x)) \) is defined as \( u(t, x) \) if \( u(t, x) > 0 \); at points where

\( \bigcirc \) Springer
u(t, x) = 0 the function \( \alpha(u(t, x)) \) is only required to satisfy \(-d\mu^{-1} \leq \alpha(u(t, x)) \leq 0 \) and to be such that it is altogether a measurable function over \( H_T \). However, if \( w(x) \) is continuous and positive in \( \Omega_0 \) and identically zero in \( \mathbb{R}^N \setminus \Omega_0 \), then we understand that \( \alpha(w) = -d\mu^{-1} \) on \( \mathbb{R}^N \setminus \Omega_0 \).

**Remark 2.1** Definition 1.1 is an extension of [8, Definition 2.1] for weak solution of problem (1.4) with bounded \( \Omega_0 \) to the case that \( \Omega_0 \) is generally unbounded. Indeed, the choice of the test function in (1.7) implies that if \( \Omega_0 \) is bounded and if \( u \) is a weak solution to (1.4) over \( H_T \) by Definition 1.1, then the restriction of \( u \) to \( G \times [0, T] \) is a weak solution of (1.4) over \( G \times [0, T] \) by [8, Definition 2.1], where \( G \) is any given bounded domain in \( \mathbb{R}^N \) such that \( \Omega(t) \) stays inside \( G \) for \( 0 \leq t \leq T \).

By a classical solution of problem (1.4) for \( 0 < t \leq T < \infty \), we mean a pair \((u(t, x), \Omega(t))\) such that \( \bigcup_{0 \leq t \leq T} \partial \Omega(t) \) is a \( C^1 \) hypersurface in \( \mathbb{R}^{N+1} \), \( u \), \( \nabla u \) are continuous in \( \bigcup_{0 \leq t \leq T} \overline{\Omega(t)} \), and \( u_t \) and all the equations in (1.4) are satisfied in the classical sense. In this case, there exists \( \Phi \in C^1 \left( \bigcup_{0 \leq t \leq T} \Omega(t) \right) \) such that

\[
\Phi(t, x) = 0 \quad \text{on} \quad \Gamma(t), \quad \nabla_x \Phi(x, t) \neq 0 \quad \text{on} \quad \Gamma(t), \quad \Phi(t, x) < 0 \quad \text{in} \Omega(t),
\]

and it follows from

\[
u = 0 \quad \text{and} \quad u_t = \mu |\nabla u|^2 \quad \text{on} \quad \Gamma(t)
\]

that

\[
\Phi_t = \mu \nabla u \cdot \nabla \Phi \quad \text{for} \quad x \in \Gamma(t).
\]

Before giving the proof of Theorem 1.2, let us describe how the weak solutions and classical solutions of (1.4) are related.

**Theorem 2.2** (i) Assume that \((u(t, x), \Omega(t))\) is a classical solution of (1.4) for \( 0 < t \leq T \). Then

\[
w(t, x) := \begin{cases} u(t, x) \quad \text{for} \quad x \in \Omega(t), 0 < t \leq T, \\ 0 \quad \text{for} \quad x \in \mathbb{R}^N \setminus \Omega(t), 0 < t \leq T \end{cases}
\]

is a weak solution of (1.4) over \( H_T \).

(ii) Let \( w \) be a weak solution of (1.4) on \( H_T \). Assume that there exists a \( C^1 \) function \( \Phi \) in \( H_T \) satisfying

\[
\Omega(t) := \left\{ x \in \mathbb{R}^N : w(t, x) > 0 \right\} = \left\{ x \in \mathbb{R}^N : \Phi(t, x) < 0 \right\}
\]

with \( \Omega(0) = \Omega_0 \), and

\[
\nabla_x \Phi \neq 0 \quad \text{on} \quad \Gamma(t) := \partial \Omega(t).
\]

Setting \( u = w \) in \( \bigcup_{0 \leq t \leq T} \overline{\Omega(t)} \), and assume that \( u \), \( \nabla u \) are continuous in \( \bigcup_{0 \leq t \leq T} \overline{\Omega(t)} \) and that \( \nabla^2 u \), \( u_t \) are continuous in \( \bigcup_{0 \leq t \leq T} \Omega(t) \). Then \((u(t, x), \Omega(t))\) is a classical solution of (1.4) for \( t \in (0, T) \).

**Proof** The proof follows that of [8, Theorem 2.3] with some obvious modifications, and we omit the details.
Next we prove the existence and uniqueness of weak solution to problem (1.4). The
strategies of the proof are adapted from the approximation method of [21] as used in [8,16],
but new techniques are required to handle difficulties arising from the unboundedness of Ω₀.
We begin with the uniqueness part, since the existence proof will use some of the arguments
in the uniqueness proof.

**Theorem 2.3** Suppose that μ₁ ≥ μ₂ > 0, u₁ is a weak supersolution of (1.4) over H₁ with
μ = μ₁ and u₂ is a weak subsolution with μ = μ₂, where the initial data u₀ and Ω₀ are
shared. Then u₁ ≥ u₂ a.e. in H₁. In particular, problem (1.4) can have at most one weak
solution over H₁.

**Proof** We complete the proof in three steps.

**Step 1: Setup of the approximation method.**

With u₁ and u₂ as given in the statement of the theorem, we define

\[ \ell(t,x) = \begin{cases} \frac{g(x,u₂(t,x)) - g(x,u₁(t,x))}{u₂(t,x) - u₁(t,x)} & \text{if } u₂(t,x) \neq u₁(t,x), \\ 0 & \text{if } u₂(t,x) = u₁(t,x). \end{cases} \]

and for i = 1, 2, let αᵢ(u) denote α(u) with μ = μᵢ, and

\[ \beta(t,x) = \begin{cases} \frac{u₂(t,x) - u₁(t,x)}{α₂(u₂(t,x)) - α₁(u₁(t,x))} & \text{if } u₂(t,x) \neq u₁(t,x), \\ 0 & \text{if } u₂(t,x) = u₁(t,x). \end{cases} \]

We then have

\[
\int_0^T \int_{\mathbb{R}^N} [α₂(u₂) - α₁(u₁)](\phi_t + dβΔφ + β\ellφ)dxdt \geq (μ₂⁻¹ - μ₁⁻¹) \int_{\mathbb{R}^N} \phi(0,x)dx
\]

for every nonnegative φ ∈ C∞(H₁) such that φ has compact support, and φ = 0 on {T} × \mathbb{R}^N.

It is easily checked that if we write

\[ α₂(u₂(t,x)) - α₁(u₁(t,x)) = \tilde{α}(t,x)[u₂(t,x) - u₁(t,x)] \]

when u₂(t,x) ≠ u₁(t,x), then \( \tilde{α}(t,x) \geq 1 \) for almost all (t,x) ∈ H₁. And hence,

\[ 0 \leq \beta(t,x) \leq 1 \quad \text{for almost all } (t,x) \in H₁. \] (2.2)

Moreover, by the condition (1.6) on g and the fact that u₁, u₂ ∈ L∞(H₁), it follows that
\( \ell \in L∞(H₁) \). We then approximate \( \beta \) and \( \ell \) by smooth functions \( β_m \in C∞(H₁) \)
and \( \ell_m \in C∞(H₁) \), respectively, such that for any \( R > 0 \),

\[ \|β - β_m\|_{L₂([0,T] × B_R)} \to 0, \quad \|\ell - \ell_m\|_{L₂([0,T] × B_R)} \to 0 \quad \text{as } m \to \infty, \] (2.3)

and that

\[ \inf_{H₁} β_m \geq \frac{1}{m}, \quad \|β_m\|_{L∞(H₁)} \leq C₁, \quad \|\ell_m\|_{L∞(H₁)} \leq C₁, \] (2.4)

for some positive constant \( C₁ \) independent of \( m \). Here and in what follows, we use \( B_R \)
to denote the ball with center the origin and radius \( R \).

Now, let \( R₀ > 0 \) be fixed, and choose a nonnegative function \( f ∈ C∞(H₁) \) with \( f(t,x) = 0 \)
for all \( |x| \geq R₀ \) and \( 0 \leq t \leq T \). For any \( m \geq 1 \) and \( R > R₀ + 1 \), we consider the following
backward parabolic equation

\[
\begin{cases}
\frac{dφ}{dt} + dβ_mΔφ + β_mℓₘφ = f & \text{in } [0,T) × B_R, \\
φ = 0 & \text{on } \{T\} × B_R, \\
φ = 0 & \text{on } [0,T) × ∂B_R.
\end{cases}
\] (2.5)
This is a nondegenerate problem and it has a unique smooth solution \( \phi_m \) (see e.g., [23]). Furthermore, the parabolic maximum principle (applied to \( \phi_m(T - t, x) \)) implies that
\[
\phi_m \leq 0 \quad \text{in} \quad [0, T] \times B_R.
\]
Next, for \( 0 < \epsilon \ll 1 \), we take a cutoff function \( \xi_\epsilon \in C_0^\infty(\mathbb{R}^N) \) such that
\[
0 \leq \xi_\epsilon \leq 1 \quad \text{in} \quad \mathbb{R}^N, \quad \xi_\epsilon = 1 \quad \text{in} \quad B_{R-2\epsilon}, \quad \xi_\epsilon = 0 \quad \text{in} \quad \mathbb{R}^N \setminus B_{R-\epsilon},
\]
and that
\[
\| \nabla \xi_\epsilon \|_{L^\infty(\mathbb{R}^N)} \leq C_2 \epsilon^{-1}, \quad \| \Delta \xi_\epsilon \|_{L^\infty(\mathbb{R}^N)} \leq C_2 \epsilon^{-2}
\]
for some positive constant \( C_2 \) independent of \( \epsilon \). Then for any \( m > 1 \) and \( 0 < \epsilon \ll 1 \), define
\[
\psi_\epsilon^m(t, x) = \begin{cases} 
\phi_m(t, x) \xi_\epsilon(x) \quad \text{in} \quad [0, T] \times B_R, \\
0 \quad \text{in} \quad [0, T] \times (\mathbb{R}^N \setminus B_R).
\end{cases}
\]
Clearly, \( \psi_\epsilon^m \leq 0 \), it belongs to \( C^\infty(H_T) \), and vanishes in \(( (T \times \mathbb{R}^N) \cup (0, T) \times (\mathbb{R}^N \setminus B_R))\).

We may now take \( -\psi_\epsilon^m \) as a test function in (2.1) to obtain, due to \( \mu_1 \geq \mu_2 > 0 \),
\[
\int_0^T \int_{\mathbb{R}^N} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] (\psi_\epsilon^m)_t + \beta \Delta \psi_\epsilon^m + \beta \ell \psi_\epsilon^m \, dx \, dt \leq 0.
\]
Since \( \xi_\epsilon f \equiv f \) in \( H_T \), it then follows that
\[
\int_0^T \int_{\mathbb{R}^N} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] f \, dx \, dt = \int_0^T \int_{B_R} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] \left( \frac{\partial \phi_m}{\partial t} + d \beta \Delta \phi_m + \beta \ell \phi_m \right) \xi_\epsilon \, dx \, dt \leq I_m + J_m + K_m,
\]
where
\[
I_m = I_m(\epsilon) := \int_0^T \int_{B_R} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] d \xi_\epsilon (\beta_m - \beta) \Delta \phi_m \, dx \, dt,
\]
\[
J_m = J_m(\epsilon) := \int_0^T \int_{B_R} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] \xi_\epsilon (\beta_m \ell_m - \beta \ell) \phi_m \, dx \, dt,
\]
and
\[
K_m = K_m(\epsilon) := \int_0^T \int_{B_R} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] \left( -d \beta \phi_m \Delta \xi_\epsilon - 2d \beta \nabla \phi_m \cdot \nabla \psi_\epsilon \right) \, dx \, dt.
\]
Our aim is to show, through suitable estimates on \( I_m \), \( J_m \) and \( K_m \), that
\[
\int_0^T \int_{\mathbb{R}^N} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] f \, dx \, dt \leq 0,
\]
and the conclusions of the theorem would then follow easily from this inequality.

**Step 2: Estimates of \( I_m \), \( J_m \) and \( K_m \).**

We first consider \( I_m \). Let
\[
C_3 := \| u_1 \|_{L^\infty(H_T)} + \| u_2 \|_{L^\infty(H_T)} + d \mu_1^{-1} + d \mu_2^{-1}.
\]
By the Hölder inequality, we have
\[
I_m \leq dC_3 \int_0^T \int_{B_R} \left| \beta_m - \beta \right| \Delta \phi_m dx dt \\
\leq dC_3 \left( \int_0^T \int_{B_R} \left| \beta_m - \beta \right|^2 dx dt \right)^{\frac{1}{2}} \left( \int_0^T \int_{B_R} \left| \Delta \phi_m \right|^2 dx dt \right)^{\frac{1}{2}} \\
\leq dC_3 \left[ \beta_m - \beta \right]_{L^2([0,T] \times B_R)} \left( \int_0^T \int_{B_R} \left| \beta_m - \beta \right|^2 dx dt \right)^{\frac{1}{2}} \left( \int_0^T \int_{B_R} \left| \Delta \phi_m \right|^2 dx dt \right)^{\frac{1}{2}}.
\]

It follows from the proof of [8, Lemma 3.7] that there is a positive constant \( C_4 = C_4(T, f, R) \) such that
\[
\left( \int_0^T \int_{B_R} \left| \beta_m \right| \left| \Delta \phi_m \right|^2 dx dt \right)^{\frac{1}{2}} \leq C_4.
\]

Moreover, by the same analysis as that used in the proof of [3, Lemma 5], we may require that the approximation sequence \( \beta_m \) satisfies additionally
\[
\left\| \frac{\beta}{\beta_m} \right\|_{L^2([0,T] \times B_R)} \leq C_5
\]
for some positive constant \( C_5 = C_5(T, R) \). We thus obtain
\[
I_m \leq C_6 \left\| \beta_m - \beta \right\|_{L^2([0,T] \times B_R)}^{\frac{1}{2}}, \tag{2.9}
\]
with \( C_6 = d(T |B_R|) + C_5^2 \) independent of \( m \).

Next, it is easily seen that
\[
J_m \leq C_3 \left\| \phi_m \right\|_{L^\infty([0,T] \times B_R)} \left( \left\| \beta_m \right\|_{L^2([0,T] \times B_R)} \left\| \ell_m - \ell \right\|_{L^2([0,T] \times B_R)} + \left\| \ell \right\|_{L^2([0,T] \times B_R)} \left\| \beta_m - \beta \right\|_{L^2([0,T] \times B_R)} \right).
\]

By the comparison arguments used in [8, Lemma 3.6], we have
\[
\left\| \phi_m \right\|_{L^\infty([0,T] \times B_R)} \leq C_7,
\]
for some positive constant \( C_7 = C_7(T, f) \). Hence, by setting \( C_8 = (T |B_R|)^{1/2} C_1 C_3 C_7 \), we obtain
\[
J_m \leq C_8 \left( \left\| \ell_m - \ell \right\|_{L^2([0,T] \times B_R)} + \left\| \beta_m - \beta \right\|_{L^2([0,T] \times B_R)} \right). \tag{2.10}
\]

It remains to estimate \( K_m \). Making use of (2.2), (2.6) and (2.7), we have
\[
K_m \leq dC_3 \int_0^T \int_{B_R} \left| \phi_m \Delta \xi_\epsilon \right| + 2 \left| \nabla \phi_m \cdot \nabla \xi_\epsilon \right| dx dt \\
\leq dC_2 C_3 \left( \int_0^T \int_{B_R \setminus \partial B_{R-\epsilon}} \left| \phi_m \xi_\epsilon \right|^2 + \frac{2|\nabla \phi_m|^2}{\epsilon^2} \right) dx dt. \tag{2.11}
\]

Since \( \phi_m(t, x) = 0 \) on \([0, T] \times \partial B_R\), it follows by letting \( \epsilon \to 0 \) in (2.11) that
\[
\limsup_{\epsilon \to 0} K_m(\epsilon) \leq C_9 R^{N-1} \sup_{0 \leq t \leq T, x \in \partial B_R} \left| \frac{\partial \phi_m(t, x)}{\partial v_x} \right|, \tag{2.12}
\]
where \( C_9 = C_9(T, C_2, C_3) \) is a positive constant independent of \( m \) and \( R \), and \( v_x \) is the outward unit normal vector of \( B_R \) at \( x \in \partial B_R \).

We next estimate \( \partial \phi_m(t, x)/\partial v_x \) at the boundary \( \partial B_R \) by making use of barrier functions inspired by the proof of [4, Theorem 2.1]. Let
\[
v(t, x) := -C_{10} e^{-\gamma_1 t} (1 + |x|^2)^{-\gamma_2} \quad \text{for} \ (t, x) \in [0, T] \times B_R,
\]

\( \gamma_1 \) and \( \gamma_2 \) are positive constants chosen such that
\[
\gamma_1 > 1, \quad \gamma_2 > 0\]
where $C_{10}$, $\gamma_1$ and $\gamma_2$ are positive constants independent of $R$, to be chosen later. It is straightforward to verify that

$$v_t = -\gamma_1 v \quad \text{and} \quad \Delta v \geq 4(\gamma_2^2 + \gamma_2)v \quad \text{for} \quad (t, x) \in [0, T] \times B_R,$$

and thus,

$$v_t + d\beta_m \Delta v + \beta_m \ell_m v \geq -v \left( \gamma_1 - 4(\gamma_2^2 + \gamma_2)d\beta_m - \beta_m \ell_m \right) \quad \text{for} \quad (t, x) \in [0, T] \times B_R.$$

Due to (2.4) and the fact that $f(t, x) = 0$ for all $|x| \geq R_0$ and $0 \leq t \leq T$, we may choose $\gamma_1 = 4(\gamma_2^2 + \gamma_2)dC_1 + C_1^2 + 1$, and

$$C_{10} = e^{\gamma_1 T} (1 + R_0^2)^{\gamma_2} \max_{(t, x) \in [0, T] \times B_{R_0}} |f(t, x)|,$$

and thus conclude that

$$\begin{cases}
  v_t + d\beta_m \Delta v + \beta_m \ell_m v \geq f \quad \text{in} \quad [0, T] \times B_R, \\
  v < 0 \quad \text{on} \quad \{T\} \times B_R, \\
  v < 0 \quad \text{on} \quad [0, T] \times \partial B_R.
\end{cases}$$

It then follows from the parabolic maximum principle applied to problem (2.5) that

$$v(t, x) \leq \phi_m(t, x) \leq 0 \quad \text{for} \quad (t, x) \in [0, T] \times B_R. \quad (2.13)$$

We next consider the function

$$v^*(t, x) := \frac{-C_{10}e^{-\gamma_1 t} \sigma(|x|)}{\sigma(R-1)(1 + (R-1)^2)^{\gamma_2}} \quad \text{for} \quad (t, x) \in [0, T] \times B_R \setminus B_{R-1},$$

where

$$\sigma(\rho) = \begin{cases} 
  \rho^{2-N} - R^{2-N} & \text{if} \quad N \geq 3, \\
  \log(R/\rho) & \text{if} \quad N = 2.
\end{cases}$$

The function $v^*(t, x)$ satisfies $\Delta v^* = 0$ and

$$v^*_t + \beta_m \ell_m v^* = -v^* (\gamma_1 - \beta_m \ell_m) \geq 0 \quad \text{in} \quad [0, T] \times B_R \setminus B_{R-1}.$$ 

Since $f(t, x) = 0$ for all $0 \leq t \leq T$ and $x \in B_R \setminus B_{R-1}$ (note that $R > R_0 + 1$), it then follows that

$$v^*_t + d\beta_m \Delta v^* + \beta_m \ell_m v^* \geq f \quad \text{in} \quad [0, T] \times B_R \setminus B_{R-1}.$$ 

On the other hand, we have, in view of (2.13),

$$\begin{cases}
  v^* < 0 \quad \text{on} \quad \{T\} \times B_R \setminus B_{R-1}, \\
  v^* = 0 \quad \text{on} \quad [0, T] \times \partial B_R, \\
  v^* = -C_{10}e^{-\gamma_1 t} (1 + (R-1)^2)^{-\gamma_2} = v \leq \phi_m \quad \text{on} \quad [0, T] \times \partial B_{R-1}.
\end{cases}$$

It then follows from the parabolic maximum principle again that

$$v^*(t, x) \leq \phi_m(t, x) \leq 0 \quad \text{for} \quad (t, x) \in [0, T] \times B_R \setminus B_{R-1}.$$ 

Since both $\phi_m$ and $v^*$ vanish on $\partial B_R$, we thus obtain

$$\frac{\partial v^*(t, x)}{\partial v_x} \geq \frac{\partial \phi_m(t, x)}{\partial v_x} \geq 0 \quad \text{for} \quad (t, x) \in [0, T] \times \partial B_R.$$
This together with the estimate (2.12) implies that
\[
\limsup_{\varepsilon \to 0} K_m(\varepsilon) \leq C_9 R^{N-1} \sup_{0 \leq t \leq T, x \in \partial B_R} \left| \frac{\partial u^{\varepsilon}(t, x)}{\partial v_x} \right| = \frac{C_9 C_{10} R^{N-1} |\sigma'(R)|}{\sigma(R-1)(1+(R-1)^2)^{\frac{N}{2}}}. 
\]
Thus, if we take \( \gamma_2 = N/2 \), then there exists some positive constant \( C_{11} = C_{11}(N, C_9, C_{10}) \) independent of \( R \) and \( m \) such that
\[
\limsup_{\varepsilon \to 0} K_m(\varepsilon) \leq C_{11} R^{-1}. \tag{2.14}
\]

**Step 3: Completion of the proof.**

Combining the estimates in (2.9), (2.10) and (2.14), we obtain from (2.8) that
\[
\int_0^T \int_{\mathbb{R}^N} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] f \, dx \, dt \leq C_6 \| \beta_m - \beta \|_{L^2([0,T] \times B_R)}^2 + C_8 \left( \| \ell_m - \ell \|_{L^2([0,T] \times B_R)} + \| \beta_m - \beta \|_{L^2([0,T] \times B_R)} \right) + C_{11} R^{-1}.
\]
In view of (2.3) and the facts that \( C_6, C_8 \) depend on \( R \) but not on \( m \) and that \( C_{11} \) is independent of \( m \) and \( R \), passing to the limit as \( m \to \infty \) followed by letting \( R \to \infty \) in the above inequality, we obtain
\[
\int_0^T \int_{\mathbb{R}^N} \left[ \alpha_2(u_2) - \alpha_1(u_1) \right] f \, dx \, dt \leq 0.
\]
Since it holds for all nonnegative smooth function \( f(t, x) \) with compact support in \( x \), it follows that \( \alpha_2(u_2) \leq \alpha_1(u_1) \), and hence in the a.e. sense \( u_1(t, x) > 0 \) whenever \( u_2(t, x) > 0 \), and \( u_1 \geq u_2 \) a.e. in \( HT \). The proof of Theorem 2.3 is now complete. \( \square \)

The proof of the existence part of Theorem 1.2 also follows the approximation arguments used in [8,16] and we only provide the details where considerable changes are required. Before giving the proof, we first introduce some notations and approximation functions. Let \( \{ \alpha_m(w) \}_{m \in \mathbb{N}} \) be a sequence of smooth functions such that
\[
\alpha_m(w) \to \alpha(w) \text{ uniformly in any compact subset of } \mathbb{R}^1 \setminus \{0\},
\]
and
\[
\alpha_m(0) \to -d \mu^{-1}, \quad w - d \mu^{-1} \leq \alpha_m(w) \leq w \text{ for all } w \in \mathbb{R}^1.
\]
We may choose \( \alpha_m(w) \) in such a way that
\[
\alpha_m'(w) \geq 1. \tag{2.15}
\]

We now consider the following sequence of approximating problems:
\[
\begin{cases}
\frac{\partial \alpha_m(w)}{\partial t} - d \Delta w = g(x, w) \quad \text{in } (0, T] \times \mathbb{R}^N, \\
w(0, x) = \tilde{u}_0(x) \quad \text{in } \mathbb{R}^N.
\end{cases} \tag{2.16}
\]
For any fixed \( m \in \mathbb{N} \), we call a function \( w \) a **bounded supersolution** to problem (2.16) if \( w \in C^{1,2}((0, T] \times \mathbb{R}^N) \cap C(HT) \cap L^\infty(HT) \) and it satisfies
\[
\begin{cases}
\frac{\partial \alpha_m(w)}{\partial t} - d \Delta w \geq g(x, w) \quad \text{in } (0, T] \times \mathbb{R}^N, \\
w(0, x) \geq \tilde{u}_0(x) \quad \text{in } \mathbb{R}^N.
\end{cases} \tag{2.17}
\]
Such a \( w \) is called a **bounded subsolution** to problem (2.16) if the reversed inequalities in (2.17) are satisfied. We have the following comparison result.
Lemma 2.4 Let $m \in \mathbb{N}$ be fixed. Assume that $\overline{w}$ and $w$ are bounded supersolution and subsolution of problem (2.16), respectively. Then $\overline{w} \geq w$ in $H_T$.

Proof It is easily verified from (2.16) that $\overline{w}$ satisfies

$$\int_0^T \int_{\mathbb{R}^N} \left[ d\nabla_x \overline{w} \cdot \nabla_x \phi - \alpha_m(\overline{w}) \phi \right] dx dt - \int_{\mathbb{R}^N} \alpha_m(\overline{w}(0, x)) \phi(0, x) dx \geq \int_0^T \int_{\mathbb{R}^N} g(x, \overline{w}) \phi dx dt \tag{2.18}$$

for every nonnegative function $\phi \in C_{\infty}((H_T))$ such that $\phi$ has compact support and $\phi = 0$ on $\{T \times \mathbb{R}^N\}$. Analogously, $w$ satisfies (2.18) with the inequality sign reversed. Subtracting these two inequalities, due to (2.15) and the fact that $\overline{w}(0, x) \geq w(0, x)$ in $\mathbb{R}^N$, we obtain

$$\int_0^T \int_{\mathbb{R}^N} \left[ \alpha_m(w) - \alpha_m(\overline{w}) \right] \left( \phi_t + d\hat{\beta} \Delta \phi + \hat{\beta} \hat{\ell} \phi \right) dx dt \geq 0,$$

where

$$\hat{\ell}(t, x) = \begin{cases} \frac{g(x, w(t, x)) - g(x, w(t, x))}{w(t, x) - \overline{w}(t, x)} & \text{if } w(t, x) \neq \overline{w}(t, x), \\ 0 & \text{if } w(t, x) = \overline{w}(t, x), \end{cases}$$

and

$$\hat{\beta}(t, x) = \begin{cases} \frac{w(t, x) - \overline{w}(t, x)}{\alpha_m(w(t, x)) - \alpha_m(\overline{w}(t, x))} & \text{if } w(t, x) \neq \overline{w}(t, x), \\ 0 & \text{if } w(t, x) = \overline{w}(t, x). \end{cases}$$

Since $\overline{w}$, $w \in L_{\infty}(H_T)$ and since $\alpha'_m(w) \geq 1$ by (2.15), it then follows from the same arguments as those used in the proof of Theorem 2.3 that

$$\alpha_m(w(t, x)) - \alpha_m(\overline{w}(t, x)) \leq 0 \text{ for almost all } (t, x) \in H_T.$$ 

This immediately gives

$$w(t, x) \leq \overline{w}(t, x) \text{ for all } (t, x) \in H_T,$$

as $\alpha_m(w)$, $w(t, x)$ and $\overline{w}(t, x)$ are all continuous functions, and $\alpha_m(w)$ is increasing in $w$. The proof of Lemma 2.4 is thus complete. \qed

Clearly, $w \equiv 0$ is a subsolution of (2.16). On the other hand, by the condition (1.6) on $g$ and the property (2.15) of $\alpha_m$, we can conclude that the function $\overline{w}(t)$ is a bounded supersolution of (2.16), where

$$\overline{w}(t) = \|\tilde{u}_0\|_{L_{\infty}(\mathbb{R}^N)} e^{Kt} \text{ for } 0 \leq t \leq T \tag{2.19}$$

is the unique solution to the problem

$$\frac{d\overline{w}}{dt} = Kw \text{ for } 0 < t < T, \quad \overline{w}(0) = \|\tilde{u}_0\|_{L_{\infty}(\mathbb{R}^N)}.$$ 

We are ready to show the existence and uniqueness of classical solution to (2.16).

Lemma 2.5 Let $m \in \mathbb{N}$ be fixed and $\overline{w}(t)$ be given as in (2.19). Then problem (2.16) admits a unique solution $w_m \in C^{1,2}((0, T] \times \mathbb{R}^N) \cap C(H_T) \cap L_{\infty}(H_T)$. Moreover,

$$0 \leq w_m(t, x) \leq \overline{w}(t) \text{ for } (t, x) \in H_T, \tag{2.20}$$

and for any $R > 0$, there exists a positive constant $\tilde{C}_1 = \tilde{C}_1(T, R)$ independent of $m$ such that

$$\|w_m\|_{H^1([0, T] \times B_R)} \leq \tilde{C}_1 \text{ for all } m \in \mathbb{N}. \tag{2.21}$$
Proof The existence part must be a known result, but we failed to find a proof in the literature. So we include a proof here. Note that the uniqueness part follows directly from Lemma 2.4.

For each $k \in \mathbb{N}$, let $B_k \in \mathbb{R}^N$ be the ball with center at 0 and radius $k$. Consider the following initial boundary value problem

$$\begin{cases}
\frac{\partial u_m}{\partial t} - d \Delta v = g(x, v) \quad \text{in} \quad (0, T) \times B_k, \\
v(t, x) = 0 \quad \text{on} \quad (0, T] \times \partial B_k, \\
v(0, x) = \bar{w}(x) \quad \text{in} \quad B_k.
\end{cases} \quad (2.22)$$

It is well known that, for each $k \in \mathbb{N}$, problem (2.22) admits a unique solution $v_k \in C([0, T] \times B_k) \cap C^{1,2}((0, T] \times \overline{B}_k)$ (see e.g., [23]). Moreover, it follows from the comparison result given in [8, Lemma 3.2] that

$$0 \leq v_k(t, x) \leq \overline{w}(t) \quad \text{for all} \quad (t, x) \in [0, T] \times B_k.$$ 

It thus follows that

$$0 \leq v_k(t, x) \leq \tilde{C}_2 := \|\bar{u}_0\|_{L^\infty(\mathbb{R}^N)} e^{K_1T} \quad \text{for all} \quad (t, x) \in [0, T] \times B_k.$$

The comparison argument also gives $v_k(t, x) \leq v_{k+1}(t, x)$ for $t \in [0, T]$ and $x \in B_k$. Thus

$$v(t, x) := \lim_{k \to \infty} v_k(t, x) \quad \text{exists for every} \quad x \in \mathbb{R}^N \quad \text{and} \quad t \in [0, T],$$

and $0 \leq v(t, x) \leq \overline{w}(t)$. By a standard regularity consideration, one sees that $v$ solves (2.16), and (2.20) holds. To mark its dependence on $m$, we will denote $v = w_m$.

Next, we show the estimate (2.21). Clearly, we have

$$0 \leq w_m(t, x) \leq \tilde{C}_2 \quad \text{for} \quad (t, x) \in H_T. \quad (2.23)$$

For any fixed $R > 0$, let $\xi(x)$ be a smooth function such that

$$0 \leq \xi \leq 1 \quad \text{in} \quad \mathbb{R}^N, \quad \xi \equiv 1 \quad \text{in} \quad B_R, \quad \text{and} \quad \xi \equiv 0 \quad \text{in} \quad \mathbb{R}^N \setminus B_{2R}.$$

If we multiply the differential equation in (2.16) by $\alpha_m(w_m)\xi^2$, then by following the proof of [8, Lemma 5.1], we obtain

$$\int_0^T \int_{B_R} |\nabla_x w_m|^2 \leq \tilde{C}_3,$$

for some positive constant $\tilde{C}_3 = \tilde{C}_3(R, T)$ independent of $m$. Furthermore, if we multiply the differential equation in (2.16) by $\frac{\partial \alpha_m}{\partial \sigma} \xi^2$ and estimate the resulting equation over $[0, T] \times B_{2R}$, then the proof of [8, Lemma 5.2] implies that there exists a positive constant $\tilde{C}_4 = \tilde{C}_4(R, T)$ such that

$$\int_0^T \int_{B_R} \left| \frac{\partial_t w_m}{\partial t} \right|^2 \leq \tilde{C}_4.$$

Therefore, combining the above, we obtain (2.21). The proof of Lemma 2.5 is now complete.

To complete the proof of Theorem 1.2, we shall need the following estimate.

**Lemma 2.6** For any $R > 0$, there is a positive constant $\tilde{C}_5$ depending on $R$ and $T$ but independent of $m$ such that

$$\int_{B_{R/2}} |\nabla_x w_m(\sigma, x)|^2 \, dx \leq \tilde{C}_5 \quad \text{for all} \quad m \in \mathbb{N}, \quad \sigma \in [0, T].$$
Proof Let \( \xi(x) \) be a smooth function such that

\[
0 \leq \xi \leq 1 \quad \text{in} \quad \mathbb{R}^N, \quad \xi \equiv 1 \quad \text{in} \quad B_{R/2}, \quad \text{and} \quad \xi \equiv 0 \quad \text{in} \quad \mathbb{R}^N \setminus B_R.
\]

We multiply both sides of the differential equation in (2.16) by \( \frac{\partial w_m}{\partial t} \xi^2 \) and then integrate the resulting equation over \([0, \sigma] \times B_R\). After suitable integration by parts, we obtain

\[
\int_0^\sigma \int_{B_R} \alpha'_m(w_m) \left( \frac{\partial w_m}{\partial t} \right)^2 \xi^2 \, dx \, dt + d \int_0^\sigma \int_{B_R} \nabla_x w_m \cdot \nabla_x \left( \frac{\partial w_m}{\partial t} \xi^2 \right) \, dx \, dt = \int_0^\sigma \int_{B_R} g(x, w_m) \frac{\partial w_m}{\partial t} \xi^2 \, dx \, dt.
\] (2.24)

Moreover, using the assumption (1.6) on \( g \) and the estimate (2.23), we have

\[
\int_0^\sigma \int_{B_R} g(x, w_m) \frac{\partial w_m}{\partial t} \xi^2 \, dx \, dt \leq \frac{1}{4} \int_0^\sigma \int_{B_R} \left( \frac{\partial w_m}{\partial t} \right)^2 \xi^2 \, dx \, dt + \tilde{C}_6(T, R).
\]

On the other hand, making use of the estimate (2.21), we deduce that

\[
d \int_0^\sigma \int_{B_R} \nabla_x w_m \cdot \nabla_x \left( \frac{\partial w_m}{\partial t} \xi^2 \right) \, dx \, dt
= d \int_0^\sigma \int_{B_R} \xi^2 \nabla_x w_m \cdot \nabla_x \left( \frac{\partial w_m}{\partial t} \xi^2 \right) \, dx \, dt + 2d \int_0^\sigma \int_{B_R} \xi \frac{\partial w_m}{\partial t} \nabla_x w_m \cdot \nabla_x \xi \xi^2 \, dx \, dt
\geq d \int_0^\sigma \int_{B_R} \left| \nabla_x w_m(\sigma, x) \right|^2 \xi^2(x) \, dx - d \int_0^\sigma \int_{B_R} \left| \nabla_x \tilde{u}_0(x) \right|^2 \xi^2(x) \, dx
- 16d \int_0^\sigma \int_{B_R} \left( \nabla_x w_m \cdot \nabla_x \xi \right)^2 \, dx \, dt - \frac{1}{4} \int_0^\sigma \int_{B_R} \left( \frac{\partial w_m}{\partial t} \right)^2 \xi^2 \, dx \, dt
\]

Substituting the above estimates into (2.24), and recalling that \( \alpha'_m(w) \geq 1 \) from (2.15), we obtain

\[
\frac{1}{2} \int_{B_R} \left| \nabla_x \tilde{u}_0(x) \right|^2 \xi^2(x) \, dx + \frac{d}{2} \int_{B_R} \left| \nabla_x w_m(\sigma, x) \right|^2 \xi^2(x) \, dx
\leq d \int_{B_R} \left| \nabla_x \tilde{u}_0(x) \right|^2 \xi^2(x) \, dx + \tilde{C}_6(T, R) + \tilde{C}_7(T, R).
\]

Let

\[
\tilde{C}_5 := d \int_{B_R} \left| \nabla_x \tilde{u}_0(x) \right|^2 \xi^2(x) \, dx + 2\tilde{C}_6(T, R) + 2\tilde{C}_7(T, R).
\]

It finally follows that

\[
\int_{B_{R/2}} \left| \nabla_x w_m(\sigma, x) \right|^2 \, dx \leq \int_{B_R} \left| \nabla_x w_m(\sigma, x) \right|^2 \xi^2(x) \, dx \leq \tilde{C}_5 \quad \text{for all} \quad m \in \mathbb{N}.
\]

This completes the proof.

We are now ready to complete the proof of Theorem 1.2.

Proof of Theorem 1.2 In what follows we will select various subsequences from \( \{w_m\} \) and, to avoid inundation by subscripts, we will always denote the subsequence again by \( \{w_m\} \). By the estimate (2.21), and by Rellich’s Lemma and a standard diagonal argument, there is a subsequence of \( \{w_m\} \) (denoted by itself) and a function \( w \in H_{loc}^1(H_T) \) such that, for any \( R > 0 \),

\[
w_m \to w \quad \text{weakly in} \quad H^1([0, T] \times B_R) \quad \text{and strongly in} \quad L^2([0, T] \times B_R) \quad \text{as} \quad m \to \infty.
\]
In particular, \( w_m \to w \) as \( m \to \infty \) and \( w \geq 0 \) almost everywhere in \( H_T \). Moreover, in view of (2.23), we have \( 0 \leq w \leq \bar{C}_2 \) in \( H_T \), and hence \( w \in H^1_{loc}(H_T) \cap L^\infty(H_T) \). Furthermore, Lemma 2.6 implies that

\[
\int_{B_{R/2}} |\nabla_x w(t, x)|^2 \, dx \leq \bar{C}_5 \quad \text{for a.e. } t \in [0, T],
\]
since the set

\[
\left\{ v \in H^1([0, T] \times B_{R/2}) : \int_{B_{R/2}} |\nabla_x v(t, x)|^2 \, dx \leq \bar{C}_5 \quad \text{for a.e. } t \in [0, T] \right\}
\]
is closed and convex in \( H^1([0, T] \times B_{R/2}) \), and such sets are closed under the weak limit.

With the above preparations, and noting that the test function \( \phi \) in Definition 1.1 has compact support, we can follow the same lines as those used in the proof of [8, Theorem 3.1] to verify that \( w \) is a weak solution of (1.4) over \( H_T \). We do not repeat the details here. The proof of Theorem 1.2 is thereby complete. \( \square \)

Note that since \( T > 0 \) is arbitrary in Theorem 1.2, the weak solution \( u(t, x) \) of (1.4) given over \( H_T \) can be extended to all \( t > 0 \), and it is unique due to Theorem 2.3.

Next, we present a comparison principle which will be used frequently in the subsequent sections. Suppose that \( \mu \) and \( \hat{\mu} \) are two positive constants, \( g \) and \( \hat{g} \) both satisfy the assumption (1.6), \( \Omega_0 \) and \( \hat{\Omega}_0 \) are smooth domains in \( \mathbb{R}^N \), \( u_0 \) satisfies (1.5) and \( \hat{u}_0 \) satisfies (1.5) with \( \Omega_0 \) replaced by \( \hat{\Omega}_0 \). Let \( u \) be a weak subsolution of (1.4) corresponding to \( (\Omega_0, u_0, g, \mu) \), and \( \hat{u} \) be a weak supersolution corresponding to \( (\hat{\Omega}_0, \hat{u}_0, \hat{g}, \hat{\mu}) \), respectively.

**Theorem 2.7** Suppose that \( \Omega_0 \subset \hat{\Omega}_0, u_0 \leq \hat{u}_0, \mu \leq \hat{\mu} \) and \( g \leq \hat{g} \). Then \( u \leq \hat{u} \) a.e. in \( H_T \).

**Proof** Let \( w \) and \( \hat{w} \) be the weak solutions of (1.4) corresponding to \( (\Omega_0, u_0, g, \mu) \) and \( (\hat{\Omega}_0, \hat{u}_0, \hat{g}, \hat{\mu}) \) over \( H_T \), respectively. As a direct application of Theorem 2.3, we have

\[
u \leq w, \quad \hat{\nu} \geq \hat{w} \quad \text{a.e. in } H_T.
\] (2.25)

On the other hand, let \( w_m \) be the solution of problem (2.16), and \( \hat{w}_m \) be the solution determined by (2.16) with reaction term \( \hat{g} \), and the initial function is obtained by extending \( \hat{u}_0 \) to \( \mathbb{R}^N \). By the comparison result Lemma 2.4, we clearly have \( w_m \leq \hat{w}_m \) in \( H_T \). Furthermore, from the proof of Theorem 1.2 and the uniqueness of the weak solution, we know that

\[
w_m \to w, \quad \hat{w}_m \to \hat{w} \quad \text{a.e. in } H_T \text{ as } m \to \infty,
\]
and hence \( w \leq \hat{w} \) a.e. in \( H_T \). This together with (2.25) completes the proof. \( \square \)

The next result is useful for constructing supersolutions and subsolutions to (1.4).

**Theorem 2.8** Assume that there exists a \( C^1 \) function \( \Phi \) over \( H_T \) such that, with

\[
\Omega(t) := \left\{ x \in \mathbb{R}^N : \Phi(t, x) < 0 \right\},
\]
one has

\[
\Omega(0) = \Omega_0 \text{ and } |\nabla_x \Phi| \neq 0 \text{ on } \partial \Omega(t).
\]

Suppose that \( w(t, x) \) and \( \nabla_x w(t, x) \) are continuous in \( \bigcup_{0 \leq t \leq T} \Omega(t) \), \( \nabla^2_x w(t, x) \), \( w_t(t, x) \) are continuous in \( \bigcup_{0 \leq t \leq T} \Omega(t) \). Then \( w(t, x) \) (extended by 0 for \( x \notin \Omega(t) \)) is a weak
supersolution of (1.4) for \( t \in (0, T] \), provided that
\[
\begin{align*}
  w_t - d \Delta w & \geq g(x, w), \ w > 0 \ for \ x \in \Omega(t), \ 0 < t \leq T, \\
  w = 0, \ \Phi_t & \leq \mu \nabla_x u \cdot \nabla_x \Phi \ for \ x \in \partial \Omega(t), \ 0 < t \leq T, \\
  w(0, x) & \geq u_0(x) \ for \ x \in \Omega_0.
\end{align*}
\]
(2.26)

If all the inequalities in (2.26) are reversed, then \( w \) is a weak subsolution to (1.4).

**Proof** We only prove the case for weak supersolution, as the proof for the weak subsolution case is similar. We need to show that
\[
\int_0^T \int_{\mathbb{R}^N} \left[ d \nabla_x w \cdot \nabla_x \phi - \alpha(w) \phi_t \right] dx \, dt - \int_{\mathbb{R}^N} \alpha(\bar{u}(x)) \phi(0, x) dx 
\geq \int_0^T \int_{\mathbb{R}^N} g(x, w) \phi dx \, dt
\]
for every nonnegative function \( \phi \in C^\infty(HT) \) with compact support and satisfying \( \phi = 0 \) on \( \{ T \} \times \mathbb{R}^N \).

For each test function \( \phi \) as described above, we use the divergence theorem to calculate the following integral
\[
\int_0^T \int_{\Omega(t)} \nabla \psi \, dx \, dt \text{ with } \psi(t, x) = (\phi(t, x), 0, \ldots, 0) \in \mathbb{R}^{N+1},
\]
and obtain, with \( S := \bigcup_{0<t<T} \partial \Omega(t) \),
\[
\int_0^T \int_{\Omega(t)} \phi_t \, dx \, dt = - \int_S \phi \left[ \frac{\Phi_t}{|\nabla_x \Phi|} \right] d\sigma - \int_{\Omega(0)} \phi(0, x) dx \, dt
\]
\[
= - \int_0^T \int_{\partial \Omega(t)} \phi \left[ \frac{\Phi_t}{|\nabla_x \Phi|} \right] dS_x \, dt - \int_{\Omega(0)} \phi(0, x) dx \, dt.
\]

Since the unit outward normal of \( \Omega(t) \) at \( x \in \partial \Omega(t) \) is given by \( \nu = \nabla_x \Phi(t, x)/|\nabla_x \Phi(t, x)| \), by (2.26) we have
\[
\frac{\Phi_t}{|\nabla_x \Phi|} \leq \mu \nabla_x w \cdot \nu \text{ for } x \in \partial \Omega(t),
\]
and hence
\[
- \frac{d}{\mu} \int_0^T \int_{\Omega(t)} \phi_t \, dx \, dt \leq d \int_0^T \int_{\Omega(t)} \phi \nabla_x w \cdot \nu dS_x \, dt + \frac{d}{\mu} \int_{\Omega(0)} \phi(0, x) dx \, dt. \tag{2.28}
\]

On the other hand, we multiply both sides of the first inequality in (2.26) by \( \phi \) and integrate the resulting inequality over \( \bigcup_{0<t<T} \Omega(t) \), making use of integration by parts and the last inequality in (2.26), and obtain
\[
\int_0^T \int_{\Omega(t)} \phi_t w \, dx \, dt + \int_0^T \int_{\Omega(t)} g(x, w) \phi \, dx \, dt 
\leq -d \int_0^T \int_{\partial \Omega(t)} \phi \nabla_x w \cdot \nu dS_x \, dt - \int_{\Omega(0)} u_0(x) \phi(0, x) dx \, dt.
\]
By this inequality, (2.28), the fact that \( w(t, x) = 0 \) for \( x \notin \Omega(t) \), and the definition of \( \alpha \), we immediately obtain (2.27). \( \square \)

We now consider the asymptotic behavior of the weak solution to (1.4) as \( \mu \to \infty \). To emphasize its dependence on \( \mu \), we denote by \( u_\mu \) the unique weak solution, and denote \( \Omega_\mu(t) = \{ x : u_\mu(t, x) > 0 \} \).
Theorem 2.9 Let \( u_\mu \) be the unique weak solution to problem (1.4). Then
\[
\lim_{\mu \to \infty} \Omega_\mu(t) = \mathbb{R}^N, \quad \forall \ t > 0,
\]
and
\[
u_\mu \to U \text{ in } C^{1+\nu_0,1+\nu_0}_{loc}((0, \infty) \times \mathbb{R}^N) \text{ as } \mu \to \infty,
\]
where \( \nu_0 \) can be any number in \((0, 1)\) and \( U(t, x) \) is the unique solution of the Cauchy problem
\[
\begin{cases}
U_t - d \Delta U = g(x, U) & \text{in } (0, \infty) \times \mathbb{R}^N, \\
U(0, x) = \tilde{u}_0(x) & \text{in } \mathbb{R}^N.
\end{cases}
\]
Moreover, \( u_\mu(t, x) \leq U(t, x) \) for all \( t > 0 \) and \( x \in \Omega_\mu(t) \).

Proof Making use of Theorem 2.7, the proof is almost identical to that of [8, Theorem 5.4], and we omit the details.

Remark 2.10 Although our main interest of this paper is for the case \( \Omega_0 \subset \mathbb{R}^N \) with \( N \geq 2 \), it is easily seen from their proofs that all the results in this section remain valid when \( N = 1 \).

3 Spreading profile of the Fisher–KPP equation

In this section, we study the long-time behavior of the weak solution to problem (1.1), for some special unbounded \( \Omega_0 \). More precisely, we assume that there exist \( \phi \in (0, \pi) \) and \( \xi_1 > \xi_2 \) such that (1.8) holds, namely
\[
\Lambda^{\phi} + \xi_1 e_N \subset \Omega_0 \subset \Lambda^{\phi} + \xi_2 e_N.
\]

Our first result on the long-time behavior of (1.1) is the following theorem.

Theorem 3.1 Let \( u(t, x) \) be the unique weak solution of problem (1.1) with \( \Omega_0 \) satisfying (3.1). Denote \( \Omega(t) = \{ x : u(t, x) > 0 \} \). Then
\[
\lim_{t \to \infty} \Omega(t) = \mathbb{R}^N,
\]
and
\[
\lim_{t \to \infty} u(t, x) = \frac{a}{b} \text{ locally uniformly in } x \in \mathbb{R}^N.
\]

Proof We first prove (3.2). Since \( \Omega_0 \) satisfies (3.1), we can find a ball \( B_{r_0}(x_0) \subset \Omega_0 \) with radius
\[
r_0 \geq R^* := \sqrt{\frac{d}{a \lambda_1}},
\]
where \( \lambda_1 \) is the first eigenvalue of the following eigenvalue problem
\[
-\Delta \phi = \lambda \phi \text{ in } B_1(0); \quad \phi = 0 \text{ on } \partial B_1(0).
\]
We then choose a \( C^2 \) radial function \( v_0(r) \ (r = |x - x_0|) \) satisfying
\[
v_0(|x - x_0|) \leq u_0(x) \text{ for } |x - x_0| < r_0, \quad v_0(r) > 0 \text{ for } r \in [0, r_0) \text{ and } v'_0(0) = v_0(r_0) = 0.
\]
and consider the following radially symmetric problem

\[
\begin{aligned}
&v_t - d \Delta v = av - bv^2, \\
v_r(t, 0) = 0, &v(t, k(t)) = 0, \\
k'(t) = -\mu v_r(t, k(t)), &t > 0, \\
k(0) = r_0, &v(0, r) = v_0(r), 0 \leq r \leq r_0.
\end{aligned}
\]

It follows from [7, Theorem 2.1] that this problem admits a (unique) classical solution \((v(t, r), k(t))\) defined for all \(t > 0\) such that \(k'(t) > 0\), \(v(t, r) > 0\) for \(0 \leq r < k(t), t > 0\). Moreover, by [7, Theorem 2.5], we have

\[
\lim_{t \to \infty} k(t) = \infty. \tag{3.5}
\]

Denote

\[
G(t) = \left\{ x \in \mathbb{R}^N : |x - x_0| < k(t) \right\},
\]

and

\[
V(t, x) = v(t, |x - x_0|).
\]

We also extend \(V(t, \cdot)\) to be zero outside \(G(t)\). Clearly, for any given \(T > 0\), \((V, G)\) is a classical solution of the free boundary problem

\[
\begin{aligned}
&u_t - d \Delta u = au - bu^2 \quad \text{for } x \in G(t), 0 < t \leq T, \\
&u = 0, u_t = \mu |\nabla u|^2 \quad \text{for } x \in \partial G(t), 0 < t \leq T, \\
&u(0, x) = v_0(|x - x_0|) \quad \text{for } x \in G(0).
\end{aligned} \tag{3.6}
\]

By Theorems 2.2 and 2.3, \(V\) is the unique weak solution of (3.6) over \(H_T\). It then follows from Theorem 2.7 that \(u \geq V\) in \(H_T\), and hence by the arbitrariness of \(T\), we have \(G(t) \subset \Omega(t)\) for all \(t \geq 0\). This together with (3.5) implies (3.2).

It remains to prove (3.3). We claim that

\[
V(t, x) \leq u(t, x) \leq U(t, x) \text{ in } [0, \infty) \times \mathbb{R}^N, \tag{3.7}
\]

where \(U(t, x)\) is the unique solution to the Cauchy problem (2.29). Indeed, the first inequality in (3.7) follows directly from Theorem 2.7, while the second inequality is a consequence of Theorem 2.9.

Applying [8, Theorem 6.2] to the equation of \(V\), we obtain

\[
\lim_{t \to \infty} V(t, x) = \frac{a}{b} \text{ locally uniformly in } x \in \mathbb{R}^N. \tag{3.8}
\]

On the other hand, it is well known that

\[
\lim_{t \to \infty} U(t, x) = \frac{a}{b} \text{ locally uniformly in } x \in \mathbb{R}^N. \tag{3.9}
\]

By (3.7), (3.8) and (3.9), we immediately obtain (3.3), and the proof of Theorem 3.1 is thus complete. 

Next we examine the long-time profile of the free boundary \(\partial \Omega(t)\). For convenience, we first recall the following result from [2].

**Proposition 3.2** Let \(d > 0\), \(a > 0\) and \(b > 0\) be given constants. For any \(k \in [0, 2\sqrt{ad})\), the problem

\[
-dZ'' + kZ' = aZ - bZ^2, \quad Z(0) = 0 \tag{3.10}
\]

is the unique solution to the Cauchy problem (2.29).
admits a unique positive solution \( Z = Z_k \), and it satisfies \( Z_k(r) \to a/b \) as \( r \to \infty \). Moreover, \( Z_k'(r) > 0 \) for \( r \geq 0 \), \( Z_k'(0) > Z_k'(0) \), \( Z_k(r) > Z_k(r) \) for \( r > 0 \) and \( k_1 < k_2 \), and for each \( \mu > 0 \), there is a unique \( c_* = c_*(\mu, a, b, d) \) such that \( \mu Z_k'(0) = k \) when \( k = c_* \). Furthermore, \( c_*(\mu, a, b, d) \) depends continuously on its arguments, is increasing in \( \mu \) and \( \lim_{\mu \to \infty} c_*(\mu, a, b, d) = 2\sqrt{ad} \).

In our discussion below, since \( a, b, d \) and \( \mu \) are always fixed, we use \( c_* \) to denote \( c_*(\mu, a, b, d) \).

**Theorem 3.3** Let \( u(t, x) \) be the unique weak solution of problem (1.1) with \( \Omega_0 \) satisfying (3.1) for some \( \phi \in (\pi/2, \pi) \), and \( u_0 \) satisfying (1.5) and

\[
\liminf_{d(x, \partial \Omega_0) \to \infty} u_0(x) > 0. \tag{3.11}
\]

Denote \( \Omega(t) = \{x : u(t, x) > 0\} \). Then for any \( \epsilon > 0 \), there exists \( T = T(\epsilon) > 0 \) such that for all \( t > T \) we have

\[
\Lambda^\phi - \left( \frac{c_*}{\sin \phi} - \epsilon \right) t e_N \subset \Omega(t) \subset \Lambda^\phi - \left( \frac{c_*}{\sin \phi} + \epsilon \right) t e_N. \tag{3.12}
\]

Moreover,

\[
\lim_{t \to \infty} \left[ \sup_{x \in \Lambda^\phi - \left( \frac{c_*}{\sin \phi} - \epsilon \right) t e_N} \left| u(t, x) - \frac{a}{b} \right| \right] = 0. \tag{3.13}
\]

We prove this theorem by a series of lemmas. We first show

\[
\Lambda^\phi - \left( \frac{c_*}{\sin \phi} - \epsilon \right) t e_N \subset \Omega(t) \text{ for all } t > T. \tag{3.14}
\]

By assumption (3.11), we can find a one-dimensional function \( w_0 \in C^2([0, \infty)) \) such that

\[
0 < w_0 \leq \sigma_0 := \frac{1}{2} \liminf_{d(x, \partial \Omega_0) \to \infty} u_0(x) \text{ in } (0, \infty), \quad w_0(0) = 0 \quad \text{and} \quad w_0' > 0 \text{ in } [0, \infty). \tag{3.15}
\]

Then we consider the following one space dimension free boundary problem

\[
\begin{aligned}
w_t - d w_{yy} &= aw - bw^2, & t > 0, \quad \rho(t) < y < \infty, \\
w(t, \rho(t)) &= 0, & t > 0, \\
\rho'(t) &= -\mu \rho(t), & t > 0, \\
\rho(0) &= 0, & \rho(t) = w_0(y), & 0 \leq y < \infty.
\end{aligned} \tag{3.16}
\]

It follows from [5, Theorem 2.11] that, (3.16) admits a (unique) classical solution \((w(t, y), \rho(t))\) defined for all \( t > 0 \) and \( \rho'(t) < 0, w(t, y) > 0 \) for \( \rho(t) \leq y < \infty, \ t > 0 \). Moreover, we have the following comparison result.

**Lemma 3.4** For any given \( \tilde{T} \in (0, \infty) \), suppose \( \tilde{\rho} \in C^1([0, \tilde{T}]) \) and \( \tilde{w} \in C^{1,2}(\tilde{D}_\tilde{T}) \) with \( \tilde{D}_\tilde{T} = \{(t, y) : 0 \leq t \leq \tilde{T}, \ \tilde{\rho}(t) < y < \infty\} \).

If

\[
\begin{aligned}
\tilde{w}_t - d \tilde{w}_{yy} &\geq \tilde{w}(a - b\tilde{w}), & 0 < t \leq \tilde{T}, \quad \tilde{\rho}(t) < y < \infty, \\
\tilde{w}(0, \tilde{\rho}(t)) &= 0, \quad \tilde{\rho}'(t) \leq -\mu \tilde{w}_y(t, \tilde{\rho}(t)), & 0 < t \leq \tilde{T}, \quad \tilde{\rho}(0) \leq 0 \quad \text{and} \quad \tilde{w}_0(y) \leq \tilde{w}(0, y) \text{ in } [0, \infty),
\end{aligned}
\]

then \( \tilde{w} \) is decreasing in \( t \).
then the solution \((w, \rho)\) of problem (3.16) satisfies
\[
\tilde{\rho}(t) \leq \rho(t) \text{ in } (0, \tilde{T}] \text{ and } w(t, y) \leq \tilde{w}(t, y) \text{ for } 0 < t \leq \tilde{T}, \quad \rho(t) \leq y < \infty.
\]

**Proof** If for any \(0 \leq t \leq \tilde{T}\), we extend \(w(t, y)\) (resp. \(\tilde{w}(t, y)\)) to be zero for \(y < \rho(t)\) (resp. \(y < \tilde{\rho}(t)\)), then it is easily checked that \(w\) (resp. \(\tilde{w}\)) is a weak solution (resp. weak supersolution) of the free boundary problem induced from (3.16) over \(H_{\tilde{T}}\), and hence the desired comparison result follows from Theorem 2.7. (One could also prove the result directly along the lines of [9].)

We next show the following estimate of \((w, \rho)\).

**Lemma 3.5** For any \(\epsilon > 0\), there exists \(T_1 = T_1(\epsilon) > 0\) such that
\[
\rho(t) \leq -(c^* - \frac{2}{3}\epsilon)t \text{ for all } t \geq T_1, \quad (3.17)
\]
and
\[
\liminf_{t \to \infty} \left[ \inf_{y \geq -(c^* - \frac{2}{3}\epsilon)t} w(t, y) \right] \geq \frac{a}{b}. \quad (3.18)
\]

**Proof** The proof follows from [9, Theorem 4.2] with some modifications. For the sake of completeness, and also for the convenience of later applications, we include the details below.

We first claim that for any given small \(\delta > 0\), there exists \(t_1 = t_1(\delta) > 0\) such that
\[
w(t_1, y) \geq a - \delta \text{ for all } y \geq 0. \quad (3.19)
\]
Indeed, applying the proof of Theorem 3.1 to the one-dimensional problem (3.16), we easily obtain
\[
\lim_{t \to \infty} \rho(t) = -\infty \text{ and }
\]
\[
\lim_{t \to \infty} w(t, y) = \frac{a}{b} \text{ locally uniformly for } y \in \mathbb{R}.
\]
Since \(w_0(y)\) is nondecreasing in \(y \in [0, \infty)\), it follows from the comparison result stated in Lemma 3.4 and the uniqueness of solution to problem (3.16) that, for any fixed \(t > 0\), \(w(t, y)\) is nondecreasing in \(y \in [\rho(t), \infty)\). We thus obtain
\[
\liminf_{t \to \infty} w(t, y) \geq \frac{a}{b} \text{ uniformly for } y \geq 0,
\]
which clearly implies (3.19).

Next, we construct a subsolution to problem (3.16). To do this, we need a few more notations. For any small \(\delta > 0\), denote
\[
c_\delta := c_\delta(\mu, a - \delta, b + \delta, d)
\]
and denote by \(Z_\delta(r)\) the solution of (3.10) with \(k, a, b\) replaced by \(c_\delta, a - \delta, b + \delta\), respectively. Set
\[
\eta(t) = \eta_\delta(t) := -(1 - \delta)^2 c_\delta t \text{ for } t > 0,
\]
and
\[
w(t, y) = w_\delta(t, y) := (1 - \delta)^2 Z_\delta(y - \eta_\delta(t)) \text{ for } \eta_\delta(t) \leq y < \infty, \quad t > 0.
\]
It is straightforward to verify that
\[
w(t, \eta(t)) = 0, \quad \eta'(t) = -\mu w_\delta(t, \eta(t)) \text{ for } t > 0.
\]
Moreover, since \( Z_\delta^x > 0 \) in \([0, \infty)\), direct calculations yield
\[
\frac{d}{dy} w_x - d \frac{d^2}{dy^2} w = (1 - \delta)^4 c_\delta Z_\delta' - d (1 - \delta)^2 Z_\delta'' \\
\leq (1 - \delta)^2 (Z_\delta' - d Z_\delta) \\
= (1 - \delta)^2 [(a - \delta) Z_\delta - (b + \delta) Z_\delta^2] \\
\leq (a - \delta) w - (b + \delta) w^2
\]
for \( \eta(t) < y < \infty, t > 0 \). By Proposition 3.2, we have
\[
w(0, y) = (1 - \delta)^2 Z_\delta(y) < (1 - \delta)^2 \frac{a - \delta}{b + \delta} \text{ for } 0 \leq y < \infty.
\]
This together with (3.19) implies
\[
w(t_1, y) \geq w(0, y) \text{ for } 0 \leq y < \infty.
\]
It then follows from Lemma 3.4 that
\[
\rho(t + t_1) \leq \eta(t), \quad w(t + t_1, y) \geq w(t, y) \text{ for } \eta(t) \leq y < \infty, t > 0. \tag{3.20}
\]
Since \( \lim_{\delta \to 0} (1 - \delta)^2 c_\delta = c_* := c_*(\mu, a, b, d) \), for any \( \epsilon > 0 \), we can find some \( \delta_\epsilon \in (0, \epsilon) \) such that
\[
|(1 - \delta_\epsilon)^2 c_{\delta_\epsilon} - c_*| \leq \epsilon/2. \tag{3.21}
\]
We now fix \( \delta = \delta_\epsilon \) in \( Z_\delta, \eta_\delta \) and \( t_1(\delta) \). Then (3.20) implies
\[
\rho(t) \leq -(1 - \delta_\epsilon)^2 c_{\delta_\epsilon} (t - t_1) \leq -\left( c_* - \frac{2}{3} \epsilon \right) t - \frac{\epsilon}{6} t + (1 - \delta_\epsilon)^2 c_{\delta_\epsilon} t_1 \text{ for } t \geq t_1.
\]
Thus (3.17) holds with \( T_1 = 6 \epsilon^{-1} (1 - \delta_\epsilon)^2 c_{\delta_\epsilon} t_1 \).

It remains to prove (3.18). With \( \delta = \delta_\epsilon \) chosen as above, it follows from Proposition 3.2 that there exists \( y_0 > 0 \) sufficiently large such that
\[
Z_{\delta_\epsilon}(y) \geq \frac{a - 2\delta_\epsilon}{b + 2\delta_\epsilon} \text{ for all } y \geq y_0. \tag{3.22}
\]
On the other hand, by (3.21), we clearly have
\[
y - \eta(t - t_1) \geq y + \left( c_* - \frac{2}{3} \epsilon \right) t + \frac{\epsilon}{6} t - (1 - \delta_\epsilon)^2 c_{\delta_\epsilon} t_1 \text{ for } t \geq t_1.
\]
Thus, if we choose \( \tilde{t}_1 = 6 \epsilon^{-1} [y_0 + (1 - \delta_\epsilon)^2 c_{\delta_\epsilon} t_1] \), then
\[
y - \eta(t - t_1) \geq y_0 \text{ for all } y \geq \left( c_* - \frac{2}{3} \epsilon \right) t, t \geq \tilde{t}_1.
\]
This together with (3.20) and (3.22) implies
\[
w(t, y) \geq w(t - t_1, y) \geq (1 - \delta_\epsilon)^2 \frac{a - 2\delta_\epsilon}{b + 2\delta_\epsilon} \text{ for all } y \geq \left( c_* - \frac{2}{3} \epsilon \right) t, t \geq \tilde{t}_1.
\]
Since
\[
(1 - \delta_\epsilon)^2 \frac{a - 2\delta_\epsilon}{b + 2\delta_\epsilon} \to \frac{a}{b} \text{ as } \epsilon \to 0,
\]
this gives (3.18), and the proof of Lemma 3.5 is now complete. \( \square \)
Remark 3.6 The conclusions in Lemma 3.5 can be considerably sharpened (though they are not needed in this paper). It is possible to modify the method of [14] to show that, as $t \to \infty$,
\[
\rho(t) - c_* t \to C \in \mathbb{R}^1, \quad \sup_{y \in \rho(t)} \left| w(t, y) - Z_{c_*}(y - \rho(t)) \right| \to 0,
\]
where $Z_{c_*}$ is given in Proposition 3.2.

Lemma 3.7 Let $u(t, x)$ and $\Omega(t)$ be given in the statement of Theorem 3.3. Then for any $\epsilon > 0$, there exists $T_2 = T_2(\epsilon) > 0$ such that (3.14) holds for all $t \geq T_2$, and
\[
\liminf_{t \to \infty} \left[ \inf_{x \in \Lambda^e - \left( \frac{c_*}{\sin \phi} - \epsilon \right) e_N} u(t, x) \right] \geq \frac{a}{b} \cdot (3.23)
\]
Proof By the assumption (3.11), there exists $r_1 > 0$ sufficiently large such that
\[
u_0(x) \geq \sigma_0 := \frac{1}{2} \liminf_{d(x, \partial \Omega_0) \to \infty} u_0(x) \text{ for all } x \in \Omega_0 \text{ with } d(x, \partial \Omega_0) \geq r_1.
\]

Then, due to the assumption (3.1), we have
\[
u_0(x) \geq \sigma_0 \text{ for all } x \in \Lambda^\theta + \left( \frac{r_1}{\sin \theta} \right) e_N, \quad (3.24)
\]
where $\theta = \pi - \phi$ (and so $\sin \theta = \sin \phi$).

Let $(w, \rho)$ be the unique solution to problem (3.16) with initial function $w_0$ satisfying (3.15). For convenience of notation, we write
\[
z_1 := \left( \frac{r_1}{\sin \theta} \right) e_N \quad \text{and} \quad \Lambda z_1 := \Lambda^\phi + z_1.
\]

For any fixed $z \in \partial \Lambda z_1 \setminus \{z_1\}$, let $v_z$ be the inward unit normal vector of $\Lambda z_1$ at $z$, and define
\[
\Omega_z(t) = \left\{ x : x \cdot v_z \geq \rho(t) + r_1 + \xi_1 \sin \theta \right\}
\]
$(\Omega_z(0)$ is illustrated in Fig. 2), and
\[
w_z(t, x) = w(t, x \cdot v_z - r_1 - \xi_1 \sin \theta).
\]

We also extend $w_z(t, \cdot)$ to be zero outside $\Omega_z(t)$ for $t \geq 0$. Clearly, $(w_z, \Omega_z)$ is a classical solution of the following problem
\[
\begin{cases}
w_t - d \Delta w = w(a - bw) & \text{for } x \in \Omega(t), t > 0, \\
w = 0, w_0 = \mu |\nabla_x w|^2 & \text{for } x \in \partial \Omega(t), t > 0, \\
w(0, x) = w_0(x \cdot v_z - r_1 - \xi_1 \sin \theta) & \text{for } x \in \Omega_z(0),
\end{cases}
\]
and hence by Theorems 2.2 and 2.3, it is the unique weak solution.

By Lemma 3.5, for any $\epsilon > 0$, there exists $T_1 = T_1(\epsilon) > 0$ such that
\[
\Omega_z(t) \supset \left\{ x : x \cdot v_z \geq - \left( \frac{c_*}{3} - \frac{2}{3} \epsilon \right) t + r_1 + \xi_1 \sin \theta \right\} \text{ for all } t \geq T_1,
\]
and
\[
\liminf_{t \to \infty} \left[ \inf_{x \cdot v_z \geq r_1 - \xi_1 \sin \theta \geq - (c_* - \frac{2}{3} \epsilon)u_z(t, x)} u_z(t, x) \right] \geq \frac{a}{b}.
\]
Therefore, if we choose
\[
T_2 := \max \left\{ T_1, \frac{3r_1 + \xi_1 \sin \theta}{\epsilon} \right\},
\]
The domain $\Omega_z(0)$ with given $z \in \partial\Lambda_{z_1} \setminus \{z_1\}$

then

$$\Omega_z(t) \supset \left\{ x : x \cdot v_z \geq -(c_\ast - \epsilon)t \right\} \text{ for all } t \geq T_2,$$

and

$$\lim \inf_{t \to \infty} \left[ \inf_{x : x \cdot v_z \geq -(c_\ast - \epsilon)t} w_z(t, x) \right] \geq \frac{a}{b}.$$  

On the other hand, by the choice of $w_0$ in (3.15) and the property (3.24), we have

$$\Omega_z(0) \subset \Lambda_{z_1} \subset \Omega(z_0),$$

and

$$w_0(x \cdot v_z - r_1 - \xi_1 \sin \theta) \leq u_0(x) \text{ for } x \in \Omega_z(0).$$

Hence we can use Theorem 2.7 to compare $u$ and $w_z$ and then obtain

$$w_z(t, x) \leq u(t, x) \text{ in } [0, \infty) \times \mathbb{R}^N,$$

which clearly implies $\Omega_z(t) \subset \Omega(t)$ for $t \geq 0$.

Thus, we obtain

$$\left\{ x : x \cdot v_z \geq -(c_\ast - \epsilon)t \right\} \subset \Omega(t) \text{ for all } t \geq T_2,$$

and

$$\lim \inf_{t \to \infty} \left[ \inf_{x : x \cdot v_z \geq -(c_\ast - \epsilon)t} u(t, x) \right] \geq \frac{a}{b}.$$  

Finally, by the arbitrariness of $z \in \partial\Lambda_{z_1} \setminus \{z_1\}$, we obtain

$$\Lambda^\phi \frac{c_\ast - \epsilon}{\sin \phi} t e_N \cup \bigcup_{z \in \partial\Lambda_{z_1} \setminus \{z_1\}} \left\{ x : x \cdot v_z \geq -(c_\ast - \epsilon)t \right\} \subset \Omega(t) \text{ for all } t \geq T_2.$$  

The desired results then follow if we replace $\epsilon$ by $\tilde{\epsilon} := \epsilon / \sin \phi$.  

\[ \square \]
Next we prove
\[ \Omega(t) \subset \Lambda^\phi - \left( \frac{c_*}{\sin \phi} + \epsilon \right) t e_N \text{ for all large } t \]
by constructing a suitable weak supersolution to problem (1.1). We do this with several lemmas.

**Lemma 3.8** Let \( u(t, x) \) and \( \Omega(t) \) be given in the statement of Theorem 3.3. Then for any \( \delta > 0 \), there exist \( t_2 = t_2(\delta) > 0 \) and \( r_2 = r_2(\delta) > 0 \) such that
\[ u(t, x) \leq \frac{a + \delta}{b - \delta} \text{ for } t \geq t_2, \; x \in \mathbb{R}^N, \]
and
\[ \Omega(t) \subset \Lambda_{t_2} := \Lambda^\phi + \left( \xi_2 - \frac{r_2}{\sin \phi} \right) e_N. \] (3.26)

**Proof** Let \( u^*(t) \) be the unique solution of the problem
\[ \frac{du^*}{dt} = u^* \left( a - bu^* \right) \text{ for } t > 0; \quad u^*(0) = \max \left\{ \frac{a}{b}, \| u_0 \|_{L^\infty(\Omega_0)} \right\}. \]

Clearly, we have
\[ u^*(t) \geq \frac{a}{b} \text{ for all } t \geq 0 \quad \text{and} \quad \lim_{t \to \infty} u^*(t) = \frac{a}{b}. \]
Moreover, it follows from Theorem 2.9 and the parabolic comparison principle that
\[ u(t, x) \leq U(t, x) \leq u^*(t) \text{ for } t \geq 0, \; x \in \mathbb{R}^N, \]
where \( U(t, x) \) is the unique solution of the Cauchy problem (2.29). As a consequence, for any \( \delta > 0 \), there exists \( t_2 = t_2(\delta) > 0 \) such that
\[ u(t, x) \leq u^*(t) \leq \frac{a + \delta}{b - \delta} \text{ for all } t \geq t_2, \; x \in \mathbb{R}^N, \]
which clearly gives (3.25).

It remains to prove (3.26). Let \( t_2 > 0 \) be determined as above. It then follows from Proposition 4.1 in the Appendix below that there exists \( R_0 > 1 \) depending on \( t_2 \) such that, for any given radially symmetric function \( \hat{v}_0 \in C^2([0, \infty)) \) satisfying
\[ 0 < \hat{v}_0(r) < 2\| u_0 \|_{L^\infty(\Omega_0)} \text{ for } r \in (0, \infty), \quad \hat{v}_0(0) = 0, \quad \| \hat{v}_0 \|_{C^1([0, \infty))} \leq 3\| u_0 \|_{L^\infty(\Omega_0)}, \]
the following free boundary problem
\[ \begin{align*}
\hat{v}_t - d \Delta \hat{v} &= a\hat{v} - b\hat{v}^2, & 0 < t < t_2, & \hat{h}(t) < r < \infty, \\
\hat{v}(t, \hat{h}(t)) &= 0, & 0 < t < t_2, \\
\hat{h}'(t) &= -\mu \hat{v}_r(t, \hat{h}(t)), & 0 < t < t_2, \\
\hat{h}(0) &= R_0, & \hat{v}(0, r) &= \hat{v}_0(r - R_0), & R_0 \leq r < \infty,
\end{align*} \]
(3.28)
admits a unique classical solution \((\hat{v}, \hat{h})\) defined for \( 0 < t \leq t_2 \) with \( \hat{v}(t, r) > 0, \hat{h}'(t) < 0 \) for \( 0 < t \leq t_2, \hat{h}(t) < r < \infty, \) and
\[ \hat{h}(t_2) \geq R_0/2, \]
(3.29)
where due to the radial symmetry, \( \Delta \hat{v} = \hat{v}_{rr} + \frac{N-1}{r} \hat{v}_r. \)
Set
\[ r_2 := R_0 + 1 \text{ and } \Lambda_{z_2} := \Lambda^\phi + \left( \xi_2 - \frac{r_2}{\sin \phi} \right) e_N. \]

Clearly
\[ B_{r_2}(\hat{x}_0) \cap (\Lambda^\phi + \xi_2 e_N) = \emptyset \text{ for all } \hat{x}_0 \in \mathbb{R}^N \setminus \Lambda_{z_2}. \]

Since \( \Omega_0 \subset (\Lambda^\phi + \xi_2 e_N) \), it is easily seen that \( |x - \hat{x}_0| - R_0 > 1 \) for all \( x \in \Omega_0, \hat{x}_0 \in \mathbb{R}^N \setminus \Lambda_{z_2}. \)

In view of this, we may require that, in addition to the constraint (3.27), \( \hat{v}_0 \) also satisfies
\[ \hat{v}_0(|x - \hat{x}_0| - R_0) \geq u_0(x) \text{ for } x \in \Omega_0, \ \hat{x}_0 \in \mathbb{R}^N \setminus \Lambda_{z_2}. \] (3.30)

Indeed, this can be ensured by requiring \( \hat{v}_0 \) to satisfy \( \hat{v}_0(r) \geq \|u_0\|_{L^\infty(\Omega_0)} \) for \( r \geq 1 \).

We now define, for each \( \hat{x}_0 \in \mathbb{R}^N \setminus \Lambda_{z_2}, \)
\[ \hat{V}(t, x) = \hat{v}(t, |x - \hat{x}_0|) \text{ for } |x - \hat{x}_0| \geq \hat{h}(t), \]
and extend it to zero for \( |x - \hat{x}_0| < \hat{h}(t) \) \((0 \leq t \leq t_2)\), then it is easily seen that \( \hat{V} \) is the unique weak solution of the free boundary problem induced from (3.28) over \([0, t_2] \times \mathbb{R}^N\) with initial function \( \hat{v}_0(|x - \hat{x}_0| - R_0) \). Furthermore, due to (3.30), we conclude from Theorem 2.7 that
\[ u(t, x) \leq \hat{V}(t, x) \text{ in } [0, t_2] \times \mathbb{R}^N. \]

This together with (3.29) clearly implies
\[ \Omega(t_2) \subset \left\{ x : |x - \hat{x}_0| \geq \hat{h}(t_2) \right\} \subset \left\{ x : |x - \hat{x}_0| \geq R_0/2 \right\} \text{ for all } \hat{x}_0 \in \mathbb{R}^N \setminus \Lambda_{z_2}. \]

It follows that
\[ \Omega(t_2) \subset \bigcap_{\hat{x}_0 \in \mathbb{R}^N \setminus \Lambda_{z_2}} \left\{ x : |x - \hat{x}_0| \geq R_0/2 \right\} \subset \Lambda_{z_2}. \]

The proof of Lemma 3.8 is now complete. \( \square \)

We are now ready to construct a weak supersolution of problem (1.1). For any given small \( \delta > 0 \), denote
\[ c^\delta := c_\ast(\mu, a + \delta, b - \delta, d), \]
and denote by \( Z^\delta(r) \) the solution of (3.10) with \( k, a, b \) replaced by \( c^\delta, a + \delta, b - \delta \), respectively. For \( R > 0 \), we define
\[ \xi_R(t) := \xi_2 - \frac{R + r_2}{\sin \phi} - \left[ (1 - \delta)^{-2} \frac{c^\delta}{\sin \phi} \right] t \text{ for } t \geq 0, \]
with \( r_2 \) given in Lemma 3.8 depending on \( \delta > 0 \), and
\[ \Omega_R(t) := \Lambda^\phi_R + \xi_R(t)e_N \text{ for } t \geq 0, \]
with
\[ \Lambda^\phi_R := \left\{ x \in \Lambda^\phi : d(x, \partial \Lambda^\phi) > R \right\}. \]

Then define
\[ \hat{\pi}(t, x) = \hat{\pi}_R(t, x) := u_R(x - \xi_R(t)e_N) \text{ for } t \geq 0, \ x \in \mathbb{R}^N, \]
\[ \hat{\pi}(t, x) = \hat{\pi}_R(t, x) := u_R(x - \xi_R(t)e_N) \text{ for } t \geq 0, \ x \in \mathbb{R}^N, \]
\[ \hat{\pi}(t, x) = \hat{\pi}_R(t, x) := u_R(x - \xi_R(t)e_N) \text{ for } t \geq 0, \ x \in \mathbb{R}^N, \]
with

\[ u_R(x) := \begin{cases} 
(1 - \delta)^{-2} \mathcal{Z}(d(x, \partial \Lambda^\phi_R)), & x \in \Lambda^\phi_R, \\
0, & x \notin \Lambda^\phi_R. 
\end{cases} \]

We are going to show that for suitably chosen \( R \), \( \overline{u}(t, x) \) is a weak supersolution to the equation satisfied by \( u(t_2 + t, x) \); the desired result then easily follows.

**Lemma 3.9** Let \( \overline{u} \) be given as above. Then there exists \( R = R(\delta) \) sufficiently large such that \( \overline{u} \) is a weak supersolution of (1.1) with \( u_0(x) \) replaced by \( \overline{u}(0, x) \).

**Proof** Let us observe that \( \partial \Lambda^\phi_R \) is smooth and it can be decomposed into two parts, a spherical part

\[ \Sigma^1_R := \partial B_R(0) \cap \Lambda^{\phi - \frac{\pi}{2}}, \]

and part of the surface of the cone \( \Lambda^\phi + \frac{R}{\sin \theta}e_N \) (recall \( \theta = \pi - \phi \)):

\[ \Sigma^2_R := \left( \partial \Lambda^\phi + \frac{R}{\sin \theta}e_N \right) \setminus \Lambda^{\phi - \frac{\pi}{2}}. \]

Correspondingly, we can decompose \( \Lambda^\phi_R \) into two parts:

\[ \Lambda^\phi_R := \Lambda^\phi_{R,1} \cup \Lambda^\phi_{R,2} \quad \text{with} \quad \Lambda^\phi_{R,1} := \Lambda^\phi_R \cap \Lambda^{\phi - \frac{\pi}{2}} \quad \text{and} \quad \Lambda^\phi_{R,2} := \Lambda^\phi_R \setminus \Lambda^{\phi - \frac{\pi}{2}} \]

(\( \Lambda^\phi_{R,1} \) and \( \Lambda^\phi_{R,2} \) are illustrated in Fig. 3).

In a similar way, for each \( t \geq 0 \), we can write

\[ \Omega_R(t) = \Omega^1_R(t) \cup \Omega^2_R(t), \]
with
\[ \Omega^1_R(t) := \Lambda^\phi_{R,1} + \xi_R(t) \quad \text{and} \quad \Omega^2_R(t) := \Lambda^\phi_{R,2} + \xi_R(t). \]

Clearly
\[ d(x, \partial \Lambda^\phi_R) = d(x, \Sigma^1_R) = |x| - R \quad \text{if} \quad x \in \Lambda^\phi_{R,1}, \]
and, by some simple geometrical calculations, for \( x = (x', x_N) \in \Lambda^\phi_{R,2}, \)
\[ d(x, \partial \Lambda^\phi_R) = d(x, \Sigma^2_R) = |x'| \cos \theta + x_N \sin \theta - R. \]

It is straightforward to check that \( \overline{u} \) and \( \nabla_x \overline{u} \) are continuous in \( \bigcup_{t \geq 0} \overline{\Omega}_R(t) \), that \( \nabla^2_x \overline{u} \), \( \overline{u}_t \)
are continuous in \( \bigcup_{t > 0} \overline{\Omega}_R(t) \).

Next, we show that for \( R > 0 \) sufficiently large,
\[ \overline{u}_t - d \Delta \overline{u} \geq a \overline{u} - b \overline{u}^2 \quad \text{for} \quad x \in \Omega_R(t), \quad t > 0. \quad (3.31) \]
Denote \( z := x - \xi_R(t)e_N \); direct calculation shows that, for \( x \in \Omega^1_R(t) \) and \( t > 0, \)
\[ \overline{u}_t = (1 - \delta)^{-4}(Z^\delta)'(z) \frac{z_N}{|z|} \frac{c^\delta}{\sin \phi}, \]
and
\[ d \Delta \overline{u} = (1 - \delta)^{-2} \left[ d(Z^\delta)''(z) + \frac{d(N - 1)}{|z|}(Z^\delta)'(z) \right]. \]
Due to \( |z| > R \) and \( z_N \geq |z| \sin \phi \) for \( x \in \Omega^1_R(t) \) (i.e., \( z \in \Lambda^\phi_{R,1} \)), and \( (Z^\delta)' > 0, \)
we have
\[ \overline{u}_t - d \Delta \overline{u} \geq (1 - \delta)^{-2} \left[ (1 - \delta)^{-2} c^\delta (Z^\delta)' - \frac{d(N - 1)}{|z|} (Z^\delta)' - d(Z^\delta)'' \right] \]
\[ \geq (1 - \delta)^{-2} \left[ (1 - \delta)^{-2} c^\delta - \frac{d(N - 1)}{R} \right] (Z^\delta)' - d(Z^\delta)'' \]
\[ \geq (1 - \delta)^{-2} \left( c^\delta (Z^\delta)' + \left[ \delta c^\delta - \frac{d(N - 1)}{R} \right] (Z^\delta)' - d(Z^\delta)'' \right). \]
Therefore, if we choose
\[ R \geq \frac{d(N - 1)}{\delta c^\delta}, \quad (3.32) \]
then for \( x \in \Omega^1_R(t), \)
\[ \overline{u}_t - d \Delta \overline{u} \geq (1 - \delta)^{-2} \left[ c^\delta (Z^\delta)' - d(Z^\delta)'' \right] \geq (a + \delta) \overline{u} - (b - \delta) \overline{u}^2 \geq a \overline{u} - b \overline{u}^2. \]
For \( x \in \Omega^2_R(t) \) and \( t > 0, \) it follows from a direct calculation that
\[ \overline{u}_t = (1 - \delta)^{-4} c^\delta (Z^\delta)', \]
and
\[ d \Delta \overline{u} = (1 - \delta)^{-2} \left[ d(Z^\delta)'' + \frac{d(N - 2) \cos \theta (Z^\delta)'}{|x'|} \right], \]
where \( x' := (x_1, \ldots, x_{N-1}) \in \mathbb{R}^{N-1}. \)
It is easily checked that for $z = (z', z_N) \in \Lambda^\phi_{R, 2}$, we always have $|z'| \geq R \cos \theta$. Thus using $z = x - \xi_R(t)e_N \in \Lambda^\phi_{R, 2}$, we obtain

$$\frac{\cos \theta}{|x'|} \leq \frac{1}{R}.$$ 

Thus for $R > 0$ satisfying (3.32) and $x \in \Omega^2_R(t)$, we have

$$\bar{u}_t - d\Delta \bar{u} \geq (1 - \delta)^{-2}
\left[(1 - \delta)^{-2}c^\delta(Z^\delta)' - d(N - 2)\right]R \left(Z^\delta)' - d(Z^\delta)''\right]$$

$$\geq (1 - \delta)^{-2}c^\delta(Z^\delta)' + \left(\delta c^\delta - d(N - 2)R \right)Z^\delta)' - d(Z^\delta)''\right]$$

$$\geq (a + \delta)\bar{u} - (b - \delta)\bar{u}^2,$$

and hence,

$$\bar{u}_t - d\Delta \bar{u} \geq a\bar{u} - b\bar{u}^2.$$ 

We have thus proved that (3.31) holds for all $R$ satisfying (3.32). We henceforth fix such an $R$. 

We next define

$$\Phi(t, x) = R - d(x, \partial \Omega_R(t)) = \begin{cases} R - |x - \xi_R(t)e_N|, & x \in \Omega^1_R(t), \\ R - |[x'| \cos \theta + (x_N - \xi_R(t)) \sin \theta], & x \in \Omega^2_R(t). \end{cases}$$

Clearly, $\Phi$ is smooth, $\Omega_R(t) = \{x : \Phi(t, x) < 0\}$ and $|\nabla \Phi| \neq 0$ for $x \in \partial \Omega_R(t)$. We next show that

$$\Phi_t \leq \mu \nabla_x \bar{u} \cdot \nabla \Phi \quad \text{for} \quad x \in \partial \Omega_R(t), \quad t > 0. \quad (3.33)$$

It is straightforward to calculate that, for $x \in \partial \Omega_R(t)$ and $t > 0$,

$$\nabla \Phi \cdot \nabla \bar{u} = -(1 - \delta)^{-2}(Z^\delta)'(0),$$

and

$$\Phi_t(t, x) = \begin{cases} -(1 - \delta)^{-2}\frac{x_N - \xi_R(t)e_N}{|x - \xi_R(t)e_N|} \frac{c^\delta}{\sin \theta} & \text{if} \ x \in \Omega^1_R(t), \\ -(1 - \delta)^{-2}c^\delta & \text{if} \ x \in \Omega^2_R(t). \end{cases}$$

On the other hand, it is easily seen that for any $z \in \Lambda^\phi_{R, 1}$, $z_N \geq |z| \sin \theta$. It then follows that

$$\frac{x_N - \xi_R(t)}{|x - \xi_R(t)e_N|} \geq \sin \theta \quad \text{for} \ x \in \Omega^1_R(t),$$

and hence

$$\Phi_t(t, x) \leq -(1 - \delta)^{-2}c^\delta \quad \text{for} \ x \in \Omega_R(t).$$

From this and $\mu(Z^\delta)'(0) = c^\delta$, we deduce (3.33). We may now apply Theorem 2.8 to conclude that $\bar{u}$ is a weak supersolution of (1.1) with $u_0(x)$ replaced by $\bar{u}(0, x)$. \hfill \Box

**Lemma 3.10** Let $u(t, x)$ and $\Omega(t)$ be given in the statement of Theorem 3.3. Then for any $\epsilon > 0$, there exists $T_3 = T_3(\epsilon) > 0$ such that

$$\Omega(t) \subset \Lambda^\phi - \left(\frac{c^\theta}{\sin \phi} + \epsilon\right)t e_N \quad \text{for all} \ t \geq T_3.$$
Proof For any small $\delta > 0$, let $t_2 = t_2(\delta)$ and $R = R(\delta)$ be given in Lemmas 3.8 and 3.9, respectively. By Proposition 3.2, there exists $r_3 = r_3(\delta) > 0$ such that

$$Z^\delta(r) \geq (1 - \delta) \frac{a + \delta}{b - \delta} \text{ for } r \geq r_3. \quad (3.34)$$

We first claim that

$$\Omega(t_2) \subset \Omega_R(0) \quad (3.35)$$

and

$$u(t_2, x) \leq \overline{u}(0, x + \tilde{r}_3 e_N) \text{ for } x \in \Omega(t_2), \quad (3.36)$$

where

$$\tilde{r}_3 := \frac{r_3}{\sin \theta}.$$ 

Indeed, it is easily seen from the definition that

$$\Omega_R(0) \supset \Lambda_{z_2} = \Lambda^\phi + (\xi_2 - \frac{r_2}{\sin \phi}) e_N.$$ 

Thus, (3.35) is a consequence of $\Omega(t_2) \subset \Lambda_{z_2}$ proved in Lemma 3.8.

We now prove (3.36). For any $x \in \Omega(t_2)$, due to $\Omega(t_2) \subset \Lambda_{z_2} \subset \Omega_R(0)$, we obtain

$$d\left(x + \frac{r_3}{\sin \theta} e_N, \partial \Omega_R(0)\right) \geq d\left(x + \frac{r_3}{\sin \theta} e_N, \partial \Lambda_{z_2}\right) = d\left(x, \partial \Lambda_{z_2} - \frac{r_3}{\sin \theta} e_N\right) \geq r_3 + d(x, \partial \Lambda_{z_2}) \geq r_3.$$ 

Thus, for $x \in \Omega(t_2)$, due to $(Z^\delta)'(r) > 0$ in $(0, \infty)$, we have

$$\overline{u}(0, x + \tilde{r}_3 e_N) = (1 - \delta)^{-2} Z^\delta\left(d\left(x + \frac{r_3}{\sin \theta} e_N - \xi_R(0) e_N, \partial \Lambda^\phi_R\right)\right)$$

$$= (1 - \delta)^{-2} Z^\delta\left(d\left(x + \frac{r_3}{\sin \theta} e_N - \xi_R(0) e_N, \partial \Omega_R(0)\right)\right) \geq (1 - \delta)^{-2} Z^\delta(r_3).$$

This together with (3.25) and (3.34) implies that

$$\overline{u}(0, x + \tilde{r}_3 e_N) \geq (1 - \delta)^{-1} \frac{a + \delta}{b - \delta} \geq u(t_2, x) \text{ for } x \in \Omega(t_2),$$

which proves (3.36).

By Lemma 3.9, $\overline{u}(t, x + \tilde{r}_3 e_N)$ is a weak supersolution of problem (1.1) with $u_0$ replaced by $\overline{u}(0, x + \tilde{r}_3 e_N)$, and since $u(t + t_2, x)$ is a weak solution of (1.1) with $u_0$ replaced by $u(t_2, x)$, it follows from (3.35), (3.36) and Theorem 2.7 that

$$u(t + t_2, x) \leq \overline{u}(t, x + \tilde{r}_3 e_N) \text{ in } [0, \infty) \times \mathbb{R}^N,$$

and hence,

$$\Omega(t) \subset \Omega_R(t - t_2) - \tilde{r}_3 e_N = \Lambda^\phi_R + [\xi_R(t - t_2) - \tilde{r}_3] e_N \text{ for } t \geq t_2.$$ 

Since $\Lambda^\phi_R \subset \Lambda^\phi$, we thus obtain

$$\Omega(t) \subset \Lambda^\phi + [\xi_R(t - t_2) - \tilde{r}_3] e_N \text{ for } t \geq t_2.$$
Clearly,
\[ \xi_R(t - t_2) - \tilde{r}_3 = M - (1 - \delta)^{-2} \frac{c^\delta}{\sin \theta} t, \]
with
\[ M = M_\delta := \xi_2 - \frac{R + r_2 + r_3}{\sin \theta} + (1 - \delta)^{-2} \frac{c^\delta}{\sin \theta} t_2. \]
Since
\[ \lim_{\delta \to 0} (1 - \delta)^{-2} c^\delta = c^*_+, \]
for any small \( \epsilon > 0 \), we can find some \( \delta'_\epsilon \in (0, \epsilon) \) such that
\[ -(1 - \delta'_\epsilon)^{-2} \frac{c^\delta'_\epsilon}{\sin \theta} \geq -\frac{c^*_+}{\sin \theta} - \frac{\epsilon}{2}. \]
We now fix \( \delta = \delta'_\epsilon \) and obtain
\[ \xi_R(t - t_2) - \tilde{r}_3 \geq M - \left( \frac{c^*_+}{\sin \theta} + \frac{\epsilon}{2} \right) t = M - \frac{\epsilon}{2} t - \left( \frac{c^*_+}{\sin \theta} + \epsilon \right) t \geq -\left( \frac{c^*_+}{\sin \theta} + \epsilon \right) t \]
for \( t \geq T_3 \) with
\[ T_3 = T_3(\epsilon) := \max \left\{ t_2, \frac{2}{\epsilon} |M| \right\}. \]
Therefore,
\[ \Omega(t) \subset \Lambda^\phi - \left( \frac{c^*_+}{\sin \theta} + \epsilon \right) t e_N \text{ for } t \geq T_3, \]
as desired. \( \square \)

It is easily seen that (3.12) in Theorem 3.3 follows from Lemmas 3.7 and 3.10, while (3.13) is a direct consequence of (3.23) and (3.25). Thus, Theorem 3.3 is now proved.

Theorem 3.3 implies that if \( \Omega_0 \) satisfies (3.1) with \( \phi \in (\pi/2, \pi) \), then for all large time, the free boundary \( \partial \Omega(t) \) propagates to infinity in the negative \( x_N \)-direction with speed \( c^*_+/\sin \phi \).
Moreover, given any direction \( \nu \in S^{N-1} \) pointing outward of \( \Lambda^\phi \), if we denote
\[ \psi := \arccos \left[ (-e_N) \cdot \nu \right] \text{ (and so } \psi \in (0, \theta) = (0, \pi - \phi)), \]
then the spreading of \( \Omega(t) \) in the direction \( \nu \) is roughly at speed \( c^*_+/\sin \phi \cos \psi \). In sharp contrast, we will show in the following theorem, that when \( \Omega_0 \) satisfies (3.1) with \( \phi \in (0, \pi/2) \), the spreading of \( \Omega(t) \) in a set of directions \( \nu \in S^{N-1} \) pointing outward of \( \Lambda^\phi \), including \( \nu = -e_N \), is roughly at the speed \( c^*_+ \). (This set of directions \( \nu \) is given by \( \Sigma^\phi \) below.)

**Theorem 3.11** Let \( u(t, x) \) be the unique weak solution of problem (1.1) with \( \Omega_0 \) satisfying (3.1) for some \( \phi \in (0, \pi/2) \), and \( u_0 \) satisfying (1.5) and (3.11). Denote \( \Omega(t) = \{ x : u(t, x) > 0 \} \). Then for any \( \epsilon > 0 \), there exists \( \tilde{T} = \tilde{T}(\epsilon) > 0 \) such that
\[ N[\Lambda^\phi, (c^*_+ - \epsilon) t] \subset \Omega(t) \subset N[\Lambda^\phi, (c^*_+ + \epsilon) t] \text{ for all } t \geq \tilde{T}. \]
Moreover, we have
\[ \lim_{t \to \infty} \left[ \sup_{x \in N[\Lambda^\phi, (c^*_+ - \epsilon) t]} \left| u(t, x) - \frac{a}{b} \right| \right] = 0. \]
Proof We prove this theorem by two steps. 

Step 1: Proof of the first relation of (3.37) and (3.38).

Due to the assumptions (3.1) and (3.11), we can find \( \xi_0 > \xi_1 \) such that 
\[
 u_0(x) \geq \sigma_0 := \liminf_{\delta \to 0} \frac{1}{2} d(\tilde{x}, \partial \Omega_0) \quad \text{for all } x \in \Lambda^\phi + \xi_0 e_N.
\]

Let \( R^* > 0 \) be the positive constant given in (3.4). Then we choose a radial function \( \tilde{v}_0 \in C^2([0, R^*]) \) such that 
\[
 0 < \tilde{v}_0(x) \leq \sigma_0 \quad \text{in } [0, R^*), \quad \tilde{v}_0(0) = \tilde{v}_0(R^*) = 0.
\]

Next, for any fixed \( x_0 \in \mathbb{R}^N \) with \( B_{R^*}(x_0) \subset \Lambda^\phi + \xi_0 e_N \), set \( r = |x - x_0| \), and consider the following radially symmetric free boundary problem

\[
\begin{align*}
\tilde{v}_t - d \Delta \tilde{v} &= \tilde{v}(a - b \tilde{v}), & t > 0, & 0 < r < \tilde{k}(t), \\
\tilde{v}_r(t, 0) &= 0, & \tilde{v}(t, \tilde{k}(t)) &= 0, & t > 0, \\
\tilde{k}'(t) &= -\mu v_r(t, \tilde{k}(t)), & t > 0, \\
\tilde{k}(0) &= R^*, & \tilde{v}(0, r) &= \tilde{v}_0(r), & 0 \leq r \leq R^*.
\end{align*}
\]

It follows from [7, Theorems 2.1, 2.5 and Corollary 3.7] that problem (3.39) admits a unique classical solution \((\tilde{v}(t, r), \tilde{k}(t))\) defined for all \( t \geq 0 \), and

\[
\lim_{t \to \infty} \frac{\tilde{k}(t)}{t} = c_*. \tag{3.40}
\]

Furthermore, applying [8, Theorem 6.4] to this problem, we have

\[
\lim_{t \to \infty} \max_{r \leq (c_* - \epsilon/2)t} |\tilde{v}(t, r) - \frac{a}{b}| = 0 \tag{3.41}
\]

for every small \( \epsilon > 0 \).

On the other hand, by our choices of \( \tilde{v}_0 \) and \( \xi_0 \), we have

\[
\tilde{v}_0(|x - x_0|) \leq u_0(x) \quad \text{for all } x \in B_{R^*}(x_0).
\]

Then extending \( \tilde{v}(t, |x - x_0|) \) to be zero for \( |x - x_0| > \tilde{k}(t) \) and applying the comparison principle Theorem 2.7, we obtain

\[
\tilde{v}(t, |x - x_0|) \leq u(t, x) \quad \text{for all } t \geq 0, \ x \in \mathbb{R}^N, \tag{3.42}
\]

and hence,

\[
\left\{ x \in \mathbb{R}^N : |x - x_0| \leq \tilde{k}(t) \right\} \subset \Omega(t) \quad \text{for all } t \geq 0.
\]

This together with (3.40) implies that, for any \( \epsilon > 0 \), there exists \( \tilde{T}_1 = \tilde{T}_1(\epsilon) > 0 \) such that

\[
\left\{ x \in \mathbb{R}^N : |x - x_0| \leq (c_* - \frac{\epsilon}{2})t \right\} \subset \Omega(t) \quad \text{for all } t \geq \tilde{T}_1.
\]

Note that the above analysis remains valid if \( x_0 \) is replaced by any point \( \tilde{x}_0 \) such that \( B_{R^*}(\tilde{x}_0) \subset \Lambda^\phi + \xi_0 e_N \), and that the constant \( \tilde{T}_1 \) is independent of the choice of such \( \tilde{x}_0 \). It then follows that

\[
\bigcup_{B_{R^*}(\tilde{x}_0) \subset \Lambda^\phi + \xi_0 e_N} \left\{ x \in \mathbb{R}^N : |x - x_0| \leq (c_* - \frac{\epsilon}{2})t \right\} \subset \Omega(t) \quad \text{for all } t \geq \tilde{T}_1.
\]
Furthermore, it is easily seen that there exists $\tilde{T}_2 = \tilde{T}_2(\epsilon) \geq \tilde{T}_1$ such that, for all $t \geq \tilde{T}_2$,
\[
N[\Lambda^\phi, (c_* - \epsilon)t] \subset \bigcup_{B_{R^+}(x_0) \subset \Lambda^\phi + \xi_0e_N} \left\{ x \in \mathbb{R}^N : |x - x_0| \leq (c_* - \frac{\epsilon}{2})t \right\}. \tag{3.43}
\]
We thus obtain the first relation of (3.37).

To complete the proof of this step, it remains to show (3.38). On the one hand, by (3.42) and (3.43), we have
\[
\inf_{x \in N[\Lambda^\phi, (c_* - \epsilon)t]} u(t, x) \geq \inf \left\{ \min_{|x - x_0| \leq (c_* - \epsilon/2)t} \bar{v}(t, |x - x_0|) : B_{R^+}(x_0) \subset \Lambda^\phi + \xi_0e_N \right\}
\]
for all $t \geq \tilde{T}_2$. It further follows from (3.41) that
\[
\liminf_{t \to \infty} \inf_{x \in N[\Lambda^\phi, (c_* - \epsilon)t]} u(t, x) \geq \frac{a}{b}.
\]
On the other hand, since $u_0$ is bounded, by the arguments used at the beginning of the proof of Lemma 3.8, we have
\[
\limsup_{t \to \infty} \sup_{x \in \mathbb{R}^N} u(t, x) \leq \frac{a}{b}.
\]
Combining the above, we immediately obtain (3.38).

**Step 2: Proof of the second relation of (3.37).**

Choose a one-dimensional function $\tilde{w}_0 \in C^2((\infty, 1]) \cap L^\infty((\infty, 1])$ such that
\[
\tilde{w}_0(y) \geq \|u_0\|_{L^\infty(\Omega_0)} \text{ in } (-\infty, 0], \quad \tilde{w}_0(x) > 0 \text{ in } (0, 1) \text{ and } \tilde{w}_0(1) = 0.
\]

Then we consider the following one-dimensional free boundary problem
\[
\begin{cases}
\tilde{w}_t - d\tilde{w}_{yy} = \tilde{w}(a - b\tilde{w}), & t > 0, \quad -\infty < y < \tilde{\rho}(t), \\
\tilde{w}(t, \tilde{\rho}(t)) = 0, & t > 0, \\
\tilde{\rho}'(t) = -\mu \tilde{w}_y(t, \tilde{\rho}(t)), & t > 0, \\
\tilde{\rho}(0) = 1, \quad \tilde{w}(0, y) = \tilde{w}_0(y), & -\infty < y \leq 1.
\end{cases} \tag{3.44}
\]

It follows from [5, Theorem 2.11] that, (3.44) admits a (unique) classical solution $(\tilde{w}(t, y), \tilde{\rho}(t))$ defined for all $t > 0$ and $\tilde{\rho}'(t) > 0$, $\tilde{w}(t, y) > 0$ for $-\infty < y < \tilde{\rho}(t)$, $t > 0$.

For any
\[
v \in \Sigma_\phi := \left\{ x \in \mathbb{S}^{N-1} : \arccos(x \cdot e_N) \in [\phi + \frac{\pi}{2}, \pi) \right\},
\]
define
\[
\tilde{\Omega}_v(t) = \left\{ x \in \mathbb{R}^N : x \cdot v \leq \tilde{\rho}(t) \right\} \quad \text{and} \quad \tilde{w}_v(t, x) = \tilde{w}(t, x \cdot v).
\]
Clearly, we have $\Omega_0 - \xi_2e_N \subset \tilde{\Omega}_v(0)$, and $u_0(\cdot + \xi_2e_N) \leq \tilde{w}_v(0, \cdot)$ in $\Omega_0 - \xi_2e_N$. Then by similar comparison arguments as those used in the proof of Lemma 3.7, we obtain
\[
\Omega(t) - \xi_2e_N \subset \tilde{\Omega}_v(t) \quad \text{for all } t \geq 0, \quad v \in \Sigma_\phi. \tag{3.45}
\]

Furthermore, it follows from the proof of [9, Theorem 4.2] with similar modifications as those given in the proof of Lemma 3.5 that, for the given $\epsilon > 0$, there exists $\tilde{T}_3 = \tilde{T}_3(\epsilon) > 0$ such that
\[
\tilde{\rho}(t) \leq (c_* + \frac{\epsilon}{2})t \quad \text{for all } t \geq \tilde{T}_3.
\]
This together with (3.45) implies
\[ \Omega(t) - \tilde{\Omega}_2e_N \subset \left\{ x \in \mathbb{R}^N : x \cdot v \leq (c_s + \frac{\epsilon}{2})t \right\} \text{ for all } t \geq \tilde{T}_3, \quad v \in \Sigma_\phi. \]
Since
\[ N[A^\phi, (c_s + \frac{\epsilon}{2})t] = \bigcup_{v \in \Sigma_\phi} \left\{ x \in \mathbb{R}^N : x \cdot v \leq (c_s + \frac{\epsilon}{2})t \right\}, \]
by enlarging \( \tilde{T}_3 \) if necessary (depending on \( \tilde{\Omega}_2 \) and \( \epsilon \)), we obtain
\[ \Omega(t) \subset N[A^\phi, (c_s + \epsilon)t] \text{ for all } t \geq \tilde{T}_3. \]
which clearly gives the second relation of (3.37). \( \square \)

**Remark 3.12** The estimates in Theorem 3.11 can be improved by making use of sharp estimates for the spreading speed for one space dimension free boundary problems in [14] and for radially symmetric free boundary problems in [15]. We leave the details to the interested reader.

### 4 Appendix

This appendix is concerned with the existence and uniqueness of classical solutions to an auxiliary radially symmetric problem with initial range the exterior of a ball. These results have been used to construct the weak supersolution for problem (1.1) in the proof of Theorem 3.3, and here we consider a more general problem which might have other applications.

More precisely, for any given \( T > 0, C_1 > 0 \) and \( C_2 > 0 \), we consider the following radially symmetric free boundary problem

\[
\begin{aligned}
& v_t - d \Delta v = \tilde{g}(r, v), & 0 < t < T, & h(t) < r < \infty, \\
& v(t, h(t)) = 0, & 0 < t < T, \\
& h'(t) = -\mu v_r(t, h(t)), & 0 < t < T, \\
& h(0) = R_0, & v(0, r) = v_0(r - R_0), & R_0 \leq r < \infty, \\
\end{aligned}
\tag{4.1}
\]
where \( \Delta v = v_{rr} + \frac{N-1}{r} v_r \), \( R_0 > 1 \) is a constant to be determined by \( T, C_1, C_2 \) later, and \( v_0 \) is a given function in \( C^2([0, \infty)) \) satisfying
\[ 0 < v_0(r) \leq C_1 \text{ for } r \in (0, \infty), \quad v_0(0) = 0, \quad \|v_0\|_{C^1([0, \infty))} \leq C_2. \tag{4.2} \]
Here we assume that \( \tilde{g}(r, v) \) is a continuous function defined over \( \mathbb{R}^+ \times \mathbb{R}^+ \) satisfying
\[ \begin{aligned}
& \text{(i) } \tilde{g}(r, v) \text{ is Hölder continuous in } r \geq 0, v \geq 0, \\
& \text{(ii) } \tilde{g}(r, v) \text{ is locally Lipschitz in } v \text{ uniformly for } r \geq 0, \\
& \text{(iii) } \tilde{g}(r, 0) \equiv 0, \\
& \text{(iv) there exists } K > 0 \text{ such that } \tilde{g}(r, v) \leq Kv \text{ for all } r \geq 0 \text{ and } v \geq 0. \\
\end{aligned} \tag{4.3} \]

**Proposition 4.1** Assume that (4.3) is satisfied. For any \( T > 0, C_1 > 0 \) and \( C_2 > 0 \), there exists a constant \( R_0 > 1 \) depending on \( T, C_1 \) and \( C_2 \) such that for any \( v_0 \) satisfying (4.2), problem (4.1) admits a unique solution \( (v(t, r), h(t)) \) with \( h \in C^1([0, T]), v \in C^{1.2}(D_T) \), where \( D_T = \{ (t, r) : t \in [0, T], r \in [h(t), \infty) \} \). Moreover, \( v(t, r) > 0, h'(t) < 0 \) for \( 0 < t \leq T, h(t) < r < \infty \), and
\[ h(T) \geq \frac{R_0}{2}. \tag{4.4} \]
**Proof** For given \( R_0 > 1 \), following the proof of [7, Theorem 2.1] we can show that (4.1) has a unique solution for some small \( T > 0 \). The proof involves the straightening of the free boundary, and different from [7], the resulting problem here is over an unbounded interval for the new space variable. However, the estimates easily carry over (by using suitable interior estimates, similar to a related situation treated in [10]) and so we obtain the local existence and uniqueness all the same. Moreover, all the stated properties in the proposition, except (4.4), also hold.

Furthermore, the solution can be extended as long as \( h(t) > 0 \). Let \( T_\infty = T_\infty(R_0) \) be the maximal existence time of the solution. If \( h(t) \geq R_0/2 \) for all \( t \in (0, T_\infty) \), then necessarily \( T_\infty = \infty \) and thus \( h(T) > R_0/2 \), and there is nothing left to prove.

Suppose now \( h(t_0) < R_0/2 \) for some \( t_0 \in (0, T_\infty) \). Since \( h(0) = R_0 \), we can find \( T_0 = T_0(R_0) \in (0, t_0) \) such that \( h(T_0) = R_0/2 \). We are going to show that \( T_0(R_0) > T \) provided that \( R_0 \) is sufficiently large, which clearly implies \( h(T) > R_0/2 \), as desired. We use an indirect argument and assume that \( T_0(R_0) \leq T \) for all \( R_0 > 1 \).

By the assumption (4.3), it follows from the parabolic comparison principle that \( v(t, r) \leq \bar{v}(t) \) for \( r > h(t) \) and \( 0 \leq t \leq T_0 \), where \( \bar{v}(t) \) is the solution to

\[
\frac{d\bar{v}}{dt} = K \bar{v} \text{ for } t > 0; \quad \bar{v}(0) = \|v_0\|_{L^\infty([0, \infty))}.
\]

Clearly, \( \bar{v}(t) = \|v_0\|_{L^\infty([0, \infty))} e^{Kt} \) for \( t \geq 0 \). Thus, we have

\[
v(t, r) \leq C_3 := C_1 e^{KT} \text{ for } r > h(t), \ 0 \leq t \leq T_0.
\]

Next we prove that there exists a positive constant \( C_4 \) independent of \( R_0 \) such that

\[-C_4 \leq h'(t) < 0 \quad \text{for } t \in (0, T_0] \tag{4.5}\]

This would lead to a contradiction, since it follows that

\[R_0/2 = h(T_0) \geq h(0) - C_4 T_0 \geq R_0 - C_4 T > R_0/2 \text{ for all large } R_0.\]

Therefore to complete the proof, it suffices to show (4.5). To this end, for \( M > 0 \) to be determined later, we define

\[
\Omega = \Omega_M := \{(t, r) : 0 < t \leq T_0, \ h(t) < r < h(t) + M^{-1}\}
\]

and construct an auxiliary function

\[
w(t, r) := C_3 \left[2M(r - h(t)) - M^2(r - h(t))^2\right] \in (0, C_3) \text{ for } (t, r) \in \Omega.
\]

We will show that for some suitable choice of \( M > 0 \), \( w(t, r) \geq v(t, r) \) holds over \( \Omega \).

Direct calculations give, for \( (t, r) \in \Omega \),

\[
w_t = 2C_3 M \left[-h'(t)\right]\left[1 - M(r - h(t))\right] \geq 0,
\]

and

\[-w_r = -2C_3 M \left[1 - M(r - h(t))\right] \geq -2C_3 M, \quad -w_{rr} = 2C_3 M^2.\]

Making use of \( 1/2 \leq R_0/2 \leq h(t) \) for \( t \in (0, T_0] \), we obtain, for \( (t, r) \in \Omega \),

\[
w_t - d\left(w_{rr} + \frac{N - 1}{r} w_r\right) \geq 2d C_3 M^2 - 2d C_3 M \cdot \frac{N - 1}{r} \geq 2d C_3 \left[M^2 - 2(N - 1)M\right].
\]
Thus, if we choose
\[ M \geq (N - 1) + \sqrt{\frac{K}{2d} + (N - 1)^2}, \]
where \( K \) is given in (4.3), then
\[ w_t - d\left(w_{rr} + \frac{N - 1}{r}w_r\right) \geq KC_3 \geq \tilde{g}(r, w) \text{ for } (t, r) \in \Omega. \]
Let us also note that for \( t \in (0, T_0] \),
\[ w(t, h(t) + M^{-1}) = C_3 \geq v(t, h(t) + M^{-1}), \]
and
\[ w(t, h(t)) = 0 = v(t, h(t)). \]
Thus, if our choice of \( M \) also ensures
\[ v(0, r) \leq w(0, r) \text{ for } r \in [R_0, R_0 + M^{-1}], \]
then we can apply the maximum principle to \( w - v \) over \( \Omega \) to deduce that \( v(t, r) \leq w(t, r) \) for \( (t, r) \in \Omega \). It would then follow that
\[ v_r(t, h(t)) \leq w_r(t, h(t)) = 2MC_3, \]
and so
\[ h'(t) = -\mu v_r(t, h(t)) \geq -C_4 := -2MC_3\mu, \]
as we wanted.
To complete the proof, we calculate
\[ w_r(0, r) = 2C_3M\left[1 - M(r - R_0)\right] \geq C_3M \quad \text{for} \quad r \in [R_0, R_0 + (2M)^{-1}]. \]
Therefore, upon choosing
\[ M := \max \left\{ (N - 1) + \sqrt{\frac{K}{2d} + (N - 1)^2}, \frac{2C_2}{C_3} \right\}, \]
we will have
\[ w_r(0, r) \geq 2C_2 > v'_r(0, r) = v_r(0, r) \quad \text{for} \quad [R_0, R_0 + (2M)^{-1}]. \]
Since \( w(0, R_0) = v(0, R_0) = 0 \), the above inequality implies
\[ w(0, r) \geq v(0, r) \quad \text{for} \quad r \in [R_0, R_0 + (2M)^{-1}]. \]
For \( r \in [R_0 + (2M)^{-1}, R_0 + M^{-1}] \), we have \( w(0, r) \geq C_3/2 \) and
\[ v(0, r) \leq \|v(0, \cdot)\|_{C^1([R_0, R_0 + M^{-1}])}M^{-1} \leq C_2M^{-1} \leq \frac{C_3}{2}, \]
which clearly gives \( v(0, r) \leq w(0, r) \). Since \( M \) is independent of \( R_0 \), this completes the proof of (4.5). \( \square \)
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