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Abstract. In our recent study of two-flavor lattice QCD using chiral fermions, we find strong suppression of axial $U(1)$ anomaly above the critical temperature of chiral phase transition. Our simulation data also indicate suppression of topological susceptibility. In this talk, we present both of our theoretical and numerical evidence for disappearance of axial $U(1)$ anomaly, emphasizing the importance of controlling lattice chiral symmetry violation, which is enhanced at high temperature.

1 Introduction

“Can axial $U(1)$ anomaly disappear at high temperature?” To this question the standard answer would be “No.” The reason is that unlike spontaneous breaking of symmetry, anomaly is a symmetry breaking at the cut-off scale where the theory is defined, and the anomalous Ward-Takahashi identity (WTI) with any operator $O(x')$,

$$\langle \partial_\mu J^\mu_5(x)O(x') \rangle_f - \langle \delta_A O(x) \rangle_f \delta(x-x') = \frac{N_f}{32\pi^2} \epsilon_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma}(x) \langle O(x') \rangle_f,$$

holds at any energy scale, and for any gluon background, and so on. Here the flavor singlet axial $U(1)$ (we denote $U(1)_A$ in the following) transformation is denoted by $\delta_A$, to which the associated axial current is given by $J^\mu_5(x)$. $N_f$ is the number of flavors and $F^{\mu\nu}$ is the field strength of the gluon fields.

The identity (1) can not be a complete answer, since only the fermion part of the QCD path integral is performed, denoted by $\langle \cdots \rangle_f$. The real question is whether the identity persists to be non-zero even after the gluon integral $\langle \cdots \rangle_g$:

$$\left\langle \langle \partial_\mu J^\mu_5(x)O(x') \rangle_f - \langle \delta_A O(x) \rangle_f \delta(x-x') \right\rangle_g = \left\langle \frac{N_f}{32\pi^2} \epsilon_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma}(x) \langle O(x') \rangle_f \right\rangle_g \neq 0?$$

In fact, as we will see below for some non-trivial operators $O(x')$, the right-hand-side(R.H.S.) of (2) must be zero when the $SU(2)_L \times SU(2)_R$ part of the chiral symmetry is restored at high temperature. In this talk, we will show that this question is non-trivial and can only be answered by simulating lattice QCD, with a careful treatment of the chiral symmetry.

Vanishing of anomaly itself is not surprising as we know an example, the conformal anomaly which can disappear at the fixed point of the renormalization group flow. We should, however, mention that we do not expect any $U(1)_A$ symmetric effective quantum field theory to appear at low-energy,
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although in the conformal symmetry case, such an effective theory may appear after taking the so-called scaling limit\(^1\). In fact, we cannot exclude \(U(1)_A\) breaking finite volume effects\(^2\). Therefore, the \(U(1)_A\) symmetric observables, if they exist, are limited to those surviving the thermodynamical limit, which is still non-trivial as they could be strong enough to change the phase structure of QCD.

Many previous simulations before 2012 \([1–3]\) have reported sizable \(U(1)_A\) symmetry breaking above critical temperature. Recent works, on the other hand, show that the lattice artifacts near the chiral limit is large, and \(U(1)_A\) symmetry breaking in the continuum limit is smaller than estimated in the literature. Some of them including us \([4–10]\) concluded that \(U(1)_A\) anomaly is consistent with zero above the critical temperature, which is however not supported by others \([11–14]\). In this talk, we will show that a very precise control of the chiral symmetry, both in sea and valence quark sectors, is essential for this problem.

2 Why and how \(U(1)_A\) anomaly can disappear

Let us begin with integrating (2) over \(x\). Here we assume that the quark field satisfies the periodic boundary conditions in the spatial directions, while it is anti-periodic in the temporal direction. Noting \(J^5_5\) is periodic, the integration over \(x\) leads to

\[
\langle \delta_A O(x') \rangle_g = -N_f \langle Q(O(x')) \rangle_g,
\]

where \(Q\) denotes the topological charge of the gluon fields. Because of the parity symmetry, \(O(x')\) must be parity odd in order to have a non-trivial expectation value, and it is natural to assume that its fermionic integral is expanded in the odd powers of \(Q\):

\[
-\langle Q(O(x')) \rangle_g = \left( Q \left( A \frac{Q}{V} + B \frac{Q^3}{V^2} + \cdots \right) \right)_g = A \chi + B c_4 + \cdots,
\]

where \(\chi\) is the topological susceptibility, and \(c_4 = (\langle Q^4 \rangle_g - 3 \langle Q^2 \rangle_g^2) / V\) is the 4-th cumulant, and so on. The above equations indicate that there are two ways of examining the \(U(1)_A\) anomaly at high temperature: 1) to directly examine the L.H.S. of (3) and 2) to measure \(\chi\), \(c_4\) etc. In this work, we try both in our lattice QCD simulations.

Let us examine a simple example, taking \(O(x')\) to be a pseudoscalar singlet operator \(\bar{\Psi} i \gamma_5 \Psi\). Then the above integrated anomalous WTI gives

\[
\langle \bar{\Psi} \gamma_5 \Psi \rangle_g = N_f \langle \bar{\Psi} i \gamma_5 \Psi \rangle_g = \lim_{m \to 0} \frac{N_f^2 \chi}{m},
\]

where \(m\) is the quark mass. The second equation is a consequence of the index theorem. At zero temperature, the chiral perturbation theory predicts \(\chi = m \Sigma / N_f\), which is consistent with \(\langle \bar{\Psi} \gamma_5 \Psi \rangle = N_f \Sigma\) in the chiral limit. Note that we have started with the anomalous WTI for the \(U(1)_A\) symmetry but ended up with the chiral condensate, a probe of spontaneous symmetry breaking (SSB) of \(SU(N_f)_L \times SU(N_f)_R\) symmetry. In fact, these SSB of \(SU(N_f)_L \times SU(N_f)_R\) and \(U(1)_A\) anomaly are tied together for the quark bi-linear operators: there is no operator whose expectation value can break \(U(1)_A\) without breaking \(SU(N_f)_L \times SU(N_f)_R\), and vice versa. This simple fact indicates that the \(U(1)_A\) anomaly and the SSB of \(SU(N_f)_L \times SU(N_f)_R\) are not independent, but in fact tightly connected. Another important
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indicating of (5) is that in the $SU(N_f)_L \times SU(N_f)_R$ symmetric phase, $\chi_t$ must vanish as $m^2$ or faster towards the chiral limit.

This simple argument only applies to a single local operator at $x'$. For non-local or multi-point operators with higher dimensions, the structure is more complicated. Not only the zero modes, but also non-zero eigenvalues and their eigenfunctions are need to examine the symmetry among them. There is still a set of operators, which is easy to handle, as expressed by the eigenvalues only \[15, 16\],

$$\rho(\lambda) = \lim_{V \to \infty} \frac{1}{V} \sum_i \langle \delta(ab - \lambda_i) \rangle_f g,$$  \hspace{1cm} (6)

where $\lambda_i$ denotes the $i$-th eigenvalue of the Dirac operator. In our work \[17\], we have investigated the possible connections between the SSB of $SU(N_f)_L \times SU(N_f)_R$ and the $U(1)_A$ anomaly through the eigenvalue density of overlap lattice Dirac operator \[18, 19\]. Our work corresponds to a generalization of the Banks-Casher relation \[20\]:

$$- \lim_{V \to \infty} \frac{1}{V} \langle \delta A^{P^0}_f \rangle g = \lim_{V \to \infty} \frac{1}{V} \langle S^0_f \rangle g = N_f \pi \rho(0),$$  \hspace{1cm} (7)

where

$$P^0 = \int d^4x \bar{\Psi} i \gamma_5 \Psi(x), \hspace{1cm} S^0 = \int d^4x \bar{\Psi} \Psi(x).$$  \hspace{1cm} (8)

In the following, we only consider the case with $N_f = 2$.

The first example of such non-trivial operators is the so-called $U(1)_A$ susceptibility, obtained from

$$\Delta_{\pi-\delta} = \lim_{V \to \infty} \frac{1}{V} \langle \delta A (S^a P^a) \rangle_f g = \lim_{V \to \infty} \frac{1}{V} \langle (P^a P^a - S^a S^a)_f \rangle g = \int_0^\infty d\lambda \, \rho(\lambda) \frac{2m^2}{(\lambda^2 + m^2)^2},$$  \hspace{1cm} (9)

where $P^a, S^a$ are (the $a$-th component of) the iso-triplet pseudoscalar and scalar operators integrated over space-time,

$$P^a = \int d^4x \bar{\Psi} i \gamma_5 \tau^a \Psi(x), \hspace{1cm} S^a = \int d^4x \bar{\Psi} \tau^a \Psi(x).$$  \hspace{1cm} (10)

This $U(1)_A$ susceptibility is related to the axial $SU(2)$ rotation (denoted by $\delta_{SU(2)}$) of an operator product $S^a P^0$:

$$\lim_{V \to \infty} \frac{1}{V} \delta_{SU(2)} \langle S^a P^0 \rangle_f g = \lim_{V \to \infty} \frac{1}{V} \langle (P^0 P^0 - S^a S^a) \rangle_f g = - \frac{1}{m^2 \chi_t} + \int_0^\infty d\lambda \, \rho(\lambda) \frac{2m^2}{(\lambda^2 + m^2)^2},$$  \hspace{1cm} (11)

which must vanish in the $m \to 0$ limit when the $SU(N_f)_L \times SU(N_f)_R$ symmetry is restored. Note that the second term of (11) is equivalent to $\Delta_{\pi-\delta}$, and therefore, $\Delta_{\pi-\delta}$ must vanish unless it coincides with $\chi_t/m^2$.

Similar analysis was done for various operators of the form $O_{n_1,n_2,n_3,n_4} = (P^0)^{n_1} (S^a)^{n_2} (P^a)^{n_3} (S^0)^{n_4}$ and our result implies

$$\lim_{m \to 0} \frac{\chi_t}{m^{2N}} = 0, \hspace{1cm} \text{for any } N,$$  \hspace{1cm} (12)

which is equivalent to

$$\chi_t = 0 \hspace{1cm} \text{for } m < \frac{3}{2} m_c.$$  \hspace{1cm} (13)
The examples given above cover only a limited number of operators, and therefore, far from a proof of vanishing $U(1)_A$ anomaly. But they demonstrate that SSB of the $SU(N_f)_L \times SU(N_f)_R$ symmetry and the $U(1)_A$ anomaly are tightly connected with each other. Note here that our argument may be affected by finite volume corrections. We are not claiming the existence of the low-energy effective theory manifestly having the $U(1)_A$ “symmetry”, but showing the absence of the $U(1)_A$ anomaly in the thermodynamical quantities in the large volume limit. For other theoretical discussions, we refer the readers to Refs.[21–25].

3 Lattice QCD at high temperature with chiral fermions

In our two-flavor QCD simulations, we employ the tree-level improved Symanzik gauge action and the Möbius domain-wall fermion action [26], which is numerically less expensive than the overlap fermion and allows topology tunneling at the cost of violating the Ginsparg-Wilson relation [27] at some small amount. We apply the stout smearing [28] three times on the gauge links before computing the Dirac operators.

We set the temporal direction $L_t = 8, 10, 12$ at different lattice spacings $a = 0.07–0.1$ fm, which covers the region of temperature $T = 190–330$ MeV, where the critical temperature is estimated to be around 180 MeV. In order to control the systematics due to finite volume, we simulate three different lattices with the size $L = 16, 32$ and 48 (2–4 fm).

In this set-up, the residual mass of the Möbius domain-wall fermion is estimated as 1 MeV. However, if we look more carefully at individual eigenmodes, it turns out that there are exceptionally bad eigenmodes, which strongly violates the Ginsparg-Wilson relation, as shown in Fig. 1. We plot

$$g_i = \frac{\psi_i^\dagger \gamma_5(D^{4D}_{DW} + \gamma_5 D^{4D}_{DW} - 2aD^{4D}_{DW})\psi_i}{\lambda_i^{(m)}(1 - am)^2},$$

where $\psi_i$ and $\lambda_i^{(m)}$ denote the $i$-th eigenmode and eigenvalue, respectively, of the massive four-dimensional effective Dirac operator $\gamma_5((1 - m)D^{4D}_{DW} + m)$. Unfortunately, our target observables, the $U(1)_A$ susceptibility and topological susceptibility, are so sensitive to these bad modes that the signals are dominated by the lattice artifacts. Similar enhancement of the lattice artifact is also reported by two other speakers [29, 30].

Instead, we adopt the overlap fermion for the $U(1)_A$ related observables, using the overlap/Domain-wall reweighting. The overlap fermion operator is constructed with exactly treated
low-lying eigenmodes of the kernel operator $H_M$ of the Möbius domain-wall operator\(^3\). Since the difference between $D_{DW}^{4D}$ and $D_{ov}$ appears only in the treatment of the low modes of $H_M$, we expect a good overlap in their relevant configuration spaces, and a mild fluctuation of the reweighting factor between them. This is indeed the case for the lattice spacing $a < 0.1$ fm. In order to accumulate sufficient amount of data samples after the reweighting, we carry out the run of $20000 - 30000$ molecular dynamics (MD) time, which also allows the reweighting of the determinant to that with different sea quark masses. With these runs, we observe many topology tunnelings and the auto-correlation time is observed as $O(100)$.

We also find that the use of the overlap fermion only in the valence sector (as adopted in [13, 14]) suffers from a significant partially quenching artifacts [8]. Therefore, we do not use the overlap fermions without reweighting in the following analysis.

4 $U(1)_A$ susceptibility

In this section, we directly investigate the $U(1)_A$ anomaly at high temperature by computing the susceptibility $\Delta_{\pi-\delta}$ in (9), which is obtained from the two-point correlators of the iso-triplet scalar and pseudoscalar channels. These correlators are related by the $U(1)_A$ symmetry and their difference must vanish when the symmetry is recovered. The use of the iso-triplet channels has a practical advantage of not including disconnected diagrams, which are numerically demanding.

We confirm that $g_i$ for the overlap Dirac eigenmodes are negligible, and the low-lying modes below $\lambda \sim 0.1/a$ are good enough to saturate the sum to obtain $\Delta_{\pi-\delta}$. Therefore, we can use these low-modes with source points averaged over the whole lattice, together with the OV/DW reweighting to estimate the $U(1)_A$ susceptibility (let us denote it as $\Delta_{ov}^{\pi-\delta}$).

Taking the advantage of good chirality, we can subtract the effect of the chiral zero-mode effects:

$$\bar{\Delta}_{\pi-\delta}^{ov} = \Delta_{\pi-\delta}^{ov} - \frac{2N_0}{Vm^2}. \quad (15)$$

The expectation value of $N_0^2$ is expected to be an $O(V)$ quantity, as shown in [17], so that these chiral zero-mode’s effects do not survive in the large volume limit, as $N_0/V$ vanishes as $O(1/\sqrt{V})$. We numerically confirm the monotonically decreasing volume scaling of $\langle N_0/V \rangle$. Therefore, $\bar{\Delta}_{\pi-\delta}^{ov}$ and $\Delta_{\pi-\delta}^{ov}$ has the same thermodynamical limit.

In Fig. 2, our results for $\bar{\Delta}_{\pi-\delta}^{ov}$ (solid symbols) and $\Delta_{\pi-\delta}^{ov}$ (dashed) are plotted. We confirm that our data for $\bar{\Delta}_{\pi-\delta}^{ov}$ are stable against the change of the lattice size and lattice spacing. The chiral limit of $\bar{\Delta}_{\pi-\delta}^{ov}$ is consistent with zero. Precisely speaking, all our data are well described (with $\chi^2$/d.o.f. $\leq 1$) by a simple linear function of $m$, which becomes consistent with zero “before” the chiral limit. We observe neither strong volume dependence nor $\beta$ dependence of this behavior.

Our preliminary data on finer lattices show a consistent result, which is shown in a separate contribution in these proceedings [31].

5 Topological susceptibility

In our zero-temperature runs [32], the gluonic measurement of the topological susceptibility $\chi_T$ on configurations generated by the Möbius domain-wall fermion shows a good chiral behavior, which is consistent with the chiral perturbation theory prediction. We observe no significant dependence on the lattice spacing.

\(^3\) The kernel is different from the original definition by Neuberger [18, 19].
At high temperature, we, however, see a strong cut-off dependence of $\chi_t$ as presented by the filled symbols in Fig. 3, which are obtained with a gluonic definition of the topological charge after the Wilson flow $\sqrt{8t} \sim 0.5$ fm. It implies that the overlap/domain-wall reweighting is essential when one simulates high temperature QCD with $a > 0.1$ fm. Once it is performed, we observe a milder $a$ dependence (open symbols). In the following, we mainly report on our preliminary results on the finest lattice at $a \sim 0.07$ fm, where the Möbius domain-wall fermion and the reweighted overlap fermion give a consistent result within the statistical accuracy. For the overlap case, we use its index as the definition of the topological charge. See [33] for more details.

Figure 4 summarizes our preliminary results at our finest lattice spacing $a \sim 0.07$ fm at three different temporal sizes $L_t = 12, 10, 8$, which corresponds to $T = 220$ (triangle symbols), 260 (circles), 330 (squares) MeV, respectively. The solid symbols are obtained from the index of the overlap Dirac operator with the reweighting, which are consistent with the dashed symbols obtained from the gluonic definition on the original configurations with Möbius domain-wall fermions. The data at three different temperatures show a sharp drop of the topological susceptibility near the chiral limit but at slightly different values of the quark mass, which is not observed by other groups [34–36]. They are consistent with zero at small but a finite value of the quark mass, which is consistent with the existence...
Figure 3. Dependence on the lattice spacing $a$ of the topological susceptibility, computed with gluonic definition with the Möbius domain-wall sea quarks (filled symbols), and that with the index of the overlap Dirac operator with overlap/domain-wall reweighting (open). Data at $T \sim 220$ MeV are presented.

of the critical mass $m_{cr}$ predicted in (13). Our data at different volumes and different lattice spacings are consistent, as shown in Fig. 5.

Here let us discuss a naive dimensional analysis of $\chi_t$. At zero temperature, it is inferred from the chiral effective theory that

$$\chi_t = \frac{|m| \Sigma}{N_f}. \quad (16)$$

The discontinuity of its $m$ derivative is the sign of SSB of the $SU(2)_L \times SU(2)_R$ symmetry. Above the critical temperature, $\chi_t$ must have even power of $m$ near the chiral limit, and should start with the quadratic term

$$\chi_t = m^2 \mu^2 + \cdots, \quad (17)$$

where $\mu$ is some unknown scale given by the QCD dynamics at finite temperature $T$. A simple choice $\mu = T$ is not allowed since we know that $\chi_t$ vanishes at $T = \infty$. The dilute instanton gas (DIGA) model [37] suggests

$$\mu^2 = \Lambda_{QCD}^2 (\Lambda_{QCD}/T)^\alpha, \quad (18)$$

with a positive power $\alpha$. This structure poses a “naturalness” question of a generation of the very small $\mu = \Lambda_{QCD} (\Lambda_{QCD}/T)^{\alpha/2}$ originated from the very high energy $T$. If (18) is the case, it requires a long-range correlation at very high temperature, which is questionable because it implies a long-range mode in quark-gluon plasma. Our data suggest $\chi_t = 0$ at finite quark mass, as an alternative answer to this naive dimensional puzzle. We do not need the small scale $\mu$ to be generated.

If the existence of the critical quark mass $m_{cr}$ below which $\chi_t = 0$ is confirmed, the topological susceptibility plays a role of an order parameter of the QCD phase transition even at finite quark mass. Then, the phase transition is likely to be the first order, since there is no symmetry enhancement produce a long-distance correlation at finite quark mass.

Another important phenomenological issue is the impact on the axion dark-matter scenario [38]. The axion mass squared $m_a^2$ at finite temperature is proportional to $\chi_t$. Therefore, if $\chi_t = 0$, the axion
mass is zero, which is inconsistent with the current cosmological bound, since zero (or too small) axion mass means too much dark matters produced in the early universe to keep the current size of the universe. Our data do not exclude tiny non-zero value of the topological susceptibility but the sudden drop at finite quark mass is informative. We also note that the strange quark is quenched in our simulations, which may lead to a different phase from the nature.

6 Summary and discussion

We have discussed a possible disappearance of the axial $U(1)$ anomaly above the critical temperature of the QCD phase transition.

First, we have shown that the SSB of $SU(2)_L \times SU(2)_R$ and the axial $U(1)$ anomaly are not independent, but tightly connected to each other, at least. This can be confirmed by decomposing the observables into eigenmodes of the Dirac operator.

Next, we have explained our numerical set-up of QCD simulation employing chiral fermions. We have found an exceptionally large violation of the Ginsparg-Wilson relation in the low-lying eigenmodes of the Möbius domain-wall Dirac operator, and the $U(1)$ anomaly is sensitive to these bad modes. Therefore, we employed the overlap fermion for the observables, together with the reweighting of the fermion determinant. This overlap/domain-wall reweighting is essential for $a > 0.1$ fm, since the partially quenching artifact is enhanced by the bad modes.

Our data for the $U(1)_{A}$ susceptibility is consistent with zero near the chiral limit at temperatures in the region 190–339 MeV. The quark mass dependence of the topological susceptibility shows a sharp drop, which is consistent with the existence of the critical mass $m_{cr}$ below which $\chi_t$ is zero.

If our data really indicate the absence of the $U(1)$ anomaly above the critical temperature (for thermo-dynamical quantities, at least), they give phenomenological impacts on the QCD phase diagram, axion dark matter scenario, and so on.

As a final remark, we comment on the “U(1) anomaly session”, where this presentation was given. In this session, three talks on lattice QCD simulations gave some different results, but they all showed
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Figure 4. Preliminary result for $\chi_t$ at $\beta = 4.30$ at $L_t = 12, 10, 8$, which corresponds to $T = 220$ (triangle symbols), 260(circles), 330(squares) MeV, respectively. The solid symbols are obtained from the index of the overlap Dirac operator with the reweighting, while the dashed symbols are those from the gluonic definition on the original configurations with Möbius domain-wall fermions.
Figure 5. Comparison of topological susceptibility with different volumes and different lattice spacings (preliminary).

A difficulty of finite temperature QCD, due to growth of the lattice artifacts. In particular, it is difficult to precisely estimate the topological susceptibility at temperatures higher than 300 MeV, which is necessary for estimating the axion mass produced in the early universe. We need more studies of the systematics and a careful continuum limit.
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References

[1] C. W. Bernard et al., Phys. Rev. Lett. 78, 598 (1997) doi:10.1103/PhysRevLett.78.598 [hep-lat/9611031].
[2] S. Chandrasekharan, D. Chen, N. H. Christ, W. J. Lee, R. Mawhinney and P. M. Vranas, Phys. Rev. Lett. 82, 2463 (1999) doi:10.1103/PhysRevLett.82.2463 [hep-lat/9807018].
[3] H. Ohno, U. M. Heller, F. Karsch and S. Mukherjee, PoS LATTICE 2011, 210 (2011) [arXiv:1111.1939 [hep-lat]].
[4] G. Cossu, S. Aoki, H. Fukaya, S. Hashimoto, T. Kaneko, H. Matsufuru and J. I. Noaki, Phys. Rev. D 87, no. 11, 114514 (2013) Erratum: [Phys. Rev. D 88, no. 1, 019901 (2013)] doi:10.1103/PhysRevD.88.019901, 10.1103/PhysRevD.87.114514 [arXiv:1304.6145 [hep-lat]].
[5] T. W. Chiu et al. [TWQCD Collaboration], PoS LATTICE 2013, 165 (2014) [arXiv:1311.6220 [hep-lat]].
[6] G. Cossu et al. [JLQCD Collaboration], Phys. Rev. D 93, no. 3, 034507 (2016) doi:10.1103/PhysRevD.93.034507 [arXiv:1510.07395 [hep-lat]].
[7] B. B. Brandt, A. Francis, H. B. Meyer, O. Philipsen, D. Robaina and H. Wittig, JHEP 1612, 158 (2016) doi:10.1007/JHEP12(2016)158 [arXiv:1608.06882 [hep-lat]].
[8] A. Tomiya, G. Cossu, S. Aoki, H. Fukaya, S. Hashimoto, T. Kaneko and J. Noaki, Phys. Rev. D 96, no. 3, 034509 (2017) doi:10.1103/PhysRevD.96.034509 [arXiv:1612.01908 [hep-lat]].
[9] K.-I. Ishikawa, Y. Iwasaki, Y. Nakayama and T. Yoshie, arXiv:1706.08872 [hep-lat].
[10] C. Rohrhofer, Y. Aoki, G. Cossu, H. Fukaya, L. Y. Glozman, S. Hashimoto, C. B. Lang and S. Prelovsek, arXiv:1707.01881 [hep-lat].
[11] A. Bazavov et al. [HotQCD Collaboration], Phys. Rev. D 86, 094503 (2012) doi:10.1103/PhysRevD.86.094503 [arXiv:1205.3555 [hep-lat]].
[12] M. I. Buchoff et al., Phys. Rev. D 89, no. 5, 054514 (2014) doi:10.1103/PhysRevD.89.054514 [arXiv:1309.4149 [hep-lat]].
[13] V. Dick, F. Karsch, E. Laermann, S. Mukherjee and S. Sharma, Phys. Rev. D 91, no. 9, 094504 (2015) doi:10.1103/PhysRevD.91.094504 [arXiv:1502.06190 [hep-lat]].
[14] S. Sharma, V. Dick, F. Karsch, E. Laermann and S. Mukherjee, Nucl. Phys. A 956, 793 (2016) doi:10.1016/j.nuclphysa.2016.02.013 [arXiv:1602.02197 [hep-lat]].
[15] T. D. Cohen, Phys. Rev. D 54, R1867 (1996) doi:10.1103/PhysRevD.54.R1867 [hep-ph/9601216].
[16] T. D. Cohen, nucl-th/9801061.
[17] S. Aoki, H. Fukaya and Y. Taniguchi, Phys. Rev. D 86, 114512 (2012) doi:10.1103/PhysRevD.86.114512 [arXiv:1209.2061 [hep-lat]].
[18] H. Neuberger, Phys. Lett. B 417, 141 (1998) doi:10.1016/S0370-2693(97)01368-3 [hep-lat/9707022].
[19] H. Neuberger, Phys. Rev. Lett. 81, 4060 (1998) doi:10.1103/PhysRevLett.81.4060 [hep-lat/9806025].
[20] T. Banks and A. Casher, Nucl. Phys. B 169, 103 (1980). doi:10.1016/0550-3213(80)90255-2
[21] E. Vicari, PoS LATTICE 2007, 023 (2007) [arXiv:0709.1014 [hep-lat]].
[22] Y. Nakayama and T. Ohtsuki, Phys. Rev. D 91, no. 2, 021901 (2015) doi:10.1103/PhysRevD.91.021901 [arXiv:1407.6195 [hep-th]].
[23] T. Sato and N. Yamada, Phys. Rev. D 91, no. 3, 034025 (2015) doi:10.1103/PhysRevD.91.034025 [arXiv:1412.8026 [hep-lat]].
[24] T. Kanazawa and N. Yamamoto, JHEP 1601, 141 (2016) doi:10.1007/JHEP01(2016)141 [arXiv:1508.02416 [hep-th]].
[25] Y. Nakayama and T. Ohtsuki, Phys. Rev. Lett. 117, no. 13, 131601 (2016) doi:10.1103/PhysRevLett.117.131601 [arXiv:1602.07295 [cond-mat.str-el]].
[26] R. C. Brower, H. Neff and K. Orginos, Comput. Phys. Commun. 220, 1 (2017) doi:10.1016/j.cpc.2017.01.024 [arXiv:1206.5214 [hep-lat]].
[27] P. H. Ginsparg and K. G. Wilson, Phys. Rev. D 25, 2649 (1982) doi:10.1103/PhysRevD.25.2649
[28] C. Morningstar and M. J. Peardon, Phys. Rev. D 69, 054501 (2004) doi:10.1103/PhysRevD.69.054501 [hep-lat/0311018].
[29] C. Bonati, in these proceedings, arXiv:1710.06410 [hep-lat].
[30] T. G. Kovacs, in these proceedings, arXiv:1711.03911 [hep-lat].
[31] K. Suzuki et al. [JLQCD collaboration], in these proceedings.
[32] S. Aoki et al. [JLQCD Collaboration], arXiv:1705.10906 [hep-lat].
[33] Y. Aoki et al. [JLQCD collaboration], in these proceedings.
[34] C. Bonati, M. D’Elia, M. Mariti, G. Martinelli, M. Mesiti, F. Negro, F. Sanfilippo and G. Villadoro, JHEP 1603, 155 (2016) doi:10.1007/JHEP03(2016)155 [arXiv:1512.06746 [hep-lat]].
[35] P. Petreczky, H. P. Schadler and S. Sharma, Phys. Lett. B 762, 498 (2016) doi:10.1016/j.physletb.2016.09.063 [arXiv:1606.03145 [hep-lat]].
[36] S. Borsanyi et al., Nature 539, no. 7627, 69 (2016) doi:10.1038/nature20115 [arXiv:1606.07494 [hep-lat]].
[37] D. J. Gross, R. D. Pisarski and L. G. Yaffe, Rev. Mod. Phys. 53, 43 (1981). doi:10.1103/RevModPhys.53.43
[38] G. D. Moore, in these proceedings [arXiv:1709.09466 [hep-ph]].