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Abstract

We propose statistically robust and computationally efficient linear learning methods in the high-dimensional batch setting, where the number of features $d$ may exceed the sample size $n$. We employ, in a generic learning setting, two algorithms depending on whether the considered loss function is gradient-Lipschitz or not. Then, we instantiate our framework on several applications including vanilla sparse, group-sparse and low-rank matrix recovery. This leads, for each application, to efficient and robust learning algorithms, that reach near-optimal estimation rates under heavy-tailed distributions and the presence of outliers. For vanilla $s$-sparsity, we are able to reach the $s \log(d)/n$ rate under heavy-tails and $\eta$-corruption, at a computational cost comparable to that of non-robust analogs. We provide an efficient implementation of our algorithms in an open-source Python library called linlearn, by means of which we carry out numerical experiments which confirm our theoretical findings together with a comparison to other recent approaches proposed in the literature.
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1. Introduction

Learning from heavy tailed or corrupted data is a long pursued challenge in statistics receiving considerable attention in literature (Huber, 1964; Hampel, 1971; Huber, 2004; Prasad et al., 2020; Diakonikolas et al., 2019; Audibert and Catoni, 2011) and gaining an additional degree of complexity in the high-dimensional setting (Lugosi and Mendelson, 2019c, Lecué and Lerasle, 2020; Dalalyan and Thompson, 2019; Balakrishnan et al., 2017; Liu et al., 2019, 2020; Fan et al., 2021). Sparsity inducing penalization techniques (Donoho et al., 2000; Bühlmann and Van De Geer, 2011) are the go-to approach for high-dimensional data and have found many applications in modern statistics (Tibshirani, 1996; Bühlmann and Van De Geer, 2011; Donoho et al., 2000; Hastie et al., 2015). A clear favourite is the Least Absolute Shrinkage and Selection Operator (LASSO) (Tibshirani, 1996). Theoretical studies have shown that under the so-called Restricted Eigenvalue (RE) condition, the latter achieves a nearly-optimal estimation rate (Bickel et al., 2009; Bühlmann and Van De Geer, 2011; Negahban et al., 2012). Further, a rich literature extensively studies the oracle performances of LASSO in various contexts and conditions (Bunea et al., 2007; Lounici, 2008; Zhang and Huang, 2008; Zhang, 2009; Zhao and Yu, 2006; Zou, 2006; Van de Geer, 2008; Lecué and Mendelson, 2018; Bellec et al., 2018). Other penalization techniques induce different sparsity patterns or lead to different statistical guarantees, such as, to cite but a few, SLOPE (Bogdan et al., 2015; Su and Candès, 2016) which is adaptive to the unknown sparsity and leads to the optimal
estimation rate, OSCAR (Bondell and Reich 2008) which induces feature grouping or group-$\ell_1$ penalization (Yuan and Lin 2006; Huang et al. 2010) which induces block-sparsity. Other approaches include for instance Iterative Hard Thresholding (IHT) (Blumensath and Davies 2009, 2010; Jain et al., 2014; Shen and Li, 2017; Jain et al. 2016) whose properties are studied under the Restricted Isometry Property (RIP). Another close problem is low-rank matrix recovery, involving the nuclear norm as a low-rank inducing convex penalization (Koltchinskii et al., 2011; Candès and Recht, 2009; Candès and Plan, 2011; Rohde and Tsybakov. 2011; Negahban and Wainwright, 2011, 2012).

The high-dimensional statistical inference methods cited above are, however, not robust: theoretical guarantees are derived under light-tails (generally sub-Gaussian) and the i.i.d assumption. Unfortunately, these assumptions fail to hold in general, for instance, it is known that financial and biological data often displays heavy-tailed behaviour (Fan et al. 2021) and outliers or corruption are not uncommon when handling massive amounts of data which are tedious to thoroughly clean. Moreover, the majority of the previous references focus on the oracle performance of estimators as opposed to providing guarantees for explicit algorithms to compute them. A natural question is therefore: can one build alternatives to such high-dimensional estimators that are robust to heavy tails and outliers, that are computationally efficient and achieve rates similar to their non-robust counterparts? Recent advances about robust mean estimation (Catoni, 2012; Lugosi and Mendelson. 2021. Diakonikolas et al. 2020; Depersin and Lecué, 2019; Lei et al. 2020) gave a strong impulse in the field of robust learning (Lecué et al., 2019, Diakonikolas et al., 2019; Cherapanamjeri et al., 2020; Bakshi and Prasad 2021), including the high-dimensional setting (Liu et al. 2019, 2020; Balakrishnan et al., 2017) which led to significant progress towards a positive answer to this question.

However, to the best of our knowledge, the solutions proposed until now are all suboptimal in one way or another. The shortcomings either lie in the obtained statistical rate: which is sometimes significantly far from optimal, or in the robustness: most works consider heavy tailed and corrupted data separately and only very limited amounts of corruption, or in computational complexity: some corruption-filtering algorithms are too heavy and do not scale to real world applications.

In this paper, we propose explicit algorithms to solve multiple sparse estimation problems with high performances in all previous aspects. In particular, our algorithm for vanilla sparse estimation enjoys a nearly optimal statistical rate (up to a logarithmic factor), is simultaneously robust to heavy tails and strong corruption (when a fraction of the data is corrupted) and has a comparable computational complexity to a non robust method.

1.1 Main contributions.

This paper combines non-Euclidean optimization algorithms and robust mean estimators of the gradient into explicit algorithms in order to achieve the following main contributions.

- We propose a framework for robust high-dimensional linear learning in the batch setting using two linearly converging stage-wise algorithms for high-dimensional optimization based on Mirror Descent and Dual Averaging. These may be applied for smooth and non-smooth objectives respectively so that most common loss functions are covered. The previous algorithms may be plugged with an appropriate gradient estimator to obtain explicit robust algorithms for solving a variety of problems.
The central application of our framework is an algorithm for “vanilla” $s$-sparse estimation reaching the nearly optimal $s \log(d)/n$ statistical rate in the batch setting by combining stage-wise Mirror Descent (Section 3) with a simple trimmed mean estimator of the gradient. This algorithm is simultaneously robust to heavy-tailed distributions and $\eta$-corruption of the data. This improves over previous literature which considered the two issues separately or required a very restricted value of the corruption rate $\eta$.

In addition to vanilla sparsity, we instantiate our procedures for group sparse estimation and low-rank matrix recovery, in which different metrics on the parameter space are induced and used to measure the statistical error on the gradient (Section 5). For heavy-tailed data and $\eta$-corruption, the gradient estimator we propose for vanilla sparsity enjoys an optimal statistical rate with respect to the induced metric while the one proposed for group sparsity is nearly optimal up to a logarithmic factor. Moreover, for heavy tailed data and a limited number of outliers our proposed gradient estimator for low-rank matrix recovery is nearly optimal. Thus, our solutions to each of these problems are the most robust yet in the literature.

Our algorithms offer a good compromise between robustness and computational efficiency with the only source of overhead coming from the robust gradient estimation component. In particular, for vanilla sparse estimation, this overhead is minimal so that the asymptotic complexity of our procedure is equivalent to that of non-robust counterparts. This is in contrast with previous works requiring costly sub-procedures to filter out corruption.

We validate our results through numerical experiments using synthetic data for regression and real data sets for classification (Section 6). Our experiments confirm our mathematical results and compare our algorithms to concurrent baselines from literature.

All algorithms introduced in this paper as well as the main baselines from literature we use for comparisons are implemented and easily accessible in a few lines of code through our Python library called linlearn, open-sourced under the BSD-3 License on GitHub and available here.

### 1.2 Related Works

The general problem of robust linear learning was addressed by Gaïffas and Merad (2022) where the performance of coordinate gradient descent using various estimators was studied and experimentally evaluated. Several other works (Prasad et al., 2020; Pensia et al., 2020; Lecué et al., 2020; Holland and Ikeda, 2019) deal with this problem, however, they do not consider the high-dimensional setting.

The early work of Agarwal et al. (2012) focuses on vanilla sparse recovery in the stochastic optimization setting and uses a multistage annealed LASSO algorithm where the penalty shrinks progressively. The method reaches the nearly optimal $s \log(d)/n$ rate, however, it is not robust since the data is assumed i.i.d sub-Gaussian. The subsequent work of Sedghi et al. (2014) extends this framework to other problems such as additive sparse and low-rank matrix decomposition by changing the optimization algorithm but the sub-Gaussian assumption remains necessary.
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1. We say that data is $\eta$-corrupted for some number $0 < \eta < 1/2$ if an $\eta$ fraction of the samples is replaced by arbitrary (and potentially adversarial) outliers after data generation.
2. For low-rank matrix recovery, our estimator is based on Median-Of-Means so that the number of tolerated outliers is up to $K/2$ where $K$ is the number of blocks used for estimation (see Section 5.3).
3. https://github.com/linlearn/linlearn
More recently, Juditsky et al. (2022) proposed a stochastic optimization mirror descent algorithm which computes multiple solutions on disjoint subsets of the data and aggregates them with a Median-Of-Means type procedure. The final solution achieves the rate $s \log(d)/n$ under $s$-vanilla sparsity with sub-Gaussian deviation and an application to low-rank matrix recovery is also developed. This aggregation method can handle some but not all heavy-tailed data. For instance, if the data follows a Pareto($\alpha$) distribution then the analysis yields a statistical error with a factor of order $d^{1/\alpha}$ which is not acceptable in a high-dimensional setting. Moreover, the presence of outliers is not considered so that the given bounds do not measure the impact of corruption. Nevertheless, the combination of the restarted mirror descent optimization procedure proposed in (Juditsky et al., 2022 Algorithm 1) with the proper robust gradient estimators yields a fast and highly robust learning algorithm in the batch setting which we present in Section 3. We also exploit the same core ideas in Section 4 to extend our framework to a wider range of objective functions.

Other works consider high-dimensional linear learning methods that are robust to corrupted data. An outlier robust method for mean and covariance estimation in the sparse $\eta$-contaminated high-dimensional setting is proposed by Balakrishnan et al. (2017) along with theoretical guarantees. By extension, these also apply to several problems of interest such as sparse linear estimation or sparse GLMs. The idea is to use an SDP relaxation of sparse PCA (d’Aspremont et al., 2004) in order to adapt the filtering approach from (Diakonikolas et al. 2019), which relies on the covariance matrix to detect outliers, to the high-dimensional setting. However, the need to solve SDP problems makes the algorithm computationally costly. In addition, the true data distribution is assumed Gaussian and the considered $\eta$-contamination framework is weaker than $\eta$-corruption which allows for adversarial outliers.

The previous ideas were picked up again in the later work of Liu et al. (2020) who proposes a robust variant of IHT for sparse regression on $\eta$-corrupted data. Unfortunately, these results suffer from several shortcomings since data needs to be Gaussian with a known or sparse covariance matrix. Moreover, the gradient estimation subroutine, which is reminiscent of (Balakrishnan et al., 2017), is computationally heavy since it requires solving SDP problems as well and a number of samples scaling as $s^2$ instead of $s$ is required. This seems to come from the fact that sparse gradients need to be estimated, in which case the $s^2$ dependence is unavoidable based on an oracle lower bound for such an estimation (Diakonikolas et al., 2017).

Recently, Dalalyan and Thompson (2019) derived oracle bounds for a robust estimator in the linear model with Gaussian design and a number of adversarially contaminated labels. Although optimal rates in terms of the corruption are achieved, this setting excludes corruption of the covariates and does not apply for heavy-tailed data distributions. Minaker et al. (2022) similarly consider the linear model and derive oracle bounds for a robustified SLOPE objective which is adaptive to the sparsity level. Remarkably, they achieve the optimal $s \log(ed/s)/n$ dependence in the heavy-tailed corrupted setting. However, corruption is restricted to the labels and the dependence of the result thereon significantly degrades if the covariates or the noise are not sub-Gaussian. In contrast, the very recent work of Sasai (2022) considers sparse estimation with heavy-tailed and $\eta$-corrupted data and derives a nearly optimal estimation bound using an algorithm which filters the data before running an $\ell_1$-penalized robust Huber regression which corresponds to a similar approach to (Pensia et al., 2020) where the non sparse case was treated. Although the $s \log(d)/n$ rate is achieved with optimal robustness, this claim only applies for regression under the linear model with some restric-

---

4. $\eta$-contamination refers to the case where the data is sampled from a mixed distribution $(1 - \eta)P + \eta Q$ where $P$ is the true data distribution and $Q$ is an arbitrary one.
tive assumptions such as zero mean covariates. In addition, little attention is granted to the practical aspect and no experiments are carried out. A later extension (Sasai and Fujisawa, 2022) improves the statistical rate to $s \log(d/s)/n$ for sub-Gaussian covariates and, if the data covariance is known as well, better dependence on the corruption rate is obtained. Robust high-dimensional linear regression algorithms were recently surveyed by Filzmoser and Nordhausen (2021) with particular attention payed to methods based on dimension reduction, shrinkage and combinations thereof.

Finally, Liu et al. (2019) proposes an IHT algorithm using robust coordinatewise gradient estimators. These results cover the heavy-tailed and $\eta$-corrupted settings separately thanks to Median-Of-Means (Alon et al., 1999; Jerrum et al. 1986; Nemirovskij and Yudin 1983) and Trimmed mean (Chen et al., 2013; Yin et al., 2018) estimators respectively. However, the corruption rate $\eta$ is restricted to be of order at most $O(1/(\sqrt{s} \log(nd)))$ and the question of elaborating an algorithm which is simultaneously robust to both corruption and heavy tails is left open.

We summarize the settings and results of the previously mentioned works, along with ours on vanilla sparse estimation, in Table 1 which focuses on robust papers with explicit algorithms.

1.3 Agenda

The remainder of this document is structured as follows: Section 2 lays out the setting including the definition of the objective and our assumptions on the data. Sections 3 and 4 define optimization algorithms based on Mirror Descent and Dual Averaging addressing the cases of smooth and non-smooth losses respectively. Both Sections state convergence results for their respective algorithms. Section 5 considers instantiations of our general setting to vanilla sparse, group sparse and low-rank matrix estimation for a general loss. In each case, the norm $\| \cdot \|$ and dual norm $\| \cdot \|_*$ are instantiated and a robust and efficient gradient estimator is proposed so that, combined with the results of Sections 3 and 4 we obtain solutions with nearly optimal statistical rates (up to logarithmic terms) in each case. Finally, Section 6 presents numerical experiments on synthetic and real data sets which demonstrate the performance of our proposed methods and compare them with baselines from recent literature.

2. Setting, Notation and Assumptions

We consider supervised learning from a data set $(X_i, Y_i)_{i=1}^n$ from which the majority is distributed as a random variable $(X, Y) \in \mathcal{X} \times \mathcal{Y}$ where the covariate space $\mathcal{X}$ is a high-dimensional Euclidean space and the label space $\mathcal{Y}$ is $\mathbb{R}$ or a finite set. The remaining minority of the data are called outliers and may be completely arbitrary or even adversarial. Given a loss function $\ell : \hat{\mathcal{Y}} \times \mathcal{Y} \to \mathbb{R}$ where $\hat{\mathcal{Y}}$ is the prediction space, our goal is to optimize the unobserved objective

$$L(\theta) = \mathbb{E}[\ell(\theta, X), Y)]$$

over a convex set of parameters $\Theta$, where the expectation is taken w.r.t. the joint distribution of $(X, Y)$. Given an optimum $\theta^* = \arg\min_{\theta \in \Theta} L(\theta)$ (assumed unique), we are also interested in controlling the estimation error $\|\theta - \theta^*\|$ where $\| \cdot \|$ is a norm on $\Theta$, which will be defined according to each specific problem (see Section 5 below). Moreover, we assume that the optimal parameter is sparse according to an abstract sparsity measure $S : \Theta \to \mathbb{N}$.

**Assumption 1** The optimal solution $\theta^*$ is $s$-sparse for some integer $s$ smaller than the problem dimension i.e. $S(\theta^*) \leq s$. Additionally, for any $s$-sparse vector $\theta \in \Theta$ we have the inequality $\|\theta\| \leq \sqrt{s}\|\theta\|_2$ and an upper bound $\bar{s} \geq s$ on the sparsity is known.
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Table 1: Summary of the main hypotheses and results of our proposed algorithms and related works in the literature on vanilla sparse estimation. The statistical rate column gives the derived error bound on $\|\hat{\theta} - \theta^*\|_2$ between the estimated and true parameter and the associated confidence. In the “Data distribution and corruption” column, rows with no reference to corruption correspond to methods which do not consider it. In the “Loss” column, the following abbreviations are used: QM = quadratic minorization (Assumption 4), PLM = pseudo-linear minorization (Assumption 6), LSQ = least squares, GLM = generalized linear model, Logit = Logistic, Lip. smooth = Lipschitz smooth (gradient Lipschitz).

The precise notion of sparsity will be determined later in Section 5 through the sparsity measure $m$ depending on the application at hand. The simplest case corresponds to the conventional notion of vector sparsity where $X = \mathbb{R}^d$ for some large $d$, $\Theta \subset \mathbb{R}^d$ and the sparsity measure $S(\theta) = \sum_{j \in [d]} 1_{\theta_j \neq 0}$ counts the number of non-zero coordinates. However, as we intend to also cover other forms of sparsity later, we do not fix this setting right away. Note that the required knowledge of $\bar{s} \geq s$ in Assumption 1 is common in the thresholding based sparse learning literature (Blumensath et al., 2017).
and Davies, 2009, 2010; Jain et al., 2014, 2016, Juditsky et al., 2022). Adaptive methods to unknown sparsity exist (Bogdan et al., 2015; Bellec et al., 2018, Su and Candès, 2016) although designing a robust version thereof is beyond the scope of this work.

Since the objective (1) is not observed due to the distribution of the data being unknown, statistical approximation will be necessary in order to recover an approximation of $\theta^*$. Instead of estimating the objective itself (which is of limited use for optimization), we will rather compute estimates of the gradient

$$g(\theta) := \nabla_{\theta} \mathcal{L}(\theta)$$

in order to run gradient based optimization procedures. Note that, since we consider the high-dimensional setting, a standard gradient descent approach is excluded since it would incur an error strongly depending on the problem dimension. In order to avoid this, one must use a non Euclidean optimization method as is customary for high-dimensional problems (Juditsky et al. 2022; Agarwal et al. 2012).

As commonly stated in the robust statistics literature (Catoni, 2012, Lugosi and Mendelson, 2021 2019a), estimating an expectation using a conventional empirical mean only yields values with far from optimal deviation properties in the general case. Several estimators have been proposed which enjoy sub-Gaussian deviations from the true mean and robustness to corruption. Notable examples in the univariate case are the median-of-means (MOM) estimator (Alon et al., 1999, Jerrum et al., 1986; Nemirovskij and Yudin, 1983), Catoni’s estimator (Catoni, 2012) and the trimmed mean (Lugosi and Mendelson, 2021). However, in the multivariate case (estimating the mean of a random vector), the optimal sub-Gaussian estimation rate cannot be obtained by a straightforward extension of the previous methods and a line of works (Lugosi and Mendelson, 2019d, Hopkins, 2018, Cherapanamjeri et al., 2019, Depersin and Lecué, 2019, Lugosi and Mendelson, 2021, Lei et al., 2020) has pursued elaborating efficient algorithms to achieve it. Most recently, Diakonikolas et al. (2020) managed to show that stability based estimators enjoy sub-Gaussian deviations while being robust to corruption of a fraction of the data. However, it is important to remember that all the works we just mentioned measure the estimation error using the Euclidean norm while many other choices are possible which may require the estimation algorithm to be adapted in order to achieve optimal deviations with respect to the chosen norm. This aspect was studied in (Lugosi and Mendelson, 2019b) who gave a norm-dependent formula for the optimal deviation and an algorithm to achieve it, although the latter has exponential complexity and does not consider the presence of outliers.

This is an important aspect to keep in mind in our high-dimensional setting since we will be measuring the statistical error on the gradient using the dual norm $\| \cdot \|_*$ of $\| \cdot \|$ which will never be the Euclidean one.

$$\|v\|_* = \sup_{\|x\| \leq 1} \langle v, x \rangle$$

Of course, apart from the way it is measured, the quality of the estimations one can obtain also crucially depends on the assumptions made on the data. We formally state ours here. We denote $|A|$ as the cardinality of a finite set $A$ and use the notation $[k] = \{1, \ldots, k\}$ for any integer $k \in \mathbb{N} \setminus \{0\}$.

**Assumption 2** The indices of the training samples $[n]$ can be divided into two disjoint subsets $[n] = I \cup O$ of outliers $O$ and inliers $I$ for which we assume the following: (a) we have $|I| > |O|$; (b) the pairs $(X_i, Y_i)_{i \in I}$ are i.i.d with distribution $P$ and the outliers $(X_i, Y_i)_{i \in O}$ are arbitrary; (c)
the distribution $P$ is such that:

$$E[\|X\|^2] < +\infty, \quad E[\|YX\|^2] < +\infty \quad \text{and} \quad E[|Y|^2] < +\infty. \quad (4)$$

Moreover, the loss function $\ell$ admits constants $C_{\ell,1}, C_{\ell,2}, C'_{\ell,1}, C'_{\ell,2} > 0$ such that for all $z, y \in \hat{Y} \times Y$:

$$|\ell(z, y)| \leq C_{\ell,1} + C_{\ell,2}|z - y|^2 \quad \text{and} \quad |\ell'(z, y)| \leq C'_{\ell,1} + C'_{\ell,2}|z - y|,$$

where $\ell'$ is the derivative of $\ell$ in its first argument.

The above hypotheses are sufficient so that the objective function and its gradient exist for any parameter $\theta$ and the gradient admits a second moment. The distribution $P$ is allowed to be heavy-tailed and the conditions on $\ell$ do not go far beyond limiting it to a quadratic behavior and are satisfied by common loss functions for regression and classification. Note that depending on the loss function used and the moment requirements of gradient estimation, the previous moments assumption can be weakened as in (Gaïffas and Merad, 2022, Assumption 2) for instance. However, we stick to this version in this work for simplicity. Depending on the gradient estimator, the number of outliers $|O|$ will be bounded in the subsequent statements either by a constant fraction $\eta n$ ($\eta$-corruption) of the sample for some $0 < \eta < 1/2$, or by a constant number.

In the sequel, we interchangeably use the terms **statistical rate**, **estimation rate**, **deviation rate** or simply **rate** to designate the statistical dependence of the bounds we obtain on the excess risk $\mathcal{L}(\bar{\theta}) - \mathcal{L}(\theta^*)$ and the parameter error $\|\bar{\theta} - \theta^*\|_2$ for a general estimator $\bar{\theta}$. This may lead to some confusion since the excess risk is only comparable to the square error $\|\bar{\theta} - \theta^*\|_2^2$ up to a constant factor. However, the reader should be able to distinguish the two situations based on context. Note that the previous terms should not be confused with **optimization rate** and **corruption rate**.

### 3. The Smooth Case with Mirror Descent

In this section we will assume the loss $\ell$ is smooth, formally:

**Assumption 3** For any $y \in \mathcal{Y}$, the loss $z \mapsto \ell(z, y)$ is convex, differentiable and $\gamma$-smooth meaning that

$$|\ell'(z, y) - \ell'(z', y)| \leq \gamma|z - z'| \quad (5)$$

for some $\gamma > 0$ and all $z, z' \in \hat{Y}$, where the derivative is taken w.r.t. the first argument.

The above assumption is stated in all generality for $z, z'$ belonging to the prediction space $\hat{Y}$. For regression or binary classification tasks, we will have $\hat{Y} = \mathbb{R}$ and $\ell'(\cdot, y) \in \mathbb{R}$ so that the absolute values are enough to interpret the required inequality. Nonetheless, it can also be extended for $K$-way multiclass classification where $\hat{Y} = \mathbb{R}^K$ and $\ell'(\cdot, y) \in \mathbb{R}^K$, in which case the absolute values on both sides of the above inequality should be interpreted as Euclidean norms.

We also make the following quadratic growth assumption (Necoara et al. 2019, Definition 4).

---

5. Including the square loss, the absolute loss, Huber’s loss, the logistic loss and the Hinge loss.
Assumption 4  Let $\theta^* \in \Theta$ be the optimum of the objective $\mathcal{L}$ and $\| \cdot \|_2$ the usual Euclidean norm. There exists a constant $\kappa > 0$ such that for all $\theta \in \Theta$:

$$\mathcal{L}(\theta) - \mathcal{L}(\theta^*) \geq \kappa \| \theta - \theta^* \|_2^2.$$

(6)

Assumption 4 is similar to but weaker than strong convexity because it only requires the quadratic minorization to hold around the optimum $\theta^*$ whereas a strongly convex function is minorized by a quadratic function at every point. In the linear regression setting with samples $(X, Y) \in \mathbb{R}^d \times \mathbb{R}$, it is easy to see that the above condition holds as soon as the data follows a distribution with non-singular covariance $\Sigma = \mathbb{E}XX^\top$. A more general setting where this condition holds is also given in (Juditsky et al., 2022, Section 3.1). In comparison, the commonly used restricted eigenvalue or compatibility conditions (Bickel et al., 2009; Castillo et al., 2015) roughly require the empirical covariance $\hat{\Sigma} = \frac{1}{n} \sum_{i \leq n} X_i X_i^\top$ to satisfy $\| \hat{\Sigma} v \|_2 \geq \kappa \| v \|_2$ for all approximately $s$-sparse vectors $v \in \mathbb{R}^d$. This was shown to hold for covariates following some well known distributions (e.g. Gaussian with non singular covariance) with a sufficient sample count $n$ (Raskutti et al., 2010). However, this is clearly more constraining than Assumption 4. Some variants of the compatibility condition are formulated in terms of the population covariance $\Sigma$ (Van De Geer and B"uhlmann, 2009; B"uhlmann and Van De Geer, 2011) but these serve as a basis to show oracle inequalities for LASSO rather than the study of an implementable algorithm.

As a consequence of Assumptions 2 and 3, the objective gradient is $L$-Lipschitz continuous for some constant $L > 0$, meaning that we have:

$$\| g(\theta) - g(\theta') \|_* \leq L \| \theta - \theta' \| \quad \forall \theta, \theta' \in \Theta.$$

(7)

This property is necessary to establish the convergence of the Mirror Descent algorithm (Nemirovskij and Yudin, 1983) proposed in this section. Since we adopt a multistage mirror descent procedure as done in (Juditsky et al., 2022), our framework is also similar to theirs.

Definition 1  A function $\omega : \Theta \rightarrow \mathbb{R}$ is a distance generating function if it is a real convex function over $\Theta$ which satisfies:

1. $\omega$ is continuously differentiable and strongly convex w.r.t. the norm $\| \cdot \|$ i.e.

$$\langle \nabla \omega(\theta) - \nabla \omega(\theta'), \theta - \theta' \rangle \geq \| \theta - \theta' \|^2.$$

2. We have $\omega(\theta) \geq \omega(0) = 0$ for all $\theta \in \Theta$.

3. There exists a constant $\nu > 0$ called the quadratic growth constant such that we have:

$$\omega(\theta) \leq \nu \| \theta \|^2 \quad \forall \theta \in \Theta.$$

(8)

We shall see, for individual applications, that one needs to choose $\omega$ in such a way that it is strongly convex and the constant $\nu$ has only a light dependence on the dimension. For a reference point $\theta_0 \in \Theta$, we define $\omega_{\theta_0}(\theta) = \omega(\theta - \theta_0)$ and the associated Bregman divergence:

$$V_{\theta_0}(\theta, \theta') = \omega_{\theta_0}(\theta) - \omega_{\theta_0}(\theta') - \langle \nabla \omega_{\theta_0}(\theta'), \theta - \theta' \rangle.$$
Given a step size $\beta > 0$ and a dual vector $u \in \Theta^*$, we define the following proximal mapping:

$$
\text{prox}_\beta(u, \theta; \theta_0, \Theta) := \text{argmin}_{\theta' \in \Theta} \{\langle \beta u, \theta' \rangle + V_{\theta_0}(\theta', \theta)\}
$$

$$
= \text{argmin}_{\theta' \in \Theta} \{\langle \beta u - \nabla \omega_{\theta_0}(\theta), \theta' \rangle + \omega_{\theta_0}(\theta')\}.
$$

The previous operator yields the next iterate of Mirror Descent for previous iterate $\theta$, gradient $u$ and step size $\beta$ with Bregman divergence defined according to the reference point $\theta_0$. Ideally, we would plug $g(\theta)$ as gradient $u$ but since the true gradient is not observed, we replace it with the estimator $\hat{g}(\cdot)$. All in all, given an initial parameter $\theta_0$ we obtain the following iteration for Mirror Descent:

$$
\theta_{t+1} = \text{prox}_\beta(\hat{g}(\theta_t), \theta_t; \theta_0, \Theta),
$$

with a step size $\beta$ to be defined later according to problem parameters. The previous proximal operator can be computed in closed form in each of the applications we consider in Section 5, see Appendix A.4 for details. We state the convergence properties of the above iteration in the following proposition.

**Proposition 2** Grant Assumptions 2 and 3 so that the objective $L$ is $L$-Lipschitz-smooth for some $L > 0$. Let mirror descent be run with constant step size $\beta \leq 1/L$ starting from $\theta_0 \in \Theta$ with $\Theta = B_{\|\cdot\|}(\theta_0, R)$ for some radius $R > 0$. Let $\theta_1, \ldots, \theta_T$ denote the resulting iterates and $\hat{\theta}_T = \sum_{t=1}^T \theta_t/T$, then the following inequality holds:

$$
L(\hat{\theta}_T) - L(\theta^*) \leq \frac{1}{T} \left( \frac{1}{\beta} V_{\theta_0}(\theta^*, \theta_0) + \sum_{t=0}^{T-1} \langle \epsilon_t, \theta^* - \theta_{t+1} \rangle \right)
$$

$$
\leq \frac{\nu R^2}{\beta T} + 2\bar{\epsilon} R
$$

where $\epsilon_t = \hat{g}(\theta_t) - g(\theta_t)$ and $\bar{\epsilon} = \max_{t=0, \ldots, T-1} \|\epsilon_t\|_*$.

Proposition 2 is proven in Appendix A.2.1 based on (Juditsky et al., 2022, Proposition 2.1) and quantifies the progress of mirror descent on the objective value while measuring the impact of the gradient errors. The original version in (Juditsky et al., 2022) considers a stochastic optimization problem in which a new sample arrives at each iteration providing an unbiased estimate of the gradient so that it is possible to obtain a bound with optimal quadratic dependence on the statistical error. Though the above result is suboptimal in this respect, we will show in the sequel that an optimal statistical rate can still be achieved using a multistage procedure.

Notice that the previous statement only provides guarantees for the average $\hat{\theta}_T = \sum_{t=1}^T \theta_t/T$. While this is commonplace for online settings, we intuitively expect the last iterate $\theta_T$ to be the best estimate of $\theta^*$ in our batch setting where all the data is available from the beginning.

In order to address this issue, we define a corrected proximal operator given an upper bound $\bar{\epsilon}$ on the statistical error:

$$
\hat{\text{prox}}_\beta(u, \theta; \theta_0, \Theta) = \text{argmin}_{\theta' \in \Theta} \{\langle \beta u, \theta' \rangle + \beta \bar{\epsilon} \|\theta' - \theta\| + V_{\theta_0}(\theta', \theta)\}.
$$

For this new operator, the following statement applies.
Algorithm: Approximate Multistage Mirror Descent (AMMD)

Let \( \Theta = B_1(\theta_0, R) \) for some radius \( R > 0 \) and \( \theta_0 \in \Theta \). Let \( \theta_1, \ldots, \theta_T \) denote the resulting iterates obtained through \( \theta_{t+1} = \text{prox}_\beta(\theta_t, \theta_t; \theta_0, \Theta) \) then the following inequality holds:

\[
\mathcal{L}(\theta_T) - \mathcal{L}(\theta^*) \leq \frac{1}{T} \left( \frac{1}{\beta} V_{\theta_0}(\theta^*, \theta_0) + 2 \sum_{t=0}^{T-1} \langle \epsilon_t, \theta^* - \theta_{t+1} \rangle \right)
\]

\[
\leq \frac{\nu R^2}{\beta T} + 4\bar{\epsilon} R,
\]

where \( \bar{\epsilon} = \max_{t=0 \ldots T-1} \| \epsilon_t \|_* \).

The proof of Proposition 3 is given in Appendix A.2.2 and mainly differs from that of Proposition 2 in that the introduced correction allows to show a monotonous decrease of the objective i.e. \( \mathcal{L}(\theta_{t+1}) \leq \mathcal{L}(\theta_t) \) letting us draw the conclusion on the last iterate. Nevertheless, we suspect that the correction is not really needed for this bound to hold on \( \theta_T \) and consider it rather as an artifact of our proof.

Propositions 2 and 3 only state a linear dependence of the final excess risk on the statistical error \( \bar{\epsilon} \) which leads to a suboptimal statistical rate of \( 1/\sqrt{n} \). However, the optimal rate of \( 1/n \) can be achieved by leveraging the sparsity condition on \( \theta^* \) (Assumption 1) and the quadratic growth condition (Assumption 4) upon running multiple stages of Mirror Descent (Juditsky et al., 2011, 2022). The idea is that by factoring these two assumptions in, for \( T \) big enough in Proposition 3 and given \( \bar{s} \geq s \), it can be shown that the closest \( \bar{s} \)-sparse element \( \text{sparse}_{\bar{s}}(\theta_T) \) to the last iterate \( \theta_T \) is such that \( \Theta' = B_1(\text{sparse}_{\bar{s}}(\theta_T), R') \ni \theta^* \) with \( R' < R \). Therefore, \( \text{sparse}_{\bar{s}}(\theta_T) \) can serve as the starting point of a new stage of mirror descent on the smaller domain \( \Theta' \). By repeating this trick multiple times, we obtain the following multistage mirror descent algorithm.

Algorithm: Approximate Multistage Mirror Descent (AMMD)

- **Initialization**: Initial parameter \( \theta^{(0)} \) and \( R > 0 \) such that \( \theta^* \in \Theta := B_1(\theta_0, R) \).
  - Number of stages \( K > 0 \). Step size \( \beta \leq 1/L \). Quadratic minorization constant \( \kappa \).
  - High probability upperbound \( \bar{\epsilon} \) on the error \( \| g(\theta) - g(\theta) \|_* \).
  - Upperbound \( \bar{s} \) on the sparsity \( s \).

- Set \( R_0 = R \).

- Loop over stages \( k = 1 \ldots K \):
  - Set \( \theta^{(0)}_0 = \theta^{(k-1)} \) and \( \Theta_k = B_1(\theta^{(0)}_0, R_{k-1}) \).
  - Run iteration
    \[
    \theta^{(k)}_{t+1} = \text{prox}_\beta(\theta^{(k)}_t, \theta^{(k)}_t; \theta^{(0)}_0, \Theta_k),
    \]
    for \( T_k \) steps with \( T_k = \left\lceil \frac{\nu R_{k-1}}{2\bar{\epsilon}} \right\rceil \).
  - Set \( \theta^{(k)} = \text{sparse}_{\bar{s}}(\bar{\theta}^{(k)}) \) where \( \bar{\theta}^{(k)} = \theta^{(k)}_{T_k} \).
  - Set \( R_k = \frac{1}{2} (R_{k-1} + 4\bar{\epsilon} R) \).
**Output**: The final stage estimate $\theta^{(K)}$.

The AMMD algorithm borrows ideas from Juditsky et al. (2011); Juditsky and Nesterov (2014); Juditsky et al. (2022) aiming to achieve linear convergence using mirror descent. The main trick lies in the fact that performing multiple stages of mirror descent allows to repeatedly restrict the parameter space into a ball of radius $R_k$ which shrinks geometrically with each stage. In this work, we find that the radius $R_k$ evolves following a special contraction as a result of the statistical error being factored in. Note that, although a few instructions of AMMD are stated in terms of unknown quantities, the procedure may be simplified to get around this difficulty with satisfactory results, see Section 6 for details. We show that the above procedure allows to improve the result of Proposition 3 to achieve a fast statistical rate. The following statement expresses the theoretical properties of AMMD.

**Theorem 4** Grant Assumptions 1, 2, 3 and 4. Let $L > 0$ denote the Lipschitz smoothness constant for the objective $L$. Assume approximate Mirror Descent is run with step size $\beta \leq 1/L$ starting from $\theta_0 \in \Theta$ such that $\theta^* \in B_{\| \cdot \|}(\theta_0, R)$ for some $R > 0$ and using a gradient estimator $\hat{g}$ with error upperbound $\bar{\epsilon}$ as in Proposition 9, then after $K$ stages we have the inequalities:

$$
\|\theta^{(K)} - \theta^*\| \leq \sqrt{2s}\|\theta^{(K)} - \theta^*\|_2 \leq 2\sqrt{2s}\|\tilde{\theta}^{(K)} - \theta^*\|_2 \leq 2^{-(K-1)/2}R + \frac{40\bar{\epsilon}}{\kappa},
$$

$$
L(\tilde{\theta}^{(K)}) - L(\theta^*) \leq 10\bar{\epsilon}\left(2^{-K}R + \frac{40\bar{\epsilon}}{\kappa}\right).
$$

Moreover, the corresponding number of necessary iterations is bounded by:

$$
T = \sum_{k=1}^{K} T_k \leq \frac{2R\nu}{\beta \bar{\epsilon}} + K\left(1 + \frac{40\nu}{\kappa \beta}\right).
$$

Theorem 4 is proven in Appendix A.2.3 and may be compared to (Juditsky et al., 2022, Theorem 2.1). Both statements bound the risk in terms of the objective and parameter error by the sum of an exponentially vanishing optimization error and a statistical error term. Note that the exponential optimization rate in the number of stages $K$ also holds in the number of iterations since successive stages contain a geometrically decreasing number of them. Theorem 4 expresses the statistical error in terms of a bound $\bar{\epsilon}$ and will thus lead to a high confidence statement when combined with a bound on $\bar{\epsilon}$ (see Section 5). In contrast, Theorem 2.1 of Juditsky et al. (2022) is a result in expectation which is later used to derive a high confidence bound on an aggregated estimate.

One can see that Theorem 4 exhibits a dependence in $\bar{\epsilon}^2$ of the excess risk upperbound so that the suboptimal statistical rate in Propositions 2 and 3 is improved into a fast rate as announced. This is accomplished by shrinking the size of the considered parameter set through the stages until it reaches the scale of the statistical error, yielding an optimal rate. This shrinkage is achieved thanks to the choice of stage-length $T_k = \Omega(R_{k-1})$ in AMMD leading to a bound in terms of $R$ rather than $R^2$ in Proposition 3. Combined with Assumption 4, this implies that a square root function is applied to $R_k$ after each stage, see the proof for further details. We can now turn to the case of a non smooth loss function $\ell$. 
4. The Non Smooth Case with Dual Averaging

In the previous section, we saw how sparse estimation can be performed using the Mirror Descent algorithm to optimize a smooth objective with a non Euclidean metric on the parameter space. The smoothness property is necessary for these results to hold so that many loss functions not satisfying it are left uncovered. Therefore, we propose to use another algorithm for non smooth objectives. The alternative is the Dual Averaging algorithm (Nesterov, 2009) which was already used for non smooth sparse estimation in (Agarwal et al., 2012) for instance. Since the original algorithm requires to average the iterates to obtain a parameter with provable convergence properties, we instead use a variant (Nesterov and Shikhman 2015) for which such properties apply for individual iterates.

The smoothness condition in Assumption 3 is no longer required but we still need to replace it with a Lipschitz property:

**Assumption 5** There exists a positive constant $M > 0$ such that the objective $\mathcal{L}$ is $M$-Lipschitz w.r.t. the norm $\| \cdot \|$ i.e. for all $\theta, \theta' \in \Theta$ it holds that:

$$\mathcal{L}(\theta) - \mathcal{L}(\theta') \leq M \| \theta - \theta' \|.$$

We also replace Assumption 4 by the following weaker assumption:

**Assumption 6** There exist positive constants $\kappa, \lambda > 0$ such that the following inequality holds:

$$\mathcal{L}(\theta) - \mathcal{L}(\theta^*) \geq \frac{\kappa \| \theta - \theta^* \|^2}{\lambda + \| \theta - \theta^* \|^2}.$$

We introduce this (to our knowledge) previously unknown assumption in the literature which we call the pseudo-linear growth assumption in order to better suit the setting of this section. Indeed, few non-smooth loss functions, if any, result in quadratically growing objectives as Assumption 4 requires. Note that the lower bound of Assumption 6 is linear away from the optimum i.e. for big $\| \theta - \theta^* \|^2$ and behaves quadratically around it. This assumption is also weaker than a linear lower bound proportional to $\| \theta - \theta^* \|^2$ because of its quadratic behaviour around the optimum. We will show that, for $\kappa$ big enough, this minorization suffices to obtain linear convergence to a solution with fast statistical rate.

Analogously to Mirror Descent’s distance generating function $\omega$, we let $\omega : \Theta \rightarrow \mathbb{R}^+$ be the prox-function. We choose to denote it similarly since it plays an analogous role for Dual Averaging and has the same properties as those listed in Definition 1

Let $(\alpha_t)_{t \geq 0}$ be a sequence of step sizes and $(\gamma_t)_{t \geq 0}$ a non decreasing sequence of positive scaling coefficients. The DA procedure is defined, given an initial $\theta_0 \in \Theta$, by the following scheme:

$$s_t = \frac{1}{A_t} \sum_{i=0}^t a_i \tilde{g}_i \quad \text{with} \quad \tilde{g}_i = \tilde{g}(\theta_i) \quad \text{and} \quad g_i = g(\theta_i) \quad \forall i = 0, \ldots, T.$$

$$A_t = \sum_{i=0}^t a_i \quad \text{and} \quad \theta_t^+ = \arg\min_{\theta \in \Theta} A_t \langle s_t, \theta \rangle + \gamma_t \omega(\theta).$$

$$\theta_{t+1} = (1 - \tau_t) \theta_t + \tau_t \theta_t^+ \quad \text{where} \quad \tau_t = \frac{\alpha_{t+1}}{A_{t+1}}.$$
**Proposition 5**  Grant Assumption 5 let Dual Averaging be run following the above scheme, let $R > 0$ such that $\Theta \subseteq B_{\|\cdot\|}(\theta_0, R)$ and denote $\bar{\varepsilon} = \max_i \|\varepsilon_i\|_\star$, we have the following inequality:

$$A_t (\mathcal{L}(\theta_t) - \mathcal{L}(\theta^*)) + \frac{\gamma_t}{2}\|\theta_t^+ - \theta^*\|^2 \leq \gamma_t \omega(\theta^*) + \sum_{i=0}^t \frac{a_i^2}{2\gamma_{i-1}} \|g_i\|^2_\star + 4A_t R \bar{\varepsilon}. $$

In particular, by choosing $a_i = 1$ and $\gamma_i = \sqrt{i + 1}$ for all $i$ we get:

$$\mathcal{L}(\theta_t) - \mathcal{L}(\theta^*) \leq \frac{1}{\sqrt{t}}(\omega(\theta^*) + M^2) + 4R \bar{\varepsilon}. $$

The proof of Proposition 5 is given in Appendix A.3.1 and is inspired from (Nesterov and Shikhman, 2015, Theorem 3.1). In this result, we manage to obtain a statement in terms of the individual iterates $\theta_t$ thanks to the running average performed in the above scheme whereas the initial study of dual averaging focused on the average of the iterates (Nesterov, 2009). Notice that, due to Assumption 3 being dropped, the convergence speed degrades to $1/\sqrt{t}$ as opposed to $1/t$ previously. This convergence speed is the fastest possible and cannot be improved with a different choice of $a_i$ and $\gamma_i$. Most importantly, Proposition 5 quantifies the impact of the errors on the gradients on the quality of the optimisation result and shows that it remains controlled in this case too.

As in the previous section, the statistical rate we initially obtain is suboptimal and a multistage procedure is needed to improve it. The idea is the same as in Section 3 and consists in sparsifying the final iterate in Proposition 5 and using it as the initial point of a new optimization stage which takes place on a narrower domain. We make the resulting algorithm explicit below.

**Algorithm : Approximate Multistage Dual Averaging (AMDA)**

- **Initialization**: Initial parameter $\theta_0$ and $R > 0$ such that $\theta^* \in \Theta := B_{\|\cdot\|}(\theta_0, R)$.

  Pseudolinear minorization constants $\kappa, \lambda$.

  High probability upperbound $\bar{\varepsilon}$ on the error $\|\hat{g}(\theta) - g(\theta)\|_\star$.

  Upperbound $\bar{s}$ on the sparsity $s$.

- Set $R_0 = R$ and $\tau = \frac{10\sqrt{8\bar{s}\bar{\varepsilon}}}{\kappa}$ and $R^* = \frac{80\lambda\bar{s}\bar{\varepsilon}}{\kappa}$.

- Set $k = 0$ and the per stage number of iterations $T' = \left\lceil \left( \frac{\nu + M^2}{\bar{\varepsilon}} \right)^2 \right\rceil$

- For $k = 1, \ldots, K$:

- Set $\theta_0^{(k)} = \theta^{(k-1)}$ and $\Theta_k = B_{\|\cdot\|}(\theta_0^{(k)}, R_{k-1})$.

- Run Dual averaging with prox-function $\omega_{\theta^{(k-1)}}$ and steps $a_i = R_{k-1}$ for $T'$ iterations.

- Set $\theta^{(k)} = \text{sparse}_s(\tilde{g}^{(k)})$ where $\tilde{g}^{(k)} := \theta^{(k)}_{T'}$.

- Set $R_k = \max\left( \tau R_{k-1}, \frac{1}{2}(R_{k-1} + R^*) \right)$.

- **Output**: The final stage estimate $\tilde{\theta}^{(K)}$. 
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Similar to AMMD, the AMDA algorithm runs multiple optimisation stages through which the parameter space is repeatedly restricted allowing to obtain similar benefits regarding convergence speed and statistical performance. However, it is worth noting that these improvements are obtained under much milder conditions here since the objective may not even be smooth and is only required to satisfy the pseudo-linear growth condition of Assumption 6 whereas smoothness and quadratic minorization or strong convexity were indispensable in previous works (Juditsky et al., 2011; Juditsky and Nesterov, 2014; Juditsky et al., 2022).

As previously mentioned for AMMD, a simplified version of AMDA can be implemented which does not require knowledge of all the involved quantities, see Section 6 for details. We state the convergence guarantees for the above algorithm in the following Theorem.

**Theorem 6** Grant Assumptions 1, 2, 5, 6 and assume that $\tau = \frac{10\sqrt{8s_\bar{\epsilon}}}{\kappa} < 1$. At the end of each stage $k \geq 1$, we have:

$$\|\theta^{(k)} - \theta^*\| \leq \sqrt{2s_\bar{\epsilon}}\|\theta^{(k)} - \theta^*\|_2 \leq 2\sqrt{2s_\bar{\epsilon}}\|\bar{\theta}^{(k)} - \theta^*\|_2 \leq R_k,$$

$$\mathcal{L}(\bar{\theta}^{(k)}) - \mathcal{L}(\theta^*) \leq 5\bar{\epsilon}R_{k-1}.$$  \hfill (11)

Moreover, the total number of necessary iterations before $R_k \leq 2R^* = \frac{160\lambda s_\bar{\epsilon}^2}{\kappa}$ is at most

$$\log\left(\frac{R_0}{R^*}\right)\left(\frac{1}{\log(1/\tau)} + \frac{1}{\log(2)}\right)\left(\left(\frac{\nu + M^2}{\bar{\epsilon}}\right)^2 + 1\right).$$

The proof of Theorem 6 is given in Appendix A.3.2 and shows that the optimization stages go through two phases: an initial linear phase corresponding to the linear regime of the lower bound given by Assumption 6 and a later quadratic phase during which the quadratic regime takes over. The success of the linear phase relies on the condition $\tau < 1$ which can be rewritten as $\bar{\epsilon} \leq O(\bar{s}\kappa)$ where the factor $\bar{s}$ is a byproduct of measuring the parameter error with the norm $\|\cdot\|$ while Assumption 6 is stated with the Euclidean one. In the linear regime, $\kappa$ acts as a lower bound for the gradient norm so that the condition ensures that the error is smaller than the actual gradient allowing the optimisation to make progress. Theorem 6 states that convergence to the optimum occurs at geometrical speed through the stages of AMDA despite the absence of strong convexity. This is achieved thanks to the choice of step $a_i = R_{k-1}$ in AMDA which leads to a bound in terms of $R$ rather than $R^2$ emerging from the term $\omega(\theta^*)$ in Proposition 5, see the proof for more details.

**Remark** In recent work, Juditsky et al. (2019) created a common framework for the study of the Mirror Descent and Dual Averaging algorithms which they recover as special cases of a generic Unified Mirror Descent procedure. However, the distinction between the two remains necessary since they address smooth and non-smooth objectives respectively and, in each case, the attainable within-stage convergence speed differs from $1/t$ to $1/\sqrt{t}$ as seen in Propositions 3 and 5. This is reflected in Theorems 4 and 6 which display a dependence of the necessary number of iterations in $1/\bar{\epsilon}$ in the gradient error for Mirror Descent as opposed to $1/\bar{\epsilon}^2$ for Dual Averaging.

## 5. Applications

We now consider a few problems which may be solved using the previous optimization procedures. As said earlier, we have omitted to quantify the gradient errors $\|\epsilon\|_*$ until now. This is because the
definition of the dual norm \( \| \cdot \|_* \) is problem dependent. In the next subsections, we consider a few instances and propose adapted gradient estimators for them. In each case, the existence of a second moment for the gradient random variable \( G(\theta) := \ell'(\langle \theta, X \rangle, Y)X \) is required. This follows from the next Lemma proven in Appendix A.1 based on Assumption 2.

**Lemma 7** Under Assumption 2 the objective \( L(\theta) \) is well defined for all \( \theta \in \Theta \) and we have :

\[
\mathbb{E} \left[ \| G(\theta) \|^2_* \right] = \mathbb{E} \left[ \| \ell'(X^\top \theta, Y)X \|^2_* \right] < +\infty.
\]

In what follows, we will assume that, at each step of the optimization algorithm, the estimation of the gradient is performed with a new batch of data. For example, if the available data set contains \( n \) samples then it needs to be divided into \( T \) disjoint splits in order to make \( T \) optimization steps. This is necessary in order to guarantee that the gradient samples used for estimation at each step \( t \) are independent from \( \theta_t \), the (random) current parameter which depends on the data used before.

This trick was previously used for example in (Prasad et al., 2020) for the same reasons. A possible alternative is to use an \( \epsilon \)-net argument or Rademacher complexity in order to obtain uniform deviation bounds on gradient estimation over a compact parameter set \( \Theta \). However, this entails extra dependence on the dimension in the resulting deviation bound which we cannot afford in the high-dimensional setting. For these reasons, we prefer to use data splitting in this work and regard it more like a proof artifact rather than a true practical constraint. Note that we do not implement it later in our experimental section.

### 5.1 Vanilla sparse estimation

In this section, we consider the problem of optimizing an objective \( L(\theta) = \mathbb{E}[\ell(\langle \theta, X \rangle, Y)] \) where the covariate space \( \mathcal{X} \) is simply \( \mathbb{R}^d \) and the labels are either real numbers \( \mathcal{Y} = \mathbb{R} \) (regression) or binary labels (binary classification). In this case, the parameter space is a subset \( \Theta \subset \mathbb{R}^d \), the sparsity of a parameter \( \theta \in \Theta \) is measured as its number of nonzero entries \( S(\theta) = \sum_{j \in [d]} 1_{\theta_j \neq 0} \), and \( \| \cdot \| \) is defined as the \( \ell_1 \) norm \( \| \cdot \|_1 \) so that \( \| \cdot \|_* = \| \cdot \|_\infty \). We define the distance generating function \( \omega \) as :

\[
\omega(\theta) = \frac{1}{2} e \log(d)d^{(p-1)(2-p)/p}\|\theta\|_p^2 \quad \text{with} \quad p = 1 + \frac{1}{\log(d)}.
\]

One can check that the above definition satisfies the requirements of Definition 1. In particular, it is strongly convex w.r.t. \( \| \cdot \| \) and quadratically growing with constant \( \nu = \frac{1}{2} e^2 \log(d) \) (see Nesterov and Nemirovski, 2013, Theorem 2.1). In others words, conditions 1 and 3 of Definition 1 are reconciled with \( \nu = O(\log d) \). For the sake of achieving this compromise, the previous choice of distance generating function is common in the high-dimensional learning literature using mirror descent (Agarwal et al., 2012; Duchi et al., 2010; Shalev-Shwartz and Tewari, 2011; Nemirovskij and Yudin, 1983; Juditsky et al., 2011, Nesterov and Nemirovski, 2013) up to slight variations in \( p \) and the multiplying factor.

We consider Assumption 2 on the data with a constant fraction of outliers \( |O| \leq \eta n \) for some \( \eta < 1/2 \) (\( \eta \)-corruption) so that the gradient samples \( g_i'(\theta) := \ell'(\theta^\top X_i, Y_i)X_i \) may be both heavy-tailed and corrupted as well. We propose to compute \( \hat{g}(\theta) \) as the coordinatewise trimmed mean of the sample gradients i.e.

\[
\hat{g}_j(\theta) = \text{TM}_\alpha(g_1^j(\theta), \ldots, g_n^j(\theta)), \quad (13)
\]
where, assuming without loss of generality that \( n \) is even, the trimmed mean estimator with parameter \( \alpha \) for a sample \( x_1, \ldots, x_n \in \mathbb{R} \) is defined as follows

\[
\text{TM}_\alpha(x_1, \ldots, x_n) = \frac{2}{n} \sum_{i=n/2+1}^{n} q_\alpha \vee x_i \wedge q_{1-\alpha},
\]

where we denoted \( a \wedge b := \min(a, b) \) and \( a \vee b := \max(a, b) \) and used the quantiles \( q_\alpha := x^{([\alpha n/2])} \) and \( q_{1-\alpha} = x^{([(1-\alpha)n/2])} \) with \( x^{(1)} \leq \cdots \leq x^{(n/2)} \) the order statistics of \( (x_i)_{i \in \mathbb{N}/2} \) and where \([ \cdot ]\) denotes the integer part.

The main hurdle to compute the trimmed mean estimator is to find the two previous quantiles. A naive approach for this task would be to sort all the values leading to an \( O(n \log(n)) \) complexity. However, this can be brought down to \( O(n) \) using the median-of-medians algorithm (see for instance Cormen et al., 2009, Chapter 9) so that the whole procedure runs in linear time.

We now give the deviation bound satisfied by the estimator (13). We denote \( x_j \) as the \( j \)-th coordinate of a vector \( x \).

**Lemma 8** Grant Assumption 2 with a fraction of outliers \( |\mathcal{O}| \leq \eta n \) with \( \eta < 1/8 \). Fix \( \theta \in \Theta \), let \( \sigma^2_j = \text{Var}(\ell'(\theta^\top X, Y)X^j) \) for \( j \in [d] \) be the gradient coordinate variances and let \( 1 > \delta > e^{-n/2}/4 \) be a failure probability and consider the coordinatewise trimmed mean estimator (13) with parameter \( \alpha = 8\eta + 12 \log(4/\delta)/n \). Denoting \( \sigma^2_{\text{max}} = \max_j \sigma^2_j \), we have with probability at least \( 1 - \delta \) :

\[
\|\hat{g}(\theta) - g(\theta)\|_\infty \leq 7\sigma_{\text{max}} \sqrt{4\eta + 6 \log(4/\delta) + \log(d)/n}.
\] (14)

**Proof** This is an almost immediate application of (Gaïffas and Merad, 2022, Lemma 9) (see also Lugosi and Mendelson 2021, Theorem 1). By an immediate application of the latter, we obtain for each \( j \in [d] \) that with probability at least \( 1 - \delta/d \) we have :

\[
|\hat{g}_j(\theta) - g_j(\theta)| \leq 7\sigma_j \sqrt{4\eta + 6 \log(4/\delta) + \log(d)/n}.
\] (15)

Hence, the lemma follows by a simple union bound argument.

For the sake of simplicity, this deviation bound is only stated for a square integrable gradient which yields a \( \sqrt{\eta} \) dependence in the corruption rate. More generally, for a random variable admitting a finite moment of order \( k \), one can derive a bound in terms of \( \eta^{1 - 1/k} \) which reflects a milder dependence for greater \( k \), see (Gaïffas and Merad, 2022, Lemma 9) for the bound in question.

In a way, the fact that the gradient error is measured with the infinity norm in this setting is a “stroke of luck” since the optimal dependence in the dimension for the statistical error becomes achievable using only a univariate estimator. This is in contrast with situations where multivariate robust estimators need to be used for which the combination of efficiency, sub-Gaussianity and robustness to \( \eta \)-corruption is hard to come by.

Based on Lemma 8 we obtain a gradient error of order \( \tilde{\epsilon} = O(\sqrt{\log(d)/n}) \). Plugging this deviation rate into Theorem 4 yields the optimal \( s \log(d)/n \) rate for vanilla sparse estimation. The same applies for Theorem 6 provided the condition \( \tau < 1 \) holds.
Corollary 9 In the context of Theorem 4 and Lemma 8 let the AMMD algorithm be run starting from \( \theta_0 \in \Theta = B_{\|\cdot\|_2}(\theta_0, R) \) using the coordinatewise trimmed mean estimator with sample splitting i.e. at each iteration a different batch of size \( \bar{n} = n/T \) is used for gradient estimation with confidence \( \bar{\delta} = \delta/T \) where \( T \) is the total number of iterations. Let \( K \) be the number of stages and \( \hat{\theta} \) the obtained estimator. Denote \( \sigma_{\text{max}}^2 = \sup_{\theta \in \Theta} \max_{j \in [d]} \text{Var}(\ell^t(\theta^T X, Y) X^j) \), with probability at least \( 1 - \delta \), the latter satisfies:

\[
\| \hat{\theta} - \theta^* \|_2 \leq \frac{2 - K/2}{\sqrt{\bar{s}}} + \frac{140\sqrt{2\bar{s}}\sigma_{\text{max}}}{K} \sqrt{\frac{\log(4/\bar{\delta})}{n}} + \frac{6}{n} \log(d).
\]

**Proof** The result is easily obtained by combining Theorem 4 and Lemma 8 with a union bound argument over all iterations \( T \) in order to bound \( \bar{\epsilon} = \max_{t=0, \ldots, T-1} \| \ell_t \|_* \) as defined in Proposition 3.

In the above upper bound, the optimisation error vanishes exponentially with the number of stages \( K \) so that the final error can be attributed in large part to the second statistical error term. The latter achieves the nearly optimal \( \sqrt{s \log(d)/n} \) rate and combines robustness to heavy tails and \( \eta \)-corruption. Moreover, this statement holds for a generic loss function satisfying the assumptions of Section 3. These can be further weakened to those given in Section 4 by using Dual Averaging while preserving the same statistical rate. The statement of a result in this weaker setting is postponed to Section 3. These can be further weakened to those given in Section 4 by using Dual Averaging while preserving the same statistical rate. The statement of a result in this weaker setting is postponed to Section A.3.3 of the Appendix in order to avoid excessive repetition. To our knowledge, this is the first result with such properties for vanilla sparse estimation whereas previous results from the literature either focused on specific learning problems with a fixed loss function (Dalalyan and Thompson 2019; Sasai 2022) or isolated the issues of robustness by assuming the data to be either heavy tailed or Gaussian and corrupted (Balakrishnan et al. 2017; Liu et al. 2019, 2020; Juditsky et al. 2022). Furthermore, we stress that this error bound is achieved at a comparable computational cost to that of a standard non-robust algorithm since, as mentioned earlier, the robust trimmed mean estimator can be computed in linear time.

A possible room for improvement is to try to remove the \( \bar{s} \) factor multiplying the corruption rate \( \eta \). The only works we are aware of achieving this are (Liu et al. 2020; Sasai 2022) but both involve costly data-filtering steps. We suspect this may be an inevitable price to pay for such an improvement.

5.2 Group sparse estimation

In the group sparse case, we again consider the covariate space \( \mathcal{X} = \mathbb{R}^d \) where the coordinates \( [d] \) are arranged into groups \( G_1, \ldots, G_N_G \) which form a partition of the coordinates \( [d] \) and sparsity is measured in terms of these groups i.e. \( S(\theta) = \sum_{j \in [N_G]} 1_{\theta_{G_j} \neq 0} \) and we assume the optimal \( \theta^* = \arg\min_{\theta} \mathcal{L}(\theta) \) satisfies \( S(\theta^*) \leq s \). The norm \( \| \cdot \| \) is set to be the \( \ell_1/\ell_2 \) norm: \( \| \theta \|_{1,2} = \sum_{j \in [N_G]} \| \theta_{G_j} \|_2 \) and the dual norm is the analogous \( \ell_\infty/\ell_2 \) norm \( \| \theta \|_{\infty,2} = \max_{j \in [N_G]} \| \theta_{G_j} \|_2 \). The label set \( \mathcal{Y} \) may be equal to \( \mathbb{R} \) (regression) or a finite set (binary or multiclass classification).

For simplicity, we assume that the groups are of equal size \( m \) so that \( d = m N_G \). This is for example the case when trying to solve a \( d \)-dimensional linear multiclass classification with \( K \) classes by estimating a parameter \( \theta \in \mathbb{R}^{d \times K} \) and predicting \( \arg\max_j (\theta^T X)_j \) for a datapoint \( X \in \mathbb{R}^d \). In this case, it makes sense to consider the rows \( \theta_i \in [d] \) as groups which are collectively determined to be zero or not depending on the importance of feature \( i \). For simplicity, we restrict ourselves to this setting until the end of this section with no loss of generality.
Analogously to the vanilla sparse case, following Nesterov and Nemirovski (2013), the distance generating function (or prox-function) $\omega$ may be chosen in this case as:

$$\omega(\theta) = \frac{1}{2} e^{\log(d)(2-p)/p} \left( \sum_{i=1}^{d} \|\theta_i\|_p^p \right)^{2/p} \quad \text{with} \quad p = 1 + \frac{1}{\log(d)}.$$  

We assume the data corresponds to Assumption 2 with $\eta$-corruption (i.e. $|O| \leq \eta n$). Analogously to the vanilla case, we propose to estimate the gradient groupwise i.e. one group of coordinates at a time. For this task, a multivariate, sub-Gaussian and corruption-resilient estimation algorithm is needed. We suggest to use the estimator advocated in (Diakonikolas et al., 2020) for this purpose which remarkably combines these qualities. We refer to it as the DKP estimator and restate its deviation bound here for the sake of completeness.

**Proposition 10 (Diakonikolas et al. 2020, Proposition 1.5)** Let $T$ be an $\eta$-corrupted set of $n$ samples from a distribution $P$ in $\mathbb{R}^d$ with mean $\mu$ and covariance $\Sigma$. Let $\eta' = \Theta(\log(1/\delta)/n + \eta) \leq c$ be given, for a constant $c > 0$. Then any stability-based algorithm on input $T$ and $\eta'$, efficiently computes $\hat{\mu}$ such that with probability at least $1 - \delta$ we have:

$$\|\hat{\mu} - \mu\|_2 = O\left( \sqrt{\frac{\text{tr}(\Sigma) \log r(\Sigma)}{n}} + \sqrt{\|\Sigma\|_{\text{op}} \log(1/\delta)} \right) + \sqrt{\|\Sigma\|_{\text{op}} \log(1/\delta) \log(d)/n}.$$

The above bound is almost optimal up to the $\sqrt{\log r(\Sigma)}$ factor which is at most $\sqrt{\log(d)}$. Note that we are also aware that (Diakonikolas et al., 2020, Proposition 1.6) states that, by adding a Median-Of-Means preprocessing step, stability based algorithms can achieve the optimal deviation. Nevertheless, the number $k$ of block means required needs to be such that $k \geq 100\eta n$ so that the corruption rate $\eta$ is strongly restricted because necessarily $n \geq k$. Therefore, we prefer to stick with the result above.

An algorithm with the statistical performance stated in Proposition 10 is given, for instance, in (Diakonikolas et al. 2020, Appendix A.2), we omit it here for brevity. Now, we can reuse the previous section’s trick by estimating the gradients blockwise this time to obtain the following lemma:

**Lemma 11** Grant Assumption 2 with a fraction of outliers $|O| \leq \eta n$. Fix $\theta \in \Theta$ and denote $G_1(\theta), \ldots, G_n(\theta)$ the gradient samples distributed according to $G(\theta) \in \mathbb{R}^{d \times K}$ (except for the outliers). Let $\Sigma_j = \text{Var}(G(\theta)_{j,:}) \in \mathbb{R}^{K \times K}$ be the gradient block variances. Consider the groupwise estimator $\hat{g}(\theta)$ defined such that $\hat{g}(\theta)_{j,:}$ is the DKP estimator applied to $G(\theta)_{j,:}$. Then we have with probability at least $1 - \delta$:

$$\|\hat{g}(\theta) - g(\theta)\|_{\infty,2} \leq O\left( \max_j \sqrt{\frac{\text{tr}(\Sigma_j) \log r(\Sigma_j)}{n}} + \sqrt{\|\Sigma_j\|_{\text{op}} \left( \sqrt{\eta} + \sqrt{\frac{\log(1/\delta) + \log(d)}{n}} \right)} \right).$$

**Proof** Inequality (17) is straightforward to obtain using Proposition 10 and a union bound argument on $j \in [d]$. 
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One can easily see that, in the absence of corruption, the above deviation bound scales as $\widetilde{O}(\sqrt{\frac{K}{n}} + \sqrt{\frac{\log(d)}{n}})$. Combined with the sparsity assumption given above, plugging this estimation, which applies for the gradient error $\|e_t\|_*$, into Theorems 4 or 6 yields near optimal (up to a logarithmic factor) estimation rates for the group-sparse estimation problem (Negahban et al., 2012; Lounici et al., 2009). The following corollary formalizes this statement.

**Corollary 12** In the context of Theorem 4 and Lemma 11, let the AMMD algorithm be run starting from $\theta_0 \in \Theta = B_{\|\cdot\|}(\theta_0, R)$ and using the blockwise DKP estimator with sample splitting i.e. at each iteration a different batch of size $\bar{n} = n/T$ is used for gradient estimation with confidence $\tilde{\delta} = \delta/T$ where $T$ is the total number of iterations. Let $N$ be the number of stages and $\tilde{\Theta}$ the obtained estimator. With probability at least $1 - \delta$, the latter satisfies:

$$
\|\tilde{\theta} - \theta^*\|_2 \leq 2^{-N/2}R \sqrt{s} \left( \frac{1}{\kappa} \max_{\theta \in \Theta} \frac{\text{tr}(\Sigma_{\theta,j})}{\bar{n}} \log r(\Sigma_{\theta,j}) + \sqrt{\|\Sigma_{\theta,j}\|_\text{op}} \left( \sqrt{\tilde{\eta}} + \frac{\log(1/\tilde{\delta}) + \log(d)}{\bar{n}} \right) \right) + \frac{\sqrt{s}}{\kappa} \left( \sup_{\theta \in \Theta} \frac{\text{tr}(\Sigma_{\theta,j})}{\bar{n}} \sqrt{K/n} + \sqrt{\tilde{\eta}} \right),
$$

where $\Sigma_{\theta,j} = \text{Var}(G(\theta)_{j,:})$.

As before, the stated bound reflects a linearly converging optimisation and displays a statistical rate nearly matching the optimal rate for group-sparse estimation (Negahban et al., 2012; Lounici et al., 2009) up to logarithmic factors. In addition, robustness to heavy tails and $\eta$-corruption likely makes this result the first of its kind for group-sparse estimation since all robust works we are aware of focus on vanilla sparsity.

### 5.3 Low-rank matrix recovery

We also consider the variant of the problem where the covariates belong to a matrix space $\mathcal{X} = \mathbb{R}^{p \times q}$ in which case the objective $\mathcal{L}(\theta) = \mathbb{E}[\ell(\langle \theta, X \rangle, Y)]$ needs to be optimized over $\Theta \subset \mathbb{R}^{p \times q}$. In this setting, $\langle \cdot, \cdot \rangle$ refers to the Frobenius scalar product between matrices

$$
\langle a, b \rangle = \text{tr}(a^\top b).
$$

Without loss of generality, we assume that $p \geq q$ and sparsity is meant as the number of non zero singular values i.e. for a matrix $A \in \mathbb{R}^{p \times q}$, denoting $\sigma(A) = (\sigma_j(A))_{j \in [q]}$ the set of its singular values we define $S(A) = \sum_{j \in [q]} 1_{\sigma_j(A) \neq 0}$. We set $\|\cdot\|$ to be the nuclear norm $\|A\|_\text{nu} = \|\sigma(A)\|_1$ and the associated dual norm is the operator norm $\|\cdot\|_\text{op} = \|\cdot\|_\text{op}$.

On the optimization side, an appropriate distance generating function (resp. prox-function) needs to be defined for this setting before Mirror Descent (resp. Dual Averaging) can be run. Based on previous literature (see Nesterov and Nemirovski, 2013, Theorem 2.3 and Juditsky et al. 2022), we know that the following choice satisfies the requirements of Definition 1:

$$
\omega(\theta) = 2e \log(2q) \left( \sum_{j=1}^q \sigma_j(\theta)^{1+r} \right)^{2/(1+r)} \text{ with } r = 1/(12 \log(2q)).
$$
This yields a corresponding quadratic growth parameter \( \nu = O(\log(q)) \). In order to fully define our optimization algorithm for this problem, it remains to specify a robust estimator for the gradient. This turns out to be a challenging question since the estimated value is matricial and the operator norm \( \| \cdot \|_* = \| \cdot \|_{op} \) emerging in this case is a fairly exotic choice to measure statistical error.

In order to achieve a nearly optimal statistical rate we define a new estimator called “CM-MOM” (short for Catoni Minsker Median-Of-Means) which combines methods from (Minsker, 2018) for sub-Gaussian matrix mean estimation and ideas from (Minsker et al., 2015; Hsu and Sabato, 2016) in order to apply a Median-Of-Means approach for multivariate estimation granting robustness to outliers provided these are limited in number. We now define this estimator in detail. Let \( \psi \) be a function defined as
\[
\psi(x) = \log(1 + |x| + x^2/2)
\]
We consider a restricted version of Assumption 2 in which the number of outliers is limited as\(^6\) \( |O| \leq K/12 \) where \( K \) is an integer such that \( K < n \). Provided a sample of matrices \( A_1, \ldots, A_n \in \mathbb{R}^{p \times q} \) and a scale parameter \( \chi > 0 \), the CM-MOM estimator proceeds as follows:

- Split the sample into \( K \) disjoint blocks \( B_1, \ldots, B_K \) of equal size \( m = n/K \).
- Compute the dilated block means \( \xi^{(j)} \) for \( j = 1, \ldots, K \) as
  \[
  \xi^{(j)} = \frac{1}{\chi m} \sum_{i \in B_j} \psi(\theta \tilde{A}_i) \in \mathbb{R}^{(p+q) \times (p+q)},
  \]
  where the dilation \( \tilde{A} \) of matrix \( A \in \mathbb{R}^{p \times q} \) is defined as \( \tilde{A} = \begin{pmatrix} 0 & A \\ A^\top & 0 \end{pmatrix} \in \mathbb{R}^{(p+q) \times (p+q)} \) which is symmetric and the function \( \psi \) is applied to a symmetric matrix \( S \in \mathbb{R}^{d \times d} \) by applying it to its eigenvalues i.e. let \( S = UDU^\top \) be its eigendecomposition with \( D = \text{diag}((\lambda_j)_{j \in [d]}) \) then \( \psi(S) = U \psi(D)U^\top = U \text{diag}((\psi(\lambda_j))_{j \in [d]})U^\top \).
- Extract the block means \( \hat{\mu}_j \in \mathbb{R}^{p \times q} \) such that \( \xi^{(j)} = \begin{pmatrix} \xi_{11}^{(j)} \\ \hat{\mu}_j^{(j)} \\ \xi_{22}^{(j)} \end{pmatrix} \).
- Compute the pairwise distances \( r_{jl} = \| \hat{\mu}_j - \hat{\mu}_l \|_{op} \) for \( j, l \in [K] \).
- Compute the vectors \( r^{(j)} \in \mathbb{R}^K \) for \( j \in [K] \) where \( r^{(j)} \) is the increasingly sorted version of \( r_{j} \).
- return \( \hat{\mu}_j \) where \( \hat{i} \in \text{argmin}_j r^{(j)}_{K/2} \).

One may guess that the choice of the scale parameter \( \chi \) plays an important role to guarantee the quality of the estimate. This aspect is inherited from Catoni’s original estimator for the mean of a heavy-tailed real random variable (Catoni, 2012) from which Minsker’s estimator (Minsker, 2018), which we use to estimate the block means, is inspired. The following statement gives the optimal value for \( \chi \) and the associated deviation bound satisfied by CM-MOM.

---

\(^6\) In fact, one may allow up to \( |O| \leq K/2 \) outliers at the price of worse constants in the resulting deviation bound. See the proof of Proposition 13
**Proposition 13 (CM-MOM)** Let $A_1, \ldots, A_n \in \mathbb{R}^{p \times q}$ be an i.i.d sample following a random variable $A$ with expectation $\mu = \mathbb{E}A$ such that a subset of indices $O \subset [n]$ are outliers and finite variance

$$v(A) = \max \left( \| \mathbb{E}(A - \mu)(A - \mu)^\top \|_{\text{op}}, \| \mathbb{E}(A - \mu)^\top(A - \mu) \|_{\text{op}} \right) < \infty.$$ 

Let $\delta > 0$ be a failure probability and take $K = \lceil 18 \log(1/\delta) \rceil < n$ blocks, we assume $n = mK$. Let $\hat{\mu}$ be the CM-MOM estimate as defined above with scale parameter

$$\chi = \sqrt{\frac{2m \log(8(p + q))}{v(A)}}.$$ 

Assume we have $|O| \leq K/12$ then with probability at least $1 - \delta$ we have:

$$\| \hat{\mu} - \mu \|_{\text{op}} \leq 18\sqrt{\frac{v(A) \log(8(p + q)) \log(1/\delta)}{n}}.$$ 

Proposition 13 is proven in Appendix A.5 and enjoys a deviation rate which scales optimally, up to logarithmic factors, as $\sqrt{p + q}$ in the dimension (Vershynin, 2018). This dependence is hidden by the factor $\sqrt{v(A)}$ which scales in that order (see for instance Tropp, 2015). Although the dependence of the optimal scale $\chi$ on the unknown value of $v(A)$ constitutes an obstacle, previous experience using Catoni-based estimators (Catoni, 2012; Holland and Ikeda, 2019; Gaïffas and Merad, 2022) has shown that the choice is lenient and good results are obtained as long as a value of the correct scale is used. Possible improvements for Proposition 13 are to derive a bound with an additive instead of multiplicative term $\log(1/\delta)$ or supporting $\eta$-corruption. However, we are not aware of a more robust solution for matrix mean estimation in the general case than the above result.

Now that we have an adapted gradient estimation procedure, we can proceed to combine its deviation bound with our optimization theorems in order to obtain guarantees on learning performance.

**Corollary 14** In the context of Theorem 4 and Proposition 13 let the AMMD algorithm be run starting from $\theta_0 \in \Theta = B_{\|\cdot\|}(\theta_0, R)$ and using the CM-MOM estimator with sample splitting i.e. at each iteration a different batch of size $\tilde{n} = n/T$ is used for gradient estimation with confidence $\tilde{\delta} = \delta/T$ where $T$ is the total number of iterations. Assume that each batch contains no more than $K/12$ outliers. Let $N$ be the number of stages and $\hat{\theta}$ the obtained estimator. With probability at least $1 - \delta$, the latter satisfies:

$$\| \hat{\theta} - \theta^* \|_2 \leq \frac{2^{-N/2}R}{\sqrt{s}} + \sup_{\theta \in \Theta} \frac{360\sqrt{s}}{\kappa} \sqrt{\frac{2v(G(\theta)) \log(8(p + q)) \log(1/\tilde{\delta})}{\tilde{n}}},$$ 

where $\| \cdot \|_2$ denotes the Frobenius norm.

Corollary 14 matches the optimal performance bounds given in classical literature for low-rank matrix recovery (Koltchinskii et al., 2011; Rohde and Tsybakov, 2011; Candès and Plan, 2011; Negahban and Wainwright, 2011) up to logarithmic factors. The previous statement is most similar to (Juditsky et al., 2022, Proposition 3.3) except that it applies for more general learning tasks and under much lighter data assumption.
6. Implementation and Numerical Experiments

In this section, we demonstrate the performance of the proposed algorithms on synthetic and real data. Before we proceed, we prefer to point out that our implementation does not exactly correspond to the previously given pseudo-codes. Indeed, as the reader may have noticed previously, certain instructions of AMMD and AMDA require the knowledge of quantities which are not available in practice and, even in a controlled setting, the estimation of some quantities (such as the maximum gradient error $\bar{\epsilon}$) may be overly conservative which generally impedes the proper convergence of the optimization. We list the main divergences of our implementation from the theoretically studied procedures of AMMD and AMDA given before:

1. For AMMD, we only use the conventional $\text{prox}$ operator rather than the corrected $\hat{\text{prox}}$ operator defined in Section 3.
2. For both AMMD and AMDA, the whole data set is used at each step to compute a gradient estimate and no data-splitting is performed.
3. The radii $R_k$ are taken constant equal to a fixed $R > 0$.
4. The stage lengths ($T_k$ for AMMD and $T'$ for AMDA) are fixed as constants.
5. The number of stages is determined through a maximum number of iterations but the algorithm stops after the last whole stage.
6. The within-stage step-sizes $a_i$ in AMDA are fixed to a small constant (smaller than $R$) for more stability.

The constant stage-lengths are fixed using the following heuristic: run the MD/DA iteration while tracking the evolution of the empirical objective on a validation subset of the data and set the stage-length as the number of steps before a plateau is reached. Reaching a plateau indicates that the current reference point $\theta(k)$ has become too constraining for the optimization and more progress can be made after updating it.

The simplifications brought by points 1. and 2. are related to likely proof artifacts. Indeed as pointed out in Section 3 the use of the corrected $\hat{\text{prox}}$ operator rather than simply $\text{prox}$ is chiefly meant to ensure objective monotonicity while the data splitting ensures the gradient deviation bounds are usable in the proofs at each iteration.

Points 3. and 4. are due to the fact that the values of the stage-lengths $T_k/T'$ and the radii $R_k$ used in AMMD and AMDA are based on conservative estimates from the theoretical analysis making them unfit for practical implementation. Moreover, the said estimates use constants which cannot be identified in an arbitrary setting. For example, for least squares regression, the quadratic minorization constant $\kappa$ depends on the data distribution which is unknown in general.

Finally, point 5. is commonplace for batch learning where one may simply iterate until convergence and point 6. follows the wisdom that smaller step-sizes ensure more stability.

Despite these differences, the numerical experiments we present below demonstrate that our implementations perform on par with the associated theoretical results.

Clearly, optimisation using Mirror Descent should be preferred over Dual Averaging due to its faster convergence speed. This is conditioned by the smoothness of the objective $L$ which holds,

7. To remain consistent with a robust approach, the objective is estimated using a trimmed mean here as well.
for example, when the loss function $\ell$ is smooth. If $\ell$ is not smooth but the data distribution contains no atoms, one may still use Mirror Descent since it is reasonable to expect the objective $L$ to be smoothed by the expectation (1). Note however that such an objective is likely not to satisfy Assumption 4 making Theorem 4 inapplicable. Still, in this case, if the weaker Assumption 6 holds, the expected performance is as stated in Theorem 6 with an improved number of required iterations of order $1/\bar{\epsilon}$ instead of $1/\bar{\epsilon}^2$ due to faster within-stage optimisation.

6.1 Synthetic sparse linear regression

We first test our algorithms on the classic problem of linear regression. We generate $n$ covariates $X_i \in \mathbb{R}^d$ following a non-isotropic distribution with covariance matrix $\Sigma$ and labels $Y_i = X_i^\top \theta^* + \xi_i$ for a fixed $s$-sparse $\theta^* \in \mathbb{R}^d$ and simulated noise entries $\xi_i$. The covariance matrix $\Sigma$ is diagonal with entries drawn uniformly at random in $[1, 10]$.

We use the least-squares loss $\ell(z, y) = \frac{1}{2}(z - y)^2$ in this experiment and the problem parameters are $n = 500, d = 5000, s = 40$ and a sparsity upper bound $\bar{s} = 50$ is given to the algorithms instead of the real value. The noise variables $\xi_i$ always follow a Pareto distribution with parameter $\alpha = 2.05$. Apart from that we consider three settings:

(a) The gaussian setting : the covariates follow a gaussian distribution.

(b) The heavytailed setting : the covariates are generated from a multivariate Student distribution with $\nu = 4.1$ degrees of freedom.

(c) The corrupted setting : the covariates follow the same Student distribution and 5% of the data ($\{X_i, Y_i\}$ pairs) are corrupted.

We run various algorithms:

- AMMD using the trimmed mean estimator (AMMD).
- AMDA using the trimmed mean estimator (AMDA).
- The iterative thresholding procedure defined in (Liu et al., 2019) using the MOM estimator (LLC_MOM).
- The iterative thresholding procedure defined in (Liu et al., 2019) using the trimmed-mean estimator (LLC_TM).
- Lasso with CGD solver and the trimmed mean estimator as implemented in (Gaiffas and Merad, 2022) (Lasso_CGD_TM).
- Lasso with CGD solver as implemented in Scikit Learn (Pedregosa et al., 2011) (Lasso_CGD).

Another possible baseline is the algorithm proposed in (Liu et al., 2020). Nevertheless, we do not include it here because it relies on the outlier removal algorithm inspired from (Balakrishnan et al., 2017). The latter requires to run an SDP subroutine making it excessively slow as soon as the dimension is greater than a few hundreds.

Note that the “trimmed mean” estimator used in (Liu et al., 2019) is different from ours since they simply exclude the entries below and above a pair of empirical data quantiles. On the other
hand, the estimator we define in Section 5.1 simply replaces the extreme values by the exceeded threshold before computing an average. This is also called a “Winsorized mean” and enjoys better statistical properties.

The algorithms using Lasso (Tibshirani, 1996) optimize an $\ell_1$ regularized objective. The regularization is weighted by a factor $2\sigma \sqrt{\frac{2 \log(d)}{n}}$ where $\sigma^2 = \text{Var}(\xi)$ is the noise variance. The previous regularization weight is known to ensure optimal statistical performance, see for instance (Bickel et al., 2009). The experiment is repeated 30 times and the results are averaged. We do not display any confidence intervals for better readability. Figure 1 displays the results. We observe that Lasso based methods quickly reach good optima in general and that the version using the robust trimmed mean estimator is sometimes superior in the presence of heavy tails and corruption in particular. AMMD reaches nearly equivalent optima, albeit significantly slower than Lasso methods as seen for settings (a) and (b). However, it is somehow more robust to corruption as seen on setting (c). Unfortunately, the AMDA algorithm struggles to closely approximate the original parameter. We mainly attribute this to slow convergence in settings (a) and (b). Nonetheless, AMDA is among the most robust algorithms to corruption as seen on setting (c). The remaining iterative thresholding based methods LLC_MOM and LLC_TM seem to generally stop at suboptimal optima. The Median-Of-Means variant LLC_MOM is barely more robust than Lasso_CGD in the corrupted setting (c). The LLC_TM variant is better but still inferior to AMMD. This reflects the superiority of the (Winsorized) trimmed mean used by AMMD and Lasso_CGD_TM to the conventional trimmed mean in LLC_TM.

6.2 Sparse classification on real data

We also carry out experiments on real high dimensional binary classification data sets. These are referred to as gina and bioresponse and were both downloaded from openml.com. We run AMMD, AMDA, LLC_MOM and LLC_TM with similar sparsity upperbounds and various levels of corruption and track the objective value, defined using the Logistic loss $\ell(z,y) = \log(1 + e^{-zy})$ (with $y \in \mathcal{Y} = \{\pm 1\}$, for each of them. The results are displayed on Figure 2 (average over 10 runs). In the non corrupted case, we see that all algorithms reach approximately equivalent

![Figure 1: L2 error $\|\theta_t - \theta^*\|_2$ (y-axis) against iterations (x-axis) for all the considered algorithms in the simulation settings.](image-url)
optima whereas they display different levels of resilience when corruption is present. In particular, \( \text{LLC}_\text{MOM} \) is unsurprisingly the most vulnerable since it is based on Median-Of-Means which is not robust to \( \eta \)-corruption. The rest of the algorithms cope better thanks to the use of trimmed mean estimators, although \( \text{LLC}_\text{TMEAN} \) seems to be a little less robust which is probably due to the previously mentioned difference in its gradient estimator. Finally, Figure 2 also shows that \( \text{AMMD} \) and \( \text{AMDA} \) (respectively using Mirror Descent and Dual Averaging) tend to reach generally better final optima despite converging a bit slower than the other algorithms. They also prove to be more stable, even when high step sizes are used.

Figure 2: Log loss \((y\text{-axis})\) along training iterations \((x\text{-axis})\) on two data sets (rows) for 0% corruption (first column), 10% corruption (middle column) and 20% corruption (last column).

7. Conclusion

In this work, we address the problem of robust supervised linear learning in the high-dimensional setting. In order to cover both smooth and non-smooth loss functions, we propose two optimisation algorithms which enjoy linear convergence speeds with only a mild dependence on the dimension. We combine these algorithms with various robust mean estimators, each of them tailored for a specific variant of the sparse estimation problem. We show that the said estimators are robust to heavy-tailed and corrupted data and allow to reach the optimal statistical rates for their respective
instances of sparse estimation problems. Furthermore, their computation is efficient which favorably reflects on the computational cost of the overall procedure. We also confirm our theoretical results through numerical experiments where we evaluate our algorithms in terms of speed, robustness and performance of the final estimates. Finally, we compare our performances with the most relevant concurrent works and discuss the main differences. Perspectives for future work include considering other types of sparsity, devising an algorithm capable of reaching the optimal \( s \log(d/s)/n \) rate for vanilla sparsity or considering problems beyond recovery of a single parameter such as, for example, additive sparse and low-rank matrix decomposition.
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Appendix A. Proofs

A.1 Proof of Lemma 7

Let \( \theta \in \Theta \), using Assumption 2 we have:

\[
|\ell(\theta^\top X, Y)| \leq C_{\ell,1} + C_{\ell,2}|\theta^\top X - Y|^2 \leq C_{\ell,1} + 2C_{\ell,2}(|\theta^\top X|^2 + |Y|^2).
\]

Taking the expectation and using Assumption 2 again shows that the objective \( \mathcal{L}(\theta) \) is well defined. Next, for all \( j \in [d] \), simple algebra gives:

\[
|\ell'(\theta^\top X, Y)X_j|^2 \leq \left| (C'_{\ell,1} + C'_{\ell,2}|\theta^\top X - Y|)X_j \right|^2
\]

\[
\leq 2\left( |C'_{\ell,1}X_j|^2 + C'_{\ell,2}(\sum_{k=1}^d |\theta_k|(X_k^j)X_j^j + |YX^j|)^2 \right)
\]

\[
\leq 2\left( |C'_{\ell,1}X_j|^2 + 2(C'_{\ell,2})^2(\sum_{k=1}^d |\theta_k|^2|X_k^j|X_j^j + |YX^j|^2) \right).
\]

Recall that we assume \( \mathbb{E}|X|^2 < \infty \) and \( \mathbb{E}|YX|^2 < \infty \), moreover, using a Cauchy Schwarz inequality, we find:

\[
\mathbb{E}|(X_k^j)X_j^j|^2 \leq \sqrt{\mathbb{E}|X|^4\mathbb{E}|X|^4},
\]

which is also assumed finite. This concludes the proof of Lemma 7.

A.2 Proofs for Section 3

A.2.1 Proof of Proposition 2

We use the abbreviations \( \hat{g}_t = \hat{g}(\theta_t) \) and \( g_t = g(\theta_t) \). Let \( \phi \in \Theta \) be any parameter, we first write the optimality condition of the proximal operator defining each step \( \theta_{t+1} = \text{prox}_\beta(\hat{g}_t, \theta_t; \theta_0, \Theta) \). Using the convexity and smoothness properties of the objective \( \mathcal{L} \), we find that:

\[
\mathcal{L}(\theta_{t+1}) - \mathcal{L}(\phi) = \mathcal{L}(\theta_{t+1}) - \mathcal{L}(\theta_t) + \mathcal{L}(\theta_t) - \mathcal{L}(\phi)
\]

\[
\leq \langle g(\theta_t), \theta_{t+1} - \theta_t \rangle + \frac{L}{2}\|\theta_{t+1} - \theta_t\|^2 + \langle g(\theta_t), \theta_t - \phi \rangle
\]

\[
= \langle g_t, \theta_{t+1} - \phi \rangle + \frac{L}{2}\|\theta_{t+1} - \theta_t\|^2.
\]

We have \( \hat{g}_t = g_t + \epsilon_t \) and the optimality condition says that for all \( \phi \in \Theta \) we have the inequality:

\[
\langle \beta\hat{g}_t, \phi - \theta_{t+1} \rangle + \langle \nabla \omega_{\theta_0}(\theta_{t+1}) - \nabla \omega_{\theta_0}(\theta_t), \phi - \theta_{t+1} \rangle \geq 0.
\]

Plugging this into (18) we get:

\[
\mathcal{L}(\theta_{t+1}) - \mathcal{L}(\phi) \leq \frac{1}{\beta}(\nabla \omega_{\theta_0}(\theta_{t+1}) - \nabla \omega_{\theta_0}(\theta_t), \phi - \theta_{t+1}) + \langle \epsilon_t, \phi - \theta_{t+1} \rangle + \frac{L}{2}\|\theta_{t+1} - \theta_t\|^2
\]

\[
= \frac{1}{\beta}(V_{\theta_0}(\phi, \theta_t) - V_{\theta_0}(\theta_{t+1}, \theta_t) - V_{\theta_0}(\phi, \theta_{t+1})) + \langle \epsilon_t, \phi - \theta_{t+1} \rangle + \frac{L}{2}\|\theta_{t+1} - \theta_t\|^2
\]

\[
\leq \frac{1}{\beta}(V_{\theta_0}(\phi, \theta_t) - V_{\theta_0}(\phi, \theta_{t+1})) + \langle \epsilon_t, \phi - \theta_{t+1} \rangle,
\]
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where the last step is due to the choice $\beta \leq 1/L$ and the strong convexity of $V$ and the second step follows from the remarkable identity:

$$\langle \nabla_{\theta} V_{\theta_0}(\theta, \theta'), z - \theta \rangle = V_{\theta_0}(z, \theta') - V_{\theta_0}(\theta, \theta') - V_{\theta_0}(z, \theta) \quad \text{for all } z, \theta, \theta', \theta_0 \in \mathbb{R}^d.$$ 

It suffices to multiply the previous inequality by $\beta$, sum it for $t = 0 \ldots, T-1$ and use the convexity of $\mathcal{L}$ to find that $\hat{\theta}_T = \sum_{t=1}^{T} \theta_t/T$ satisfies:

$$\mathcal{L}(\hat{\theta}_T) - \mathcal{L}(\phi) \leq \frac{V_{\theta_0}(\phi, \theta_0) - V_{\theta_0}(\phi, \theta_0)}{\beta T} + \frac{1}{T} \sum_{t=0}^{T-1} (\epsilon_t, \phi - \theta_{t+1}).$$

Then, it only remains to choose $\phi = \theta^*$ to finish the proof.

A.2.2 PROOF OF PROPOSITION 3

We proceed similarly to the previous Proposition. As previously we have:

$$\mathcal{L}(\theta_{t+1}) - \mathcal{L}(\phi) \leq \langle g_t, \theta_{t+1} - \phi \rangle + \frac{L}{2} \|\theta_{t+1} - \theta_t\|^2,$$

where $\tilde{g}_t = g_t + \epsilon_t$. Let $\phi \in \Theta$, the optimality condition of $\theta_{t+1} = \text{prox}_{\beta}(\tilde{g}_t, \theta_t; \Theta)$ reads:

$$\langle \beta(\tilde{g}_t + \epsilon \partial_{\|\cdot\|}(\theta_{t+1} - \theta_t)), \phi - \theta_{t+1} \rangle + \langle \nabla \omega_{\theta_0}(\theta_{t+1}) - \nabla \omega_{\theta_0}(\theta_t), \phi - \theta_{t+1} \rangle \geq 0,$$

where $\partial_{\|\cdot\|}(\theta)$ is any subgradient of $\| \cdot \|$ at $\theta$. Plugging this into (18) we get:

$$\mathcal{L}(\theta_{t+1}) - \mathcal{L}(\phi) \leq \frac{1}{\beta} \langle \nabla \omega_{\theta_0}(\theta_{t+1}) - \nabla \omega_{\theta_0}(\theta_t), \phi - \theta_{t+1} \rangle + \langle \epsilon_t + \epsilon \partial_{\|\cdot\|}(\theta_{t+1} - \theta_t), \phi - \theta_{t+1} \rangle$$

$$+ \frac{1}{\beta} \left( V_{\theta_0}(\phi, \theta_t) - V_{\theta_0}(\theta_{t+1}, \theta_t) - V_{\theta_0}(\phi, \theta_{t+1}) \right)$$

$$+ \langle \epsilon_t + \epsilon \partial_{\|\cdot\|}(\theta_{t+1} - \theta_t), \phi - \theta_{t+1} \rangle + \frac{L}{2} \|\theta_{t+1} - \theta_t\|^2$$

$$\leq \frac{1}{\beta} \left( V_{\theta_0}(\phi, \theta_t) - V_{\theta_0}(\phi, \theta_{t+1}) \right) + \langle \epsilon_t + \epsilon \partial_{\|\cdot\|}(\theta_{t+1} - \theta_t), \phi - \theta_{t+1} \rangle,$$

(19)

where the last step is due to the choice $\beta \leq 1/L$ and the strong convexity of $V$ and the second step follows from the remarkable identity:

$$\langle \nabla_{\theta} V_{\theta_0}(\theta, \theta'), z - \theta \rangle = V_{\theta_0}(z, \theta') - V_{\theta_0}(\theta, \theta') - V_{\theta_0}(z, \theta) \quad \text{for all } z, \theta, \theta', \theta_0 \in \mathbb{R}^d.$$ 

Notice that since $\|\epsilon_t\|_* \leq \bar{\epsilon}$ for all $t$ and using the identity $\langle \partial_{\|\cdot\|}(\theta), \theta \rangle = \|\theta\|$ which holds for any norm $\| \cdot \|$ we find:

$$\langle \epsilon_t + \epsilon \partial_{\|\cdot\|}(\theta_{t+1} - \theta_t), \theta_t - \theta_{t+1} \rangle = \langle \epsilon_t, \theta_t - \theta_{t+1} \rangle - \bar{\epsilon} \|\theta_{t+1} - \theta_{t}\| \leq 0,$$

so that by taking $\phi = \theta_t$ in (19) we find that:

$$\mathcal{L}(\theta_{t+1}) \leq \mathcal{L}(\theta_t),$$
i.e. $L(\theta_t)$ is monotonically decreasing with $t$. Using this observation, it suffices to average (19) over $t = 0, \ldots, T - 1$ to find that:

$$L(\theta_T) - L(\phi) \leq \frac{V_{\theta_0}(\phi, \theta_0) - V_{\phi_0}(\phi, \theta_T)}{\beta T} + \frac{1}{T} \sum_{t=0}^{T-1} \langle \epsilon_t + \epsilon \partial \| (\theta_{t+1} - \theta_t), \phi - \theta_{t+1} \rangle.$$  

From here, the final bound is straightforward to derive by replacing $\phi = \theta^*$ and using the fact that $\| \partial \| (\theta) \|^*_s \leq 1$.

A.2.3 Proof of Theorem 4

The following Lemma is needed for this proof and that of Theorem 6

**Lemma 15** (Juditsky et al. 2022, Lemma A.1) Let $\theta^* \in \Theta$ be $s$-sparse, $\theta \in \Theta$, and let $\theta_s = \text{sparse}(\theta) \in \text{argmin}\{\|\mu - \theta\| : \mu \in \Theta, s\text{-sparse}\}$. We have:

$$\|\theta_s - \theta^*\| \leq \sqrt{2s} \|\theta_s - \theta^*\|_2 \leq 2\sqrt{2s} \|\theta - \theta^*\|_2.$$  

We would like to show by induction that $\|\theta^{(k)} - \theta^*\| \leq R_k$ for $k \geq 0$. In the base case $k = 0$, we have $\|\theta^{(0)} - \theta^*\| \leq R = R_0$. For a phase $k + 1 \geq 1$ of the approximate Mirror Descent algorithm, assuming the property holds for $k$, by applying Lemma 15 and Proposition 3 we find:

$$L(\tilde{\theta}^{(k+1)}) - L(\theta^*) \leq \frac{\nu R_k^2}{\beta T_{k+1}} + 4\epsilon R_k \leq 5\epsilon R_k,$$

where the last inequality uses that that $T_{k+1} = \left\lceil \frac{\nu R_k}{\beta \epsilon} \right\rceil$. Using the quadratic growth hypothesis (Assumption 4) leads to:

$$\|\theta^{(k+1)} - \theta^*\|^2 \leq 8\tilde{s} \|\theta^{(k+1)} - \theta^*\|^2 \leq 2\tilde{s} \|\theta^{(k+1)} - \theta^*\|^2 \leq \frac{40\tilde{\epsilon} R_k}{\kappa}.$$  

We have just obtained the bound $\|\theta^{(k+1)} - \theta^*\| =: \tilde{R}_{k+1} \leq h(R_k) := \sqrt{\frac{40\tilde{\epsilon} R_k}{\kappa}}$. It is easy to check that $h(r)$ has a unique fixed point $R^* := \frac{40\tilde{\epsilon} R_k}{\kappa}$ and that for $r \geq R^*$ we have $h'(r) \leq 1/2$. Assuming that the former bound holds for $r = R_k$ (otherwise there is nothing to prove) we find:

$$\tilde{R}_{k+1} - R^* \leq h(R_k) - h(R^*) \leq \frac{1}{2} (R_k - R^*)$$

$$\Rightarrow \tilde{R}_{k+1} \leq \frac{1}{2} (R_k + R^*) = R_{k+1},$$

this finishes the induction argument. By unrolling the recursive definition of $R_k$, we obtain that, for all $k \geq 1$:

$$R_k \leq 2^{-k} R_0 + R^* = 2^{-k} R_0 + \frac{40\tilde{\epsilon}}{\kappa}.$$  

The main bound of the Theorem then follows by plugging the above inequality with $k = K - 1$ into (21) and using the fact that $R_0 \geq R^*$ and the standard inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ which holds for all $a, b \geq 0$. The bound on the objective is obtained similarly.
Let us compute $T$, the total number of iterations necessary for this bound to hold. Given the minimum number of iterations $T_k$ necessary for stage $k$ we have:

$$T = \sum_{k=1}^{K} T_k \leq \sum_{k=1}^{K} \left( \frac{\nu R_{k-1}}{\beta \epsilon} + 1 \right) \leq K + \frac{\nu}{\beta \epsilon} \sum_{k=0}^{K-1} (2^{-k} R_0 + R^*)$$

$$\leq \frac{2 R_0 \nu}{\beta \epsilon} + K \left( 1 + \frac{4 \nu s}{\kappa \beta} \right).$$

This completes the proof.

### A.3 Proofs for Section 4

#### A.3.1 Proof of Proposition 5

For a sequence of iterates $(\theta_t)_{t=0..T}$ we introduce the notations:

$$\ell_t(\theta) = \sum_{i=0}^{t} a_t (\mathcal{L}(\theta_i) + (g_{t+1}, \theta - \theta_i)) \quad \text{and} \quad \psi_t^* = \min_{\theta \in \Theta} \ell_t(\theta) + \gamma_t \omega(\theta).$$

We will show the following inequality by induction:

$$A_t f(\theta_t) \leq \psi_t^* + \tilde{B}_t,$$

where we define $\tilde{B}_t = \sum_{i=0}^{t} a_i^2 \|g_i\|_*^2 + 2 a_i R \|\ell_i\|_*$ with the convention $\gamma_{-1} = \gamma_0$. Assume it holds for $t \geq 0$, since $\gamma_{t+1} \geq \gamma_t$ we have:

$$\psi_{t+1}^* = \min_{\theta \in \Theta} \ell_t(\theta) + a_{t+1} (\mathcal{L}(\theta_{t+1}) + (g_{t+1}, \theta - \theta_{t+1})) + \gamma_{t+1} \omega(\theta)$$

$$\geq \min_{\theta \in \Theta} \ell_t(\theta) + a_{t+1} (\mathcal{L}(\theta_{t+1}) + (g_{t+1}, \theta - \theta_{t+1})) + \gamma_t \omega(\theta). \quad (22)$$

Note that, by definition, $\theta_t^+$ realizes the minimum $\psi_t^* = \min_{\theta \in \Theta} \ell_t(\theta) + \gamma_t \omega(\theta) = \ell_t(\theta_t^+) + \gamma_t \omega(\theta_t^+)$, so that for all $\theta \in \Theta$ we have

$$\langle \nabla \ell_t(\theta_t^+) + \gamma_t \nabla \omega(\theta_t^+), \theta - \theta_t^+ \rangle \geq 0. \quad (23)$$

Also, using the convexity of $\ell_t$ and the strong convexity of $\omega(\cdot)$ we have:

$$\ell_t(\theta) + \gamma_t \omega(\theta) \geq \ell_t(\theta_t^+) + \langle \nabla \ell_t(\theta_t^+), \theta - \theta_t^+ \rangle + \gamma_t (\omega(\theta_t^+) + \langle \nabla \omega(\theta_t^+), \theta - \theta_t^+ \rangle + \frac{1}{2} \|\theta - \theta_t^+\|^2). \quad (24)$$

By combining Inequalities (22), (23) and (24), we find that:

$$\psi_{t+1}^* \geq \min_{\theta \in \Theta} \psi_t^* + \frac{\gamma_t}{2} \|\theta - \theta_t^+\|^2 + a_{t+1} (\mathcal{L}(\theta_{t+1}) + (g_{t+1}, \theta - \theta_{t+1})).$$
Now, using the induction hypothesis $A_t f(\theta_t) \leq \psi^*_t + \tilde{B}_t$, we compute that:

\[
\psi^*_{t+1} \geq \min_{\theta \in \Theta} A_t f(\theta_t) - \tilde{B}_t + \frac{\gamma_t}{2} \| \theta - \theta^*_t \|^2 + a_{t+1} (\mathcal{L}(\theta_{t+1}) + \langle g_{t+1}, \theta - \theta_{t+1} \rangle)
\]
\[
\geq \min_{\theta \in \Theta} A_t f(\theta_{t+1}) + \langle g_{t+1}, \theta - \theta_{t+1} \rangle - \tilde{B}_t + \frac{\gamma_t}{2} \| \theta - \theta^*_t \|^2 + a_{t+1} (\mathcal{L}(\theta_{t+1}) + \langle g_{t+1}, \theta - \theta_{t+1} \rangle - 2R \alpha_{t+1} \epsilon_{t+1})
\]
\[
\geq \min_{\theta \in \Theta} A_{t+1} f(\theta_{t+1}) - \tilde{B}_{t+1} - \frac{a^2_{t+1}}{2\gamma_t} \| g_t \|^2 - 2R \alpha_{t+1} \| \epsilon_{t+1} \|_*
\]
\[
= \min_{\theta \in \Theta} A_{t+1} f(\theta_{t+1}) - \tilde{B}_{t+1},
\]

where the penultimate inequality uses that $A_{t+1} \theta_{t+1} = A_t \theta_t + a_{t+1} \theta^*_t$. It only remains to check the base case:

\[
\psi^*_0 = \min_{\theta \in \Theta} a_0 (\mathcal{L}(\theta_0) + \langle g_0, \theta - \theta_0 \rangle) + \frac{\gamma_0}{2} \omega(\theta)
\]
\[
\geq \min_{\theta \in \Theta} a_0 (\mathcal{L}(\theta_0) + \langle g_0, \theta - \theta_0 \rangle) + \frac{\gamma_0}{2} \omega(\theta) + \min_{\theta \in \Theta} a_0 \langle \epsilon_0, \theta - \theta_0 \rangle
\]
\[
\geq A_0 \mathcal{L}(\theta_0) - \frac{a^2_0}{2\gamma_1} \| g_0 \|^2 - 2a_0 \| \epsilon_0 \|_* = A_0 \mathcal{L}(\theta_0) - \tilde{B}_0,
\]

which completes the induction. Now we can compute:

\[
A_t \langle s_t, \theta^* \rangle + \gamma_t \omega(\theta^*) \geq A_t \langle s_t, \theta^*_t \rangle + \gamma_t \omega(\theta^*_t) + \frac{\gamma_t}{2} \| \theta^*_t - \theta^* \|^2
\]
\[
\geq \psi^*_t - \sum_{i=0}^t a_i (\mathcal{L}(\theta_i) - \langle g_i, \theta_i \rangle) + \frac{\gamma_t}{2} \| \theta^*_t - \theta^* \|^2
\]
\[
\geq A_t (\mathcal{L}(\theta_t) - \mathcal{L}(\theta^*)) + \langle s_t, \theta^* \rangle - \tilde{B}_t +
\]
\[
\sum_{i=0}^t a_i (\mathcal{L}(\theta^*) - \mathcal{L}(\theta_i) - \langle g_i, \theta^* - \theta_i \rangle) - \sum_{i=0}^t a_i \langle \epsilon_i, \theta^* - \theta_i \rangle - \sum_{i=0}^t a_i \langle \epsilon_i, \theta^* - \theta_i \rangle + \frac{\gamma_t}{2} \| \theta^*_t - \theta^* \|^2,
\]

which, by rearranging and using the convexity of $\mathcal{L}$, leads to:

\[
A_t (\mathcal{L}(\theta_t) - \mathcal{L}(\theta^*)) + \frac{\gamma_t}{2} \| \theta^*_t - \theta^* \|^2 \leq \gamma_t \omega(\theta^*) + \tilde{B}_t + \sum_{i=0}^t a_i \langle \epsilon_i, \theta^* - \theta_i \rangle
\]
\[
\leq \gamma_t \omega(\theta^*) + \frac{t}{2\gamma_1} \| g_i \|^2 + 4A_t R \bar{c}.
\]

For the particular case $a_t = 1$ and $\gamma_t = \sqrt{t+1}$ we have $A_t = t + 1$. Moreover, by summing the inequality $\frac{1}{\sqrt{t+1}} \leq \frac{a_{t+1}}{\sqrt{t}}$ we get that $\sum_{i=1}^t \frac{1}{\sqrt{t}} \leq 2\sqrt{t} - 1$. Using this estimate and the Lipschitz property of the objective quickly yields the last part of the Theorem.
A.3.2 PROOF OF THEOREM 6

We will show by induction that the inequality \( \| \theta(k) - \theta^* \| \leq R_k \) holds for all \( k \geq 0 \). The case \( k = 0 \) holds by assumption. Note that based on Proposition 5 with the choice \( a_i = R \) and \( \gamma_i = \sqrt{i + 1} \) and using the quadratic growth bound \( \| \omega \| \leq \sqrt{1 + 1} \) we obtained:

\[
\text{\( \| \theta(k + 1) - \theta^* \|^2 = \| \text{sparsity}(\hat{\theta}(k + 1)) - \theta^* \|^2 \leq 8\| \hat{\theta}(k + 1) - \theta^* \|^2 \)}
\]

\[
\leq \frac{16\lambda\| \hat{\theta}(k + 1) - \theta^* \|^2}{\lambda + \| \hat{\theta}(k + 1) - \theta^* \|^2} \leq \frac{16\lambda}{\kappa} \left( \mathcal{L}(\hat{\theta}(k + 1)) - \mathcal{L}(\theta^*) \right)
\]

\[
\leq \frac{80\lambda R_k}{\kappa} = R^* R_k,
\]

where the last inequality is an application of (25) since \( \hat{\theta}(k + 1) = \theta_T^* \).

- Either \( \| \hat{\theta}(k + 1) - \theta^* \| \leq \lambda \): then using Lemma 15 we find:

\[
\| \hat{\theta}(k + 1) - \theta^* \|^2 = \| \text{sparse}_{\| \cdot \|_2} (\hat{\theta}(k + 1)) - \theta^* \|^2 \leq 8\| \hat{\theta}(k + 1) - \theta^* \|^2 \]

\[
\leq \frac{16\lambda R_k}{\lambda + \| \hat{\theta}(k + 1) - \theta^* \|^2} \leq \frac{16\lambda}{\kappa} \left( \mathcal{L}(\hat{\theta}(k + 1)) - \mathcal{L}(\theta^*) \right)
\]

\[
\leq \frac{80\lambda R_k}{\kappa} = R^* R_k,
\]

where the last inequality is an application of (25) since \( \hat{\theta}(k + 1) = \theta_T^* \).

- Or we have \( \| \hat{\theta}(k + 1) - \theta^* \| > \lambda \): then only a linear regime holds and using Lemma 15 we get:

\[
\| \hat{\theta}(k + 1) - \theta^* \| \leq \sqrt{2\lambda \mathcal{L}(\hat{\theta}(k + 1)) - \mathcal{L}(\theta^*)} \leq \frac{4\sqrt{2\lambda}}{1 + \| \hat{\theta}(k + 1) - \theta^* \|^2 / \lambda} \leq \frac{4\sqrt{2\lambda}}{\kappa} \mathcal{L}(\hat{\theta}(k + 1)) - \mathcal{L}(\theta^*) \leq 20\epsilon R_k \sqrt{2\lambda} = \tau R_k,
\]

where we used the inequality \( 1 \leq 2x/(1 + x) \) valid for all \( x \geq 1 \) on the quantity \( \| \theta(k + 1) - \theta^* \|^2 / \lambda \).

Similarly to the proof of Theorem 4, inequality (26) implies that \( \| \theta(k + 1) - \theta^* \| \leq 1/2 (R_k + R^*) \) so that we obtained:

\[
\| \theta(k + 1) - \theta^* \| \leq \sqrt{2\lambda \mathcal{L}(\hat{\theta}(k + 1)) - \mathcal{L}(\theta^*)} \leq \frac{4\sqrt{2\lambda}}{1 + \| \hat{\theta}(k + 1) - \theta^* \|^2 / \lambda} \leq \frac{4\sqrt{2\lambda}}{\kappa} \mathcal{L}(\hat{\theta}(k + 1)) - \mathcal{L}(\theta^*) \leq \max \left( \tau R_k, \frac{1}{2} (R_k + R^*) \right) = R_{k+1},
\]

which finishes the induction to show (111). Inequality (12) then follows using (25). Note that, since we assume \( \tau < 1 \) and \( R_0 \geq R^* \), the sequence \( (R_k)_{k \geq 0} \) is decreasing. We now distinguish two phases:

- The linear phase: if \( \tau R_0 > 1/2 (R_0 + R^*) \) (which implies \( \tau > 1/2 \) since \( R_0 \geq R^* \)) then while \( \tau R_k > 1/2 (R_k + R^*) \) we have \( R_{k+1} = \tau R_k = \tau^{k+1} R_0 \) and the number of stages necessary to reverse the previous inequality is:

\[
\log \left( \frac{(2\tau - 1) R_0}{R^*} \right) / \log(1/\tau) \leq \log \left( \frac{R_0}{R^*} \right) / \log(1/\tau).
\]
The quadratic phase: let \( K_1 \geq 0 \) be the first stage index such that we have \( \tau R_k \leq \frac{1}{2}(R_k + R^*) \) and so \( R_{k+1} = \frac{1}{2}(R_k + R^*) \) and by iteration \( R_{k+1} \leq 2^{-l} R_{K_1} + R^* \). In all cases \( R_{K_1} \leq R_0 \) so the number of necessary stages is:

\[
\frac{\log(R_{K_1}/R^*)}{\log(2)} \leq \frac{\log(R_0/R^*)}{\log(2)}.
\]

We have shown that the overall number of necessary stages is at most \( \log(R_0/R^*) \left( \frac{1}{\log(2)} + \frac{1}{\log(1/\tau)} \right) \).

The Theorem’s final claim then follows since the number of per-stage iterations is constant equal to

\[
T' = \left( \frac{\nu + M^2}{e} \right)^2.
\]

**A.3.3 Dual Averaging for Vanilla Sparse Estimation**

**Corollary 16** In the context of Theorem 6 and Lemma 8 let the AMDA algorithm be run starting from \( \theta_0 \in \Theta = B_{\|\cdot\|_2}(\theta_0, R) \) using the coordinatewise trimmed mean estimator with sample splitting i.e. at each iteration a different batch of size \( \bar{n} = n/T \) is used for gradient estimation with confidence \( \bar{\delta} = \delta/T \) where \( T \) is the total number of iterations. Let \( K \) be the number of stages and \( \hat{\theta} \) the obtained estimator. Denote \( \sigma_{\text{max}}^2 = \sup_{\theta \in \Theta} \max_{j \in [d]} \text{Var}(\ell'(\theta^T X, Y)X_j) \), with probability at least \( 1 - \delta \), the latter satisfies:

\[
\|\hat{\theta} - \theta^*\|_2 \leq \tau^{K \land K_1} 2^{(K_1 - K_1) \land 0} \frac{R}{\sqrt{2} \bar{s}} + \frac{280\lambda\sqrt{2\bar{s}}\sigma_{\text{max}}}{\kappa} \sqrt{4\eta + 6 \frac{\log(4/\delta) + \log(d)}{\bar{n}}},
\]

with \( K_1 \) an integer such that

\[
K_1 \leq \log\left( \frac{\sqrt{\lambda} \bar{s}}{80\lambda \sigma_{\text{max}}} \right) / \log(1/\tau) \quad \text{with} \quad \tau = \frac{10\sqrt{8\bar{s}e}}{\kappa} < 1 \quad \text{by assumption and}
\]

\[
\bar{\epsilon} = 7\sigma_{\text{max}} \sqrt{4\eta + 6 \frac{\log(4/\delta) + \log(d)}{\bar{n}}}.
\]

**Proof** By the proof of Theorem 6, we have \( R = R_0 \) and \( K_1 \) is defined as the first stage index \( k \) such that we have \( \tau R_k \leq \frac{1}{2}(R_k + R^*) \) implying that \( R_{k+1} = \frac{1}{2}(R_k + R^*) \) and hence \( R_{k+1} \leq 2^{-l} R_{K_1} + R^* \) for \( l \geq 0 \). We also had \( K_1 \leq \log\left( \frac{R}{R^*} \right) / \log(1/\tau) \) with \( R^* = \frac{80\lambda\sqrt{2\bar{s}}e}{\kappa} \). Using Theorem 6, it follows that:

\[
\sqrt{2\bar{s}}\|\theta(k) - \theta^*\|_2 \leq R_k \leq 2^{(K_1 - k) \land 0} \tau^{k \land K_1} R + R^*.
\]

whence the result is easily obtained by plugging the value of \( R^* \) and using Lemma 8 with a union bound argument over all iterations \( T \) in order to bound \( \bar{\epsilon} = \max_i \|\epsilon_i\|_* \) as defined in Proposition 5.

**A.4 Closed form computation of the prox operator**

In both Sections 3 and 4 the optimization methods are defined using a prox operator which involves solving an optimization problem of the following form:

\[
\arg\min_{\|\theta\| \leq R} \langle u, \theta \rangle + \omega(\theta)
\]

for some \( R > 0 \) and \( u \in \Theta^* \).
A.4.1 Vanilla/Group-sparse case

We consider the group sparse case where \( \Theta \subset \mathbb{R}^{d \times K} \), the groups are the rows of \( \theta \in \Theta \) and we use the norm \( \| \cdot \| = \| \cdot \|_{1,2} \) and the usual scalar product \( \langle u, \theta \rangle = u^\top \theta \). We use the prox function \( \omega \) defined as \( \omega(\theta) = C\|\theta\|^{2/p}_2 = C\left(\sum_{i=1}^{d} \|\theta_{i,:}\|_2^p\right)^{2/p} \) with \( p = 1 + 1/\log(d) \) and \( \theta_{i,:} \): the \( i \)-th row of \( \theta \). Note that, for \( K = 1 \) we retrieve the usual linear learning setting. The setting \( K > 1 \) can be used, for example, for multiclass classification.

In order to obtain a closed form solution, we start by writing the Lagrangian:

\[
\mathcal{L}(\theta) = \langle u, \theta \rangle + \omega(\theta) + \lambda(\|\theta\| - R),
\]

where we introduce the multiplier \( \lambda \geq 0 \). We initially assume the latter known and try to find a critical point for \( \mathcal{L} \) that is \( \theta \in \mathbb{R}^{d \times K} \) such that:

\[
\partial \mathcal{L}(\theta) = u + \nabla \omega(\theta) + \partial \| \cdot \|_{p,2}(\theta) \ni 0,
\]

where we denoted \( \partial \| \cdot \|_{1,2}(\theta) \) the subdifferential of the norm \( \| \cdot \|_{1,2} \) since the latter is not differentiable whenever \( \theta_{i,:} = 0 \) for some \( i \in [d] \).

Defining the function \( h_\alpha(\theta) : \mathbb{R}^{d \times K} \rightarrow \mathbb{R}^{d \times K} \) such that \( h_\alpha(\theta)_{i,j} = \frac{\theta_{i,j}}{\|\theta_{i,:}\|_2} \) for \( \theta \) such that \( \theta_{i,:} \neq 0 \) for all \( i \), we can write for such \( \theta \):

\[
\nabla \omega(\theta) = 2C\|\theta\|^{2-p}_2 h_{2-p}(\theta) \quad \text{and} \quad \partial \| \cdot \|_{1,2}(\theta) = h_1(\theta).
\]

When \( \theta_{i,:} = 0 \) for some \( i \), a subgradient of \( \| \cdot \|_{1,2} \) can be obtained by using this definition and plugging any subunit vector for index \( i \). Assuming that \( \theta_{i,:} \neq 0 \) for all \( i \in [d] \), a critical point of the Lagrangian must satisfy for all \( i, j \):

\[
u_{i,j} + \theta_{i,j} \left(2C\left(\frac{\|\theta\|_p}{\|\theta_{i,:}\|_2}\right)^{2-p} + \frac{\lambda}{\|\theta_{i,:}\|_2}\right) = 0.
\]

From here, a quick computation yields for all \( i \) that:

\[
\|\theta_{i,:}\|_2 = \frac{\|u_{i,:}\|_2}{2C\left(\frac{\|\theta\|_p}{\|\theta_{i,:}\|_2}\right)^{2-p} + \frac{\lambda}{\|\theta_{i,:}\|_2}} \quad \text{and hence} \quad 2C\|\theta\|^{2-p}_p \|\theta_{i,:}\|_2^{p-1} = \|u_{i,:}\|_2 - \lambda.
\]

Notice that this equality cannot hold when \( \|u_{i,:}\|_2 < \lambda \), in this case, we deduce that \( \theta_{i,:} = 0 \) which satisfies the critical point condition. This leads to the relation:

\[
\theta_{i,j} = -\frac{\beta_i u_{i,j}}{2C\left(\frac{\|\theta\|_p}{\|\theta_{i,:}\|_2}\right)^{2-p} + \frac{\lambda}{\|\theta_{i,:}\|_2}} \quad \text{with} \quad \beta_i = 1_{\|\theta_{i,:}\|_2 > \lambda}.
\]

From here, it is easy to figure out that \( \|\theta\|_p,2 = \left(\sum_{i=1}^{d} \beta_i \left(\frac{\|u_{i,:}\|_2 - \lambda}{2C}\right)^{p/(p-1)}\right)^{(p-1)/p} \). All computations are now possible knowing \( \lambda \).

To find the latter’s value, we plug the formula we have for \( \theta \) into the constraint \( \|\theta\|_{1,2} \leq R \). After a few manipulations, we find the constraint is satisfied for \( \lambda \) such that:

\[
\frac{1}{2C} \left(\sum_{i=1}^{d} \beta_i (\|u_{i,:}\|_2 - \lambda)^{1/(p-1)}\right) \left(\sum_{i=1}^{d} \beta_i (\|u_{i,:}\|_2 - \lambda)^{p/(p-1)}\right)^{(p-2)/p} \leq R,
\]

(recall that the \( \beta_i \)s also depend on \( \lambda \)). It only remains to choose the smallest \( \lambda \geq 0 \) such that the above inequality holds.
A.4.2 Low-rank matrix case

In the low-rank matrix case the parameter space is \( \Theta \subset \mathbb{R}^{p \times q} \) and the norm \( \| \cdot \| \) represents the nuclear norm \( \| \theta \| = \| \sigma(\theta) \|_1 \) with \( \sigma(\theta) \). The d.-g.f./proximal function is the scaled squared \( p \)-Schatten norm \( \omega(\theta) = C \| \sigma(\theta) \|_p^2 \) with \( p = 1 + \frac{1}{2 \log(q)} = 1 + r \) and the scalar product is defined as \( \langle u, v \rangle = \text{tr}(u^\top v) \).

We introduce the notation \( h_r(\theta) = \| \sigma(\theta) \|_{1+r} \). Letting \( UDV^\top \) denote an SVD of \( \theta \in \mathbb{R}^{p \times q} \), the gradient of \( h_r \) at \( \theta \) for \( r > 0 \) is given by \( \nabla h_r(\theta) = U \left( \frac{D}{h_r(\theta)} \right)^r V^\top \). The nuclear norm \( h_0 \) is not differentiable but a subgradient is given by \( \partial h_0(\theta) = UV^\top + W \) for any \( W \) such that \( \| W \|_{\text{op}} \leq 1 \) and \(UU^\top W = 0 \) and \( WVV^\top = 0 \) (see Watson, 1992).

In order to define the prox operator in this setting we need to solve problem (28) again which amounts to finding a critical point \( \theta = UDV^\top \) such that:

\[
   u + 2Ch_r(\theta)^{1-r}UD^rV^\top + \lambda UV^\top  \geq 0.
\]

We define \( \theta \) by choosing \( U \) and \( V \) such that \( u = UDV^\top \) is an SVD of \( u \). Thanks to this choice, it only remains to choose \( D = \text{diag}(\sigma(\theta)) \) properly in order to have:

\[
   \sigma(u) + 2C\|\sigma(\theta)\|_{1+r}\sigma(\theta)^r + \lambda(\sigma(\theta)\neq 0 + w) = 0,
\]

where the power \( \sigma(\theta)^r \) is computed coordinatewise, \( \sigma(\theta)\neq 0 \) is the indicator vector of non-zero coordinates of \( \sigma(\theta) \) and for some vector \( w \) such that \( |w_j| \leq 1 \) for all \( j \) supported on the coordinates where \( \sigma(\theta) = 0 \).

The problem then becomes analogous to finding the proximal operator for Vanilla sparsity and after some computations we find that the solution is given by:

\[
   \sigma(\theta) = -\frac{T_\lambda(u)^{1/r}}{2C\|T_\lambda(u)\|_{(1+r)/r}}.
\]

where the soft threshold operator is defined by \( T_\lambda(u)_j = \text{sign}(u_j) \max(0, |u_j| - \lambda) \) and \( \lambda \) is the smallest real number such that:

\[
   \frac{1}{2C}\|T_\lambda(u)\|_{1/r}\cdot\|T_\lambda(u)\|_{(r+1)/r} \leq R.
\]

A.5 Proof of Proposition 13

Let \( B_1, \ldots, B_K \) be a partition of \( [n] \) into disjoint equal sized blocks. We assume that the number of outliers is \( |O| \leq (1-\varepsilon)K/2 \) where \( 0 < \varepsilon < 1 \) will be fixed later. Let \( K = \{k \in [K] : B_k \cap O = \emptyset\} \) be the set of outlier-free blocks. Denote the block means for \( j \in [K] \) as

\[
   \xi(j) = \frac{1}{m_X} \sum_{i \in B_j} \psi(\chi \tilde{A}_i),
\]

where \( \chi \) is temporarily chosen as \( \chi = \sqrt{2m \log(2(p+q)/\delta')} \) for some \( 0 < \delta' < 1/2 \). By applying Corollary 3.1 from (Minsker 2018), we obtain that with probability at least \( 1 - \delta' \)

\[
   \| \hat{\mu}^{(k)} - \mu \|_{\text{op}} \leq \sqrt{\frac{2v(A) \log(2(p+q)/\delta')}{m}}.
\]
Now let \( r_{ji} = \| \hat{\mu}^{(j)} - \hat{\mu}^{(l)} \|_{\text{op}} \), denote \( r^{(j)} \) the increasingly sorted version of \( r_j \) and let \( \hat{j} \in \arg\min_{j} r^{(j)}_{[K/2]} \) so that \( \hat{\mu} = \hat{\mu}^{(\hat{j})} \).

Define the events \( E_j = \left\{ \| \hat{\mu}^{(j)} - \mu \|_{\text{op}} \leq \sqrt{\frac{2v(A)\log(2(p+q)/\delta'))}{m}} \right\} \) and assume that we have \( \sum_{k=1}^{K} 1_{E_k} > K/2 \) i.e. over half of the block means satisfy Inequality (29) simultaneously. Then there exists \( j' \in [K] \) such that the block \( \hat{j} \) satisfies

\[
\sum_{k=1}^{K} 1_{E_k} > K/2
\]

Finally, let us show that \( \sum_{k=1}^{K} 1_{E_k} > K/2 \) happens with high probability. Observe that for \( j \in K \) the variables \( 1_{E_j} \) are stochastically dominated by Bernoulli variables with parameter \( \delta' \) so that their sum is stochastically dominated by a Binomial random variable \( S := \text{Bin}(|K|, \delta') \). We compute :

\[
P\left( \sum_{k=1}^{K} 1_{E_k} < K/2 \right) = P\left( \sum_{k=1}^{K} 1_{E_k} > K/2 \right) \\
\leq P\left( |O| + \sum_{k \in K \setminus \hat{E}} 1_{E_k} > K/2 \right) \\
\leq P\left( S - ES > K/2 - |O| - \delta'|K| \right) \\
\leq P\left( S - ES > K(\varepsilon - 2\delta')/2 \right) \\
\leq \exp(-K(\varepsilon - 2\delta')^2/2)
\]

where we used that \( |O| \leq (1 - \varepsilon)K/2, |K| \leq K \) and Hoeffding’s inequality at the end. Choosing \( \varepsilon = 5/6, \delta' = 1/4 \) and recalling the choice of \( K \) and that \( m = n/K \) we finish the proof.
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