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Abstract—This paper presents an efficient approach to object manipulation planning using Monte Carlo Tree Search (MCTS) to find contact sequences and an efficient ADMM-based trajectory optimization algorithm to evaluate the dynamic feasibility of candidate contact sequences. To accelerate MCTS, we propose a methodology to learn a goal-conditioned policy-value network and a feasibility classifier to direct the search towards promising nodes. Further, manipulation-specific heuristics enable to drastically reduce the search space. Systematic object manipulation experiments in a physics simulator and on real hardware demonstrate the efficiency of our approach. In particular, our approach scales favorably for long manipulation sequences thanks to the learned policy-value network, significantly improving planning success rate. All source code including the baseline can be found at https://hzhu.io/contact-mcts.

I. INTRODUCTION

The ability to plan sequences of contacts and movements to manipulate objects is central to endow robots with sufficient autonomy to perform complex tasks. This remains, however, particularly challenging. Indeed, finding dynamically feasible sequences of contacts between the manipulator and an object typically leads to intractable combinatorial and nonlinear problems. Consider a simple task of reorienting an object resting on a table with a two-fingered hand. To plan suitable contacts, it is necessary to reason about interaction forces. For example, a cube can be rotated by applying forces from the sides; however, if the object is a thin plate, the fingers must “press down” the object to create friction to achieve the same task. More importantly, as the fingers reach their respective kinematic limits, they need to break and re-establish contacts to rotate the object further. These two aspects, interaction forces and contact switches, have been the main challenges of object manipulation planning.

Over the past decade, trajectory optimization has been favored for multi-contact motion planning as this leads to efficient formulations to reason about interaction forces [1]–[4]. Yet, it remains unclear how the planning of contact modes should be efficiently incorporated, primarily due to its discrete nature that results in discontinuity in the dynamics at contact switch. To handle this discontinuity under the trajectory optimization framework, two main streams of methodologies have emerged:

1) the contact-invariant or contact-implicit approach enforces contact complementarity either as hard constraints [5], [6], penalty terms in the cost function [7]–[9], or with differentiable contact models [10], [11], and
2) the hybrid approach treats contact switches as discrete decisions and incorporates them in the continuous trajectory optimization problem [12]–[16].

In the context of robot manipulation, one representative work is Contact-Trajectory Optimization proposed in [13], where contact scheduling is modeled as binary decision variables and the non-convexity of the dynamics due to cross products is relaxed using McCormick envelopes [17]. The problem can then be formulated as Mixed-Integer Quadratic Programming (MIQP) [18]. However, the usage of the McCormick envelopes leads to a relaxed problem instead of the original one. As a result, applying the planned contact forces and locations may incur undesired torques. To date, the approach has only been demonstrated on 2D object manipulation with very short manipulation sequences, probably because its complexity grows exponentially with respect to the number of discrete variables due to the mixed-integer formulation.

Recent research has made progress towards speeding up Mixed-Integer Programming (MIP) [19] by leveraging machine learning techniques. For example, Nair et al. use neural networks to learn branch-and-bound heuristics and partial assignment for the discrete variables [20]; CoCo [21] finds feasible solution to MIP by learning to assign discrete variables and solving the resulted convex optimization problem. While such methodology greatly improves the solution speed at inference time, it assumes that the original MIP can be solved in a reasonable amount of time to construct the training set. If the original problem is prohibitive to solve, collecting a large dataset for this problem may not be practical without abundant computational resources or additional learning of a problem reduction [22].

In this work, we approach the problem from a different angle. Instead of modeling and solving it as a MIP, we formulate a tree search problem to find dynamically consistent contact sequences. Specifically, we use Monte Carlo Tree Search (MCTS) [23] to explore potential contact surfaces; then we formulate the underlying continuous optimization problem as a Biconvex Program [24] to allow efficient solution via the Alternating Direction Method of Multipliers (ADMM) [25] that has been adopted in online whole-body motion planning due to its guaranteed sublinear rate of convergence [26]. This leads to a formulation in which the discrete search space can be significantly reduced by introducing domain-specific heuristics for robot manipulation and the continuous problem can be solved efficiently without relaxation. More importantly, we show that learning-based MCTS trained on short-horizon tasks generalizes directly to long-horizon tasks. This removes the need for collecting data on large-scale problems, which can be time consuming. The
The contributions of the paper are as follows:

1) formulation of dynamically consistent contact planning for manipulation using learning-based MCTS,
2) efficient resolution of the underlying continuous optimization problem as a Biconvex Program with ADMM, and
3) extensive simulation including comparisons with MIQP approaches as well as real robot experiments to demonstrate the capabilities of our approach.

To our best knowledge, this is the first application of learning-based MCTS to dynamically consistent contact planning for manipulation.

II. PROBLEM STATEMENT

A. Inputs

We aim to solve an object manipulation task similar to the Contact-Trajectory Optimization problem proposed in [13] where the following quantities are given:

1) a rigid object with known geometry, friction coefficient \( \mu \), mass \( m \), moment of inertia \( I \), and \( N_\Omega \) pre-defined contact surfaces, each of which can be described as the convex span of its vertices \( \gamma_{ij} \),
2) a trajectory with discretization step \( \Delta t \) of length \( T \) that consists of the desired object pose, velocity, and acceleration \( \xi = [\dot{q}(t), \ddot{q}(t), \dddot{q}(t)]^T \) where \( q(t) = [p(t), R(t)] \in \text{SE}(3) \) consists of the position and orientation, \( \dot{q}(t) = [v(t), \omega(t)] \in \text{se}(3) \) consists of the linear and angular velocity, and \( \ddot{q}(t) = [\dot{v}(t), \dot{\omega}(t)] \) is the acceleration,
3) an environment with known geometry and friction coefficient \( \mu_e \), and
4) a robot with \( N_c \) end-effectors that are able to make point contact with the object.

At the \( t \)-th time step, given the object motion and the object dynamics, we can compute the desired total force \( f_{\text{des}}(t) \) and torque \( \tau_{\text{des}}(t) \) to be applied to the object

\[
\begin{bmatrix}
  f_{\text{des}}(t) \\
  \tau_{\text{des}}(t)
\end{bmatrix} = \begin{bmatrix}
  m(\dddot{q}(t) + \omega(t) \times \dot{v}(t) - g(t)) \\
  I \dddot{\omega}(t) + \omega(t) \times I \omega(t)
\end{bmatrix},
\]

where all quantities, including the gravity term \( g(t) \) are expressed in the object frame.

In addition, as the geometry of the object and the environment are known, we can obtain \( N_e(t) \) environment contact locations \( r_e(t) \) for \( e \in \{N_c+1, \ldots, N_c+N_e\} \) at each time step \( t \) by checking the collisions between the object and the environment, assuming uniform pressure distribution.

B. Outputs

We aim to find the following:

1) the contact surface \( \Omega_c(t) \in \{0, 1, \ldots, N_\Omega\} \), the contact force \( f_c(t) \) and the contact location \( r_c(t) \) for each end-effector \( c \) of the robot; \( \Omega_c(t) = 0 \) indicates that the \( c \)-th end-effector is not in contact, and
2) the environment contact force \( f_e(t) \) such that the forces and torques sum to the desired ones.

Fig. 1 illustrates the outputs of our method for a double-finger manipulator pivoting a 2D square. Note that this is only for illustrative purpose and our method is applicable to and tested on 3D objects and \( \text{SE}(3) \) poses as we will show in the experiments.

III. METHOD

The problem described above is difficult even though the desired object motion is provided, as the solver needs to decide not only the contact force and location, but also the timing of contact switches. To address this challenge, we use learning-based MCTS to discover promising contact sequences and then evaluate their dynamical feasibility using an ADMM-based trajectory optimization algorithm. Fig. 2 provides an overview of our approach.

A. Continuous Contact Optimization via ADMM

First, let us consider a simpler sub-problem where we already obtained a sequence of contact surfaces \( (\Omega_1(t), \ldots, \Omega_N_e(t)) \) for each end-effector \( c \). We can find the exact contact forces and locations by solving a non-convex continuous optimization problem. However, this non-convex problem, as we will show, can be formulated as a Biconvex Program and solved efficiently with ADMM. In contrast to [13], our formulation does not require piecewise linear approximation of the cross product and solves the exact original non-convex problem instead of a relaxed one. The optimization problem can be described by the following constraints and cost function:

1) Dynamics: The contact forces and torques must sum to the desired ones

\[
\begin{align}
\sum_{c=1}^{N_e} f_c(t) &+ \sum_{c=N_e+1}^{N_e+N_c} f_c(t) = f_{\text{des}}(t) \quad (2a) \\
\sum_{c=1}^{N_e} r_c(t) \times f_c(t) &+ \sum_{c=N_e+1}^{N_e+N_c} r_c(t) \times f_c(t) = \tau_{\text{des}}(t) \quad (2b)
\end{align}
\]
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2) Contact location: The contact location must be inside the given contact surface $\Omega_c(t)$ for $\Omega_c(t) \neq 0$

$$\forall c \in \{c|\Omega_c(t) \neq 0\}, \sum_{i=1}^{N_{c,\Omega_c(t)}} \alpha_{c,i}(t) v_{\Omega_c(t),i} = r_c(t) , \quad (3a)$$

$$\sum_{i=1}^{N_{c,\Omega_c(t)}} \alpha_{c,i}(t) = 1 , \quad (3b)$$

where $v_{\Omega_c(t),i}$ is the $i$-th vertex of the contact surface $\Omega_c(t)$ for the end-effector $c$ and $\alpha_{c,i}(t) \geq 0$ is the corresponding coefficient of the convex span; $N_{v,\Omega_c(t)}$ denotes the number of vertices.

3) Contact force: If the $c$-th end-effector is not in contact with any contact surface, hence $\Omega_c(t) = 0$, the contact force is set to zero

$$\forall c \in \{c|\Omega_c(t) = 0\}, f_c(t) = 0 . \quad (4)$$

Note that this is not a complementarity constraint as $\Omega_c(t)$ is already given by MCTS.

4) Sticking contact: To prevent the end-effector from sliding on the object, we impose that if the end-effector is in contact at time step $t$, it must remain sticking at time step $t+1$

$$\forall c \in \{c|\Omega_c(t) \neq 0\}, r_c(t+1) = r_c(t) . \quad (5)$$

Note that this constraint also implies that the end-effector cannot change its contact surface in one step; it has to break the current contact before switching to a new surface.

5) Coulomb friction: We assume all contact forces satisfy the Coulomb friction model. Hence, the sticking contact should stay inside the linearized friction cone of the given contact surface. The sliding contact (only environment contacts can slide) should satisfy $f_c^s(t) = -\mu_c \|f_c^e(t)\| \hat{v}_c^e(t)$, where $f_c^s(t)$ is the tangential force, $f_c^e(t)$ the normal force, and $\hat{v}_c^e(t)$ the unit direction of the contact point velocity projected onto the contact surface, which can be obtained from the given object motion. For notational simplicity, we denote these constraints by the respective feasible set, hence

$$f_c(t) \in F_c(t) , f_c(t) \in F_c(t) \quad (6)$$

6) Cost function: Finally, we minimize a quadratic objective function that avoids applying large forces at the boundary of the contact surface

$$J = \sum_{t=1}^{T} \sum_{c=1}^{N_c} \|f_c(t)\|^2 + \|r_c(t)\|^2 \quad (7)$$

7) Biconvex Decomposition: The optimization problem described above has an interesting feature that the only non-convex constraint (2b) due to the cross product $r_c(t) \times f_c(t)$ is in fact biconvex. That is, when $r_c(t)$ is fixed, this constraint is convex with respect to $f_c(t)$; when $f_c(t)$ is fixed, this constraint is convex with respect to $r_c(t)$. Note that in both cases, the environment contact location $r_c(t)$ is known and thus the cross product $r_c(t) \times f_c(t)$ does not pose any non-convexity. In fact, when we group the decision variables into two sets $x = [r_c(t), \alpha_{c,i}(t)]_{i=1}^{N_{c,\Omega_c(t)}}$ and $z = [f_c(t), f_c(t)]_{c=1}^{N_c}$, we can re-write the original problem into the standard ADMM form with the constraint

$$G(x, z) = \sum_{c=1}^{N_c} r_c(t) \times f_c(t) + \sum_{c=N_c+1}^{N_e+N_c} r_c(t) \times f_c(t) - \tau_{des}(t) = 0 ,$$

and the iteration

$$x^{k+1} = \arg \min_x \sum_{t=1}^{T} \sum_{c=1}^{N_c} \|r_c(t)\|^2 + \frac{\rho}{2} \|G(x, z^k)\|$$

s.t. (3), (5)

$$z^{k+1} = \arg \min_z \sum_{t=1}^{T} \sum_{c=1}^{N_c} \|f_c(t)\|^2 + \frac{\rho}{2} \|G(x^{k+1}, z)\|$$

s.t. (2a), (4), (6)

$$y^{k+1} = y^k + G(x^{k+1}, z^{k+1}) , \quad (8c)$$

where $y$ is the scaled dual variable and $\rho > 0$ is a penalty parameter that is tuned to $2 \times 10^6$ in the experiments. The ADMM iteration initializes with $\alpha_{c,i}(t) = 1/N_{c,\Omega_c(t)}$, $r_c^0(t) = \sum_{i=1}^{N_{c,\Omega_c(t)}} \alpha_{c,i}(t) v_{\Omega_c(t),i}$, $r_c^0(t) = 0$, $f_c^0(t) = 0$ and $y^0 = 0$. Note that both the optimization problems (8a) and (8b) are just Quadratic Programs (QPs) [27] which are simple to solve. Throughout our experiments, we only run one ADMM iteration as we observe satisfactory convergence in this setting. Hence, solving this non-convex optimization problem only requires solving two QPs.
the visited states and the set of edges $E$ contains the visited transitions $(s \xrightarrow{a} s')$. For each transition, it maintains the state-action value $Q(s, a)$ that estimates future rewards to be accumulated and the number of occurrences $N(s, a)$ of this state-action pair during the search. To update the state-action value $Q(s, a)$, learning-based MCTS uses a policy-value network (parameterized by $\theta$) to provide a value estimate $v_\theta(s')$ for the possible next states $s' \in \{\text{NextState}(s, a) | a \in A(s)\}$

$$Q(s, a) \leftarrow \frac{N(s, a)Q(s, a) + v_\theta(s')}{N(s, a) + 1}.$$  

(9)

The same network also outputs an action probability $p_\theta(s, a)$ to calculate a heuristic score for the state-action pair

$$U(s, a) = Q(s, a) + \gamma p_\theta(s, a) \sqrt{\sum_{b \in A(s)} N(s, b) \over 1 + N(s, a)},$$

(10)

where $\gamma > 0$ is a hyper-parameter controlling the degree of exploration; in our experiments, it is manually tuned to 0.1. This score is used by MCTS to select promising actions $a = \arg \max_{a \in A(s)} U(s, a)$ while balancing exploration with exploitation. Once the search reaches a terminal state $s \in S_\infty$, the contact surfaces found by MCTS are used to construct the optimization problem described in Sec. III-A. Its solution will then be evaluated to return a reward $r$ to update the state-action value and guide future search.

To calculate the reward, we integrate the solution to obtain the final object pose $\hat{q}(T) = [\hat{p}(T), R(T)]$ with the semi-implicit Euler method. We then compare it with the desired final pose $\hat{q}(T) = [p(T), R(T)]$ to compute a weighted distance

$$D(q, \hat{q}) = ||p - \hat{\hat{p}}|| + \beta ||\log(R^T R)||.$$ (11)

where $\beta > 0$ scales the angular distance; in the experiments, it is set to 0.1. Note that this distance does not always equal zero as we terminate ADMM only one iteration. The weighted distance within a threshold $D \leq D_h$ is then normalized to $[0, 1]$ to obtain the reward. In our experiments, the threshold $D_h$ is set to 0.03 which allows a maximal object position error of 3 cm or an orientation error of 0.3 rad. Note that we set a relatively high threshold in order to collect diverse training data; after training, the MCTS almost always discovers solutions with near zero error as will be shown in the experiments. If the contact sequence found by MCTS does not lead to a dynamically feasible solution or has a higher error above the threshold, the reward will be set to zero. Hence, the $\text{EVALUATE}(s)$ function in MCTS entails the ADMM iteration (8) and computing the reward.

At inference time, the procedure $\text{MCTS}(s; \theta)$ is repeated until the first feasible solution is found; at training time, we let it discover multiple solutions and collect both feasible and infeasible contact sequences to construct a diverse training set $D = \{(v(s), \tilde{p}(s, a)) | s \in V\}$ for all visited states, where $\tilde{p}(s, a) = N(s, a)/\sum_{b} N(s, b)$ is the empirical action probability and $\bar{v}(s) = \sum_{a \in A(s)} \tilde{p}(s, a)Q(s, a)$ is the expected state value. The network is then updated using the sum of a
Algorithm 1 Learning-Based Monte Carlo Tree Search

1: procedure MCTS(s; θ)
2: if s ∈ S∞ then
3:    r ← EVALUATE(s)
4:    return r
5: else if s ∈ V then
6:    V ← V ∪ {s}
7:    for a ∈ A(s) do
8:        Q(s, a) ← 0
9:        N(s, a) ← 0
10:    end for
11:    return vθ(s)
12: else
13:    a ← arg maxa∈A(s) U(s, a)
14:    s′ ← NEXTSTATE(s, a)
15:    v ← MCTS(s′; θ)
16:    Q(s, a) ← Q(s, a) + 1
17:    N(s, a) ← N(s, a) + 1
18:    ε ← ε ∪ {s → s′}
19:    return v
20: end if
21: end procedure

mean-square loss $l_v$ for the value head and a cross-entropy loss $l_p$ for the policy head

$$l(D) = \frac{1}{|D|} \sum_{s \in V} \left( l_v(s) + l_p(s) \right),$$

where

$$l_v(s) = \left( vθ(s) - \bar{v}(s) \right)^2 \quad (13a)$$

$$l_p(s) = - \sum_{a \in A(s)} \bar{p}(s, a) \log p_θ(s, a). \quad (13b)$$

1) Assumptions and Heuristics: One major advantage of using MCTS over MIQP is that it is straightforward to incorporate domain-specific assumptions and heuristics to reduce the search space. In this work, we apply the following assumptions and heuristics:

- **Contact surface**: Each contact surface can only be touched by at most one end-effector and each end-effector can touch at most one contact surface.

- **Persistent contact**: While the downstream continuous optimization problem may have a small discretization step, for example $Δt = 0.1$ s, most manipulation tasks do not require decisions of contact switch at such a high resolution. Thus, we assume that an end-effector must remain on the same surface for $d$ time steps, which means a trajectory of length $T$ can admit at most $T/d - 1$ contact switches.

- **Kinematic feasibility**: For each end-effector $c$, a contact surface will only be considered if inverse kinematics can find a robot configuration that reaches the center of this surface within an error threshold of $2$ cm and does not result in any undesired collision (e.g. between non-end-effector links and the object). Note that this cannot be imposed in a MIQP formulation as it introduces nonlinear constraints.

- **Contact switch**: We allow at most one end-effector to make or break the contact at each time step. Moreover, the end-effector can only break the contact if the desired object velocity and acceleration is zero.

2) Feasibility classifier: One key difference between our task and generic game-play is that our dataset is highly imbalanced—many contact sequences explored by the MCTS are dynamically infeasible, resulting in zero reward. Directly training on such a dataset leads to underestimation of the value function. Instead, we first train on the dataset $D$ a binary classifier $C_ϕ(s)$ with logistic regression where dynamically feasible samples are given more weights. At inference time, a state is only fed into the policy-value network if the classifier labels it as dynamically feasible; otherwise, we output zero value $v_θ(s) = 0$ and uniformly distributed action probability $p_θ(s, a) = 1/|A(s)|$. This feasibility classifier screens out dynamically infeasible contact sequences before the MCTS completes the search, thus greatly improves search efficiency.

3) Goal-conditioned policy-value network: Note that each MCTS instance only searches for the contact sequence for a given object motion $ξ$; thus the rewards are motion-specific. If we were to learn from the data collected for this object motion only, it is unlikely that the network would generalize to other motions. Thus, we generate multiple object motions in the training phase and additionally input an intermediate goal variable to the network. It is defined as the difference between the current desired pose and the one $h$ steps in the future $λ(t) = q(t + h) \ominus q(t)$, where $\ominus$ denotes subtraction in SE(3). Fig. 4 depicts the policy-value network architecture: it takes as inputs the state $s$ and the goal $λ$, and outputs the goal-conditioned value $v_θ(s, λ)$ and action probabilities $p_θ(s, λ)$. Since the sequence of contact surfaces has varying lengths, we use a Recurrent Neural Network (RNN) to encode this information and concatenate it with the pose and the goal processed by a Multilayer Perceptron (MLP). Due to the usage of the feasibility classifier mentioned above, we only train our policy-value network on a subset $D_+ \subseteq D$ with positive samples $V_+ = \{ s \in V | \bar{v}(s) > 0 \}$ to avoid underestimating the value function.

IV. EXPERIMENTS

We conduct experiments in simulation and on real hardware to show that our method 1) is capable of finding high quality dynamically feasible solutions much faster than a MIQP baseline. 2) scales to long-horizon tasks even when trained only on data collected from shorter-horizon tasks.
A. Experiment Setup

1) Tasks: Throughout all experiments, we consider a manipulator composed of two modular robot fingers similar to the ones used in [33] and a 10 cm $\times$ 10 cm $\times$ 10 cm cube with mass $m = 0.5$ kg on an infinitely large plane. The cube and the plane have the same friction coefficient $\mu = \mu_s = 0.8$. We consider one contact surface for each face of the cube except for the bottom one; each contact surface is a 8 cm $\times$ 8 cm square to avoid contact locations at the corner. The object motion trajectory is generated with spline interpolation in SE(3) between the initial object pose and a desired pose parameterized as the following primitives: 1) sliding (S) on the $xy$-plane by $-10$ cm to 10 cm 2) sliding with curvature (SC) on the $xy$-plane by $-5$ cm to 5 cm with a rotation about the $z$-axis by $-45^\circ$ to $45^\circ$. 3) rotating (R) about the $z$-axis by $-90^\circ$ to $90^\circ$. 4) lifting (L) along the $z$-axis by 0 cm to 10 cm, and 5) pivoting (P) about the $y$-axis by 0 cm to $45^\circ$. The $xy$-axes span the plane that the object is placed on and the $z$-axis points to the opposite gravity direction. Finally, the initial object position is randomly sampled on the $xy$-plane within a $[-5, 5] \times [-5, 5]$ area centered at the origin and the initial orientation about the $z$-axis by $-90^\circ$ to $90^\circ$.

2) Baselines: We compare our method (MCTS) with two baselines:

- the MIQP baseline is implemented following [13]. We did not use the authors’ open-source implementation as it was only implemented for 2D objects. But the same formulation can be directly extended to 3D. To facilitate a fair comparison, we also implemented all heuristics described in Sec III-B.1 except the kinematic feasibility check. For the McCormick envelope relaxation of the cross product, we partition the contact location into 4 intervals and the contact force into 2 intervals. In all experiments, we terminate the MIQP solver at the first feasible solution instead of waiting for the global optimum which may take extremely long time. In addition, we implement the constraint (2a) as a penalty term in the cost function. This accelerates the MIQP solver significantly from our observation during the experiments. We note that our implementation has comparable computation time as reported in [13].

- the MCTS$^{\text{IC}}$ baseline represents an untrained model and constantly outputs zero values $v_\theta(s) = 0$ and uniform action probability $p_\theta(s, a) = 1/|A(s)|$.

3) Software and hardware: We conduct all experiments on a single GeForce RTX 2080 TI GPU and an Intel Xeon CPU at 3.7 GHz using Python and PyTorch. We model and solve the QPs with CVXPY [34] and OSQP [35] and use Gurobi [36] for MIQP. All source code including the baseline can be found at https://hzhu.io/contact-mcts.

B. Evaluation metrics

We examine two metrics to evaluate the effectiveness and efficiency of our method: 1) the force and torque error between the desired and the solution. The error is averaged over the horizon $T$ and scaled by the object mass and inertia respectively. The smaller this error is, the better the solution tracks the desired object motion. 2) The computation time needed to find the first dynamically feasible solution.

C. Training procedure

We generate 300 object motion trajectories, each comprising two primitives with randomly sampled parameters. In particular, 200 trajectories are composed of two SC primitives; 50 trajectories of one SC and one L; 50 trajectories of one SC and one P. For the $i$-th trajectory, we let an untrained MCTS run until it evaluates 200 candidate contact sequences; then we construct the dataset $D = D \cup \{(v(s), p(s))|s \in V_i\}$ where $V_i$ contains all the states the MCTS visited for the $i$-th trajectory. The policy-value network and the value classifier are then trained via Adam [37] for 300 epochs.

D. Single motion primitives

In this experiment, we consider object motion trajectories that consist of one single primitive. Each primitive has a desired pose uniformly randomly sampled from its respective parameter range described in Sec. IV-A.1. Each trajectory consists of $T = 10$ time steps with step size $\Delta t = 0.1$ s; each contact persists as well as at least 0.1 s, hence a trajectory can admit at most 9 contact switches. We run 50 trials for each primitive to collect the performance statistics.

Table I shows that our method is capable of finding dynamically feasible solutions consistently faster than the MIQP baseline thanks to the MCTS formulation. Especially for primitives that require non-zero torques (R, SC, P), the MIQP baseline is not only an order of magnitude slower, but also produces solutions with large errors. We note that the force error can be reduced by letting the MIQP solver explore more feasible solutions, while the torque error remains high nonetheless. This might be due to its usage of the McCormick envelopes to approximate cross products, which not only introduces approximation error but also adds additional discrete variables. In contrast, thanks to the ADMM formulation, our method solves the original problem instead of a relaxed one and has thus near-zero average force and torque error.

We also note that while the solutions found by the MIQP baseline are dynamically feasible, they are not necessarily kinematically feasible or collision-free since these conditions cannot be incorporated as linear constraints. While it is possible to collect multiple dynamically feasible solutions and pick the kinematically feasible one from them, it may further increase the computation time.

E. Long-horizon tasks

In the previous experiments, we have shown the effectiveness of our method for short motion primitives. Let us now consider tasks that last a longer period of time. First, we extend the primitive to $T = 30$ time steps by stipulating each contact persists for $d = 3$ steps. Note that there are still at most 9 contact switches for a single primitive. However, such extended primitives may be useful for tasks that require longer execution time but not necessarily more contact switches; for instance, sliding a cube for a long distance
TABLE I: Task performance for object motion primitives. Values ≤ 0.005 are rounded to zero.

| Method | Time [s] Mean | Error [N · N · m] Worst |
|--------|--------------|-------------------------|
| 1      | MIQP         | 0.65 0.79              | 0.66 0.00 2.90 0.00 |
|        | MCTS         | 0.10 0.18              | 0.00 0.00 0.00 0.00 |
|        | MCTS\textsuperscript{L} | 0.24 1.23        | 0.00 0.03 0.06 1.14 |
| 2      | MIQP         | 0.25 0.51              | 6.29 0.00 6.87 0.00 |
|        | MCTS         | 0.15 0.23              | 0.24 0.05 0.86 0.18 |
|        | MCTS\textsuperscript{L} | 0.53 2.23        | 0.53 0.11 0.88 0.35 |
| 3      | MIQP         | 4.83 29.96            | 8.36 16.64 30.72 45.57 |
|        | MCTS         | 0.12 0.27              | 0.00 0.00 0.00 0.00 |
|        | MCTS\textsuperscript{L} | 0.41 1.22        | 0.00 0.00 0.00 0.00 |
| 4      | MIQP         | 2.19 4.41             | 11.73 22.39 49.61 88.27 |
|        | MCTS         | 0.11 0.24              | 0.00 0.00 0.00 0.00 |
|        | MCTS\textsuperscript{L} | 0.20 0.81        | 0.00 0.00 0.03 0.07 |
| 5      | MIQP         | 6.60 50.41            | 7.65 15.31 26.85 53.65 |
|        | MCTS         | 0.15 0.34              | 0.01 1.23 0.23 14.01 |
|        | MCTS\textsuperscript{L} | 0.17 0.45        | 0.01 1.46 0.33 19.55 |

or rotating it very slowly. In the following experiments, we concatenate such extended primitives to form a even longer trajectory. In particular, we consider the primitive SC as it represents typical planar repositioning/reorienting tasks.

Table II reports the performance metrics for each method. A task is considered failed if no dynamically feasible solution is found within 60 s. We can immediately see that the trained MCTS efficiently solves all the tasks regardless of the trajectory length, while the MIQP baseline and the untrained MCTS struggle in long-horizon tasks (the errors decrease because they are computed only on successful trials). Indeed, the MIQP baseline cannot solve any tasks containing more than two primitives in 60 s. Interestingly, even for the task with a single extended primitive, where the number of possible contact switches does not change compared to the previous tasks in Sec. IV-D, the MIQP baseline still need significantly more time to find a feasible solution. This could again be attributed to the McCormick envelopes as they add additional discrete variables to each time step regardless of the underlying number of contact switches.

Finally, we highlight that the MCTS training dataset only contains object motion trajectories consisting of at most two primitives. However, Table II shows that our method is able to efficiently solve the longer-horizon tasks without being explicitly trained on them as our MCTS formulation exploits the intrinsic compositionality of the task by learning a goal-conditioned policy-value network. Hence, we do not need to collect training data on large-scale, time-consuming problems as opposed to the learning-based MIP method proposed in [20].

F. Executing the contact plan

To validate the contact plans found by our method, we execute them in an open-loop fashion with a simple impedance controller in the PyBullet simulator [38] and see on a real robot

\[
\tau = J^T (K (r_c + r_c) + D (\dot{r}_c + \dot{r}_c) + f_c),
\]

where \( J \) is the end-effector Jacobian; \( K, D \) are manually tuned gain matrices; \( r_c, \dot{r}_c \) are the position and velocity of

or rotating it very slowly. In the following experiments, we concatenate such extended primitives to form a even longer trajectory. In particular, we consider the primitive SC as it represents typical planar repositioning/reorienting tasks.

Table II reports the performance metrics for each method. A task is considered failed if no dynamically feasible solution is found within 60 s. We can immediately see that the trained MCTS efficiently solves all the tasks regardless of the trajectory length, while the MIQP baseline and the untrained MCTS struggle in long-horizon tasks (the errors decrease because they are computed only on successful trials). Indeed, the MIQP baseline cannot solve any tasks containing more than two primitives in 60 s. Interestingly, even for the task with a single extended primitive, where the number of possible contact switches does not change compared to the previous tasks in Sec. IV-D, the MIQP baseline still need significantly more time to find a feasible solution. This could again be attributed to the McCormick envelopes as they add additional discrete variables to each time step regardless of the underlying number of contact switches.

Finally, we highlight that the MCTS training dataset only contains object motion trajectories consisting of at most two primitives. However, Table II shows that our method is able to efficiently solve the longer-horizon tasks without being explicitly trained on them as our MCTS formulation exploits the intrinsic compositionality of the task by learning a goal-conditioned policy-value network. Hence, we do not need to collect training data on large-scale, time-consuming problems as opposed to the learning-based MIP method proposed in [20].

F. Executing the contact plan

To validate the contact plans found by our method, we execute them in an open-loop fashion with a simple impedance controller in the PyBullet simulator [38] and see on a real robot

\[
\tau = J^T (K (r_e + r_e) + D (\dot{r}_e + \dot{r}_e) + f_e),
\]

where \( J \) is the end-effector Jacobian; \( K, D \) are manually tuned gain matrices; \( r_e, \dot{r}_e \) are the position and velocity of

the end-effector and \( f_e, \dot{f}_e, \dot{r}_e, \dot{r}_e \) are the planned contact force, location and velocity, all expressed in the world frame.

Fig. 5 shows an example of the contact plan execution of rotating a cube by $90^\circ$. The robot is able to move the object towards the target pose if the object is placed at the desired initial position. We note that the same impedance is used for all tasks with different primitives. This would not be possible for us without applying the planed contact forces; for example, the fingers would drop the cube if they were to lift it with purely position commands and too low a position gain. This shows the benefits and importance of planning accurate forces and torques. However, we do observe failure cases when the reality differs too much from the model, especially for the pivoting primitive \( P \) which is sensitive to the discrepancy between the modeled and actual friction. We show this in the supplementary materials and point out the necessity of incorporating sensory feedback for online re-planning, which we leave for future work.

V. CONCLUSION

In this work, we proposed a framework that combines data-driven MCTS and efficient non-convex optimization via ADMM to find dynamically feasible contact forces and locations to realize a given object motion. We show that the
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capability of learning from data allows our method to achieve great scalability for long-horizon tasks even when the dataset only contains short-horizon data.

The most limited aspect of our approach is that the object motion must be provided. True dexterity requires automatic discovery of object motion together with the contact plan. One potential way to achieve this is to jointly enumerate manipulator and environment contacts [15]. Another problem is that we represent contact surfaces as integers. While this is natural with the MCTS formulation, it makes the learned networks object-specific. To address this issue, it might be helpful to map the integer-valued surfaces to its geometric center before feeding them into the neural networks. Finally, our approach assumes perfect knowledge of the object and the environment, which is not possible in the real world. Thus, it is necessary to explore ways of integrating perception, for example, as done in [39].
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