Many-body correlations and coupling in benzene-dithiol junctions
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Most theoretical studies of nanoscale transport in molecular junctions rely on the combination of the Landauer formalism with Kohn-Sham density functional theory (DFT) using standard local and semilocal functionals to approximate exchange and correlation effects. In many cases, the resulting conductance is overestimated with respect to experiments. Recent works have demonstrated that this discrepancy may be reduced when including many-body corrections on top of DFT. Here we study benzene-dithiol (BDT) gold junctions and analyze the effect of many-body perturbation theory (MBPT) on the calculation of the conductance with respect to different bonding geometries. We find that the many-body corrections to the conductance strongly depend on the metal-molecule coupling strength. In the BDT junction with the lowest coupling, many-body corrections reduce the overestimation on the conductance to a factor 2, improving the agreement with experiments. In contrast, in the strongest coupling cases, many-body corrections on the conductance are found to be sensibly smaller and standard DFT reveals a valid approach.

INTRODUCTION

Among the various physical observables in molecular electronic devices, the lead-molecule-lead conductance (most particularly, its zero bias value \( G(E = 0) \)) is one of the most important characteristics. After many years of uncertainty, reliable experimental measures of \( G(E = 0) \) in molecular junctions have recently become available [1].

Today’s standard first-principles approach to calculate quantum conductance relies on a combination of Kohn-Sham density functional theory (DFT) and Landauer formalism [2, 3]. Though in principle without direct physical meaning [4, 5], the DFT electronic structure of the molecular device is often used as an approximation to the quasiparticle electronic structure into the Landauer formula for the conductance. It was found that the most popular DFT exchange-correlation approximations, the local-density approximation (LDA) and the generalized gradient approximation (GGA), can overestimate sensibly the zero-bias conductance, as compared to the experiments [5, 9, 10].

Various investigations have been conducted in order to analyze the possible causes of this problem [11–15], and a number of practical solutions have been proposed. On the one hand, generalized Kohn-Sham DFT relying on full and range separated hybrid functionals [16–19], DFT+U [20–21], and self-interaction corrections [22–28] have been suggested to provide a better description of the underlying electronic structure. On the other hand, other approaches [19, 29, 30], often referred to as DFT+Σ, correct the DFT electronic structure by a classical image-charge self-energy model parametrized on the quasiparticle corrections in the isolated molecule and the molecule-metal surface distance. Alternatively, many-body perturbation theory (MBPT) is in principle an exact framework to calculate the electronic structure. Within MBPT, the GW approximation [31] has been proposed to describe the electronic structure and conductance more accurately than DFT [32–34]. Both the DFT+Σ approach and MBPT ab initio GW reduce the conductance and improve the agreement with experiments. In the most intuitive explanation, the many-body correction to the DFT HOMO-LUMO energy gap, taking into account also the screening of the leads, is the key to reduce the conductance [29, 30]. In a more complex scenario, corrections to orbital energies are not sufficient and many-body corrections to DFT wave functions are required to improve the calculation of the conductance [35].

The purpose of this work is to clarify the effect of many-body corrections on DFT in the frame of quantum transport simulations and to better understand the physical mechanisms responsible for the reduction of the conductance towards improved agreement with experiments. To this aim, we focus on the benzene-dithiol (BDT) molecule connected to gold leads (BDT@Au). This is one of the most studied systems, both a prototype for experiments and a benchmark for theory. Here, we consider three different BDT@Au bonding geometries and investigate the relation between the latter (together with the resulting metal-molecule coupling) and many-body corrections to the quantum conductance.

We find that these corrections strongly depend on the bond strength and the metal-molecule coupling regime. This dependence cannot be described by a simplified DFT+Σ image-charge model [29]. Indeed only two ingredients enter this model: the correction to the DFT understimation of the HOMO-LUMO gap for the iso-
BDT@AU JUNCTIONS GEOMETRIES

In experiments measuring the molecular conductance, the atomic structure of the molecular junction is often not well characterized. Due to this experimental uncertainty, ab initio calculations have been used to suggest several possible geometries and characterize their stability. We have considered three geometries (see Fig. 1) for BDT attached to Au (111) leads, we explain their relevance in the next paragraphs: (i) in the hollow geometry (BDT-h), each S atom loses its H atom and binds to three Au atoms of the flat lead surface (at about the same distance); (ii) in the pyramid geometry (BDT-p), each S atom loses its H atom and binds to a Au adatom forming a pyramid on the surface; (iii) in the non-dissociative geometry (BDT-n), each S atom binds to a Au adatom as in BDT-p but without losing its H atom.

Initially, the BDT-h geometry was considered to be the preferred bonding site for the thiol radical [40]. Later studies pointed out different possible adsorption geometries [11–15]. A comparison of binding energies revealed that BDT-p is more stable than BDT-h by \(-0.4\) eV per molecule [40]. More recently, theory and experiments found that the non-dissociative geometry (BDT-n) is possible and energetically favorable [40–48].

Since our purpose is to study the effect of many-body corrections on the conductance as a function of the hybridization and the bonding geometry, we consider all three geometries here. In fact, already at the DFT level, the conductance was found to strongly depend on the junction structure [49–51].

The relaxed geometries used in this work are shown in Fig. 1. They agree with previous calculations [25, 30, 40, 52]. The tilt angle between the normal to the gold surface and the S-S direction of the two contact atoms measures 32°, 31°, and 0° for BDT-n, BDT-p and BDT-h, respectively. Moreover, the Au-S distance is 2.5, 2.3, and 2.6 Å for BDT-n, BDT-p and BDT-h, respectively. For BDT-h, the distance \(d_{ss}\) between the S atom and the first Au layer, as shown in Fig. 1, is 2.0 Å.

THEORY

Landauer Fisher-Lee conductance formula

In the Green-function formalism, the conductance of the junction is provided by the Landauer formula as in the Fisher-Lee form (in units of the conductance quantum \(G_0 = 2e^2/h\)):

\[
G(E) = \text{tr} [\Gamma_L(E)G_C^a(E)\Gamma_R(E)G_C^r(E)].
\]

where \(G_C^a\) and \(G_C^r\) are the advanced and retarded Green’s functions for the central region and \(\Gamma_L\) and \(\Gamma_R\) are the coupling to the left and right leads. All these quantities can be calculated from the Green’s functions of the uncoupled systems \([\alpha = L, R\) (left and right leads), and \(C\) (central region)] which are related to their electronic structures (both energies \(\epsilon_{\alpha,i}\) and wave functions \(\phi_{\alpha,i}\)):

\[
g^{a/r}_{\alpha}(r, r', E) = \sum_i \frac{\phi_{\alpha,i}(r)\phi_{\alpha,i}(r')}{E - \epsilon_{\alpha,i} + i\eta}.
\]

Today’s standard first-principles approach consists of using the electronic structure obtained from DFT. In this work, the Landauer conductance is calculated not only using this standard approach but also adopting three different electronic structures based on MBPT, as explained in the following sections.

Many-body perturbation theory vs DFT

In many-body perturbation theory (MBPT) the quasiparticle (QP) electronic structure [i.e., both energies \(\epsilon_{i,\text{QP}}\)]
and wave functions $\phi_i^{QP}(r)$ is calculated by solving the quasiparticle equation,

$$H_0(r)\phi_i^{QP}(r) + \int dr' \Sigma(r,r',\omega = \epsilon_i^{QP})\phi_i^{QP}(r') = \epsilon_i^{QP}\phi_i^{QP}(r),$$  \hspace{1cm} (3)$$

where $H_0(r) = -\nabla^2/2 + v_{\text{ext}}(r) + v_H(r)$ is the local Hamiltonian containing the kinetic term, the interaction with the external potential $v_{\text{ext}}(r)$, and the Hartree term $v_H(r)$. Many-body exchange and correlation (XC) effects (beyond the Hartree approximation) are taken into account through the self-energy $\Sigma(r,r',\omega)$ operator which is non-Hermitian, nonlocal, and frequency dependent.

The calculation of the exact self-energy is unfeasible for real complex systems, so that one must resort to approximations. By comparing Eq. (3) with the DFT Kohn-Sham equation:

$$[H_0(r) + v_{\text{xc}}(r)]\phi_i^{\text{DFT}}(r) = \epsilon_i^{\text{DFT}}\phi_i^{\text{DFT}}(r),$$  \hspace{1cm} (4)$$

the exchange-correlation potential $v_{\text{xc}}(r)$ can be seen as a mean-field, local, static, and Hermitian approximation to the self-energy $\Sigma(r,r',\omega)$. This is the rationale for the use of the DFT electronic structure, $\epsilon_i^{\text{DFT}}$ and $\phi_i^{\text{DFT}}(r)$, as an approximation to the true QP electronic structure.

It is however worth pointing that, in the DFT formalism, $v_{\text{xc}}(r)$ is not introduced as an approximation to $\Sigma(r,r',\omega)$. In fact, the DFT theorems guarantee the existence of a local $v_{\text{xc}}(r)$ which provides the exact electronic density $\rho(r)$ and the exact ground-state energy $E$ of the real (i.e., including many-body effects) system. But DFT theorems and the exact $v_{\text{xc}}(r)$ are not concerned with the electronic structure, quasiparticle energies $\epsilon_i^{QP}$ and wave functions $\phi_i^{QP}$, of the real system. Then, since the exact form of $v_{\text{xc}}(r)$ is unknown, it needs to be approximated using local or semilocal XC functionals, e.g., LDA, GGA, etc. Such functionals lack fundamental characteristics like the derivative discontinuity [53] which has been shown to be essential to reproduce quantum transport correlation effects like the 0-temperature conductance plateau in the Anderson model at the weak-coupling limit [53, 54]. Furthermore, the DFT eigenvalues are in fact Lagrange multipliers which are introduced in order to ensure the normalization of the wave functions. Formally, the DFT electronic structure has thus no physical interpretation (with the notable exception of the highest occupied state, which yields the exact ionisation potential of the system [57]: see also Ref. [58] for the relationship between other occupied Kohn-Sham energies and vertical ionization potentials). Nevertheless, it is reasonable to consider it as a convenient 0-order starting point for the calculation of the QP electronic structure.

**GW vs COHSEX approximations**

In the GW approximation [34], the self-energy $\Sigma(r,r',\omega)$ is obtained as the convolution of the Green function $G$ and the dynamically screened interaction $W$,

$$\Sigma(r,r',\omega) = \frac{i}{2\pi} \int d\omega' G(r,r',\omega - \omega') W(r,r',\omega').$$  \hspace{1cm} (5)$$

In principle $G$ and $W$ depend on the final QP electronic structure, so that they should be calculated self-consistently solving iteratively a closed set of integrodifferential equations known as Hedin equations [34]. This approach is referred to as the self-consistent GW approximation. There are still many open questions regarding such calculations for real systems, but also for the simple jellium model [59], in particular with respect to their effective improvement of the electronic structure compared to non-self-consistent calculations [59]. In practice, it is customary to perform one iteration, non-self-consistent GW calculations, referred to as $G_0W_0$ in the literature, using the $G$ and $W$ built from the DFT electronic structure.

As an alternative to the $G_0W_0$ approach, we use the Coulomb-hole screened-exchange (COHSEX) approach [34, 60] which has been proposed as a static approximation on top of the GW self-energy:

$$\Sigma^{\text{COHSEX}}(r,r') = \Sigma^{\text{COH}}(r,r') + \Sigma^{\text{SEX}}(r,r')$$

$$\Sigma^{\text{COH}}(r,r') = \delta(r,r') [W(r,r',\omega = 0) - v(r - r')]$$

$$\Sigma^{\text{SEX}}(r,r') = -\sum_v \psi_v(r)\psi_v^*(r')W(r,r',\omega = 0).$$  \hspace{1cm} (6)$$

Since the COHSEX self-energy is $\omega$ independent and Hermitian, it represents an important simplification with respect to the $G_0W_0$ one which is very useful in order to perform a full diagonalization of the QP Hamiltonian (see the next section).

The $G_0W_0$ approximation has been demonstrated to provide an electronic structure and band gaps in good agreement with experiments for a wide variety of materials. The COHSEX approximation contains almost all the physics of the GW approximation, neglecting only the dynamical effects. As a result, it also leads to a significant improvement over DFT. However, COHSEX band gaps are usually larger than those from GW and from experiments, due to an overcorrection of the DFT underestimation of the band gap. However, since our aim is not to reproduce the experimental results exactly but rather to study and understand how many-body effects correct the DFT conductance, this overcorrection is not really a problem, especially in consideration of the possibility to perform a full diagonalization of the self-energy (see the next section).
Diagonal vs full calculations

In practical calculations, it is very common to apply perturbation theory on top of DFT energies and wave functions, taking $\Sigma - v_{xc}$ as a perturbation. The first-order QP corrections to DFT energies can be calculated assuming that the QP wave functions are equal to the DFT ones as

$$\epsilon_i^{\text{QP}} = \epsilon_i^{\text{DFT}} + \langle \phi_i^{\text{DFT}} | \Sigma(\omega = \epsilon_i^{\text{QP}}) | \phi_i^{\text{DFT}} \rangle - v_{xc} | \phi_i^{\text{DFT}} \rangle.$$  

A further complication is that this is a nonlinear equation because the energy-dependent $\Sigma(\omega = \epsilon_i^{\text{QP}})$ has to be calculated to the quasiparticle energy unknown of the equation. Under the assumption that the difference between QP and DFT energies is relatively small, the matrix elements of the self-energy operator can be Taylor expanded to first order around $\epsilon_i^{\text{DFT}}$ leading to

$$\epsilon_i^{\text{QP}} = \epsilon_i^{\text{DFT}} + Z_i \langle \phi_i^{\text{DFT}} | \Sigma(\omega = \epsilon_i^{\text{DFT}}) | \phi_i^{\text{DFT}} \rangle - v_{xc} | \phi_i^{\text{DFT}} \rangle,$$

where $Z_i$ is the QP renormalization factor given by

$$Z_i = \left[ 1 - \langle \phi_i^{\text{DFT}} \left| \frac{d\Sigma}{d\omega} \right|_{\omega = \epsilon_i^{\text{DFT}}} | \phi_i^{\text{DFT}} \rangle \right]^{-1}.$$

So, the first-order perturbation theory corrections to the energies require only the diagonal matrix elements of the self-energy. There is no need to calculate the off-diagonal matrix elements and to perform a complete diagonalization to solve Eq. (3). In this work, this diagonal approach was used both with the $G_0W_0$ and COHSEX approximations (referred to as diag-$G_0W_0$ and diag-COHSEX, respectively): only energies are corrected, while the wave functions are kept at the DFT level.

It is possible to go beyond the diagonal approaches by taking into account the off-diagonal self-energy matrix elements to calculate the first-order corrections to the wave functions $\Sigma(\omega)$. The same off-diagonal matrix elements also enter into the second-order corrections to the energies $\Sigma^2(\omega)$.

Alternatively, one can perform a full diagonalization of the QP Hamiltonian $H_0 + \Sigma$ of Eq. (3) to get the many-body wave functions and energies correct to all orders in perturbation theory. In this work, we decided to go directly for the full-diagonalization procedure but could only afford it within the COHSEX approximation (referred to as full-COHSEX hereafter). Indeed, this task is much easier and more affordable within COHSEX than $G_0W_0$ given that the COHSEX Hamiltonian is Hermitian and does not depend on the frequency $\omega$.

In isolated molecules, the differences between the energies obtained by perturbation theory at the first order, at the second order, and by full diagonalization of the QP Hamiltonian have been found to be very small and within the numerical convergence error. We expect that this should be even more so for the metallic lead-molecule junctions considered here. Therefore, we do not expect appreciable changes in the energies between diagonal COHSEX and full-COHSEX (this cannot be checked explicitly since the diagonalization procedure breaks the one-to-one correspondence between the energies). As a further proof, we will see in Sec. IV C, which is dedicated to the local density-of-states analysis, that the off-diagonal self-energy matrix elements, entering into first-order corrections to wave functions, are small. Indeed, the difference between the full-COHSEX and DFT wave functions is small and can hardly be noticed when comparing them directly: it can only be evidenced by plotting the wave functions/local density-of-states (LDOS) difference. This shows that perturbation theory on top of DFT with respect to $\Sigma - v_{xc}$ clearly holds, and that the energies obtained by perturbation theory at the first order are within our numerical convergence error from those obtained by full diagonalization of the QP Hamiltonian. Note that if this were not the case and perturbation theory on top of DFT did not hold, approaches like the DFT+$\Sigma$ image-charge model would have to be ruled out as invalid since the beginning.

Computational details

The ground state and MBPT calculations are performed with the ABINIT package. The Perdew-Burke-Ernzerhof (PBE) functional is used to approximate the exchange-correlation potential. Normal-conserving pseudopotentials are used. For gold, these include the $5s$ and $5p$ semicore states which are important for the MBPT calculations. An energy cutoff of 30 Ha is set to expand the plane-wave basis set. Maximal localized Wannier functions (MLWFs) for many-body quasiparticles are obtained as explained in Ref. [66]. The WANT package is used to obtain the MLWFs and to perform the transport calculations. In this work, the parameters chosen are those used in Ref. [67]. The junctions consist of a fully relaxed $2 \times 2 \times 2$ Au (111) surface with seven atomic layers in the electrodes. For the MBPT calculations, only four layers are used. For the BDT geometry, it was verified that using a $3 \times 3 \times 3$ surface cell and seven layers of gold does not change significantly the conductance at the DFT and $GW$ levels. An $8 \times 8 \times 3$ grid of $k$ points is used to sample the Brillouin zone. The QP corrections are calculated explicitly for 210 bands at 96 irreducible $k$ points including ~300 bands in the calculations.

RESULTS

Conductance profile

The various Landauer conductances (DFT, diag-$G_0W_0$, diag-COHSEX, and full-COHSEX) as a function
of energy $G(E)$ calculated for the three different junctions are presented in Fig. 2. For DFT, diag-$G_0W_0$, and diag-COHSEX, the electronic structures consist of exactly the same DFT wave functions $\varphi_{DFT}(r)$ but with different energies. In contrast, the full-COHSEX electronic structure differs from DFT both in the energies and the wave functions.

In Fig. 2 it can be seen that the diagonal approaches modify the DFT conductance profile $G(E)$, but in none of the cases are they able to modify significantly the 0-bias conductance. This is a confirmation of an important result that we had found previously.\textsuperscript{52}

In order to understand this result, we analyzed the effect of the $G_0W_0$ corrections to the DFT energies. In Fig. 3 we report DFT energies $\epsilon^{DFT}$ on the $x$ axis and the corresponding $G_0W_0$ energy $\epsilon^{G_0W_0}$ on the $y$ axis for all the junction states within 5 eV from the Fermi energy. In this figure, results lying exactly on the diagonal (which is represented as a black solid line) indicate DFT energies which coincide with the $G_0W_0$ ones (there is no effective $G_0W_0$ correction). The corrections shown in Fig. 3 are those typical of normal metals, with 0 or almost no correction at the Fermi energy, and an increasing correction when moving away from the Fermi level. This is very similar to what had been found for BDA@Au in Ref. \textsuperscript{37}.

As a consequence, the Green function of the uncoupled central region $g_{G_0W_0}^{G_0W_0}(E)$ calculated using diag-$G_0W_0$ energies and DFT wave functions in Eq. (2) will be different from the one calculated with both DFT energies and wave functions $g_{DFT}^{DFT}(E)$ at $E$ faraway from $E_F$, but they will be very similar at $E \approx E_F$: $g_{G_0W_0}^{G_0W_0}(E) \approx g_{DFT}^{DFT}(E)$. Indeed, the Green function at a certain energy $E$ is mostly determined by the electronic structure around $E$, and so only by the neighboring poles, while distant poles are unimportant (even though they undergo important shifts).

This is directly reflected in the 0-bias conductance which remains unchanged when using diag-$G_0W_0$ instead of DFT energies. Indeed, the Landauer Fisher-Lee formula Eq. (1) is also local in energy: the conductance $G(E)$ at energy $E$ only depends on the Green function $g_{alpha}(E)$ at the same energy. Since the diag-$G_0W_0$ corrections to the DFT energies are negligible at $E_F$ (for both the central region and the leads), the changes in both the Green functions $g_{alpha}(E = 0)$ and the 0-bias conductance $G(E = 0)$ will also be negligible. This is exactly what we observe in Fig. 2. Hence, the diagonal approaches are unable to change (in particular, reduce) the DFT 0-bias conductance, although they modify the energies away from $E_F$ where the conductance profile is also altered. In some cases (e.g., BDT-n), an increase of the 0-bias conductance can even be observed. This is actu-
TABLE I. Zero-bias conductance \( G \) (expressed in units of \( \Omega^{-1} \)) for the BDT and many-body full-COHSEX conductances are also reported. All conductance values are given in \( \Omega^{-1} \) units, while the junction conductance is given in eV. For BDT, the widely accepted value of the experimental conductance is 0.010 \( \Omega^{-1} \).

| Junction | \( G \) (DFT) | \( G \) (full-COHSEX) | \| \( G \) (DFT) \| - \( G \) (full-COHSEX) | \( \Delta_G \) | \( \Delta_{E_{\text{coupl}}} \) |
|----------|---------------|----------------------|-------------------------------|----------------|----------------|
| BDT-h    | 0.305         | 0.270                | 0.035                         | 11\%           | -1.05          |
| BDT-p    | 0.365         | 0.362                | 0.003                         | 0.8\%          | -1.56          |
| BDT-n    | 0.034         | 0.020                | 0.014                         | 41\%           | -0.57          |

Zero-bias conductance

For the three junctions considered here, the calculated zero-bias conductances \( G(E = 0) \) using DFT and many-body full-COHSEX are reported in Table I. The DFT conductances of 0.305, 0.365, and 0.034 \( \Omega^{-1} \) for BDT-h, BDT-p and BDT-n respectively, are in agreement with previous results from the literature. The main results of this work are the full-COHSEX conductances. For all three bonding geometries, the conductance reduces upon the inclusion of many-body effects. However, we observe a very different reduction depending on the molecule-lead bonding and the junction geometry. While the conductance stays almost at the DFT level for BDT-p (with a negligible reduction of only 0.003 \( \Omega^{-1} \) and 0.8\% relative to DFT), we observe for BDT-n an absolute reduction of 0.014 \( \Omega^{-1} \) (corresponding to a 41\% change with respect to DFT).

This finding leads to several conclusions. If this reduction of the conductance were solely associated to the opening of the HOMO-LUMO gap of the isolated BDT molecule (possibly reduced by classical screening due to the leads), one should not observe such important variations between different molecule-lead bonding and junction geometries. Indeed, the diag-\( G_0 W_0 \) or diag-COHSEX opening of the HOMO-LUMO gap for the isolated (noncontacted) BDT is the same for the different junctions (since they involve the same molecule). Furthermore, the effect of the classical screening by the leads can only vary by changing the lead-molecule distance and the latter is the same for BDT-p and BDT-n, and slightly shorter for BDT-h. Therefore, we are led to conclude that the reduction of the conductance upon inclusion of many-body corrections (as induced by a realistic self-energy) strongly depends on the metal-molecule geometry and bonding regime. This is consistent with the presence of molecule-lead hybridization in (some of) the junctions. A model self-energy, like in the DFT+\( \Sigma \) image-charge model, accounting only for the many-body opening of the isolated molecule HOMO-LUMO gap and its reduction due to the classical screening by the leads necessarily misses the dependence of the GW correction on the metal-molecule bonding regime found here. The same also holds for an ab initio self-energy restricted to the molecule only, i.e., neglecting the metal-molecule coupling geometry. One must take into account the correlations between the molecule and the leads, as well as the many-body modifications to the hybridization of the junction wave functions. The latter can be expected to depend on the lead-molecule bonding strength and character.

In an effort to understand the relationship between many-body corrections and the lead-molecule coupling, in the last column of Table I we report the metal-molecule binding energy \( E_{\text{coupl}} \). The latter is defined as half the difference between the junction total energy and the energies of the isolated molecule and leads:

\[
E_{\text{coupl}} = \frac{1}{2} (E_{\text{junc}} - E_{\text{mol}} - E_{\text{leads}}),
\]

where the factor 1/2 accounts for the fact that there are two leads. This quantifies the strength of the metal-molecule bond. As expected, we can see that BDT-p (in which sulfur is directly bonded to a single gold atom) is the junction presenting the strongest metal-molecule bond, with a coupling energy of \(-1.56 \text{ eV}\), followed by BDT-h (in which the sulfur atom is bonded to three gold atoms). Finally, BDT-n (in which the sulfur is still bonded to the undissociated hydrogen atom) presents the weakest metal-molecule bond. Notice that \( E_{\text{coupl}} \) should not be confused with the junction relative stabil-
sponsible for the changes in the zero-bias conductance elements of the self-energy matrix which are directly re-

The plot shows all the states around the Fermi energy upon which the

difference between full-COHSEX and DFT wave functions for COHSEX, as plotted in Fig. 4, directly shows the differ-

The difference in the LDOS between the full- and diag-COHSEX calculated in an energy win-

dow of 0.8 eV around the Fermi level for BDT-h, BDT-p and BDT-n. Four isovalues are represented: +4ρ in orange, +1ρ in dark red, −1ρ in dark blue, and −4ρ in light blue, with 5 × 10^{-4} e−/Å^3 in BDT-h, and 6 × 10^{-4} e−/Å^3 in BDT-p and BDT-n. The Au, C, S, and H atoms are represented by yellow, grey, green, and white spheres, respectively.

By comparing the three cases we can try to understand the different behavior of the many-body corrections to the conductance. The LDOS modification on the benzene ring looks the same in BDT-p and BDT-n (i.e., the two opposite cases with respect to the conductance reduction). And, there are some similarities also with BDT-h. This excludes a direct relation between the modifications in the conductance and the wave functions on the molecule. In contrast, there are clear differences in the LDOS on the sulfur atoms. Since they are largest on the molecule. In contrast, there are clear differences modifications in the conductance and the wave functions with BDT-h. This excludes a direct relation between the modifications in the conductance and the wave functions on the molecule. In contrast, there are clear differences in the LDOS on the sulfur atoms. Since they are largest on the molecule. In contrast, there are clear differences to the conductance. The LDOS modification on the benzene ring looks the same in BDT-p and BDT-n (i.e., the two opposite cases with respect to the conductance reduction). And, there are some similarities also with BDT-h. This excludes a direct relation between the modifications in the conductance and the wave functions on the molecule. In contrast, there are clear differences in the LDOS on the sulfur atoms. Since they are largest on the molecule. In contrast, there are clear differences in the LDOS on the molecule. In contrast, there are clear differences

Local DOS analysis

To gain more insight on the changes of the conductance at E = E_F = 0, we compute the local den-

The difference in the LDOS between the full- and diag-COHSEX, as plotted in Fig. [4] directly shows the difference between full-COHSEX and DFT wave functions for all the states around the Fermi energy upon which the zero-bias conductance directly depends. The plot shows the modification to the wave functions due to off-diagonal elements of the self-energy matrix which are directly re-

sponsible for the changes in the zero-bias conductance (see also Ref. [37]).

FIG. 4. Local density-of-states (LDOS) difference between full-COHSEX and diag-COHSEX calculated in an energy win-

dow of 0.8 eV around the Fermi energy for BDT-h, BDT-p and BDT-n. Four isovalues are represented: +4ρ in orange, +1ρ in dark red, −1ρ in dark blue, and −4ρ in light blue, with 5 × 10^{-4} e−/Å^3 in BDT-h, and 6 × 10^{-4} e−/Å^3 in BDT-p and BDT-n. The Au, C, S, and H atoms are represented by yellow, grey, green, and white spheres, respectively.
there is an important but local redistribution of charge with a seemingly mixed $\epsilon_g$ orbitals isotropic character. The anisotropic increase in the $e_g(d_{x^2})$ gold wave functions seems hence to drive the conductance reduction due to correlation effects.

CONCLUSIONS

When considering many-body corrections on complete benzene-dithiol (BDT) gold junctions, we have found very different trends (scanning across a set of different geometries) in the effects on the zero-bias conductance. These are largest in weakly coupled molecule-leads junctions and seem associated to an increased anisotropic $e_g(d_{x^2})$ wave function character on gold atoms. On the other hand, they are much smaller in strongly bond metal-molecule junctions, so that the DFT zero-bias conductance is a good approximation in these systems. Our findings question the use of many-body corrections on complete benzene-dithiol (BDT) gold junctions, we have found very different trends (scanning across a set of different geometries) in the effects on the zero-bias conductance.
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