Naive Bayes classifier for infant weight prediction of hypertension mother
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Abstract: Classification is one method of data analysis in data mining that is used to form a model in order to describe the appropriate data class or model that predicts data trends. The usage of classification has been applied in various areas, including in health areas. One of the classification methods used is Naive Bayes. This study aims to predict the weight of infants in maternal hypertensive and nonhypertensive conditions with Naive Bayes method. Data were taken as many as 219 data from pregnant women based on the medical record in Obstetrics and Gynecology of Muhammad Palembang Hospital from January 2017 until September 2017. Data is divided into two groups, 188 for training data and 31 data for testing data. The performance data analysis was using WEKA and the results showed that the Naive Bayes's accuracy is 80.372%. the accuracy score means Naive Bayes works well to predict the weight of infants in maternal hypertensive and nonhypertensive mothers. The result is expected to be a reference for others research by comparing it with other classification methods and incorporating other factors in pregnancy and multiple births or other factors.

1. Introduction
World health statistics 2014 report stated that one in three adults worldwide experienced an increase in blood pressure that resulting hypertension [1]. WHO also states that the incidence of hypertension worldwide is estimated to cause 7.5 million deaths, or about 12.8% of all deaths (Global Health Observatory). WHO 2014 health report stated that hypertension in Indonesia was still sufficiently high about 32.5% occurs for adult males and about 29.3% occur in adult women [1]. Mothers who have a history of hypertension, have the possibility to give birth to the infant with abnormal weight. Furthermore, the mother who gave birth to babies under normal weight, can affect the condition of high blood pressure to the mother in the future [2]. The infant's birth weight is divided into 3 groups namely Normal Birth Weight (NBW), Low Birth Weight (LBW) and macrosomia is a large infant weight [3]. Many things can affect the birth weight of babies, such as hypertension suffered by the mother during pregnancy [4-5].

Low infant weight is less than 2500 gram of birth weight [3]. Low-birth-weight infants have a higher risk of having perinatal death at greater risk than normal infants at 8:1. At the same gestational age, 50% having a likelihood of learning disability, mental retardation and decreased IQ, may also cause long-term disability including auditory and visual disturbances, susceptible to cardiovascular disease and diabetes in the future[6-7]. Globally, every year 4 million newborns die in the first 4 weeks of life, 36%, the infant's death occurs in the surrounding Southeast Asian countries.
approximately 1.4 million neonatal deaths occur in Southeast Asian countries [8]. In other words 50% of infant deaths are caused by neonatal deaths in Southeast Asia. Kearney in 2005 calculated the number of hypertension in 2000 of 972 million, consisting of 333 in developed countries and 639 in developing countries, and predicted if there was no action to cope with the number of hypertension available then it is estimated that by 2025 the number up to 413 million in developed countries and about 1.15 billion in developing countries [9-10]. Precautions to overcome the incidence of high blood pressure in the world is very necessary [11]. In Indonesia the incidence of low birth weight babies in 2015 occurs about 9% of the total number of births in Indonesia [10].

South Sumatra as one of the provinces in Indonesia with low birth weight is 1: 9 for normal weight birth [12]. Palembang as the capital of South Sumatra in 2013 has a low birth weight rate of 10% lower than in 2010, which was 11.4%. However, if compared in 2008, which was only 0.6%, it can be said that the birth rate of infants in Palembang City increased sharply [13]. Hypertension in Southern Sumatra is the third most common illness [12]. If the rate of hypertension increases then the birth rate of the infant with low weight is likely to increase as well. To cope with that, low birth weight babies of mothers with hypertension is to monitor the condition of the mother's health, starting from the beginning of pregnancy. LBW can serve as an indicator of infant's survival, growth, and psychosocial development [14-15]. Thus, it is very important to maintain the condition of maternal hypertension during pregnancy so that the incidence of low birth of infants can be avoided. We recommend that the infant's weight to be born can be predicted well before 37 weeks, so that the various treatments to make the infant's weight normal even for mothers with hypertension.

One of the techniques that can be used as a prediction is data mining technique. Data mining refers to extracting useful information from vast amounts of data [16]. It is also known as data warehouses, or other information repositories [17]. The use of data mining has been widely applied in various fields such as for the classification of marine mammals [18], Software Defect Prediction Problem [19-20], social network analysis and social media usage [21-22], biology image classification [23], also in the health field. Data mining has been applied in many areas of health management [24-25]. The use of data mining techniques in the field of health include the use of the diagnosis of Diabetes Disease [26-27], nutrition prediction [28], classification of immunization in rural and urban communities [29], prediction of breast cancer and prostate cancer [30-31]. In addition, data mining is also used in classifying normal or cesarean birth with Algorithm C.45 [32]. The prediction of infant weight using data mining techniques has been done by Senthileskumar and Paurraj by 2015 to predict the risk of infants who have birth weight [33] and predicting birth weight by batch image has been done by Noguchi and Katto in 2014 [34].

Many classification methods developed in data mining include SVM, Naive bayes, decision tree, and so on. Naive bayes are the simplest form of Bayesian network classifiers [35]. Naive Bayes is a simple and fast classification method, the most popular and most used with satisfactory results [19], [36-38]. It is suitable for many learning scenarios, such as image classification [39], prediction of carcinogenic content in food [40], text classification [35-36], [41], on human robot interaction to recognize gesture [38], predict mutagenites on Ames method [42], Sarcasm detection in microblogs [43], use of electricity in household (alpha). Naive Bayes is very easy to understand and is applied in various problems, however, this method is limited to categorical or discrete data [37]. Naive Bayes is one of the classification methods based on the bayes theorem with the assumption of conditional freedom [44-46].

Rosnah Sultan, et.al in 2014, conducted a study in Malaysia to compare which factors affected the birth weight of the infant between maternal age, ethnicity, gravidity, parity, gestational age, maternal ordering weight, height and body mass index (BMI), severe infant history low birth, birth interval, ordering of hemoglobin levels, hypertension, diabetes mellitus and mode of delivery using logistic regression but they have not used these factors to predict the infant delivered weight [47]. Parisa Ahmadi, et.al in 2017, used the Random Forest to predict the infant weight by observing gestational age, body mass index for the third three months of pregnancy, maternal age and body mass index for the first three months of pregnancy with the accuracy of 95%. Senthilkumar in 2015 [48] compared several data mining techniques (one of which was Naive Bayes) to predict the infant weight by involving the attributes of the last maternal weight before pregnancy, and the age of the mother with
the accuracy of 77.8% [33]. This study uses naive bayes to predict the weight of a newborn infant by using several different attributes from previous studies, namely age, maternal education background, gravida status, hypertension condition and mother’s birth experience.

2. Methodology

Data Set: Sources of data used in this study is secondary data derived from maternal patient status book contained in Medical Record Muhammadiyah Hospital Palembang taken from January until October 2017.

Pre-Processing Data: The data was obtained 250 data, but since there are some lost and ambiguous data, the data used in this study were only 219 data, with attributes involved such as maternal age, maternal gravida, maternal education level, birth-to-birth, hypertension conditions, and birth weight.

Naive Bayes Classifier: Naive Bayes Classifier is one of the classification that works based on the method of Bayes theory. The equation of bayes theory is as follow:

$$P(c|A) = \frac{P(A|c)P(c)}{P(A)}$$  \hspace{1cm} (1)

where $c$ is a class variable, $A$ is a class of data not yet known, $P(A|c)$ is Probability based on condition on hypothesis, $P(c)$ is probability of hypothesis (prior probability), while $P(A)$ ignored because of constant value for all classes. A further description of the Bayes formula is made by describing $P(c|A_1, A_2, ..., A_n)$ using the rules of multiplication.

This is where the assumption of independence is very high (naive), that each instruction is independent of each other. With these assumptions, then apply a similarity as follows:

$$P(A|c) = P(a_1, a_2, ..., a_n) = \prod_{i=1}^{n} P(A_i|c)$$  \hspace{1cm} (2)

the naive bayes classifier can be calculated as follow[42] :

$$a_n(A) = \frac{P(c=+)}{P(c=-)} \prod_{k=1}^{n} \frac{P(a_k|c=+)}{P(a_k|c=-)}$$  \hspace{1cm} (3)

If there is a label that never appears in the event then the way to handle the probability value 0 (zero) is to add 1 piece of data by using Laplace Correction method or also known as Laplacian Estimator method. In this paper the performance of naive bayes is be tested in 3 ways: supplied testing data set, cross validation, where has been taken as 10, and percentile of 66% as training data, 34% as testing data.

Analysis: An analysis of the results of any performance that performed to predict the weight of a newborn, it has been evaluated by looking at prediction accuracy, Precision and Recall for the accuracy of the resulting model.

$$Accuracy\ Prediction = \frac{TP+TN}{TP+TN+FP+FN} \times 100\%$$  \hspace{1cm} (4)

$$precision = \frac{TP}{TP+FN} \times 100\%$$  \hspace{1cm} (5)

$$recall = \frac{TN}{TN+FP} \times 100\%$$  \hspace{1cm} (6)

where TP (True Positive) is data that can be properly calcified on a positive label, TN (True Negative) is the amount of data correctly specified in the negative class. While FP is a lot of data that is recognized as a positive label when the actual value in the negative class, FN (Negative Flase) is the amount of data introduced as a negative class, it is classified as a positive class.

3. Result and Discussion
This study took samples at Muhammadiyah Hospital Palembang. Characteristics studied include maternal age, education, gravida and infant weight, respectively. The data in this study is seen from the installation of medical colleagues and recapitulation books in the obstetrics and gynecology of Muhammadiyah Hospital since January 1, 2017 to 30 September 2017. Some data that have been collected in this research can be seen in table 1.

Table 1. Data of Birth Statistic

| Age  | Education   | Gravida | Hypertensive | Birth | Infant Weight |
|------|-------------|---------|--------------|-------|---------------|
| 19   | Senior High School | 1       | NO           | 1     | Normal        |
| 17   | Elementary school   | 1       | NO           | 1     | Normal        |
| 31   | Senior High School | 2       | NO           | 3     | Large         |
| 21   | Junior High School | 1       | NO           | 2     | Normal        |
| 30   | Junior High School | 1       | Yes          | 3     | Low           |
| 28   | Junior High School | 1       | Yes          | 2     | Low           |
| 28   | Junior High School | 2       | NO           | 2     | Normal        |
| 19   | Elementary school   | 2       | NO           | 2     | Normal        |
| 17   | Junior High School | 1       | NO           | 1     | Normal        |
| 31   | Senior High School | 1       | NO           | 3     | Normal        |
| 27   | Elementary school   | 1       | NO           | 2     | Normal        |
| 25   | Junior High School | 2       | NO           | 2     | Normal        |
| 29   | Diploma             | 1       | NO           | 2     | Large         |
| 23   | Junior High School | 1       | NO           | 2     | Normal        |
| 32   | Senior High School | 2       | NO           | 3     | Normal        |
| 21   | Elementary school   | 1       | NO           | 2     | Normal        |
| 29   | Senior High School | 2       | Yes          | 2     | Low           |
| 21   | Senior High School | 1       | Yes          | 2     | Normal        |
| 38   | Junior High School | 2       | Yes          | 4     | Low           |

From table 1, the age of pregnant women was changed into 4 groups, namely the age of ≤20 years (group 1) as many as 4.6%, 21-29 years (group 2) is 47%, 30-34 years (group 3) is 23.7% and age ≥35 years old (group 4) is 24.7%. The mother's education level is the last education of mothers who are both hypertensive and not hypertensive. From the data obtained that the education of the mothers has about 13.7% for elementary school, 31% for junior high school, 32% for senior high school, 16% for diploma and 20% for undergraduate background education. Gravida mother is divided into 2 namely primigravida (1) and multigravida (2). Primigravida is the first pregnancy, while multigravida is a woman who has been pregnant multiple times. The results showed that 96 people were included in the primigravida group and 123 were admitted to the multigravida group, of which 63 primagravida did not have hypertension, 23 with hypertensive, 85 non-hypertensive multigravidas and 38 multigravidas women with hypertension. The other attribute is condition of hypertension where were also grouped in 2, namely from the group of mothers who had hypertension and mother who did not have hypertension. The attribute as based for classification is status of infant weight. The status of infant weight has been divided into 3 classification that are low (less than 2500 gram), Normal (2500gram-3500gram).

The data obtained actually consists of many attributes, since there are some missing data and the existence of ambiguous data contents then in table 1 is only selected some attributes that will be used in this research, namely age factor, hypertension condition, mother gravida, infant's weight condition, birth, and mother education. Total data obtained is 219 data. In this study the infant weight data is divided into two groups. The first group of 188 data is used as data training and second group 31 as data testing. All types of data are of nominal type since naive bayes work very well on data of a nominal or categorical type. The data in this study then classified as to predict infant weight with the help of WEKA software. The proportion of giving birth mother based on education level can be seen in table 2.
Table 2. Proportion of Giving birth mother based on educational levels

| Attributes          | Class  | Normal | Low  | Large |
|---------------------|--------|--------|------|-------|
| Elementary School   | 20     | 7      | 7    |       |
| Junior High School  | 31     | 12     | 2    |       |
| Sebior High School  | 64     | 10     | 14   |       |
| DIPLOMA             | 4      | 0      | 3    |       |
| Bachelor            | 12     | 0      | 2    |       |
| Total               | 131    | 29     | 28   |       |

In Naïve Bayes we always use Laplacian Estimator to avoid the zero probability caused by the absence of a possibility from a cluster of events. Laplace Correction (Laplacian Estimator) or additive smoothing is a way to handle a probability value of 0 (zero) for example in table 3.

Table 3. Laplacian Estimator of Table 2

| Attributes          | Class  | Normal | Low  | Large |
|---------------------|--------|--------|------|-------|
| Elementary School   | 21     | 8      | 8    |       |
| Junior High School  | 32     | 13     | 3    |       |
| Sebior High School  | 65     | 11     | 15   |       |
| DIPLOMA             | 5      | 1      | 4    |       |
| Bachelor            | 13     | 1      | 3    |       |
| Total               | 136    | 34     | 33   |       |

The proportion of giving birth mother based education level in table 2. The Diploma and Bachelor do not have data for low class, so to avoid the emergence of probability zero we use The Estimator Laplacian, then plus one instant as additional data as 1 data with low classification for education diploma and bachelor, this also should apply to other education levels to keep data consistent. Table 3 is the result table of the Estimator laplacian for Proportion of giving birth mother based on education levels.

Naive Bayes method can be done as follow:
1. Calculating the Value of New Case Opportunities From Any Hypothesis with Existing Class (Label) "P (Ak | Ci)"
2. Calculating the Accumulated Value of Opportunities From Each Class "P (A | Ci)"
3. Calculating the Value of P (Ai | Ci) x P (Ci)
4. Determine the Class of the new Case.

In this study to measure the accuracy of the results of the naive bayes model 3 test options are used as supplied test, Cross Validation, Split Percentage.

3.1. Supplied test set
In this research 188 data is used as training, for testing 31 new data is supplied. Predicted results obtained from WEKA are as follows:

| a  | b  | c  | classified as |
|----|----|----|---------------|
| 15 | 0  | 1  | a = normal    |
| 3  | 5  | 0  | b = Low       |
| 2  | 1  | 4  | c = Large     |

From the confusion matrix the recall value for normal class is 93.8%, the recall value for the low class is 62.5% and the recall value for the large class is 57.1%. The precision values for each class were 75% Normal, 83.3% Low, and 80% Big, respectively. the accuracy of the Naive Bayes model for the prediction of a infant's weight condition is 77.419%, of which 24 can be correctly predicted and 7 data
can not be correctly classified. The results of the confusion matrix show that each data is correctly recognized as normal infant weight, 5 data can be correctly classified as a low-weight infant condition, and 4 data can be correctly classified under conditions of infants with large body weight, resulting in a total accuracy can be calculated as follows:

\[
\text{The Accuracy} = \frac{15+5+4}{31} \times 100\% = 77.419\%
\] (7)

3.2. Cross-validation
In cross-validation, the value of fold 10, where the 188 training data is divided into 10 subset. So, there are 10 tests. Where, each datum is test data 1 times, and become training data as much as k-1 times. Then, the error of the test average k is calculated. Confusion matrix results obtained from Cross validation are:

| a | b | c | <- classified as |
|---|---|---|------------------|
| 122 | 3 | 6 | a = normal |
| 9 | 20 | 0 | b = Low |
| 15 | 0 | 13 | c = Large |

Recall values for each class were 93.1% Normal, 69% Low, 46.4% Large. Precision values of each class were 83.6% Normal, 87% Low, and 68.4% Large. Predictive results show that 122 data are recognized correctly as normal classes and 3 more are recognized as low, and the other 6 are identified as large classification data. There are 20 data that can be recognized precisely as a low class, and 9 again are recognized as normal classes. There are 13 data recognizable as large classes, but 14 more are recognized as normal. So the accuracy obtained is:

\[
\text{the accuracy} = \frac{122+20+13}{188} \times 100\% = 82.4468\%
\] (8)

3.3. Percentage split
On the split percentage the data is divided into 2 groups by percent respectively. In this study 66% of data used as training data, while the remaining 34% of data will be used as data testing. The confusion matrix obtained is:

| a | b | c | <- classified as |
|---|---|---|------------------|
| 39 | 0 | 1 | a = normal |
| 2 | 6 | 0 | b = Low |
| 9 | 0 | 7 | c = Large |

The recall value of each class is 97.5% Normal, 75% Low, and 43.8% Large. Precision values of each class are 78% Normal, 100% Low and 87.5% Large. The accuracy of the model is:

\[
\text{The Accuracy} = \frac{39+6+7}{188} \times 100\% = 81.25\%
\] (9)

The comparison from the three different methods can be seen in table 4.

**Table 4. Comparison of the Naive Bayes accuracy model**

| Test Option            | Recall (%) | Precision (%) | Accuracy  |
|------------------------|------------|---------------|-----------|
|                        | Normal     | Low | Large  | Normal | Low | Large  |          |
| Supplied Test          | 93.8       | 62.5| 57.1   | 75     | 83.3| 80     | 77.419   |
| Cross-Validation        | 93.1       | 69  | 46.4   | 83.6   | 87  | 68.4   | 82.4468  |
| Percentage Split       | 97.5       | 75  | 43.5   | 78     | 100 | 87.5   | 81.25    |
From table 4 can be seen the success rate of system in rediscovering an information (Recall value) for normal class is 94.8%, while for low class equal to 68.83%, and for big class average is 48.97%. Although large classes are only 48.97%, this is because the amount of data that has a large class is not as much data for normal and low classes. The level of accuracy between the information requested by the user with the answers given by the system referred to as Precision from each test option either, the precision value is shown for each class above 50% where, the normal class is 78.867%, for the low class 90.1%, and for large classes 78.63%. The accuracy of each test option also shows the prediction model of Naive Bayes is very well used to predict the infant's weight especially for mothers who are hypertensive.

4. Conclusion
The results of the study and discussion can be concluded that the Bayesian Naive method can be used to predict the weight of infants against the condition of mothers who are hypertensive and non-hypertensive. Naive bayes provide good predictive results with an average accuracy of 80.372%. This study only involves general factors so it is advisable to proceed for more specific data such as conditions during pregnancy and birth such as premature, twins and other factors.
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