Abstract

Recent theories of cognition have begun to go beyond embodiment to think about general mechanisms that may help explain many of our observations about the nature of embodied cognition, and organize how we predict people will perform and react in situations ranging from everyday systems we use, to simulated and fictional experiences both using technology and in more traditional settings. These organizing theories include ideas about the hierarchical predictive nature of cognition, and how brains fundamentally use redeployment of function in order to build new capabilities. In this paper we summarize some of these new ideas in cognitive theories of high-level cognition. Predictive and functional redeployment theories of cognition have implications on how we process and experience presence in virtual environments, how we interact with technological systems in general, and even how and why we immerse ourselves in fictional experiences.
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Introduction

Human beings have recently (evolutionarily speaking) been exposed to a wide range of virtual or fictional experiences, manufactured by our storytellers using technology for many purposes: to teach lessons and skills, to entertain and escape from real life, to motivate people and to impart moral and ethical lessons are a few among many purposes. In this article we are looking at fictional experiences that people participate in, that range from the simple telling of a story using spoken words alone, to plays and novels, up to more recent, immersive technologies for sharing stories and experiences, including virtual and augmented reality. This paper is not intended to propose an all-encompassing cognitive architecture. Instead this paper aims to point out some general underlying processing mechanism, and thus provide a framework for conceptualizing the commonality and differences there are in representations constructed via different media with an emphasis on computer mediated environments. Our brains have an amazing capability to invoke a feeling of being there, and becoming immersed in the virtual worlds, no matter the medium that is used to deliver the experience. This ability to “get into” the story is at the root of how such fictional experiences can affect us emotionally. And in turn, the ability of fictional experiences to engage us is directly responsible for their usefulness in teaching, learning and passing on ideas that we listed as some of the purposes such fictional stories have for humans and society.

A variety of media have been developed that allow creators to direct and support humans to construct representations of virtual experience. On the one end of the spectrum, humans can immerse themselves in virtual experiences even with a few simple well-chosen words. For example, it is not uncommon to see people shed tears when they read novels and poems after they have become deeply invested in the stories. On the other end of the spectrum, humans have been building ever more realistic technology-based environments for the purpose of triggering brains to feel what is happening in the virtual world is real, using increasingly sophisticated tools and techniques. This begs the question as to how these representational media are used in supporting our cognition and imagination. The more concrete and the less abstract the medium is, the more similar the representations humans are directed to construct [47]. From the viewpoint of information processing, it makes the subsequent construction of the representations more spontaneous and less subject to disruptive discussion. There is less negotiation of what the intended representation is. This indicates that we recruit previous experiences in building representations when experiencing virtual worlds. These media direct and support the construction of the representations, and enhance the flow of virtual experiences.

In this article, we wish to examine the ability of such fictional experiences to immerse us in the story in light of modern theories of embodied cognition. Our goal in this article is to discuss the embodiment theories, and understand the implications for how and why they might enable people to successfully immerse...
themselves in fictional experiences. Better understanding this relationship should give many beneficial insights into storytelling. In particular, better understanding theories of cognition and how they affect immersion may enable us to more reliably and more strongly create immersive experiences in our fictional storytelling. This is a desirable goal for many reasons, but for us we will show and argue that higher rates of immersion in the story lead to better outcomes when such fictions are used to teach or educate. Thus more fully understanding how our brains become presents in fictional settings help us to better craft such experiences to enhance their beneficial aspects.

**Predictive Processing: Hierarchical and Predictive Views of Cognition**

Recent theories of embodied cognition have begun to emphasize the hierarchical and predictive nature of cognition [12]. Cognition is hierarchical in nature because it is organized with multiple levels, or layers, with earlier layers typically processing what we would think of as the “raw” or low-level signals from our sensory systems. Or conversely, on the action side of cognition, dealing with the low-level motor command signals sent to our motor muscle systems. Later or “higher” layers appear to be involved with creating and working with ever more abstract embodied representations Fig 1. These represent concepts of the world, and higher-level goals and actions that guide our cognition [20, 21]. Predictive theories of cognition propose that these abstractions are built up using anticipation and prediction to form abstractions, and to test and refine the abstractions against reality.

Cognition appears to be fundamentally predictive because within the hierarchical and bidirectional system of signals, so called higher layers appear to encode a probabilistic model of the activities of the lower layers they interact with. In particular, it seems as if such processing is a type of hypothesis testing, in that the higher levels generate predictions of the activity it expects from the lower levels, and differences in these expectations or predictions by the higher-level layer generate error signals [18, 21]. Subsequently the higher levels will adjust and learn in an effort to meet the actual inputs when experiencing similar context in the future.

Predictive models of cognition are diametrically opposed to symbolic cognition. In classical symbolic approaches, information is gathered by perceptual systems, then converted to symbolic information and processed, the results of which are converted into action plans and actions. In predictive cognitive models, the flow of information is fundamentally more interactive and bi-directional. Also, in predictive models, it is assumed that higher layers send prediction signals down to lower layers they are building abstractions from. Then, prediction errors are propagated from these layers back up to the abstraction/prediction layers, signaling the closeness of the fit of the prediction to the real world phenomenon. This monitoring of errors and propagation of error signals in response to the real world, makes predictive models fundamentally enactive in nature [28, 7].

Contrary to symbolic views of cognition, the brain appears to be performing a type of Bayesian inference and prediction, as one of its most basic functions. That is to say that the fundamentally probabilistic nature of the encoding that the brain makes appears to be similar to Bayesian statistical inference [44, 45]. In Bayesian inference, expectations, prior experience and context, as well as current perceptual inputs and motor action outputs are continually combined, weighed and interpreted in order to make fundamental judgments about the current state of the world, and guide actions in order to carry out and achieve desired goals. Prior probabilities and expectations, as well as judgments about the current reliability of sensory information are all considered when forming hypothesis about the current situation.

In this probabilistic view of cognition, knowledge of the world is provisional. It always represents our current best hypothesis of the real state of the world, given our current perceptions and evidence, combined with our past experience and expectations. In such a system, pieces of evidence are continually competing and cooperating to form a coherent picture explaining the current situation. In this view, the top-down flow of probabilistic inference (or predictions) is attempting to “explain away” any discrepancy or error (propagated back up through error signals) it notices in the predictive models it makes of the lower-level signals [22,15, 22]. In states of great uncertainty, many such competing hypotheses can live and cooperate and compete, until evidence allows the burden of proof to shift in favor of one view or another. When (as will happen more often in novel situations
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**Figure 1:** Functional diagram illustrating principles of hierarchical predictive coding. The top portion represents hierarchical layers across three cortical regions, with the ‘lowest’ layer of the hierarchy on the left, and the highest on the right. Information from senses is projected into the lowest layers. Higher layers send prediction signals to lower layers (blue). Differences between predictions and the current state of the layer are computed, and propagated back up as prediction errors signals (red). Top-down projections (dashed lines) regulate the gain and weights of the prediction units, thus allowing predictions to be refined and learned over time. In the lower part of the figure, the curves represent probability distributions over the value of a signal. Inputs, such as from sensory signals, or projections from lower layers, will always have some uncertainty, represented as probability density functions. Input can be more or less noisy. Likewise, predictions are probabilistic, and can be more or less likely given the inputs and past experience [52].
and hopefully less often in familiar ones) an incorrect conclusion is reached, the error signals can sometimes persist, and drive the system out of the equilibrium it has reached, in search of a better set of predictions that encompass and explain more of the current situation.

Take the phenomenon of perceptual illusions of all types (visual, auditory, proprioceptive), say for example the Necker cube illusion [16, 48]. The perception that the two orientations of the Necker cube coexist simultaneously occurs because there is in actuality no real three dimensional object being perceived. The perceptual cues interact with our past experience of three dimensional objects, but the evidence is equally supportive of two competing orientations of the perceived object. Thus top-down predictive processes, which attempt to relax the system into a (hopefully) correct interpretation of the existing evidence, can never successfully explain away the error signals generated in the predictions. Therefore the system can flip between the two incompatible conclusions, since there is in fact no real ground truth, and both hypotheses are fully compatible with the available evidence. These types of unreal situations, or perceptual illusions, are examples of experiencing fictional realities, and how our brains drive past experience and memory in order to interpret such fictional realities.

The common view of such illusions has been that they provide insights into the errors that our cognitive systems make when perceiving the world. This view is only partially correct. Such illusions give us insights into the types of assumptions and prior probabilities our cognitive systems make when trying to understand perceptual/motor signals. However, under the assumption that brains are Bayesian inference machines, it would be more correct to say that such illusions are the result of an optimum probabilistic judgment, where the prior probabilities and assumptions, which are perfectly reasonable (and optimal) to make in most ordinary circumstances, lead to (consistently reproducible) erroneous conclusions from the data [24, 48].

Predictive views of cognition are important because they allow us to unify and begin to explore common mechanisms that seem to underlie perception, action and attention. In the predictive model, all of these processes are performing the same type of calculation under different contexts. In all these cases, the main task is to reduce prediction error, error that results from active and embodied interactions with the environment. The longer-term goal is to learn environmental structures through the basic mechanism of prediction and correction from the errors of the predictions. In short, the predictive cognitive model is a basic mechanism of prediction and correction from the errors of the predictions. In functional redeployment, the general processing mechanism being proposed means that reuse and redeployment of circuits would both be expected and would be a common and highly effective method to make (re)use of scarce cognitive resources [3]. Since higher-level layers are simply modeling and predicting an abstraction of the activity of a lower-level (and generating an error signal), it is most economical that other layers reuse an existing layer when dealing with a novel situation or in a new context. This can take the form of a new type of model or prediction being created that reuses an existing lower-level layer. Or it could take the form of lower-level signals being generated

![Figure 2: Logical possibilities for the functional organization of brain circuits. a) illustrates a modular functional organization of two tasks in the brain. In a modular organization, we would expect little to no overlap between brain circuits, functions would be largely segregated. b) illustrates a holistic organization. Holistic views of organization propose that functions are not localized at all, all brain areas will be used for all functions. c) illustrates the functional pattern we would expect to see if neural reuse is common. There is high overlap between areas used for the two tasks (reuse), but for each task they cooperate in different patterns with different partners. Network analysis of brain functional connectivity appears to support reuse as the primary functional organization used by the brain [4]].
in a new context, one in which they were not originally evolved for. Whenever a neural circuit evolves for one task, but is of use to a later evolving feature, it will be reused or exapted by the new feature. Because of the ubiquitous reuse and conservation of neural circuits, we expect and in fact see patterns of cognitive functions that are best viewed as the result of this sharing of common circuits across differing domains such as perception, action, and language.

This type of reuse and sharing is in some ways similar to the sharing of code for software engineering systems. When code is first created, it is often with a particular purpose in mind. But as the code is used and matures, useful parts of the code are often identified. These are then refectories into libraries and packages. These reusable modules can then serve the original function, but can be reused by new functions and new systems. And this process can continue and accelerate for several levels of complexity (abstraction). Some of the biggest software systems are constructed in this manner, as hierarchical reconstruction and exaptation of small software modules into larger and larger functional systems. It seems reasonable to propose such functional redeployment of the existing cognitive repertoire when users interact with computer mediated and other fictional environments. Such a view of reuse is a significant help in understanding perception and performance in virtual experiences, where there is sometimes overlap with existing neural circuit expectations, and sometimes mismatches in those expectations.

Neural reuse differs from the normal idea of neural plasticity in brain organization and development. Plasticity, as understood, is the idea of neural circuits being able to be repurposed or relearn new functions, if their original function is lost or damaged. For example, a blind person may repurpose neural circuitry that originally evolved for visual processing in order to do more auditory processing of their environment. Neural reuse, on the other hand, is when existing neural circuitry acquire a new use or function that differs from their original purpose. Interesting examples of forced neural reuse are the sensory substitution experiments of Bach-Y-Rita [6]. For example, electrical stimulation of the tongue or chest in a crude visual image can be learned to be perceived as visual images through these unorthodox sensory channels. In this case, an existing neural circuit is used for new functionality. Presumably the higher level abstractions used in recognizing visual objects make new connections (predictions) to the low level tactile sensors being stimulated by the electrical devices, in order to predict object perception from this novel sensory input. In these experiments, the goal is usually to learn to navigate the environment using this novel sensory input. Thus, error signals are propagated to the newly formed predictive connections through attempts to navigate the environment, and identify and not bump into objects being encountered.

There are many examples of reuse of neural circuits in the literature that helped shed some light on why understanding overlap or reuse of function is important for theories of experiencing virtual or fictional realities. For example, there are many studies showing overlap of functions in the domain of understanding and using numbers. There is increased activation in the areas used to control the fingers when performing arithmetic operations verbally, such as addition and multiplication [5, 50].

Theories that don’t propose reuse of function as a fundamental concept in cognition are hard pressed to predict such types of activation. However, when we consider how in early learning we use fingers as markers to aid in understanding counting and basic mathematical operations, we can see how such motor circuits may be exapted to become involved in higher level cognitive numerical processes. Relations like these, then, can illustrate some of the ways designed systems and virtual realities can run into problems. When performing tasks that might need fine finger motor control, if mathematical calculations (even of simple arithmetic) are needed, there is likely to be significant interference in the tasks.

In the context of virtual or fictional experiences, the concept of neural reuse obviously has significant implications. Our training through society to be able to be immersed in stories relies on learning to build connections that can be invoked by words, so that we imagine ourselves in the skin of the protagonist. In technological systems, like virtual reality, the connections are even stronger. Designers of virtual reality systems, within the limit of the technology, strive to present visual, auditory and other stimuli that mimic or approximate those we normally receive through our eyes and ears (within the limits of the current state of the technology). Of course, differences in the abilities and capabilities of the technology to match real life put a limit on what can be achieved, and thus we are forced to consider what effects can be achieved in immersing the person in the experience, given lower than real life capabilities for the visual, auditory or other input stimuli that we can present.

Neural reuse has important implications for interference that may occur when designing human-computer interfaces or in general when using any system in which we want to minimize cognitive overload. Information about the overlap of neural functions is an important tool that must be kept in mind by the designers of systems with which people will interact. Why some types of information can be delivered with ease simultaneously, while others will invariably cause attention to be split and interfere with one another are often consequences of the reuse of cognitive circuits being utilized for different types of tasks. This reuse and interference is also a possible explanation for why immersion sometimes fails for virtual environments for given technologies, but is much better in other instances. Increasing attention to the overlap and reuse of neural circuits is an important component for cognitive models if we wish to apply them to building less cognitively taxing and more immersive technological systems [30].

Virtual Environments and Feelings of Presence

Researchers in the virtual environments and telepresence community have developed and tested various theories of VR and how users experience and interact with such virtual systems. Current theories tend to split user experiences into two parts. Immersion refers to a system’s technical capability in engaging
the users’ attention in the virtual experience while presence refers to the users’ feeling of their bodies being transported into the virtual space [31, 32]. Presence, as a state of conscious experience, is multidimensional, including spatial and social aspects, among others. Earlier work in the VR community focused on spatial presence. As the technical capability of virtual environments advances, instead of looking at various categories of presence, some researchers proposed the distinction between place illusion (i.e., spatial presence) and plausibility illusion (i.e., treating events as if they are real) [37]. To experience presence, users need to take on a virtual body, perform actions from the first person perspective in the virtual environment, and be provided with the sensorimotor contingency of their actions.

A variety of measures have been used in determining the level of presence experienced by users in a virtual experience: (a) the subjective reports of users’ conscious reflections of their experiences in the virtual environments; (b) the behavioral measure of user responses to the events, and (c) physiological measurements of users’ bodily reactions to the experience. Presence is perceived to be a multilevel representation, from unconscious arousal to conscious volitional responses [32]. The more that measure such as those just mentioned are consistent at different levels and point in the same direction, the greater the presence that will be experienced by the user of a virtual environment. For example the Milgram obedience study, where people would agree to deliver a lethal electric shock to strangers upon the request of an authority figure, was replicated in a virtual environment setting [38, 39]. As in the original study, participants administered word association learning and memory tasks to a virtual learner in the virtual environment reprisal of the study. Some participants saw and heard the avatar’s protestations of pain, whereas others communicated with the virtual learner through a text interface only. As the virtual learner made mistakes, the voltage of electric shocks progressively went higher and higher. In both conditions, participants delivered the highest voltage (450 volts) to the virtual learner, an amount that would kill a real human. More participants did so in the text only condition than the text only condition.

In this virtual reprisal of the Milgram study, the skin conductance level (i.e., overall sympathetic arousal) and skin conductance responses (i.e., transient arousal) were measured and were significantly different between the two conditions. Even though it was not necessary to wait after hearing the learner’s wrong answers and delivering the shock to the learner, participants in the learner visible condition waited significantly longer. Participants in the learner visible condition also reported greater self-awareness of physiological responses (e.g., ‘trembling or shaking’, ‘face becoming hot’). Knowing that the virtual learner cannot be truly harmed, people acted as if their actions had exerted effects on another human. The visibility of the virtual learner’s pain and frustration was very important for triggering the plausibility illusion.

Place illusion, the feeling of being transported to a location when experiencing a virtual reality, was found to be highly reliant on natural sensorimotor contingencies delivered through head tracking. Plausibility illusion, the feeling that what appears to be happening is really happening, depends on the correlation of self-actions with the expected events that should co-occur in the virtual environment. The user possessing a virtual body is critical to both types of presence experiences. A direct comparison of the impact of immersion on presence was reported in a study where users were first placed in the highest level immersive system and progressively transitioned to a slightly lower immersive system [42]. By changing a single parameter at a time, such as the virtual body possessed by the user, the study showed that plausibility is critically affected by such co-occurrence relations. Even though the issue of how plausibility contrasts with spatial presence remains to be fleshed out, subsequent studies appear to converge on finding that the physical basis of presence depends on: (a) the user having a virtual body; and (b) the user experiencing appropriate sensorimotor contingencies. Slater and colleagues subsequently conducted various studies testing this sense of embodiment [38] and found that embodiment in a virtual environment needs both strong place and plausibility illusion in order to occur. Some other group focused on the virtual world’s simulation training. The most familiar examples of these, both in current and past systems, include simulations of real world tasks, such as flight simulators or surgical training [35].

There have been many studies performed that link more immersive experiences to better learning and transfer of skills. Immersion in a virtual environment allows people to experience situations from multiple perspectives. A virtual experience allows one to learn skills or lessons in a situated learning or context dependent manner, which has been shown to be one of the most effective ways of gaining experience. We learn best when we practice things in the actual context in which we will have to apply them. Further, virtual environments allow for the transfer of learned skills and lessons, because we can experience things in a relatively safe way but still have the situated context that improves retention and transfer. All of these ways of enhancing the learning process have been shown to be positively tied to the level of immersion of the virtual experience [13].

Compared with verbal learning, situated learning capitalizes on the developed neural circuitry more fully. It is a powerful pedagogical technique, but one that is not widely used in the classroom. In the physical sciences, laboratory sections of courses are examples of situated learning, where experts in procedural techniques lead students through experiments and procedures with well-known results but that pedagogically demonstrate lessons about the subject while simultaneously exposing students to techniques needed to carry out and understand such results. But in general it is well accepted that situated learning provides many benefits, and is a very effective techniques for learning and transfer of skills [2]. In many cases, a controlled situated learning experience (like a course laboratory section) is not possible, economically or because of safety reasons. Thus virtual or computer mediated environments have been explored, to address both of these points and to provide a simulation of
a situated experience. The benefits of virtual environment for transfer and serious purposes have been well shown and are familiar for task learning situations, such as flight simulators and driving simulators. In the case of these complex motor skill task simulators, the big benefit is that the learned skills can be successfully transferred from the simulation to the real world tasks. This has been successfully done for many such psychomotor digital skill simulators. But, even for more abstract types of tasks, immersive environments with some sort of situated context have been shown to provide some level of transfer to the real world to some degree [33].

So far we have reviewed some of the important concepts in computer simulated environments, and how presence and immersion in these environments can vary and affect various aspects of performance and training. This raises the question of how embodied views of cognition, especially in light of hierarchal predictive models and neural reuse perspectives of cognition, affect and inform ideas of performance in fictional environments and realities. In the next section, we look at prediction error and processing fluency concepts, and relate these to experiences in virtual environments.

**Prediction Error, Processing Fluency and Presence**

In the hierarchical predictive view of cognition, upper levels of the neural circuitry have the goal of reducing prediction error on the generated error signals. This can be accomplished through several mechanisms, such as refining the models with more specialized cases, or generating new classes of models, if necessary, to capture context or concepts the system can now infer given its existing history of inferential machinery. The success of the predictive experiences can be viewed on a spectrum. On the one end, we have a model that achieves perfect prediction, where all inputs are explained and no error signals generated. On the other end of the spectrum, we have no model whatsoever of what we are experiencing, and thus cannot explain or predict any of the information being received.

Learning theory says that there is an optimal location on this spectrum in which we can maximally learn new information (or maximally learn and build better inferential predictive models) [27]. This zone for optimum learning (Zone of Proximal Development, see a review in [10, 46]) occurs when the error signals from our predictions are somewhere in the middle of the spectrum. When we do well at predicting and performing, there is little new information being generated and little opportunity for us to learn new things. Learners in such a situation are not being challenged by the task, and thus are prone to become bored, and possibly let their mind wander. At the other end of the spectrum, if we are too far over our head in terms of the task difficulty, we simply do not have enough predictive machinery in place in order to successfully model and make new predictive inferences from what we are experiencing. Only when the error signal is high enough, but not too high, are we being significantly challenged such that we can maximize our learning gains, but not be overwhelmed with too much new information that needs to be integrated.

Hierarchical predictive learning systems must have as a fundamental motivation the desire to try and minimize the prediction errors being experienced. But this fundamental motivation must also be balanced by other goals that seek to maintain the health and well-being of the organism. A sensory deprivation environment would provide an ideal situation to achieve zero prediction errors, but organisms that only seek this type of error minimization would not be able to maintain living and other bodily and reproductive needs for long. At the other end of the spectrum, we can imagine experiencing almost perfect prediction (zero prediction errors) but while performing a very complex and important task. In such a state, the processing fluency is very high. World class athletes and performers are most often thought of as examples of such high fluency in task performance, though almost all of us who attain some level of expertise in a field can and do experience this state of almost perfect cognitive functioning and very low prediction errors in performing tasks from time to time.

In the context of using virtual environments or fictional training scenarios for serious purposes, our goal is to better understand how the predictive machinery is harnessed in order to reuse existing cognitive machinery in order to learn from the experience. Certain guidelines thus become apparent in the context of modern theories of embodied cognition on how we can improve the sense of presence and immersion in such virtual experiences to thus increase engagement and interaction within them. We propose the following ideas or guidelines in this context:

- Users naturally and automatically lower their expectations at the onset of interactions with a virtual or computer mediated environment.
- In the process of interacting with a simulated environment, mismatches between the expected and actual signals produce prediction errors that lead to jagged processing fluency.
- Processing fluency is not presence, but presence entails processing fluency.

First, we propose that users automatically lower their expectations at the onset of interactions with virtual environments or other less realistic media. This reduces the prediction errors and enhances the processing fluency. This adjustment explains why stimuli with minimum realism can trigger the experience of immersion. Second, in the process of interaction, mismatches between expected and actual signals produce prediction errors and lead to jagged processing fluency. When the jagged processing fluency reaches a certain point, the experience of presence will be lowered or breaks down. These prediction errors are usually more of an issue with low-level perceptual/motor cues that can sometimes be improved by increasing the fidelity of the virtual environment we are using for the training. But improving the technology is not always reasonable, or even possible, so we might want to influence top-down processes to maintain or enhance the processing fluency.
Third, processing fluency is not presence, but presence entails processing fluency. Presence in a virtual environment is achieved when the user forgets the unreality of the situation, and feels as if they are experiencing a real event. People can experience processing fluency but still not forget the unreality of the situation they are experiencing. For example, people can be in a flow while playing with a simple and fun game. When we control the range of the prediction errors of our cognitive machinery, and thus are performing the task more naturally, without having to consciously think about the details of how we are performing the task and interacting with the environment, then we are in a state of flow. Training and engagement in computer simulated environments will need to be able to reliably reach such levels, if they are to be successful in achieving their learning goals.

How Predictive Processing Fluency Effects Experiences in Virtual Environments

Many of our existing cognitive circuits that encode prior assumptions of experiences and events are retooled and redeployed when we experience a simulated or fictional experience of many different kinds, from simple story telling to experiences in virtual reality simulations. The prior assumptions our cognitive systems make about our actions and perceptions should be greatly affected by the semantic visual and proprioceptive properties of objects we are holding. Consider the effectors we use inside of a VR experience in order to control our interactions in the environment. For example, the Microsoft Kinect (TM) interface allows users to interact with a computer mediated environment using hand, arm and leg gestures. Users can interact with the environment when their hand is empty, or they can instead interact while holding a tool, such as a screwdriver or knife. If the user is performing tasks within the computer mediated environment that are “screwdriver like” or “knife like”, the different controllers cue up somewhat different expectations about the subsequent processing hierarchy and lead to differences in predictions from the top down layers. For example, if there is an inconsistency in the tool being held (a knife) and the task it is being used for (hammer a nail) then the signals generated by the low-level sensory motor system will yield more prediction mismatches. Thus predictions will yield mismatches, which will generate error signals bi-directionally from the sensory motor system. When such incongruence exists between the user’s controller and the tool the avatar representing the user in the VR appears to be using, greater adjustments for the next predicted perceptual cue are needed in the processing hierarchy, which can effect or break the feeling of immersion in the task.

There is evidence for such functional retooling and redeployment. Experiences of users in virtual environments are known to be very sensitive to temporal time lags [1, 26, 36]. In fact, even with a very high definition system, unacceptable time lag of feedback signals in response to head tracking or arm/limb positioning are known to immediately throw the user out of feeling immersed in the experience [26]. And vice-versa, even low-fidelity environments can be highly immersive, when they give immediate responses to actions, with no perceivable lag in the system responding to the users actions. Such sensitivity to temporal consistency and inconsistency with expected results should not be surprising given a predictive and enactive view of cognition.

More evidence for such retooling and redeployment comes from the rubber hand illusion (RHI). By simultaneously tapping and stroking a rubber hand and a person’s hidden real hand, the person experiences the illusion as if the rubber hand were his / her own [8]. This illusion has been demonstrated with a virtual arm [41] and a whole manikin body viewed from the first-person perspective [29]. The setup for such illusions does not occur naturally, so the cognitive machinery has no prior probabilities that would allow for such artificial manipulations. The urge of processing fluency is so powerful that we retool and redeploy our body representations even with the conscious awareness of what is actually happening. This retooling and redeployment effect has been extended to the marble-hand illusion [34]. A person’s hand was gently hammered, and gradually the sound of a hammer hitting a piece of marble was synchronized to co-occur with the hammer taps. Five minutes later, the person began feeling a stiffening of their hand, as shown by Galvanic skin responses.

The simplest and most obvious predictions to develop are those where motor actions should result in immediate effects. These tightly-coupled perception/action immediate cause and effect predictions are important building blocks in our cognitive machinery. Because of the relative ease with which such predictions can be developed, we would expect them to occur relatively low down, at lower levels, in the hierarchy of models and predictions. Thus, failures at these levels have many more opportunities to disrupt higher-level conceptual models that are using them to maintain coherent predictions. That is to say, we would expect that when prediction errors occur at more fundamental levels of the hierarchy, they will possibly disrupt many higher-level theories or conceptual frameworks the brain might be trying to maintain. Lower-level prediction circuits would be expected to be making more fundamental predictions, and to be used by many more high-level conceptual frameworks for constructing reality. When errors at these lower levels cannot be mitigated by the machinery, the result is a quick breakdown of being able to work within the virtual environment, and maintain feelings of presence with what is being experienced. For example, in the context of virtual environments, it can be as important to induce motor movements that are compatible with expectations of the user when performing a task, as it is to produce realistic visual inputs. Motor movements are a very powerful trigger (or disruptor) of feelings of presence in experiencing a virtual environment [49].

Conclusion

We discussed how the hierarchical predictive coding theory can be used as an overarching cognitive processing framework for understanding the minds of virtual media users. Given that humans weave their previous experiences into their virtual interactions, the brain as the hypothesis generation machine would deploy and adapt if necessary the neural circuits that are functionally closest to the ongoing virtual worlds. The design of
a natural and productive human computer interaction lies not only at the alignment of the virtual and real worlds but also at the invoking of the relevant personal history.

Many other factors can influence how involved we get in a virtual experience. Our motivation, valence systems, involvement, personal history and personal differences can all factor into the experience. Top-down processes drive the cognitive experience to a coherent and meaningful interaction with the task environments we are consuming. When we are successfully immersed in the experience, the top-down predictive models successfully suppress, ignore or cordon off inconsistent or contradictory information that can threaten to take us out of the experience. Conversely, the top-down processes can also work in the other direction, in order to enhance and detect such inconsistencies, thus allowing us to pick apart the experience and detect the unrealistic aspects of the computer mediated or fictional environment.

Given this understanding of how internally our goals and personal differences can influence the immersive experience, and given that immersion is a desirable quality to achieve for many reasons, we should conclude that we need to take such factors into consideration when designing a virtual experience, in order to maximize the effectiveness of the scenario we wish to create. The better designs and devices are at cueing up users’ personally, hedonically or motivationally marked experiential basis, the more natural and productive the interaction experiences are. The better designs and devices are at aligning users’ mental states, the greater audience potential the design will enjoy.” completely here.
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