Geometric Case Based Reasoning for Stock Market Prediction
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Abstract: Case based reasoning is a knowledge discovery technique that uses similar past problems to solve current new problems. It has been applied to many tasks, including the prediction of temporal variables as well as learning techniques such as neural networks, genetic algorithms, decision trees, etc. This paper presents a geometric criterion for selecting similar cases that serve as an exemplar for the target. The proposed technique, called geometric Case Based Reasoning, uses a shape distance method that uses the number of sign changes of features for the target case, especially when extracting nearest neighbors. Thus, this method overcomes the limitation of conventional case-based reasoning in that it uses Euclidean distance and does not consider how nearest neighbors are similar to the target case in terms of changes between previous and current features in a time series. These concepts are investigated against the backdrop of a practical application involving the prediction of a stock market index. The results show that the proposed technique is significantly better than the random walk model at $p < 0.01$. However, it was not significantly better than the conventional CBR model in the hit rate measure and did not surpass the conventional CBR in the mean absolute percentage error.
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1. Introduction

Traditionally, the prediction of stock markets has relied on statistical methods including multivariate statistical methods, autoregressive integrated moving average (ARIMA), and autoregressive conditional heteroscedasticity (ARCH) models. Recently, deep learning and other knowledge techniques have been extensively applied to the task of predicting financial variables. Case-based reasoning (CBR) is one of the most popular methodologies in knowledge-based systems. CBR solves a new problem by recalling and reusing specific knowledge from past experiences [1]. Research on stock prediction using the CBR technique is lacking, but CBR is used for both research and practical applications in many areas such as medical diagnosis, recommendation systems, cybersecurity detection, and others.

This paper shows how CBR can be applied to stock prediction using a geometric criterion for selecting similar cases to serve as an exemplar for the target. The proposed technique uses a shape distance method that uses the number of sign changes of features for the target case, especially when extracting nearest neighbors. Thus, this method overcomes the limitation of the conventional CBR in that it uses Euclidean distance and does not consider how nearest neighbors are similar to the target case in terms of changes between previous and current features in a time series. We investigated
these concepts against the backdrop of a practical application involving the prediction of a stock market index.

The rest of this paper is organized into five sections. Section 2 reviews CBR as a knowledge discovery technique. Section 3 introduces the proposed technique, which is called geometric CBR. Section 4 presents the case study. Section 5 discusses the results of the study. Finally, the concluding remarks are presented in Section 6.

2. Literature Review

2.1. Case-Based Reasoning

Case-based reasoning (CBR) is an approach for solving a new problem by remembering a previous similar situation and reusing information from, and knowledge of, that situation [2]. This concept assumes that similar problems have similar solutions, so CBR is an appropriate method for a practical domain focused on using real cases rather than rules or knowledge to solve problems. A general CBR cycle was described by the following four processes by Aamodt and Plaza [2]:

1. RETRIEVE the most similar case or cases.
2. REUSE the information and knowledge in that case to solve the problem.
3. REVISE the proposed solution.
4. RETAIN the parts of this experience likely to be useful for future problem solving.

According to this process, CBR solves a problem by retrieving one or more previous cases, reusing them to solve the problem, revising the potential solution based on the previous cases, and retaining the new experience by incorporating it into the existing case-base [2].

Conventional methods of prediction based on discrete logic usually seek the single best instance, or a weighted combination of a small number of neighbors in the observational space. An intelligent learning algorithm should therefore consider a “virtual” or composite neighbor whose parameters are defined by some weighted combination of actual neighbors in the case set. In this way, the algorithm can use the knowledge reflected in a larger subset of the case set rather than the immediate collection of proximal neighbors [3–11]. The procedure for case reasoning using composite neighbors and the Euclidean distance method is presented in Figure 1.

| Step 1. | Begin with current case $x(t)$. |
| --- | --- |
| Step 2. | Seek the $j$ neighboring cases $x(t_i)$ in the past which are closest to $x(t)$ according to the distance function: $d_i = [x(t_i), x(t)]$. |
| Step 3. | Compute the sum of weights: $\sum_{i=1}^{j} d_i$. |
| Step 4. | Determine the weight of the $l$th neighbor: $w_l = \frac{1}{\sum_{i=1}^{j} d_i} \left[ 1 - \frac{d_i}{d_l} \right]$. |
| Step 5. | Find the successor $x(t_i + 1)$ of each case $x(t_i)$ in the set of neighbors. |
| Step 6. | Calculate the forecast for $t + 1$ as the weighted sum of successors: $\hat{x}(t + 1) = \sum_{i=1}^{j} w_i \cdot x(t_i + 1)$. |

Figure 1. Predictive procedure using a numerical distance.

One of the issues with using a conventional CBR is that many previously experienced cases must be retrieved. The conventional CBR technique tends to retrieve a fixed number of neighbors in observational space. Thus, it always selects the same number of neighbors irrespective of an optimal number of similar neighbors according to target cases. This fixed number of neighbors raises a problem when some target cases should consider more similar cases while others should consider fewer ones. A problem occurs with conventional CBR when there are too many cases equidistant to target cases. Thus, it does not guarantee optimal similar neighbors for various target cases, which leads to the weakness of lowering predictability due to deviation from desired similar neighbors.
Chun and Park [8] suggested a model to find the optimal neighbors for each target case dynamically. Park et al. [10] suggested a new case extraction technique called statistical case-based reasoning (SCBR), which dynamically adapts the optimal number of neighbors by considering the distribution of distances between potential similar neighbors for each target case.

Conventional CBR using Euclidean distance does not consider how nearest neighbors are similar to the target case in terms of changes between previous and current features in time series. This paper proposes a new similarity measure called shape distance which compares how rise and fall signs between a target case and possible neighbors are similar to each other.

2.2. Case-Based Reasoning in Financial Area

CBR has been intensively exploited to solve problems in the domain of finance, including the predictions of corporate bond ratings [12–14], business failure [15–18], financial distress [19–21], bankruptcy [22–26], financial risk [27], real estate valuation [28], cost estimation [29], and prediction of the stock market [6,8,9,14].

Although recent research on stock prediction using the CBR technique is scarce, CBR is used in many areas such as medicine [30–36], recommendation systems [37–39], and cybersecurity [40,41].

3. Methodology

In this paper, we propose a shape distance method that selects nearest neighbors according to a slope similarity between two cases. In financial forecasting, hit rate in stock prediction may be an important decision tool for those who invest money in the stock market. Conventional CBR has focused on a numeric distance method and does not consider how possible cases can be similar to the target case in terms of features’ shapes. We developed Kim and Kang’s [42] distance measurement method for retrieving neighbors. Before explaining shape similarity, we first introduce the concept of numeric distances, which are used in conventional CBR methods.

3.1. Numeric Distances

The numeric distance refers to the conventional approach for determining the distance between two cases. Numeric distance is based on the differences of multiple features (or instances) between the target case and other learning cases in a stored case box. If one scalar target case \( x_i \) has \( m \) instances (or features), \( m_i = \{a_{1i}, a_{2i}, a_{3i}, \ldots, a_{mi}\} \); then, the distance between \( x_i \) and \( x_j \) is given by Equation (1):

\[
d_f = (a_{1i} - a_{1j})^2 + \ldots + (a_{mi} - a_{mj})^2 = \sum_{k=1}^{m} (a_{ki} - a_{kj})^2
\]  

(1)

More specifically, if one vector target case \( X_i \) has \( n \) consecutive time series data and each consecutive datum has \( m \) features (or instances), then the feature distance between two cases \( x_i \) and \( x_j \) is given by Equation (2):

\[
D_f = (x_{i-n+1}^T - x_{j-n+1}^T)^2 + \ldots + (x_i^T - x_j^T)^2 = \sum_{k=0}^{n-1} (x_{i-k} - x_{j-k})^2
\]  

(2)

Distance metrics can be used, such as the standard Manhattan distance or Gaussian distance. When the metric of choice is the standard Manhattan distance, the previous relationship becomes Equation (3):

\[
D_f = \sum_{k=0}^{n-1} |x_{i-k} - x_{j-k}|
\]  

(3)

In this paper, we use one vector target case \( x_i \), which has one day of stock information and has 4 features (or instances) such as open, high, low, and closed stock prices.

3.2. Shape Distance Method

Time series data may be characterized by their pattern of behavior in terms of rises and falls. Thus, when selecting neighbors, the slopes corresponding to two regional trajectories may be compared.
to assess the similarity between two cases. Signs such as rises and falls between previous and current stock prices can be a simple shape distance. To understand this new distance method, consider a scalar variable such as the price of a stock. For example, let \( x_t \) denote the price of a stock at specific time \( t \) and \( m \) instances (or features), \( m_t = [a_{t1}, a_{t2}, a_{t3}, \ldots, a_{tm}] \). If we consider \( n \) consecutive time series data and each consecutive datum has \( m \) features (or instances), \( x_i \equiv (x_{t-n+1}, \ldots, x_{t-1}, x_t)^T \). Thus, we have a sequence of \( s \) consecutive time series data, \( S_t \equiv (\text{sign} \cdot x_{t-s+1} \cdot \text{sign} \cdot x_{t-s+2} \cdot \ldots \cdot \text{sign} \cdot x_{t-1} \cdot x_t)^T \). Let \( s_t \) denote the sign for observation \( x_t \) from the previous value \( x_{t-1} \). We denote a difference in successive observations as follows (Equation (4)):

\[
s_t = x_t - x_{t-1}
\] (4)

If there are \( n \) cases in a stored case box and if \( x_t \) is a target case, then the shape distance between two cases \( x_t \) and \( x_n \) is defined as follows (Equation (5)):

\[
d_t = n - \sum_{k=1}^{n} U(S_t \ast S_{t-k})
\] (5)

where \( U \) denotes the unit step function. The binary function \( U \) equals 1 if \( S_t \) and \( S_{t-k} \) are both positive or both negative, and zero otherwise. When no matches in sign occur, the shape distance attains a maximum of \( d_t = n \). Conversely, the shape distance reaches its minimum of \( d_t = 0 \) when all \( n \) pairs of slopes match. For simple analysis, we consider a one-day case as a target case. Thus, \( x_t \) has one day of information \( (x_t) \) and has only 4 instances: open, high, low, and closed stock prices. Figure 2 presents the procedure for selecting nearest neighbors using shape distance.

| 1. Perform exploratory data analysis (EDA): identify overall patterns and outliers. |
| 2. Transform data for comparability (for example, differencing). |
| 3. Perform a CBR machine. |
| a. Obtain a shape information (fall or rise) from comparing a target case \((t)\) with previous time series data \((t-1)\). |
| b. Seek the \( j \) neighboring cases \( x_{t} \) in the past which are closest to \( x_{t} \) according to the distance function: \( d_t = n - \sum_{s=1}^{n} U(S_t \ast S_{t-s}) \). |
| c. Compute the sum of weights: \( d_T = \sum_{s=1}^{j} d_s \). |
| d. Determine the relative weight of \( k \)th neighbor: \( w_i = \frac{1}{j-1} \left(1 - \frac{d_i}{d_T}\right) \). |
| e. Find the successor \( x_{t+1} \) of each case \( x_{t} \) in the set of neighbors. |
| f. Calculate the forecast for \( x_{t+1} \) as the weighted sum of successors: \( \hat{x}(t + 1) = \sum_{i=1}^{j} w_i x(t_i + 1) \). |
| g. Do loop from a to f until a final period of prediction in the test phase. |
| 4. End Case Based Reasoning. |
| \( \rightarrow \) Calculate result from the model. |
| 5. Detransform the variables. |
| \( \rightarrow \) Analyze results. |

**Figure 2.** Predictive procedure using a shape distance method.

### 4. Application to Stock Market Data

#### 4.1. The Data

With this case study, we aimed to investigate the effect of the proposed technique’s predictive performance in forecasting a stock market index. The case study involved the prediction of the Dow Jones Industrial Average Index (DJI) for two experiments. The first experiment used a large data set for a learning phase which includes daily values starting from 29 January 1985. This is the largest possible dataset that can be obtained using Python from Yahoo Finance. The corresponding Python library is web.DataReader ("^DJI", ’yahoo', start='1985-01-29', end='2020-03-20'). Therefore, for the first case
study, the learning phase consisted of 8551 observations from 29 January 1985 to 31 December 2018, and the testing phase consisted of 307 observations from 2 January 2019 to 20 March 2020. The second experiment dealt with a relatively recent dataset beginning from 2006. The learning phase consisted of 3271 observations from 3 January 2006 to 31 December 2018, and the testing phase consisted of 307 observations from 2 January 2019 to 20 March 2020. The raw variables for DJI prediction were as follows:

*Opening value (Open).* The value of the Dow Jones Industrial Average Index (DJI) at the beginning of the trading day.

*Daily high (High).* The high value for the DJI.

*Daily low (Low).* The low value for the DJI.

*Daily close (Close).* The close value for the DJI.

### 4.2. Model Construction

An exploratory plot of the Dow Jones Industrial Average Index (DJI) is given in Figure 3. Other exploratory plots for the raw data series are shown in Figures 4 to 6. Figure 4 depicts the trajectory of the opening value of the DJI. Figure 5 plots the high value of the DJI, and Figure 6 displays the low value of the DJI.

![Figure 3. History of the Dow Jones Industrial Average Index (DJI) from 3 January 2006 to 20 March 2020.](image-url)

In constructing the predictive model for the DJI, the input variables were first transformed. For financial variables, stationarity can often be obtained through a logarithmic and a differencing operation [9]. However, because the data we used in the case study did not need to eliminate the effects of measurement units among variables, only a differencing procedure was performed. For example, opening value at time $t$ (Open$_t$) was transformed to be $d$Open$_t$ (Open$_t$ - Open$_{t-1}$) through the differencing procedure. Other input variables such as High$_t$, Low$_t$, and Close$_t$ were transformed to be $d$High$_t$, $d$Low$_t$, and $d$Close$_t$, respectively. As shown in Figure 7, these variables were used for the prediction engine of geometric CBR to produce the predicted value of $d$Close$_t$. Then, finally, the predicted value of the closing price at $t + 1$ ($p$Close$_{t+1}$) was obtained from a de-transforming procedure by adding the predicted value of $d$Close$_t$ to the previous actual closing price at $t$ (Close$_t$). Figure 7 presents an overview of pre-processing and post-processing for producing prediction values by geometric CBR.
Figure 4. Time series for the opening value for the Dow Jones Industrial Average Index (DJI) from 3 January 2006 to 20 March 2020.

Figure 5. Time series for the high value for the Dow Jones Industrial Average Index (DJI) from 3 January 2006 to 20 March 2020.
Figure 6. Time series for the low value for the Dow Jones Industrial Average Index (DJI) from 3 January 2006 to 20 March 2020.

5. Results

For much of this century, the random walk model of stock prices has served as a pillar of accepted wisdom in financial economics. One implication of the random walk model is that obvious patterns in the economy are already incorporated in the valuation of stock prices and financial markets. This is the rationale behind technical analysis in forecasting stock prices based solely on variables pertaining to the market. The performance results among the predictive models such as the random walk (RW), a conventional CBR using the Euclidean distance method, and geometric CBR (GCBR) using a shape distance method are presented in Tables 1 and 2.

Table 1 summarizes the hit rates (the proportion of correct forecasts) in the test data. Hit rates show how well the GCBR predicted the direction of price changes for the closing prices of the DJI. Table 1 indicates that GCBR seems to be significantly more accurate than the random walk model at \( p < 0.01 \). We also tested the null hypothesis \( H_0 \), which states that the proposed GCBR does not produce more accurate performance than the conventional CBR method. Thus, the decision of Reject \( H_0 \) in Table 1 represents the superior performance of GCBR over the conventional CBR.

When the dataset is small and relatively recent (2006+), GCBR is more accurate than CBR overall. However, the results showed that the outperformance of GCBR is statistically significant only for the case when there is one nearest neighbor. For all other experiments, GCBR was not significantly better than the conventional CBR method. However, when the dataset was large (1985+), GCBR did not perform better than the conventional CBR method. This is because when predicting with few similar incidents in the past, as the dataset becomes larger and when the distance is equal, the possibility
In the second experiment (2006+), the performance of GCBR was most accurate when the number of nearest neighbors was 50; the hit rate of GCBR being 0.5570 and the hit rate of the random walk model being 0.4625. This result implied the possibility of GCBR being superior to a conventional CBR in terms of hit rate.

Table 1. Hit rate among the forecasting models for the test phase.

| Model Neighbors | Random Walk | GCBR vs. CBR (1985+) * | GCBR vs. CBR (2006) * | z-Value ** (p-Value) | Decision |
|-----------------|-------------|-------------------------|-----------------------|----------------------|----------|
| 1               | 50.1% vs. 52.11% | 53.7% vs. 45.2% | 2.099 (0.036) | Reject H₀ |
| 2               | 46.2% vs. 50.8% | 52.4% vs. 52.7% | −0.080 (0.936) | Accept H₀ |
| 3               | 51.1% vs. 55.4% | 48.9% vs. 51.8% | −0.645 (0.522) | Accept H₀ |
| 5               | 48.2% vs. 49.8% | 50.8% vs. 51.1% | 0.161 (0.872) | Accept H₀ |
| 10              | 46.2% vs. 50.1% | 50.1% vs. 52.1% | −0.484 (0.631) | Accept H₀ |
| 20              | 52.1% vs. 53.0% | 53.0% vs. 51.1% | 0.484 (0.628) | Accept H₀ |
| 30              | 54.1% vs. 53.7% | 52.8% vs. 51.1% | 0.403 (0.687) | Accept H₀ |
| 50              | 52.8% vs. 52.1% | 55.7% vs. 51.1% | 1.132 (0.258) | Accept H₀ |
| 75              | 57.7% vs. 50.8% | 53.1% vs. 53.4% | 1.728 (0.083) | Reject H₀ |
| 100             | 54.2% vs. 50.8% | 50.4% vs. 53.7% | −0.888 (0.379) | Accept H₀ |
| 150             | 47.6% vs. 52.8% | 52.8% vs. 51.8% | 0.242 (0.809) | Accept H₀ |
| 200             | 50.8% vs. 53.7% | 54.3% vs. 49.5% | 0.970 (0.332) | Accept H₀ |
| 300             | 50.8% vs. 52.4% | 55.0% vs. 52.4% | 0.647 (0.518) | Accept H₀ |

* 1985+ indicates the results of the first experiment, of which the learning phase began 29 January 1985. * 2006+ indicates the results of the second experiment, of which the learning phase began 3 January 2006. ** The z-value and p-values are based on the 2006+ dataset. A z-test for differences in two proportions was used to determine whether there was a difference between two population proportions, which is defined as \( Z = \frac{(\hat{p}_1 - \hat{p}_2) - (p_1 - p_2)}{\sqrt{\hat{p}(1-\hat{p})(\frac{1}{n_1} + \frac{1}{n_2})}} \), where \( \hat{p}_1 \) are sample proportions, \( n_i \) are population proportions, \( n_i \) are sample sizes for groups, and \( \hat{p} \) is a pooled estimate of the proportion of success in a sample of both groups, \( \hat{p} = (n_1\hat{p}_1 + n_2\hat{p}_2)/(n_1 + n_2) \). *** This signifies the z- and t-values for the 1985+ dataset when the number of nearest neighbors was 75.

Table 2. Mean Absolute Percentage Error (MAPE) * and pairwise ** t-tests.

| Models Neighbors | Random Walk | GCBR vs. CBR (1985+) | GCBR vs. CBR (2006+) | z-Value ** (p-Value) | Decision |
|-----------------|-------------|-----------------------|-----------------------|----------------------|----------|
| 1               | 0.934 vs. 0.979 | 0.941 vs. 1.032 | −0.784 (0.433) | Accept H₀ |
| 2               | 0.894 vs. 0.914 | 0.917 vs. 0.942 | −0.206 (0.836) | Accept H₀ |
| 3               | 0.882 vs. 0.889 | 0.906 vs. 0.905 | 0.001 (0.998) | Accept H₀ |
| 5               | 0.875 vs. 0.869 | 0.884 vs. 0.888 | −0.032 (0.974) | Accept H₀ |
| 10              | 0.870 vs. 0.870 | 0.870 vs. 0.872 | −0.018 (0.985) | Accept H₀ |
| 20              | 0.859 vs. 0.859 | 0.864 vs. 0.859 | 0.046 (0.963) | Accept H₀ |
| 30              | 0.857 vs. 0.858 | 0.860 vs. 0.858 | 0.015 (0.987) | Accept H₀ |
| 50              | 0.857 vs. 0.854 | 0.854 vs. 0.855 | −0.009 (0.992) | Accept H₀ |
| 75              | 0.858 vs. 0.854 | 0.856 vs. 0.854 | −0.003 (0.997) | Accept H₀ |
| 100             | 0.857 vs. 0.854 | 0.857 vs. 0.854 | 0.029 (0.976) | Accept H₀ |
| 150             | 0.858 vs. 0.854 | 0.856 vs. 0.856 | −0.003 (0.997) | Accept H₀ |
| 200             | 0.857 vs. 0.854 | 0.855 vs. 0.857 | −0.020 (0.983) | Accept H₀ |
| 300             | 0.856 vs. 0.856 | 0.853 vs. 0.857 | −0.028 (0.976) | Accept H₀ |

* The MAPE is a commonly used statistical measure of goodness of fit in quantitative forecasting methods because it produces a measure of relative overall fit. Mean Absolute Percent Error (MAPE) is calculated by averaging the percentage difference between the fitted (forecast) line and the original data. MAPE is defined as \( \frac{\sum_{i=1}^{n}|y_i - f_i|}{\sum_{i=1}^{n}y_i} \times 100 \), where \( y \) represents the original series, \( f \) the forecast, and \( n \) the number of observations. ** Pairwise t-tests of the predictive models for the test phase. The comparison is based on the MAPE of the residuals.

In the second experiment (2006+), the performance of GCBR was most accurate when the number of nearest neighbors was 50; the hit rate of GCBR being 0.5570 and the hit rate of the random walk model being 0.4625. This result implied the possibility of GCBR being superior to a conventional CBR in terms of hit rate.
CBR performed better with the larger dataset (1985+) as it implements a numerical distance method in the learning phase. For GCBR, the first experiment implies that to enhance performance, the number of nearest neighbors must reach a certain level, in this case, 30. This further implies that when two relevant cases found through CBR have the same distance, optimizing using the most recent case will enhance performance.

Table 2 presents the results of MAPE and of the t-test for the difference in performance of the random walk, conventional CBR and GCBR methods, respectively. The GCBR model does not seem to surpass other models. When the number of neighbors was 300, the MAPE of GCBR was best at 0.853. With a large dataset, there are several models where the performance of GCBR was better than CBR, but the difference was insignificant. The two methods also did not exhibit significant performance differences in terms of MAPE. We originally intended to optimize the GCBR model using hit rates; thus, MAPE was expected to be lower. Such results further implied that shape-distance-based GCBR has the potential to enhance MAPE-based performance.

6. Concluding Remarks and Future Work

This paper proposed a shape distance method for selecting nearest neighbors in case-based reasoning. Concepts were investigated against the backdrop of a practical application involving the prediction of a stock market index. The results of the case study are summarized as follows:

- The proposed technique, GCBR, is significantly better than the random walk model at \( p < 0.01 \).
- Overall, GCBR is more accurate than conventional CBR models in terms of hit rate. However, the superiority was not statistically significant compared to conventional CBR models.
- The GCBR was not found to surpass a conventional CBR in terms of MAPE.
- GCBR outperformed a conventional CBR in terms of MAPE when the number of nearest neighbors was small and the dataset was recent and smaller.
- When the dataset was larger, GCBR performed significantly more accurately than CBR when the number of nearest neighbors was 75.
- The proposed method has the possibility to improve predictability. Thus, in future research, we propose implementing the shape distance method along with consecutive time series data in searching the nearest neighbors, which would improve GCBR though validating the predictability of GCBR. A promising direction for the future would involve finding optimal neighbors by combining the numeric distance and shape distance methods.
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