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Abstract

We analyse the law of the SLE tip at a fixed time in capacity parametrization. We describe it as the stationary law of a suitable diffusion process, and show that it has a density which is the unique solution (up to a multiplicative constant) of a certain PDE. Moreover, we identify the phases in which the even negative moments of the imaginary value are finite. For the negative second and negative fourth moments we provide closed-form expressions.

1. Introduction

The Schramm-Loewner evolution (SLEκ) is a family of random planar fractal curves indexed by the real parameter κ ≥ 0, introduced by Schramm in [Sch00]. These random fractal curves are proved to describe scaling limits of a number of discrete models that are of great interest in planar statistical physics. For instance, it was proved in [LSW04] that the scaling limit of loop-erased random walk (with the loops erased in a chronological order) converges in the scaling limit to SLEκ with κ = 2. Moreover, other two-dimensional discrete models from statistical mechanics including Ising model cluster boundaries, Gaussian free field interfaces, percolation on the triangular lattice at critical probability, and uniform spanning tree Peano curves were proved to converge in the scaling limit to SLEκ for values of κ = 3, κ = 4, κ = 6 and κ = 8 respectively in the series of works [Smi10], [SS09], [Smi01] and [LSW04]. There are also other models of statistical physics in 2D that are conjectured to have SLEκ, for some value of κ, as a scaling limit, among which is the two-dimensional self-avoiding walk which is conjectured to converge in the scaling limit to SLE8/3. For a detailed exposure and pedagogical introduction to SLE theory, we refer the reader to [RS05], [Law05], and [Kem17].

Questions concerning the behaviour of the SLE trace at the tip can be found in the existing body of SLE literature, for example in [JVL12] where the almost sure multi-fractal spectrum of the SLE trace near its tip is computed, and in [Zha16] in which the ergodic properties of the harmonic measure near the tip of the SLE trace are studied.
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However, to the best of our knowledge, the law of the SLE tip at fixed capacity time has not been studied in the SLE literature until very recently. One of the first papers in this direction is [LMN19] where a method based on stopping times was applied in order to try to deduce information about the law of the SLE tip.

In this article, we develop an approach that allows for an in-depth study of this fundamental quantity. More precisely, we derive a PDE whose unique solution is the density of the SLE tip. This allows us to obtain explicit values for the negative second and negative fourth moment of the imaginary value of the SLE tip. We deduce that they are finite only for $\kappa < 8$ resp. $\kappa < 8/3$. For further negative moments, we identify the values of $\kappa$ where the moments are finite.

To obtain these results we combine PDE techniques with certain tools from the theory of stochastic stability of stochastic differential equations (SDEs). Namely, we work with an SDE obtained from the backward Loewner differential equation. By a scaling argument, we derive a two-dimensional diffusion process that converges in law to the SLE tip. Using tools from ergodic theory (in the spirit of [MSH02]), we prove that this diffusion process has a unique invariant measure. This allows us to show that the density of the SLE tip solves the Fokker-Planck-Kolmogorov (FPK) equation associated with the process.

Showing that the density of SLE tip is the unique solution of the FPK equation requires further tools. Note that while there is a vast literature on FPK equations (see e.g. [BKRS15]), usually only the case of elliptic operators are considered, while our FPK is hypoelliptic. Therefore, to show uniqueness of solutions to this equation and derive the support of the solution we utilise the generalized Ambrosio-Figalli-Trevisan superposition principle obtained recently in [BRS21] as well as more standard methods such as Lyapunov functions and Harnack inequalities.

This paper is organised in three sections, the first one being the introduction. In the second section we state the main results. In the last section which is further divided in two subsections we give their proofs.

**Convention on constants.** Throughout the paper $C$ denotes a positive constant whose value may change from line to line.

**Acknowledgements.** The authors are deeply indebted to Stas Shaposhnikov for his help, patience, detailed explanations of some parts of the theory of FPK equations and for suggesting some useful ideas for the proofs. We are very grateful to Paolo Pigato and Peter Friz for fruitful discussions. We also would like to express our deep gratitude to the referee for thoroughly reading the paper and for offering very valuable suggestions. OB has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation program (grant agreement No. 683164), from the DFG Research Unit FOR 2402, and is funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strategy — The Berlin Mathematics Research Center MATH+ (EXC-2046/1, project ID: 390685689, sub-project EF1-22). YY acknowledges partial support from ERC through Consolidator Grant 683164 (PI: Peter Friz).
2. Main results

First, let us introduce the basic notation. For a domain $D \subset \mathbb{R}^k$, $k \geq 1$, let $C^\infty(D, \mathbb{R})$ be a set of functions $D \to \mathbb{R}$ which have derivatives of all orders. The set of functions from $C^\infty(D, \mathbb{R})$ which are bounded and have bounded derivatives of all orders will be denoted by $C^b_0(D, \mathbb{R})$. As usual, for a function $f: D \to \mathbb{R}^d$, $d \geq 1$, we will denote its supremum norm by $\|f\| := \sup_{x \in D} |f(x)|$. Let $\mathbb{H}$ be the open complex upper half-plane $\{\text{Im}(z) > 0\}$.

Until the end of the paper we fix $\kappa \in (0, \infty)$. Let $g_t: H_t \to \mathbb{H}$, $t \geq 0$, be the forward SLE flow, that is the solution to the Loewner ODE

$$\partial_t g_t(z) = \frac{2}{g_t(z) - \sqrt{\kappa} B_t}, \quad g_0(z) = z, \quad t \geq 0, \quad z \in \mathbb{H},$$

where $B$ is a standard Brownian motion, $H_t = \{z \in \mathbb{H} \mid T_z > t\}$, and $T_z$ is the time until which the ODE is solvable. Let $(\gamma_t)_{t \geq 0}$ be the SLE$_\kappa$ path associated with this flow. It is well-known [RS05, Theorem 3.6], [LSW04, Theorem 4.7] that $\mathbb{P}$-a.s. for any $t \geq 0$

$$\gamma(t) = \lim_{u \to 0+} g_t^{-1}(\sqrt{\kappa} B_t + iu). \quad (2.1)$$

Throughout the paper we use the notations $\gamma(t)$ and $\gamma_t$ interchangeably.

Our main result is the following statement.

**Theorem 2.1.** The random vector $(\text{Re}(\gamma_1), \text{Im}(\gamma_1))$ has a density $\psi \in C^\infty(\mathbb{R} \times (0, \infty), \mathbb{R})$ which is the unique solution in the class of probability densities (non-negative functions that integrate to 1 over the whole space) of the following PDE:

$$\frac{\kappa}{2} \partial_{xx} \psi + \left(\frac{1}{2} x + \frac{2x}{x^2 + y^2}\right) \partial_x \psi + \left(\frac{1}{2} y - \frac{2y}{x^2 + y^2}\right) \partial_y \psi + \left(1 + \frac{4(y^2 - x^2)}{(x^2 + y^2)^2}\right) \psi = 0, \quad (2.2)$$

where $x \in \mathbb{R}$, $y \in (0, \infty)$.

Furthermore, $\psi$ is strictly positive in $\mathbb{R} \times (0, 2)$, $\psi \equiv 0$ on $\mathbb{R} \times [2, \infty)$, and $\psi(x, y) = \psi(-x, y)$ for $x \in \mathbb{R}$, $y > 0$.

We have attached in Figure 1 numerical simulations of $\gamma(1)$ with various values of $\kappa$. There we have chosen the coordinates $(\alpha, y)$ where $\alpha = \text{arg} \, \gamma(1)$ and $y = \text{Im} \, \gamma(1)$ so that they fit well in the plot.

As an application of Theorem 2.1, we show that the following quantities can be explicitly calculated.

**Theorem 2.2.** The following holds:

(i) For any measurable set $\Lambda \subset \overline{\mathbb{H}}$ one has

$$\mathbb{E} \int_0^\infty 1(\gamma(t) \in \Lambda) \, dt = \frac{\Gamma(1 + \frac{4}{\kappa})}{2\sqrt{\pi} \Gamma(\frac{1}{2} + \frac{4}{\kappa})} \int_\Lambda \left(1 + \frac{x^2}{y^2}\right)^{-4/\kappa} \, dx \, dy. \quad (2.3)$$

(ii) For any $n \in \mathbb{N}$ we have

$$\mathbb{E}(\text{Im} \, \gamma_1)^{-2n} < \infty \text{ if and only if } \kappa < 8/(2n - 1). \quad (2.4)$$
Figure 1: Simulation of $\gamma(1)$ with 20000 samples each. Plotted are the coordinates $(\alpha, y)$ where $\alpha = \arg \gamma(1)$ and $y = \text{Im} \gamma(1)$.

Further,

$$E(\text{Im} \gamma_1)^{-2} = \frac{2}{8 - \kappa} \quad \text{for } \kappa < 8$$

$$E(\text{Im} \gamma_1)^{-4} = \frac{16(3 - \kappa)}{(12 - \kappa)(8 - \kappa)(8 - 3\kappa)} \quad \text{for } \kappa < \frac{8}{3}.$$ 

Remark 2.3. Note that the left-hand side of (2.3) is an average amount of time SLE spends in a set $\Lambda$. A version of this identity has previously appeared in [Zha19, Corollary 5.3]. However, in that paper the constant in front of the integral has been implicitly specified as $1/C_{\kappa,1}$ with

$$C_{\kappa,1} = \int_{\mathbb{H}} (M_0(z) - E[M_1(z) \mathbb{1}_{T^*_2 > 1}]) \, dx \, dy$$

and $M_t(z) = |g_t'(z)|^2 \left( \frac{\text{Im} g_t(z)}{|g_t(z) - \sqrt{\kappa} B_t|} \right)^{8/\kappa}$. In particular, our result implies

$$C_{\kappa,1} = \frac{2\sqrt{\pi} \Gamma\left(\frac{1}{2} + \frac{4}{\kappa}\right)}{\Gamma\left(1 + \frac{4}{\kappa}\right)}.$$

As we will point out in Section 3.2, our Theorem 2.2 may seem like a simple consequence of Theorem 2.1 that can be heuristically deduced from integration by parts arguments. However, it is surprisingly tricky to control the boundary behaviour of $\psi$ and its derivatives. Therefore it requires more work to rigorously prove Theorem 2.2.
One of our initial motivations was to know more about the marginal law of
\[ \alpha = \arg \gamma(1). \]
We believe that the marginal density should behave like \( \alpha^8/\kappa \) as \( \alpha \downarrow 0 \).
We did not succeed in proving this; instead, we prove the following in Section 3.2.
Denote \( (\alpha, y) = (\arg \gamma(1), \Im \gamma(1)) \) and let \( q(\alpha, y) = \psi(y \cot \alpha, y) \sin^2 \alpha \) the density in these coordinates. Then for \( n \geq 1 \) we have
\[ \int_0^2 y^{-2n} q(\alpha, y) \, dy \approx \alpha^8/\kappa - 2n \quad \text{as} \quad \alpha \downarrow 0. \]

**Remark 2.4.** The support of the density is quite natural since the half-plane capacity of \( \gamma([0, t]) \) is always at least \( \frac{1}{2} \Im \gamma(t)^2 \), and hence we always have \( \Im \gamma(t) \leq \sqrt{2 \hcap(\gamma[0, t])} = 2\sqrt{t} \). Note also that \( \Im \gamma(t) = 2\sqrt{t} \) is only attained by \( \text{SLE}_0 \), i.e. \( \gamma(t) = i2\sqrt{t} \) which is driven by the constant driving function.

To obtain these results we establish the following lemma which links the law of \( \text{SLE}_\kappa \) with invariant measure of a certain diffusion process. Introduce the reverse SLE flow
\[ \partial_t h_t(z) = \frac{-2}{h_t(z) - \sqrt{\kappa}B_t}, \quad h_0(z) = z, \quad t \geq 0, \quad z \in \mathbb{H}; \quad (2.7) \]
where \( \tilde{B} \) is the time-reversed Brownian motion, that is,
\[ \tilde{B}_t := B_{1-t} - B_1 \quad \text{for} \quad t \leq 1; \quad \tilde{B}_t := B'_{1-t} - B_1 \quad \text{for} \quad t \geq 1, \quad (2.8) \]
where \( B' \) is a Brownian motion independent of \( B \). It is obvious that \( \tilde{B} \) is a Brownian motion.

**Lemma 2.5.** We have
\[ \frac{1}{\sqrt{t}}(h_t(i) - \sqrt{\kappa}\tilde{B}_t) \to \gamma(1) \quad \text{in law as} \quad t \to \infty. \]

### 3. Proofs

#### 3.1 Proofs of Lemma 2.5 and Theorem 2.1

We begin with the proof of Lemma 2.5.

**Proof of Lemma 2.5.** Introduce \( \hat{f}_t(z) := g_t^{-1}(\sqrt{\kappa}B_t + z), \quad z \in \mathbb{H}, \quad t \geq 0. \) We claim that
\[ \hat{f}_t(z) = h_t(z) + \sqrt{\kappa}B_1. \quad (3.1) \]

Indeed, it follows from (2.7) that for \( z \in \mathbb{H}, \quad t \in [0, 1] \)
\[ \partial_t(h_{1-t}(z) + \sqrt{\kappa}B_1) = \frac{2}{h_{1-t}(z) - \sqrt{\kappa}B_{1-t}} = \frac{2}{h_{1-t}(z) + \sqrt{\kappa}B_1} - \sqrt{\kappa}B_t, \]
which implies \( h_{1-t}(z) + \sqrt{\kappa}B_1 = g_t(h_1(z) + \sqrt{\kappa}B_1) \). Recalling the definition of \( \hat{f} \) and taking \( t = 1 \), we obtain (3.1).

Next, we note that the following scaling property holds: for any \( c > 0 \)
\[ \text{Law}(\frac{1}{c}\sqrt{\kappa}\tilde{B}_{c^2}, \frac{1}{c}h_{c^2}(cz)) = \text{Law}(\sqrt{\kappa}\tilde{B}_1, h_1(z)). \quad (3.2) \]
Indeed, using again the definition of \( h \) in (2.7), we see that for any \( t \geq 0 \)
\[
\partial_t \left( \frac{1}{c} h_{c \ell}(cz) \right) = -\frac{2c}{h_{c \ell}(cz) - \sqrt{\kappa} B_{c \ell}} = \frac{2c}{h_{c \ell}(cz) - \frac{\sqrt{\kappa}}{2} \sqrt{\kappa} B_{c \ell}}.
\]
Since the process \( \left( \frac{1}{2} \sqrt{\kappa} \frac{B_{c \ell}}{z} \right)_{t \geq 0} \) has the same law as \( \left( \sqrt{\kappa} B_t \right)_{t \geq 0} \) and the solution of the Loewner differential equation is a deterministic function of the driver, we see that (3.2) holds.

Fix \( u > 0 \). Applying (3.1) with \( z = iu \) and (3.2) with \( z = iu, c = 1/u \), we deduce
\[
\text{Law}(\tilde{f}_1(iu)) = \text{Law}(uh \frac{1}{c^2}(i) - u \sqrt{\kappa} \tilde{B} \frac{1}{u^2}),
\]
where we have also used the fact that \( B_1 = -\tilde{B}_1 \). Since, by (2.1), we have \( \gamma(1) = \lim_{u \searrow 0} \tilde{f}_1(iu) \), it follows that \( u(h_{1/u^2}(i) - \sqrt{\kappa} B_{1/u^2}) \) converges in law to \( \gamma(1) \) as \( u \searrow 0 \). This implies the statement of the lemma.

Recall the definition of the reverse SLE flow \( h \) in (2.7) and the reversed Brownian Motion \( \tilde{B} \) in (2.8). Lemma 2.5 implies the following result.

**Corollary 3.1.** Let \( (\tilde{X}_t, \tilde{Z}_t)_{t \geq 0} \) be the stochastic process that satisfies the following equation
\[
d\tilde{X}_t = \left( -\frac{1}{2} \tilde{X}_t - \frac{2\tilde{X}_t}{\tilde{X}_t^2 + e^{2\tilde{Z}_t}} \right) dt + \sqrt{\kappa} d\tilde{B}_t,
\]
\[
d\tilde{Z}_t = \left( -\frac{1}{2} + \frac{2}{\tilde{X}_t^2 + e^{2\tilde{Z}_t}} \right) dt,
\]
with the initial data \( \tilde{X}_0 = \text{Re}(h_1(i)) - \sqrt{\kappa} \tilde{B}_1, \tilde{Z}_0 = \log(\text{Im}(h_1(i))) \); here \( \tilde{B}_t := -\int_0^t e^{-s/2} d\tilde{B}_s \) and the filtration \( \tilde{F}_t := \sigma(\tilde{B}_r, r \in [0, t]) \). Then
\[
(\tilde{X}_t, \tilde{Z}_t) \to (\text{Re}(\gamma_1), \log(\text{Im}(\gamma_1))) \quad \text{in law as } t \to \infty.
\]

Note that the initial value of the process \( (\tilde{X}, \tilde{Z}) \) is random but measurable with respect to \( \tilde{F}_0 \).

**Proof.** Put \( X_t + iY_t := h_t(i) - \sqrt{\kappa} \tilde{B}_t \). Then, it follows from (2.7) that
\[
dX_t = -\frac{2X_t}{X_t^2 + Y_t^2} dt - \sqrt{\kappa} d\tilde{B}_t,
\]
\[
dY_t = -\frac{2Y_t}{X_t^2 + Y_t^2} dt,
\]
\[
X_0 = 0, Y_0 = 1. \quad \text{For } t \geq 0, \text{ let } \tilde{X}_t := e^{-t/2} X_{e^t} \text{ and } \tilde{Y}_t := e^{-t/2} Y_{e^t}. \text{ We apply Itô’s formula to derive}
\]
\[
d\tilde{X}_t = \left( \frac{1}{2} \tilde{X}_t - \frac{2\tilde{X}_t}{\tilde{X}_t^2 + \tilde{Y}_t^2} \right) dt + \sqrt{\kappa} d\tilde{B}_t,
\]
\[
d\tilde{Y}_t = \left( \frac{1}{2} \tilde{Y}_t + \frac{2\tilde{Y}_t}{\tilde{X}_t^2 + \tilde{Y}_t^2} \right) dt.
\]
Clearly, $\hat{B}$ is a standard Brownian motion with respect to the filtration $\hat{\mathcal{F}}_t$. By definition, we also have $\hat{X}_0 = X_1, \hat{Y}_0 = Y_1$. The change of variables $\hat{Z}_t := \log \hat{Y}_t$ and another application of Itô’s formula implies that the process $(\hat{X}, \hat{Z})_{t \geq 0}$ satisfies SDE (3.3)–(3.4) with the initial conditions $X_0 = X_1 = \text{Re}(h_1(i)) - \sqrt{\kappa}B_1, \hat{Z}_0 = \log(\text{Im}(h_1(i)))$. Note that by (3.6), $Y_1 \geq Y_0 = 1$, therefore $|\hat{Z}_0| < \infty$.

Furthermore,

$$e^{-t/2}(h_{\epsilon t}(i) - \sqrt{\kappa}B_{\epsilon t}) = e^{-t/2}(X_{\epsilon t} + iY_{\epsilon t}) = \hat{X}_t + i\hat{Y}_t.$$ 

Thus, by Lemma 2.5, we have

$$(\hat{X}_t, \hat{Y}_t) \to (\text{Re}(\gamma(1)), \text{Im}(\gamma(1))) \text{ in law as } t \to \infty. \quad (3.9)$$

Note that

$$P(\text{Im}(\gamma(t)) = 0) = 0. \quad (3.10)$$

Indeed, the trace of a Loewner chain a.s. spends zero capacity time at the boundary, i.e., $\lambda(\{t \mid \text{Im} \gamma(t) = 0\}) = 0$ a.s., where $\lambda$ is the Lebesgue measure (cf. [Yua22, Proposition 1.7]); the case for SLE$_6$ appeared already in [Zha19, Corollary 5.3]). Therefore, by Fubini’s theorem, $P(\text{Im}(\gamma(t)) = 0) = 0$ Lebesgue a.e.. By scale invariance, this implies (3.10).

Now, combining (3.9) and (3.10), we get (3.5).

It follows from Corollary 3.1 that to prove Theorem 2.1 one needs to study invariant measures of (3.3)–(3.4). PDE (2.2) is then the Fokker-Planck-Kolmogorov equation for this process. However, since the coefficients have a singularity at 0, a bit of care is needed to make the statements rigorous.

First, we show that this SDE is well-posed and is a Markov process. We will need the following notation. For a vector field $U : \mathbb{R}^2 \to \mathbb{R}^2$ denote its derivative matrix by $(DU)_{i,j} := \partial_{x_i} U_j$. The Lie bracket between two vector fields $U, V : \mathbb{R}^2 \to \mathbb{R}^2$ is given by

$$[U, V](x) := DV(x)U(x) - DU(x)V(x), \quad x \in \mathbb{R}^2.$$ 

It is immediate to see that if $U = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$, then

$$[U, V] = \begin{pmatrix} \partial_{x_1} V_1 \\ \partial_{x_2} V_2 \end{pmatrix}, \quad [U, [U, V]] = \begin{pmatrix} \partial_{x_1 x_1} V_1 \\ \partial_{x_1 x_2} V_2 \end{pmatrix}. \quad (3.11)$$

We begin with the following technical statement.

Let $W$ be a standard Brownian motion. For $\varepsilon > 0$, let $g_\varepsilon : \mathbb{R} \to [\varepsilon/2, +\infty)$ be a $C^\infty(\mathbb{R})$ function with bounded derivatives of all orders such that

$$\begin{cases} 
g_\varepsilon(x) = x, & x \geq \varepsilon; \\
\varepsilon/2 \leq g_\varepsilon(x) \leq \varepsilon, & -\infty < x < \varepsilon.
\end{cases}$$

**Lemma 3.2.** Fix $\varepsilon > 0$ and consider stochastic differential equation

$$dX_t^\varepsilon = \left( -\frac{1}{2} X_t^\varepsilon - \frac{2X_t^\varepsilon}{(X_t^\varepsilon)^2 + g_\varepsilon(e^{2Z_t^\varepsilon})} \right) dt + \sqrt{\kappa} dW_t, \quad (3.12)$$

$$dZ_t^\varepsilon = \left( -\frac{1}{2} + \frac{2}{(X_t^\varepsilon)^2 + g_\varepsilon(e^{2Z_t^\varepsilon})} \right) dt, \quad (3.13)$$
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where \((X^x_0, Z^z_0) = (x_0, z_0) \in \mathbb{R}^2\). Then for any initial condition \((x_0, z_0) \in \mathbb{R}^2\) SDE \((3.12)-(3.13)\) has a unique strong solution. This solution is a strong Feller Markov process.

Proof. Since the drift and diffusion of \((3.12)-(3.13)\) are uniformly Lipschitz continuous functions, it is immediate that SDE \((3.12)-(3.13)\) has a unique strong solution and this solution is a Markov process. To show that \((X^\varepsilon_t, Z^\varepsilon_t)\) is a strong Feller process we use (parabolic) H"ormander’s theorem.

Denote
\[
\begin{align*}
b^\varepsilon(x, z) := & \begin{pmatrix} b^{1,\varepsilon}(x, z) \\ b^{2,\varepsilon}(x, z) \end{pmatrix} := \begin{pmatrix} \frac{1}{2} x - \frac{2}{x^2 + g(x^2)} \\ -\frac{1}{2} + \frac{2}{x^2 + g(x^2)} \end{pmatrix}, \quad x, z \in \mathbb{R}; \\
\sigma := & \begin{pmatrix} \sqrt{\kappa} \\ 0 \end{pmatrix}.
\end{align*}
\]
(3.14)

Then we can rewrite \((3.12)-(3.13)\) as
\[
d\xi^\varepsilon_t = b^\varepsilon(\xi^\varepsilon_t)dt + \sigma dW_t,
\]
(3.15)

where we put \(\xi^\varepsilon := \begin{pmatrix} X^\varepsilon_t \\ Z^\varepsilon_t \end{pmatrix}\). Let us verify that SDE \((3.15)\) satisfies all conditions of H"ormander’s theorem [Hai11, Theorem 1.3] (see also [Pav14, Theorem 6.1]).

We see that the drift \(b^\varepsilon\) is in \(C^\infty\) and all its derivatives are bounded. Furthermore, using \((3.11)\), we see that for \(x \neq 0, z \in \mathbb{R}\) we have span(\(\sigma, [\sigma, b^\varepsilon(x, z)]\)) = \(\mathbb{R}^2\), and for \(x = 0, z \in \mathbb{R}\) we have span(\(\sigma, [\sigma, b^\varepsilon(x, z)]\)) = \(\mathbb{R}^2\). Thus, the parabolic H"ormander condition holds. Hence, all the conditions of the H"ormander theorem are met and [Hai11, Theorem 1.3] implies that \((X^\varepsilon, Z^\varepsilon)\) is strong Feller. \(\square\)

Now we can show well-posedness of \((3.3)-(3.4)\).

**Lemma 3.3.** For any random vector \((\tilde{x}_0, \tilde{z}_0)\) independent of \(\tilde{B}\) the stochastic differential equation \((3.3)-(3.4)\) has a unique strong solution with \((\tilde{X}_0, \tilde{Z}_0) = (\tilde{x}_0, \tilde{z}_0)\). This solution is a Markov process in the state space \(\mathbb{R}^2\) and its transition kernel \(P_t\) is strong Feller for any \(t > 0\).

**Proof.** First, we consider the case when the initial data \((\tilde{x}_0, \tilde{z}_0)\) is deterministic. Then it is immediate to see that for any \(T > 0\) a solution to \((3.3)-(3.4)\) satisfies
\[
\tilde{Z}_t \geq \tilde{z}_0 - T/2,
\]
(3.16)

\(t \in [0, T]\). Hence, on time interval \([0, T]\), any solution to \((3.3)-(3.4)\) solves SDE \((3.12)-(3.13)\) with \((X^\varepsilon_0, Z^\varepsilon_0) = (\tilde{x}_0, \tilde{z}_0), \varepsilon = \exp(2\tilde{z}_0 - T)\), \(W = \tilde{B}\) and vice versa. Since, by Lemma 3.2, the latter equation has a unique strong solution, we see that SDE \((3.3)-(3.4)\) has a unique strong solution on \([0, T]\) and
\[
(\tilde{X}_t, \tilde{Z}_t) = (X^\varepsilon_t, Z^\varepsilon_t), \quad t \in [0, T].
\]
(3.17)

Since \(T\) is arbitrary, it follows that SDE \((3.3)-(3.4)\) has a unique strong solution on \([0, \infty)\).

Strong existence for the case of arbitrary initial data follows now from [Kal96, Theorem 1], and strong uniqueness from [IW89, Remark IV.1.4]. Moreover, [KS91,
Theorem 5.4.20] shows that \((\hat{X}_t, \hat{Z}_t)_{t \geq 0}\) is a Markov process with the state space \(\mathbb{R}^2\) equipped with the Borel topology.

Now let us show that \((P_t)_{t \geq 0}\) is strong Feller. Let \(f\) be an arbitrary bounded measurable function \(\mathbb{R}^2 \to \mathbb{R}\), let \((x_0, z_0) \in \mathbb{R}^2\). Let \((x^n_0, z^n_0) \in \mathbb{R}^2, n \in \mathbb{Z}_+\) be a sequence converging to \((x_0, z_0)\) as \(n \to \infty\). Without loss of generality we can assume that \(z^n_0 \geq -2|z_0|\) for all \(n \in \mathbb{Z}_+\). Fix \(t > 0\). Then, denoting by \((P^n_t)_{t \geq 0}\) the transition kernel associated with SDE \((3.12)-(3.13)\), we derive

\[
P_t f(x^n_0, z^n_0) = E_{(x^n_0, z^n_0)} f(\hat{X}_t, \hat{Z}_t) = E_{(x^n_0, z^n_0)} f(X^\varepsilon_t, Z^\varepsilon_t) = P^\varepsilon_t f(x^n_0, z^n_0),
\]

where \(\varepsilon := \exp(-4|z_0| - t)\) and we used here \((3.16)\) and \((3.17)\). By Lemma 3.2, we have

\[
P^\varepsilon_t f(x^n_0, z^n_0) \to P^\varepsilon_t f(x_0, z_0) = P_t f(x_0, z_0), \quad \text{as} \; n \to \infty,
\]

here we used once again \((3.16)\) and \((3.17)\). Combining \((3.18)\) and \((3.19)\), we see that \(P_t\) is strong Feller. \(\square\)

To show uniqueness of the invariant measure of \((P_t)\), we will need the following support theorem. For \(\delta > 0, v \in \mathbb{R}^2\) let \(B_{\delta,v}\) be the ball of radius \(\delta\) centred at \(v\).

**Lemma 3.4.** For any \((x_0, z_0) \in \mathbb{R}^2, \delta > 0\), there exists \(T > 0\) such that

\[Pr((x_0, z_0), B_{\delta, (0, \log 2)}) > 0.\]

**Proof.** Fix \((x_0, z_0) \in \mathbb{R}^2\). Consider the following deterministic control problem associated with \((3.3)-(3.4)\):

\[
\frac{d}{dt} x_t = \left(-\frac{1}{2} x_t - \frac{2x_t}{x_t^2 + e^{2z_t}}\right) + \sqrt{\kappa} \frac{d}{dt} U_t,
\]

\[
\frac{d}{dt} z_t = \left(-\frac{1}{2} + \frac{2}{x_t^2 + e^{2z_t}}\right),
\]

where \(x(0) = x_0, z(0) = z_0\) and \(U \in C^1([0, T]; \mathbb{R})\) is a non-random function with \(U_0 = 0\). We claim that we can find \(T > 0\) and \(U\) such that \(x_T = 0\) and \(|z_T - \log 2| < \delta/2\).

First, we take a \(C^1\) path \(x: [0, 1] \to \mathbb{R}\) such that \(x(0) = x_0, x(1) = 0, \frac{d}{dt} x(t)|_{t=1} = 0\). Let \(z_t, t \in [0, 1]\), be a solution to \((3.21)\) with the initial condition \(z_0\) (for \(x\) constructed above).

Consider now the equation

\[
\frac{d}{dt} z_t = \left(-\frac{1}{2} + \frac{2}{e^{2z_t}}\right), \quad t \geq 1
\]

with the initial condition \(z_1\) constructed above. It is easy to see that there exists \(T = T(x_0, z_0) > 1\) such that \(|z_T - \log 2| < \delta/2\). Set \(x_t = 0\) for \(t \in [1, T]\).

Finally, let \(U_t, t \in [0, T]\), be a \(C^1\) path such that \((3.20)\) holds for \(x, z\) constructed above and \(U_0 = 0\). The desired control \(U\) has been constructed.

Now for arbitrary \(\varepsilon > 0\), consider the event

\[A_{\varepsilon} := \{ \sup_{t \in [0, T]} |W_t - U_t| < \varepsilon\}.\]
It is well-known (see, e.g., [Fre71, Theorem 38]) that $P(A_\varepsilon) > 0$. Let $(\widehat{X}_t, \widehat{Z}_t)_{t \in [0,T]}$ be the solution of (3.3)-(3.4) with the initial condition $(x_0, z_0)$. Then
\begin{equation}
 z_t \geq z_0 - T/2, \quad \widehat{Z}_t \geq z_0 - T/2, \quad \text{for all } t \in [0,T]. \tag{3.22}
\end{equation}
Therefore, for any $t \in [0,T]$ we have on $A_\varepsilon$
\begin{equation}
|\widehat{X}_t - x_t| + |\widehat{Z}_t - z_t| \leq C \int_0^t (|\widehat{X}_s - x_s| + |\widehat{Z}_s - z_s|) \, ds + \sqrt{\kappa} \varepsilon, \tag{3.23}
\end{equation}
where we used (3.22) and the fact that the Lipschitz constant of the drift of SDE (3.3)-(3.4) is bounded on the set $\mathbb{R} \times [z_0 - T/2, +\infty)$. By the Gronwall inequality and (3.23), we have on $A_\varepsilon$
\begin{equation}
|\widehat{X}_t - x_T| + |\widehat{Z}_t - z_T| \leq C(T) \sqrt{\kappa} \varepsilon.
\end{equation}
Choose now $\varepsilon$ small enough, such that the right-hand side of the above inequality is less than $\delta/2$. Then recalling that $x_T = 0$ and $|z_T - \log 2| < \delta/2$, we finally deduce
\begin{equation}
P_T((x_0, z_0), B_{\delta,(0,\log 2)}) \geq P(A_\varepsilon) > 0.
\end{equation}

**Lemma 3.5.** The measure $\pi := \text{Law}(\text{Re}(\gamma_1), \text{log}(\text{Im}(\gamma_1)))$ is the unique invariant measure for the process (3.3)-(3.4).

**Proof.** The fact that the measure $\pi$ is invariant follows by a standard argument. Denote, as usual, for a measurable bounded function $f : \mathbb{R}^2 \to \mathbb{R}$ and a measure $\nu$ on $\mathbb{R}^2$
\begin{equation}
P_t f(x) := \int_{\mathbb{R}^2} f(y) P_t(x,dy), \quad x \in \mathbb{R}^2; \quad P_t \nu(A) := \int_{\mathbb{R}^2} P_t(y, A) \nu(dy), \quad A \in \mathcal{B}(\mathbb{R}^2).
\end{equation}
Consider the measure $
\mu := \text{Law}\left(\text{Re}(h_1(i)) - \sqrt{\kappa} \tilde{B}_1, \text{log}(\text{Im}(h_1(i)))\right).$ Rewriting (3.5), we see that
\begin{equation}
P_t \mu \to \pi \text{ weakly as } t \to \infty. \tag{3.24}
\end{equation}
Fix any $s \geq 0$. Let us show that $P_s \pi = \pi$. Indeed, let $f : \mathbb{R}^2 \to \mathbb{R}$ be an arbitrary continuous bounded function. Then
\begin{align*}
\int_{\mathbb{R}^2} f(x) P_s \pi(dx) &= \int_{\mathbb{R}^2} P_s f(x) \pi(dx) = \lim_{t \to \infty} \int_{\mathbb{R}^2} P_s f(x) P_t \mu(dx) \\
&= \lim_{t \to \infty} \int_{\mathbb{R}^2} f(x) P_{t+s} \mu(dx) = \int_{\mathbb{R}^2} f(x) \pi(dx),
\end{align*}
where the second identity follows from (3.24) and the fact that $P_s f$ is a bounded continuous function (this is guaranteed by the Feller property of $P$). Since $f$ was arbitrary bounded continuous function, we see that $P_s \pi = \pi$ for any $s \geq 0$. Thus, the measure $\pi$ is invariant for SDE (3.3)-(3.4).

Now let us show that SDE (3.3)-(3.4) have a unique invariant measure. Assume the contrary. Then SDE (3.3)-(3.4) must have two different ergodic invariant
measures $\nu, \tilde{\nu}$ ([Hai08, Lemma 7.1], [VO16, Theorem 5.1.3(iv)]). By Lemma 3.3 the semigroup $(P_t)$ is strong Feller. Therefore, by [DP06, Proposition 7.8]

$$\text{supp}(\nu) \cap \text{supp}(\tilde{\nu}) = \emptyset. \quad (3.25)$$

We claim now that the point $(0, \log 2)$ belongs to the support of both of these measures.

Indeed, fix arbitrary $\delta > 0$. Take any $(x_0, z_0) \in \text{supp}(\nu)$. Then, by Lemma 3.4, there exists $T > 0$, $\varepsilon > 0$ such that $P_T((x_0, z_0), B_{\delta(0, \log 2)}) > \varepsilon$. By the strong Feller property of $P_T$, the function $(x, z) \mapsto P_T((x, z), B_{\delta(0, \log 2)})$ is continuous. Therefore, there exists $\delta' > 0$ such that

$$P_T((x, z), B_{\delta'(0, \log 2)}) > \varepsilon/2$$

for any $(x, z) \in B_{\delta'}(x_0, z_0)$. This implies that $\nu(B_{\delta}(0, \log 2)) \geq \int_{B_{\delta'}(x_0, z_0)} \nu(x, z) P_T((x, z), B_{\delta(0, \log 2)}) \, dx \, dz \geq \varepsilon/2 \nu(B_{\delta'}(x_0, z_0)) > 0$ where the last inequality follows from the fact that $(x_0, z_0) \in \text{supp}(\nu)$. Since $\delta$ was arbitrary, we see that $(0, \log 2) \in \text{supp}(\nu)$. Similarly, $(0, \log 2) \in \text{supp}(\tilde{\nu})$, which contradicts (3.25). Therefore, SDE (3.3)-(3.4) has a unique invariant measure.

Let $L$ be the generator of the semigroup $P$

$$Lf := \frac{1}{2} \kappa \partial_{xx}^2 f + \left( -\frac{1}{2} x - \frac{2x}{x^2 + e^{2z}} \right) \partial_x f + \left( -\frac{1}{2} + \frac{2}{x^2 + e^{2z}} \right) \partial_z f,$$

where $f \in C^\infty(\mathbb{R}^2)$. As usual, the adjoint of $L$ will be denoted by $L^*$.

**Lemma 3.6.** The measure $\pi := \text{Law}(\text{Re}(\gamma_1), \log(\text{Im}(\gamma_1)))$ has a smooth density $p$ with respect to the Lebesgue measure. Further, $p$ is the unique solution in the class of densities of the Fokker-Planck-Kolmogorov equation

$$L^*p = 0. \quad (3.26)$$

Finally, $p(x, z) = 0$ for $x \in \mathbb{R}$, $z \geq \log 2$, and $p(x, z) > 0$ for $x \in \mathbb{R}$, $z < \log 2$.

**Proof.** Since the measure $\pi$ is invariant for $P$, we have (in the weak sense)

$$L^* \pi = 0. \quad (3.27)$$

Let us now check that $L^*$ satisfies the (standard) Hörmander condition.

Denote by $b$ the drift of (3.3)-(3.4)

$$b(x, z) := \begin{pmatrix} b^1(x, z) \\ b^2(x, z) \end{pmatrix} := \begin{pmatrix} -\frac{1}{2} x - \frac{2x}{x^2 + e^{2z}} \\ -\frac{1}{2} + \frac{2}{x^2 + e^{2z}} \end{pmatrix}, \quad x, z \in \mathbb{R}. \quad (3.28)$$

and recall the notation for $\sigma$ (3.14). Using (3.11), we see that for $x \neq 0, z \in \mathbb{R}$ we have $\text{span}(\sigma, [\sigma, b(x, z)]) = \mathbb{R}^2$, and for $x = 0$, $z \in \mathbb{R}$ we have $\text{span}(\sigma, [\sigma, b(x, z)]) = \mathbb{R}^2$. Thus, the Hörmander condition holds and by Hörmander’s theorem [Str08,
Theorem 7.4.3], $L^*$ is hypoelliptic.\(^1\) Therefore, (3.27) implies that the Schwarz distribution $\pi \in C^\infty(\mathbb{R}^2)$. Thus, the measure $\pi$ has a $C^\infty$ density $p$ with respect to the Lebesgue measure and (3.26) holds.

Now let us show that (3.26) does not have any other solutions. We have already seen that semigroup $(P_t)$ has a unique invariant measure (this has been established in Lemma 3.5). In general, without extra conditions, this does not immediately imply uniqueness of solutions to (3.26) in the class of probability measures, see [BKRS15, hint to exercise 9.8.48]. This is because not every probability solution to the Fokker–Planck–Kolmogorov equation corresponds to a solution of the martingale problem; we refer to [BRS21, p. 719] for further discussion.

Thus, we assume the contrary and suppose that $p'$ is another probability density which solves (3.26). Let $\pi'$ be the measure with density $p'$. We claim that $\pi'$ is another invariant measure for $(P_t)$.

Consider a Lyapunov function $V$ (the suggestion to take this specific function is due to Stas Shaposhnikov)

$$V(x, z) := x^2 + \log(1 + z^2), \quad (x, z) \in \mathbb{R}^2.$$  

Then

$$LV(x, z) = \kappa - x^2 - \frac{4x^2}{x^2 + e^{2z}} - \frac{z}{1 + z^2} + \frac{4z}{(x^2 + e^{2z})(1 + z^2)},$$

$$\leq \kappa + 3 - \left( x^2 + \frac{4|z| \mathbb{1}(z \leq 0)}{(x^2 + e^{2z})(1 + z^2)} \right).$$

By [BKRS15, Theorem 2.3.2 and inequality (2.3.2)], this implies (note that $V$ is obviously quasi-compact in the sense of [BKRS15, Definition 2.3.1])

$$\int_{\mathbb{R}^2} \left( x^2 + \frac{4|z| \mathbb{1}(z \leq 0)}{(x^2 + e^{2z})(1 + z^2)} \right) p'(x, z) \, dx dz < \infty. \quad (3.29)$$

Then recalling (3.28) we have

$$1 + \frac{|b_1(x, z) x| + |b_2(x, z) z|}{1 + x^2 + z^2} \leq 5 + \frac{2|z| \mathbb{1}(z \leq 0)}{(x^2 + e^{2z})(1 + z^2)},$$

Combining this with (3.29), we see that for any $T > 0$

$$\int_0^T \int_{\mathbb{R}^2} \frac{1 + |b_1(x, z) x| + |b_2(x, z) z|}{1 + x^2 + z^2} p'(x, z) \, dx dz dt < \infty.$$  

Therefore, by the generalized Ambrosio-Figalli-Trevisan superposition principle [BRS21, Theorem 1.1] and the standard equivalence between weak solutions of SDE and the martingale problems, see, e.g., [KS91, Proposition 5.4.11], there exists a weak solution to SDE (3.3)–(3.4) on the interval $[0, T]$ such that for any $t \geq 0$ we have $\text{Law}(\hat{X}_t, \hat{Z}_t) = \pi'$. Thus, the measure $\pi'$ is also invariant for the semigroup

---

\(^1\)In the proof of Lemma 3.2, we use [Hai11, Theorem 1.3] which is a probabilistic version of Hörmander’s theorem, and it imposes global assumptions on boundedness of derivatives of the drift. Here we use [Str08, Theorem 7.4.3] which is a purely PDE result and it does not require any global assumptions. Therefore we do not have to smoothen the drift $b$ here.
(P₁). However, this contradicts Lemma 3.5. Therefore, (3.26) has a unique solution in the class of probability densities.

Finally, let us prove the results concerning the support of \( p \). Note that if \( \hat{Z}_0(\omega) > \log 2 \), then \( \hat{Z}_0(\omega) > \hat{Z}_1(\omega) \). Let \( f: \mathbb{R} \to [0, \infty) \) be an increasing function such that \( f(x) = 0 \) for \( x \leq \log 2 \) and \( f(x) > 0 \) for \( x > \log 2 \). Then \( f(\hat{Z}_0) - f(\hat{Z}_1) \geq 0 \). On the other hand, by invariance

\[
\mathbb{E}_\pi(f(\hat{Z}_0) - f(\hat{Z}_1)) = 0.
\]

This implies that \( \mathbb{P}_\pi \text{ a.s. we have } f(\hat{Z}_0) = f(\hat{Z}_1) \). By the definition of \( f \) this implies that \( \pi(\mathbb{R} \times (\log 2, \infty)) = 0 \). Since the density \( p \) is continuous we have

\[
p(x, z) = 0, \quad x \in \mathbb{R}, z \geq \log 2.
\]  

(3.30)

Figure 2: Support of the density \( p \) (yellow and red regions). The process \( \hat{Z}_t \) is increasing when \((\hat{X}_t, \hat{Z}_t)\) is in the red region, and decreasing whenever \((\hat{X}_t, \hat{Z}_t)\) is in the yellow region. The dashed line, which touches the red region, is \( z = \log 2 \).

Now let us show that \( p(x, z) > 0 \) for any \( z < \log 2 \). The idea of this part of the proof is due to Stas Shaposhnikov. Suppose the contrary that for some \( x_0 \in \mathbb{R} \), \( z_0 < \log 2 \) we have \( p(x_0, z_0) = 0 \). We claim that this implies that \( p \equiv 0 \). Note that the set \( \{ z = z_0 \} \) is the set of elliptic connectivity for operator \( L^* \) in the sense of [OR73, Chapter III.1] (see also [Hil70, Section 2]). Therefore, the maximum principle for degenerate elliptic equations [OR73, Theorem 3.1.2] (see also [Hil70, Theorem 1], [Ale58, Theorem 4]) implies that \( p(x, z_0) = 0 \) for any \( x \in \mathbb{R} \).

Note that in the domain

\[
D := \{ x^2 + \exp(2z) < 4 \}
\]

PDE (3.26) becomes a parabolic equation in \((z, x)\) and on its complement (3.26) is a backward parabolic equation. This corresponds to the fact that the process \( \hat{Z}_t \) is increasing on \( D \) and decreasing on \( \mathbb{R}^2 \setminus D \), see Figure 2.
Fix now small $\delta$ such that $\delta^2 + \exp(2z_0) < 4$ (this is possible since $z_0 < \log 2$). Consider now the domain $D' := [-\delta, \delta] \times (-\infty, z_0) \subset D$. In this domain (3.26) is a parabolic equation
\[
\partial_t p - a(x, z)\partial_{xx} p + b(x, z)\partial_x p + c(x, z)p = 0,
\] for certain smooth functions $a, b, c$ and
\[
a(x, z) = \frac{\kappa}{x^2 + e^{2x}} - 1 > 0, \quad (x, z) \in D',
\] since $\frac{4}{x^2 + e^{2x}} > \frac{4}{2x + e^{2x_0}} > 1$ on $D'$. Therefore, by the Harnack inequality for parabolic equations (see, e.g., [Eva98, Section 7.1, Theorem 10]), we get for arbitrary $z_1 \leq z_0$, and $C > 0$
\[
\sup_{x \in (-\delta, \delta)} p(x, z_1) \leq C \inf_{x \in (-\delta, \delta)} p(x, z_0) = 0.
\] Using again the maximum principle for degenerate elliptic equations, we deduce from this that $p(x, z_1) = 0$ for any $x \in \mathbb{R}$. Since $z_1 \leq z_0$ was arbitrary we have that $p \equiv 0$ on $\mathbb{R} \times (-\infty; z_0]$.

We use a similar argument to treat the case $z \geq z_0$. Consider now the domain $D'' := [3, 4] \times (z_0, \infty) \subset \mathbb{R}^2 \setminus D$. In this domain (3.26) is a backward parabolic equation (3.31) and
\[
a(x, z) = \frac{\kappa}{4x^2 + e^{2x}} - 1 < 0, \quad (x, z) \in D''
\] since $\frac{4}{2x^2 + e^{2x}} < \frac{4}{9} < 1$ on $D''$. The Harnack inequality for parabolic equations implies now for arbitrary $z_1 \geq z_0$, and $C > 0$
\[
\sup_{x \in (3, 4)} p(x, z_1) \leq C \inf_{x \in (3, 4)} p(x, z_0) = 0.
\] and thus, as above, the maximum principle implies that $p \equiv 0$ on $\mathbb{R} \times [z_0, \infty)$.

Therefore the function $p$ is identically 0 which is not possible since $p$ is a density. This contradiction shows that $p(x, z) > 0$ for any $x \in \mathbb{R}$, $z < \log 2$. Together with (3.30) this concludes the proof of the theorem.

Proof of Theorem 2.1. By Lemma 3.6, the measure $\text{Law}(\text{Re}(\gamma_1), \text{log}(\text{Im}(\gamma_1)))$ has a smooth density $p$ with respect to the Lebesgue measure, which solves (3.26). Therefore, the measure $\text{Law}(\text{Re}(\gamma_1), \text{Im}(\gamma_1))$ has a density
\[
\psi(x, y) := \frac{1}{y} p(x, \log y), \quad x \in \mathbb{R}, y > 0.
\] Now, by change of variables, it is easy to see that $\psi$ is the unique solution of (2.2) in the class of probability densities. Since $p(x, z)$ is positive whenever $z < \log 2$, we see that $\psi(x, y)$ is positive whenever $y \in (0, 2)$. Finally, it is immediate that the function $\tilde{\psi}(x, y) := \psi(-x, y)$ also solves (2.2). By uniqueness, this implies that $\psi(x, y) = \psi(-x, y)$. \qed
3.2 Proof of Theorem 2.2

To establish Theorem 2.2, it will be convenient to work in the coordinates \((A, U)\), where

\[
A := \arg \gamma_1 = \cot^{-1}(\text{Re} \gamma_1 / \text{Im} \gamma_1), \quad U := (\text{Im} \gamma_1)^2.
\]

Denoting the density of \((A, U)\) by \(\varphi\), we note that

\[
\psi(x, y) = \frac{2y^2}{x^2 + y^2} \varphi(\cot^{-1}(x/y), y^2), \quad x \in \mathbb{R}, \ y > 0.
\]

It follows from Theorem 2.1 that the density \(\varphi\) is the unique solution to the corresponding Fokker-Planck-Kolmogorov equation, which in the new coordinates is given by

\[
\frac{\kappa^2}{2u} \sin 4 \alpha \frac{\partial}{\partial \alpha} \varphi + \frac{3\kappa - 4}{u} \sin 3 \alpha \cos \alpha \frac{\partial}{\partial \alpha} \varphi + (u - 4 \sin^2 \alpha) \frac{\partial}{\partial u} \varphi \\
+ \frac{\kappa - 4}{u} (3 \sin^2 \alpha \cos^2 \alpha - \sin^4 \alpha) \varphi + \varphi = 0, \quad (\alpha, u) \in (0, \pi) \times (0, 4]. \quad (3.32)
\]

Recall that we can consider this equation on a larger domain \((0, \pi) \times (0, \infty)\), but since \(\psi(x, y) = 0\) for \(y \geq 2\), we have \(\varphi(\alpha, u) = 0\) for \(u \geq 4\).

Note that this PDE can be rewritten as

\[
\frac{\partial}{\partial u}((u - 4 \sin^2 \alpha) \varphi) + \frac{\kappa - 4}{u} \frac{\partial}{\partial \alpha} (\sin^3 \alpha \cos \alpha \varphi) + \frac{\kappa}{2u} \frac{\partial}{\partial \alpha} (\sin^4 \alpha \frac{\partial}{\partial u} \varphi) = 0. \quad (3.33)
\]

The crucial statement on the way to prove Theorem 2.2 is the following lemma.

**Lemma 3.7.** For any \(\alpha \in (0, \pi)\) we have

\[
\int_0^4 \frac{1}{u} \varphi(\alpha, u) \, du = \frac{\Gamma(1 + \frac{4}{\kappa})}{4\sqrt{\pi} \Gamma(\frac{1}{2} + \frac{4}{\kappa})} (\sin \alpha)^{8/\kappa - 2}. \quad (3.34)
\]

Before we go into the technical details, let us outline heuristically the main idea of the proof. If we assume \(\varphi(\alpha, 0+) = \varphi(\alpha, 4) = 0\), then integrating (3.33) in \(u\) yields

\[
\partial_\alpha \left( \int_0^4 \left( \frac{\kappa - 4}{u} \sin^3 \alpha \cos \alpha \varphi(\alpha, u) + \frac{\kappa}{2u} \sin^4 \alpha \partial_\alpha \varphi(\alpha, u) \right) \, du \right) = 0.
\]

Hence the expression \(J(\alpha) := \int_0^4 \left( \frac{\kappa - 4}{u} \sin^3 \alpha \cos \alpha \varphi + \frac{\kappa}{2u} \sin^4 \alpha \partial_\alpha \varphi \right) \, du\) does not depend on \(\alpha\). Moreover, let us suppose that \(\alpha^4 |\partial_\alpha \varphi|\) and \(\alpha^3 \varphi\) monotonically go to 0 as \(\alpha \to 0\) for any \(u \in (0, 4]\). Then \(J(0+) = 0\) and thus \(J(\alpha) = 0\) for any \(\alpha \in (0, \pi)\). Therefore,

\[
0 = J(\alpha) \sin^{-8/\kappa - 2} \alpha = \int_0^4 \frac{\kappa}{2u} \partial_\alpha ((\sin \alpha)^{2-8/\kappa} \varphi(\alpha, u)) \, du.
\]

This yields that \(\int_0^4 \frac{1}{u} (\sin \alpha)^{2-8/\kappa} \varphi(\alpha, u) \, du\) is constant in \(\alpha\), which gives

\[
\int_0^4 \frac{1}{u} \varphi(\alpha, u) \, du = c (\sin \alpha)^{8/\kappa - 2}
\]
Moreover, suppose that there exist a subsequence \( \varepsilon \). Then we would like to let \( t \to 0 \), and an application of Grönwall’s inequality implies

\[ x(t) - x(s) = \int_s^t (F(r, x_k(r)) + g_k(r)) \, dr + h_k(s, t), \quad s, t \in [S, T], \]

where

- \( F \) is a continuous function \([S, T] \times \mathbb{R}^d \to \mathbb{R}^d\) and there exists \( C > 0 \) such that \( |F(t, x)| \leq C(1 + |x|) \) for \( t \in [S, T] \), \( x \in \mathbb{R}^d \);
- \( g \) and \( g_k \), \( k \in \mathbb{Z}_+ \), are integrable functions \([S, T] \to \mathbb{R}^d\), \( g_k \to g \) pointwise as \( k \to \infty \), and \( \sup_k \|g_k\|_\infty < \infty \);
- \( h_k, k \in \mathbb{Z}_+ \), are functions \([S, T] \to \mathbb{R}^d\), and \( \|h_k\|_\infty \to 0 \) as \( k \to \infty \).

Moreover, suppose that there exist \( t_k \in [S, T] \) such that \( \sup_k \|x_k(t_k)\| < \infty \).

Then there exists a continuous function \( x : [S, T] \to \mathbb{R}^d \) such that along some subsequence \((k_j)_{j \in \mathbb{Z}_+}\) we have \( x_{k_j} \to x \) uniformly as \( j \to \infty \) and

\[ x(t) - x(s) = \int_s^t (F(r, x(r)) + g(r)) \, dr, \quad s, t \in [S, T]. \]

**Proof.** First, we show that \( x_k \) are uniformly bounded. Indeed, by our assumptions we have for any \( t \in [S, T] \)

\[
|x_k(t)| \leq |x_k(t_k)| + \int_{t_k}^t |F(r, x_k(r)) + g_k(r)| \, dr + \|h_k\|_\infty \\
\leq C + C\int_{t_k}^t (1 + |x_k(r)|) \, dr,
\]

and an application of Grönwall’s inequality implies \( x_k \) are uniformly bounded.

Consequently, we can assume \( F \) to be bounded. It follows that the family \((x_k)_{k \in \mathbb{Z}_+}\) is equicontinuous. Indeed, for \( \varepsilon > 0 \) let \( k_\varepsilon \) large enough such that \( \|h_k\|_\infty < \varepsilon \) for \( k \geq k_\varepsilon \). Then, for \( k \geq k_\varepsilon \), we have

\[
|x_k(t) - x_k(s)| \leq \int_s^t |F(r, x_k(r)) + g_k(r)| \, dr + \varepsilon \\
\leq C|t - s| + \varepsilon
\]

which is smaller than \( 2\varepsilon \) whenever \( |t - s| < \varepsilon/C \). For \( k < k_\varepsilon \), by continuity of \( x_k \) we can find \( \delta_k > 0 \) such that \( |x_k(t) - x_k(s)| < \varepsilon \) whenever \( |t - s| < \delta_k \).

Hence, by the Arzela-Ascoli theorem, we have \( x_{k_j} \to x \) uniformly along some subsequence. Equation (3.36) follows now from (3.35) by taking limits. \( \square \)
We will later also frequently use integration by parts arguments. In order to control the boundary terms that appear, the following lemma will be useful.

**Lemma 3.9.** Let $T > 0$, and $f : [0, T] \to \mathbb{R}$ be a differentiable function such that $\int_0^T f(s) \, ds$ neither diverges to $+\infty$ nor $-\infty$ as $\varepsilon \searrow 0$. Let $h : (0, T] \to (0, \infty)$ be a non-increasing differentiable function such that $\int_0^T h(s) \, ds = +\infty$. Then there exists a sequence $t_k \searrow 0$ such that

$$|f(t_k)| \leq h(t_k) \quad \text{and} \quad f'(t_k) \geq h'(t_k), \quad k \in \mathbb{Z}_+.$$  

**Proof.** First we note that there must exist a sequence $s_k \searrow 0$ such that $|f(s_k)| < h(s_k)$ for all $k \in \mathbb{Z}_+$, otherwise we would have $\int_0^T f(s) \, ds = +\infty$ or $\int_0^T f(s) \, ds = -\infty$. To control $f'$, we distinguish two cases.

**Case 1:** We have $|f(t)| \leq h(t)$ for all small $t$. In that case, consider $g(t) := h(t) - f(t)$. The function $g$ cannot be always increasing for small $t$, otherwise we would have $\int_0^T f(s) \, ds = \infty$. Consequently there must be a sequence $t_k \searrow 0$ such that $g'(t_k) \leq 0$.

**Case 2:** We have $|f(r_k)| > h(r_k)$ along a sequence $r_k \searrow 0$. We can pick the sequence such that either $f(r_k) > h(r_k)$ for all $k$ or $f(r_k) < -h(r_k)$ for all $k$. In the former case $f(r_k) > h(r_k)$ for all $k$, let $t_k = \sup\{t < r_k \setminus f(t) \leq h(t)\}$ (this set is non-empty due to the existence of a sequence $s_k$ with $|f(s_k)| < h(s_k)$). Then $f(t_k) = h(t_k)$ and $f'(t_k) \geq h'(t_k)$ as desired. In the latter case $f(r_k) < -h(r_k)$ for all $k$, let $t_k = \inf\{t > r_k \setminus f(t) \geq -h(t)\}$ (again, $(t_k)$ is well-defined and tends to 0 due to the existence of $(s_k)$ as above). Then $f(t_k) = h(t_k)$ and $f'(t_k) \geq -h'(t_k) \geq h'(t_k)$ since $h$ is non-increasing. 

**Corollary 3.10.** Consider the same setup as Lemma 3.9, and suppose additionally that $f \geq 0$. Then there exists a sequence $t_k \searrow 0$ such that

$$f(t_k) \leq h(t_k) \quad \text{and} \quad |f'(t_k)| \leq |h'(t_k)|, \quad k \in \mathbb{Z}_+.$$  

**Proof.** Let $(t_k)_{k \in \mathbb{Z}_+}$ be a sequence as in Lemma 3.9. Fix now $k \in \mathbb{Z}_+$. If $f'(t_k) \leq |h'(t_k)|$, then, by Lemma 3.9 we have $f'(t_k) \geq -|h'(t_k)|$ and $f(t_k) \leq h(t_k)$. Hence the point $t_k$ satisfies (3.37).

Otherwise, if $f'(t_k) > |h'(t_k)|$, define $s_k = \sup\{t \leq t_k \setminus f'(t) \leq |h'(t)|\}$ (this set is non-empty, otherwise we would have $f(t) \to -\infty$ as $t \searrow 0$). By definition, we have $f'(t) > |h'(t)|$ for $t \in [s_k, t_k]$, and hence also $f(s_k) < f(t_k)$. Moreover, we find some $r_k \leq s_k$ close to $s_k$ with $f'(r_k) \leq |h'(r_k)|$. By continuity, we still have $f(t) < f(t_k)$ for $t \in [r_k, t_k]$. Since the derivative of any differentiable function satisfies the intermediate value theorem, we find some $\tilde{t}_k \in [r_k, t_k]$ such that $f'(\tilde{t}_k) = |h'(\tilde{t}_k)|$. Then we also have $f(\tilde{t}_k) < f(t_k) \leq h(t_k) \leq h(\tilde{t}_k)$ as desired. 

We now proceed to the main part of our proof. In the following, we denote for $n \in \mathbb{Z}_+$, $\alpha \in (0, \pi)$, and $\varepsilon > 0$

$$I_n(\alpha) := \int_0^4 u^{-n} \phi(\alpha, u) \, du; \quad I_n'(\alpha) := \int_\varepsilon^4 u^{-n} \phi(\alpha, u) \, du.$$  

From the equation (3.32), we will deduce a recursive system of ODEs that are satisfied for the functions $I_n$. In fact, the relation is satisfied for general $n \in \mathbb{R}$ but we will use it only with $n \in \mathbb{Z}_+$. 
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Lemma 3.11. Let \( n \in \mathbb{Z}_+ \) be fixed. Suppose that either \( n = 0 \) or \( I_n \) is continuous (and finite) on \((0, \pi)\). Assume that for any \( \delta > 0 \) there exists a sequence \((\varepsilon_k)_{k \in \mathbb{Z}_+}\) converging to 0 such that

\[
\varepsilon_k^n \int_{\delta}^{\pi-\delta} \varphi(\alpha, \varepsilon_k) \, d\alpha \to 0 \quad (3.38)
\]

Then either \( I_{n+1} = \infty \) everywhere on \((0, \pi)\) or \( I_{n+1} \) is twice differentiable on \((0, \pi)\) and satisfies the following ODE

\[
0 = nI_n - 4n \sin^2 \alpha I_{n+1} + (\kappa - 4)(3 \sin^2 \alpha \cos^2 \alpha - \sin^4 \alpha) I_{n+1} \\
+ (3\kappa - 4) \sin^3 \alpha \cos \alpha I'_{n+1} + \frac{\kappa}{2} \sin^4 \alpha I''_{n+1} \quad (3.39)
\]

Proof. Fix \( n \in \mathbb{Z}_+ \). Let \( \varepsilon > 0 \). Multiplying (3.32) by \( u^{-n} \) and integrating in \( u \in [\varepsilon, 4] \) yields

\[
0 = \int_{\varepsilon}^{4} u^{-n} \partial_u ((u - 4 \sin^2 \alpha) \varphi) \, du \\
+ (\kappa - 4)(3 \sin^2 \alpha \cos^2 \alpha - \sin^4 \alpha) \int_{\varepsilon}^{4} u^{-n-1} \varphi \, du \\
+ (3\kappa - 4) \sin^3 \alpha \cos \alpha \int_{\varepsilon}^{4} u^{-n-1} \partial_u \varphi \, du + \frac{\kappa}{2} \sin^4 \alpha \int_{\varepsilon}^{4} u^{-n-1} \partial^2_u \varphi \, du \\
= -\varepsilon^{-n}(\varepsilon - 4 \sin^2 \alpha) \varphi(\alpha, \varepsilon) + nI_{n+1}^{\varepsilon} - 4n \sin^2 \alpha I_{n+1}^{\varepsilon} \\
+ (\kappa - 4)(3 \sin^2 \alpha \cos^2 \alpha - \sin^4 \alpha) I_{n+1}^{\varepsilon} \\
+ (3\kappa - 4) \sin^3 \alpha \cos \alpha (I_{n+1}^{\varepsilon})' + \frac{\kappa}{2} \sin^4 \alpha (I_{n+1}^{\varepsilon})'' \quad (3.40)
\]

We would like to apply Lemma 3.8 to pass to the limit as \( \varepsilon \to 0 \) in the above ODE. Suppose now that \( I_{n+1} \) is not infinite everywhere, i.e. \( I_{n+1}(\alpha_0) < \infty \) for some \( \alpha_0 \in (0, \pi) \). Fix arbitrary \( \delta > 0 \) small enough such that \( \alpha_0 \in (\delta, \pi - \delta) \) and set \( S := \delta, T := \pi - \delta \),

\[
x_k := \left[ \frac{I_{n+1}^{\varepsilon_k}}{(\partial_{\alpha} I_{n+1}^{\varepsilon_k})} \right],
\]

\[
F(\alpha, x^{(1)}, x^{(2)}) := \left( \frac{2}{\kappa \sin^2 \alpha} (4nx^{(1)}(\kappa - 4)(3 \cos^2 \alpha - \sin^2 \alpha) - (3\kappa - 4)x^{(2)} \sin \alpha \cos \alpha) \right),
\]

\[
g_k(\alpha) := \left( \frac{0}{\kappa \sin^3 \alpha} nI_{n+1}^{\varepsilon_k}(\alpha) \right),
\]

\[
h_k(\alpha_1, \alpha_2) := \left( \frac{2}{\alpha_1 \kappa \sin \alpha} \varepsilon_k^{-n} (\varepsilon_k - 4 \sin^2 \alpha) \varphi(\alpha, \varepsilon_k) \, d\alpha \right)
\]

where \( \varepsilon_k \) are the same as in the condition (3.38). It is obvious that on \([\delta, \pi - \delta]\) the function \( F \) is continuous and has linear growth in \( x^{(1)}, x^{(2)} \). Moreover, \( g_k(\alpha) \to g(\alpha) = \left( \frac{0}{\kappa \sin^3 \alpha} \right)^T \) monotonically by the assumptions of the Lemma. Finally, thanks to (3.38), we have \( \|h_k\|_\infty \to 0 \) on \([\delta, \pi - \delta]^2\).
It remains to find a sequence $\alpha_k$ such that $I_{n+1}^{(\varepsilon_k)}(\alpha_k)$ and $(I_{n+1}^{(\varepsilon_k)})'(\alpha_k)$ are bounded.

First assume that there exists $\alpha', \alpha'' \in [\delta, \pi - \delta]$ such that $\alpha' < \alpha_0 < \alpha''$ and $I_{n+1}(\alpha_0) < I_{n+1}(\alpha')$, $I_{n+1}(\alpha'_0) < I_{n+1}(\alpha'')$ (at this point, we allow $I_{n+1}(\alpha')$ or $I_{n+1}(\alpha'')$ to be infinite). Then for all large enough $k$ we have $I_{n+1}^{(\varepsilon_k)}(\alpha'_0) < I_{n+1}^{(\varepsilon_k)}(\alpha')$, $I_{n+1}^{(\varepsilon_k)}(\alpha'_0) < I_{n+1}^{(\varepsilon_k)}(\alpha'')$. Pick some $\alpha_k \in \text{argmin}_{[\alpha', \alpha'']} I_{n+1}^{(\varepsilon_k)}$. By above, $\alpha_k \in (\alpha', \alpha'')$ and hence $(I_{n+1}^{(\varepsilon_k)})'(\alpha_k) = 0$. Moreover, $I_{n+1}^{(\varepsilon_k)}(\alpha_k) \leq I_{n+1}^{(\varepsilon_k)}(\alpha_0) \leq I_{n+1}(\alpha_0)$. Thus the sequence $(I_{n+1}^{(\varepsilon_k)}(\alpha_k), (I_{n+1}^{(\varepsilon_k)})'(\alpha_k))_{k \in \mathbb{Z}^+}$ is bounded.

If $I_{n+1}(\alpha_0) \geq I_{n+1}(\alpha)$ for all $\alpha \in [\delta, \alpha_0]$, then
\[
\sup_{\alpha \in [\delta, \alpha_0]} I_{n+1}^{(\varepsilon_k)}(\alpha) \leq \sup_{\alpha \in [\delta, \alpha_0]} I_{n+1}(\alpha) \leq I_{n+1}(\alpha_0).
\] (3.41)

Hence for each $k$ there exists $\alpha_k \in [\delta, \alpha_0]$ such that $|(I_{n+1}^{(\varepsilon_k)})'(\alpha_k)| \leq I_{n+1}(\alpha_0)/(\alpha_0 - \delta)$. Combining this with (3.41) we see again that the sequence $(I_{n+1}^{(\varepsilon_k)}(\alpha_k), (I_{n+1}^{(\varepsilon_k)})'(\alpha_k))_{k \in \mathbb{Z}^+}$ is bounded.

The case when $I_{n+1}(\alpha_0) \geq I_{n+1}(\alpha)$ for all $\alpha \in [\alpha_0, \pi - \delta]$ is treated in a similar way.

Thus we see that all the conditions of Lemma 3.8 are satisfied. By passing to the limit as $\varepsilon \to 0$ in (3.40) and using continuity of $g$, we get (3.39).

As we mentioned before, we are planning to apply Lemma 3.11 recursively starting with $n = 0$. To verify condition (3.38) we will use the following result.

**Lemma 3.12.** For any $n \geq 0$ we have
\[
\int_0^4 \int_0^\pi u^{-n-1} \sin^2 \alpha \varphi(\alpha, u) \, d\alpha \, du = \frac{1}{4} \int_0^4 \int_0^\pi u^{-n} \varphi(\alpha, u) \, d\alpha \, du.
\] (3.42)

In case both sides of this identity are finite, for any $\delta > 0$ there exists a sequence $(\varepsilon_k)_{k \in \mathbb{Z}^+} \searrow 0$ such that
\[
\varepsilon_k^{-n} \int_{\delta}^{\pi - \delta} \varphi(\alpha, \varepsilon_k) \, d\alpha \to 0 \quad \text{as} \; k \to \infty.
\] (3.43)

Note that (3.42) can be rewritten as
\[
\int_0^\pi I_{n+1}(\alpha) \sin^2 \alpha \, d\alpha = \frac{1}{4} \int_0^\pi I_n(\alpha) \, d\alpha.
\]

**Proof.** Fix arbitrary $\delta > 0$. Integrating (3.33) in $\alpha$ from $\delta$ to $\pi/2$ yields for any $u \in (0, 4)$
\[
\partial_u \int_{\delta}^{\pi/2} (u-4 \sin^2 \alpha) \varphi(\alpha, u) \, d\alpha = \frac{\kappa - 4}{u} \varphi(\delta, u) \sin^3 \delta \cos \delta + \frac{\kappa}{2u} \sin^4 \delta \partial_u \varphi(\alpha, u) \bigg|_{\alpha = \delta}
\] (3.44)

By Theorem 2.1, $\varphi(\alpha, 4) = 0$ for any $\alpha \in (0, \pi/2)$. Fix now arbitrary $u_0 \in (0, \pi/2)$ and denote
\[
J(\alpha) := I_{n_0}^{(\varepsilon)}(\alpha) = \int_{u_0}^4 u^{-1} \varphi(\alpha, u) \, du, \quad \alpha \in (0, \pi).
\]
Integrating (3.44) in $u$ from $u_0$ to 4 we get
\[
\left| \int_{\delta}^{\pi/2} (u_0 - 4 \sin^2 \alpha) \varphi(\alpha, u_0) \, d\alpha \right| \leq CJ(\delta)\delta^3 + C\delta^4|J'(\delta)|. \tag{3.45}
\]

Let us pass to the limit in (3.45) as $\delta \to 0$. Note that $A := \int_0^1 J(\alpha) \, d\alpha$ is obviously finite. Hence, we can apply Corollary 3.10 with $f = J, h(t) = 1/t$. Then, there exists a sequence $(\delta_k)_{k \in \mathbb{Z}^+}$, such that
\[
\delta_k \downarrow 0, \quad \delta_k J(\delta_k) \leq 1, \quad \delta_k^2 |J'(\delta_k)| \leq 1
\]
for all $k \in \mathbb{Z}^+$. Applying now (3.45) with $\delta = \delta_k$ and passing to the limit as $k \to \infty$, we get
\[
\int_{\delta}^{\pi/2} (u_0 - 4 \sin^2 \alpha) \varphi(\alpha, u_0) \, d\alpha = 0,
\]
which by symmetry of $\varphi$ implies
\[
\int_0^\pi (u_0 - 4 \sin^2 \alpha) \varphi(\alpha, u_0) \, d\alpha = 0
\]
for any $u_0 \in (0, 4]$. Dividing now this identity by $u_0^{n+1}$ and integrating in $u_0$, we get (3.42).

To show (3.43), fix $\delta > 0$. Assuming the left-hand side of (3.42) to be finite, we get
\[
\int_0^4 \int_{\delta}^{\pi/2} u^{-n-1} \varphi(\alpha, u) \, d\alpha \, du \leq \frac{1}{\sin^2 \delta} \int_0^4 \int_{\delta}^{\pi/2} u^{-n-1} \sin^2 \alpha \varphi(\alpha, u) \, d\alpha \, du < \infty.
\]
Therefore there must exist a sequence of $\varepsilon_k \searrow 0$ satisfying (3.43) because otherwise the left-hand side of the above inequality would be infinite.

Remark 3.13. Lemma 3.12 can be deduced from a general PDE argument [BKRS15, Theorem 2.3.2 and inequality (2.3.2)]. Indeed, note that PDE (3.32) can be written as
\[
\mathcal{L}^* \varphi = 0,
\]
where $\mathcal{L} = \frac{k}{2u} \sin^4 \alpha \partial_{\alpha}^2 + \frac{4 + \alpha}{u} \cos \alpha \sin^3 \alpha \partial_{\alpha} + (4 \sin^2 \alpha - u) \partial_u$, $u > 0, \alpha \in (0, \pi)$. If $n = 1$, take a Lyapunov function $V(\alpha, u) := -\log u$; otherwise set $V(\alpha, u) := \frac{1}{n-1} u^{-n+1}$. Then
\[
\mathcal{L} V(\alpha, u) = (u - 4 \sin^2 \alpha) u^{-n}.
\]
Note however that even though $V$ does not satisfy all the conditions of [BKRS15, Theorem 2.3.2], a standard mollification argument and [BKRS15, inequality (2.3.2)] yield (3.42). However, writing up rigorously all the technical details gets a bit complicated, so we found it simpler to give a direct proof.

We are now able to prove (3.34) rigorously.
Proof of Lemma 3.7. Let us apply Lemma 3.11 with \( n = 0 \). We see that the right-hand side of (3.42) is finite for \( n = 0 \). Hence Lemma 3.12 implies that (3.43) holds for \( n = 0 \). Therefore, condition (3.38) is satisfied for \( n = 0 \).

Note now that if \( I_1 = \infty \) for all \( \alpha \in (0, \pi) \), then the left-hand side of (3.42) with \( n = 0 \) is infinite. However this is not the case. Thus, by Lemma 3.11, the function \( I_1 \) is twice differentiable and solves

\[
(\kappa - 4)(3\sin^2 \alpha \cos^2 \alpha - \sin^4 \alpha) I_1 + (3\kappa - 4) \sin \alpha \cos \alpha I_1' + \frac{\kappa}{2} \sin^4 \alpha I_1'' = 0.
\]

This can be rewritten as

\[
\partial_{\alpha} \left( (\kappa - 4) \sin^3 \alpha \cos \alpha I_1 + \frac{\kappa}{2} \sin^4 \alpha I_1' \right) = 0. \tag{3.46}
\]

Let \( \alpha \in (0, \pi) \). Then integrating (3.46) in \( \alpha' \in [\alpha, \pi - \alpha] \), we get

\[
(\kappa - 4) \sin^3 \alpha \cos \alpha (I_1(\alpha) + I_1(\pi - \alpha)) + \frac{\kappa}{2} \sin^4 \alpha (I_1'(\alpha) - I_1'(\pi - \alpha)) = 0 \tag{3.47}
\]

Recall that by Theorem 2.1 we have that the density \( \psi \) is symmetric, \( \psi(x, y) = \psi(-x, y) \) for \( x \in \mathbb{R}, y > 0 \). This implies that \( \varphi \) is also symmetric and \( \varphi(\alpha, u) = \varphi(\pi - \alpha, u) \) for \( \alpha \in (0, \pi), u > 0 \). Hence \( I_1(\alpha) = I_1(\pi - \alpha) \), \( I_1'(\alpha) = -I_1'(\pi - \alpha) \) and (3.47) yields

\[
(\kappa - 4) \sin^3 \alpha \cos \alpha I_1(\alpha) + \frac{\kappa}{2} \sin^4 \alpha I_1'(\alpha) = 0. \tag{3.48}
\]

Therefore,

\[
\partial_{\alpha}(\sin^{2-8/\kappa} \alpha I_1(\alpha)) = 0,
\]

and we finally get

\[
I_1(\alpha) = c\sin^{8/\kappa - 2} \alpha, \quad \alpha \in (0, \pi),
\]

for some \( c > 0 \). The precise value of \( c \) follows from (3.42):

\[
\frac{1}{4} = \int_0^4 \int_0^\pi \frac{1}{u} \sin^2 \alpha \varphi(\alpha, u) \, d\alpha \, du = c \int_0^\pi \sin^{8/\kappa} \alpha \, d\alpha = c\sqrt{\pi} \frac{\Gamma\left(\frac{1}{2} + \frac{4}{\kappa}\right)}{\Gamma(1 + \frac{4}{\kappa})},
\]

which gives (3.34).

\[\square\]

Proof of Theorem 2.2(i). Note that the Law(\( \gamma(t) \)) = Law(\( t^{1/2} \gamma(1) \)). Therefore

\[
E \int_0^\infty 1_{\gamma(t) \in \Lambda} \, dt = \int_0^\infty P(\gamma(t) \in \Lambda) \, dt = \int_0^\infty P(\gamma(1) \in t^{-1/2} \Lambda) \, dt. \tag{3.49}
\]

Fix \( 0 < a < b, 0 < \alpha < \beta < \pi \). First consider sets \( \Lambda \) of the form

\[
\Lambda = \{ x + iy \mid \text{cot}^{-1}(x/y) \in [\alpha, \beta], \ y^2 \in [a, b] \}. \tag{3.50}
\]
Then, writing \( \gamma(1) = \sqrt{U} (\cot A + i) \), we continue (3.49) in the following way

\[
E \int_0^\infty 1_{n(t) \in \Lambda} \, dt = \int_0^\infty P(A \in [\alpha, \beta], U \in [a/t, b/t]) \, dt
\]

\[
= \int_0^\infty \int_\alpha^{b/t} \varphi(\alpha', u) \, d\alpha' \, du
\]

\[
= \int_0^\infty \int_\alpha^b \frac{b - a}{u} \varphi(\alpha', u) \, d\alpha' \, du
\]

\[
= (b - a) \frac{\Gamma(1 + \frac{4}{\kappa})}{4\sqrt{\pi} \Gamma(\frac{1}{2} + \frac{4}{\kappa})} \int_\alpha^\beta (\sin \alpha')^{8/\kappa - 2} \, d\alpha',
\]

where the last identity follows from Lemma 3.7. Since

\[
\int_\Lambda \left(1 + \frac{x^2}{y^2}\right)^{-4/\kappa} \, dx \, dy = \frac{1}{2} \int_\alpha^\beta \int_a^b (\sin \alpha')^{8/\kappa - 2} \, d\alpha' \, du
\]

\[
= \frac{b - a}{2} \int_\alpha^\beta (\sin \alpha')^{8/\kappa - 2} \, d\alpha',
\]

we see that

\[
E \int_0^\infty 1_{n(t) \in \Lambda} \, dt = \frac{\Gamma(1 + \frac{4}{\kappa})}{2\sqrt{\pi} \Gamma(\frac{1}{2} + \frac{4}{\kappa})} \int_\Lambda \left(1 + \frac{x^2}{y^2}\right)^{-4/\kappa} \, dx \, dy.
\]

Clearly, sets \( \Lambda \) of the form (3.50) generate the Borel \( \sigma \)-algebra on \( \mathbb{H} \). This implies (2.3). \( \square \)

To prove Theorem 2.2(ii), we need the following key result.

**Lemma 3.14.** Let \( n \in \mathbb{Z}_+, \, n \geq 1 \). Then \( \int_0^\pi I_n(\alpha) \, d\alpha \) is finite for \( \kappa < 8/(2n - 1) \) and infinite for \( \kappa \geq 8/(2n - 1) \).

Furthermore, let \( \frac{5}{2} > 2n - 3 \). Then the function \( I_n: (0, \pi) \to \mathbb{R}_+ \) is continuous and for any \( \delta > 0 \) there exists \( \alpha_0 = \alpha_0(n, \delta) \in (0, \pi/2) \) such that for \( \alpha \in (0, \alpha_0) \)

\[
I_n(\alpha) \geq \alpha^{8/\kappa - 2n} \log |\alpha|^{-\delta}.
\]

If, additionally, \( \frac{5}{2} > (2n - 3) \) and \( \kappa < \frac{16}{7} \), then for any \( \delta > 0 \) there exists \( \alpha_0 = \alpha_0(n, \delta) \in (0, \pi/2) \) such that for \( \alpha \in (0, \alpha_0) \)

\[
I_n(\alpha) \leq \alpha^{8/\kappa - 2n - \delta}.
\]

**Proof.** We will prove this lemma by induction over \( n \), with the case \( n = 1 \) already established in Lemma 3.7. Let us first explain the heuristic idea. Consider for simplicity the first non-trivial case \( n = 2 \). Then approximating (3.39) near \( \alpha \approx 0 \) and knowing that \( I_1 = c_0(\sin \alpha)^{8/\kappa - 2} \), the equation reads

\[
0 \approx c_0 \alpha^{8/\kappa - 2} - 4\alpha^2 I_2 + (\kappa - 4)3\alpha^2 I_2 + (3\kappa - 4)\alpha^2 I_2 + \frac{\kappa}{2}\alpha^4 I_2''
\]

If we naively suppose \( I_2 \approx \alpha^8, \, I_2' \approx sa^{s-1}, \, I_2'' \approx s(s - 1)a^{s-2} \), then we find that either \( s = 8/\kappa - 4 \), cancelling the first term \( I_1 \), or \( s < 8/\kappa - 4 \) in which case the
remaining terms need to cancel each other. In the latter case, the coefficients need to sum to 0, i.e.
\[ 0 = (3\kappa - 16) + (3\kappa - 4)s + \frac{\kappa}{2} s(s - 1). \tag{3.53} \]
Recall also, that by Lemma 3.12 with \( n = 1 \), we have \( \int_0^\pi I_2 \sin^2 \alpha \, d\alpha < \infty \), which implies \( s > -3 \). However, on the interval \((-3, 8/\kappa - 4)\) equation (3.53) has no solutions, and thus the case \( s < 8/\kappa - 4 \) is not possible. Hence, the only remaining option is \( s = 8/\kappa - 4 \).

To make this heuristic precise, we find a suitable subsequence \( \alpha_k \searrow 0 \) where we can apply a similar argument.

Let us now proceed to the rigorous induction on \( n \).

**Base case.** \( n = 1 \). In this case (3.51), (3.52) and continuity of \( I_1 \) was already proven in (3.34). The fact that \( \int_0^\pi I_1(\alpha) \, d\alpha < \infty \) implies \( s > -3 \). However, on the interval \((-3, 8/\kappa - 4)\) equation (3.53) has no solutions, and thus the case \( s < 8/\kappa - 4 \) is not possible. Hence, the only remaining option is \( s = 8/\kappa - 4 \).

To make this heuristic precise, we find a suitable subsequence \( \alpha_k \searrow 0 \) where we can apply a similar argument.

Using this, we now show (3.51) and (3.52). The statement about the finiteness of \( \int I_n \, d\alpha \) follows immediately.

**Lower bound.** We begin with the lower bound (3.51). Denote
\[ s := \frac{8}{\kappa} - 2n - 2. \tag{3.55} \]
Fix \( \delta \in (0, 1) \) and suppose that the lower bound does not hold, i.e. we have \( I_{n+1}(\alpha_k) < \tilde{\alpha}_k^s|\log \tilde{\alpha}_k|^{-\delta} \) for a sequence of \( \tilde{\alpha}_k \searrow 0 \). We distinguish two cases.

**Case 1.** \( I_{n+1}(\alpha) \leq \alpha^s|\log \alpha|^{-\delta} \) for all small \( \alpha > 0 \). We apply Lemma 3.9 with \( f(\alpha) := \partial_n(\alpha^{-s}I_{n+1}(\alpha)) \), \( h(\alpha) = \alpha^{-1}|\log \alpha|^{-\delta} \). It is easy to see that all the conditions of the lemma are satisfied, and therefore there exists a sequence of \( \alpha_k \searrow 0 \) such that (for some \( C < \infty \))
\[
\begin{align*}
|I_{n+1}(\alpha_k)| &\leq \tilde{\alpha}_k^s|\log \tilde{\alpha}_k|^{-\delta}, \\
|I'_{n+1}(\alpha_k)| &\leq C\tilde{\alpha}_k^{s-1}|\log \tilde{\alpha}_k|^{-\delta}, \\
I''_{n+1}(\alpha_k) &\geq -C\tilde{\alpha}_k^{s-2}|\log \tilde{\alpha}_k|^{-\delta}.
\end{align*}
\]
Plugging this into (3.39) we derive

$$0 = nI_n(\alpha_k) + \sin^2 \alpha_k (3\kappa - 4n - 12 + (16 - 4\kappa) \sin^2 \alpha_k) I_{n+1}(\alpha_k)$$

$$+ (3\kappa - 4) \sin^3 \alpha_k \cos \alpha_k I_n'(\alpha_k) + \frac{\kappa}{2} \sin^4 \alpha_k I_n''(\alpha_k)$$

$$\geq nI_n(\alpha_k) + \sin^2 \alpha_k ([3\kappa - 4n - 12 + (16 - 4\kappa) \sin^2 \alpha_k] \wedge 0) \alpha_k^8 \log \alpha_k^{-\delta} - C \sin^3 \alpha_k \cos \alpha_k \alpha_k^{s-1} \log \alpha_k^{-\delta} - C \sin^4 \alpha_k \alpha_k^{s-2} \log \alpha_k^{-\delta}.$$  \hspace{1cm} (3.56)

Multiplying (3.56) by $\alpha^{-s-2} \log \alpha^{-\delta}$ and passing to the limit as $\alpha \to 0$, we get

$$-C + n \liminf_{\alpha \to 0} \frac{I_n(\alpha) \log \alpha^{-\delta}}{\alpha^{s+2}} \leq 0 \hspace{1cm} (3.57)$$

By induction hypothesis (applied with $\delta/2$ in place of $\delta$), $I_n(\alpha) \alpha^{-s-2} \log \alpha^{-\delta} \to \infty$. This contradicts (3.57). Therefore it cannot be that $I_{n+1}(\alpha) \leq \alpha^s \log \alpha^{-\delta}$ for all small $\alpha$.

**Case 1.2.** In the other case one can find two sequences $\tilde{\alpha}_k, \overline{\alpha}_k$ such that $\tilde{\alpha}_k \leq \overline{\alpha}_k$ and $I_{n+1}(\alpha_k) < \tilde{\alpha}_k^8 \log \tilde{\alpha}_k^{-\delta}$, $I_{n+1}(\alpha_k) > \overline{\alpha}_k^8 \log \overline{\alpha}_k^{-\delta}$. Pick $\alpha_k \in \arg\min_{\tilde{\alpha}_k, \overline{\alpha}_k} (I_{n+1}(\alpha) - \alpha^s \log \alpha^{-\delta})$. Then $\alpha_k \in (\tilde{\alpha}_k, \overline{\alpha}_k)$ and

$$|I_{n+1}(\alpha_k)| < \alpha_k^8 \log \alpha_k^{-\delta},$$

$$I_{n+1}'(\alpha_k) = s \alpha_k^{s-1} \log \alpha_k^{-\delta} + o(\alpha_k^{s-1} \log \alpha_k^{-\delta}),$$

$$I_{n+1}''(\alpha_k) \geq s(s-1) \alpha_k^{s-2} \log \alpha_k^{-\delta} + o(\alpha_k^{s-2} \log \alpha_k^{-\delta}).$$

This implies that (3.56) holds for this sequence $(\alpha_k)$, which again leads to a contradiction.

Thus, we have shown that $I_{n+1}(\alpha) \geq \alpha^s \log \alpha^{-\delta}$ for all small enough $\alpha$. Recalling the definition of $s$ in (3.55), we see that this is exactly the desired lower bound in (3.51). This bound implies that for $\kappa \geq 8/(2n + 1) - 1 = 8/(2n + 1)$ we have $\int_0^\infty I_{n+1}(\alpha) d\alpha = \infty$.

**Upper bound.** Now we proceed with the upper bound in (3.52). We suppose now that $\kappa < \frac{8}{2n+1} \land \frac{16}{3}$. We use again notation (3.55). Write $I_{n+1}(\alpha) = \alpha^s(\alpha)$ for $\alpha \in (0, \pi)$. We will distinguish two cases.

**Case 2.1.** Suppose that

$$\liminf_{\alpha \to 0} s(\alpha) < \limsup_{\alpha \to 0} s(\alpha).$$

We show that this is impossible by deriving a contradiction.

Note that by Step 1, $\limsup_{\alpha \to 0} s(\alpha) \leq s$. Further, there exists a sequence $\beta_k \searrow 0$, such that $s(\beta_k) > -3$. Indeed, otherwise the left-hand side of identity (3.42) would be infinite whilst the right-hand side of this identity is finite thanks to the induction hypothesis. Therefore, by continuity of $s(\alpha)$ there exists $r \in [-3, s)$, and sequences $\tilde{\alpha}_k, \overline{\alpha}_k \searrow 0$ such that $\tilde{\alpha}_{k+1} \leq \tilde{\alpha}_k \leq \overline{\alpha}_k$ and $s(\tilde{\alpha}_k) < r$, $s(\overline{\alpha}_k) > r$. Pick now

$$\alpha_k \in \arg\max_{[\tilde{\alpha}_k, \overline{\alpha}_k]} (I_{n+1}(\alpha) - \alpha^r).$$

24
Then \( \alpha_k \in (\tilde{\alpha}_{k+1}, \tilde{\alpha}_k) \) and

\[
\begin{align*}
I_{n+1}^{'}(\alpha_k) &> \alpha_k^r, \\
I_{n+1}^{''}(\alpha_k) &= r\alpha_k^{r-1}, \\
I_{n+1}(\alpha_k) &\leq r(r-1)\alpha_k^{r-2}.
\end{align*}
\]

Substituting this into (3.39), dividing it by \( \alpha_k^{r+2} \) and letting \( \alpha_k \downarrow 0 \), we get

\[
(3\kappa - 4n - 12) + (3\kappa - 4)r + \frac{\kappa}{2}r(r - 1) + n \limsup_{\alpha \to 0} \frac{I_n(\alpha)}{\alpha^{r+2}} \geq 0.
\]

(Here we have used \( \kappa \leq 16/3 \), implying \( 3\kappa - 4n - 12 + (16 - 4\kappa) \sin^2 \alpha_k < 0 \).

Since \( r + 2 < s + 2 = 8/\kappa - 2n \), we have \( \frac{I_n(\alpha)}{\alpha^{r+2}} \to 0 \) by the induction hypothesis. Hence,

\[
(3\kappa - 4n - 12) + (3\kappa - 4)r + \frac{\kappa}{2}r(r - 1) \geq 0. \tag{3.58}
\]

Recall that \( r \in [-3, s] \). Note that the left-hand side of the above expression is strictly negative for \( r = -3 \) and for \( r = s \); in the latter case it equals \( n(\kappa(2n - 1) - 12) < 0 \) thanks to our standing assumption \( \kappa < 8/(2n - 1) \). Hence the left-hand side of (3.58) is strictly negative for any \( r \in [-3, s] \) which is a contradiction.

**Case 2.2.** It follows from above that \( \liminf_{\alpha \to 0} s(\alpha) = \limsup_{\alpha \to 0} s(\alpha) =: r \) and \( r \in [-3, s] \). We would like to show \( r = s \) which is (3.52).

Suppose \( r < s \). Note that (3.54) implies that \( s(\alpha) \) is twice differentiable. Therefore, all the conditions of Lemma 3.9 are satisfied for the functions \( f(\alpha) := s'(\alpha), h(\alpha) := \frac{1}{\alpha|\log \alpha|^2 |\log \alpha|} \). Thus there exists a sequence \( \alpha_k \downarrow 0 \) such that

\[
|s'(\alpha_k)| \leq \frac{1}{\alpha_k|\log \alpha_k|^2 |\log \alpha_k|} \quad \text{and} \quad s''(\alpha_k) \geq -\frac{1}{\alpha_k^2|\log \alpha_k|^2 |\log \alpha_k|^2}.
\]

Recalling that

\[
\begin{align*}
I_{n+1}^{'}(\alpha) &= \left( \frac{s(\alpha)}{\alpha} + s'(\alpha) \log \alpha \right) \alpha^{s(\alpha)}, \\
I_{n+1}^{''}(\alpha) &= \left( -\frac{s(\alpha)}{\alpha^2} + 2 \frac{s'(\alpha)}{\alpha} + s''(\alpha) \log \alpha + \left( \frac{s(\alpha)}{\alpha} + s'(\alpha) \log \alpha \right)^2 \right) \alpha^{s(\alpha)},
\end{align*}
\]

we get

\[
\begin{align*}
I_{n+1}(\alpha_k) &= \alpha_k^{s(\alpha_k)}, \\
I_{n+1}^{'}(\alpha_k) &= (s(\alpha_k) + o(1))\alpha_k^{s(\alpha_k)-1}, \\
I_{n+1}^{''}(\alpha_k) &\leq (-s(\alpha_k) + s(\alpha_k)^2 + o(1))\alpha_k^{s(\alpha_k)-2},
\end{align*}
\]

where \( o(1) \) denote some sequences that tend to 0 as \( k \to \infty \). Now we substitute this into (3.39), divide it by \( \alpha_k^{s(\alpha_k)+2} \) and let \( \alpha_k \downarrow 0 \). We derive

\[
(3\kappa - 4n - 12) + (3\kappa - 4)r + \frac{\kappa}{2}r(r - 1) + n \limsup_{\alpha \to 0} \frac{I_n(\alpha)}{\alpha^{s(\alpha)+2}} \geq 0. \tag{3.59}
\]

If now \( r < s \), then there exists \( \delta > 0 \) such that \( s(\alpha) \leq r + \delta < s \) for all \( \alpha \) small enough. Hence, thanks to the induction hypothesis, \( \limsup_{\alpha \to 0} \frac{I_n(\alpha)}{\alpha^{s(\alpha)+2}} = 0 \).
Therefore inequality \((3.58)\) holds for a certain \(r \in [-3, s]\) which is a contradiction as before.

Thus we have shown that \(\liminf_{\alpha \to 0} s(\alpha) = s\). Therefore, \(I_{n+1}(\alpha) = \alpha^{s(\alpha)} \leq \alpha^{s-\delta}\)
for all \(\alpha\) small enough, so the upper bound \((3.52)\) holds. Hence for \(\kappa < 8/(2(n + 1) - 1) = 8/(2n + 1)\) we have \(\int_0^{\pi} I_{n+1}(\alpha) \, d\alpha < \infty\). \(\square\)

Now we are ready to complete the proof of Theorem 2.2

Proof of Theorem 2.2(ii). Inequality \((2.4)\) follows directly from Lemma 3.14 and the definition of \(I_n\). Further, for \(\kappa < 8\) we have from Lemma 3.7:

\[
E(\operatorname{Im} \gamma_1)^{-2} = \int_0^\pi \int_0^4 \frac{1}{u} \varphi(\alpha, u) \, du \, d\alpha = \frac{2}{8 - \kappa},
\]

which is \((2.5)\).

To show \((2.6)\), fix \(\kappa < 8/3\). Note that in this regime by Lemma 3.14, we have \(\int_0^1 I_2(\alpha) < \infty\), and thus by Corollary 3.10 with \(f = I_2, \ h = 1/(\alpha |\log \alpha|)\) there exists a sequence \(\alpha_k \searrow 0\) such that

\[
\lim_{\alpha_k \searrow 0} \alpha_k I_2(\alpha_k) = 0, \quad (3.60)
\]

\[
\lim_{\alpha_k \searrow 0} \alpha_k^2 I'_2(\alpha_k) = 0. \quad (3.61)
\]

It was shown in the proof of Lemma 3.14, that in this case \(I_2\) satisfies \((3.39)\) which can be rewritten as

\[
\frac{I_1}{\sin^2 \alpha} - 4I_2 + (\kappa - 4)(3 - 4 \sin^2 \alpha)I_2 + (3\kappa - 4) \sin \alpha \cos \alpha I'_2 + \frac{\kappa}{2} \sin^2 \alpha I''_2 = 0. \quad (3.62)
\]

Integrate now the above equation in \(\alpha\) from \(\alpha_k\) to \(\pi - \alpha_k\), then integrate by parts. Thanks to \((3.60)\) and \((3.61)\), all the boundary terms vanish when we send \(\alpha_k \searrow 0\).

Note also that by Lemma 3.12, we have \(\int_0^\pi I_2(\alpha) \sin^2 \alpha \, d\alpha = \frac{1}{4} \int_0^\pi I_1(\alpha) \, d\alpha\). We get

\[
\int_0^\pi \frac{I_1(\alpha)}{\sin^2 \alpha} \, d\alpha + (\kappa - 12) \int_0^\pi I_2(\alpha) \, d\alpha + 2 \int_0^\pi I_1(\alpha) \, d\alpha = 0. \quad (3.63)
\]

Recalling the expression for \(I_1\) from Lemma 3.7, we deduce

\[
E(\operatorname{Im} \gamma_1)^{-4} = \int_0^\pi I_2(\alpha) \, d\alpha = \frac{48 - 16\kappa}{(12 - \kappa)(8 - \kappa)(8 - 3\kappa)}. \quad \square
\]

Remark 3.15. For general \(n\), the identity \((3.63)\) reads

\[
(4n + 8 - \kappa) \int_0^\pi I_{n+1}(\alpha) \, d\alpha = n \int_0^\pi I_n(\alpha) \, d\alpha \int_0^\pi I_n(\alpha) \, d\alpha + 2 \int_0^\pi I_n(\alpha) \, d\alpha.
\]

Unfortunately, we do not have an explicit formula for \(\int_0^\pi \frac{I_n(\alpha)}{\sin^2 \alpha} \, d\alpha\) for \(n \geq 2\). This prevents us from getting explicit formulas of negative moments of \(\operatorname{Im} (\gamma_1)\) of higher order.
Remark 3.16. Another possible approach to find explicit formulas for \( I_n \) would be through its Fourier coefficients

\[
a_0 = \frac{1}{\pi} \int_0^{\pi} I_n \, d\alpha, \quad a_j = \frac{2}{\pi} \int_0^{\pi} I_n \cos(2j\alpha) \, d\alpha.
\]

Formally expanding (3.62), we obtain a (countable) system of linear equations for \( (a_j)_{j \geq 0} \) in terms of the Fourier coefficients \( (b_j)_{j \geq 0} \) of the function \( I_{n-1}/\sin^2 \alpha \). However, it seems difficult to solve the system of equations explicitly. Only for \( a_0, a_1 \) we get a system of two equations in terms of \( b_0, b_1 \) which correspond exactly to what we obtain from the proof above.
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