A proportional hazards model for interval-censored data subject to instantaneous failures
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Abstract The proportional hazards (PH) model is arguably one of the most popular models used to analyze time to event data arising from clinical trials and longitudinal studies, among many others. In many such studies, the event time of interest is not directly observed but is known relative to periodic examination times; i.e., practitioners observe either current status or interval-censored data. The analysis of data of this structure is often fraught with many difficulties. Further exacerbating this issue, in some such studies the observed data also consists of instantaneous failures; i.e., the event times for several study units coincide exactly with the time at which the study begins. In light of these difficulties, this work focuses on developing a mixture model, under the PH assumptions, which can be used to analyze interval-censored data subject to instantaneous failures. To allow for modeling flexibility, two methods of estimating the unknown cumulative baseline hazard function are proposed; a fully parametric and a monotone spline representation are considered. Through a novel data augmentation procedure involving latent Poisson random variables, an expectation-maximization (EM) algorithm was developed to complete model fitting. The resulting EM algorithm is easy to implement and is computationally efficient. Moreover, through extensive simulation studies the proposed approach is shown to provide both reliable estimation and inference.

Keywords EM algorithm · instantaneous failure data · interval-censored data · monotone splines · proportional hazards model.

1 Introduction

Interval-censored data commonly arise in many clinical trials and longitudinal studies, and is characterized by the fact that the event time of interest is not directly observable, but rather is known relative to observation times. As a special case, current status data (or case-1 interval censoring) arise when there exists exactly one observation time per study unit; i.e., at the observation time one discovers whether or not the event of interest has occurred. Data of this structure often occurs in resource limited environments or due to destructive testing. Alternatively, general interval-censored data (or case-2 interval censoring) arise when multiple observation times are available for each study unit, and the event time can be ascertained relative to two observation times. It is well known that ignoring the structure of interval-censored data during an analysis can lead to biased estimation and inaccurate
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effects, baseline cumulative hazard function, and baseline probability of experiencing an instantaneous failure. The phenomenon of instantaneous (or early) failures occur in many lifetime experiments; to include, but not limited to, reliability studies and clinical trials. In reliability studies, instantaneous failures may be attributable to inferior quality or faulty manufacturing, where as in clinical trials these events may manifest due to adverse reactions to treatments or clinical definitions of outcomes. When the failure times are exactly observed, as is the case in reliability studies, it is common to incorporate instantaneous failures through a mixture of parametric models, with one being degenerate at time zero; e.g., see Muralidharan (1999), Kale and Muralidharan (2002), Murthy et al (2004), Muralidharan and Lathika (2006), Pham and Lai (2007), and Knopik (2011). In the case of interval-censored data, more common among epidemiological studies and clinical trials, accounting for instantaneous failures becomes a more tenuous task, with practically no guidance available among the existing literature. Arguably, in the context of interval-censored data, one could account for instantaneous failures by introducing an arbitrarily small constant for each as an observation time, and subsequently treat the instantaneous failures as censored. While this approach may seem enticing, in the case of a relatively large number of instantaneous failures it has several pitfalls. In particular, through numerical studies (results not shown) it has been determined that this approach when used in conjunction with modeling techniques such as those proposed in Pan (1999) and Wang et al (2016) may lead to inaccurate estimation of the survival curves and/or the covariate effects. Further, after an extensive literature review, it does not appear that any methodology has previously been developed to accurately and reliably analyze interval-censored data. In particular, this approach makes use of a monotone spline representation to approximate the cumulative baseline hazard function. In doing so, an expectation-maximization (EM) algorithm is developed through a data augmentation scheme involving latent Poisson random variables which can be used to complete model fitting. It is worthwhile to note, that none of the aforementioned techniques were designed to account for the effects associated with instantaneous failures.

For the analysis of interval-censored data subject to instantaneous failures a new mixture model is proposed, which is a generalization of the semi-parametric PH model studied in Wang et al (2016). The proposed PH model is developed under the standard PH assumption; i.e., the covariates provide for a multiplicative effect on the baseline risk of both experiencing a failure at time zero and thereafter. Two separate techniques are developed for the purposes of estimating the cumulative baseline hazard function. The first allows a practitioner to specify a parametric form (up to a collection of unknown coefficients) for the unknown function, while the second provides for more modeling flexibility through the use of the monotone splines of Ramsay (1988). Under either formulation, a two-stage data augmentation scheme involving latent Poisson random variables is used to develop an efficient EM algorithm which can be used to estimate all of the unknown parameters. Through extensive simulation studies the proposed methodology is shown to provide reliable estimation and inference with respect to the covariate effects, baseline cumulative hazard function, and baseline probability of experiencing an instantaneous failure.
The remainder of this article is organized as follows. Section 2 presents the development of the proposed model, the derivation of the EM algorithm, and outlines uncertainty quantification. The finite sample performance of the proposed approach is evaluated through extensive numerical studies, the features and results of which are provided in Section 3. Further, code which implements the proposed methodology has been added to the existing \texttt{R} software package \texttt{ICsurv} and is freely available from the CRAN (i.e., [http://cran.us.rproject.org/]).

### 2 Model and Methodology

Let \( T \) denote the failure time of interest. Under the PH model, the survival function can be generally written as

\[
S(t|x) = S_0(t)^{exp(x'\beta)}
\]  

(1)

where \( x \) is a \((r \times 1)\)-dimensional vector of covariates, \( \beta \) is the corresponding vector of regression coefficients, and \( S_0(t) \) is the baseline survival function. Under the phenomenon of interest, there is a baseline risk (probability) of experiencing an instantaneous failure; i.e., \( S(0|x = 0, \omega) = S_0(0) = 1 - p \), where \( p \in [0, 1] \) is the baseline risk and \( \omega \) is a \((r \times 1)\)-dimensional vector of zeros. Thus, under the PH assumptions, the probability of experiencing an instantaneous failure, given the covariate information contained in \( x \), can be ascertained from (1) as

\[
P(T = 0|x) = 1 - S(0|x) = 1 - (1 - p)^{exp(x'\beta)}.
\]

Similarly, given that an instantaneous failure does not occur, it is assumed that the failure time conditionally follows the standard PH model; i.e.,

\[
P(T > t|x, T > 0) = 1 - F(t|x),
\]

where \( F(t|x) = 1 - \exp\{-A_0(t) exp(x'\beta)\} \) and \( A_0(\cdot) \) is the usual cumulative baseline hazard function. Note, in order for \( F(\cdot|x) \) to be a proper cumulative distribution function, \( A_0(\cdot) \) should be a monotone increasing function with \( A_0(0) = 0 \). Thus, through an application of the Law of Total Probability, one has that

\[
P(T > t|x) = P(T > t|x, T > 0)P(T > 0|x) = (1 - F(t|x))(1 - p)^{exp(x'\beta)},
\]

for \( t > 0 \). Based on these assumptions, the cumulative distribution function of \( T \) can be expressed as the following mixture model,

\[
H(t|x) = \begin{cases} 1 - e^{-\alpha exp(x'\beta)}, & \text{for } t = 0, \\ 1 - e^{-\alpha exp(x'\beta)}(1 - F(t|x)), & \text{for } t > 0, \end{cases}
\]

where, for reasons that will shortly become apparent, \( 1 - p \) is re-parametrized as \( \exp(-\alpha) \), for \( \alpha > 0 \).

#### 2.1 Observed data likelihood

In scenarios where interval-censored data arise, one has that the failure time \( T \) is not directly observed, but rather is known relative to two observation times, say \( L < R \); i.e., one has that \( L < T < R \). In general, the four different outcomes considered here can be represented through the values of \( L \) and \( R \); i.e., an instantaneous failure \((L = R = 0)\), \( T \) is left-censored \((0 = L < R < \infty)\), \( T \) is interval-censored \((0 < L < R < \infty)\), and \( T \) is right-censored \((0 < L = R = \infty)\). For notational convenience, let \( \psi \) be an indicator denoting the event that \( T \) is not an instantaneous failure, and \( \delta_1, \delta_2, \) and \( \delta_3 \) be censoring indicators denoting left-, interval-, and right-censoring, respectively; i.e., \( \psi = I(T > 0) \), \( \delta_1 = I(0 = L < R < \infty) \), \( \delta_2 = I(0 < L < R < \infty) \), and \( \delta_3 = I(0 < L < R = \infty) \).

In order to derive the observed data likelihood, it is assumed throughout that the individuals are independent, and that conditional on the covariates, the failure time for an individual is independent of the observational process. This assumption is common among the survival literature; see, e.g., [Zhang and Sun (2010), Liu and Shen (2009)] and the references therein. The observed data collected on \( n \) individuals is given by \( D = \)}
Thus, under the aforementioned assumptions, the observed data likelihood is given by

\[
\mathcal{L}_{\text{obs}}(\theta) = \prod_{i=1}^{n} \left[ F(R_i|x_i) \delta(i \in \{1 \mid F(L_i|x_i) - 1, F(L_i|x_i) \} \delta^2 \{1 - F(L_i|x_i)\}^\delta \right]^{\psi_i} \left\{ e^{-\alpha e^{\gamma x_i}} \right\}^{\psi_i} \left\{ 1 - e^{-\alpha e^{\gamma x_i}} \right\}^{1-\psi_i},
\]

where \( \theta \) represents the set of unknown parameters which are to be estimated.

### 2.2 Representations of \( A_0(\cdot) \)

The unknown parameters in the observed likelihood involve the regression parameters \( \beta, \alpha, \) and the cumulative baseline hazard function \( A_0(\cdot) \). Herein, two techniques for modeling the cumulative baseline hazard function are discussed. The first approach considers the use of a fully parametric model, which is known up to a set of unknown coefficients. For example, a linear, quadratic, or logarithmic parametric model can be specified by setting \( A_0(t) = \gamma_1 t, A_0(t) = \gamma_1 t + \gamma_2 t^2, \) and \( A_0(t) = \gamma_1 \log(1 + t) \), respectively. Note, all of these models obey the constraints placed on \( A_0(\cdot) \), as long as the \( \gamma_l > 0 \), for \( l = 1, 2 \). In general, a parametric form for the cumulative baseline hazard model can be specified as

\[
A_0(t) = \sum_{i=1}^{k} \gamma_i b_i(t),
\]

where \( b_i(\cdot) \) is a monotone increasing function, \( b_i(0) = 0, \) and \( \gamma_i > 0, \) for \( l = 1, \ldots, k \). Under these mild conditions, it is easily verified that \( A_0(\cdot) \) inherits the same properties, and therefore adheres to the aforementioned constraints.

The second approach, which is inspired by the works of Wang et al (2016), Lin and Wang (2010), Wang and Dunson (2011), Cai et al (2011), McMahan et al (2013), and Wang et al (2015), views \( A_0(\cdot) \) as an unknown function, and hence an infinite dimensional parameter. To reduce the dimensionality of the problem, the monotone splines of Ramsay (1988) are used to approximate \( A_0(\cdot) \). Structurally, this representation is identical to that of \[5\] with the exception that \( b_i(\cdot) \) is a spline basis function and \( \gamma_i \) is an unknown spline coefficient, for \( l = 1, \ldots, k \). Again, it is required that \( \gamma_i > 0, \) for all \( l, \) to ensure that \( A_0(\cdot) \) is monotone increasing function. Briefly, the spline basis functions are piecewise polynomial functions and are fully determined once a knot sequence and the degree are specified. The shape of the basis splines are predominantly determined by the placement of the knots while the degree controls the smoothness (Cai et al, 2011). For instance, specifying the degree to take values 1, 2 or 3 correspond to the use of linear, quadratic or cubic polynomials respectively. Given the \( m \) knots and degree, the \( (k = m + \text{degree} - 2) \) basis functions are fully determined. For further discussion on specifying the knots, as well as their placement, see Wang et al (2016), Ramsay (1988), and McMahan et al (2013).

### 2.3 Data Augmentation

Under either of the representations of \( A_0(\cdot) \) proposed in Section 2.2, the unknown parameters in the observed data likelihood consist of \( \theta = (\beta', \gamma', \alpha)' \), where \( \gamma = (\gamma_1, \ldots, \gamma_k)' \). Since the observed data likelihood exists in closed-form, the maximum likelihood estimator \( \text{MLE} \) of \( \theta \) could be obtained by directly maximizing (2) with respect to \( \theta \), i.e., one could obtain \( \hat{\theta} \), the MLE of \( \theta \), as \( \hat{\theta} = \arg \max_{\theta} \mathcal{L}_{\text{obs}}(\theta) \). It is worthwhile to point out that the numerical process of directly maximizing (2), with respect to \( \theta \), is often unstable and rarely performs well (Wang et al, 2015).

To circumvent these numerical instabilities, an EM algorithm was derived for the purposes of identifying the MLE. This algorithm was developed based on a two-stage data augmentation process, where carefully structured latent Poisson random variables are introduced as missing data. The first stage relates both the instantaneous failure indicator and the censoring indicators to latent Poisson random variables; i.e., the \( Z_i, W_i, \) and \( Y_i \) are introduced such that

\[
Z_i \sim \text{Poisson}\{A_0(t_{i1}) \exp(x_i'\beta)\},
\]
\[
W_i \sim \text{Poisson}\{A_0(t_{i2}) - A_0(t_{i1}) \}\exp(x_i'\beta),
\]
\[
Y_i \sim \text{Poisson}\{\alpha \exp(x_i'\beta)\},
\]
subject to the following constraints: \( \delta_{11} = I(Z_i > 0) \), \( \delta_{12} = I(Z_i = 0, W_i > 0) \), \( \delta_{13} = I(Z_i = 0, W_i = 0) \), and \( \psi_i = I(Y_i = 0) \) where \( t_{11} = R_i(\delta_{11} = 1) + L_i(\delta_{11} = 0) \), and \( t_{12} = R_i(\delta_{12} = 1) + L_i(\delta_{13} = 1) \). At this stage of the data augmentation, the conditional likelihood is

\[
L_A(\theta) = \prod_{i=1}^{n} \left\{ P_{Z_i}(Z_i) P_{W_i}(W_i)^{\delta_{12} + \delta_{13} C_i} \right\}^{\psi_i} P_{Y_i}(Y_i | Y_i = 0)^{\psi_i} I(Y_i > 0)^{(1 - \psi_i)},
\]

where \( C_i = \delta_{11} I(Z_i > 0) + \delta_{12} I(Z_i = 0, W_i > 0) + \delta_{13} I(Z_i = 0, W_i = 0) \) and \( P_A(\cdot) \) is the probability mass function of the random variable \( A \). In the second and final stage, the \( Z_i \) and \( W_i \) are separately decomposed into the sum of \( k \) independent latent Poisson random variables; i.e., \( Z_i = \sum_{t=1}^{k} Z_{it} \) and \( W_i = \sum_{t=1}^{k} W_{it} \), where

\[
Z_{it} \sim \text{Poisson}\{\gamma ib(t_{i1}) \exp(x'_{i} \beta)\} \quad \text{and} \quad W_{it} \sim \text{Poisson}\{\gamma ib(t_{i2}) - \gamma ib(t_{i1}) \exp(x'_{i} \beta)\}.
\]

At this stage of the augmented data likelihood is

\[
L_G(\theta) = \prod_{i=1}^{n} \prod_{t=1}^{k} \left\{ P_{Z_{it}}(Z_{it}) I(Z_i = Z_t) \{ P_{W_{it}}(W_{it}) I(W_i = W_t) \} \right\}^{\delta_{12} + \delta_{13} C_i}^{\psi_i} P_{Y_i}(Y_i | Y_i = 0)^{\psi_i} I(Y_i > 0)^{(1 - \psi_i)},
\]

where \( Z_i = \sum_{t=1}^{k} Z_{it} \) and \( W_i = \sum_{t=1}^{k} W_{it} \). It is relatively easy to show that by integrating \( 5 \) over the latent random variables one will obtain the observed data likelihood depicted in (2).

### 2.4 EM algorithm

In general, the EM algorithm consists of two steps: the expectation step (E-step) and the maximization step (M-step). The E-step in this algorithm involves taking the expectation of \( \log\{L_c(\theta)\} \) with respect to all latent variables conditional on the current parameter value \( \theta^{(d)} = (\beta^{(d)'}, \gamma^{(d)'}, \alpha^{(d)})' \) and the observed data \( D \). This results in obtaining the \( Q(\theta, \theta^{(d)}) \) function, where \( Q(\theta, \theta^{(d)}) = E[\log\{L_c(\theta)\} | D, \theta^{(d)}] \). The M-step then finds \( \theta^{(d+1)} = \arg\max_{\theta} Q(\theta, \theta^{(d)}) \). This process is repeated in turn until convergence of the algorithm is attained. In this particular setting, the E-step yields \( Q(\theta, \theta^{(d)}) \) as

\[
Q(\theta, \theta^{(d)}) = \sum_{i=1}^{n} \sum_{t=1}^{k} \psi_i \left( E(Z_{it}) + (\delta_{12} + \delta_{13}) E(W_{it}) \right) \{ \log(\gamma_i) + x'_{i} \beta - \gamma_i e^{x'_{i} \beta} \{ (\delta_{12} + \delta_{11}) b_i(R_i) + \delta_{13} b_i(L_i) \} \}
+ \sum_{i=1}^{n} E(Y_i) \log(\alpha e^{x'_{i} \beta} - \alpha e^{x'_{i} \beta} + H(\theta^{(d)}),
\]

where \( H(\theta^{(d)}) \) is a function of \( \theta^{(d)} \) but is free of \( \theta \). Notice that in \( Q(\theta, \theta^{(d)}) \) we suppress, for notational convenience, the dependence of the expectations on the observed data and \( \theta^{(d)} \); i.e., from henceforth it should be understood that \( E(\cdot) = E(\cdot | D, \theta^{(d)}) \).

An enticing feature, which makes the proposed approach computationally efficient, is that all of the expectations in \( Q(\theta, \theta^{(d)}) \) can be expressed in closed-form, and moreover can be computed via simple matrix and vector operations. In particular, from (4) it can be ascertained that if \( \delta_{11} = 1 \) and \( \psi_i = 1 \) then \( Z_i \) conditionally, given \( \theta^{(d)} \) and \( D \), follows a zero-truncated Poisson distribution, and it follows a degenerate distribution at 0 for any other values of \( \delta_{11} \) and \( \psi_i \). Thus, the conditional expectation of \( Z_i \), given \( \theta^{(d)} \) and \( D \), can be expressed as

\[
E(Z_i) = \delta_{11} \psi_i A_{0}^{(d)}(t_{i1}) \exp(x'_{i} \beta^{(d)}) \left[ 1 - \exp\{-A_{0}^{(d)}(t_{i1}) \exp(x'_{i} \beta^{(d)})\} \right]^{-1},
\]

where \( A_{0}^{(d)}(t) = \sum_{t_{j} \leq t} \gamma_{j}^{(d)} b_j(t) \). Through a similar set of arguments one can obtain the necessary conditional expectations of \( W_i \) and \( Y_i \) as

\[
E(W_i) = \delta_{12} \psi_i \{ A_{0}^{(d)}(t_{i2}) - A_{0}^{(d)}(t_{i1}) \} \exp(x'_{i} \beta^{(d)}) \left[ 1 - \exp\{-A_{0}^{(d)}(t_{i2}) - A_{0}^{(d)}(t_{i1}) \exp(x'_{i} \beta^{(d)})\} \right]^{-1},
\]

\[
E(Y_i) = (1 - \psi) \alpha^{(d)} \exp(x'_{i} \beta^{(d)}) \left[ 1 - \exp\{-\alpha^{(d)} \exp(x'_{i} \beta^{(d)})\} \right]^{-1},
\]
the resulting system of equations for $\beta$ converges. Notice that, $\delta$ and $\theta$ and $\chi$ are suppressed with $\gamma_i$,

Through a similar set of arguments one can obtain the necessary conditional expectation of $W_{t1}$ as

Note, in the expressions of the expectations of $Z_{t1}$ and $W_{t1}$ the dependence on $\delta_{t1}$, $\delta_{t2}$, and $\psi_1$ are suppressed with the properties associated with these variables being inherited from the expectations associated with $Z_{t1}$ and $W_{t1}$, respectively.

The M-step of the algorithm then finds $\theta^{(d+1)} = \arg\max_{\theta} Q(\theta, \theta^{(d)})$. To this end, consider the partial derivatives of $Q(\theta, \theta^{(d)})$ with respect to $\theta$ which are given by

By setting (6) equal to zero and solving for $\gamma_i$, one can obtain

for $l = 1, \ldots, k$. Similarly, by setting (7) equal to zero and solving for $\alpha$, one can obtain

Notice that, $\gamma^*_i(\beta)$ and $\alpha^*(\beta)$ depend on $\beta$. Thus, one can obtain $\beta^{(d+1)}$ by setting (8) equal to zero and solving the resulting system of equations for $\beta$, after replacing $\gamma_i$ and $\alpha_i$ by $\gamma^*_i(\beta)$ and $\alpha^*(\beta)$, respectively. Note, the aforementioned system of equations can easily be solved using a standard Newton Raphson approach. Finally, one obtains $\gamma_i^{(d+1)}$ and $\alpha^{(d+1)}$ as $\gamma^*_i(\beta^{(d+1)})$ and $\alpha^*(\beta^{(d+1)})$, respectively.

The proposed EM algorithm is now succinctly stated. First, initialize $\theta^{(0)}$ and repeat the following steps until converges.

1. Calculate $\beta^{(d+1)}$ by solving the following system of equations

where $\gamma^*_i(\beta)$ and $\alpha^*(\beta)$ are defined above.

2. Calculate $\gamma_i^{(d+1)} = \gamma_i^*(\beta^{(d+1)})$ for $l = 1, \ldots, k$ and $\alpha^{(d+1)} = \alpha^*(\beta^{(d+1)})$.

3. Update $d = d + 1$.

At the point of convergence, define $\theta^{(d)} = (\beta^{(d)^*}, \gamma^{(d)^*}, \alpha^{(d)^*})$ to be the proposed estimator $\theta = (\hat{\beta}, \hat{\gamma}, \hat{\alpha})$, which is the MLE of $\theta$. 

2.5 Variance estimation

For the purposes of uncertainty quantification, several variance estimators were considered and evaluated; e.g., the inverse of the observed Fisher information matrix, the Huber sandwich estimator, and the outer product of gradients (OPG) estimator. After extensive numerical studies (results not shown), it was found that the most reliable variance estimator, among those considered, was that of the OPG estimator. In general, the OPG estimator is obtained as

$$
\hat{V}(\hat{\theta}) = \left[ \frac{1}{n} \sum_{i=1}^{n} \hat{l}_i(\hat{\theta}) \hat{l}_i(\hat{\theta})' \right]^{-1}
$$

where $\hat{l}_i(\hat{\theta}) = \partial_l(\hat{\theta})/\partial \theta |_{\theta=\hat{\theta}}$ and $\hat{l}_i(\theta)$ is the log-likelihood contribution of the $i$th individual. Using this estimator, one can conduct standard Wald type inference.

3 Simulation Study

In order to investigate the finite sample performance of the proposed methodology, the following simulation study was conducted. The true distribution of the failure times was specified to be

$$
H(t|x) = \begin{cases} 
1 - e^{-\alpha x^p t} & \text{for } t = 0, \\
1 - e^{-\alpha x^p t} \{1 - F(t|x)\} & \text{for } t > 0,
\end{cases}
$$

where $p = 0.3$ (i.e., $\alpha = -\log(0.7)$), $x = (x_1, x_2)'$, $x_1 \sim N(0, 1)$, $x_2 \sim \text{Bernoulli}(0.5)$, and $\beta = (\beta_1, \beta_2)'$, where $\beta_1$ and $\beta_2$ take on values of -0.5 and 0.5 resulting 4 regression parameter configurations. Additionally, these studies consider two cumulative baseline hazard functions; i.e., a logarithmic $A_0(t) = \log(t+1)/\log(11)$ and a linear $A_0(t) = 0.1t$. These choices were made so that the hazard functions behave similarly but have different shapes. In total, these specifications lead to eight separate data generating models for the failure times. Two generating processes were considered for the observation times: an exponential distribution with a mean of 10 and a discrete uniform over the interval [1, 17]. In both cases, a single observation time, $O$, was generated for each failure time which was not instantaneous (i.e., $T > 0$), and the intervals were created such that $L = 0$ ($R = \infty$) and $R = O$ ($L = O$) if $T$ was smaller (greater) than $O$. A few comments are warranted on the selection of the observation processes. First, the former process attempts to match the baseline characteristics of the failure time distribution. Second, note that the specification of the two observation processes result in case-1 interval-censored (i.e., current status) data. This was done for a primary reason that the data of this nature possess less information when compared to general interval-censored data, and thus if the proposed approach works well in this setting it could be inferred that it should perform better in the case of interval-censored data. In total, these data generating steps lead to sixteen generating mechanisms, and each were used to create 500 independent data sets consisting of $n = 100$ observations.

In order to examine the performance of the proposed approach across a broad spectrum of characteristics, several different models were used to analyze each data set. First, following the development presented in Section 2.2, three different parametric forms were considered for the cumulative baseline hazard function: $A_0_1(t) = \gamma_1 \log(t+1)$, $A_0_2(t) = \gamma_1 t$, and $A_0_3(t) = \gamma_1 t + \gamma_2 t^2$, which are henceforth referred to as models M1, M2, and M3, respectively. Note, these specifications allow one to examine the performance of the proposed approach when the cumulative baseline hazard function is correctly specified (e.g., M2 when $A_0(t) = 0.1t$), over specified (e.g., M3 when $A_0(t) = 0.1t$), and misspecified (e.g., M1 when $A_0(t) = 0.1t$). Further, for each data set a model (M4) was fit using the monotone spline representation for the cumulative baseline hazard function developed in Section 2.2. In order to specify the basis functions, the degree was specified to be 2, in order to provide adequate smoothness, and one interior knot was placed at the median of the observed finite nonzero interval end points, with boundary knots being placed at the minimum and maximum of the same. The EM algorithm derived in Section 2.4 was used to complete model fitting for M1-M4. The starting value for all implementations was set to be $\theta^{(0)} = (\beta^{(0)}_0, \gamma^{(0)}_0, \alpha^{(0)}_0) = (0.2, 1.5, 0.1)$, where $\theta_k(1k)$ is a $(k \times 1)$-dimensional vector of zeros (ones). Convergence was declared when the maximum absolute differences between the parameter updates were less than the specified tolerance of $1 \times 10^{-5}$.

Table 1 summarizes the estimates of the regression coefficients and the baseline instantaneous failure probability for all considered simulation configurations and models, when the observation times were drawn from a
exponential distribution. This summary includes the empirical bias, the sample standard deviation of the 500 point estimates, the average of the 500 standard error estimates, and the empirical coverage probabilities associated with 95% Wald confidence intervals. Table 2 provides the analogous results for the case in which the observation times are sampled from a discrete uniform distribution. From these results, one will first note that across all considered simulation settings the proposed approach performs very well for M4 and the correct parametric model (i.e., M1 when $\Lambda_0(t) = \log(t + 1)/\log(11)$ and M2 when $\Lambda_0(t) = 0.1t$); i.e., the parameter estimates exhibit very little bias, the sample standard deviation of the 500 point estimates are in agreement with the average of the standard error estimates, and the empirical coverage probabilities are at their nominal level. In summary, these findings tend to suggest that the proposed methodology can be used to reliably estimate the covariate effects, the instantaneous failure probability, and quantify the uncertainty in the same. Additionally, these findings generally continue to persist for the case in which the parametric model is over specified (e.g., M3 when $\Lambda_0(t) = 0.1t$), with the resulting estimates in some cases exhibiting a slightly larger bias and a bit more variability, as one would expect. Further, from these results one will also note that when the parametric model is misspecified (e.g., M2 and M3 when $\Lambda_0(t) = \log(t + 1)/\log(11)$) the estimates tend to exhibit more bias and less reliable inference, which is expected under the misspecification of the cumulative baseline hazard function. Finally, the estimates obtained under M4 (i.e., the model which makes use of the monotone splines) exhibit little if any difference when compared to the estimates resulting from correct parametric model. In totality, from these findings, it is conjectured that the approach which makes use of the spline representation to approximate the unknown cumulative baseline hazard functions (i.e., M4) would likely be preferable, since it avoids the potential of model misspecification and it obtains estimators of the unknown parameters, as well as their standard errors, that are equivalent to those estimators obtained under the true parametric model, the form of which is generally not known.

[Table 1 about here.]

[Table 2 about here.]

Figure 1 summarizes the estimates of the baseline survival function (i.e., $S_0(t) = S(t|x = 0_1$)) obtained from M1-M4 across all considered regression parameter configurations when $\Lambda_0(t) = \log(t + 1)/\log(11)$ and the observation times were sampled from the exponential distribution. Figures 2-4 summarizes the analogous results for the other simulation configurations. In particular, these figures present the true baseline survival functions, the average of the point-wise estimates, and the point-wise 2.5th and 97.5th percentiles of the estimates. These figures reinforce the main findings discussed above; i.e., M4 and the correctly specified parametric model again provide reliable estimates of the baseline survival function, and hence the cumulative baseline hazard function, across all simulation configurations. Similarly the over specified model also provides reliable estimates, but the same can not be said for the misspecified models. It is worthwhile to point out that the baseline survival curves do not extend to unity as time goes toward the origin, this is due to the fact that the baseline instantaneous failure probability is $p = 0.3$. Again, these findings support the recommendation that the spline based representation of the cumulative baseline hazard function should be adopted in lieu of a parametric model, thus obviating the possible ramifications associated with misspecification.

[Fig. 1 about here.]

[Fig. 2 about here.]

[Fig. 3 about here.]

[Fig. 4 about here.]

In summary, this simulation study illustrates that proposed methodology can be used to analyze current status data which is subject to instantaneous failures, and moreover that the monotone spline approach discussed in Section 2.2 should be adopted for approximating the unknown cumulative baseline hazard function. A few additional details about the numerics of the approach follow. First, the average time required to complete model fitting was approximately one second, supporting the claim that the proposed approach is computationally efficient. Lastly, for the reasons of complete transparency, for a single data set, among 8000, the OPG estimator under M4 resulted in a singular matrix, which prevented standard error estimation estimation, and this issue was resolved by slightly shifting the interior matrix.
4 Discussion

This work proposed a new model, under the PH assumption, which can be used to analyze interval-censored data subject to instantaneous failures. Through the model development, two techniques for approximating the unknown cumulative baseline hazard function are illustrated. To complete model fitting, a novel EM algorithm is developed through a two-stage data augmentation process. The resulting algorithm is easy to implement and is computationally efficient. These features are likely attributable to the fact that the carefully structured data augmentation steps lead to closed-form expressions for all necessary quantities in the E-step of the algorithm. Moreover, in the M-step the regression coefficients are updated through solving a low-dimensional system of equations, while all other unknown parameters are updated in closed-form. The finite sample performance of the proposed approach was exhibited through an extensive numerical study. This study suggests that the use of the monotone spline representation of the cumulative baseline hazard function would in general be preferable, in order to circumvent the possibility of model misspecification. To further disseminate this work, code, written in R, has been prepared and is available upon request from the corresponding author.
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Fig. 1 Simulation results summarizing the estimates of the baseline survival function obtained by the proposed approach under M1 (first row), M2 (second row), M3 (third row), and M4 (fourth row) when true $Λ_0(t) = \log(t + 1)/\log(11)$ and observation times were drawn from exponential distribution. The solid line provides the true value, dashed line represents the average estimated value, and the dotted lines indicate the 2.5% and 97.5% quantiles, of the point-wise estimates.
Fig. 2  Simulation results summarizing the estimates of the baseline survival function obtained by the proposed approach under M1 (first row), M2 (second row), M3 (third row), and M4 (fourth row) when true $\Lambda_0(t) = 0.1t$ and observation times were drawn from exponential distribution. The solid line provides the true value, dashed line represents the average estimated value, and the dotted lines indicate the 2.5% and 97.5% quantiles, of the point-wise estimates.
Fig. 3 Simulation results summarizing the estimates of the baseline survival function obtained by the proposed approach under M1 (first row), M2 (second row), M3 (third row), and M4 (fourth row) when true $\Lambda_0(t) = \log(t+1)/\log(11)$ and observation times were drawn from discrete uniform distribution over $[1, 17]$. The solid line provides the true value, dashed line represents the average estimated value, and the dotted lines indicate the 2.5% and 97.5% quantiles, of the point-wise estimates.
Fig. 4 Simulation results summarizing the estimates of the baseline survival function obtained by the proposed approach under M1 (first row), M2 (second row), M3 (third row), and M4 (fourth row) when true $\Lambda_0(t) = 0.1t$ and observation times were drawn from discrete uniform distribution over $[1, 17]$. The solid line provides the true value, dashed line represents the average estimated value, and the dotted lines indicate the 2.5% and 97.5% quantiles, of the point-wise estimates.
Figure 15: True $Λ_0(t) = \log(t+1) / \log(11)$

M1(True) M2(Misspecified) M3(Misspecified) M4(Spline)

| Parameter | Bias  | SD    | ESE   | CP95 | Bias  | SD    | ESE   | CP95 | Bias  | SD    | ESE   | CP95 | Bias  | SD    | ESE   | CP95 |
|-----------|-------|-------|-------|------|-------|-------|-------|------|-------|-------|-------|------|-------|-------|------|------|
| β₁ = -0.5 | -0.03 | 0.15  | 0.15  | 0.94 | -0.06 | 0.17  | 0.15  | 0.89 | -0.06 | 0.17  | 0.15  | 0.90 | -0.04 | 0.16  | 0.16  | 0.93 |
| p = 0.3   | 0.00  | 0.06  | 0.06  | 0.95 | 0.00  | 0.06  | 0.06  | 0.94 | 0.00  | 0.06  | 0.06  | 0.94 | 0.00  | 0.06  | 0.06  | 0.95 |
| β₂ = -0.5 | -0.01 | 0.28  | 0.28  | 0.94 | -0.05 | 0.33  | 0.27  | 0.89 | -0.05 | 0.33  | 0.28  | 0.90 | -0.02 | 0.30  | 0.29  | 0.93 |
| p = 0.3   | 0.00  | 0.06  | 0.06  | 0.94 | 0.00  | 0.06  | 0.06  | 0.94 | 0.00  | 0.06  | 0.06  | 0.94 | 0.00  | 0.06  | 0.06  | 0.95 |
| β₁ = -0.5 | -0.03 | 0.15  | 0.14  | 0.94 | -0.07 | 0.17  | 0.14  | 0.87 | -0.07 | 0.17  | 0.14  | 0.88 | -0.04 | 0.15  | 0.15  | 0.94 |
| p = 0.3   | 0.00  | 0.06  | 0.06  | 0.94 | -0.01 | 0.06  | 0.06  | 0.92 | -0.01 | 0.06  | 0.06  | 0.93 | -0.01 | 0.06  | 0.06  | 0.94 |
| β₂ = -0.5 | 0.01  | 0.28  | 0.28  | 0.94 | 0.06  | 0.36  | 0.25  | 0.89 | 0.06  | 0.30  | 0.26  | 0.89 | 0.03  | 0.27  | 0.27  | 0.94 |
| p = 0.3   | 0.00  | 0.05  | 0.05  | 0.97 | 0.00  | 0.06  | 0.05  | 0.93 | 0.00  | 0.06  | 0.06  | 0.93 | 0.00  | 0.06  | 0.06  | 0.96 |
| β₁ = 0.5  | 0.02  | 0.14  | 0.14  | 0.95 | 0.07  | 0.15  | 0.14  | 0.89 | 0.07  | 0.15  | 0.14  | 0.90 | 0.03  | 0.14  | 0.14  | 0.95 |
| β₂ = 0.5  | 0.02  | 0.26  | 0.26  | 0.94 | 0.06  | 0.32  | 0.26  | 0.86 | 0.06  | 0.32  | 0.26  | 0.87 | 0.03  | 0.28  | 0.28  | 0.93 |
| p = 0.3   | 0.00  | 0.06  | 0.06  | 0.93 | -0.01 | 0.06  | 0.05  | 0.90 | -0.01 | 0.06  | 0.06  | 0.91 | -0.01 | 0.06  | 0.06  | 0.93 |

Table 1: Simulation results summarizing the estimates of the regression coefficients and the baseline instantaneous failure probability obtained from M1-M4 across all simulation settings, when observation times were sampled from an exponential distribution. This summary includes the average of the 500 point estimates minus the true value (Bias), the sample standard deviation of the 500 point estimates (SD), the average of the estimated standard errors (ESE), and empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Note, when $Λ_0(t) = \log(t+1) / \log(11)$ then M1 is the true parametric model and when $Λ_0(t) = 0.1t$ then M2 is the true parametric model.
Table 2
Simulation results summarizing the estimates of the regression coefficients and the baseline instantaneous failure probability obtained from M1-M4 across all simulation settings, when observation times were sampled from a discrete uniform distribution. This summary include the average of the 500 point estimates minus the true value (Bias), the sample standard deviation of the 500 point estimates (SD), the average of the estimated standard errors (ESE), and empirical coverage probabilities associated with 95% Wald confidence intervals (CP95). Note, when $Λ_0(t) = \log(t+1)/\log(11)$ then M1 is the true parametric model and when $Λ_0(t) = 0.1t$ then M2 is the true parametric model.