Blind people have intelligent tools to rely on for travel with the development of navigation technology. The GPS navigation, blind track, etc., are tools that blind people often use when traveling outdoors. However, indoor navigation tools and technology for blind people are lacking. We propose an obstacle avoidance algorithm and a spatial-temporal model of trajectory prediction for the indoor travel task of the blind. The focus of this work is that it enables the blind to accurately avoid obstacles and achieve high accuracy trajectory prediction aiming at the unique movement characteristics of the blind. We set up a variety of baselines to conduct an experimental evaluation on a dataset of blind trajectories in a multistorey shopping mall. The experimental results show the advantages of the data model and predictive model of this work.

1. Introduction

With the rapid development of the transportation and automobile industry, the trajectory prediction has become a focus in the field of transportation big data. It helps people plan better travel routes as well as saving more manpower and material resources. More importantly, the public basic resources are allocated more precisely with the help of trajectory prediction. Blind people live in a dark world, which brings great difficulties to work, life, and social activities [1]. How to walk safely is the biggest problem in the life of the blind. At present, there are many researchers in the world who solve the problem of outdoor navigation for the blind, such as voice broadcast systems in public places (blind roads and bus stops) and GPS (Global Positioning System) for outdoor navigation for the blind. However, there are few results in indoor navigation for the blind. The GPS navigation functions are already very mature. However, GPS is mainly used for outdoor travel activities for blind people. Even if they go out, they usually go to hospitals, hotels, and other indoor buildings. So, the indoor scenes are the main activity areas for blind people and they have their own different channels and obstacle spatial distribution. Moving indoors without GPS is a problem for blind people. Therefore, the research of indoor navigation projects has extremely important social significance and research value. There are two important considerations in indoor navigation for the blind, namely, the accurate prediction of the trajectory of the blind and the accurate avoidance of indoor static objects.

Blind people need auxiliary equipment to issue motion instructions for them during walking, so the trajectory prediction for blind people is an important basis for generating motion instructions. Pedestrian trajectory prediction models are mainly divided into traditional mathematical-statistical models and data-driven neural network models [2]. Traditional mathematical-statistical models rely on artificially designed features to model pedestrian actions and goals. The Social Force Model (SFM) proposed by Helbing and Molnar [3] transforms the interaction between pedestrians and pedestrian goals into gravitation and repulsion. This work believes that the goal of pedestrians can attract pedestrians to the goal. The repulsion among pedestrians prevents pedestrian collision. Trautman and Krause [4] improve the SFM with an interactive Gaussian process. They use the Gaussian process to predict the trajectory of each pedestrian and calculate the probability of the prediction result according to the potential function of SFM. The Markov model can make probabilistic spatial-temporal prediction of pedestrian
trajectory [5] [6]. The training process of the model can dynamically adjust the training parameters with the help of reinforcement learning [7]. It can make the prediction process consider the physical influence of the outside world and make the predicted trajectory closer to the actual trajectory. The above methods have the advantages of simplicity, intuitiveness, and low complexity, but their process of building a model is too sensitive to calculate parameters, and the generalization ability of the model is weak. More importantly, the above methods can only simulate the short-term reaction of pedestrians and cannot consider the long-term historical information of the location.

In data-driven forecasting tasks, the recurrent neural network (RNN) has obvious advantages over traditional mathematical-statistical models [8], especially in the long-term and time-dependent feature calculation process. The RNN is a neural network used to process sequence data. Compared with the general neural network, it can process the data of the sequence change. The Long Short-Term Memory (LSTM) [9] is a special RNN that can solve the problems of gradient disappearance and gradient explosion in the training process of long sequences. More importantly, the LSTM can perform better in longer sequences than ordinary RNNs. The LSTM can not only realize the sequence prediction of pedestrian position but also calculate the mutual influence among different pedestrians [10]. However, the LSTM has the disadvantage that the RNN cannot capture the high-level spatial-temporal structure [11]. In order to overcome this disadvantage and maintain the characteristics of pedestrian trajectory, Alahi et al. [12] propose the Social Long Short-Term Memory (S-LSTM) model. The S-LSTM collects the hidden state of adjacent pedestrians by introducing a social pooling layer and shares the hidden information of adjacent pedestrians by the spatial distance of a grid. In order to reduce information loss, Vemula et al. [13] replaced the social pooling layer with the social attention layer. The social attention layer forms interactive features by assigning weights among pedestrians in the grid. Unlike the walking process of normal people, the walking speed of blind people is very slow, because they can make the next decision to walk only after they have fully explored the current road. The above-mentioned research works all focus on predicting the trajectory of normal people, so they lack feature calculations for the movement characteristics of blind people.

The trajectory prediction of a blind person realizes the prediction of the short-term future position of the blind based on the characteristics of motor behavior. Any building should be regarded as an obstacle for the blind. Blind people should avoid obstacles fully when walking [14]. The above movement characteristics of the blind determine the focus of this work on how to achieve accurate prediction of the position of the blind and how to avoid obstacles. The movement characteristics of the blind determine the focus of this work on how to realize the accurate prediction of the position of the blind while avoiding obstacles. Wang et al. [15] propose a path planning algorithm for blind navigation systems. It uses the Dijkstra algorithm [16] as the basic algorithm and relational database as the storage mode. The algorithm uses a multifactor fuzzy algorithm to calculate the weight of obstacles in the road network. Its core is to make an adjacency matrix according to the spatial distribution of obstacles in the road network. Finally, it makes the topological structure diagram of the obstacle network. However, this obstacle network is a method of representing the position of obstacles in a local area. When the position of the blind person changes, the obstacle network needs to be recalculated. This design mode has high computational complexity and cannot consider the spatial distribution of obstacles on a global scale. The Graph Convolutional Network (GCN) [17] shows superiority in the representation of global spatial relations. The theory of convolutional neural network (CNN) [18] is to use random and shared convolution kernel to get the weighted sum of pixels. Then, it uses backpropagation to optimize the convolution kernel parameters to automatically extract features. However, many data in real life are stored in the form of graphs, such as social network information, knowledge graphs, protein networks, and the World Wide Web. The form of these graph networks is not like the images that are neatly arranged in matrix form but unstructured data. The GCN has a general paradigm for calculating graph features. More importantly, the GCN can use the adjacency matrix representing the connectivity of nodes to represent the connectivity among the entire spatial location [19]. This model can be used to calculate the spatial distribution of obstacles in indoor spaces. For the blind, the blind should avoid obstacles, which means that the location of the obstacle does not have connectivity.

In response to the above research, we propose a Blind Trajectory Prediction Model (BlindTPM). The BlindTPM is used for the tasks of blind trajectory prediction and obstacle avoidance in indoor scenes. The main contributions of this work are as follows:

(i) We propose a spatial-temporal model for pedestrian trajectory prediction. The spatial convolution block captures the spatial relative characteristics of roads and obstacles. Different from the existing pedestrian trajectory model, this model combines the unique position change characteristics of the blind to realize the trajectory prediction task. According to the slow motion of blind people, the temporal convolution block designed by this model can capture long-term historical information of pedestrian trajectories.

(ii) We propose a trajectory algorithm for obstacle avoidance. The algorithm calculates the spatial distribution and connectivity of obstacles with the help of the GCN and connectivity adjacency matrix.

(iii) We design three data-driven methods to verify the performance of BlindTPM, including a trajectory prediction method based on abscissa and ordinate, a trajectory prediction method based on a grid map, and a trajectory prediction method based on a grid map with obstacle distribution. We model the trajectory data of blind people in a multifloor shopping mall. Compared with the existing
baselines, the BlindTPM has obvious performance advantages

2. Data Design

We design three data-driven methods to complete the task of blind trajectory prediction, including a trajectory prediction method based on abscissa and ordinate, a trajectory prediction method based on a grid map, and a trajectory prediction method based on a grid map with obstacle distribution.

2.1. Abscissa and Ordinate. The abscissa and ordinate are used to represent the position of the blind in the design idea of this method, as shown in Figure 1. The \( X = \{ x_1, x_2, x_3, \ldots, x_t \} \) and \( Y = \{ y_1, y_2, y_3, \ldots, y_t \} \). Because this work is aimed at a fixed blind moving scene indoors, the \( X \) and \( Y \) are relative positions to a fixed origin, not latitude and longitude. The \( t \) is the time step of the blind position change. This method implements the most basic trajectory prediction task, which uses \( t \) consecutive positions to predict \( t + n \) positions in the future, as shown in

\[
(X', Y') = \sigma'(\text{BPT}(\sigma(X, Y))). \tag{1}
\]

The \( X' = \{ x_{t+1}, x_{t+2}, \ldots, x_{t+n} \} \) and \( Y' = \{ y_{t+1}, y_{t+2}, \ldots, y_{t+n} \} \). The BPT is the modeling method in this work. The \( \sigma \) and \( \sigma' \) represent the data standardization and destandardization process, respectively. Different evaluation indicators usually have different dimensions and units in the field of machine learning. In order to eliminate the dimensional influence between indicators, we need to standardize the data so that the data indicators can be compared. Because the abscissa and ordinate data representing the position of the blind are floating-point numbers and the data changes are limited to a small range, so we use the Z-score as the method of data standardization, as shown in Formula (2). The \( \mu \) represents the mean of the overall data, and the \( \delta \) represents the standard deviation of the overall data. The calculation process of Z-score is simple, and it eliminates the impact of data magnitude.

\[
Z = \frac{(X | Y) - \mu}{\delta}. \tag{2}
\]

2.2. Grid Map. There is a very obvious difference between the walking trajectory characteristics of a normal person and a blind person. Figure 2 shows the changes of abscissa and ordinate of two trajectories in the same scene according to time steps. The time step interval of the two trajectories is the same, which is two seconds. The trajectory of a normal person is basically a linear change, which has obvious characteristics of change. However, the position of the blind does not change frequently due to the constant movement and the need to explore the road. This situation is reflected by the continuous same value of the abscissa and ordinate of the trajectory in Figure 2. Finally, it causes a loss of accuracy due to a large number of sample repetitions in the weight calculation process of weight of actual trajectory.

In order to deal with the above situation, we use the local sampling [20] method to clean the dataset of the blind trajectory, as shown in Figure 3. We use sample points to replace multiple locally unchanged points in the abscissa and ordinate. The data shows obvious trajectory features after being cleaned, as shown in Figure 4(a). We can know that the position of a blind person can be represented by the label of a grid when the indoor scene is mapped to a grid. This method transforms the regression prediction task of this work into a classification task when the indoor scene of the blind movement is relatively single and the number of divided grids is large.

The calculation method of dividing the track points into grid labels is shown in Formula (3). The \( \sigma \) is the coordinate dimension represented by a grid label, which is equal to 2 in this work. Formula (3) is applicable to the grid label calculation process of abscissa and ordinate. More importantly, it takes into account the positive and negative values of coordinate data.

\[
l_t = \begin{cases} 
\frac{\max (X) - x_i + 1}{\sigma}, & x_i > 0, \\
\frac{|\min (Y)| + x_i + 1}{\sigma}, & x_i < 0.
\end{cases} \tag{3}
\]

According to the above method, we can get the grid labels of abscissa \( l_t^{(x)} \) and ordinate \( l_t^{(y)} \). We expect to obtain \( n \) positions of the blind in the future according to the historical trajectory, so the \( L^{(x)} \) and \( L^{(y)} \) in Formula (4) are sequence data. The \( L^{(x)} = \{ l_t^{(x)}, l_{t+1}^{(x)}, \ldots, l_{t+n}^{(x)} \} \) and \( L^{(y)} = \{ l_t^{(y)}, l_{t+1}^{(y)}, \ldots, l_{t+n}^{(y)} \} \). Generally speaking, a location point is described by its abscissa and ordinate in the 2-dimensional plane. So, we take this into consideration when evaluating the accuracy of the model. Only when the predicted values of the grid labels of the abscissa and ordinate are the same as the true values in the same time step can it be considered as a successful prediction.

\[
\left( L^{(x)}, L^{(y)} \right) = \text{LogSoftmax}(\text{BPT}(X, Y)). \tag{4}
\]

2.3. Obstacle Distribution. The spatial distribution of obstacles is an important factor affecting the walking process of blind people indoors. Figure 5(a) shows the spatial distribution of obstacles (buildings, decorations, etc.) in the actual indoor scene. Among them, the black areas represent obstacles. Figure 5(b) is a standardized obstacle distribution map, which is derived from the data cleaning of (a). We must admit that (b) there is a certain information error, so we try our best to increase the number of obstacles to avoid the problem of missing obstacles. Finally, the grid area where obstacles exist is assigned the value 0 and the other grid areas are assigned the value 1, as shown in Figure 5(c).

We design an obstacle avoidance algorithm for blind people based on the connectivity among grids, as shown in Figure 6. The main theory of the algorithm is to use the connectivity among grids to construct an adjacency matrix to
capture the global spatial distribution characteristics of roads and obstacles in indoor scenes. The adjacency matrix is a data structure used to describe the relationship between vertices and edges. It is essentially a two-dimensional array and is suitable for dealing with the relationship among the smallest data units. Blind people can walk in up to nine directions in a grid, including front, back, left, right, front left, front right, back left, back right, and motionless. These nine directions correspond to the eight adjacent grids of a grid and the grid where it is located. However, the presence of obstacles (the black grid in Figure 6(a)) makes the connectivity of a grid to nine directions uncertain. According to the obstacle spatial distribution grid in Figure 5(c) and grid connectivity rule, we design an algorithm for calculating grid connectivity, which is suitable for the computing process of the connectivity adjacency matrix among grids with obstacles, as shown in Algorithm 1. The output $A$ of Algorithm 1 is a symmetric adjacency matrix, as shown in Figure 6(b). Its symmetry is shown in that the connectivity between one grid and another grid is equivalent in the forward and reverse interaction process. If there are obstacles in a grid, the grid is defined as that it cannot interact with any other grids and 9 directions are assigned the value 0.
3. Model Design

We design a deep spatial-temporal model (BlindTPM) that can train, evaluate, and predict the trajectory data of blind people. The BlindTPM consists of three blocks, including spatial convolution block, temporal convolution block, and estimation block, as shown in Figure 7. The spatial convolution block is mainly used to calculate the spatial distribution of trajectories and obstacles. The temporal convolution block is mainly used to calculate the time recursive characteristics of trajectory data. The estimation block is mainly used to reduce the global error and local error of the trajectory prediction result.

3.1. Spatial Convolution Block. The walking process of the blind is complex and diverse. Although the prediction of straight lines is simple, it is often the case that the traveling route becomes a complex curve due to the influence of turns and obstacle distribution. This makes it particularly important to capture the spatial relationship of positions in the feature extraction process of trajectory prediction. Therefore, it is necessary to perform another round of extraction of feature from the trajectory and strengthen the weight of the local curve of the trajectory before making temporal predictions, instead of using standardized position data directly [21]. First of all, the data of abscissa and ordinate are fused to calculate the feature of spatial dependencies, as shown in

\[ p_i = \sigma(\text{cat}(\delta^x \times x_i + \mu^x, \delta^y \times y_i + \mu^y)) \]  

(5)

The abscissa and ordinate of the \(i\)th point are calculated with the standard deviation \(\delta\) and mean \(\mu\) of the \(k\)th trajectory sequence, which represents standardization of position data. The result of \text{cat} that fuses the abscissa and ordinate into the same dimension is closer to the real result compared to the result of processing abscissa or ordinate matrix separately. The correlation between the spatial dependence strength of the nodes of the blind trajectory and the contextual information of the trajectory feature is very important. Traditional convolutional networks usually use downsampling to perform high-dimensional feature calculations. However, the fixed receptive field of the downsampling method will cause the loss of edge feature information. Particularly for the trajectory of the blind, the walking process of the blind is very slow, which leads to a lot of trajectory nodes in a certain period of time. The above process makes the weight of the trajectory involve more parameters, and the parameter information becomes very easy to lose. Therefore, we build multilayers of dilated convolution to achieve the process of capturing the complex spatial dependence of trajectory of the blind, as shown in Figure 8. Filter kernels are depicted in a square with a grid pattern in each layer. The black cells in dilated kernel represent valid weights. The dilation factor of the three-layer dilation convolutional network is changed by \(2^1, 2^2, \) and \(2^3\). The biggest advantage of a dilation convolutional network is that it can expand the receptive field exponentially without losing feature information. The \(\{d\}\) is the distance features of the first and the nonfirst nodes of every trajectory.

We combine the \(o_{\text{conv}}\) and the data which are the distance of the \(i\)th node and the first node of the \(k\)th trajectory after the activation of the \(\sigma\) (ReLU function) in order to reduce the mutual dependence of parameters and alleviate the problem of gradient disappearance due to overfitting, as shown in

\[ O = \sigma\left( \text{cat}\left( o_{\text{conv}}^{d_k} \times d_i + \mu^d \right) \right). \]  

(6)

3.2. Obstacle Grid Spatial Distribution. In order to add the obstacle grid to the modeling process, we use the GCN to fuse the connectivity adjacency matrix with the feature data. The essence of the process of the GCN is that each node of graph is changing its state all the time due to the influence of neighbors and further nodes. The more closely related other nodes have a greater impact on the original node. The method of Laplace can transfer the strength of features in the GCN in proportion to the state difference among them. In order to add the influence of the original node on itself into the calculation process, we use an improved version of the method of Laplace, as shown in

\[ L_a = O^{-1/2} A O^{-1/2}. \]  

(7)

The \(A\) represents a connectivity adjacency matrix with a self-connected state. We take the output of the spatial convolution block as the degree distribution of the nodes (\(O\)). The above formula introduces its own degree matrix to solve the problem of self-transmission and realizes the normalization operation of the adjacency matrix by multiplying the two sides of the adjacency matrix by the degree root of the node and taking the inverse. The original spectrogram convolution implements the filter of the product of each node and the Fourier transform. However, the eigenvectors are high order and the eigendecomposition of the Laplacian matrix is very inefficient in the decomposition process of large graph structures [22]. So, we use the \(K\)-order Chebyshev polynomials to approximate the optimization of the Laplacian matrix, as shown in Formula (8). The calculation process of \(T_{\text{f}}(L_a)\) is shown in Formula (9), which represents the recursive definition of the Chebyshev polynomial. This method is called the \(K\)-localized [23] convolution algorithm, which ensures that
Figure 4: Conversion between blind trajectory and grid label: (a) the distribution of the original trajectory in the map and (b) the grid label distribution of the trajectory.

Figure 5: Matrix representing the spatial distribution of obstacles: (a) the distribution of obstacles in the actual indoor scene, (b) the spatial distribution grid of obstacles after desensitization, and (c) a matrix representing the spatial distribution of obstacles.

Figure 6: Grid connectivity adjacency matrix design: (a) the connectivity between obstacle grids and (b) the adjacency matrix of grid connectivity.
the current node only considers the impact of nodes in the $K$ range on it and greatly reduces the time complexity.

$$g(\theta) \ast o = \sum_{i=1}^{k} \theta_i \ast T_i(\overline{L}_a) \ast o,$$

$$T_i(\overline{L}_a) = \begin{cases} \overline{L}_a \ast T_{i-1}(\overline{L}_a) - T_{i-2}(\overline{L}_a), \\ T_0(\overline{L}_a) = 1, \\ T_1(\overline{L}_a) = \overline{L}_a, \\ \overline{L}_a = \frac{2}{\lambda_{\text{max}}} \times \overline{L}_a - I_n. \end{cases}$$

3.3. Temporal Convolution Block. Recurrent neural networks have played a huge role in the field of time series data prediction. However, traditional recurrent neural networks (RNN, LSTM, GRU, etc.) only involve a single-step calculation method. Single-step calculation has two disadvantages, namely, the complexity of the calculation process is very high and the performance of long-term prediction is low. The Temporal Convolution Network (TCN) [24] is designed based on the idea of convolutional neural network and parallelization. It overcomes the two inherent shortcomings of traditional recurrent neural networks. For blind person trajectory prediction, the TCN uses causal convolution to make all historical location points of the trajectory be associated with predicted future location points. The using of the dilated convolution enables the hidden layer to obtain a larger receptive field to establish the high-dimensional timing features of the blind trajectory. We build the temporal convolution block with 7 hidden layers to calculate the temporal features [21], as shown in Figure 9. Every hidden layer has one dilation factor and every factor is exponential growth.
for 2. The temporal prediction sequence \( \{h_0, h_1, \ldots, h_k\} \) is the output of the TCN.

3.4. Estimation Block. In order to improve the accuracy of blind trajectory prediction, we use a local-global estimation [25] block. The purpose of using the local estimation method is to add the information of the next location point for the blind current location point to form a contextual multiscale calculation process. Therefore, each position point of the blind trajectory will go through the process of local estimation [21]. Compared with the trajectory of a normal person, the position of the blind trajectory is denser per unit time. When multiple local estimations are performed, their cumulative errors have a certain degree of influence on the final prediction results. Therefore, we use global estimation to reduce the cumulative error of local estimation and improve the global prediction accuracy.

3.5. Local Estimation. After the modeling process of the spatial convolution block and the temporal convolution block, a multidimensional matrix containing temporal and spatial features is formed. In the process of local estimation, the initial 128 dimensions of each \( h_k \) are linearly transformed into 1 dimension. An activation function should be performed after each linear transformation. The purpose is to reduce the noise position points in the blind heart trajectory. We take the Leaky ReLU function that has the advantage of a negative saturation region to make the data more inclined to be saturated in the negative region rather than completely return to zero, as shown in Figure 10.
3.6. Global Estimation. We build a three-layer residual network to reduce the cumulative error of local estimation [21]. We fuse the distance features of the first and the nonfirst nodes of every trajectory with the weights. The feature fusion process of each location point will be realized in a three-layer residual network by layer jump connection. The formula is as

\[ h_i = \sigma(h_{i-1} + re(i)). \]  \hspace{1cm} (10)

The \(re(i)\) is the \(i\)th residual process, and the \(h_{i-1}\) is the result of the previous residual process. The input of the residual unit is directly combined with the output of the residual unit. After that, we use the full connection layer to calculate the weight of local estimation and residual network features. The global estimation calculates the weight of a specified number of nodes for each blind trajectory that we need to predict.

4. Experiment

4.1. Data Preparation. The dataset is collected in a multi-storey shopping mall with three routes in total [26]. It provides time-stamped collections and annotated trajectories, as well as related floor plans. The following are the trajectories of 9 participants in the three routes. From Figure 11, we can know that the route range of the blind does not
include all routes in the three scenes. Therefore, we select part of each scene for experimental modeling. The area we selected contains the entire track range of the 9 participants.

As mentioned earlier, we sample the original data based on the slow trajectory speed of the blind and their insignificant position change per unit time. The sample trajectory represents the long-term timing characteristics of the trajectory. Figure 12 shows the relationship of position node between the complete and sample trajectories of the 9 participants. The time step is 2~3 s in the complete trajectory, but 100~1000 s in the sample trajectory.

4.2. Performance Evaluation

4.2.1. Baselines. In order to verify the performance of the model under the premise of ensuring the scientificity of the results, we use traditional mathematical-statistical models [3–6], traditional convolutional networks, traditional recurrent networks, multilayer dilation convolutional networks, TCN, and complex spatial-temporal models to conduct comparative experiments. The details of the complex spatial-temporal models are shown as follows:

(i) STF-RNN [27]. It uses a look-up table layer to capture the mixed features of the trajectory in space and time. It inputs this feature into the RNN in an appropriate internal representation method for recursive derivation.

(ii) Social-LSTM [12]. It designs a “social” pooling structure to share the parameter hidden state of the end sequence of the LSTMs. The advantage of this design is that the model can automatically learn the interactions that occur among time-coinciding trajectories.

(iii) Social Attention [13]. It uses a special Structural RNN (S-RNN) to calculate the weight of the spatial-temporal graph data. It takes the problem content as the node and the time series data as the edge value.

(iv) DSCMP [28]. It designs a queue mechanism to explicitly memorize and learn the correlation among long trajectories. It focuses on and uses the consistency characteristics of space and time to capture the contextual parameters of the motion scene.

4.2.2. Coordinate. The training in the experiment uses 4 NVIDIA Tesla V100, and the experimental results are the average value after 200 epochs of training under the premise of consistent datasets. The optimization algorithm selects the Adam algorithm, because the learning rate of each iteration has a certain range after bias correction of the Adam algorithm, which makes the parameters relatively stable. We design the corresponding method of error calculation considering the particularity of the dataset, as shown in Figure 13. The \( \{d_1, d_2, \ldots, d_n\} \) is the sequence of distance which is from real points, and \( \{p_1, p_2, \ldots, p_n\} \) is the sequence of distance which is between \( n \)th predicted points and \( (n-1) \)th real points. We calculate the error of distance of these two sequences.

The Root Mean Square Error (RMSE) can measure the deviation between the predicted value and true value. It is usually used as an indicator to measure the prediction accuracy of a deep learning model. The calculation process of RMSE is as shown in Formula (11). We can know that the BlindTPM performs best in the prediction process of medium and long term from Table 1. Although the Markov has the smallest prediction error for the first point, it loses advantage in the prediction process of medium and long term.

\[
\text{RMSE} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2}. 
\]

4.2.3. Analysis and Expansion. The mathematical-statistical models are aimed at short-term pedestrian actions and goals. The complexity of Markov is low, and its prediction error for the first point in the future is small. However, its error increases linearly compared with other data-driven models as time goes by. The LSTM is a traditional recurrent network, and it can only capture simple time recursive features of location points without other auxiliary data modeling processes. The D-Conv represents a multilayered dilation convolution model. The translation process of the convolution kernel
realizes the feature capture of the trajectory from the bottom to the top. The constantly changing size of the convolution kernel realizes the process of capturing spatial features with dynamic range changes. However, the nature of D-Conv is a convolution process that makes it cannot perform step-by-step timing-level derivation like recurrent networks. The

| Position number | Markov | LSTM | D-Conv | STF-RNN | Social-LSTM | Social attention | DSCMP | BlindTPM |
|-----------------|--------|------|--------|---------|--------------|-----------------|-------|----------|
| 1               | 0.67   | 3.92 | 3.32   | 1.98    | 1.86         | 1.42            | 1.43  | 1.21     |
| 2               | 2.45   | 6.32 | 4.10   | 2.75    | 2.76         | 2.43            | 2.34  | 2.01     |
| 3               | 4.87   | 7.63 | 5.87   | 4.86    | 4.09         | 3.21            | 3.23  | 2.91     |
| 4               | 6.29   | 8.34 | 6.55   | 5.99    | 5.34         | 4.79            | 4.87  | 4.32     |
| 5               | 8.02   | 7.91 | 7.89   | 6.48    | 6.02         | 5.88            | 5.98  | 5.23     |

Table 1: RMSE comparison results.
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(a) Represents the real trajectory
(b) Represents the predicted trajectory.
(c) Represents the predicted trajectory.

**Figure 14**: The results of BlindTPM prediction results in the coordinate system.
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(a) Represents the real trajectory
(b) Represents predicting the trajectory of success
(c) Represents predicting the trajectory of failure

**Figure 15**: The results of BlindTPM prediction results in the obstacle distribution grid.
BlindTPM and other spatial-temporal models consider both the spatial correlation and temporal dependence of the trajectory. Therefore, they have shown a clear advantage in the forecast indicators of the next five points. The BlindTPM uses the same structure as D-Conv in the spatial correlation feature, which can dynamically obtain the spatial distribution weight of the historical trajectory. In the calculation process of temporal dependence, the BlindTPM can use all the historical information of the previous hidden layer to derive the parameter hidden state of the next layer.

Although the above model shows certain data advantages in RMSE, the predicted trajectory has the defects of dense location points and unavoidable obstacles in the actual scene, as shown in Figure 14. Figure 14(a) is an ideal prediction result, and its predicted value has the movement trend of the original trajectory. More importantly, its predicted value is scattered and does not appear in the obstacle area. (b) shows the prediction of a model of a straight trajectory, and it has the defect of too dense predictions. The reason for this phenomenon is that the spatial sample of the linear trajectory is single, which makes the weight of model parameters small. The predicted trajectory in (c) overlaps with the obstacle, because the modeling process does not consider the spatial distribution of the obstacle in the indoor scene. The experimental results of Figure 14 show that there are loopholes in the actual application effect of blind trajectory prediction based on coordinates. We should design additional methods to achieve decentralization of trajectory points to improve the accuracy of prediction. At the same time, we should take the spatial distribution of obstacles in the actual scene as an important reference for the trajectory generation process.

4.2.4. Obstacle Distribution Grid. Figure 15 shows the prediction results of the blind trajectory after the abscissa and ordinate are transformed into grid labels. More importantly, the above results add the spatial distribution of obstacles. (a) shows that this design mode improves the prediction accuracy and its prediction results are consistent with the real trajectory. (b) and (c) show that the model can avoid obstacles after adding the obstacle distribution. The predicted trajectory points do not penetrate obstacles. (d) shows that the model overcomes the shortcomings of the concentration of prediction results when the data is input into the model in the form of grid labels. The grid at the last point of the blind position is successfully obtained, and the prediction range of the model is broadened. Table 2 is the statistical results of the prediction error of the experimental models. The accuracy indicator represents the percentage of the correct results in the total sample. Although the accuracy indicator can judge the total accuracy rate, it cannot be used as a good indicator to measure the result when the sample is unbalanced. The precision indicator represents the probability of the samples that are actually positive among all the samples that are predicted to be positive. The precision indicator refers to the accuracy of the model’s prediction of the results of positive samples, but the accuracy indicator refers to the overall prediction accuracy, which includes both positive samples and negative samples. The recall indicator represents the probability that a positive sample is predicted to be a positive sample. The higher the recall, the higher the probability that the actual negative sample will be predicted. Three indicators are aimed at the average value of the predicted 5 locations. We emphasize that the prediction and evaluation standard of accuracy is that only the grid labels of the abscissa and the ordinate can predict success at the same time. The BlindTPM has an excellent performance in three indicators and has a great improvement in accuracy (11%), precision (9%), and recall (7%) compared to the best performing model (DSCMP).

4.3. Analysis and Expansion. Mapping the coordinate system to grid labels allows us to get rid of the problem of insufficient
predictive ability of the neural network model for floating-point numbers, which also benefits from the invariance of indoor scenes. The grid label makes the trajectory prediction task transformed from a regression problem to a classification problem. The future location is composed of labels with a certain range, and the training process of the model has a clear goal to improve the accuracy of prediction. In the obstacle distribution grid, the area where the obstacle is located is assigned the value 0 and the passable area is assigned the value 1. The GCN weights the obstacle distribution grid and the trajectory distribution grid in the same dimension. After the activation function is calculated, the characteristics of the passable area are enhanced, and the zero-value characteristics of the obstacle area are discarded by the activation function. The activation function (ReLU) makes the feature value 1. The GCN weights the obstacle distribution grid, the area where the obstacle is located is discarded, as shown in Figure 16. In order to verify the effect of our proposed estimation block, we set up an ablation experiment, as shown in Table 2. The prediction accuracy of BlindTPM has been significantly improved after adding the estimation block. This is because the local estimation increases the recursive correlation among the trajectory points of the blind. The temporary hidden state is generated by time series data through local estimation. These hidden states that can represent the blind state is generated by time series data through local estimation. Among the trajectory points of the blind. The temporary hidden state is generated by time series data through local estimation. After the activation function is calculated, the characteristics of the passable area are enhanced, and the zero-value characteristics of the obstacle area are discarded by the activation function. The activation function (ReLU) makes the feature value 1. The GCN weights the obstacle distribution grid, the area where the obstacle is located is discarded, as shown in Figure 16. In order to verify the effect of our proposed estimation block, we set up an ablation experiment, as shown in Table 2. The prediction accuracy of BlindTPM has been significantly improved after adding the estimation block. This is because the local estimation increases the recursive correlation among the trajectory points of the blind. The temporary hidden state is generated by time series data through local estimation. These hidden states that can represent the blind person’s short-term future location points are globally estimated to form high-level features that can represent the complete trajectory of the blind. Finally, the estimation block completes the task of improving the prediction accuracy.

5. Conclusions

We propose an obstacle avoidance algorithm and a trajectory prediction spatial-temporal model for the blind aiming at the auxiliary motion tasks of the blind in indoor scenes. Indoor scenes are transformed into grid data in this work. The trajectory of the blind person is accordingly transformed into grid labels. This conversion method limits the range of predicted values and overcomes the difficulty of predicting floating-point trajectory data by neural network models. We convert the obstacles in the scene into the obstacle spatial distribution matrix according to certain rules to reduce the weight of the area where the obstacle is located and increase the weight of the passable area. Experiments verify the difference between coordinate trajectory and grid trajectory, which proves the superiority of the design mode of this work. In future work, we expect that the influence of other populations on the trajectory of blind people will be added to existing research. Its necessity is reflected in the fact that humans are thinking creatures and their actions are always affected by the surrounding environment [29] or other humans to act accordingly.

Data Availability

The dataset of this work comes from the research of Kacorri et al. [26] which is about the movement of blind people indoors. The URL of the original dataset is at https://envfactors.github.io/. We perform desensitization processing and obstacle grid processing on the original dataset.
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