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Abstract

The eccentricity matrix $\mathcal{E}(G)$ of a connected graph $G$ is obtained from the distance matrix of $G$ by leaving unchanged the largest nonzero entries in each row and each column, and replacing the remaining ones with zeros. In this paper, we consider the set $\mathcal{C}T$ of clique trees whose blocks have at most two cut-vertices of the clique tree. After proving the irreducibility of the eccentricity matrix of a clique tree in $\mathcal{C}T$ and finding its inertia indices, we show that every graph in $\mathcal{C}T$ with more than 4 vertices and odd diameter has two positive and two negative $\mathcal{E}$-eigenvalues. Positive $\mathcal{E}$-eigenvalues and negative $\mathcal{E}$-eigenvalues turn out to be equal in number even for graphs in $\mathcal{C}T$ with even diameter; that shared cardinality also counts the ‘diametrally distinguished’ vertices. Finally, we prove that the spectrum of the eccentricity matrix of a clique tree $G$ in $\mathcal{C}T$ is symmetric with respect to the origin if and only if $G$ has an odd diameter and exactly two adjacent central vertices.
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1 Introduction

Let $G = (V_G, E_G)$ be a graph with order $n = |V_G|$ and size $m = |E_G|$. Each vertex adjacent to $v \in V_G$ is said to be a neighbour of $v$. The set of all the neighbours of $v$ is denoted by $N_G(v)$. The vertex-degree $d_G(v)$ of $v$ gives the cardinality of $N_G(v)$. The distance between two vertices $u$ and $v$, i.e. the minimum length of the paths joining them, is denoted by $d_G(u, v)$ (the subscript will be omitted when the context makes it clear). Let $D(G) = (d_{uv})$ be the distance matrix of $G$, where $d_{uv} = d_G(u, v)$. The eccentricity $e_G(u)$ of the vertex $u \in V_G$ in $G$ is given by $e_G(u) = \max\{d_G(u, v) \mid v \in V_G\}$. By definition, the radius and the diameter of $G$ are respectively the number $\text{rad}(G) := \min\{e_G(u) \mid u \in V_G\}$ and $\text{diam}(G) := \max\{e_G(u) \mid u \in V_G\}$. A diametral path is a shortest path between any pair of vertices $u$ and $v$ such that $d_G(u, v) = \text{diam}(G)$. The center $C(G)$ of a graph $G$ consists of those vertices whose eccentricity is equal to the radius. Each element in $C(G)$ is said to be a central vertex or simply a center of $G$.

The matrix $\mathcal{E}(G) = (\epsilon_{uv})$, where

$$
\epsilon_{uv} = \begin{cases}
  d_G(u, v) & \text{if } d_G(u, v) = \min\{e_G(u), e_G(v)\}, \\
  0 & \text{otherwise},
\end{cases}
$$
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is known as the eccentricity matrix of $G$ (see for instance [13] [20] [21]). Some authors referred to it as the $D_{MAX}$-matrix [16] [17]. The matrix $E(G)$ can be obtained from the distance matrix $D(G)$ by retaining the largest distances in each row and each column and replacing the remaining entries with zeros. The eccentricity matrix is symmetric; therefore, the $E$-eigenvalues, i.e. the eigenvalues of $E(G)$, are all real.

The $E$-spectrum of $G$ can be written as

$$\text{Spec}_{E}(G) = \{\xi_1^{(m_1)}, \xi_2^{(m_2)}, \ldots, \xi_k^{(m_k)}\},$$

where $\xi_1 > \xi_2 > \cdots > \xi_k$ are the distinct $E$-eigenvalues of $G$ and $m_i$ is the algebraic multiplicity of $\xi_i$ for $1 \leq i \leq k$. By the Perron-Frobenius Theorem, the $E$-spectral radius $\rho(E(G))$, defined as the largest modulus of the $E$-eigenvalues, is attained by the largest $E$-eigenvalue.

After ten years of investigation, the article on the eccentricity matrix, its spectral properties and some related chemical indices is quite rich. The authors proved that the eccentricity matrices of trees are irreducible [20]. Many nonisomorphic $E$-cospectral pairs have been found in [21], where the reader can also find a characterization of graphs having exactly two distinct $E$-eigenvalues. Mahato et al. computed the $E$-spectra of many graphs in [12]. Wei et al. [23] determined the $n$-vertex trees with minimum $E$-spectral radius, also identifying which graphs have the minimal $E$-spectral radius among trees with given order and diameter. Qiu et al. [15] studied the $E$-spectrum of threshold graphs. $E$-energy has been studied in [10] [19] [14]. In particular, in [10] Lei et al. characterized the graphs whose second least $E$-eigenvalue is larger than $-\sqrt{15} - \sqrt{193}$. Applications of the eccentricity matrix to molecular descriptors and Chemical graph theory can be found in [18] [20].

In the last few years, there has been a growing interest in the distance spectral properties of clique trees (the definition is recalled in Section 2). Extremal problems concerning the distance energy of clique trees have been solved in [8] [11]. Moreover, Zhang et al. [24] determined the graphs with maximum and minimum distance Laplacian spectral radius among all clique trees with $n$ vertices and $k$ cliques.

In the wake of [8] [11] [24], we study in this paper some additional $E$-spectral properties of a large family of clique trees including all ordinary trees. More precisely, we consider the class $\mathcal{CT}$ of clique trees whose blocks have at most two cut-vertices of the clique tree, compute the $E$-inertia of all clique trees in $\mathcal{CT}$ (Theorems 3.2 and 3.6) and find the structural conditions ensuring $E$-spectral symmetry (see Theorems 4.2 and 4.4). Recall that the inertia $\text{In}(M)$ of a symmetric matrix $M$ is the triple $(n_+(M), n_-(M), n_0(M))$, where $n_+(M)$, $n_-(M)$ and $n_0(M)$ denote the number of positive, negative and zero eigenvalues of $M$, respectively. One of the reasons why we focus on clique trees in $\mathcal{CT}$ is the following structural property: every clique tree $G$ in $\mathcal{CT}$ surely contains an induced tree $T_G$ such that (i) $\text{diam}(G) = \text{diam}(T_G)$, (ii) the centers of $T_G$ are also centers of $G$, and (iii) the edges in $E_{T_G}$ are in one-to-one correspondence with the blocks of $G$ (see Section 2).

For our arguments, we borrow some ideas from [12], where the $E$-inertias of paths and lollipop graphs are computed, and from the papers [13] [14], containing results on the $E$-inertia of trees and of coalescences of graphs respectively. We explicitly note that the coalescences of complete graphs considered in [14] are all in $\mathcal{CT}$.

2 Preliminaries and basic tools

We start by recalling one of the most basic result of spectral matrix theory.

**Theorem 2.1.** [6] p. 53 Let $A$ be an $n \times n$ real matrix and let $E_k(A)$ denote the sum of its principal minors of size $k$. Then, the characteristic polynomial of $A$ is given by

$$\varphi(\lambda) = \lambda^n - E_1(A)\lambda^{n-1} + \cdots + (-1)^{n-1}E_{n-1}(A)\lambda + (-1)^nE_n(A).$$
The next well-known result is the celebrated Cauchy’s Interlacing Theorem specialized to the context of symmetric matrices.

**Theorem 2.2.** [3, Corollary 2.5.2] Let \( A \) be an \( n \times n \) symmetric real matrix with eigenvalues \( \lambda_1 \geq \cdots \geq \lambda_n \), and let \( B \) be an \( m \times m \) principal submatrix of \( A \) having eigenvalues \( \mu_1 \geq \cdots \geq \mu_m \). Then, the eigenvalues of \( B \) interlace those of \( A \), i.e.

\[
\lambda_i \geq \mu_i \geq \lambda_{n-m+i}, \quad \text{for } 1 \leq i \leq m.
\]

According to [6, Definitions 6.2.21 and 6.2.22], a matrix \( M \) is said to be irreducible if it is not permutationally similar to an upper triangular block matrix. In other words \( M \) is reducible if there exists a permutation matrix \( P \) such that \( M = P^T \begin{pmatrix} A & B \\ O & C \end{pmatrix} P \), where \( A \) and \( C \) are both square blocks with at least one row. The following result has been already mentioned in Section 1.

**Theorem 2.3.** [20, Theorem 2.1] The eccentricity matrix \( E(T) \) of a tree is irreducible.

It is worthy to recall that there are many connected graphs whose eccentricity matrix is reducible. This happens, for instance, when the graph is complete bipartite of type \( K_{a,b} \) with \( a \geq b \geq 2 \) \([22]\).

For each symmetric matrix \( A = (a_{ij}) \), we consider the indicator matrix \( M(A) = (\mu_{ij}) \), where \( \mu_{ij} = 1 \) if \( a_{ij} \neq 0 \), and \( \mu_{ij} = 0 \) if \( a_{ij} = 0 \), and denote by \( \Gamma(A) \) the graph having \( M(A) \) as adjacency matrix. The following theorem can be deduced from [6, Theorem 6.2.24].

**Theorem 2.4.** Let \( A = (a_{ij}) \) be the nonnegative symmetric matrix with order \( n > 1 \). Then, \( A \) is irreducible if and only if the graph \( \Gamma(A) \) is connected.

We now recall the definition of a clique tree as given in [8, 11]. We warn the reader that the same expression also appears in literature with a different meaning (like in [2, 9]).

Let \( G \) be a connected graph. A subset \( X \subset V_G \) is said to be a cut-vertex set for \( G \) if \( G \setminus X \) is not connected. If a cut-vertex set \( X \) is a singleton, its only element is said to be a cut-vertex for \( G \). A block \( B \) of \( G \) is a maximal connected subgraph of \( G \) without cut-vertices (for \( B \)). As noted, for instance, in [4], the intersection of two blocks of \( G \), if nonempty, consists of a single cut-vertex of \( G \).

A clique tree is by definition a connected graph whose blocks are all cliques, i.e. complete graphs. Obviously, every tree is a clique tree. On the contrary, a clique tree is acyclic if and only if each of its blocks contains at most two vertices. Clique trees are also known as block graphs, and there exists several structural characterizations of them (see [1, 7]). For instance, it can be proved that \( G \) is a clique tree if and only if is a diamond-free chordal graph (see [1, Proposition 2.1]), i.e. no induced subgraph of \( G \) is a cycle with more than 3 vertices or a complete graph \( K_4 \) minus one edge.

In Section 1 we have denoted by \( \mathcal{CT} \) the class of clique trees whose blocks have at most two cut-vertices of the clique tree. All clique trees with diameter 1 or 2 are in \( \mathcal{CT} \). The graph obtained by attaching a pendant edge to each vertex of a triangle represents the clique tree not belonging to \( \mathcal{CT} \) which is minimal with respect to both order and diameter.

Let now \( G \) be a clique tree in \( \mathcal{CT} \). We say that a block \( B \) of \( G \) is a leaf-block (resp. bridge-block) if \( B \) contains only one cut-vertex (resp. two cut-vertices) of \( G \). If \( G \) is a complete graph, we consider its only block, i.e. \( G \) itself, as a leaf-block. The subset of \( \mathcal{CT} \) containing clique trees whose diameter is at least 2 is denoted by \( \mathcal{CT}^{\geq 2} \). Clearly, \( \mathcal{CT}^{\geq 2} \) is obtained from \( \mathcal{CT} \) by removing the complete graphs.

**Lemma 2.5.** Every clique tree in \( \mathcal{CT}^{\geq 2} \) has at least two leaf-blocks.
Proof. Let $G$ be a graph in $\mathcal{CT}^{\geq 2}$ and $B_1, \ldots, B_t$ be the pairwise distinct blocks of $G$. If $t = 2$, then $G$ is the coalescence of two complete graphs, which clearly are two leaf-blocks for $G$.

Let now $t \geq 3$. We model the argument used to prove that every tree has at least two leaves. We first show that $G$ surely has one leaf-block. If $B_1$ is a leaf-block we are done. Otherwise, let $u$ be one the its two cut-vertices. Surely there exists an $s \neq 1$ such that, for a suitable $v \in B_s$ we have $e_G(u) = d(u,v)$. Since there are no cycles in $G$ intersecting more than one block (see, for instance [4 Lemma 3.1.2(i)]) and the set $\{v \in V_G \mid d(u,w) \leq d(u,v)\}$ is empty, $B_s$ is necessarily a leaf-block of $G$.

Now we can use an inductive argument on the number of blocks, noticing that the graph $G'$ obtained from $G$ by removing all the noncut-vertices of the leaf-block $B_s$ is a clique tree, whose blocks are precisely the $t - 1$ remaining blocks of $G$. By the induction hypothesis, at least two blocks of $G'$, say $B_{i_1}$ and $B_{j_2}$, are leaf-blocks. Once again, the absence of a cycle intersecting more than one block shows that at least one set between $\{B_{i_1}, B_{j_2}\}$ contains leaf-blocks.

It is not restrictive to assume that the pairwise distinct blocks $B_1, \ldots, B_t$ of $G$ all have at least two vertices. After choosing an ordered vertex-labelling for $G \in \mathcal{CT}^{\geq 2}$, say $\{v_1, \ldots, v_n\}$, we denote by $\mathcal{C}_G$ the set of cut-vertices of $G$, and by $\mathcal{S}_G$ the subset of $V_G$ obtained by picking in each leaf-block the noncut-vertex with minimal label. As it is customary, we denote by $G[\mathcal{C}_G \cup \mathcal{S}_G]$ the subgraph of $G$ induced by the vertices in $\mathcal{C}_G \cup \mathcal{S}_G$.

For each $G \in \mathcal{CT}$ we now set

$$T_G := \begin{cases} K_2 & \text{if } G = K_n, \\ G[\mathcal{C}_G \cup \mathcal{S}_G] & \text{if } G \in \mathcal{CT}^{\geq 2}. \end{cases}$$

From the definition and [4 Lemma 3.1.2(i)] we immediately arrive at the following result.

**Proposition 2.6.** For each $G \in \mathcal{CT}$, the graph $T_G$ is a tree. Moreover, diam$(G) = \text{diam}(T_G)$.

The nonpendant vertices of $T_G$ are precisely the cut-vertices of $G$, and there is a one-to-one correspondence between blocks of $G$ and edges of $T_G$.

Note that the isomorphism type of $T_G$ does not really depend on the chosen ordered vertex-labelling, since, for $G \in \mathcal{CT}^{\geq 2}$, a shuffling of vertex-labels does not alter the number and the degree of the nonpendant vertices of $T_G$.

Proposition 2.6 makes senseful to call $T_G$ the tree associated to $G \in \mathcal{CT}$. The clique tree $G$ depicted in Fig. 1 has seven blocks. The leaf-blocks among them are those containing $v_1$, $v_7$, $v_9$, $v_{12}$ and $v_{13}$; the homonymous vertices in the associated tree $T_G$ are precisely those of vertex-degree 1.

Clique trees in $\mathcal{CT}$ such that the associated tree is a path have been considered in [8] [11], where they are called clique paths. In [11] the authors also studied the clique stars, i.e. clique trees in $\mathcal{CT}$ whose associated tree is a star (see [11 Fig. 1]).

The following lemma, whose immediate proof only requires the very basic structural properties of the graphs involved, turns out to be useful in several proofs.

**Lemma 2.7.** Let $G$ be a clique tree in $\mathcal{CT}^{\geq 2}$. For each $u \in V_G$, there exists a vertex $v \in T_G$ such that $e_G(u) = d_G(u,v)$.

**Lemma 2.8.** Let $G$ be a clique tree in $\mathcal{CT}^{\geq 2}$. For each $u \in V_{T_G} \subseteq V_G$ the eccentricities $e_G(u) = e_{T_G}(u)$.

Proof. The inequality $e_{T_G}(u) \leq e_G(u)$ holds since $T_G$ is an induced subgraph of $G$. The rest of the proof is devoted to prove the opposite inequality, i.e. $e_{T_G}(u) \geq e_G(u)$. Lemma 2.7 ensures that $e_G(u) = d_G(u,v)$ for a suitable vertex $v \in V_{T_G}$. In other words, there exists a path $P$ in
$G$ connecting $u$ and $v$ such that $|E_P| = e_G(u)$. By definition, $P$ has the minimal length among the paths connecting $u$ and $v$, that is why the set $V_P \setminus \{u, v\}$ is included in $G$ or, equivalently, $P$ is also a subgraph of $G$. Therefore, $e_G(u) = d_G(u, v) = d_{T_G}(u, v) < e_{T_G}(u)$, and the proof is over.

**Proposition 2.9.** Let $G$ be a clique tree in $CT$. The matrix $E_G(u)$ is the principal submatrix of $E(G)$ obtained by considering rows and columns indexed in $V_{T_G}$.

**Proof.** The entries $E(G)_{uv}$ and $E_G(uv)$ are equal for every pair $(u, v) \in V_{T_G} \times V_{T_G}$, since, by Lemma 2.9, for every vertex $u$ in $V_{T_G}$, we have $e_{T_G}(u) = e_G(u)$.

From Proposition 2.9 it immediately comes the following useful corollary. In its statement and throughout the paper, we write $\Gamma_G$ and $\Gamma_{T_G}$ to respectively denote the graphs $\Gamma(E(G))$ and $\Gamma(E(T_G))$.

**Corollary 2.10.** For each clique tree $G$ in $CT$, the graph $\Gamma_{T_G}$ is an induced subgraph of $\Gamma_G$.

**Proposition 2.11.** For each clique tree $G$ in $CT$, the matrix $E(G)$ is irreducible.

**Proof.** Let $G$ be a graph in $CT$. If $\operatorname{diam}(G) = 1$, then $G$ is complete and the matrix $E(G) = A(G)$ is irreducible, being the adjacency matrix of a connected graph. If $\operatorname{diam}(G) = 2$, then $G$ is a clique star, i.e. the coalescence at a single cut-vertex of a bunch of complete graphs. In this case, the irreducibility of $E(G)$ comes from [14, Theorem 3.1].

Let now $\operatorname{diam}(G) > 3$. By Theorem 2.4 it will suffice to show that $\Gamma_G$ is connected. Theorem 2.4, together with Theorem 2.3 and Proposition 2.6, also guarantees that $E(T_G)$ is irreducible and the graph $\Gamma_{T_G}$ is connected. The proof will end by showing that each pair $u_1, u_2$ of distinct vertices of $G$ are connected by a suitable path in $\Gamma_G$.

If $E(G)_{u_1u_2} = \min\{e_G(u_1), e_G(u_2)\} < 0$, then $u_1$ and $u_2$ are adjacent in $\Gamma_G$ and there is nothing else to prove.

If $E(G)_{u_1u_2} = 0$, by Lemma 2.7 we find in $V_{T_G}$ two vertices $v_1$ and $v_2$ such that $e_G(u_i) = d(u_i, v_i)$ for $i \in \{1, 2\}$. It follows that $E(G)_{u_1v_1} = \min\{e_G(u_1), e_G(v_1)\} = 0$, implying that $u_1$ and $v_1$ are adjacent in $\Gamma_G$. A path in $\Gamma_G$ connecting $u_1$ and $u_2$ is obtained by gluing the edge $u_1v_1$, a path between $v_1$ and $v_2$ (which exists since $\Gamma_{T_G}$ is connected and, by Corollary 2.10 is an induced subgraph of $\Gamma_G$) and the edge $v_2u_2$.

We end this section with a result on the eccentricities of noncut-vertices in a clique tree with at least two blocks.

**Proposition 2.12.** Let $G$ be a clique tree in $CT$.

(i) If $u$ is a noncut-vertex of $G$ belonging to a leaf-block $B$, then $e_G(u) = e_G(w) + 1$, where $w$ is
the only cut-vertex of $B$.

(ii) If $u$ is a noncut-vertex of $G$ belonging to a bridge-block $B$, then $e_G(u) = \max\{e_G(w_1), e_G(w_2)\}$, where $w_1$ and $w_2$ are the two cut-vertices of $B$.

Proof. Let $v'$ be a vertex in $G$ such that $e_G(u) = d_G(u, v')$. Since $\text{diam}(G) \geq 2$, then $v'$ belongs to a block $B' \neq B$, and the minimal path $P$ connecting $u$ and $v'$ surely contains the cut-vertex $w$. Thus $e_G(w) \geq e_G(u) - 1$. Part (i) will be proved once we show that

$$e_G(w) \leq e_G(u) - 1 \tag{1}$$

holds as well. In order to see this, it is clear that there exists a vertex $v''$ belonging to a block $B'' \neq B$ such that $e_G(w) = d_G(w, v'')$. This means that $e_G(u) \geq d(u, v'') = d_G(w, v'') + 1 = e_G(w) + 1$, proving (i).

Now we prove Part (ii). It is not restrictive to assume $e_G(w_1) \geq e_G(w_2)$. We shall prove that for a vertex $u$ satisfying the hypothesis, we have $e_G(u) = e_G(w_1)$. Let $z$ be a vertex of $G$ such that $e_G(w_1) = d_G(w_1, z)$. A minimal path $P$ connecting $w_1$ to $z$ surely contains $w_2$, otherwise $e_G(w_2) \geq d(w_2, z) = d(w_1, z) + 1 > e_G(w_1)$, a contradiction. It is obvious that a minimal path connecting $u$ and $z$ can be obtained from $P$ by replacing the edge $w_1w_2$ with $uw_2$. Therefore $e_G(u) \geq d_G(u, z) = d_G(w_1, z) = e_G(w_1)$. To complete the proof, we need to show that the inequality

$$e_G(u) \leq e_G(w_1) \tag{2}$$

holds as well. Let $v'$ be a vertex of $G$ such that $e_G(u) = d_G(u, v')$, and let $P'$ be a minimal path connecting $u$ to $v'$. Surely $v'$ belongs to a block $B' \neq B$. This means that $|V_{P'} \cap \{w_1, w_2\}| = 1$. We now distinguished two cases. If $w_1$ is in $V_{P'}$, then $d_G(w_2, v') = d_G(u, v')$; therefore $e_G(w_1) \geq e_G(w_2) \geq d_G(w_2, v') = e_G(u)$ and we are done. If, otherwise, $w_2$ belongs to $V_{P'}$, then $d_G(w_1, v') = d_G(u, v')$, therefore $e_G(u) = d_G(w_1, v') \leq e_G(w_1)$. Hence (2) holds in this case too.

3 Inertia of eccentricity matrices of clique trees in $\mathcal{CT}$

As already noted by Jordan in the nineteenth century, every tree with even diameter has exactly one center; whereas a tree with odd diameter has two centers, necessarily adjacent (a proof of this fact can be found in [5, Theorem 4.2]). The next theorem generalizes this classical result to cliques tree in $\mathcal{CT}$. In order to make more concise its statement, we set

$$\mathcal{CT}_{ev}^2 = \{G \in \mathcal{CT}_{ev}^2 \mid \text{diam}(G) \text{ is even}\} \quad \text{and} \quad \mathcal{CT}_{odd}^2 = \{G \in \mathcal{CT}_{odd}^2 \mid \text{diam}(G) \text{ is odd}\}.$$

**Theorem 3.1.** Let $G$ be a clique tree in $\mathcal{CT}$, and let $C(G)$ denote its center.

(i) if $G$ is complete, then $C(G) = V_G$;

(ii) if $G$ belongs to $\mathcal{CT}_{ev}^2$, then $G$ has exactly one central vertex; namely, the center of $G$;

(iii) if $G$ belongs to $\mathcal{CT}_{odd}^2$, then the center $C(G)$ is the block of $G$ containing the two centers on $G$.

**Proof.** Part (i) is trivially true. We now deal with Part (ii) and Part (iii) simultaneously. Let $G$ be a clique tree in $\mathcal{CT}^{\geq 2}$. We start by claiming that $\text{rad}(G)$ is attained by at least one vertex in $T_G$. This fact immediately comes from the two parts of Proposition 2.7. Lemma 2.8 ensures that $e_G(v) = e_{T_G}(v)$ for every $v \in V_{T_G}$. This means that $\mathcal{C}_G \cap C(G)$, i.e. the set of centers of $G$ which are also cut-vertices, is equal to $C(T_G)$. As already recalled, $C(T_G)$ is a singleton, say $\{z\}$, if $\text{diam}(G) = \text{diam}(T_G)$ is even, and consists of two adjacent vertices in $T_G$, say $z_1$ and $z_2$, if $\text{diam}(G) = \text{diam}(T_G)$ is odd (and larger than 1). In the latter case, by definition of $T_G$, the
vertices \(z_1\) and \(z_2\) are the two cut-vertices of a special block of \(G\), say \(B_C\). The proof ends by showing that

\[
C(G) \cap (G \setminus C_G) = \begin{cases} 
\emptyset & \text{if } G \in CT^{22}_w, \\
B_C \setminus \{z_1, z_2\} & \text{if } G \in CT^{22}_o.
\end{cases}
\]

Noncut-vertices of a leaf-block surely are not in \(C(G)\) by Proposition \(2.12(i)\). Consider now a noncut-vertex \(v\) belonging to a bridge-block \(B\), and suppose \(V_B \cap V_T = \{w_1, w_2\}\). By Proposition \(2.12(ii)\) we deduce that \(v\) belongs to \(C(G)\) if and only if

\[
e_\Gamma(v) = e_G(w_1) = e_G(w_2) \quad \text{and} \quad \{w_1, w_2\} \in C_G \cap C(G) = C(T_G),
\]

and this happens if and only if the diameter is odd and \(B = B_C\).

Let \(G\) be a clique tree with odd diameter. Theorem 3.1 makes reasonable to refer to the block of its centers as the central block.

The next theorem shows that, for \(G \in CT^{22}_o\), the rank of \(\mathcal{E}(G)\) and the number of eigenvalues sharing the same sign are not affected by the order of the single blocks and how these are mutually disposed. Our result generalizes to clique trees in \(CT^{22}_o\) what Theorem 3.1 in [13] states for trees.

Throughout the rest of the paper, for \(U \subseteq V_G\), we denote by \(\mathcal{E}(G)_U\) the \(|U| \times |V_G|\) submatrix of \(\mathcal{E}(G)\) consisting of the rows indexed by the vertices in \(U\). Moreover, we set \(\mathcal{E}(G)_u := \mathcal{E}(G)_{\{u\}}\). With a slight abuse of notation we denote all the identity matrices, all the null matrices and all-ones matrices by \(I\), \(O\) and \(J\) respectively. Their sizes will be clear from the context in any of their occurrences.

**Theorem 3.2.** Let \(G\) be a clique tree of order \(n\) in \(CT^{22}_o\). Then, \(\text{rk}(\mathcal{E}(G)) = 4\). Moreover, \(\mathcal{E}(G)\) has exactly two positive and two negative eigenvalues, that is, \(\text{In}(\mathcal{E}(G)) = (2, 2, n - 4)\).

**Proof.** Since \(G\) belongs to \(CT^{22}_o\), then \(\text{diam}(G) = 2k + 1\) for a certain \(k \in \mathbb{N}\); moreover, \(n = |V_G| \geq 4\) and, by Proposition \(2.6\), \(\text{diam}(T_G) = 2k + 1\). Theorem 3.1 ensures that \(C(G) = B_C\), the block of \(G\) including \(C_{T_G} = \{z_1, z_2\}\). The graph \(G'\) obtained from \(G\) by removing all the edges of the central block \(B_C\) has two connected components. We denote by \(T_1\) (resp. \(T_2\)) the component of \(G'\) containing \(z_1\) (resp. \(z_2\)).

We set

\[
V_1 := \{u \in V_{T_1} \mid d(u, z_1) = k\}, \quad V_2 := \{v \in V_{T_2} \mid d(v, z_2) = k\}, \\
V_3 := \{u \in V_{T_1} \mid 0 \leq d(u, z_1) < k\}, \quad V_4 := \{v \in V_{T_2} \mid 0 \leq d(v, z_2) < k\}, \quad V_5 := V_{B_C} \setminus \{z_1, z_2\}.
\]

Clearly, \(\{V_i \mid 1 \leq i \leq 5\}\) is a partition of \(V_G\). We just need the definition of \(\mathcal{E}(G)\) and of the several \(V_i\)'s to realize that

\[
\begin{align*}
\mathcal{E}(G)_{uv} &= 0, & \text{if } \{u, v\} \subseteq V_i \quad (1 \leq i \leq 5), & \mathcal{E}(G)_{uv} &= e(u) \quad \text{if } (u, v) \in V_4 \times V_1, \\
\mathcal{E}(G)_{uv} &= 2k+1, & \text{if } (u, v) \in V_1 \times V_2, & \mathcal{E}(G)_{uv} &= k+1, & \text{if } (u, v) \in V_5 \times (V_1 \cup V_2), \\
\mathcal{E}(G)_{uv} &= 0, & \text{if } (u, v) \in (V_1 \times V_3) \cup (V_2 \times V_4), & \mathcal{E}(G)_{uv} &= 0, & \text{if } (u, v) \in V_5 \times (V_3 \cup V_4), \\
\mathcal{E}(G)_{uv} &= e(v) & \text{if } (u, v) \in V_2 \times V_3.
\end{align*}
\]

Consequently, the matrix \(\mathcal{E}(G)\), which is symmetric, can be partitioned in the following way:

\[
\mathcal{E}(G) = V_3 \begin{pmatrix}
V_1 & V_2 & V_3 & V_4 & V_5 \\
V_1 & O & (2k+1)J & O & P \cdot (k+1)J \\
V_2 & (2k+1)J & O & Q \cdot P \cdot (k+1)J \\
V_3 & O & Q^\top & O & O \\
V_4 & P^\top & O & O & O \\
V_5 & (k+1)J & (k+1)J & O & O & O
\end{pmatrix},
\]

(3)
where \( P \) (resp. \( Q \)) is a suitable \(|V_1| \times |V_4|\) (resp. \(|V_2| \times |V_3|\)) matrix. Note that all rows of \( P \) (resp. \( Q \)) are identical and nowhere zero. As a consequence, the rows of \( E(G) \) corresponding to vertices in \( V_1 \) (resp. \( V_2 \)) are all equal, and those corresponding to vertices in \( V_3 \) (resp. \( V_4 \)) are proportional; thus, \( \text{rk}(E(G)_{V_i}) = 1 \) for \( 1 \leq i \leq 4 \). Note that each row of the fifth block in \( E(G) \) can be written as

\[
(k + 1) \left( \frac{1}{e_G(u')} E(G)_{w'} + \frac{1}{e_G(w'')} E(G)_{w''} \right),
\]

where \( u' \) is any vertex of \( V_3 \) and \( w'' \) any vertex of \( V_4 \). Thus, \( \text{rk}(E(G)) = 4 \). Actually, the rank of \( E(G) \) is 4 since there exist an invertible matrix \( A \) which is the principal submatrix of \( E(G) \)

\[
A = \begin{pmatrix}
    u_1 & u_2 & w & z \\
    0 & 2k + 1 & 0 & k + 1 \\
    2k + 1 & 0 & k + 1 & 0 \\
    0 & k + 1 & 0 & 0 \\
    k + 1 & 0 & 0 & 0
\end{pmatrix}
\]

indexed by \( \{u_1, u_2, w, z\} \), where \( u_i \in V_i \) for \( i = 1, 2 \), \( w \in V_3 \) and \( z \in V_4 \).

Now, a direct computation shows that \( \text{In}(A) = (2, 2, 0) \). More precisely,

\[
\text{Spec}(A) = \left\{ \frac{q + 2k + 1}{2}, \frac{q - 2k - 1}{2}, \frac{-q - 2k - 1}{2}, \frac{-q + 2k + 1}{2} \right\}, \quad \text{where } q = \sqrt{5 + 12k + 8k^2}.
\]

By Theorem 2.2, we deduce that \( E(G) \) has at least two positive and two negative eigenvalues. But \( \text{rk}(E(G)) = 4 \), hence the positive (resp. negative) eigenvalues of \( E(G) \) are exactly two. In other words, \( \text{In}(E(G)) = (2, 2, n - 4) \).

The only graphs with odd diameter in \( CT \) left out of Theorem 3.2 are the complete graphs of order \( n > 2 \), and it is well-known that \( \text{In}(E(K_n)) = (1, n - 1, 0) \) for \( n > 2 \), since \( E(K_n) \) is simply the adjacency matrix of \( K_n \).

Before computing \( \text{In}(E(G)) \) for \( G \in CTev^2 \) we need a definition and two lemmas.

**Definition 3.3.** Let \( G \) be a clique tree in \( CTev^2 \), and let \( z \) be the only center of \( G \). A vertex \( v \) adjacent to \( z \) in \( G \) is said to be ‘diametrally distinguished’ if there is a diametral path containing the vertex \( v \). The set of diametrally distinguished vertices will be denoted by \( D_G \).

**Lemma 3.4.** Let \( G \) be a clique tree in \( CTev^2 \) with \( \text{diam}(G) \geq 4 \). Then, \( D_G \subset C_G \), i.e. the diametrally distinguished vertices of \( G \) are also cut-vertices.

**Proof.** It is sufficient to note, for every \( G \in CTev^2 \) the non-pendant vertices of a diametral path are all cut-vertices. \( \square \)

**Lemma 3.5.** [13, Lemma 3.1] Let \( A \) be a \( 2n \times 2n \) symmetric matrix partitioned as

\[
A = \begin{pmatrix}
    2k(J - I) & (2k - 1)(J - I) \\
    (2k - 1)(J - I) & O
\end{pmatrix}, \quad \text{for } k \in \mathbb{N}.
\]

Then, the inertia of \( A \) is \( (n, n, 0) \).

**Theorem 3.6.** Let \( G \) be a clique tree in \( CTev^2 \) with order \( n \) and diameter \( d = 2k \) with \( k \geq 2 \), and let \( C(G) = C(T_G) = \{ z \} \). Then, \( \text{rk}(E(G)) = 2l \) and \( \text{In}(E(G)) = (l, l, n - 2l) \), where \( l := |D_G| \).

**Proof.** Let \( N_G(z) \cap C_G = N_{T_G}(z) = \{ w_1, \ldots, w_p \} \). Without loss of generality to assume that \( N_{T_G}(z) \cap D_G = \{ w_i \mid 1 \leq i \leq l \} \). For \( 1 \leq i \leq l \), we denote by \( B_i \) the bridge-block containing \( z \) and \( w_i \), and by \( H_i \) the graph obtained from \( G \) by removing all the edges of \( B_i \). Let \( T_i \) be
the component of $H_i$ containing $w_i$, and let $T_{i+1} := G \setminus (\bigcup_{i=1}^{l} T_i)$. It is useful to note that $e_{T_i}(w_i) = k - 1$ for $1 \leq i \leq l$. The several $T_i$’s allow to obtain a partition $V = \{V_j \mid 1 \leq j \leq 2l + 1\}$ of the set $V_G$ in the following way:

\[
V_i = \{u \in T_i \mid d(u, z) = k\} \quad \text{for } 1 \leq i \leq l, \quad \text{and } V_{2l+1} = V_{T_{i+1}}
\]

(if needed, the reader can consult Example 3 in Section 4). Taking into account that the middle point of any diametral path is $G$ is necessarily $z$, and the fact that a vertex $v$ belongs to $\bigcup_{i=1}^{l} V_i$ if and only if $v$ is both a noncut-vertex of a leaf-block and an endpoint on a diametral path, the following equalities, holding for $\{i, j\} \subseteq \{1, 2, \ldots, l\}$, are easy to check:

\[
\mathcal{E}(G)_{uv} = 0 \quad \text{for } \{u, v\} \subseteq V_i, \\
\mathcal{E}(G)_{uv} = 0 \quad \text{for } \{u, v\} \subseteq V_{i+1}, \quad \mathcal{E}(G)_{uv} = 2k \quad \text{for } (u, v) \in V_i \times V_j \quad \text{and } i \neq j, \\
\mathcal{E}(G)_{uv} = 0 \quad \text{for } (u, v) \in V_{i+1} \times V_{i+1}, \quad \mathcal{E}(G)_{uv} = e(v) \quad \text{for } (u, v) \in V_i \times V_{i+j} \quad \text{and } i \neq j, \\
\mathcal{E}(G)_{uv} = 0 \quad \text{for } (u, v) \in V_{i+1} \times V_{2l+1}, \quad \mathcal{E}(G)_{uv} = e(v) \quad \text{for } (u, v) \in V_i \times V_{2l+1},
\]

(each of the nine equalities above requires its own elementary argument). Therefore, the eccentricity matrix $\mathcal{E}(G)$ can be accordingly partitioned as

\[
\mathcal{E}(G) = \left(
\begin{array}{cccccccc}
V_1 & V_2 & \ldots & V_l & V_{l+1} & V_{l+2} & \ldots & V_{2l} & V_{2l+1} \\
V_1 & O & (2k)J & \ldots & (2k)J & O & P_{1,l+2} & \ldots & P_{1,2l} & P_{1,2l+1} \\
V_2 & (2k)J & O & \ldots & (2k)J & P_{2,l+1} & O & \ldots & P_{2,2l} & P_{2,2l+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
V_l & (2k)J & (2k)J & \ldots & O & P_{l,l+1} & P_{l,1} \vdots & \ldots & O & P_{l,2l+1} \\
V_{l+1} & O & P_{l+1,l+1}^T & \ldots & P_{l+1,l+1}^T & O & \ldots & O & O & O \\
V_{l+2} & P_{l+2,l+1}^T & O & \ldots & P_{l+2,l+1}^T & O & \ldots & O & O & O \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
V_{2l} & P_{2l,1}^T & P_{2l,2l}^T & \ldots & O & O & O & \ldots & O & O \\
V_{2l+1} & P_{2l+1,1}^T & P_{2l+1,2l+1}^T & \ldots & P_{2l+1,2l+1}^T & O & \ldots & O & O & O
\end{array}\right),
\]

(4)

where the rows of each matrix $P_{i,j}$ with $i \neq j$ and $(i, j) \in S := \{1, 2, \ldots, l\} \times \{1, 2, \ldots, l, l + 1\}$ are identical and nowhere zero. Moreover, all the nonzero entries of the column corresponding to a vertex $v \in V_{i+1}$ are the same, clearly implying that, for a fixed $(i, j) \in S$, the columns of the matrices $P_{i,i+j}$ are multiples of an all-ones-vector of appropriate size.

For $1 \leq i \leq l$, the rows corresponding to vertices in a fixed $V_i$ (resp. $V_{i+1}$) are all the same (resp. all proportional); thus, $\text{rk}(\mathcal{E}(G)_{V_i}) = \text{rk}(\mathcal{E}(G)_{V_{i+1}}) = 1$.

Since for each $v \in V_{2l+1}$ we have

\[
\mathcal{E}(G)_{v} = \sum_{i=1}^{l} \left( \frac{e_G(v)}{(l-1)e_G(w_i)} \mathcal{E}(G)_{w_i} \right)
\]

with each $w_i$ arbitrarily chosen in $V_{i+1}$, we have $\text{rk}(\mathcal{E}(G)) = 2l$. In order to see that $\text{rk}(\mathcal{E}(G)) = 2l$, we show a invertible matrix $M$ which is the principal submatrix of $\mathcal{E}(G)$ indexed by the vertices $v_1, v_2, \ldots, v_l, z_1, \ldots, z_l$, where, for $1 \leq i \leq l$, $v_i$ is any vertex in $V_i$, whereas $z_i$ is the only cut-vertex of the leaf-block containing $v_i$. By definition, $z_i$ belongs to $V_{i+1}$ and $e_G(z_i) = 2k - 1$. That is why
the matrix $M$ assumes the following form:

$$
M = \begin{pmatrix}
v_1 & v_2 & \cdots & v_l & z_1 & z_2 & \cdots & z_l \\
v_1 & 0 & 2k & \cdots & 2k & 0 & 2k-1 & \cdots & 2k-1 \\
v_2 & 2k & 0 & \cdots & 2k & 2k-1 & 0 & \cdots & 2k-1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
z_l & 2k-1 & 2k-1 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{pmatrix},
$$

Clearly, $M$ can be partitioned as

$$
M = \begin{pmatrix}
2k(J-I) & (2k-1)(J-I) \\
(2k-1)(J-I) & O
\end{pmatrix},
$$

and $\text{rk}(M) = 2l$ by Lemma \ref{lemma:rk}.

The same lemma also ensures that $\text{In}(M) = (l, l, 0)$. By Theorem 2.2, $\mathcal{E}(G)$ has at least $l$ positive and $l$ negative eigenvalues. Since we know that $\text{rk}(\mathcal{E}(G)) = 2l$, the matrix $\mathcal{E}(G)$ has exactly $l$ positive and $l$ negative eigenvalues or, equivalently, $\text{In}(\mathcal{E}(G)) = (l, l, n-2l)$ as claimed.

\begin{remark}
Remark 3.7. The hypothesis $k \geq 2$ in the statement of Theorem \ref{thm:symmetry} cannot be removed. If $\text{diam}(G) = 2$ for a clique tree $G \in \mathcal{CT}_{ct}^{22}$, then $G$ is a clique star with order $n \geq 3$, and $l := |D_G| = n-1$. In this case, Theorem 3.4 in \cite{14} says that $\text{rk}(\mathcal{E}(G)) = t+1$ and $\text{In}(\mathcal{E}(G)) = (1, n-t-1, t)$, where $t \geq 2$ is the number of the blocks of $G$. Besides, the 3-tuple $(l, l, n-2l)$ is not nonnegative; hence, it cannot be the inertia of any matrix.
\end{remark}

4 \quad \mathcal{E}\text{-spectral symmetry and clique trees in } \mathcal{CT}

In this section, we detect the clique trees in $\mathcal{CT}$ whose $\mathcal{E}$-eigenvalues are symmetric with respect to 0. If this is the case, we simply say that the $\mathcal{E}$-spectrum is symmetric. We first focus on graphs with odd diameter.

\begin{lemma}
\cite{14} Lemma 4.2 \end{lemma}

Let $p(\lambda) = \lambda^n + c_1\lambda^{n-1} + \cdots + c_{n-1}\lambda + c_n$ be a polynomial such that all of its roots are non-zero and real numbers. If $c_i$ and $c_{i+1}$ are different from zero for some $i \in \{1, \ldots, n-1\}$, then the roots of $p(\lambda)$ are not symmetric about the origin, that is, there exists a real number $\lambda_0$ such that $p(\lambda_0) = 0$ and $p(-\lambda_0) \neq 0$.

\begin{theorem}
Let $G$ be a clique tree in $\mathcal{CT}$ with odd diameter. The $\mathcal{E}$-spectrum of $G$ is symmetric if and only if $|C(G)| = 2$.
\end{theorem}

\begin{proof}
In the set of complete graphs with odd diameter, i.e. $\{K_n \mid n \geq 2\}$, the only graph whose $\mathcal{E}$-spectrum is symmetric is $K_2$. In fact, $\text{Spec}_\mathcal{E}(K_2) = \{1, -1\}$ and $\text{In}(\mathcal{E}(K_n)) = (1, n-1, 0)$ for all $n \geq 2$. This is consistent with our statement since $|C(K_n)| = n$.

Now, let $G$ be a fixed clique tree in $\mathcal{CT}_{ct}^{22}$. By Theorem \ref{thm:inertia} iii) we know that $C(G) = B_C$, the block containing the two adjacent centers $z_1$ and $z_2$ of $T_G$. As in the proof of Theorem \ref{thm:symmetry}, we consider the graph $G'$ obtained from $G$ by removing all edges of the central block $B_C$, and
Partitioning the eccentricity as wanted.

That is why 2.1, the characteristic polynomial of G matrix of E

denote by T1 (resp. T2) the component of G' containing z1 (resp. z2). Four our purposes, it is convenient to shuffle the V_i's considered in the proof of Theorem B.2. More explicitly, we set

\[ W_1 := V_1 = \{ u \in V_{T_1} \mid d(u, z_1) = k \}, \quad W_3 := V_2 = \{ v \in V_{T_2} \mid d(v, z_2) = k \}, \]

\[ W_2 := V_3 = \{ u \in V_{T_1} \mid 0 \leq d(u, z_1) < k \}, \quad W_4 := V_4 = \{ v \in V_{T_2} \mid 0 \leq d(v, z_2) < k \}, \]

and \( W_5 := V_5 = V_{BC} \setminus \{ z_1, z_2 \}. \)

Suppose now |BC| = 2. In this case, W_5 is empty. Therefore, the matrix \( \mathcal{E}(G) \) can be written as

\[
\mathcal{E}(G) = \begin{pmatrix}
W_1 & W_2 & W_3 & W_4 \\
W_2 & O & O & (2k+1)J & P \\
W_3 & (2k+1)J & Q & O & O \\
W_4 & P^T & O & O & O \\
\end{pmatrix},
\]

(5)

where the blocks P and Q are precisely those appearing in \[ B \]. Partitioning the eccentricity matrix of G with respect to the vertices of \( W_1 \cup W_2 \) and \( W_3 \cup W_4 \) gives us

\[
\mathcal{E}(G) = \begin{pmatrix}
O & C \\
C^T & O \\
\end{pmatrix}, \quad \text{where} \quad C := \begin{pmatrix}(2k+1)J & P \\
Q^T & O \\
\end{pmatrix}.
\]

Let now x be a \( \lambda \)-eigenvector of \( \mathcal{E}(G) \). If we write \( x = (y \ y) \), where y consists of the first \( |W_1 \cup W_2| \) components of x, it is straightforward to check that \( -\lambda \) also belongs to Spec\( \mathcal{E}(G) \), the vector \( (y \ -z) \) being one of its eigenvectors. The same argument shows that \( \lambda \) and \( -\lambda \) have the same multiplicity. Thus, Spec\( \mathcal{E}(G) \) is symmetric, as claimed.

We now assume that \( W_5 \) is nonempty. Our goal is to show that Spec\( \mathcal{E}(G) \) is not symmetric. This time, \( \mathcal{E}(G) \) can be written as

\[
\mathcal{E}(G) = \begin{pmatrix}
W_1 & W_2 & W_3 & W_4 & W_5 \\
W_2 & O & O & (2k+1)J & P & (k+1)J \\
W_3 & (2k+1)J & Q & O & O & (k+1)J \\
W_4 & P^T & O & O & O & \ \\
W_5 & (k+1)J & O & (k+1)J & O & O \\
\end{pmatrix},
\]

(6)

By Theorem B.2. The rank of \( \mathcal{E}(G) \) is four (by Theorem B.2) and its trace is 0. By Theorem 2.1, the characteristic polynomial of \( \mathcal{E}(G) \) assumes the form

\[
\det(\lambda I - \mathcal{E}(G)) = \lambda^{n-k}(\lambda^4 + a\lambda^2 + b\lambda + c),
\]

with \( c \neq 0 \) and \( b \) is the opposite of the sum of all the principal minors of size 3. We now prove that the b is nonzero by Lemma 4.1, implying that Spec\( \mathcal{E}(G) \) is not symmetric. By looking at \[ B \], it is not hard to check that the nonzero principal minors of size 3 inside \( \mathcal{E}(G) \) necessarily involve a first row indexed in W_1, a second row indexed in W_3, and a third row indexed in W_5. These nonzero minors are all equal to

\[
\det \begin{pmatrix}
0 & 2k+1 & k+1 \\
2k+1 & 0 & k+1 \\
k+1 & k+1 & 0
\end{pmatrix} = 2(2k+1)(k+1)^2.
\]

That is why

\[
b = -|W_1| \cdot |W_3| \cdot (2k+1)(k+1)^2 \neq 0
\]
as wanted.
Corollary 4.3. If $G$ is a clique tree in $\mathcal{CT}_{odd}^{\geq 2}$ with $|B_C| = 2$ and at least 5 vertices, then $G$ has exactly five pairwise distinct $\mathcal{E}$-eigenvalues.

Proof. By Theorems 3.2 and 4.2, $\mathcal{E}(G)$ has two positive and two negative eigenvalues, all appearing in the sequence of inequalities

$$\xi_1 > \xi_2 > 0 > -\xi_2 > -\xi_1.$$  (7)

The number 0 is also an $\mathcal{E}$-eigenvalues since $n-4 > 0$. Now, the first inequality (and consequently the last one) in (7) is strict, since by Proposition 2.11 $\mathcal{E}(G)$ is a nonnegative irreducible matrix, and the Perron-Frobenius theorem ensures that $\xi_1$ is simple. Therefore, the five eigenvalues occurring in (7) are pairwise distinct. This completes the proof.

Let $A$ be an $n \times n$ real symmetric matrix. Along the proof of Theorem 4.2 we already used the following fact: if $A \neq O$, the spectrum of $A$ is symmetric with respect to the origin if and only if the characteristic polynomial of $A$ is of type $\lambda^n - 2l (\lambda^2 - a_1) \cdots (\lambda^2 - a_t)$ for suitable nonzero real numbers $a_1, \ldots, a_t$.

Let $G$ be a clique tree in $\mathcal{CT}_{ev}^{\geq 2}$ with $n$ vertices. In the next theorem, we show that the coefficients of (at least) two monomials of consecutive degrees in the characteristic polynomial of $\mathcal{E}(G)$ are nonzero. This implies that the $\mathcal{E}$-spectrum of $G$ is not symmetric.

Theorem 4.4. Let $G \in \mathcal{CT}_{ev}^{\geq 2}$. The $\mathcal{E}$-spectrum of $G$ is not symmetric.

Proof. If $\text{diam}(G) = 2$, the matrix $\mathcal{E}(G)$ has just one positive eigenvalue and at least two negative eigenvalues (see [14] Theorem 3.4); thus $\text{Spec}_{\mathcal{E}}(G)$ cannot be symmetric. From now on, we assume $\text{diam}(G) \geq 4$. Let $C(G) = C(T_G) = \{z\}$.

Consider now the partition $V(G)$ defined along the proof of Theorem 3.6. The matrix $\mathcal{E}(G)$ assumes the form (4), and its characteristic polynomial can be written as

$$\phi_{\mathcal{E}}(\lambda) = \lambda^n - 2l (\lambda^2 + c_1 \lambda^{2l-1} + \cdots + c_{2l-1} \lambda + c_{2l}),$$

with $c_{2l} \neq 0$, since $\text{rk}(\mathcal{E}(G)) = 2l$ by Theorem 3.6 and $c_1 = 0$ since the trace of $\mathcal{E}(G)$ is null.

In order to prove that the $\mathcal{E}$-spectrum of $G$ is not symmetric by Lemma 4.1, we now show that $c_2$ and $c_3$ are both nonzero. As recalled in Theorem 2.1 the absolute value of $c_2$ (resp. $c_3$) is equal to the absolute value of the sum $E_2$ (resp. $E_3$) of all principal minors of $\mathcal{E}(G)$ of size 2 (resp. size 3). Now, since

$$\det \begin{pmatrix} 0 & a \\ a & 0 \end{pmatrix} = -a^2 \quad \text{and} \quad \det \begin{pmatrix} 0 & a & b \\ a & 0 & c \\ b & c & 0 \end{pmatrix} = 2abc,$$

it follows that each principal minor of $\mathcal{E}(G)$ of size 2 is nonpositive, and each principal minor of $\mathcal{E}(G)$ of size 3 is nonnegative. Consequently, $|c_2| > 0$ and $|c_3| > 0$ if and only if we find at least one nonzero principal minor of size 2 and one nonzero principal minor of size 3. For $i \in \{1, 2\}$, let $v_i$ be a vertex in $V_i$. Since the principal submatrices

$$A = \begin{pmatrix} v_1 & v_2 \\ v_2 & 2k \\ 2k & 0 \end{pmatrix}, \quad \text{and} \quad A' = \begin{pmatrix} v_1 & v_2 & z \\ 0 & 2k & k \\ 2k & 0 & k \\ z & k & 0 \end{pmatrix},$$

have both a nonzero determinant, the proof is complete.

Combining Theorems 4.2 and 4.4 we realize that the only clique trees in $\mathcal{CT}$ whose $\mathcal{E}$-spectrum is symmetric are those having exactly two central vertices.

Theorem 4.5. A clique tree $G$ in $\mathcal{CT}$ is symmetric with respect to the origin if and only if $G$ has an odd diameter and exactly two adjacent central vertices.
The characteristic polynomial is \( \lambda \) and one edge, namely \( \{v_2, v_7\} \). As in the proof of Theorem 3.2, we consider the graph \( G' \) obtained from \( G_1 \) by removing all the edges of the central block \( B_C \). In the case at hand \( B_C \) just has one edge, namely \( v_2v_7 \). \( T_1 \), i.e. the component of \( G' \) containing \( v_2 \), is the subgraph induced by \( \{v_i \mid 1 \leq i \leq 6\} \); whereas \( T_2 \), i.e. the component of \( G' \) containing \( v_7 \) is the subgraph induced by \( \{v_i \mid 7 \leq i \leq 11\} \). The partition occurring along the proof of Theorem 4.2 specialized to the case \( G = G_1 \), is

\[
W_1 := \{ u \in V_{T_1} \mid d(u, v_2) = 1 \} = V_{T_1} \setminus \{v_2\} \quad W_3 := \{ v \in V_{T_2} \mid d(v, z_2) = 1 \} = V_{T_2} \setminus \{v_7\},
\]

\[
W_2 := \{ u \in V_{T_1} \mid 0 \leq d(u, v_2) < 1 \} = \{v_2\} \quad W_4 := \{ v \in V_{T_2} \mid 0 \leq d(v, v_7) < 1 \} = \{v_7\},
\]

and \( W_5 = \emptyset \). The matrix \( E(G_1) \), with respect to the vertex ordering

\[
\begin{align*}
&v_1, v_3, v_4, v_5, v_6, \quad eW_1 \\
eW_2 &v_7, v_8, v_9, v_{10}, v_{11}, \quad eW_3 \\
eW_4 &v_7,
\end{align*}
\]

assumes a form of type \( [5] \), and can be entirely written down from the two rows

\[
E(G_1)_{v_1} = (0, 0, 0, 0, 0, 0, 3, 3, 3, 2) \quad \text{and} \quad E(G_1)_{v_2} = (0, 0, 0, 0, 0, 2, 2, 2, 0).
\]

The characteristic polynomial is \( \lambda^7(\lambda^4 - 216\lambda^2 + 320) \), and

\[
\text{Spec}_E(G_1) = \left\{ 2\sqrt{27} + \sqrt{709}, 2\sqrt{27} - \sqrt{709}, 0^{(7)}, -2\sqrt{27} - \sqrt{709}, -2\sqrt{27} + \sqrt{709} \right\}.
\]

The results are consistent with Theorems 3.2 and 4.2. In fact, \( \text{In}(E(G_1)) = (2, 2, 7) \) and the \( \mathcal{E} \)-spectrum of \( G_1 \) is symmetric.

**Example 2.** Let \( G_2 \) be the graph depicted on the right in Fig. 2. The radius and the diameter of \( G_2 \) are 2 and 3 respectively. Taking into account the vertex-labelling of Fig. 2, we have \( C(G_2) = \{v_2, v_7, v_{11}\} \) and \( C(T_{G_2}) = \{v_2, v_7\} \). As in the proof of Theorem 3.2, we consider the graph \( G' \) obtained from \( G_2 \) by removing all the edges of the central block \( B_C \). In the case at hand \( B_C \) just has three edges, namely \( v_2v_7, v_2v_{11} \) and \( v_7v_{11} \). \( T_1 \), i.e. the component of \( G' \) containing \( v_2 \), is the subgraph induced by \( \{v_i \mid 1 \leq i \leq 6\} \); whereas \( T_2 \), i.e. the component of \( G' \) containing \( v_7 \) is the subgraph induced by \( \{v_i \mid 7 \leq i \leq 10\} \). The partition occurring along the proof of Theorem 4.2 specialized to the case \( G = G_2 \), is

\[
W_1 := \{ u \in V_{T_1} \mid d(u, v_2) = 1 \} = V_{T_1} \setminus \{v_2\} \quad W_3 := \{ v \in V_{T_2} \mid d(v, z_2) = 1 \} = \{v_8, v_9, v_{10}\},
\]

\[
W_2 := \{ u \in V_{T_1} \mid 0 \leq d(u, v_2) < 1 \} = \{v_2\} \quad W_4 := \{ v \in V_{T_2} \mid 0 \leq d(v, v_7) < 1 \} = \{v_7\},
\]
and $W_5 = \{v_{11}\}$. The matrix $\mathcal{E}(G_2)$, with respect to the vertex ordering

\[
\begin{array}{cccccccc}
\ v_1, \ v_3, \ v_4, \ v_5, \ v_6, \ v_2, \ v_8, \ v_9, \ v_{10}, \ v_7, \ v_{11} \\
\ eW_1 & \ eW_2 & \ eW_3 & \ eW_4 & \ eW_5
\end{array}
\]

is of type $[3]$, and can be entirely written down from the three rows

$\mathcal{E}(G_2)_{v_1} = (0, 0, 0, 0, 0, 0, 3, 3, 3, 2, 2)$ \quad and \quad $\mathcal{E}(G_2)_{v_2} = (0, 0, 0, 0, 0, 0, 2, 2, 2, 0, 0)$,

and

$\mathcal{E}(G_2)_{v_8} = (3, 3, 3, 3, 2, 0, 0, 0, 2, 2)$. 

The characteristic polynomial is $\lambda^7(\lambda^4 - 199\lambda^2 - 360\lambda + 720)$, and

$\text{Spec}_\lambda(G_2) = \{14.8323, 1.2042, 0^{(7)}, -3.1211, -12.9155\}$

(the value of the nonzero eigenvalues is approximated). The results are consistent with Theorems $3.2$ and $4.2$. In fact, $\text{In}(\mathcal{E}(G_2)) = (2, 2, 7)$ and the $\mathcal{E}$-spectrum of $G_2$ is not symmetric.

**Example 3.** Let $G_3$ be the graph depicted on the left in Fig. 1. The radius and the diameter of $G_3$ are 2 and 4 respectively. Taking into account the vertex-labelling of Fig. 1, the only central vertex of $G_3$ is $v_0$. The set of diametrically distinguished vertices is $D_{G_3} = \{v_5, v_{11}\}$. According to the definitions given along the proof of Theorem $3.6$, the graphs $T_1, T_2$ are $T_3$ are the subgraph of $G_3$ respectively induced by $\{v_i \mid 1 \leq i \leq 5\}$, $\{v_i \mid 11 \leq i \leq 15\}$ and $\{v_i \mid 6 \leq i \leq 10\}$. Moreover,

\[
\begin{align*}
V_1 &= \{u \in T_1 \mid d(u, v_0) = 2\} = \{v_1, v_2, v_3, v_4\} \\
V_2 &= \{u \in T_2 \mid d(u, v_0) = 2\} = \{v_{12}, v_{13}, v_{14}, v_{15}\} \\
V_3 &= \{u \in T_3 \mid 0 \leq d(u, v_3) < 1\} = \{v_5\} \\
V_4 &= \{u \in T_2 \mid 0 \leq d(u, v_{11}) < 1\} = \{v_{11}\} \\
V_5 &= V_{T_3} = \{v_i \mid 6 \leq i \leq 10\}.
\end{align*}
\]

The matrix $\mathcal{E}(G)$, chosen the vertex ordering

\[
\begin{array}{cccccccccc}
\ v_1, \ v_2, \ v_3, \ v_4, \ v_{12}, \ v_{13}, \ v_{14}, \ v_{15}, \ v_5, \ v_6, \ v_7, \ v_8, \ v_9, \ v_{10}, \\
\ eV_1 & \ eV_2 & \ eV_3 & \ eV_4 & \ eV_5
\end{array}
\]

assumes the form $[3]$, and can be easily written down from the following data: $k = 2$ and the rows corresponding to the vertices $v_1 \in V_1$ and $v_{12} \in V_2$ are

\[
(0, 0, 0, 0, 4, 4, 4, 0, 0, 0, 3, 2, 3, 3, 3) \quad \text{and} \quad (4, 4, 4, 4, 0, 0, 0, 0, 3, 2, 3, 3, 3, 3).
\]

It turns out that the characteristic polynomial of $\mathcal{E}(G_3)$ is $(x - 2)(x + 18)(x^2 - 16x - 356)$. Therefore,

$\text{Spec}_\lambda(G_3) = \{8 + 2\sqrt{105}, 2, 0^{(11)}, 8 - 2\sqrt{105}, -18\}$, \quad and \quad $\text{In}(\mathcal{E}(G_3)) = (2, 2, 11)$,

as expected after Theorem $3.6$. Clearly, $\text{Spec}_\lambda(G_3)$ is not symmetric, consistently with Theorem $4.4$.

6 Further Discussions

In this paper we just consider the set $\mathcal{CT}$ of clique trees whose blocks have at most two cut-vertices of the clique tree. Otherwise, when the clique trees whose at least one block has more than three cut-vertices, then the inertia of eccentricity matrices no longer has the above characteristics. Let’s use the example of Figure 3 to illustrate this point.
Obviously, $H_1$ has one block indexed by $\{v_4, v_5, v_6\}$ which has three cut-vertices of the clique tree and $H_2$ has one block indexed by $\{v_4, v_5, v_8, v_9\}$ which has three cut-vertices of the clique tree, then we can give their eccentricity matrices and eccentricity spectrum.

$$E(H_1) = \begin{pmatrix} 0 & 0 & 3 & 0 & 2 & 2 & 3 & 3 & 3 \\ 0 & 0 & 3 & 0 & 2 & 2 & 3 & 3 & 3 \\ 3 & 3 & 0 & 2 & 0 & 2 & 3 & 3 & 3 \\ 0 & 0 & 2 & 0 & 0 & 2 & 2 & 2 & 2 \\ 2 & 2 & 0 & 0 & 0 & 0 & 2 & 2 & 2 \\ 2 & 2 & 0 & 0 & 0 & 0 & 2 & 2 & 2 \\ 3 & 3 & 3 & 2 & 2 & 0 & 0 & 0 & 0 \\ 3 & 3 & 3 & 2 & 2 & 0 & 0 & 0 & 0 \\ 3 & 3 & 3 & 2 & 2 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad E(H_2) = \begin{pmatrix} 0 & 0 & 3 & 0 & 2 & 3 & 3 & 2 & 2 \\ 0 & 0 & 3 & 0 & 2 & 3 & 3 & 2 & 2 \\ 3 & 3 & 0 & 2 & 0 & 3 & 3 & 2 & 2 \\ 0 & 0 & 2 & 0 & 0 & 2 & 2 & 0 & 0 \\ 2 & 2 & 0 & 0 & 0 & 2 & 2 & 0 & 0 \\ 2 & 2 & 0 & 0 & 0 & 2 & 2 & 0 & 0 \\ 3 & 3 & 3 & 2 & 2 & 0 & 3 & 3 & 0 \\ 3 & 3 & 3 & 2 & 2 & 3 & 0 & 2 & 0 \\ 2 & 2 & 2 & 0 & 0 & 0 & 2 & 2 & 0 \end{pmatrix}$$

It turns out that the characteristic polynomial of $E(H_1)$ is $-x^3(-1536+1728x+528x^2-588x^3-147x^4+x^6)$. Therefore,

$$\text{Spec}_E(H_1) = \{-8.65993, -5.03793, -2.15288, 0^{(3)}, 1.03969, 1.1515, 13.6595\}$$

And the characteristic polynomial of $E(H_1)$ is $-(-1+x)^2x(4+x)^2(288-144x-106x^2-6x^3+x^4)$. Therefore,

$$\text{Spec}_E(H_1) = \{-6.17059, -4^{(2)}, -3.04056, 0, 1^{(2)}, 1.08678, 14.1244\}$$
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