Persistent currents by reservoir engineering
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We demonstrate that persistent currents can be induced in a quantum system in contact with a structured reservoir, without the need of any applied gauge field. The working principle of the mechanism leading to their presence is based on the extension to the many-body scenario of non-reciprocal Lindblad dynamics, recently put forward by Metelmann and Clerk in Phys. Rev. X 5, 021025 (2015): Non-reciprocity can be generated by suitably balancing coherent interactions with their corresponding dissipative version, induced by the coupling to a common structured environment, such to make total interactions directional. Specifically, we consider an interacting spin/boson model in a ring-shaped one-dimensional lattice coupled to an external bath. By employing a combination of cluster mean-field, exact diagonalization and matrix-product-operator techniques, we show that solely dissipative effects suffice to engineer steady states with a persistent current that survives in the limit of large systems. We also verify the robustness of such current in the presence of additional dissipative or Hamiltonian perturbation terms.

I. INTRODUCTION

The eigenstates of a quantum particle in a ring pierced by a magnetic field support a non-zero circulating current which is periodic in the external magnetic flux. The period of the oscillation is the flux quantum $\hbar c/q$, defined only through the Plank’s constant, the speed of light and the charge $q$ of the particle. Since its discovery 1, this cornerstone result of quantum mechanics has constantly pervaded, in various forms, many different areas of physics. Periodic oscillations in the critical temperature of hollow superconducting cylinders have been observed, standing as a clear signature of macroscopic quantum coherence 2. Persistent currents circulating in small one-dimensional (1D) rings have been one of the most attractive phenomena in mesoscopics, since they are a direct manifestation of quantum coherence 3. Such type of phenomenology has been more recently extended to the realm of cold-atom physics, thanks to the experimental and theoretical advances in the study and manipulation of currents induced in ring traps by the application of a rotating barrier 4, or artificial gauge fields 5–9. This led to the growth of a research field called atomtronics, in which optical circuits of different spatial shape and intensity have been devised to exploit interesting analogies between electronics (and its applications) and confined atoms 7–12. A net advantage of such more recent alternative resides in the extremely high degree of tunability, controllability and readability of the microscopic details at the level of a single atom, together with the possibility to keep coherence under control for macroscopic time scales up to the order of few seconds. Several of these ingredients are important for the problem we are going to introduce in the present work.

In the cases discussed so far, the presence of circulating currents require an external gauge field and the establishing of a substantial degree of quantum coherence over the whole ring. The purpose of this paper is to show that it is possible to generate currents in rings even by reservoir engineering. Neither a real/synthetic magnetic field nor quantum coherence are required.

Recent years have seen the birth of a new quantum technology era, accompanied by the flourishing of a wealth of different possibilities, which enable to engineer various states of matter in several intriguing conditions. One of them deals with the investigation of driven-dissipative many-body systems 13–16. Available platforms include coupled QED cavities 17–20 or optomechanical arrays 21–24, as well as atomic and molecular optical systems such as Rydberg atoms 24 or trapped ions 25. Dissipation however is not necessarily detrimental. Indeed, motivated by the seminal works of Diehl et al. 26 and Verstraete et al. 27, a constantly growing theoretical activity started to carefully scrutinize the possibility to prepare complex many-body quantum states through the engineering of a system-bath coupling. This could lead, for example, to the emergence of novel states of quantum matter or of intriguing topological features 28–30. In the field of quantum optics, the employment of a synthetic dimension 31 and the study of chiral phenomena (i.e., chiral quantum optics) have recently gained considerable traction 32–34.

In the same spirit as in the dissipative preparation of many-body states, here we show how to realize a steady-state many-body current-carrying state. Our approach stems from a recent proposal by Metelmann and Clerk 35, where a general method to break reciprocity was developed and studied for the case of two cavities coupled to each other. Ref. 35 sets up the method to realize non-reciprocal photon transmission and amplification by matching coherent and dissipative parts of the dynamics. We adopt the same approach and extend it to many-body systems. Differently from current states induced by gauge fields, the ones obtained by reservoir engineering do not vanish in the thermodynamic limit. This is probably the most striking difference, showing that dissipative realization of persistent current is profoundly different from what we are used to observe.
The paper is organized as follows. In Sec. II we first introduce the model of interacting bosons that we are going to analyse and its mapping to a spin-1/2 system. We discuss in details the properties of the reservoir, we then derive the expression for particle current from the equation of motion of the magnetization and introduce the various quantities that will be analysed later. In Sec. III, we briefly address the emergence of currents induced by a magnetic flux in a ring. This Section is important for a comparison with the dissipative mechanism. The non-reciprocity induced current in our driven-dissipative model is addressed in Sec. IV, both at the mean-field level and numerically. We first adopt a cluster mean-field (CMF) model, as it is the simplest case that can sustain such a current, and within this approach we study the features of the emerging current, discussing both the possibility to explain the phenomenon as well as the limits of this approach. Later, after supporting the CMF solution with numerical exact diagonalization and matrix product operators (MPOs), we study the robustness of the proposed current if the minimal model is perturbed, showing that this phenomenon withstands imperfections. Finally, Sec. V is devoted to a summary of our results.

II. MODEL

A good candidate that is amenable to test our proposal is a lattice of coupled QED cavities. These indeed represent the ideal platform in which it is possible to manipulate the various internal degrees of freedom and the coupling with ancillary systems, thus enabling reservoir engineering. In its simplest configuration, the system consists of $L$ cavities coupled in a ring-shaped fashion, whose physics is well captured by the following 1D lattice Hamiltonian, written in the rotating frame [14] [15]:

$$H = \sum_j \left( J_j d_j^\dagger d_{j+1} + \lambda_j d_j^\dagger d_j^\dagger + \text{h.c.} \right) + U_j n_j(n_j - 1). \quad (1)$$

The quadratic part in the first sum denotes nearest-neighbor tunneling terms, which naturally take into account the coupling between adjacent cavities through tunable site-dependent complex parameters $J_j$ and $\lambda_j$, while the second sum stands for a local repulsive interaction of strength $U_j > 0$, $\forall j$. The operators $d_j^\dagger$ create/destroy a boson on a given cavity $j$ ($j = 1, \ldots, L$) and satisfy the usual bosonic commutation relations, while $n_j = d_j^\dagger d_j$ is the corresponding onsite number operator.

For this kind of quantum optical setup, the effect of an external environment can be faithfully modeled as Markovian, and is well described by a master equation in the Lindblad form [36]:

$$\frac{d}{dt} \rho = -i[H, \rho] + \sum_j \kappa_j D[d_j] \rho + \sum_j D[f_j(\{d\})] \rho, \quad (2)$$

where the term

$$D[O] \rho = O \rho O^\dagger - \frac{1}{2} \{O^\dagger O, \rho\} \quad (3)$$

encodes the dissipative part of the Liouvillean superoperator. Hereafter we adopt units of $\hbar = 1$, denote with $\{\cdot, \cdot\}$ the commutator and with $\langle \cdot, \cdot \rangle$ the anticommutator. The first term in the r.h.s. of Eq. (2) describes the coherent evolution driven by the Hamiltonian $H$. The second term is typically due to the presence of the (unstructured) environment, and corresponds to a local (on-site) coupling to an independent bath of strength $\kappa_j > 0$, whose effect is to incoherently deplete the corresponding cavity (or site). The third term accounts for an engineered two-site dissipation, since

$$f_j(\{d\}) = \alpha_j d_j + \beta_j d_j^\dagger + \gamma_j d_{j+1} + \delta_j d_{j+1}^\dagger \quad (4)$$

describes a correlated environment which, as we shall see below, will give rise to a persistent steady-state current. This term effectively describes the interaction of two sites ($j$ and $j + 1$) with an engineered reservoir; this can be represented, e.g., by another auxiliary cavity mode (say, $d_{j+1}^{(f)}$ that is coupled with the two principal modes ($d_j^{(f)}$ and $d_{j+1}^{(f)}$) via a quadratic Hamiltonian [35]. Such quadratic interaction can be implemented via standard quantum optical techniques. Tracing out the auxiliary system, one recovers the form in the third term of the master equation [2]. A sketch the system described by Eq. (2), reduced to its essentials, is shown in Fig. 1.

The model defined by Eqs. (1)–(3) is a direct generalization to many sites of the one presented in Ref. [35] for a pair of coupled cavities, which was shown to exhibit directionality after a suitable tuning of the various coupling parameters with the correlated bath [namely, the $\alpha_j$, $\beta_j$, $\gamma_j$, $\delta_j$ appearing in Eq. (4)]. As we shall see below, an analogous mechanism can be established in our case, in such a way that the resulting equation of motion for $d_j$ does not depend on $d_{j+1}$, while that for $d_{j+1}$ depends on $d_j$ (for further details we refer to App. A). The additional local interaction term $U_j n_j(n_j - 1)$ has no influence on this.

In the Heisenberg picture, the dynamics of the expec-
tation value of a generic onsite operator \(d_j\) takes the form
\[
\frac{d}{dt}d_j = d_j[-2iU - \Pi] + d_{j-1}(-iJ^* + \eta^*/2) + d_{j+1}(-i\lambda - \xi/2)
\]
\[
+ d_{j-1}(-2iJ^*) + d_{j+1}(-2i\lambda),
\]
where
\[
\Pi = (\kappa + |\alpha|^2 + |\beta|^2 + |\gamma|^2 + |\delta|^2)/2,
\]
\[
\eta = \alpha \gamma^* - \delta \beta^*,
\]
\[
\xi = \alpha \delta^* - \gamma^* \beta.
\]
Choosing for example \(\eta = 2iJ\) and \(\xi = 2i\lambda\), we obtain
\[
\frac{d}{dt}d_j = d_j[-2iU - \Pi] + d_{j-1}(-2J^*) + d_{j+1}(-2i\lambda),
\]
which elucidates the fact that it is possible to have situations where site \(j\) is influenced by the previous site \(j-1\), but not by site \(j+1\) (or vice-versa), thus breaking reciprocity of the system \([35]\). Notice that, here and in the rest of the paper, the various parameters entering the Hamiltonian \([1]\) and the master equation \([2]\) have been taken independent of the site index \(j\). This follows from having supposed that all the cavities are equal and enforcing translational invariance, an assumption which does not spoil generality in our purposes.

In the limit of very strong repulsion, such that the energy scale fixed by the onsite interaction \(U\) is much larger than all the other ones in the system, only the two levels with zero (\([0]\)) and one (\([1]\)) boson are relevant for each bosonic mode. The model can be thus mapped onto an effective spin-1/2 system. Specifically, by setting \(d_j^\pm \rightarrow \sigma_j^\pm\) (and \(d_j \rightarrow \sigma_j^-\)), it is immediate to see that the Hamiltonian in Eq. \([1]\) takes the form
\[
\tilde{H} = \sum_j (J\sigma_j^+\sigma_{j+1}^- + \lambda\sigma_j^+\sigma_{j+1}^- + \text{h.c.}) + \mu\sigma_j^-\sigma_j^-, \tag{10}
\]
where \(\sigma_j^\alpha\) (\(\alpha = x, y, z\)) are the \(2 \times 2\) Pauli matrices on site \(j\), and \(\sigma_j^\pm = \frac{1}{2}(\sigma_j^x \pm i\sigma_j^y)\) are the corresponding raising/lowering spin operators. Notice that in Eq. \([10]\) we have added a chemical potential term in \(\mu\), which replaces the energy offset introduced by the local repulsion term in \(U\). In the spin-1/2 limit, the full master equation \([2]\) thus becomes
\[
\frac{d}{dt}\rho = -i[\tilde{H}, \rho] + \kappa \sum_j D[\sigma_j^-] \rho + \sum_j D[\tilde{f}_j(\sigma)] \rho, \tag{11}
\]
where
\[
\tilde{f}_j(\{\sigma\}) = \alpha \sigma_j^- + \beta \sigma_j^+ + \gamma \sigma_{j+1}^- + \delta \sigma_{j+1}^+ \tag{12}
\]
denotes the Lindblad jump operator associated to the correlated bath.

### A. Particle current

The main subject of our analysis is not the directionality of the equations of motions themselves, but rather the possibility to measure macroscopic effects in the system induced by directionality in the dissipation, e.g., a current. For this purpose, we concentrate on the onsite magnetization of the effective spin-1/2 model. Specializing Eq. \([3]\) to the operator \(\sigma_j^z\) and applying with the commutation relations of the Pauli matrices \(\sigma_j^\alpha, \sigma_j^\beta\) = \(2i \delta_{\alpha\beta} \sigma_j^\gamma\), where \(\varepsilon_{\alpha\beta\gamma}\) is the Levi-Civita symbol, the following equation of motion can be easily obtained:
\[
\frac{d}{dt} \sigma_j^z = \nabla_j I_j + \nabla_j I_j^\xi - (\tilde{I}_j^\eta + \tilde{I}_j^\eta_{+1}) + (\tilde{I}_j^\lambda + \tilde{I}_j^\lambda_{+1}) - (\sigma_j^z + 1)(\Gamma^- + \kappa) - (\sigma_j^z - 1)\Gamma^+. \tag{13}
\]

Before going on with our analysis, it is useful to comment on the various terms entering the r.h.s. of Eq. \([13]\). The first and the third contributions, \(\nabla_j I_j^\eta\) \(\equiv I_j - I_{j+1}\) and \((\tilde{I}_j^\lambda + \tilde{I}_j^\lambda_{+1})\), express two forms of circulating currents
\[
I_j^\eta = 2i(J\sigma_j^-\sigma_{j-1}^+ - \text{h.c.}), \quad I_j^\lambda = (-\eta \sigma_j^+\sigma_{j-1}^- - \text{h.c.}), \tag{14}
\]
induced by the tunneling term \(J\) in the unitary dynamics and by a dissipative contribution \(\eta = \alpha \gamma^* - \beta^* \delta\), respectively. On the other hand, the fourth and the second contributions, \((\tilde{I}_j^\eta + \tilde{I}_j^\eta_{+1})\) and \(\nabla_j I_j^\xi\), and \(\nabla_j I_j^\xi\equiv I_j - I_{j+1}\), with
\[
I_j^\lambda = 2i(\lambda\sigma_j^+\sigma_{j-1}^- - \text{h.c.}), \quad \tilde{I}_j^\xi \equiv (\sigma_j^\alpha\sigma_{j-1}^\beta - \text{h.c.}), \tag{15}
\]
are associated to the pairing term \(\lambda\) in the unitary dynamics and to another dissipative contribution \(\xi = \alpha \delta^* - \gamma^* \beta\), and are not inducing a circulating current. The last two terms of Eq. \([13]\) admit an easy interpretation: they describe the on-site dissipation driving the system locally into one of the eigenstates of \(\sigma_j^\xi\) with eigenvalue \(+1\) or \(-1\), respectively with strength
\[
\Gamma^- = |\beta|^2 + |\delta|^2, \tag{16}
\]
\[
\Gamma^- + \kappa = |\alpha|^2 + |\gamma|^2 + \kappa. \tag{17}
\]

If is useful to stress that, in this context, by “circulating currents” we mean those currents that create an excitation on one site simultaneously with destroying an excitation at a neighboring site, thus resulting in a flow of excitations. Conversely, by “non-circulating currents” we mean those currents that create or destroy excitations at two neighboring sites simultaneously and therefore not resulting in a flow of excitations. Furthermore, it is also meaningful to differentiate between “conserved currents”, i.e., those that fulfill a continuity equation, which, on the lattice, takes the form
\[
\langle \nabla_j I_j \rangle = \langle I_j \rangle - \langle I_{j+1} \rangle = \frac{d}{dt} \langle n_j \rangle, \tag{18}
\]
and those that do not fulfill such an equation (the “non-conserved currents”). Notice that the averages in square
brackets denote expectation values over the steady-state (SS) density matrix $\rho_{SS} = \lim_{t \to \infty} \rho(t)$, that is, $(A) = \text{Tr}[A \rho_{SS}]$. The way Eq. (13) is written makes it clear that currents induced by $\eta$ and $\xi$ are conserved ones, while the other two contributions (induced by $\lambda$ and $\xi$) are not.

### B. Quantum correlations

Another property we are going to address is the amount of quantum correlations that characterize the system, which will enable us to understand some interesting features and differences between the emerging currents. For pure states $|\psi\rangle$ the von Neumann entropy $S(\rho) = -\text{Tr}[\rho \ln \rho]$ of the reduced density matrix $\rho_A = \text{Tr}_B [\rho \langle \psi | \psi \rangle]$ of a generic bipartition $A | B$ gives an operative prescription for a good entanglement measure. Unfortunately for mixed states, as the steady state $\rho_{SS}$ of a system coupled to some environment, it is not generally possible to define a good bipartite entanglement measure through a simple closed formula.

We will thus adopt different indicators of quantum correlations on $\rho_{SS}$. One of them is the negativity $\mathcal{N}(\rho) = \frac{1}{2} \left( \| \rho^A \| - 1 \right)$, \hspace{1cm} (19)

where $\| \cdot \|$ is the trace norm, and $\rho^A$ denotes the partial transpose of $\rho$ with respect to subsystem $A$. While states with non-zero negativity are entangled, the converse is not always true; thus the measure of $N(\rho)$ only provides a sufficient criterion for entanglement detection. We will also analyze the purity $\mathcal{P}(\rho) = \text{Tr}[\rho^2]$, \hspace{1cm} (20)

giving information on the mixedness of a quantum state, being equal to 1 for pure states, and to $1/d$ for completely mixed states in a Hilbert space of dimension $d$.

### III. CURRENTS INDUCED BY GAUGE FIELDS

Before addressing the role of dissipative directionality in the stabilization of a current, it is useful to revisit how a gauge field can naturally induce a flux-based current in a ring geometry. The textbook case of a ground-state current in a closed system, induced by a $U(1)$ gauge field, is revised in App. \[2\] Here we discuss the analogous case of a flux-induced current, in the additional presence of an (unstructured) environment. One might indeed wonder whether it is possible to achieve a similar flux-based current in an open system, as well.

Let us define the flux $\phi$ that pierces the ring by taking a complex tunneling strength

$$J = J_0 e^{i \phi/L}$$ \hspace{1cm} (21)

in the Hamiltonian of Eq. (10), where $L$ is the size of the system and $J_0$ is a positive constant. We focus on the simplest form of local dissipation, that is through the addition of a local Lindblad jump term $L_j \propto \sigma_j$ on each site of the ring. Since the net effect of incoherent spin flips along the $z$-axis is to polarize the steady state, the only presence of a spin-hopping term in the Hamiltonian (first term in the r.h.s. of Eq. (10)) is not sufficient to counterbalance this effect, and thus the steady state would not carry any current. In order to create spin excitations, we thus add a non-zero $\lambda$ pairing term (second term in Eq. (10)). The chemical potential $\mu$ fixes an energy scale to such excitations. An analysis similar to the one for the ground-state current leads to the emergence of a flux-dependent periodic current and a finite bipartite negativity, as displayed in the left panel of Fig. 2. We observe a periodic current and a slightly changing negativity, but, as for the case discussed in App. [3] there is no clear/direct relation between the two quantities. As is the case for the ground state, this steady state current vanishes in the limit $L \to \infty$. Note that, due to the presence of the pair creation/annihilation term $(\sigma_j^+ \sigma_{j+1}^+ + \text{h.c.})$ that breaks the particle conservation, the periodicity of the current is the double with respect to the closed case.

We conclude this section by studying the behavior of the steady state current and of the bipartite negativity as function of the dissipation strength $\kappa$ and the gauge flux $\phi$ [see, respectively, middle and right panel of Fig. 2]. We observe the expected symmetry in the current around $\phi = \pi/2$, as well as a decrease of the current with increasing $\kappa$. The negativity displays small values for small $\kappa$ (when the current is big), then increases up to a maximum around $\kappa \approx 5$, and finally decreases again for very strong dissipation. This behavior is mildly influenced by the value of $\phi$, but washed out for bigger values of $\kappa$, since in the limit of strong dissipation, no excitations are left and the state is almost completely aligned along $z$. It should be noted that the values of negativity are definitely smaller than the one observed for the ground-state current. The resulting picture is that the (weak) entanglement present here is not related to the flowing current.

### IV. CURRENTS DUE TO RESERVOIR ENGINEERING

We now turn our attention to the particle current genuinely generated by the presence of the non-local dissipation scheme. We first address a minimal model that is able to sustain this kind of dissipatively induced current (Sec. [IV A] and [IV B]), and only later in Sec. [IV C] we will consider the effect of adding other Hamiltonian, as well as dissipative terms.

To this purpose, the system’s Hamiltonian can be assumed to be a simple chemical potential term, such that $\mu$ fixes the energy scale. As for the coupling of the bath, we only take the non-local dissipation $f_j (\{ \sigma \})$, dropping the local terms. To further reduce the amount of parameters, we set $\alpha = \gamma^*$ and $\delta = \beta^*$. In this circumstance,
the magnetization along $z$ reads:

$$\frac{d}{dt} \sigma^z_j = - (\sigma^z_j + 1) \Gamma^- - (\sigma^z_j - 1) \Gamma^+ - (\mathcal{I}^\eta_j + \mathcal{I}^\eta_{j+1}),$$

where we now have $\eta = \alpha^2 - \delta^2$ as the coupling constant to the current, $\Gamma^- = 2|\delta|^2$ and $\Gamma^+ = 2|\alpha|^2$. This leads to a current $\mathcal{I}^\eta_j = (- \eta \sigma^z_j \sigma^z_{j-1} + \text{h.c.})$.

Each of the first two terms in the r.h.s. would drive the system towards either $\langle \sigma^z_j \rangle = 1$ or $\langle \sigma^z_j \rangle = -1$, respectively. If there is a frustration between the two of them, the other terms in Eq. (22) will mend this and a current will ensue. This also means that for $\delta = 0$ (or $\alpha = 0$) such a frustration does not occur and the system is driven into a steady state which is completely aligned (or anti-aligned) along the $z$ axis, without any current flow. Furthermore, if $\alpha = \delta$ the two terms cancel out, without the need for a current to arise. Indeed, in such case the steady state is a completely mixed state, as the Lindblad operators create as many excitations as they annihilate. In all the other cases, the imbalance between creation and annihilation of excitations naturally generates a current. Lastly, we observe that, as currents emerge from the structured reservoir and its induced imbalance in the system, the current studied here is not a conserved one, as is the case in the ground-state scenario.

A. Mean-field treatment

To get more insight into the physics of the dissipative model, we have developed a CMF treatment in the spirit of Refs. [39] [40], where the system’s density matrix is supposed to be written in a cluster-factorized form:

$$\rho_{\text{CMF}} = \bigotimes_c \rho_C.$$

Here we consider the simplest case which admits the possibility to have directionality, that is an ansatz where each cluster $C$ is made of two neighboring spins, and then study the current, the on-site magnetization, the negativity and the purity of the state $\rho_C$. In practice, we restrict to a subsystem $C$ of the global system containing only two sites, and treat the interaction with the outer part of system by means of a mean-field variables. We then solve self-consistently the dynamic equation for $\rho_C$, with respect to these mean-field parameters. Notice that, while typical applications of CMF methods replace parts of the Hamiltonian by a mean-field variable, here we need to perform an analogous decoupling on the dissipative part acting outside the two-site cluster.

Since the model features a global spin flip symmetry, the two-site density matrix has a so-called “X-structure”, which considerably simplifies the calculations (see, e.g., Ref. [11]). Here we report the relevant results, while further details are postponed to App. [3]. We find that the only non-zero current is the circulating contribution:

$$\langle \mathcal{I}^\eta \rangle = \frac{4\alpha^2 \delta^2 (\delta^2 - \alpha^2)^3}{(\alpha^2 - \delta^2)^2 (\alpha^4 + \delta^4 + 3\alpha^2 \delta^2) + \mu^2 (\alpha^2 + \delta^2)^2}.$$

(24)

Figure 3 provides some results obtained from the ansatz in Eq. (23). Since the dissipator scales with the dissipation strength $\alpha^2 - \delta^2$, in the top left panel we have plotted the normalized quantity $\langle \mathcal{I}^\eta \rangle / |\alpha^2 - \delta^2|$. We observe that the symmetries of the system are being respected in all of the plots. It is interesting to notice that, when $\alpha$ and $\delta$ are almost equal, the current takes very big values, but at the same time it is very sensitive to changes in the parameters: a small change in them makes the current sharply change from positive ($\alpha > \delta$) to negative ($\alpha < \delta$) values. Further, in all quantities we observe the symmetries with respect to $\alpha$ and $\delta$. The magnetization $\langle \sigma^z \rangle$ (top right) follows the trend expected from the current: if the system holds no current, it is maximal ($\langle \sigma^z \rangle = \pm 1$); conversely, if the current is maximal, the magnetization is zero. The negativity (bottom left) and the purity (bottom right) show slightly correlated be-
behavior with the current, in particular large-current states have zero negativity and are highly, but not completely, mixed. States carrying no current are pure and without any negativity, as they are fully (anti-)aligned along $\hat{z}$.

B. Numerical results

We complement the mean-field analysis by a numerical investigation of the system, using exact diagonalization (ED), for systems with up to $L = 8$ sites, and MPOs for larger system sizes (up to $L = 30$). To assess the quality of the mean-field result, we have chosen to parametrize the larger system sizes (up to $L = 30$). To assess the quality of the mean-field result, we have chosen to parametrize
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We end up our study with a discussion of the effects induced on the dissipative current by the presence of possible perturbations/extension to the minimal model presented before. Namely, we consider perturbations in the form of: i) localized dissipation; ii) on-site and nearest-neighbor Hamiltonian terms; iii) replacing the nearest-neighbor dissipation by next-to-nearest-neighbor dissipation, and study the effects of this on the current.

Adding a local dissipation $\kappa\sigma^z_j$ on each site amounts to replacing $\Gamma^{-} = 2|\delta|^2$ by $\Gamma^{-} + \kappa > 0$. As a consequence, this breaks the symmetry between $\alpha$ and $\delta$ and allows for a non-zero current even for $\delta = 0$. Due the simply rescaling of $\Gamma^{-}$, no further effects arise; the current is stable with respect to this perturbation as it keeps its main characteristics.

Now we consider the possibility to include more Hamiltonian terms in the model. We start by adding a local term $\epsilon\sigma^x_j$ and study the behavior of the current via the parameterization used before, $(\alpha, \delta) = r(\cos \theta, \sin \theta)$. In the left panel of Fig. 6, we show the current as a function of $\theta$, for $r = 1$ and various values of the perturbation strength $\epsilon$. We observe that the symmetry around $\theta = \pi/4$ is preserved, but the maximum value of the current is damped with increasing $\epsilon$, while at the same time there is a non-zero current for $\theta = 0, \pi/2$ that increases with $\epsilon$. These features are readily explained: the additional term polarizes the spins partially along the $x$ direction, making it less susceptible for the dissipative mechanism, but at the same time this breaks the symmetry between $\alpha$ and $\delta$, such that even if one of them is zero, a current can however flow. Apart from this, the general behavior remains the same: the persistent current is a main feature also for this extended model.

An equally relevant and straightforward extension is

C. Perturbations

We note the presence of an approximately constant bulk current that qualitatively agrees with the current obtained in a ring. These observations, together with the success of the mean-field ansatz in describing this phenomenon, suggests the stabilization of a persistent current to a finite value for $L \rightarrow \infty$, irrespective of the choice of boundary conditions.
FIG. 4. Comparison between CMF and ED results for \( L = 4 \). The dissipation parameters are chosen as \((\alpha, \delta) = r (\cos \theta, \sin \theta)\), where \( r \) varies between \( 1, 2, 5 \). The various panels show the behavior of several quantities as functions of \( \theta \): dissipatively induced current (top left), magnetization along \( z \) (top right), negativity (bottom left) and purity (bottom right). The various curves correspond to: \( r = 1 \) (dark magenta), \( r = 2 \) (light green) and \( r = 5 \) (blue), while solid lines are the results by ED and the dashed lines are from the CMF calculations.

To add nearest neighbor interaction. Here we choose a term \( \epsilon \sigma_j^z \sigma_{j+1}^z \). The right panel of Fig. 6 again displays the current as function of the angle \( \theta \), for various values of \( \epsilon \). We observe that also for non-zero \( \epsilon \) the current is zero for \( \theta = 0, \pi/4, \pi/2 \). Additionally, the symmetry around \( \theta = \pi/4 \) is broken: the current is damped for \( \theta \in [\pi/4, \pi/2] \), while it is increased for \( \theta \in [0, \pi/4] \). This can be understood as follows: depending on the sign of \( \langle \sigma_{j+1}^z \rangle \), the added term drives the system toward \( |\uparrow\rangle \) or \( |\downarrow\rangle \), thereby effectively enhancing one of the two dissipative parameters \( \Gamma^\pm \), yielding a shift in the current.

Lastly, we discuss the consequences of a dissipation being engineered such that it affects next-to-nearest neighbors on a current flowing between nearest neighbors. If we consider an even amount of spins, we directly see that this dissipation splits the system in two separate systems: one for the odd sites and one for the even sites. As a consequence no current flows between nearest neighbors. A different situation can be found for a chain with an odd number of spins, since here the complete system is connected. Therefore, a current between nearest neighbors is established. However, nearest neighbors are only connected through several dissipative terms going around the whole chain before reaching the neighboring site. As a consequence, it is much smaller in magnitude than the nearest-neighbor induced current, and in the limit \( L \to \infty \) it vanishes. This eventually merges the odd and the even result, as expected.

Concluding, we have seen that the current studied in our minimal model is not a peculiarity of the model, but is robust when perturbed by additional Hamiltonian terms or when additional, next-to-nearest neighbor dissipation is present.

V. CONCLUSIONS

In summary, we have introduced a dissipative setting to engineer macroscopic, persistent steady-state currents. We have studied them by means of a cluster mean-field treatment, resulting in a simple expression for the current, and supported our predictions with exact numerical calculations. A qualitative agreement emerges for all the parameter regimes that we considered; this becomes
FIG. 5. Numerical results for the dissipative current $\langle I^\eta \rangle(L)$ as a function of the size $L$. Upper panel: scaling of the dissipative current with $L$ for a periodic ring. The alternating character supports the trend of insetting convergence (in $L$) to a finite, non-zero value of the steady state current. Here we fixed $\alpha = 2$ and $\delta = 1$. Lower panel: dissipatively induced current for an open chain as a function of normalized position $j/L$. The various data sets are for different system lengths $L$; the approach to a finite current in the bulk is evident. Here we fixed $\alpha = 2$ and $\delta = 1$.

even excellent in the regime of weak dissipation. Furthermore, we have considered the behavior of the current for larger systems, and showed that it is non-vanishing as the system size increases. Additionally, we have investigated how the current is influenced by local imperfections, demonstrating that it is robust with respect to them.

When comparing the different kinds of current, i.e., those induced by gauge fields and those due to non-local engineered dissipation, we observed that the dissipatively induced current is related to the negativity, while such a phenomenon is not observed in the other case. This could be a signal that the mechanism behind it has a genuine quantum nature. However, as the cluster mean-field approach leads to qualitatively correct results, this is not expected to play the main role. The striking difference is that the dissipative current is not vanishing in the macroscopic limit $L \to \infty$, while, per construction, the gauge field can be seen as a boundary term which leads to a vanishing current for large sizes.

The work presented here constitutes the first and simplest situation where it is possible to establish a mechanism of reservoir-induced currents in 1D ring-shaped lattices of QED cavities. It is worth mentioning that recent advances in quantum simulation enabled to realize lattices of more complex topology, where non-trivial flux-induced currents can be generated. For example, it has been possible to experimentally realize the so-called Hofstadter butterfly [43, 44], by engineering cold atomic systems which mimic the behavior of quantum matter in two-dimensional crystalline structures, in the presence of strong magnetic fluxes induced by laser-assisted tunneling mechanisms. Other experiments exploited the internal atomic degrees of freedom as a synthetic dimension, in order to realize effective ladder geometries with physical 1D systems [45, 46]. Lastly, there has been a consider-
able effort in the study of hybrid light-matter devices, that have the potential to combine positive properties of various platforms for quantum technologies. These hybrid systems also provide the chance to study higher dimensional systems, where quantum Hall-like physics can be realized. It is not difficult to imagine that, following the same path, it will be possible to design frustrated systems or higher dimensional topological states using reservoir engineering.
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Appendix A: Dissipation-induced directionality

Here we provide some details on the calculation of the particle current, focusing on the bosonic model of Eqs. (1)-(3). We focus on the equation of motion, as well as on a more detailed discussion on directionality and non-reciprocity. First of all, the Lindblad equation for the particle current, focusing on the bosonic model of features, in this work we limit our study to that one.

An alternative route explored in this manuscript is to study the possibility of purely dissipative phenomena breaking reciprocity. In this case, the unitary dynamics is either not breaking reciprocity or not present at all. Since the latter case already unveils a plethora of features, in this work we limit our study to that one.

Appendix B: Ground-state current

In a closed system, the simplest theoretical scheme on a lattice that captures the physics of a circulating particle current is a non-interacting tight-binding model on a 1D ring, in the presence of a $U(1)$ gauge field. The physical mechanism that induces a current is that of the Aharonov-Bohm effect. In its simplest form, this is described by the Hamiltonian $H = J_0 e^{i\phi/L}$, with $\mu = 0$, $\eta$ and $\xi$ entail such a sensitivity.

This fact leads to a wealth of possibilities. For example, an appropriate choice of parameters leads to the cancellation of certain terms, making it possible to get a unidirectional equation of motion. In our example, this means that $d_j$ is influenced from the left ($d_{j-1}$ is part of the equation of motion), but not from the right ($d_{j+1}$ does not appear in the equation of motion), as is the case in Eq. (9).
via a Jordan-Wigner transformation, and then going in the Fourier space [a Bogoliubov rotation is also required for the Hamiltonian $H^{\text{loc}}$ with $\lambda \neq 0$]. The energy dispersion relation for the system quasiparticles is given by $\epsilon_k = 2J_0 \cos(k + \phi/L)$, from which one can calculate the ground-state current $\langle I \rangle = -\partial E/\partial \phi$, with $E$ being the ground state energy. A plot of such current, as well as of the bipartite entanglement entropy, as a function of the phase $\phi$ for a ring made of $L = 4$ spins, is provided in Fig. 7. As pointed out in Sec. III in the dissipative case, we observe that even in this case the current is not an entanglement related phenomenon, in the sense that, while the current changes with $\phi$, the von Neumann entropy of the two-site reduced density matrix is insensitive to it. We stress that, since the gauge field enters in the model as $\phi/L$, the observed current vanishes as $\sim 1/L$ in the macroscopic limit $L \to \infty$ (it is also possible to exploit the gauge freedom of the model, in order to put the phase $\phi$ only in one link, thus acting as a twist in the boundary condition of the ring).

Appendix C: Cluster mean-field ansatz

Here we report some technical details on the cluster mean-field ansatz employed in Sec. IV A in order to find analytic results. Since the Hamiltonian of our minimal model contains just an onsite term (i.e., the chemical potential term), the CMF decoupling will only affect the dissipative part of the dynamics. Note that a single-site mean-field ansatz is not able to describe any form of directionality and of current, since at least two sites are involved. Our approach thus represents the minimal ansatz necessary to unveil persistent currents. Let us thus build up a cluster of two sites $\{j, j+1\}$, such that we can write the system’s density matrix in a cluster-factorized form:

$$\rho_{\text{CMF}} = \bigotimes_i \rho_C = \bigotimes_{j \text{ odd}} \rho_{j,j+1},$$  \hspace{1cm} (C1)

while interactions between each term and sites $j-1, j+2$ are treated as mean-field variables. The resulting equation for the steady state can be solved in a self-consistent manner, eliminating the mean-field variable $\rho_C$.

As stated in the main text, calculations are greatly simplified by the symmetries of the system, leading to a so-called “X-structure” for the two-site density matrix $\rho_{12}$. In the end we find the steady state solution

$$\rho_{\text{SS}} = \frac{1}{Z} \left[ \begin{array}{ccc} \rho_{11} & 0 & 0 \\ 0 & \rho_{22} & \rho_{23} \\ 0 & \rho_{23} & \rho_{22} \end{array} \right],$$  \hspace{1cm} (C2)

with

$$Z = (\alpha^2 - \delta^2)^2(\alpha^4 + \delta^4 + 3\alpha^2 \delta^2) + \mu^2(\alpha^2 + \delta^2)^2, \hspace{1cm} (C3)$$

$$\rho_{11} = \frac{1}{4} \delta^2 \left[ (4\alpha^2 + \alpha^2)(\alpha^2 - \delta^2)^2 + 4\delta^2 \mu^2 \right], \hspace{1cm} (C4)$$

$$\rho_{22} = \frac{1}{4} \alpha^2 \left[ (\alpha^2 + \delta^2)(\alpha^2 - \delta^2)^2 + 4\alpha^2 \mu^2 \right], \hspace{1cm} (C5)$$

$$\rho_{23} = \alpha^2 \delta^2 (\alpha^2 - \delta^2)^2, \hspace{1cm} (C6)$$

$$\rho_{14} = \frac{1}{4} (\alpha^2 + \delta^2 + i\mu)(\delta^2 - \alpha^2)\alpha \delta. \hspace{1cm} (C8)$$

From this solution it is possible to evaluate all the relevant quantities, in particular one can retrieve the current in Eq. (24) in the main text.
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