Increased multiplexing of superconducting microresonator arrays by post-characterization adaptation of the on-chip capacitors
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We present an interdigitated capacitor trimming technique for fine-tuning the resonance frequency of superconducting microresonators and increasing the multiplexing factor. We first measure the optical response of the array with a beam mapping system to link all resonances to their physical resonators. Then a new set of resonance frequencies with uniform spacing and higher multiplexing factor is designed. We use simulations to deduce the lengths that we should trim from the capacitor fingers in order to shift the resonances to the desired frequencies. The sample is then modified using contact lithography and re-measured using the same setup. We demonstrate this technique on a 112-pixel aluminum lumped-element kinetic-inductance detector array. Before trimming, the resonance frequency deviation of this array is investigated. The variation of the inductor width plays the main role for the deviation. After trimming, the mean fractional frequency error for identified resonators is $-6.4 \times 10^{-4}$, with a standard deviation of $1.8 \times 10^{-4}$. The final optical yield is increased from 70.5% to 96.7% with no observable crosstalk beyond $-15$ dB during mapping. This technique could be applied to other photon-sensitive superconducting microresonator arrays for increasing the yield and multiplexing factor.

Superconducting microresonators are of great interest for many applications like photon detection, readout of superconducting quantum interference devices and quantum computation, thanks to their high sensitivity, simple structures and intrinsic frequency-domain multiplexing properties. In the photon detection field, superconducting microresonator based microwave kinetic inductance detectors (MKID) have been widely developed for astronomical observations from millimeter waves to X-ray. MKID is a non-equilibrium superconducting detector, utilizing the kinetic inductance of superconductors. When an incident photon has energy larger than the superconducting gap ($h\nu > 2\Delta$), it can break Cooper pairs and create quasi-particles. The reduction of the number of Cooper pairs changes the kinetic inductance of the superconducting film and the resulting changes of resonance amplitude and phase response can be read out through coaxial cables. Based on the intrinsic frequency multiplexing property, hundreds of resonators can be read out simultaneously, through a single feedline. Instead of using distributed capacitors and inductors, the lumped-element kinetic-inductance detector (LEKID), consists of a lumped-element inductor and capacitor. The inductor part is designed to absorb the incident photons and the resonance frequency is tuned by changing the interdigital capacitor (IDC). This leads to more flexible pixel designs in the photon detection field.

As the multiplexing density increases, the non-uniformity of frequency spacing causes crosstalk when two resonances have a frequency collision. Compared with the design frequency, the measured resonance frequency can shift by tens of MHz. Usually the bandwidth of a feedline is limited, for example to 500 MHz for the NIKA2 instrument, and the frequency spacing between adjacent resonators is designed to be several MHz. The minimal spacing is limited by the width of the resonance, which is determined by the quality factor $Q$. For ground-based millimeter-wave continuum detection, the $Q$ is limited by the high sky background load and is around $8 \times 10^3$ for NIKA2. Since the measured resonance frequency has the same or even larger shift compared with the spacing, the crosstalk caused by the
frequency collisions happens frequently and decreases the number of functional pixels. For photon detection application, currently this is the main limitation on MKID array yield.

There are various factors causing the intrinsic resonance frequency deviation, such as variation in the film properties, fabrication process inhomogeneity, and resonator design. For titanium-nitride films the sheet resistance, superconducting critical temperature ($T_c$) and capacitor etching depth are the dominant factors. For thin Al films usually the film thickness variation is the dominant factor, however, we find that for our test array the variation in the inductor width is dominant. To decrease the deviations, several methods have been previously explored. By performing post-characterization adaption, we do not necessarily need to know the causes of the frequency deviation. Liu et al. have demonstrated a capacitor trimming technique to tune the resonance frequency accurately. They have used a LED mapper, deployed on the same stage as the sample inside their cryostat, to find the physical resonators corresponding to the measured resonances. This LED mapper should be fabricated depending on the number and design of the array and cannot be easily used for a different array. Also the linear relation of capacitance and IDC finger length cannot be extended to quasi-lumped element IDC. In this Letter, we present a capacitor trimming technique for quasi-lumped element KIDs using a beam mapping system. Compared with the LED mapper, the beam mapping measurement is a necessary characterization for photon detectors and no extra parts or wires are needed inside the cryostat. Also this mapping system is universal for all detector arrays without limitation on pixel number or design. We also demonstrate a method to tune quasi-lumped element IDC based on electromagnetic simulation. Using a NIKA2 test array, the comparison before and after trimming is discussed including the optical properties of the array.

We applied this technique on a prototype NIKA2 LEKID array shown in Fig. 1, which was fabricated from a 21.6 nm thick Al film on a 250 μm thick, high-resistivity silicon substrate. To get dual-polarization sensitivity the inductors are designed in a third-order Hilbert curve. The capacitors are designed with 6 IDC fingers. The Al film properties are independently measured and give a thickness of 21.6 nm, a transition temperature of 1.46 K and a sheet resistance at 4.2 K of 10.6 Ω/□. The sheet inductance of 1.09 pH/□ is then estimated from Mattis-Bardeen theory. A 200 nm Al film was deposited on the backside of the wafer as a backshort to maximize the absorption in the 260 GHz band and serves, at the same time, as the ground plane of the microstrip readout line. With the measured sheet inductance of 1.09 pH/□, the resonance frequency range $f_{\text{des}}$ is expected from 2.379 GHz to 2.941 GHz with 5.06 MHz frequency spacing. After the first fabrication the sample was cooled down to 80 mK in a 3He cryostat, to find the physical resonances. In the inset, the green histogram shows the distribution of the resonators of which the exact frequency shift was known. The blue points show the resonators that were estimated using the inter/extrapolation described in the text. A Gaussian fit of the resonance frequencies of the identified resonators is plotted (dashed line), which gives a mean value of $\mu = -6.4 \times 10^{-4}$ and a standard deviation of $\sigma = 1.8 \times 10^{-3}$.
FIG. 3.  (a) Mapping of the fractional frequency deviation $\delta f/f$ with respect to the position of resonator on wafer. The resonance frequencies of unidentified resonators (unfilled circle) are inter/extrapolated using radial basis functions. (b) For selected resonators, shown in the red rectangle in (a), the fractional frequency deviations due to the decreased IDC finger width, estimated from simulation, and induced by the variation of the inductor width, measured with SEM, are plotted in the upper and middle panel respectively. The bottom panel shows the sum of both deviations from capacitor and inductor, consistent with the measured one. The maximum deviation between estimation and measurement is smaller than $6 \times 10^{-3}$. (c) Resonance frequency shifts per micrometer trimmed, simulated for different trimmed lengths. Different curves indicate different IDC fingers lengths. Given the IDC finger length and the required frequency shift of a resonator, the length of IDC to be trimmed is derived from this plot.

In the first measurement, the feedline transmission S21, shown in Fig. 3(a), was measured using a vector network analyzer (VNA) with a mirror placed in front of the cryostat window, which gives an optical loading on the detectors equivalent to a 10 K black body. The measured resonance frequencies $f_{\text{meas}}$ range from 2.289 GHz to 2.870 GHz and the central frequency is shifted by 80.5 MHz from the initial design $f_{\text{des}}$. This 3 % frequency deviation cannot be explained by the Al film thickness variation between 21.5 nm and 21.7 nm, which was independently measured by ellipsometry, and would correspond to a maximum 13 MHz deviation, nor by the resonator-to-resonator electrical crosstalk, which is estimated by simulation to be smaller than 20 kHz. 

The resonance frequencies are linked to the physical resonators using a beam mapping system[21]. The detailed optical setup is shown in the supplementary material. The feedline transmission and the optical performances of the MKIDs are measured in the same cool-down. The beam mapping system consists of a movable 300 K small metal ball in front of a 50 K cold background. The responses of the MKIDs and the position of the metal ball are read out by the NIKEL system[23]. By pinning out the position of the maximum of the response of each MKID, the resonance frequencies are mapped to the physical position of the resonators. In this single measurement, only 79 out of 112 resonances were identified with physical resonators, because of the 500 MHz readout bandwidth limitation and crosstalk. We observed a smooth variation of the normalized fractional frequency deviation over the surface of the array (Fig. 3(a)).

We have measured the capacitor and inductor widths of a selected line of resonators, shown in Fig. 3(b), using a scanning electron microscope (SEM). These measurements show that the capacitor widths keep a constant value of 9.1 µm instead of the designed 10 µm, however, the inductor widths $w$ vary from 1.9 µm to 2.14 µm instead of 2.5 µm in the design. The fractional frequency deviation resulting from the 0.9 µm narrowed IDC fingers, shown in Fig. 3(b), are estimated using simulation. The small variation, as a function of frequency (position on wafer), is caused by the quasi-lumped element property. To understand the effect of the variation of the inductor width, we assume the capacitance $C$ is constant and the frequency deviation is derived as

$$\frac{\delta f}{f} = \frac{1}{4} \frac{\delta w}{w},$$  \hspace{1cm} (1)$$

where $f = 1/(2\pi \sqrt{LC})$ and the inductance $L \propto 1/\sqrt{w}$, a good estimation for a narrow lumped-element inductor[20]. Using Eqn. 1, the fractional frequency deviation caused by the variation of the inductor width is calculated and shown in Fig. 3(b). The fractional frequency deviations obtained by adding these two deviations together, is consistent with the measurement and the small difference can be explained by the variation of the inductor width inside one resonator. In principle, this information could be used to adapt the resonance frequencies without the need of an optical measurement, to an accuracy of fractional frequency of $6 \times 10^{-3}$ from Fig. 3(b). We notice that the resonance frequency is very sensitive to the inductor width, around 250 MHz/µm at 2.5 GHz. This variation not only changes the resonance frequency but also the sensitivity, which is determined by the quasiparticle density and inductor volume. For low-resistivity Al LEKIDs, to achieve optimal optical coupling, the inductor track is inevitably designed to be narrow with respect to the pixel size and wavelength. Therefore, to decrease the resonance frequency deviation, it is important to improve the Al pattern uniformity during the
lithography, development and etching processes. We can also decrease the deviation using the trimming technique, when the physical resonators are characterized.

The trimming process is performed as follows. For the resonances unidentified during the optical mapping, a inter/extrapolation method based on radial basis functions was used to estimate their frequencies. This is a simple estimation and the inter/extrapolated resonance frequencies are referred as $f_{\text{inter}/\text{extrapolated}}$. We did not compare the $f_{\text{inter}/\text{extrapolated}}$ to the resonance frequencies measured by VNA and this estimation can be improved in the future. Alternatively, the missing 33 resonances could be identified in a second optical run.

The second step is to find the relation between the resonance frequency shift and the trimming lengths. Since our MKIDs have a compact design, the total capacitance cannot be estimated accurately from the total IDC finger length with a linear relationship. We used Sonnet Suite\textsuperscript{23} to simulate the frequency shifts with different trimmed lengths at selected resonance frequency configurations (Fig. 3(c)). To increase the precision of length definition during patterning, we only trim one pair of the IDC fingers. The alignment error of the contact lithography along the IDC finger direction is compensated by the symmetry of trimming, compared to trimming only a single IDC finger. Therefore, the total trimmed length on one resonator can be kept the same even with a few μm alignment error. The simulations were done with an arbitrary sheet inductance $2\,\text{pH/□}$. Since the capacitance is not affected by the sheet inductance, the fractional frequency shift caused by trimming is constant for any sheet inductance. Therefore, we could apply the simulation results to our sample without knowing the actual sheet inductance in advance.

Next, we determine the actual trimming length. By trimming the IDC finger shorter, the resonance frequency can only be shifted to a higher frequency. We keep the same frequency order as in the initial design. The largest fractional frequency deviation sets the lower limit of the re-designed resonance frequencies. Given the re-designed frequencies $f_{\text{redes}}$ from 2.415 GHz to 2.905 GHz with spacing 4.4 MHz, the needed fractional frequency shifts are calculated by $(f_{\text{redes}} - f_{\text{meas}})/f_{\text{meas}}$. Then the trimming lengths are determined by a cubic interpolation of the simulation results from the needed fractional frequency shifts, calculated based on Fig. 3(c).

Finally, the trimming was done using a conventional contact lithography patterning, followed by a wet etching process to trim the IDC fingers, as shown in Fig. 4. Considering the 365 nm exposure wavelength and the alignment accuracy, the length definition accuracy is about 0.5 μm and the trimmed frequency accuracy is estimated to be 0.4 MHz on average.

After the trimming process, the sample was cooled down again and the feedline transmission $S21$ was measured with the same setup used before trimming (see Fig. 2(a)). The resonances that were identified in the first characterization run were tuned with a standard deviation of $f_{\text{remeas}} - f_{\text{redes}}$ of only 0.46 MHz after trimming, which is consistent with our fabrication accuracy. We notice that the $f_{\text{remeas}}$ after trimming has a 1.7 MHz offset to the $f_{\text{redes}}$, an effect that is also observed in other experiment.\textsuperscript{20} Since all resonators were trimmed and no resonator was left as reference, we cannot determine whether this offset is caused by the trimming process or by a change of the film properties. The fractional frequency deviation $(f_{\text{remeas}} - f_{\text{redes}})/f_{\text{redes}}$ of the resonators identified before trimming has a mean value of $-0.4 \times 10^{-4}$ and standard deviation of $\sigma = 1.8 \times 10^{-4}$ (Fig. 3(c)). This corresponds to a factor of 3 improvement in terms of fractional frequency deviation compared with previous result.\textsuperscript{20} We also notice that the absolute frequency deviation after trimming is constant and does not increase with increasing resonance frequency in our 490 MHz bandwidth. This indicates that the $\sigma$ of absolute frequency deviation stays constant and the fractional frequency deviation can be extremely small for high frequency resonances. For the inter/extrapolated resonances, the standard deviation of $f_{\text{remeas}} - f_{\text{redes}}$ is 3.7 MHz, because of the inaccuracy of the inter/extrapolation. The maximum deviation of all resonators is 11.3 MHz from the mean deviation. The internal quality factor $Q_i$, slightly decreased from $2.1 \times 10^4$ to $1.8 \times 10^4$ after trimming and the coupling quality factor $Q_c$ stayed unchanged. This decrease is due to the fact that the array was placed at a better position with respect to the focal surface. This fact is actually the only explanation for the higher response measured when we mapped the trimmed array.

The optical beam mapping, shown in Fig. 4 was measured using the beam mapping system. 108 out of 112 pixels (96.7%) are measured. No pixel-to-pixel crosstalk is observed down to the noise level (−15 dB). This confirms that we have eliminated the problem of frequency collision. This improvement is obtained by a reduction of the frequency span, making it smaller than the bandwidth, and an increase of the homogeneity of the res-
onance frequency spacing. The missing 4 pixels were identified in the optical microscope and showed fabrication defects. Only one of these pixels was damaged during the trimming fabrication step. The variation of the response of each pixel has a moderate correlation (\( R = -0.5 \)) with the resonance frequency deviation, which is mainly caused by the variation of the inductor width. The responsivity also depends on the quality factor and absorption efficiency by impedance matching, but both these two quantities depend on the inductor width, which makes it hard to do a thorough analysis. The noise around the readout frequency (23 Hz) stays the same after trimming.

The multiplexing factor and the array optical yield is increased from 79 to 108 and from 70.5% to 96.7%, respectively. A minimal resonance frequency spacing 1.66 MHz is calculated using the 5-linewidth frequency collision criterion 5\( f_0 / Q \), allowing 300 resonators to be placed within a 500 MHz readout bandwidth, while the design in this Letter only holds 112 resonators. The current NIKA2 1mm array has 1140 LEKID pixels\(^{19} \) on 8 feedlines. Using the trimming technique described in this Letter, this number could be increased to about 2500 pixels with high yield.

See supplementary material for the detailed optical setup and the mapping system.
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