MEANS IN COMPLETE MANIFOLDS: UNIQUENESS AND APPROXIMATION
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Abstract. Let $M$ be a complete Riemannian manifold, $N \in \mathbb{N}$ and $p \geq 1$. We prove that almost everywhere on $x = (x_1, \ldots, x_N) \in M^N$ for Lebesgue measure in $M^N$, the measure $\mu(x) = \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}$ has a unique $p$–mean $e_p(x)$. As a consequence, if $X = (X_1, \ldots, X_N)$ is a $M^N$-valued random variable with absolutely continuous law, then almost surely $\mu(X(\omega))$ has a unique $p$–mean. In particular if $(X_n)_{n \geq 1}$ is an independent sample of an absolutely continuous law in $M$, then the process $e_{p,n}(\omega) = e_p(X_1(\omega), \ldots, X_n(\omega))$ is well-defined. Assume $M$ is compact and consider a probability measure $\nu$ in $M$. Using partial simulated annealing, we define a continuous semimartingale which converges in probability to the set of minimizers of the integral of distance at power $p$ with respect to $\nu$. When the set is a singleton, it converges to the $p$–mean.
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1. Introduction

Finding the mean of the median or more generally the $p$–mean $e_p$ of a probability measure in a manifold (the point which minimizes integral with respect to this measure of distance at power $p$) has numerous applications. There is not much to say for the mean in $\mathbb{R}^d$, almost the only case where there is a closed formula, and the most important case as the most useful estimator in statistics when the measure is uniform law on a sample. For medians in $\mathbb{R}^d$ the situation is more complicated. Uniqueness holds as soon as the support of the probability measure is not carried by a line. The first algorithm for computing $e_1$ is due to Weisfeld in [24]. As for the computation of $e_\infty$ (the center of the smallest ball containing the support of the measure), Badóiu and Clarkson gave a fast and simple algorithm in [6]. For many applications in biology, signal processing, information geometry, extension to other spaces is necessary. The median in Hilbert space is computed in [9]. In nonlinear spaces with convexity assumptions, uniqueness has been established in [18] for the mean, [1] for the $p$–mean. Many algorithms of computation now exist. As far as deterministic algorithms are concerned, one can cite [2, 12, 13, 19] for the mean in Riemannian manifolds, [3] for the mean in Finsler manifolds, [11] and more generally [25] for the
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median, [5] for \( e_{\infty} \). Stochastic algorithms avoid to compute the gradient of the functional to minimize. They can be found in [4, 23]. For other functionals to minimize, see [8].

In this paper we investigate the case of non necessarily convex, complete Riemannian manifolds. Our first result (Thm. 2.1) concerns uniqueness of the \( p \)-mean of the uniform measure on a finite set \( \{x_1, \ldots, x_n\} \) of points, almost everywhere on \( x = (x_1, \ldots, x_n) \) for the Lebesgue measure. This generalizes Bhattacharya and Patrangenaru result on the circle ([7], case \( p = 2 \)). See also [10] for more general uniqueness criterions on the circle.

For computation of the \( p \)-mean, usual deterministic algorithms are not possible any more, due to the fact that the functional to minimize may have many local minima. So restricting to symmetric spaces we use a simulated annealing method with a continuous stochastic process, together with an estimation of the gradient to minimize via a drift moving faster and faster. With this method we are able to define a process which converges in distribution to the \( p \)-mean for \( p \in [1, \infty) \) (Thm. 4.3, and Thm. 3.2 for more general but smooth functionals).

The main applications are in signal processing with polarimetric signal, but also for the group of rotations of \( \mathbb{R}^n \), so as to determine averages on rotations. Also this solves many problems of optimization which may arise in economy, decision support, operation research. Notice that on the circle, fast computation of the mean has been performed in [17]. In fact this is a case where a closed formula can be found. For general case the situation is much more complicated and the convergence of our processes is slower and weaker. Jump processes and algorithms related to the continuous processes presented here will be investigated in a forthcoming paper.

2. Uniqueness of \( p \)-means for uniform measures with finite support

Let \( M \) be a \( d \)-dimensional complete Riemannian manifold with Riemannian distance denoted by \( \rho \). For \( \nu \) a probability measure on \( M \) and \( p \geq 1 \), we define

\[
H_{p,\nu} : M \to \mathbb{R}_+ \cup \{+\infty\}, \quad y \mapsto \int_M \rho^p(y, z) \nu(dz).
\]

Either \( H_{p,\nu} \equiv \infty \) or for all \( y \in M \), \( H_{p,\nu}(y) < \infty \). In the latter case we denote by \( Q_{p,\nu} \) the set of minimizers of \( H_{p,\nu} \). When \( Q_{p,\nu} \) has only one element we denote it by \( e_{p,\nu} \) and call it the \( p \)-mean of \( \nu \). When there is no possible confusion we let \( e_p = e_{p,\nu} \). For \( x = (x_1, \ldots, x_N) \in M^N \), we let

\[
\mu(x) = \frac{1}{N} \sum_{k=1}^N \delta_{x_k}.
\]

Clearly \( H_{p,\mu(x)} \) is finite.

**Theorem 2.1.** Assume \( p > 1 \) or \( \{d > 1 \text{ and } N > 2\} \). For almost all \( x \in M^N \), \( Q_{p,\mu(x)} \) has a unique element \( e_{p,\mu(x)} \).

**Remark 2.2.** This theorem extends Theorem 4.15 in [26] where the same result has been established for \( p = 1 \) and \( M \) compact.

**Proof.** We begin with the case \( p > 1 \).

Since \( \mu(x) \) has a finite support, we can assume that \( M \) is a compact Riemannian manifold. For this a smooth modification outside a large ball is sufficient. For instance we can choose a radius so that the boundary is smooth, double the ball and finally smoothen the metric locally around the place where the pasting has been performed.

So in the sequel we will assume that \( M \) is compact, with diameter \( L \). For \( y \in M \) we denote by \( S_y M \subset T_y M \) the set of unit tangent vectors above \( y \). Let

\[
\hat{V} = \{(y, n), \ y \in M, \ n = (n_1, \ldots, n_N), \ n_j \in S_y M, \ j = 1, \ldots N \} \times [0, 2L]^N.
\]

Note \( \hat{V} \) is a compact smooth \( (N + 1)d \)-dimensional manifold with boundary.
Define
\[
\tilde{\phi} : \tilde{V} \to M^N \\
(y, n, r) \mapsto (\exp_y(n_1 r_1), \ldots, \exp_y(n_N r_N)).
\] (2.4)

The map \(\tilde{\phi}\) is onto. If \(x = (x_1, \ldots, x_N) \in M^N\), consider \(y \in M\) minimizing \(H_{p, \mu(x)}\). Then among all \((n, r)\) such that
\[
\tilde{\phi}(y, n, r) = x
\] (2.5)
we can choose one so that for all \(k = 1, \ldots, N\) the map \(s \mapsto \exp_y(sn_k)\) is a minimal geodesic for \(s \in [0, r_k]\). For this choice we have
\[
H_{p, \mu(x)}(y) = \frac{1}{N} \sum_{k=1}^{N} r_k^p.
\] (2.6)

Let us prove that
\[
\sum_{k=1}^{N} r_k^{p-1} n_k = 0.
\] (2.7)
For this it is sufficient to check that for all \(u \in T_y M\)
\[
\left\langle \sum_{k=1}^{N} r_k^{p-1} n_k, u \right\rangle = 0.
\] (2.8)

For \(k = 1, \ldots, N\), consider any smooth variation \(c_k(s, a)\) of \(s \mapsto \exp_y(sn_k), s \in [0, r_k]\), defined on \([0, s_k] \times [-\varepsilon, \varepsilon]\) for some \(\varepsilon > 0\), satisfying \(c_k(s, 0) = \exp_y(sn_k)\) for \(s \in [0, r_k]\), \(c_k(0, a) = \exp_y(au)\) for \(a \in [-\varepsilon, \varepsilon]\) and \(c_k(r_k, a) = \exp_y(r_k n_k) = x_k, a \in [-\varepsilon, \varepsilon]\). Denote by \(\ell_k(a)\) the length of the path \(s \mapsto c_k(s, a), s \in [0, r_k]\). By the variation of arc length formula, we have
\[
-\frac{1}{p} \sum_{k=1}^{N} \ell_k'(0) = \sum_{k=1}^{N} \ell_k^{p-1}(0) \langle n_k, u \rangle = \left\langle \sum_{k=1}^{N} r_k^{p-1} n_k, u \right\rangle.
\] (2.9)

Now since \(y\) minimizes \(H_{p, \mu(x)}\) and by definition
\[
H_{p, \mu(x)}(\exp_y(au)) \leq \frac{1}{N} \sum_{k=1}^{N} \ell_k^p(a), \quad H_{p, \mu(x)}(y) = \frac{1}{N} \sum_{k=1}^{N} \ell_k^p(0),
\]
we have that \(0\) minimizes \(a \mapsto \frac{1}{p} \sum_{k=1}^{N} \ell_k^p(a)\) and by (2.9) this implies (2.8). So equation (2.7) is proved.

Letting
\[
\tilde{W}_p = \left\{ (y, n, r) \in \tilde{V}, \sum_{k=1}^{N} r_k^{p-1} n_k = 0 \right\}
\] (2.10)
and \(\tilde{\phi}_p = \tilde{\phi}|_{\tilde{W}_p}\) the restriction of \(\tilde{\phi}\) to \(\tilde{W}_p, \tilde{\phi}_p\) is onto, on \(M^N\) by (2.5) and (2.7).

By Sard’s theorem, the set \(C_1 \subset M^N\) of singular values of \(\tilde{\phi}_p\) has measure 0. It is closed since \(\tilde{W}_p\) is compact. Let us prove that the set
\[
C_2 := \{ (x_1, \ldots, x_N) \in M^N, \{x_1, \ldots, x_N\} \cap Q_{p, \mu(x_1, \ldots, x_N)} \neq \emptyset \}
\] (2.11)
has Lebesgue-measure 0: we can assume that for \(i \neq j\), \(x_i \neq x_j\) since we exclude 0-measure sets. So the elements we consider are images by \(\tilde{\phi}_p\) of
\[
\tilde{W}_p = \left\{ (y, n, r) \in \tilde{W}_p, r_1 = 0, \forall k \geq 2 r_k > 0 \right\}.
\] (2.12)
The set $\hat{\mathcal{W}}_p$ is a submanifold of codimension 1 of $\hat{\mathcal{W}}_p$. Now dim $\hat{\mathcal{W}}_p = Nd = \dim M^N$ so dim $\hat{\mathcal{W}}_p = \dim M^N - 1$ and its image by $\hat{\phi}_p$ is of measure 0 in $M^N$. As a conclusion, $C_2$ has measure 0.

Define
\[
C_3 := \{(x_1, \ldots, x_N) \in M^N, \exists i \neq j \text{ s.t. } x_i = x_j\}
\]
and $C = C_1 \cup C_2 \cup C_3$. The set $C$ is closed in $M^N$ and has measure 0. Letting
\[
W_p = \{(y, n, r) \in \hat{\mathcal{W}}_p, \forall k = 1, \ldots, N, r_k \in (0, 2L)\},
\]
we proved that $\hat{\phi}_p|_{W_p}$ is onto on $M^N \setminus C$. Denote $\phi_p = \hat{\phi}_p|_{W_p}$. Since $W_p$ has same dimension as $M^N$ and $\hat{\mathcal{W}}_p$ is compact, every point $x$ of $M^N \setminus C$ has a neighbourhood $V_x$ such that $\phi_p^{-1}(V_x) = U_{1,x} \cup \ldots \cup U_{m_x,x}$ where the $U_{j,x}$ are disjoint open subsets of $W_p$ and
\[
\phi_p|_{U_{j,x}} : U_{j,x} \rightarrow \phi_p(U_{j,x})
\]
is a diffeomorphism. Now since $M^N \setminus C$ is second countable we can cover it by a countable number of such sets $V_x$. So to prove that the $p$–mean is almost everywhere unique it is sufficient to prove it on $V_x$.

For $x' \in V_x$ denote $x' = (x'_1, \ldots, x'_N)$, and for $i \in \{1 \ldots m_x\}$, write
\[
(\phi|_{U_{i,x}})^{-1}(x') = (y_i(x'), n_i^1(x'), \ldots, n_i^j(x'), r_i^1(x'), \ldots, r_i^j(x')).
\]
Let $i, j \in \{1 \ldots m_x\}$ satisfy $i \neq j$. If $y_i(x'), y_j(x') \in Q_{p,\mu(x')}$ then we have
\[
H_{p,\mu(x')} \circ y_i(x') = H_{p,\mu(x')} \circ y_j(x').
\]
We can assume with the same argument as for (2.5) and (2.6) that the maps
\[
\gamma_{i,k,x'} : s \mapsto \exp_{y_i(x')} (sn^k_i(x')) \quad \text{and} \quad \gamma_{j,k,x'} : s \mapsto \exp_{y_j(x')} (sn^k_i(x'))
\]
are minimal geodesics respectively on $[0, r^1_i(x')]$ and $[0, r^1_j(x')]$. So letting $h_p : W_p \rightarrow \mathbb{R}$, $(y, n, r) \mapsto \sum_{k=1}^N r^k_p$, we have
\[
\frac{1}{N} h_p \circ (\phi_p|_{U_{i,x}})^{-1}(x') = H_{p,\mu(x')} \circ y_i(x'), \quad \frac{1}{N} h_p \circ (\phi_p|_{U_{j,x}})^{-1}(x') = H_{p,\mu(x')} \circ y_j(x').
\]
It is sufficient to prove that for all $x' \in V_x$,
\[
h_p \circ (\phi_p|_{U_{i,x}})^{-1}(x') = h_p \circ (\phi_p|_{U_{j,x}})^{-1}(x')
\]
implies
\[
\text{grad}_{x'} (h_p \circ (\phi_p|_{U_{i,x}})^{-1}) \neq \text{grad}_{x'} (h_p \circ (\phi_p|_{U_{j,x}})^{-1}).
\]
Indeed with (2.19) we will be able to deduce that the set
\[
\{(x' \in V_x, h_p \circ (\phi_p|_{U_{i,x}})^{-1} = h_p \circ (\phi_p|_{U_{j,x}})^{-1}\}
\]
has codimension $\geq 1$ in $V_x$ and this will imply that
\[
\{(x' \in V_x, H_{p,\mu(x')} \circ y_i(x') = H_{p,\mu(x')} \circ y_j(x')\}
\]
has codimension $\geq 1$ in $V_x$.

Let us prove (2.19). For $k = 1, \ldots, N$ let
\[
m^i_k(x') = -\gamma_{i,k,x'}(r^i_k(x')) \quad \text{and} \quad m^j_k(x') = -\gamma_{j,k,x'}(r^j_k(x')).
\]
These unit vectors satisfy
\[ \exp_{x_k'}(r^i_k(x')m_k^i(x')) = y_i(x') \quad \text{and} \quad \exp_{x_k'}(r^j_k(x')m_k^j(x')) = y_j(x'). \]

Then noting that \( (h_p \circ (\phi_p|_{U_{i,z}})^{-1})(x') = \sum_{k=1}^N (r^i_k)^p(x'_k) \) we get
\[
d_{x'}(h_p \circ (\phi_p|_{U_{i,z}})^{-1}) (\cdot) \\
= \left( -p \sum_{k=1}^N (r^i_k)^p-1(x')n^i_k(x'), T_{x'}y_i(\cdot) \right)_{T_{y_i(x')}} \\
- p \left( ((r^i_1(x')^{p-1}m^i_1(x'), \ldots, (r^i_N(x')^{p-1}m^i_N(x')) \right)_{T_{x',1}}. \\
\]
Due to the fact that \((y_i(x'), n^i(x'), r^i(x')) \in W_p\), the first term in the right vanishes. So
\[
\text{grad}_{x'}(h_p \circ (\phi_p|_{U_{i,z}})^{-1}) = -p \left( (r^i_1(x')^{p-1}m^i_1(x'), \ldots, (r^i_N(x')^{p-1}m^i_N(x')) \right). \\
\text{(2.22)}
\]
and similarly
\[
\text{grad}_{x'}(h_p \circ (\phi_p|_{U_{j,z}})^{-1}) = -p \left( (r^j_1(x')^{p-1}m^j_1(x'), \ldots, (r^j_N(x')^{p-1}m^j_N(x')) \right). \\
\text{(2.23)}
\]
Since \(y_i(x') \neq y_j(x')\) we have \((r^i_1(x'), m^i_1(x')) \neq (r^j_1(x'), m^j_1(x'))\), so \((r^i_1(x')^{p-1}m^i_1(x') \neq (r^j_1(x')^{p-1}m^j_1(x')\), from which we conclude that
\[
\text{grad}_{x'}(h_p \circ (\phi_p|_{U_{i,z}})^{-1}) \neq \text{grad}_{x'}(h_p \circ (\phi_p|_{U_{j,z}})^{-1}).
\]
This achieves the proof for the case \(p > 1\).

Let us now consider the case \(p = 1\). The result is due to Yang in [26], we give the proof here for completeness.

The main difference is that the subset of \(M^N\) of points \(x = (x_1, \ldots, x_N)\) so that \(x_i \in Q_{1, \mu(x)}\) for some \(i\) has positive measure.

First consider the open subset \(U\) of \(M^N\) of points \(x\) such that for all \(i = 1, \ldots, N\), \(x_i \not\in Q_{1, \mu(x)}\).

Consider the closed subset \(C_0\) of \(M^N\) of points \(x = (x_1, \ldots, x_N) = \tilde{\phi}(y, n, r)\), with \((y, n, r) \in \tilde{V}\) such that for all \(j, k = 1, \ldots, N\), \(n_j = \pm n_k\). Since \(d > 1\) and \(N > 2\) this subset has Lebesgue measure 0.

Replacing \(M^N\) by \(U\) and \(C\) by \(C_0 \cup \tilde{C}\), the argument is similar until (2.18). But now we will be able to prove that (2.18) implies (2.19) only in some neighbourhoods \(V_{x',x'}\) to be precised later, of \(x' \in V_x\) such that the geodesics
\[
s \mapsto \exp_{y_i(x')}(sn^i_k(x')) \quad \text{and} \quad s \mapsto \exp_{y_j(x')}(sn^j_k(x'))
\]
are minimal respectively on \([0, r^i_k(x')]\) and \([0, r^j_k(x')]\). But this will be sufficient since every compact subset of \(V_x\) can be covered by a finite number of these neighbourhoods \(V_{x',x'}\).

Making the above assumption on \(x'\), the proof is similar until (2.22) and (2.23). Then we have
\[
\text{grad}_{x'}(h_1 \circ (\phi_1|_{U_{i,z}})^{-1}) = -(m^i_1(x'), \ldots, m^i_N(x')) \\
\text{(2.24)}
\]
and
\[
\text{grad}_{x'}(h_1 \circ (\phi_1|_{U_{j,z}})^{-1}) = -(m^j_1(x'), \ldots, m^j_N(x')). \\
\text{(2.25)}
\]
Assume
\[
\text{grad}_{x'}(h_1 \circ (\phi_1|_{U_{i,z}})^{-1}) = \text{grad}_{x'}(h_1 \circ (\phi_1|_{U_{j,z}})^{-1}).
\]
Then for all \(k = 1, \ldots, N\), \(m^i_k(x') = m^j_k(x')\). In particular for \(k = 1\) this implies (possibly by exchanging \(i\) and \(j\)) that \(y_i(x')\) lies in the minimizing geodesic from \(x'_1\) to \(y_j(x')\). Now since \(x' \not\in C_0\) there exists \(k \in \{1, \ldots, N\} \) such
that \( x'_k \not\in \{ \exp_{y_i(x')} (s m_i^1(x')), \ s \in [-2L, 2L] \} \). On the other hand since \( m_k^i(x') = m_k^j(x') \), \( y_j(x') \) (or \( y_i(x') \)) lies on the minimizing geodesic from \( y_i(x') \) to \( y_j(x') \). As a consequence there are two minimizing geodesics from \( y_i(x') \) to \( y_j(x') \). But this is impossible since the geodesic from \( x'_k \) to \( y_i(x') \) (or \( y_j(x') \)) is minimizing, contains \( y_i(x') \) and \( x'_1 \not= y_i(x') \) by the fact that we have supposed that \( x'_1 \not\in Q_{1, \mu(x')} \) and \( y_i(x') \in Q_{1, \mu(x')} \). So
\[
\nabla_{x'} (h_1 \circ (\phi_1|_{U_{i,x}})^{-1}) \neq \nabla_{x'} (h_1 \circ (\phi_1|_{U_{j,x}})^{-1}),
\]
and by continuity this is true in a neighbourhood \( V_{x,x'} \) of \( x' \).

Now we consider the case where \( x'_1 \in Q_{1, \mu(x')} \) and \( x'_2 \not\in Q_{1, \mu(x')} \). We follow the same lines as in the previous part with the difference that now \( y_i(x') = x'_1 \) and for the definition of \( U_{i,x} \) \( W_1 \) is replaced by
\[
W'_1 = \{(y,n,r) \in V, \ r_1 = 0 \}.
\]
The definition of \( U_{j,x} \) remains unchanged. By [25] Theorem 1
\[
\left\| \frac{1}{N} \sum_{k=2}^{N} n_k^i(x') \right\| \leq \mu_N(x')(\{x'_1\})
\]
which gives
\[
\left\| \sum_{k=2}^{N} n_k^i(x') \right\| \leq 1. \tag{2.26}
\]
Since \( d > 1 \) and \( N > 2 \), the submanifolds of \( V_x \) images of
\[
\left\{ (y,n,r) \in U_{i,x}, \ \left\| \sum_{k=2}^{N} n_k \right\| = 1 \right\}
\]
and
\[
\left\{ (y,n,r) \in U_{i,x}, \ \sum_{k=2}^{N} n_k = 0 \right\}
\]
by \( \phi_1 \) have measure 0, so we can exclude them. On the subset
\[
\left\{ (y,n,r) \in U_{i,x}, \ 0 < \left\| \sum_{k=2}^{N} n_k \right\| < 1 \right\},
\]
the function \( h_1 \) is smooth and on its image by \( \phi_1 \),
\[
\nabla_{x'} (h_1 \circ (\phi_1|_{U_{i,x}})^{-1}) = \left( -m_2^i(x'), \ldots, m_N^i(x') \right). \tag{2.27}
\]
Again
\[
\nabla_{x'} (h_1 \circ (\phi_1|_{U_{j,x}})^{-1}) = \left( m_1^j(x'), \ldots, m_N^j(x') \right). \tag{2.28}
\]
They are not equal, and this achieves the proof for this case by the same argument as before.
Finally we consider the case where $x'_1, x'_2 \in Q_{1, \mu(x')}$ with $x'_1 = y_i(x')$ and $x'_2 = y_j(x')$. We follow the same line as in the previous case, but now for the definition of $U_{j,x}$, $W_1$ is replaced by

$$W^j_1 = \{(y, n, r) \in V, r_2 = 0\}.$$ 

Again we can exclude the submanifolds of $V_x$ images of

$$\left\{ (y, n, r) \in U_{j,x}, \left\| \sum_{k \in \{1, \ldots, N\}, k \neq 2} n_k \right\| = 1 \right\}$$

and

$$\left\{ (y, n, r) \in U_{j,x}, \sum_{k \in \{1, \ldots, N\}, k \neq 2} n_k = 0 \right\}$$

by $\phi_1$ and work on

$$\phi_1 \left( \left\{ (y, n, r) \in U_{j,x}, 0 < \left\| \sum_{k \in \{1, \ldots, N\}, k \neq 2} n_k \right\| < 1 \right\} \right) \cap \phi_1 \left( \left\{ (y, n, r) \in U_{i,x}, 0 < \sum_{k=2}^N n_k < 1 \right\} \right).$$

On this set $h_1 \circ (\phi_1 |_{U_{i,x}})^{-1}$ and $h_1 \circ (\phi_1 |_{U_{j,x}})^{-1}$ are smooth and

$$\text{grad}_{x'}^j \left( h_1 \circ (\phi_1 |_{U_{i,x}})^{-1} \right) = -\left( 0, m^j_2(x'), \ldots, m^j_N(x') \right).$$

(2.29)

$$\text{grad}_{x'}^j \left( h_1 \circ (\phi_1 |_{U_{j,x}})^{-1} \right) = -\left( m^j_1(x'), 0, m^j_3(x'), \ldots, m^j_N(x') \right).$$

(2.30)

They are not equal, and this achieves the proof. \hfill \Box

Corollary 2.3. Let $p \in [1, \infty)$ and $X = (X_1, \ldots, X_N)$ a random variable with values in $M^N$, which has an absolutely continuous law. Then almost-surely $\mu(X(\omega))$ has a unique $p$–mean $e_p(X(\omega))$.

Corollary 2.4. Let $p \in [1, \infty)$ and $(X_n)_{n \geq 1}$ a sequence of i.i.d. $M$-valued random variables with absolutely continuous laws. Then the process of empirical $p$–means

$$\left( e_{p,n}(\omega) := e_p(X_1(\omega), \ldots, X_n(\omega)) \right)_{n \geq 1}$$

is well-defined.

Remark 2.5. For $p = 2$ and $M$ a circle, it has been proved in [7] that the assumption can be weakened: the same result holds if the law has no atom.

We believe that it would be interesting to study the behaviour of the process $(e_{p,n})_{n \geq 1}$ in many situations. For instance when the law of $X_1$ is uniform on a compact symmetric space (even the case of the circle is highly non trivial) one would observe a recurrent but irregular and slower and slower process. Again on a compact symmetric space, when the law $\nu$ of $X_1$ has a finite number of $p$–means due to a finite group of symmetries, one would observe an almost stationary behaviour, and at increasingly spaced times jumps between smaller and smaller neighbourhoods of the $p$–means of $\nu$. 
3. Finding the Minimizers of Some Integrated Functionals with Simulated Annealing

Let $M$ be a compact Riemannian manifold. For simplicity and without loss of generality we assume that $M$ has Lebesgue volume 1. On $M$ consider a probability law $\nu$ with a density with respect to Lebesgue measure, also denoted by $\nu$. Assume we are given a continuous function $\kappa : M \times M \rightarrow \mathbb{R}_+$, where $\kappa(\theta, y)$ is interpreted as some kind of cost for going from $\theta$ to $y$. Assume furthermore that for all $y \in M$ the function $\theta \mapsto \kappa(\theta, y)$ is smooth and that its first and second derivative in $\theta$ are uniformly bounded in $(\theta, y)$. Consider on $M$ the functional

$$U : M \rightarrow \mathbb{R}_+$$

$$\theta \mapsto \int_M \kappa(\theta, y) \nu(dy)$$  \hspace{1cm} (3.1)

Denote by $\mathcal{M}$ the set of minimizers of $U$. The aim of this section is to find a continuous semimartingale which converges in law to $\mathcal{M}$. Also we try to avoid using the gradient of $U$, which in many cases is difficult or impossible to compute.

For this we will use a sequence $(P_k)_{k \geq 0}$ of independent random variables with law $\nu$, a Poisson process $N_t$ on $\mathbb{N}$ with intensity $\gamma_t^{-1}$ where

$$\gamma_t = (1 + t)^{-1}.$$  \hspace{1cm} (3.2)

Define

$$c(U) = 2 \sup_{\theta, y \in M} \left( \inf_{\phi \in \mathcal{C}_{\theta, y}} e(\phi) \right),$$  \hspace{1cm} (3.3)

$\mathcal{C}_{\theta, y}$ denoting the set of continuous paths $[0, 1] \rightarrow M$ and for $\phi \in \mathcal{C}_{\theta, y}$, the elevation $e(\phi)$ being defined as

$$e(\phi) = \sup_{0 \leq t \leq 1} U(\phi(t)) - U(\theta) - U(y) + \inf_{z \in M} U(z).$$  \hspace{1cm} (3.4)

Let

$$\beta_t = \frac{1}{k} \ln(1 + t),$$  \hspace{1cm} (3.5)

the constant $k$ satisfying $k > c(U)$.

We assume that $(N_t)_{t \geq 0}$ is independent of the sequence $(P_k)_{k \geq 0}$. We let $(B_t)_{t \geq 0}$ be a Brownian motion with values in $\mathbb{R}^r$ for some $r \in \mathbb{N}$, independent of $(N_t)_{t \geq 0}$ and $(P_k)_{k \geq 0}$, and $\sigma$ a smooth section of $TM \otimes (\mathbb{R}^r)^*$: for all $\theta \in M$, $\sigma(\theta)$ is a linear map $\mathbb{R}^r \rightarrow T\theta M$. We assume that for all $\theta \in M$, we have $\sigma(\theta)\sigma(\theta)^* = \text{id}_{T\theta M}$. We fix $\theta_0 \in M$ and let $\Theta_t$ be the solution started at $\theta_0$ of the Itô equation

$$dy_t = \sigma(\Theta_t) dB_t - \beta_t \text{grad}_{\Theta_t} \kappa(\cdot, Y_t) dt \quad \text{with} \quad Y_t = P_{N_t}.$$  \hspace{1cm} (3.6)

Recall that if $P(\Theta_t) : T_{\Theta_0}M \rightarrow T_{\Theta_t}M$ is the parallel transport map along $(\Theta_t)$, then

$$d\Theta_t = P(\Theta_t) d\left( \int_0^t P(\Theta_s)^{-1} \circ d\Theta_s \right)_t.$$  \hspace{1cm} (3.7)

Also define $\Theta_t^0$ the solution started at $\theta_0$ of the Itô equation

$$d\Theta_t^0 = \sigma(\Theta_t^0) dB_t - \beta_t \left( \int_M \text{grad}_{\Theta_t^0} \kappa(\cdot, y) \nu(dy) \right) dt.$$  \hspace{1cm} (3.8)

Note (3.8) rewrites as

$$d\Theta_t^0 = \sigma(\Theta_t^0) dB_t - \beta_t \text{grad}_{\Theta_t^0} U dt,$$  \hspace{1cm} (3.9)
so that the same equation with fixed $\beta$ instead of $\beta_t$ has an invariant law with density

$$
\mu_\beta(\theta) = \frac{1}{Z_\beta} e^{-2\beta U(\theta)}, \quad \text{with} \quad Z_\beta = \int_M e^{-2\beta U(\theta')} \, d\theta'.
$$

The process $\Theta_t^\beta$ is an inhomogeneous diffusion with generator

$$
L_t^\beta(\theta) = \frac{1}{2} \Delta(\theta) - \beta \grad_\theta U
$$

(here and in the sequel a vector field $A$ is identified with the map $f \mapsto A(f) = \langle \grad f, A \rangle$ which acts on $C^1$ functions on $M$). Denote by $m_t(\theta)$ the density of $\Theta_t$.

The process $(\Theta_t, Y_t)$ is Markovian with generator $L_t$ given by

$$
L_t f(\theta, y) = \left( \frac{1}{2} \Delta(\theta) - \beta \grad_\theta \kappa(\cdot, y) \right) f(\cdot, y) + \gamma_t^{-1} \int_M (f(\theta, z) - f(\theta, y)) \nu(dz)
$$

$$
= L_{1,t} f(\cdot, y)(\theta) + L_{2,t} f(\cdot, \cdot)(y).
$$

We know that for all neighbourhoods $N$ of $M$, $\int_N \mu_\beta(\theta) \, d\theta$ converges to $1$ as $\beta \to \infty$. So to prove that $\int_N m_t(\theta) \, d\theta$ converges to $1$ it is sufficient to prove the following proposition:

**Proposition 3.1.** The entropy

$$
J_t := \int_M \ln \left( \frac{m_t(\theta)}{\mu_\beta(\theta)} \right) m_t(\theta) \, d\theta
$$

converges to $0$ as $t \to \infty$.

**Proof.** There will be $3$ steps.

In the sequel we will denote by $m_t(\theta, y)$ the joint density of $(\Theta_t, Y_t)$, and $m_t(y|\theta)$ the density of $Y_t$ conditioned by $\Theta_t = \theta$.

**Step 1.** Let us prove that

$$
\frac{dJ_t}{dt} \leq \frac{4\|\kappa\|_\infty}{k(1 + t)} - c_2(\beta_t \lor 1)^{-p} \exp( - c(U) \beta_t ) J_t + \beta_t^2 32K^2 I_t
$$

with

$$
I_t = \int_{M \times M} \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) m_t(\theta, y) \, d\theta \, dy
$$

and $c_2, p, K > 0$ defined below (in (3.20) and (3.22)).

We compute

$$
\frac{dJ_t}{dt} = \int_M \frac{dm_t(\theta)}{dt} \, d\theta - \int_M \frac{d\ln \mu_\beta(\theta)}{dt} m_t(\theta) \, d\theta + \int_M \ln \left( \frac{m_t(\theta)}{\mu_\beta(\theta)} \right) \frac{dm_t(\theta)}{dt} \, d\theta.
$$

Since for all $t$ $m_t(\theta)$ is a probability density, the first term in the right vanishes. So we get

$$
\frac{dJ_t}{dt} = 2\beta_t \int_M U(\theta)(m_t(\theta) - \mu_\beta(\theta)) \, d\theta + \int_{M \times M} L_t \left[ \ln \left( \frac{m_t(\theta)}{\mu_\beta(\theta)} \right) \right] m_t(\theta, y) \, d\theta \, dy
$$

where the last term comes from Dynkin formula. For the first term in the right we have using (3.5)

$$
2\beta_t \int_M U(\theta)(m_t(\theta) - \mu_\beta(\theta)) \, d\theta \leq 4\|U\|_\infty |\beta_t| \leq \frac{4\|\kappa\|_\infty}{k(1 + t)}.
$$
Now by writing $L_t = L_t^0 + R_t$, we split the second term in the right of (3.17) into

$$
\int_{M \times M} L_t \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta dy
= \int_M L_t^0 \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right] m_t(\theta) \, d\theta + \int_{M \times M} R_t(\theta, y) \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta dy. \quad (3.19)
$$

We have

$$
\int_M L_t^0 \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right] m_t(\theta) \, d\theta
= \int_M L_t^0 \left[ \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right] \mu_{\beta_t}(\theta) \, d\theta - \frac{1}{2} \int_M \left\| \nabla_\theta \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right\|^2 m_t(\theta) \, d\theta
= -2 \int_M \left\| \nabla_\theta \sqrt{\frac{m_t(\theta)}{\mu_{\beta_t}(\theta)}} \right\|^2 \mu_{\beta_t}(\theta) \, d\theta
\leq -2c_2(\beta_t \vee 1)^{-p} \exp (-c(U)\beta_t) J_t
$$

for some $c_2 > 0$ and integer $p > 0$ by logarithmic Sobolev inequality ([15] and [16], for more details see [20]). Note we used again Dynkin formula to prove the vanishing of the first term in the right of the second line.

As for the second term in the right of (3.19) we have

$$
\int_{M \times M} R_t(\theta, y) \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta dy
= \int_{M \times M} -\beta_t \left\langle \nabla_\theta \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right), \nabla_\theta \kappa(\cdot, y) - \int_M \nabla_\theta \kappa(\cdot, z) \nu(dz) \right\rangle m_t(\theta, y) \, d\theta dy
= -\beta_t \int_M \left\langle \nabla_\theta \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right), \int_M \nabla_\theta \kappa(\cdot, y) \left( m_t(y|\theta) - \nu(y) \right) dy \right\rangle m_t(\theta) \, d\theta
= 2\beta_t \int_M \sqrt{\frac{m_t}{\mu_{\beta_t}(\theta)}} \left\langle \nabla_\theta \sqrt{\frac{m_t}{\mu_{\beta_t}(\theta)}}, R_t(\theta) \right\rangle m_t(\theta) \, d\theta
$$

with

$$
R_t(\theta) = -\int_M \nabla_\theta \kappa(\cdot, y)(m_t(y|\theta) - \nu(y)) \, dy.
$$

So by Cauchy–Schwarz inequality

$$
\int_{M \times M} R_t(\theta, y) \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta dy
\leq 2\beta_t \left( \int_M \left\| \nabla_\theta \sqrt{\frac{m_t}{\mu_{\beta_t}(\theta)}} \right\|^2 \mu_{\beta_t}(\theta) \, d\theta \right)^{1/2} \left( \int_M \left\| R_t(\theta) \right\|^2 m_t(\theta) \, d\theta \right)^{1/2}
\leq \beta_t^2 \int_M \left\| R_t(\theta) \right\|^2 m_t(\theta) \, d\theta + \int_M \left\| \nabla_\theta \sqrt{\frac{m_t}{\mu_{\beta_t}(\theta)}} \right\|^2 \mu_{\beta_t}(\theta) \, d\theta.
$$
Summing with (3.20) and using (3.19) we get
\[
\int_{M} L_t \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta \, dy
\]
\[
\leq \beta_t^2 \int_{M} \| R_t(\theta) \| \| t m_t(\theta) \| \, d\theta - \int_{M} \| \text{grad}_\theta \sqrt{\frac{m_t}{\mu_{\beta_t}(\theta)}} \| \| t \mu_{\beta_t}(\theta) \| \, d\theta
\]
\[
\leq \beta_t^2 \int_{M} \| R_t(\theta) \| \| t m_t(\theta) \| \, d\theta - c_2(\beta_t \lor 1)^{-p} \exp(-c(U)\beta_t) K t.
\] (3.21)

Defining
\[
K = \sup_{\theta, y \in M} \| \text{grad}_\theta \kappa(\cdot, y) \|,
\] (3.22)
let us now bound
\[
\int_{M} \| R_t(\theta) \| \| t m_t(\theta) \| \, d\theta = \int_{M} \left\| \int_{M} \text{grad}_\theta \kappa(\cdot, y)(m_t(y|\theta) - \nu(y)) \, dy \right\|^2 m_t(\theta) \, d\theta
\]
\[
\leq \int_{M} \left\| \int_{M} |m_t(y|\theta) - \nu(y)| \, dy \right\|^2 m_t(\theta) \, d\theta
\]
\[
\leq 32 K^2 \int_{M} \left( \int_{M} \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) m_t(y|\theta) \, dy \right) m_t(\theta) \, d\theta
\]
\[
= 32 K^2 I_t
\] (3.23)

where \( I_t \) is defined in (3.15).

We also used classical bound of total variation by entropy ([16]):
\[
\int_{M} |m_t(y|\theta) - \nu(y)| \, dy \leq 4 \sqrt{2} \left( \int_{M} \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) m_t(y|\theta) \, dy \right)^{1/2}.
\]

At this stage, combining (3.17), (3.18), (3.21), (3.23) and (3.15), we proved (3.14).

**Step 2.** Let us prove that
\[
\frac{dI_t}{dt} \leq 4 ||\kappa||_\infty \beta_t + K'(\beta_t \lor 1) \beta_t - \frac{dI_t}{dt} - \gamma_t^{-1} I_t
\] (3.24)

with
\[
K' = \sup_{\theta, y \in M} |\Delta_\theta \kappa(\cdot, y)| + 2 K^2.
\] (3.25)

As before
\[
\frac{dI_t}{dt} = \int_{M \times M} L_t \left[ \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \right] m_t(y, \theta) \, d\theta d\gamma
\]
\[
= \int_{M \times M} (L_{2,t} \, + \, L_{1,t}) \left[ \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \right] m_t(y, \theta) \, d\theta d\gamma.
\] (3.26)

We begin with the first term:
\[
\int_{M \times M} L_{2,t} \left[ \ln \left( \frac{m_t(z|\theta)}{\nu(z)} \right) \right] m_t(\theta, y) \, d\theta d\gamma
\]
\[
= \gamma_t^{-1} \int_{M \times M} \int_{M} \left[ \ln \left( \frac{m_t(z|\theta)}{\nu(z)} \right) - \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \right] \nu(dz) m_t(\theta, y) \, d\theta d\gamma
\]
\[
= \gamma_t^{-1} \int_{M \times M} \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \nu(y) \, d\theta d\gamma.
\]
By Jensen inequality we have
\[
\int_{M \times M} \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \nu(y) m_t(\theta) \, dy \, d\theta \\
= \int_M \left( \int_M \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \nu(y) \, dy \right) m_t(\theta) \, d\theta \\
\leq \int_M \ln \left( \int_M \frac{m_t(y|\theta)}{\nu(y)} \nu(y) \, dy \right) m_t(\theta) \, d\theta \\
= \int_M \ln(1) m_t(\theta) \, d\theta = 0
\]

Consequently
\[
\int_{M \times M} L_{2,t} \left[ \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \right] m_t(\theta, y) \, d\theta \, dy \leq -\gamma_t^{-1} \int_{M \times M} \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) m_t(\theta) m_t(y) \, d\theta \, dy
\]
which rewrites as
\[
\int_{M \times M} L_{2,t} \left[ \ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) \right] m_t(\theta, y) \, d\theta \, dy \leq -\gamma_t^{-1} I_t. \tag{3.27}
\]
Let us now consider the second term in the right of (3.26). Since
\[
\ln \left( \frac{m_t(y|\theta)}{\nu(y)} \right) = \ln \left( \frac{m_t(\theta|y)}{m_t(\theta)} \right)
\]
(recall that \(Y_t\) has law \(\nu\)) it rewrites as
\[
\int_{M \times M} L_{1,t} \left[ \ln \left( \frac{m_t(\theta|y)}{m_t(\theta)} \right) \right] m_t(\theta, y) \, d\theta \, dy = \int_{M \times M} L_{1,t} \left[ \ln(m_t(\theta|y)) - \ln(m_t(\theta)) \right] m_t(\theta, y) \, d\theta \, dy. \tag{3.28}
\]
But
\[
\int_{M \times M} L_{1,t} \ln(m_t(\theta|y)) m_t(\theta, y) \, d\theta \, dy \\
= \frac{1}{2} \int_{M \times M} \Delta \ln(m_t(\theta|y)) m_t(\theta, y) \, d\theta \, dy - \beta_t \int_{M \times M} \langle \text{grad}\, \ln m_t(\cdot|y), \text{grad}\, \kappa(\cdot, y) \rangle m_t(\theta, y) \, d\theta \, dy. \tag{3.29}
\]
We compute
\[
\int_{M \times M} \Delta \ln(m_t(\theta|y)) m_t(\theta, y) \, d\theta \, dy \\
= \int_M \left( \int_M \Delta m_t(\theta|y) \, d\theta \right) \nu(y) \, dy - \int_{M \times M} \|\text{grad}\, \ln m(\theta|y)\|^2 m(\theta, y) \, d\theta \, dy \\
= -4 \int_{M \times M} \|\text{grad}\, \sqrt{m(\theta|y)}\|^2 \nu(y) \, d\theta \, dy
\]
where we used the fact that the first term in the right of the first equality vanishes. Consequently,
\[
\int_{M \times M} L_{1,t} \ln(m_t(\theta|y)) m_t(\theta, y) \, d\theta \, dy \\
= -2 \int_{M \times M} \|\text{grad}\, \sqrt{m_t(\theta|y)}\|^2 \, d\theta \nu(dy) \\
- \beta_t \int_{M \times M} \langle \text{grad}\, m_t(\cdot|y), \text{grad}\, \kappa(\cdot, y) \rangle \nu(y) \, d\theta \, dy. \tag{3.30}
\]
Let us bound the absolute value of the last term:

\[
-\beta_t \int_{M \times M} \langle \text{grad}_\theta m_\ell(\cdot|y), \text{grad}_\theta \kappa(\cdot, y) \rangle \nu(y) \, d\theta dy
\]

\[
= 2\beta_t \int_{M \times M} \langle \text{grad}_\theta \sqrt{m_\ell(\theta|y)}, \text{grad}_\theta \kappa(\theta, y) \rangle \sqrt{m_\ell(\theta|y)} \nu(dy) \, d\theta dy
\]

\[
\leq 2\beta_t K \int_{M \times M} \| \text{grad}_\theta \sqrt{m_\ell(\theta|y)} \| \| \sqrt{m_\ell(\theta|y)} \nu(y) \| \, d\theta dy
\]

\[
\leq \int_{M \times M} \left( \frac{1}{2} \beta_t^2 K^2 m_\ell(\theta|y) + 2 \| \text{grad}_\theta \sqrt{m_\ell(\theta|y)} \|^2 \right) \nu(y) \, d\theta dy
\]

\[
= \frac{1}{2} \beta_t^2 K^2 + 2 \int_{M \times M} \| \text{grad}_\theta \sqrt{m_\ell(\theta|y)} \|^2 \nu(y) \, d\theta dy. \tag{3.31}
\]

This yields

\[
\int_{M \times M} L_{1,t} \ln(m_\ell(\theta|y)) m_\ell(\theta, y) \, d\theta dy \leq \frac{1}{2} \beta_t^2 K^2 \tag{3.32}
\]

We also have to bound the last term in (3.28):

\[
-L_{1,t} \ln(m_\ell(\theta)) = -L_{1,t} \ln \left( \frac{m_\ell(\theta)}{\mu(\beta_t(\theta))} \right) - L_{1,t} \ln(\mu(\beta_t(\theta)) \tag{3.33}
\]

From (3.17) we get

\[
\frac{dJ_t}{dt} \leq 4\|\kappa\|_\infty \beta_t^2 \int_{M \times M} L_{1,t} \ln \left( \frac{m_\ell(\theta)}{\mu(\beta_t(\theta))} \right) m_\ell(\theta, y) \, d\theta dy
\]

or equivalently

\[
- \int_{M \times M} L_{1,t} \ln \left( \frac{m_\ell(\theta)}{\mu(\beta_t(\theta))} \right) m_\ell(\theta, y) \, d\theta dy \leq -\frac{dJ_t}{dt} + 4\|\kappa\|_\infty \beta_t^2 \tag{3.34}
\]

For the second term we have

\[
-L_{1,t} \ln(\mu(\beta_t(\theta))) = 2\beta_t L_{1,t} U(\theta)
\]

\[
= \beta_t \Delta U(\theta) + 2\beta_t^2 \left\langle dU, \text{grad}_\theta \kappa(\cdot, y) \right\rangle
\]

\[
= \beta_t \int_M \Delta \theta \kappa(\theta, y) \nu(dy) + 2\beta_t^2 \int_M \| \text{grad}_\theta \kappa(\theta, y) \|^2 \nu(dy)
\]

\[
\leq K'(\beta_t \vee 1) \beta_t \tag{3.35}
\]

with \( K' \) defined in (3.25).

Finally we obtain (3.24).

**Step 3.** We finally prove that

\[
\lim_{t \to \infty} J_t = 0. \tag{3.36}
\]

With inequalities (3.24) and (3.14) we can use the end of the proof of theorem 1 in [21] to obtain that under assumptions (3.5) and (3.3) then (3.36) holds (notice that in Sect. 4 we will prove this in a more general context). \( \square \)

**Theorem 3.2.** Assume

\[
\beta_t = \frac{1}{k} \ln(1+t), \quad \text{and} \quad \gamma_t = (1+t)^{-1}, \tag{3.37}
\]

where \( k > c(U), \ c(U) \text{ defined in (3.3)} \). Then for any neighbourhood \( \mathcal{N} \) of \( \mathcal{M} \),

\[
\lim_{t \to \infty} P[\Theta_t \in \mathcal{N}] = 1. \tag{3.38}
\]
Proof. We use Proposition 3.1 together with the fact that
\[ \|m_t - \mu_{\beta_t}\| \leq 4\sqrt{2J_t} \]
and
\[ \lim_{t \to \infty} \mu_{\beta_t}(N) = 1. \]

4. Application to location of \( p \)-means in symmetric spaces

In this section we assume that \( M \) is a compact symmetric space endowed with the canonical Riemannian metric of volume 1. Denote by \( \rho \) the Riemannian distance in \( M \), \( D \) its diameter. We fix \( p \geq 1 \) and consider a probability measure \( \nu \) on \( M \). We aim to find at least one element of \( Q_{p,\nu} \) by using the result of the previous section. In particular if \( \nu \) has a unique \( p \)-mean \( e_p \), then we will be able to construct a process which converges in probability to \( e_p \) as \( t \to \infty \).

Denote by \( p(s, x, y) \) the heat kernel on \( M \), and for \( s > 0 \) let \( \nu_s \) be the probability measure with density
\[ \nu_s(y) = \int_M p(s, y, z) \nu(dz), \quad (4.1) \]
and let
\[ \kappa_s : M \times M \to \mathbb{R}_+ \]
\[ (\theta, y) \mapsto \int_M p(s, \theta, z) \rho^p(z, y) \, dz, \quad (4.2) \]
and
\[ U_{s_1, s_2} : M \to \mathbb{R}_+ \]
\[ \theta \mapsto \int_M \kappa_{s_1}(\theta, y) \nu_{s_2}(y) \, dy. \quad (4.3) \]

Also let \( U = H_{p,\nu} \). Clearly \( \nu_{s_1} \) and \( \kappa_{s_2} \) satisfy the assumption of the previous section. Moreover, denoting by \( \mathcal{M}_{s_1, s_2} \) the set of minimizers of \( U_{s_1, s_2} \) then as \( s_1, s_2 \to 0 \) we have \( \mathcal{M}_{s_1, s_2} \to Q_{p,\nu} \) in the sense that for any neighbourhood \( N \) of \( Q_{p,\nu} \), we have \( \mathcal{M}_{s_1, s_2} \subset N \) for all \( s_1, s_2 \) sufficiently small. This is due to the fact that as \( s_1, s_2 \to 0 \), \( U_{s_1, s_2}(\theta) \to U(\theta) \) uniformly in \( \theta \).

Lemma 4.1. For all \( s_1, s_2 > 0 \) we have
\[ U_{s_1, s_2}(\theta) = U_{0, s_1 + s_2}(\theta) = \int_M \rho^p(\theta, y) \nu_{s_1 + s_2}(y) \, dy. \quad (4.4) \]

Proof. Fix \( \theta, y \in M \), let \( m \) be the middle point of a minimal geodesic from \( \theta \) to \( y \) and \( i_m \) the symmetry centered at \( m \). We have
\[ \int_M p(s_1, \theta, z) \rho^p(z, y) \, dz = \int_M p(s_1, i_m(\theta), i_m(z)) \rho^p(i_m(z), i_m(y)) \, dz \]
\[ = \int_M p(s_1, i_m(\theta), z') \rho^p(z', i_m(y)) \, dz' \]
\[ = \int_M p(s_1, y, z') \rho^p(z', \theta) \, dz' \]
\[ = \int_M \rho^p(\theta, z') p(s_1, z', y) \, dz' \]
where we first used the invariance by isometry of the heat kernel and then did the change of variable \( z' = i_m(z) \) in the integral and finally used the symmetry of the heat kernel. To finish the proof we are left to use the convolution property of the heat semigroup. \( \square \)
Corollary 4.2. We have for all \( s_1, s_2 > 0, \theta, y \in M \),
\[
\| \text{grad}_\theta \kappa_{s_1}(\cdot, y) \| \leq pD^{p-1} =: K \quad \text{and} \quad \| \text{grad}_\theta U_{s_1, s_2} \| \leq K.
\] (4.5)

With all these properties we would like to find \( s_1(t) \searrow 0 \) and \( s_2(t) \searrow 0 \) such that the process \( \Theta_t \) started at \( \theta_0 \) and solution to
\[
d\Theta_t = \sigma(\Theta_t) dB_t - \beta_t \text{grad}_\theta \kappa_{s_1(t)}(\cdot, Y^{s_2}_t) dt
\] converges in law to \( e_p \), where by definition \( Y^{s_2}_t = Y_{T_{N_{s_2}}} \) and \( Y_n \) is the second coordinate of a Poisson point process \( (T_n, Y_n)_{n \geq 1} \) taking its values in \([0, \infty) \times M \) with intensity \( \gamma(t)^{-1} \nu_{s_2(t)}(y) dt dy \), independent of \( (B_t) \). The process \( N_t \) is the counting function of \( T_1 < T_2 < \ldots \) So \( N_t \) is a Poisson process on \( N \) with intensity \( \gamma_t^{-1} \), and conditioned by \( (N_s)_{s \geq 0} \), \( Y_n \) has law \( \nu_{s_2(T_n)} \), consequently \( Y^{s_2}_t \) has law \( \nu_{s_2(T_{N_t})} \).

We also need to define \( T_0 = 0 \) and to let \( Y_0 \) be a random variable with law \( \nu_1 \), independent of all the other random variables and processes.

This convergence in law is the object of the next theorem in which we will take
\[
s_1(t) = s_2(t) = t = (\ln(1 + t))^{-1}.
\]

So define \( \Theta^0_t \) the solution started at \( \theta_0 \) of the Itô equation
\[
d\Theta^0_t = \sigma(\Theta^0_t) dB_t - \beta_t \text{grad}_\theta \kappa_{s_1}(\cdot, y) \nu_{s_1}(y) dy dt.
\] (4.7)

Notice that using Lemma 4.1, (4.7) rewrites as
\[
d\Theta^0_t = \sigma(\Theta^0_t) dB_t - \beta_t \text{grad}_\theta \kappa_{s_1} U^0_{2s_1} dt,
\] (4.8)
where \( U^0_{2s_1} := U_{0,2s_1} \), so that the same equation with fixed \( (\beta, s) \) instead of \( (\beta_t, s_t) \) has an invariant law with density
\[
\mu_{\beta,s}(\theta) = \frac{1}{Z_{\beta,s}} e^{-2\beta U^0_{2s}}(\theta), \quad \text{with} \quad Z_{\beta,s} = \int_M e^{-2\beta S_2(\theta')} d\theta'.
\] (4.9)

The process \( \Theta^0_t \) is an inhomogeneous diffusion with generator
\[
L^0_t(\theta) = \frac{1}{2} \Delta(\theta) - \beta_t \text{grad}_\theta U_{2s_1}.
\] (4.10)

Denote by \( m_t(\theta) \) the density of \( \Theta_t \).

Let \( Y_t := Y^s_t \). The process \( (\Theta_t, Y_t) \) is Markovian with generator \( L_t \) given by
\[
L_t f(\theta, y) = \left( \frac{1}{2} \Delta(\theta) - \beta_t \text{grad}_\theta \kappa_{s_1}(\cdot, y) \right) f(\theta, y) + \gamma_t^{-1} \int_M (f(\theta, z) - f(\theta, y)) \nu_{s_1}(dz)
\]
\[
= L_{1,t} f(\theta, y) + L_{2,t} f(\theta, y).
\] (4.11)

We know that for all neighbourhood \( N \) of \( Q_{p,v} \), \( \int_N \mu_{\beta,s}(\theta) d\theta \) converges to 1 as \( \beta \to \infty \), uniformly in \( s \) sufficiently small (depending on \( N \)). Again define
\[
J_t := \int_M \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) m_t(\theta) d\theta.
\] (4.12)

**Theorem 4.3. Assume**
\[
\beta_t = \frac{1}{k} \ln(1 + t), \quad \gamma_t = (1 + t)^{-1}, \quad s_1(t) = s_2(t) = s(t) = (\ln(1 + t))^{-1}.
\] (4.13)

where \( k > c(U) \), \( c(U) \) defined in (3.3)). Then for any neighbourhood \( N \) of \( Q_{p,v} \), the process \( \Theta_t \) defined in equation (4.6) satisfies
\[
\lim_{t \to \infty} P[\Theta_t \in N] = 1.
\] (4.14)
Proposition 4.4. The entropy

\[ J_t = \int_M \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t,s_t}(\theta)} \right) m_t(\theta) \, d\theta \]  

converges to 0 as \( t \to \infty \).

Proof. As for proposition 3.1, we split the proof into 3 steps.

Step 1. Let us establish

\[
\frac{dJ_t}{dt} \leq \frac{C}{(1+t)^k} (1 + \ln(1+t)) - c_2(\beta_t \lor 1)^{-p} \exp \left( -c(U_{2s_t}) \beta_t \right) J_t + \beta_t^2 32K^2 I_t
\]

with \( c_2, K \) defined in (4.26) and (4.5), and where

\[
I_t = \int_{M \times M} \ln \left( \frac{m_t(y|\theta)}{\nu_{\beta_t,s_t}(y)} \right) m_t(\theta, y) \, dy,
\]

\( m_t(y|\theta) \) being the density of \( Y^* \) conditioned by \( \Theta_t = \theta \).

Let us compute as before

\[
\frac{dJ_t}{dt} = -\int_M \partial_t \ln(\mu_{\beta_t,s_t}(\theta)) m_t(\theta) \, d\theta + \int_M L_t \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t,s_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta dy.
\]

For the first term in the right we have using (4.9)

\[
\partial_t \ln(\mu_{\beta_t,s_t}(\theta)) = -2\beta_t U_{2s_t} - 2\beta_t \int_{M \times M} 2s_t \partial_{\theta} \ln p(2s_t, \theta, z) p(2s_t, \theta, z) \rho^2(z, y) \nu(y, z) \, dy \, dz
\]

\[
+ 2\beta_t \int_M U_{2s_t}(\theta') \mu_{\beta_t,s_t}(\theta') \, d\theta'
\]

\[
+ 2\beta_t \int_M \left( \int_{M \times M} 2s_t' \partial_{\theta} \ln p(2s_t, \theta', z) p(2s_t, \theta', z) \rho^2(z, y) \, dz \nu(y, z) \right) \mu_{\beta_t,s_t}(\theta') \, d\theta'.
\]

It is known that there exists \( C_0 > 0 \) such that \( \forall s \in (0, 1] \)

\[
|\partial_s \ln p(s, \theta, z)| \leq \frac{C_0}{s^2},
\]

see e.g. [14, 22] where bounds of the type \( |\nabla \theta \ln p(s, \theta, z)| \leq \frac{C_0}{s} \) and \( |\nabla^2 \theta \ln p(s, \theta, z)| \leq \frac{C_0}{s^2} \) are given. Here we use

\[
|\partial_s \ln p(s, \theta, z)| = \frac{1}{2} \left( \frac{\partial_{\theta} p(s, \theta, z)}{p(s, \theta, z)} \right) \leq \frac{\dim M}{2} \left( |\nabla \theta \ln p(s, \theta, z)| + |\nabla^2 \theta \ln p(s, \theta, z)| \right).
\]
So (4.19) and (4.20) yield
\[
|\partial_t \ln(\mu_{\beta_t, s_t}(\theta))| \leq D^p \left( \frac{4\beta'_t}{s_t} + \frac{C_0\beta_t|s'_t|}{s_t^2} \right). \tag{4.21}
\]
which implies
\[
|\partial_t \ln(\mu_{\beta_t, s_t}(\theta))| \leq C \left( \frac{\beta'_t}{s_t^2} + \frac{\beta_t|s'_t|}{s_t^2} \right). \tag{4.22}
\]
with
\[
C = D^p(4 + C_0). \tag{4.23}
\]
Evaluating with (4.13) and integrating on $M$ we get
\[
\left| - \int_M \partial_t \ln(\mu_{\beta_t, s_t}(\theta)) m_t(\theta) \, d\theta \right| \leq \frac{C}{(1 + t)k} (1 + \ln(1 + t)). \tag{4.24}
\]
Now we split the second term in the right of (4.18) into
\[
\int_M L_t \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta \, dy
= \int_M L_t^0 \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) \right] m_t(\theta) \, d\theta + \int_M R_t(\theta, y) \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta \, dy. \tag{4.25}
\]
We have as for (3.20)
\[
\int_M L_t^0 \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) \right] m_t(\theta) \, d\theta = -2 \int_M \left\| \text{grad}_\theta \sqrt{\frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)}} \right\|_{\mu_{\beta_t, s_t}(\theta)}^2 \mu_{\beta_t, s_t}(\theta) \, d\theta 
\leq -2c_2(\beta_t \vee 1)^{-p} \exp(-c(U_{2s_t})\beta_t) J_t \tag{4.26}
\]
for some $c_2 > 0$ and integer $p > 0$ by logarithmic Sobolev inequality [20].

The computation for the second term is similar to the one after (3.20) and we get
\[
\int_M R_t(\theta, y) \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta \, dy = 2\beta_t \int_M \sqrt{\frac{\mu_{\beta_t, s_t}(\theta)}{m_t(\theta)}} \left\langle \text{grad}_\theta \sqrt{\frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)}}, R_t(\theta) \right\rangle m_t(\theta) \, d\theta
\]
with
\[
R_t(\theta) = -\int_M \text{grad}_\theta \kappa_{s_t}(\cdot, y)(m_t(y|\theta) - \nu_{s_t}(y)) \, dy,
\]
and again
\[
\int_M R_t(\theta, y) \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) \right] m_t(\theta) \, d\theta
\leq \beta_t^2 \int_M \|R_t(\theta)\|^2 m_t(\theta) \, d\theta + \int_M \left\| \text{grad}_\theta \sqrt{\frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)}} \right\|_{\mu_{\beta_t, s_t}(\theta)}^2 \mu_{\beta_t, s_t}(\theta) \, d\theta.
\]
Summing with (4.26) we get
\[
\int_{M \times M} L_t \left[ \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t, s_t}(\theta)} \right) \right] m_t(\theta, y) \, d\theta \, dy
\leq \beta_t^2 \int_M \|R_t(\theta)\|^2 m_t(\theta) \, d\theta - c_2(\beta_t \vee 1)^{-p} \exp(-c(U_{2s_t})\beta_t) J_t. \tag{4.27}
\]
Here again
\[
\int_M \| R_t(\theta) \|^2 m_t(\theta) \, d\theta \leq 32K^2 I_t
\]
where \( I_t \) is defined in (4.17). At this stage we proved (4.16).

**Step 2.** Let us establish
\[
\frac{dI_t}{dt} \leq \frac{C_0}{(1 + t)} + K \frac{t}{t^2} (\ln(1 + t) \vee k) (\ln(1 + t))^3 - \frac{dJ_t}{dt} - (1 + t) I_t
\]
for some \( K' \) defined below.

As before
\[
\frac{dI_t}{dt} = - \int_{M \times M} \partial_t \ln(\nu_{s_t}(y)) m_t(\theta, y) \, d\theta dy + \int_{M \times M} L_t \left[ \ln \left( \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \right) \right] m_t(\theta, y) \, d\theta dy
\]
and
\[
\left| \int_{M \times M} \partial_t \ln(\nu_{s_t}(y)) m_t(\theta, y) \, d\theta dy \right| = \left| \int_{M \times M} \partial_t \left( \int_M \left( p(s_t, y, z) \nu(\nu) \right) \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \, d\nu \right) \right| \]
\[
\leq \int_{M \times M} \left| \partial_t \ln p(s_t, y, z) \right| p(s_t, y, z) \nu(\nu) \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \, d\theta dy \]
\[
\leq \frac{|s'|}{s^2} C_0 \int_{M \times M} \left| \partial_t \ln p(s_t, y, z) \right| p(s_t, y, z) \nu(\nu) \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \, d\theta dy \]
\[
= \frac{|s'|}{s^2} C_0 \int_{M \times M} \nu_{s_t}(y) m_t(\theta, y) \, d\theta dy = \frac{|s'|}{s^2} = \frac{C_0}{1 + t}
\]

where we used (4.20) for the last inequality. Now
\[
\int_{M \times M} L_t \left[ \ln \left( \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \right) \right] m_t(\theta, y) \, d\theta dy = \int_{M \times M} (L_{2,t} + L_{1,t}) \left[ \ln \left( \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \right) \right] m_t(\theta, y) \, d\theta dy.
\]

We begin with the first term:
\[
\int_{M \times M} L_{2,t} \left[ \ln \left( \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \right) \right] m_t(\theta, y) \, d\theta dy = \gamma_t^{-1} \int_{M \times M} \ln \left( \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \right) (\nu_{s_t}(y) - m_t(y|\theta)) m_t(\theta) \, d\theta
\]
and estimate it as for (3.27):
\[
\int_{M \times M} L_{2,t} \left[ \ln \left( \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \right) \right] m_t(\theta, y) \, d\theta dy \leq -\gamma_t^{-1} I_t.
\]

For the second term in the right of (4.29) we need to introduce the density \( f_t(y) \) of \( Y_t^s \). Since
\[
\ln \left( \frac{m_t(y|\theta)}{\nu_{s_t}(y)} \right) = \ln \left( \frac{m_t(y|\theta)}{m_t(\theta)} \right) + \ln \left( \frac{f_t(y)}{\nu_{s_t}(y)} \right)
\]
and the last term does not depend on \( \theta \), it rewrites as
\[
\int_{M \times M} L_{1,t} \left[ \ln \left( \frac{m_t(y|\theta)}{m_t(\theta)} \right) \right] m_t(\theta, y) \, d\theta dy = \int_{M \times M} L_{1,t} \left[ \ln(m_t(y|\theta)) - \ln(m_t(\theta)) \right] m_t(\theta, y) \, d\theta dy.
\]
Similarly to (3.29)
\[
\int_{M \times M} L_{1,t} \ln (m_t(\theta | y)) m_t(\theta, y) \, d\theta dy
= \frac{1}{2} \int_{M \times M} \Delta \ln (m_t(\theta | y)) m_t(\theta, y) \, d\theta dy - \beta_t \int_{M \times M} \langle \text{grad}_\theta \ln m_t(\cdot | y), \text{grad}_\theta \kappa_s(\cdot, y) \rangle m_t(\theta, y) \, d\theta dy
\]
\[
= -2 \int_{M \times M} \left\| \text{grad}_\theta \sqrt{m_t(\theta | y)} \right\|^2 \, d\theta f_t(y) dy
- \beta_t \int_{M \times M} \langle \text{grad}_\theta m_t(\cdot | y), \text{grad}_\theta \kappa_s(\cdot, y) \rangle f_t(y) \, d\theta dy.
\] (4.34)

For the absolute value of the last term:
\[
\left| -\beta_t \int_{M \times M} \langle \text{grad}_\theta m_t(\cdot | y), \text{grad}_\theta \kappa(\cdot, y) \rangle f_t(y) \, d\theta dy \right|
\leq \frac{1}{2} \beta^2 K^2 + 2 \int_{M \times M} \left\| \text{grad}_\theta \sqrt{m_t(\theta | y)} \right\|^2 f_t(y) \, d\theta dy.
\] (4.35)

We get as in (3.32)
\[
\int_{M \times M} L_{1,t} \ln (m_t(\theta | y)) m_t(\theta, y) \, d\theta dy \leq \frac{1}{2} \beta^2 K^2
\] (4.36)

Then we bound the last term in (4.33):
\[
-L_{1,t} \ln (m_t(\theta)) = -L_{1,t} \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t s_t}(\theta)} \right) - L_{1,t} \ln (\mu_{\beta_t s_t}(\theta)).
\] (4.37)

We already know by (4.18) and (4.24) that
\[
- \int_{M \times M} L_{1,t} \ln \left( \frac{m_t(\theta)}{\mu_{\beta_t s_t}(\theta)} \right) m_t(\theta, y) \, d\theta dy \leq - \frac{d J_t}{d t} + \frac{C}{(1 + t)k} (1 + \ln(1 + t)).
\] (4.38)

For the second term we have
\[
L_{1,t} \ln (\mu_{\beta_t s_t}(\theta)) = -2 \beta_t L_{1,t} U_{2s_t}(\theta)
= -\beta_t \Delta U_{2s_t}(\theta) + 2 \beta^2 \langle dU_{2s_t}, \text{grad}_\theta \kappa_{s_t}(\cdot, y) \rangle
\leq K' (\beta_t \vee 1) \beta_t s_t^{-2}
\] (4.39)

for some $K' > 0$, where we used
\[
\Delta U_{2s} = \int_M (\Delta_\theta \ln p(2s, \theta, y) + \| \text{grad}_\theta \ln p(2s, \theta, y) \|^2) \, p(2s, \theta, y) \rho^p(y, z) \, \nu(dz)
\]
and standard bounds for the first and second derivatives of the heat kernel ([14] and [22] and the explanation after (4.20)).

Finally we obtain (4.28). This together with (4.16) yields:
\[
\frac{d J_t}{d t} \leq \frac{C}{(1 + t)k} (1 + \ln(1 + t)) - c_2 (\beta_t \vee 1)^{-p} \exp (-c(U_{2s_t}) \beta_t) J_t + 2 \beta^2 32 K^2 I_t
\] (4.40)

which rewrites as
\[
\frac{d I_t}{d t} \leq k_1 (\ln(1 + t))^4 - \frac{d J_t}{d t} - (1 + t) I_t
\] (4.41)
and
\[
\frac{dJ_t}{dt} \leq c_1 \left( \frac{\ln(1 + t)}{1 + t} + (\ln(1 + t))^2 I_t \right) - c_2 (\ln(1 + t))^{-p(1 + t)^{-\frac{\epsilon(U_{2s_t})}{k}}} J_t
\]  
(4.42)
for some constants \( c_1, k_1 > 0 \), as soon as \( t \geq 2 \).

**Step 3.** Let us finally prove that
\[
\lim_{t \to \infty} J_t = 0.
\]  
(4.43)
We can use a similar computation to the end of the proof of theorem 1 in [21] to obtain it under assumptions (4.13) and (3.3). However we will do the calculation for completeness, and because there are some small differences. Recall \( U_s \to U \) uniformly as \( s \to 0 \). Moreover \( 2s_t \to 0 \) as \( t \to \infty \), so we get
\[
\limsup_{t \to \infty} c(U_{2s_t}) \leq c(U).
\]
As a consequence, for \( t \) sufficiently large we have
\[
\frac{c(U_{2s})}{k} \leq 1 - \epsilon
\]  
(4.44)
for some \( \epsilon > 0 \). Let
\[
\ell_t = \frac{c_1 (\ln(1 + t))^2}{1 + t + c_1 (\ln(1 + t))^2 - c_2 (\ln(1 + t))^{-p(1 + t)^-(1-\epsilon)}}
\]  
(4.45)
where \( \epsilon > 0 \) is defined in (4.44). It is easily checked that for \( t \) sufficiently large \( \ell_t \) is positive and decreasing, and that it converges to 0 as \( t \to \infty \). Define
\[
K_t = J_t + \ell_t I_t.
\]  
(4.46)
We will prove that \( K_t \to 0 \) as \( t \to \infty \) and from this we will get (4.43). For \( t \) sufficiently large,
\[
\frac{dK_t}{dt} \leq \frac{dJ_t}{dt} + \ell_t \frac{dI_t}{dt}
\]  
(4.47)
and this yields with (4.41) and (4.42)
\[
\frac{dK_t}{dt} \leq (1 - \ell_t) c_1 \frac{\ln(1 + t)}{1 + t} + c_1 (\ln(1 + t))^2 I_t
\]
\[
- \ell_t c_1 (\ln(1 + t))^2 I_t - (1 - \ell_t) c_2 (\ln(1 + t))^{-p(1 + t)^{-\frac{\epsilon(U_{2s})}{k}}} J_t
\]
\[
+ \ell_t k_1 (\ln(1 + t))^4 - (1 + t) \ell_t I_t.
\]
Replacing \( c_1 (\ln(1 + t))^2 \) at the end of the first line by
\[
\ell_t \left( 1 + t + c_1 (\ln(1 + t))^2 - c_2 (\ln(1 + t))^{-p(1 + t)^{-(1-\epsilon)}} \right)
\]
by the help of (4.45) we obtain
\[
\frac{dK_t}{dt} \leq c_1 \frac{\ln(1 + t)}{1 + t} - c_2 \ell_t (\ln(1 + t))^{-p(1 + t)^{-\frac{\epsilon(U_{2s})}{k}}} I_t
\]
\[
- (1 - \ell_t) c_2 (\ln(1 + t))^{-p(1 + t)^{-\frac{\epsilon(U_{2s})}{k}}} J_t + \ell_t k_1 (\ln(1 + t))^4
\]
and this yields using \(-(1 + t)^{-\frac{\epsilon(U_{2s})}{k}} \leq -(1 + t)^{-(1-\epsilon)}:\)
\[
\frac{dK_t}{dt} \leq A_t - B_t K_t
\]  
(4.48)
with
\[ A_t = c_1 \frac{\ln(1 + t)}{1 + t} + \ell_t k_1 \ln(1 + t)^4 \] (4.49)
and
\[ B_t = (1 - \ell_t) c_2 (\ln(1 + t))^{-p} (1 + t)^{-(-1 - \epsilon)}. \] (4.50)

A sufficient condition for \( K_t \) to converge to 0 as \( t \to \infty \) is
\[ \int_{-\infty}^{\infty} B_t \, dt = +\infty \] (4.51)
and
\[ \lim_{t \to \infty} \frac{A_t}{B_t} = 0. \] (4.52)

Condition (4.51) clearly is realized. As for condition (4.52) we easily see that
\[ \frac{c_1 \ln(1 + t)}{(1 - \ell_t) c_2 (\ln(1 + t))^{-p} (1 + t)^{-(-1 - \epsilon)}} \to 0 \]
and also
\[ \frac{\ell_t k_1 (\ln(1 + t))^4}{(1 - \ell_t) c_2 (\ln(1 + t))^{-p} (1 + t)^{-(-1 - \epsilon)}} \to 0 \]
from the fact that
\[ \ell_t \leq \frac{c (\ln(1 + t))^2}{1 + t} \]
for some \( c > 0. \)

\[ \square \]
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