Quantum simulation of the two-dimensional Weyl equation in a magnetic field
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Quantum simulation of 1D relativistic quantum mechanics has been achieved in well-controlled systems like trapped ions, but properties like spin dynamics and response to external magnetic fields that appear only in higher dimensions remain unexplored. Here we simulate the dynamics of a 2D Weyl particle. We show the linear dispersion relation of the free particle and the discrete Landau levels in a magnetic field, and we explicitly measure the spatial and spin dynamics from which the conservation of helicity and properties of anti-particles can be verified. Our work extends the application of an ion trap quantum simulator in particle physics with the additional spatial and spin degrees of freedom.

Relativistic quantum mechanics [1, 2] combines two most important theories of modern physics: special relativity and quantum mechanics. It possesses negative-energy solutions which naturally lead to the prediction of antimatter, and it also explains the half-integer value of spins and their magnetic moments. Weyl equation [3] is one of the simplest relativistic quantum mechanical equations. Its solution, a Weyl fermion, is a spin-1/2 particle with zero mass and a featured linear dispersion relation, and can be derived from the famous Dirac equation [1, 2] in the massless limit. As one of the fundamental particles allowed by relativistic quantum mechanics [1, 2], the Weyl fermion was long believed to describe neutrinos, which are however extremely difficult to detect and are now known to have nonzero masses [4, 5]. This leaves many properties of the Weyl particles only to be analyzed theoretically, or through the idea of quantum simulation [6, 7] using other well-controlled quantum systems. Indeed, quantum simulation of relativistic quantum mechanical systems has been proposed [8–13] and performed [14–17] in various physical systems like trapped ions [18–20].

To date, Weyl fermions have been realized in photonic crystals [21] and in condensed matter systems [22, 23], but in these systems only the spectral or the transport properties can be measured [24], while direct study of the Weyl particle dynamics is still lacking. On the other hand, massive Dirac particles have been simulated in ion trap [14, 15], which can reduce to the massless Weyl particles by tuning the experimental parameters. Nevertheless, to minimize the required degrees of freedom to be controlled, the experiments so far are restricted to dynamics in 1D, where interactions with external magnetic fields and evolution of spin states become trivial. In this work, we report the quantum simulation of a 2D Weyl fermion, which allows us to explore much richer spatial and spin dynamics.

Let us start from the 3D Dirac equation for a charged particle in a magnetic field [1] (we have chosen the natural units by setting \( \hbar = 1 \) and \( c = 1 \) for simplicity)

\[
\frac{i}{\hbar} \frac{\partial \psi}{\partial t} = \hat{H} \psi = [\alpha \cdot (\hat{p} - e\hat{A}) + m\hat{\beta}]\psi, \tag{1}
\]

where \( m \) is the mass of the particle, \( e \) the electric charge, \( \hat{A} \) the vector potential of the magnetic field, and \( \hat{p} \) the momentum operator. \( \alpha_j \) \( (j = x,y,z) \) and \( \beta \) are Dirac matrices satisfying \( \{\alpha_i, \alpha_j\} = 2i\delta_{ij}, \beta^2 = \hat{I} \) and \( \{\alpha_j, \beta\} = 0 \). In 3D space, we thus need four matrices anti-commuting with each other, and therefore the Dirac matrices, as well as the Dirac spinor \( \psi \), need to have a dimension of at least four [1].

Now if we go to the massless limit \( m \to 0 \), the matrix \( \beta \) is removed and hence we only require three anti-commuting matrices. In this situation we can simply set \( \alpha_j = \hat{\sigma}_j \) \( (j = x,y,z) \) where \( \hat{\sigma}_j \)'s are the Pauli operators. This gives us the 3D Weyl equation [1] in a magnetic field.
We can further define a spin operator $\hat{S} = \hat{\sigma}/2$ such that the total angular momentum $\hat{J} = \hat{L} + \hat{S}$ is conserved ($[\hat{J}, \hat{H}] = 0$) when the magnetic field is zero ($\hat{A} = 0$), where $\hat{L}_i = \epsilon_{ijk} \hat{x}_j \hat{p}_k$ is the orbital angular momentum and $\epsilon_{ijk}$ the Levi-Civita symbol [1].

Finally, for a minimal model to demonstrate nontrivial spatial and spin dynamics in a magnetic field, we consider a uniform field along the $z$ axis such that $A_y = B \hat{x}$ and $A_z = A_x = 0$. The momentum in the $z$ direction is conserved so that we can restrict to the 2D case, which gives us the Hamiltonian to be simulated

$$\hat{H} = \hat{\sigma}_x \hat{p}_x + \hat{\sigma}_y (\hat{p}_y - eB \hat{x}).$$ (2)

Our experimental scheme is sketched in Fig. 1. A pair of counter-propagating 355 nm laser beams is shined on a trapped $^{171}$Yb$^+$ ion to create a spin-dependent force [25, 26]. The Raman laser has an angle of 45° to both the $x$ and $y$ directions with trap frequencies $\omega_x = 2\pi \times 2.35$ MHz and $\omega_y = 2\pi \times 1.98$ MHz. By tuning the Raman laser resonant to the red (blue) sideband of the mode $j$ ($j = x, y$), we get the Hamiltonian $\hat{H}_j^{(\pm)}(\Omega, \phi) = \Omega [\hat{\sigma}_\pm (\pm) \hat{a}_j^\dagger e^{i\phi} + h.c.]/2$ where $\hat{\sigma}_+(\pm)$ is the raising (lowering) operator of the qubit, $\hat{a}_j(\hat{a}_j^\dagger)$ the annihilation (creation) operator of the corresponding mode, $\Omega$ the sideband Rabi frequency, and $\phi$ controlled by the phase of the Raman laser. Now we apply four frequency components, driving both sidebands of the two oscillation modes simultaneously as $\hat{H} = \hat{H}_x^{(1-r)}(\Omega, \pi/2) + \hat{H}_y^{(1+r)}(\Omega, \pi/2) + \hat{H}_x^{(r)}(\Omega, \pi)$,
\[
\hat{H}_y^0(\Omega, 0) = (\Omega/\sqrt{2})[\hat{\sigma}_x \hat{p}_y + \hat{\sigma}_y (\hat{p}_y - r \hat{\epsilon})]
\]
where we define \( \hat{\epsilon} = (\hat{\alpha}_x + \hat{\alpha}_y)/\sqrt{2} \) and \( \hat{p}_y = i(\hat{\alpha}_y - \hat{\alpha}_x)/\sqrt{2} \) similarly for the \( y \) mode. This gives us the desired Hamiltonian with \( r = eB \).

A characteristic property of the Weyl fermion is its linear dispersion relation in free space. With the above spin-dependent force, we can initialize the phonon states into \( |\psi_m\rangle = |\alpha_x = ip_x/\sqrt{2}| \langle \alpha_y = ip_y/\sqrt{2} | \) with expectation values of the momentum as \( \langle \hat{p}_x \rangle = p_x \) and \( \langle \hat{p}_y \rangle = p_y \). Without squeezing, such a coherent state has a continuous distribution of the momentum, hence we also expect a continuous distribution of the energy of the Weyl particle and will focus on its expectation value. Note that, for a momentum on the \( x-y \) plane with an angle \( \tan \theta = p_y/p_x \), we have the positive-energy and negative-energy states when the spin is parallel or anti-parallel to it, namely the two eigenstates of \( \hat{\sigma}_z \equiv \hat{\sigma}_x \cos \theta + \hat{\sigma}_y \sin \theta \).

Now if we initialize the momentum state \( |\psi_m\rangle \) with spin \( | + z \rangle \), evolve the system under the free Weyl fermion Hamiltonian, and measure the early-time dynamics for a spin perpendicular to \( \hat{\sigma}_z \) as \( \hat{\sigma}_y \cdot \hat{\sigma}_x \equiv -\hat{\sigma}_x \sin \theta + \hat{\sigma}_y \cos \theta \), we get \( \langle \hat{\sigma}_y(t) \rangle \approx -t \langle [\hat{\sigma}_y |\psi_m\rangle |\hat{H}| |\psi_m\rangle \rangle \) from Supplementary Materials [27]). For example, in Fig. 2(a) we plot the spin dynamics \( \langle \sigma_y(t) \rangle \) from the initial state \( | + z \rangle |\alpha_x = ip_x/\sqrt{2}| \langle \alpha_y = ip_y/\sqrt{2} | \) under various values of \( p \), from which we extract a linear dispersion relation \( E(p) \propto p \) as shown in Fig. 2(b).

With the existence of a magnetic field, the continuous spectrum collapses into discrete Landau levels [29]. For the massless Weyl particle, these energy levels have a unique scaling \( E_{\text{Weyl}}^\text{NR} = \sqrt{2} eB \) compared with the Dirac particle \( E_{\text{Dirac}}^\text{NR} = \sqrt{m^2 + 2 eB} \) [30] which in the nonrelativistic limit gives us the well-known result of \( E_{\text{NR}}^\text{NR} = eB/m \) [29]. In Fig. 2(c), we plot the spin dynamics \( \langle \sigma_z(t) \rangle \) in a magnetic field \( eB = 1 \), which is oscillating at the frequency difference between different energy levels. Through a Fourier transform, we can identify discrete peaks in the spectrum as shown in Fig. 2(d). Theoretically, these peaks locate at \( 2E_{\text{NR}} \) (inset, see Supplementary Materials [27]) where the factor of 2 comes from the positive and negative energy states. In this experiment, the evolution time up to 600 \( \mu s \) (which should be much shorter than the decoherence time of the motional states) restricts our frequency resolution so that high energy levels cannot be distinguished, but the first three peaks at \( n = 0, 1, 2 \) already show good agreement.
with the predicted $\sqrt{n}$ scaling.

Next we examine the spatial and spin dynamics of a Weyl particle in the magnetic field. As we can see from Fig. 3(a)-(d), in general, the components of the spin or the momentum are not conserved (except for $p_y$ in the inset which is related to our gauge choice). However, as shown in Fig. 3(e) and (f), the directions of the spin $S$ and the kinetic momentum $\pi \equiv p - eA$ stay roughly the same during the evolution. This is known as the conservation of helicity $\hbar \equiv \hat{\sigma} \cdot \hat{\pi} / |\hat{\pi}|$ [1] in a magnetic field where $|\hat{\pi}|$ represents the magnitude of the kinetic momentum. Strictly speaking, this conservation is proved for the scattering problem where the incoming and the outgoing particles do not feel the magnetic field [31], and from the theoretical curves we do observe small fluctuation between the orientations of these two vectors even under the ideal evolution. On the other hand, what we simulate here is more like the Larmor precession of a spin in a uniform magnetic field. By showing the spin precession speed to be matched by the spatial rotation rate $\omega = eB/m$ of the particle, this naturally explains the Lande $g$-factor of 2 for the spin-1/2 particles, which had to be added into the theory by hand before the relativistic quantum mechanics [1].

Following the same method, we can measure the spatial dynamics of a Weyl fermion with different initial spin states and we plot the 2D trajectories in Fig. 4. For an initial state $|+x\rangle |\alpha_x = i\rangle |\alpha_y = 0\rangle$ (red), namely a helicity of +1, the trajectory starts to the right and goes clockwise. On the other hand, for an initial state $|-x\rangle |\alpha_x = i\rangle |\alpha_y = 0\rangle$ (blue) with a helicity of −1, the trajectory points to the opposite direction and goes counter-clockwise. This is because the two situations correspond to a particle and its antiparticle, respectively, with opposite masses and charges. By initializing them with the same momentum, we thus get opposite initial velocities, and they bend into different directions due to the different signs in their charges.

To sum up, we have simulated a 2D Weyl particle with characteristic spectral properties using a single trapped ion and two of its spatial oscillation modes. Different from a neutrino, the simulated particle has a nonzero charge and demonstrates nontrivial spatial and spin dynamics in a magnetic field. Therefore our scheme provides a direct approach to study the dynamics of a class of elementary particles allowed by relativistic quantum mechanics but have not been discovered in nature. Theoretically, there will also be 2D Zitterbewegung on the trajectories (solid curves in Fig. 4), whose amplitudes are however comparable to the error bars in our measurement results and therefore require future efforts to improve the experimental precision. By further setting the trap frequencies in the three spatial directions to be comparable and by pointing the Raman laser to be at a nonzero angle to all these axes, we can generalize this scheme to a 3D Weyl particle with even richer dynamics. Besides, our scheme of using spatial oscillation modes in higher dimensions can also be generalized to multi-ion cases such as the quantum simulation of the spin model [32] and the spin-phonon coupled system [33]. Our work thus demonstrates the trapped ion system as a powerful quantum simulator, and significantly extends its application in particle physics by providing more spatial and spin degrees of freedom beyond 1D.
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I. EXPERIMENTAL SETUP

We trap a single $^{171}$Yb$^+$ ion in a linear Paul trap, whose two hyperfine states in the ground-state manifold $^2S_{1/2}$ are chosen as the qubit states $|−z\rangle ≡ |F = 0, m_F = 0\rangle$ and $|+z\rangle ≡ |F = 1, m_F = 0\rangle$. We use 370 nm laser with suitable detuning and polarization for Doppler cooling, optical pumping and qubit state detection. We use counter-propagating 355 nm pulsed-laser beams to generate spin-dependent forces through Raman transitions resonant to the blue and red sidebands of the oscillation modes, and we also use these Raman beams for sideband cooling to the phonon numbers of $\bar{n}_x < 0.05$ and $\bar{n}_y < 0.1$. Two acousto-optic modulators (AOMs) are used to fine-tune the frequency and the amplitude of each frequency components. More details about the daily operations of the trapped ion can be found in our previous work [1].

II. QUADRATURE MEASUREMENTS

We follow the method of Ref. [2] to measure the expectation values of different quadratures of the $x$ and $y$ modes. For example, to measure $\langle \hat{\sigma}_x \rangle$, first we prepare the desired state to be measured under the evolution of the Weyl particle Hamiltonian. Then we reset the qubit state to $|−z\rangle$ using a 3 $\mu$s 370 nm optical pumping pulse with a negligible effect on the motional state [2], and further rotate it to $|+x\rangle$. Next we apply a probe Hamiltonian $\hat{H}_p = (\Omega_p/\sqrt{2})\sigma_y \hat{x}$, with a sideband Rabi frequency $\Omega_p$. Observe that $e^{-i\hat{H}_p \tau} \hat{\sigma}_z e^{i\hat{H}_p \tau} = \cos(\sqrt{2} \Omega_p \tau \hat{x}) \hat{\sigma}_z + \sin(\sqrt{2} \Omega_p \tau \hat{x}) \hat{\sigma}_x$. Therefore, by measuring $\langle \hat{\sigma}_z(\tau) \rangle$ for various duration $\tau$, we can extract $\langle \hat{x} \rangle$ from the slope in the short $\tau$ limit. To get more accurate results, we fit the early-time curve by a third-order polynomial and then get the slope at $\tau = 0$ as the first-order coefficient. By switching the phase of the laser, we can similarly measure $\langle \hat{p}_x \rangle$, and by driving the sidebands of the $y$ mode, the quadratures $\hat{y}$ and $\hat{p}_y$ can be obtained.

In the experiment, we set $\Omega_p = \Omega$, that is, the probe has the same sideband Rabi rate as the simulated Weyl Hamiltonian. When making this measurement, the Weyl Hamiltonian is turned off after the desired evolution time. Specifically, in Figs. 2(a), 2(b) of the main text for the free Weyl fermion, we set $\Omega = 2\pi \times 4.75$ kHz. In Figs. 2(c), 2(d) and in Fig. 3 for dynamics in a magnetic field, we use $\Omega = 2\pi \times 4.2$ kHz. Then in Fig. 4, $\Omega = 2\pi \times 5.0$ kHz is used. The small difference in the Rabi frequency is due to the available laser power which is shared with the other setups. Nevertheless, so long as the Rabi frequency stays constant in each experiment, it will not affect the experimental result and we can always rescale $\Omega$ by a corresponding change in the unit of evolution time.

III. MEASURING AVERAGE ENERGY OF A FREE WEYL PARTICLE

For a two-mode coherent state $|\psi_m\rangle = |\alpha_x = ip_x/\sqrt{2}|\alpha_y = ip_y/\sqrt{2}\rangle$ on the $x$-$y$ plane with an angle $\tan \theta = p_y/p_x$, we define $\sigma_\theta = \hat{\sigma}_x \cos \theta + \hat{\sigma}_y \sin \theta$ and $\sigma_\theta^\dagger = -\hat{\sigma}_x \sin \theta + \hat{\sigma}_y \cos \theta$. As mentioned in the main text, we initialize the spin state in $|+z\rangle$ and the momentum state in $|\psi_m\rangle$, turn on the free Weyl fermion Hamiltonian for time $t$, and measure the early-time dynamics for $\hat{\sigma}_\theta$. With the freedom of phases in the basis states, we can set $|+z\rangle = (|+\sigma_\theta\rangle + |-\sigma_\theta\rangle)/\sqrt{2}$.
and $\hat{\sigma}_\theta^z |\pm \sigma_\theta\rangle = \mp i |\pm \sigma_\theta\rangle$. Then we get

$$
\langle \hat{\sigma}_\theta^z (t) \rangle = \langle (+z | \langle \psi_m | e^{i \hat{H} t} \hat{\sigma}_\theta^z e^{-i \hat{H} t} | + z \rangle | \psi_m \rangle \rangle 
= (|+ z \rangle \langle + z | \langle \psi_m | \hat{H} \hat{\sigma}_\theta^z e^{-i \hat{H} t} \hat{\sigma}_\theta^z e^{-i \hat{H} t} | + z \rangle | \psi_m \rangle)
= -t (E_+ - E_-)
= -2E(p)t.
$$

(S1)

Therefore we can get the expectation value of the energy from the slope of the early-time $\langle \hat{\sigma}_\theta^z (t) \rangle$.

**IV. DISCRETE LANDAU LEVELS BY FOURIER TRANSFORM**

Here we give the Landau levels of a Weyl particle in a magnetic field and describe how they can be measured from the Fourier transform of the spin dynamics. Let us start from Eq. (2) of the main text

$$
\hat{H} = \hat{\sigma}_x \hat{p}_x + \hat{\sigma}_y (\hat{p}_y - eB \hat{x}).
$$

(S2)

First we make a displacement along the $x$ direction by an amount of $\hat{p}_y/eB$ through the transform $\hat{U} = e^{i \hat{p}_y \hat{p}_y/eB}$ and get

$$
\hat{U} \hat{H} \hat{U}^\dagger = \hat{\sigma}_x \hat{p}_x - eB \hat{\sigma}_y \hat{x}.
$$

(S3)

Next, we define $\hat{x} = (\hat{a} + \hat{a}^\dagger)/\sqrt{2eB}$ and $\hat{p}_x = i \sqrt{eB/2} (\hat{a}^\dagger - \hat{a})$, which satisfy the commutation relation $[\hat{x}, \hat{p}_x] = i$. The Hamiltonian now becomes

$$
\hat{U} \hat{H} \hat{U}^\dagger = \sqrt{\frac{eB}{2}} [i \hat{\sigma}_x (\hat{a}^\dagger - \hat{a}) - \hat{\sigma}_y (\hat{a} + \hat{a}^\dagger)] = \sqrt{2eB}(i \hat{\sigma}_+ \hat{a}^\dagger - i \hat{\sigma}_- \hat{a}).
$$

(S4)

Note that the above transformations only influence the phonon states, while the spin state is untouched. Therefore it produces the same spin dynamics as the original Hamiltonian, as well as the same energy spectrum. The transformed Hamiltonian is just a blue sideband coupling with the well-known eigenstates $|E_0\rangle \equiv |+ z\rangle |0\rangle$ and $|E_{n+1}\rangle \equiv (|+ n\rangle \pm |+ z\rangle |n + 1\rangle)/\sqrt{2}$ with energies $E_n^\pm = \pm \sqrt{2neB}$ ($n = 0, 1, 2, \cdots$). Now we can expand an arbitrary quantum state into the eigenstates as

$$
|\psi\rangle = c_0 |E_0\rangle + \sum_{n=1}^{\infty} \left( c_{n,+} |E_n^+\rangle + c_{n,-} |E_n^-\rangle \right),
$$

(S5)

and its time evolution is given by

$$
e^{-i \hat{H} t} |\psi\rangle = c_0 |E_0\rangle + \sum_{n=1}^{\infty} \left( c_{n,+} e^{-iE_n^+ t} |E_n^+\rangle + c_{n,-} e^{-iE_n^- t} |E_n^-\rangle \right).
$$

(S6)

Note that $\hat{\sigma}_z |E_n^\pm\rangle = - |E_n^\mp\rangle$ ($n \geq 1$) and $\hat{\sigma}_z |E_0\rangle = |E_0\rangle$, we thus have

$$
\langle \psi | e^{i \hat{H} t} \hat{\sigma}_z e^{-i \hat{H} t} |\psi\rangle = |c_0|^2 - \sum_{n=1}^{\infty} \left[ c_{n,+} c_{n,-} e^{i(E_n^+ - E_n^-) t} + c.c. \right].
$$

(S7)

Therefore the spin dynamics $\langle \hat{\sigma}_z (t) \rangle$ has frequency components $E_n^+ - E_n^- = 2\sqrt{2neB}$.

**V. NUMERICAL SIMULATIONS**

We use Qutip [3] to carry out the numerical simulations. In this experiment, motional dephasing is the dominant error source and is modelled by a Lindblad term $L[\sqrt{2/\tau_d}] \hat{a} \hat{\rho} \hat{a}^\dagger \hat{\rho} \equiv (2/\tau_d) (\hat{a}^\dagger \hat{\rho} \hat{a}^\dagger \hat{\rho} - \hat{a}^\dagger \hat{a} \hat{\rho} / 2 - \hat{\rho} \hat{a} \hat{a}^\dagger / 2)$, where
\( \tau_d \) is the dephasing time. We adopt empirical values of \( \tau_d = 4 \text{ ms} \) (3.5 ms) for the \( x \) (\( y \)) modes, respectively. In all the figures in the main text apart from Fig. 2(d) (inset) and Fig. 3(e), the theoretical curves are computed under the pre-calibrated parameters and the above motional dephasing time. The purpose of the theoretical curves in Fig. 2(d) (inset) and Fig. 3(e) is to demonstrate the ideal situation, and therefore for these curves the motional dephasing term is not added.
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