Strategies to minimize heterogeneity and optimize clinical trials in Acute Respiratory Distress Syndrome (ARDS): Insights from mathematical modelling
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Summary

Background Mathematical modelling may aid in understanding the complex interactions between injury and immune response in critical illness.

Methods We utilize a system biology model of COVID-19 to analyze the effect of altering baseline patient characteristics on the outcome of immunomodulatory therapies. We create example parameter sets meant to mimic diverse patient types. For each patient type, we define the optimal treatment, identify biologic programs responsible for clinical responses, and predict biomarkers of those programs.

Findings Model states representing older and hyperinflamed patients respond better to immunomodulation than those representing obese and diabetic patients. The disparate clinical responses are driven by distinct biologic programs. Optimal treatment initiation time is determined by neutrophil recruitment, systemic cytokine expression, systemic microthrombosis and the renin-angiotensin system (RAS) in older patients, and by RAS, systemic microthrombosis and trans IL6 signalling for hyperinflamed patients. For older and hyperinflamed patients, IL6 modulating therapy is predicted to be optimal when initiated very early (<4th day of infection) and broad immunosuppression therapy (corticosteroids) is predicted to be optimally initiated later in the disease (7th – 9th day of infection). We show that markers of biologic programs identified by the model correspond to clinically identified markers of disease severity.

Interpretation We demonstrate that modelling of COVID-19 pathobiology can suggest biomarkers that predict optimal response to a given immunomodulatory treatment. Mathematical modelling thus constitutes a novel adjunct to predictive enrichment and may aid in the reduction of heterogeneity in critical care trials.
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Research in context

Evidence before this study

Acute critical care syndromes are highly dynamic and multifactorial. Clinical trials in critical care may lump together patients at different stages of disease or with qualitatively different pathophysiology. This makes it challenging to assign a precise biological meaning to a given clinical observation.

Added value of this study

Here, we use mathematical modeling to demonstrate distinct biological pathways underlying differential response of COVID-19 to immunomodulatory therapies and outline an approach to prospective prediction of biomarkers of optimal treatment.

Implications of all the available evidence

Systems biology approaches could enable investigators to enrich a clinical trial with patients most likely to respond by using predicted biomarkers in inclusion criteria. Such ‘predictive enrichment’ based on prospectively predicted biomarkers is a potential strategy for speeding development of therapy.

Introduction

Major critical care diagnoses such as the Acute Respiratory Distress Syndrome (ARDS) are clinically defined. However, broad clinical definitions result in the application of the same diagnosis to a population of patients who may be heterogeneous in terms of individual characteristics, aetiology of illness, severity of illness, pathophysiology and outcome. Even in incidences where initial aetiology is uniform, as in ARDS in the setting of COVID-19, persistent heterogeneity results in a broad spectrum of disease and response to therapy. Significant efforts have been directed towards reducing heterogeneity by defining ARDS subtypes, which might be expected to respond similarly to treatment. Retrospective analysis of clinical trial data may be used to define subsets based on markers which are statistically likely to be associated with common mechanisms - even if the details of these underlying mechanisms are not known. This effort has resulted in notable success. Applications of statistical inference of this sort, however, have several limitations. Retroactive analyses are limited to markers which have been reported in existing trials. Moreover, it is not always possible to know if identified markers reflect reproducible features of disease pathophysiology or are influenced by time of observation, timing of treatment, and/or confounded by other aspects of patient heterogeneity. Finally, given the complex and non-linear interactions between injury and immune response that characterizes critical illness such as ARDS, it may be difficult to relate biomarkers to underlying cellular mechanism.

Improved precision requires more accurate determination of the association between patient characteristics, biomarkers, and underlying biology. This may be achieved over the course of multiple trials. However, the number of possible associations/hypotheses is large, and the trial process is time consuming and expensive. In the physical sciences, mathematical models are widely employed to guide the interpretation and design of experiments. Mathematical modeling has a rich history in medicine as well, providing key insights into the pathophysiology of conditions ranging from HIV to solid tumors. In the setting of critical care, mathematical models can serve two related purposes. First, they can simulate the effect of multiple sources of heterogeneity on disease trajectory with a precision that is not practical in the context of a trial. Secondly, by identifying markers that are deterministically related to known mechanisms in the model, they can aid in hypothesizing the biologic meaning behind statistically identified biomarkers or even suggest novel marker/mechanism pairings which may be used to screen patients for inclusion in future therapeutic trials.

As a first test of the utility of mathematical modeling for understanding heterogeneity in ARDS here we employ our recently developed systems biology model of SARS-CoV-2 infection. COVID-19, the syndrome which results from SARS-CoV-2 infection, is a distinct illness while ARDS is a syndrome which encompasses diverse modes of injury. However, it is now well established that severe COVID-19 is physiologically similar to ARDS of other causes and is thus appropriate for this proof-of-principle study. We consider three immunomodulation strategies, applied at different times and to varying patient types. We find that the optimal treatment time differs between broad-based (corticosteroids) and targeted (anti-IL6 and anti-IL6R) immunosuppression and identify specific biologic pathways that account for these differences. We use this analysis to propose biomarkers that identify an optimal treatment strategy in a given patient and conclude by studying a subset of those markers in a clinical dataset of COVID-19 patients presenting to an emergency department (ED) within the Massachusetts General Brigham (MGB) healthcare system.

Immunomodulation in COVID-19

Since the start of the COVID-19 pandemic, it has been noted that elevated markers of innate immunity such as IL-6 are correlated with worse outcome. This observation led to the suggestion of Tocilizumab, a monoclonal antibody directed against the IL-6 receptor, as a potential therapy. However, clinical trials of anti-IL6 therapies are conflicting. Several smaller
studies did report a mortality benefit. Notably, the positive studies reported on somewhat different populations: Horby et al. found a benefit in patients on supplemental oxygen or more advanced respiratory support (in contrast to earlier reports), while the REMAP-CAP investigators reported a benefit in patients started on therapy within 24 hours of transfer to the ICU. Subsequently, it was noted that IL6 levels are not dramatically elevated in COVID-19 when compared to levels in pre-COVID-19 ARDS - calling into question the rationale for anti-IL6 therapy. Separate trials of the related anti-IL6R antibody Sarilumab showed no effect in the more severe patients who appeared to benefit from Tociluzimab. At the same time, the results of the RECOVERY trial demonstrated a substantial mortality benefit from the use of more broad-based immunosuppression with corticosteroids that mirrored results in pre-COVID-19 ARDS. We sought to understand these conflicting results by simulating both approaches in diverse patient types with multiple treatment initiation times.

Methods

System-Biology Modelling of COVID-19

The full details of the model are given in the supplementary material. The model used here is based on a previously validated version of our COVID-19 model. It expands on work by other groups by incorporating additional features of SARS-CoV-2 infection and ARDS pathology as well as novel methods of assessing patient outcome. Briefly, the original model included SARS-CoV-2 infection, the renin angiotensin system (RAS), dynamics of innate and adaptive immune cells, and the coagulation cascade. The model used here has been extended to explicitly incorporate antigen presenting cells, B cells and associated antibody production, viral antigen control of T-cell activation, and modulation of T-Cell activity by PD-L1/PD-1 inhibition. Values of model parameters, initial values and changes to model parameters made to simulate the effect of various treatments are given in Tables S1-S3. Sensitivity analysis, indicating robustness of current findings to changes in relevant parameter values is presented in Table S4 and Figure S2-S5. Disease severity was quantified both by viral load and oxygen saturation and followed until day 20.

Patient types

In an attempt to mirror known risk factors for severe COVID-19, we modified model parameters in an attempt to simulate disease course in the following distinct patient types: young (healthy), diabetic (but not hyperinflamed), older, hyperinflamed, hypertensive and obese based on known risk factors for severe COVID-19. Alterations of model parameters to define each patient type are listed in Table 1. Herein we use the above specified clinical types to refer to the specific constellations of parameter values indicated in the Table, acknowledging that no single set of parameters will be fully representative of the heterogeneity of patients with the indicated co-morbidities. We employed the model to simulate the effect of three immunomodulatory treatments (corticosteroids, anti-IL6 and anti-IL6R), given on each possible day between days 1 and 14 (with day 1 indicating first viral exposure).

Clustering and non-negative matrix factorization analysis

The model output consists of the value of each of the model variables, or features, on each of the 14 possible days following infection, plus day 20 which is taken as

---

### Table 1: Alterations in Model Parameters to Represent Different Patient Phenotypes.

| Patient Type          | Gas exchange | Cytokine production from non-infected endothelial and epithelial cells | Production of naive T-cells | Activation of naive T-cells | Maximum production of microthrombi | Rate constant for conversion of ANGII to ANGLII | Cytokine production from innate immune cells and infected cells |
|-----------------------|--------------|-----------------------------------------------------------------------|-----------------------------|-----------------------------|------------------------------------|---------------------------------------------|--------------------------------------------------|
| Older                 | 0.01 [μm]    | 100 [pg]                                                              | 0.0025 [pg/m²/h]           | 0.0000254 [1/h]             | 7x 10^7 [mM/m²]                    | 185.22 [1/h]                              | 2.1x10^2 [pg/h]                                |
| Diabetic              | 0.01 [μm]    | 100 [pg]                                                              | 0.0025 [pg/m²/h]           | 0.0000254 [1/h]             | 7x 10^7 [mM/m²]                    | 185.22 [1/h]                              | 2.1x10^2 [pg/h]                                |
| Hypertension          | 1 [μm]       | 100 [pg]                                                              | 0.235 [pg/m²/h]            | 0.00254 [1/h]               | 7x 10^5 [mM/m²]                    | 185.22 [1/h]                              | 2.1x10^2 [pg/h]                                |
| Diabetes              | 1 [μm]       | 100 [pg]                                                              | 0.235 [pg/m²/h]            | 0.00254 [1/h]               | 7x 10^5 [mM/m²]                    | 185.22 [1/h]                              | 2.1x10^2 [pg/h]                                |
| Obese                 | 0.01 [μm]    | 100 [pg]                                                              | 0.235 [pg/m²/h]            | 0.00254 [1/h]               | 7x 10^5 [mM/m²]                    | 185.22 [1/h]                              | 2.1x10^2 [pg/h]                                |

Parameters increased and decreased are in green and red shading, respectively.
the endpoint. To gain insight into the 130 feature values obtained at each of the 15 timepoints for each of the six patient types, we performed unsupervised clustering, with principal component analysis (PCA), for each distinct patient type. We then sought to compare the untreated disease course with the day 20 outcome that resulted from initiating treatment on each of the first 14 days for each patient type, as illustrated in Figure 1. This large amount of data was then summarized by means of the top two principal components.

As the model consists of equations describing the time evolution of specific features of disease pathophysiology, model features can directly specify the underlying mechanism. We performed non-negative matrix factorization (NMF) analysis on the \( N \times M \) matrix (where \( N \) represents features and \( M \) represent distinct patient phenotype).\(^{42} \) We used the Brunet algorithm for matrix factorization and selected the rank \( (k) \) based on cophe-netic correlation.\(^{43} \) This results in the \( N \times M \) matrix factorized into a \( N \times k \) matrix, describing feature combinations which determine each clinical program, and a \( k \times M \) matrix, describing clinical program usage per patient type.

In order to quantify patient outcomes, we developed a scoring system based on how closely the final model state (day 20) resembles either the state on day 1 or untreated day 20. Return to precisely the day 1 state would represent full recovery to baseline while, in the case of treatment, a model state more closely resembling the untreated day 20 state would represent no treatment effect. The score is defined as the ratio of the Euclidean distance between model state on day 20 of treated patients and day 1.

\[
\text{Treatment Score} = \frac{d_{(Rx \ D_{20}, \ No \ Rx \ D_{20})}}{d_{(Rx \ D_{20}, \ No \ Rx \ D_{1})}}
\]

Where

\[
d_{(Rx \ D_{20}, \ No \ Rx \ D_{20})} = \sqrt{\sum_{i=1}^{n} \left( \text{Program}_{i, (Rx \ D_{20})} - \text{Program}_{i, (No \ Rx \ D_{20})} \right)^2},
\]

and

\[
d_{(Rx \ D_{20}, \ No \ Rx \ D_{1})} = \sqrt{\sum_{i=1}^{n} \left( \text{Program}_{i, (Rx \ D_{20})} - \text{Program}_{i, (No \ Rx \ D_{1})} \right)^2}.
\]

Higher Treatment Score ratio indicates the specific treatment returned the patient towards baseline status.

Biomarker validation

In order to assess the utility of our predicted biomarkers, we developed a multinomial logistic regression model to predict ICU admission in a previously studied population of patients presenting to the ED with COVID-19.\(^{44} \) Patients from the Massachusetts General Brigham (MGB) healthcare system who were positive for SARS-CoV-2 between March and August of 2020 and had an ED encounter were included. We constructed separate models for older, obese, diabetic and hypertensive patients (Older defined as \( > 65 \)), with

**Figure 1.** Schematic representation of the systems biology approach to predict COVID-19 disease outcome in various patient phenotypes, treatments and treatment initiation times.
diagnosis taken from the electronic medical record, and adjusted for age, sex, BMI, and race. We considered ICU admission as a surrogate for disease severity.
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**Results**

Treatments are more effective in older, hyperinflamed and hypertensive patients than other types

We first compared the treatment scores for each of the six patient types subjected to each of the three treatments on each of the 14 possible days of treatment initiation (Figure 2), where day 1 represents first virus exposure. Each plotted bar is the outcome score evaluated at day 20 in response to the listed treatment and timing. For the young, healthy patient, all three immunomodulatory treatments result in a day 20 state that is

---

**Figure 2.** Optimal treatment type and timing varies by patient phenotype. Treatment score (see methods) for six distinct patient phenotypes. Each treatment is tested with initiation at each of the first 14 days following viral exposure. A score of 1.0 (shown by dashed vertical line) indicates treatment resulted in a patient status midway between day 20 and baseline (day 1). A score of less than one indicates treatment resulted in patient status being closer to untreated day 20 than day 1, while a score of greater than one indicates treatment moved the patient closer to baseline by day 20.
more similar to the untreated day 20 than to the baseline state - indicating that in these healthy patients, treatment had little effect on the course of disease (Figure 2a). Note that these patients recover without treatment, so their untreated day 20 status is closer to day 1 baseline than the other patient groups. Diabetic and obese patients (as defined in the model) also received little benefit from any of the treatments (Figures 2b,c). In contrast, the hypertensive type benefits from any of the three treatments, with little dependency on day of initiation (Figure 2d). More interestingly, older and hyper-inflamed patients range from no benefit to substantial benefit depending on the type of treatment and day of initiation (Figures 2e,f). Hyperinflammed patients benefit from corticosteroids or anti-IL6 therapy (but not anti-IL6 receptor therapy) anytime in the first 10 days after viral exposure, with most benefit coming from very early initiation of anti-IL6 therapy (between days 1-4 after virus infection) or somewhat later initiation of corticosteroids (between days 7-10). For older patients, the optimal window for treatment is somewhat shorter. Corticosteroids are most effective between days 7-9, and anti-IL6 and anti-IL6 receptor therapy is most effective before day 3.

In order to examine a fuller disease trajectory, we next performed principal component analysis of the matrix of output variables. This is useful for visualizing how the important parameters are affected by various treatments and schedules. Figure 3 depicts the trajectory in principal component space for each of the timepoints of patient types with day 20 outcome of each of the treatments initiated at each of the fourteen possible days. In the case of the healthy, young patients (Figure 3a), the data for day 1 and day 20-untreated lie close to each other while other time points deviate, tracking the course of illness and return towards baseline over 20 days (gray triangles). For all except the young, healthy patient type, the untreated day 1 and day 20 are not in close proximity, suggesting persistent abnormalities on day 20 in the absence of treatment. For diabetic and obese patients (Figs 3b,c), all treatment outcomes at day 20 lie close to untreated day 20 status, suggesting little change in disease course with treatment irrespective of initiation day. Older and

![PCA plots](https://www.thelancet.com/articles/3.png)

**Figure 3.** Patient phenotype modifies treated and untreated disease trajectory. Model output for each of six patient phenotypes in the untreated (grey triangle), anti-IL6 treated (light pink circle), anti-IL6R treated (green square) and dexamethasone treated (blue diamond) cases depicted as principal component analysis (PCA) plots. The grey triangles show the trajectory of an untreated patient over 20 days (days indicated by blue text). The other data points represent the status achieved on day 20, when that treatment is given on the day indicated in the colored text. In this depiction, better treatment efficacy is indicated by less distance between the treated (colored) data point and the untreated patient at Day 1 (baseline condition). Less effective treatment is indicated by a treated (colored) data point that lies close to untreated day 20 data (grey) point. Percentages on the axis labels indicate the amount of variance of the feature matrix which is explained by each principal component.
hyperinflamed patients differ substantially in principal component space when treatments are initiated on different days, confirming differential outcomes (Figs 3e, f). The hypertensive type moves away from day 20 untreated and closer to baseline, irrespective of treatment initiation day, suggesting most treatments are favourable (Fig 3d).

Optimal treatment is determined by differential usage of clinical programs in distinct patient phenotypes

A key advantage of a modelling approach is the ability to move beyond the observation of differential outcomes and determine exactly why such an outcome occurred. To directly relate specific terms in the model to biological programs and clinical outcomes, we next performed non-negative matrix factorization and identified specific biologic programs responsible for treatment response in each patient type. Each output variable in the model represents a biological value that can be measured (IL-6 level in the lung, for example). The biologic programs defined here consist of combinations of such outputs from the model that are strongly associated with a given outcome. We sought to factor the N x M feature-patient matrix into two primary biologic programs (k = 2) for each patient type. We then separately identified dominant programs for patient type/treatment timing pairs that resulted in favourable outcomes versus those that did not using the treatment score defined above.

For older patients, we identified a program (P-1) that is low at baseline, becomes higher during disease progression, and then returns to baseline in untreated patients (Table 2). Another program for this patient type (P-2) is low at baseline, but increases over time, becoming high at day 20. Program-1 includes the number of healthy (uninfected) endothelial cells, the amount of Angiotensin1-7 bound to Mas receptor, and systemic antibody transport, while Program-2 includes extra-pulmonary cytokine production, systemic microthrombosis, and pulmonary neutrophil recruitment (Figure 4a). For hyperinflamed patients, Program-1 is defined by the level of circulating virus, number of CD8+ T-cells, interferon expression and the level of Angiotensin1-7 (Figure 4B, Table 2). This program also returns to baseline at day 20 in untreated patients, but Program-2 – composed of terms governing ACE2 density, systemic microthrombosis and trans IL6 signalling – remains elevated. Note that each program is specific for a given patient type (Figure 4).

We can next examine how treatments, applied at the optimal time, affect the identified programs. For example, for older patients, outcome with optimal treatment is largely determined by Program-2 status being reduced to baseline, which occurs for earlier timepoints of anti-IL6 and anti-IL6R therapy and later timepoints of corticosteroid (Figure S1e, Table 2). For hyperinflamed patients, Program-2 is reduced to baseline by earlier treatment initiation of anti-IL6 and later initiation of corticosteroid.
We conducted a similar analysis for the patient types that had little response to treatment (Figure 5). For diabetic and obese patients, Program-2 gets altered more during the untreated course of infection, but unlike Program-1, which remains moderately elevated, Program-2 returns to baseline on day 20 (Figure S1b and c, Table 2). On the other hand, for hypertensive patients, Program-2 does not come back to baseline at the end of untreated disease progression, indicating that it contains disease-driving parameters (Figure S1d, Table 2). Treatment initiated on any day changes the Program-2 state and brings it back toward baseline, but this change is accompanied by an increase in Program-1 as compared to untreated day 20. Irrespective of day of treatment initiation, the program states largely remain unchanged on day 20 as compared to untreated day 20. Program-2 in diabetic and obese individuals primarily consists of terms governing interferon expression, anti-inflammatory cytokines and PD-1/PDL-1 receptor signalling, whereas Program-1 consists of terms governing ACE2 density and systemic microthrombosis (Figure 5a and c). Based on components of Program-2, these data indicate that features, such as interferon activity, anti-inflammatory cytokine level and PD-1/PDL-1 receptor, can be altered by treatment of hypertensive patients, but Program-1 features, such as ACE2 density and systemic microthrombosis are less impacted by treatment (Figure 5b).

Clinical parameters corresponding to model features
As demonstrated in Figure 3 and Figure 4, model parameters correspond to defined biologic pathways, so it is possible to suggest clinically observable variables which may correspond to major features of the programs implicated by the analysis. In Table 3, we identify clinically observable biomarkers that may correspond to model programs that determine outcome in each patient type. In this way, the matrix factorization may be used to predict biomarkers for treatment response - even biomarkers which have not previously been measured in a clinical trial.

Finally, we sought to conduct a preliminary clinical analysis of our proposed biomarkers by constructing a multinomial logistic regression on two proposed biomarkers (IL6, D-dimer) in each of four phenotypes (older, obese, hypertensive, diabetic). Patient type in this case was determined from the electronic health record in a database of >5300 patients presenting to emergency departments within the Mass General Brigham healthcare system with COVID-19 and thus, may not entirely correspond to the parameter sets chosen in the model. Perhaps unsurprisingly (as both markers have previously been identified as prognostic in unselected populations of patients with COVID-19), both biomarkers are predictive of...
Figure 5. Biologic programs determining outcome in Diabetic, Hypertensive and Obese patients. Depicted are the primary biologic programs (as determined by factorization of the feature matrix) responsible for outcome in the indicated patient phenotype. In the case of diabetic, hypertensive and obese patients the outcome was relatively insensitive to treatment protocol.

| Program                  | Feature name                                                                 | Predicted biomarker                                      |
|--------------------------|-------------------------------------------------------------------------------|----------------------------------------------------------|
| Older                    | Ang(1 - 7) bound to Mas receptor                                              | ACE2-Ang(1-7) ratios, ACE2 levels^{5,22}                  |
| Older                    | Oxygen saturation                                                             | Oxygen saturation                                         |
| Older                    | Neutrophils                                                                   | Neutrophil elastase myeloperoxidase^{5}                  |
| Hypersensitive           | Oxygen saturation                                                             | Oxygen saturation                                         |
| Hypersensitive           | Angiotensin 1-9                                                              | Circulating Angiotensin 1-9^{12}                         |
| Hypersensitive           | Free virus circulation                                                        | SARS-CoV-2 PCR cycle threshold                           |
| Obese, Diabetic, Hypertensive | Micro thrombus in liver and cardiac vessels                              | D-dimer                                                  |
| Obese, Diabetic, Hypertensive | ACE2 density of upper body                                                  | ACE2 levels^{12}                                         |
| Obese, Diabetic, Hypertensive | Interferon                                                                | IFN-γ levels                                             |
| Obese, Diabetic, Hypertensive | Anti-inflammatory cytokines                                                  | IL-6, IL1f                                               |

Table 3: Clinically relevant biomarkers based on important features from clinical programs (P-1: Program-1, P-2: Program-2).
outcome in each of the clinical patient types (Table 4). However, this result suggests that model variables associated with prognosis are the same as those identified in clinical subpopulations, increasing confidence in the models ability to identify clinical programs responsible for outcome.

**Discussion**

Efforts to deploy targeted treatments and personalized medicine have already seen substantial success in fields such as oncology, cardiology and rheumatology. Compared to the largely chronic conditions with well-defined aetiology seen in these fields, acute critical care syndromes, such as ARDS, are heterogeneous, dynamic and multifactorial. This makes it harder both to observe a significant treatment effect in a clinical trial and, crucially, to assign a precise biologic meaning to a given observation. As a first effort at deploying mathematical modelling to make sense of such an environment here, we report a newly developed framework for analysing patient trajectories and identifying key mechanistic programs that define patient subsets. We demonstrated the use of this approach using data from our mathematical model of COVID-19 (Figure 6), which predicts the response to different immunomodulatory therapies initiated at different times. Identification of key programs relies on a combination of principal component and non-negative matrix factorization analyses of model parameters, treatment modality, time of treatment, and patient factors to determine which features of the model determine treatment response in each type of patient. It is important to note that the model output features that characterize outcome are not the same as the parameters which are altered to create the phenotype in the model. In such a complex systems biology model, the few parameters we changed to specify each patient type have effects on many interacting biological pathways. This potentially non-linear behaviour is biologically relevant and not possible to account for without formal modelling of interactions as in the present work.

The results suggest that targeted immunomodulatory treatment with anti-IL6 therapies is effective in certain patient types (hyperinflamed, older and hypertensive) but not others (obese, diabetic) and in all cases is most effective when given very early. Broad based immunosuppression (represented here by corticosteroids) is effective in a similar range of patients (and similarly ineffective in others) but is optimally provided later in the course of illness. For younger (healthy) individuals, immunomodulatory therapies have minimal impact on clinical outcome, which is characterized by return to baseline even in the absence of treatment.

In addition to the ability to test a broader range of treatment regimen/protocols than is practical in actual patients, modelling approaches have the advantage of providing information about the precise biologic origin for a given model outcome. Knowledge of the responsible program in the model may then be used to predict biomarkers that identify patients most likely to benefit from a given treatment protocol. Such prediction may be useful for enrichment of clinical trial populations. For example, the analysis predicts that immunomodulatory therapies provide the most benefit to patients corresponding to our type of older and hyperinflamed patients. In the case of the hyperinflamed type, the treatment is able to modulate the ACE2 density, microthrombosis formation and IL6 level, leading to better outcome. Based on these results, we speculate that IL-6, d-dimer and Angiotensin levels may be biomarkers of response to treatment in these phenotypes. IL-6 has previously been associated with outcome in severe COVID-19, but d-dimer has not been proposed as a biomarker specific to immunomodulatory treatment. In a clinical population, we find that both are associated with poor outcomes. While perhaps unsurprising, this result does indicate that the model is potentially able to identify biomarkers with real-world relevance. Indeed, using randomized clinical trial data, Sinha et al. showed that IL-6

| Patient phenotype | Variable | Odds Ratio | 95% CI | p-value |
|------------------|----------|------------|-------|---------|
| Older (n = 2187) | First O2 saturation | 0.9074 | [0.8870;0.9283] | < 0.001 |
|                  | Neutrophils     | 1.0547 | [1.0419;1.0677] | < 0.001 |
| Diabetes (n = 886) | D-dimer     | 1.0002 | [1.0001;1.0003] | < 0.001 |
|                   | IL-6        | 1.0085 | [1.0055;1.0115] | < 0.001 |
| Obese (n = 2185) | D-dimer     | 1.0001 | [1.0000;1.0002] | 0.00806 |
|                   | IL-6        | 1.0177 | [1.0144;1.0210] | < 0.001 |
| Hypertensive (1992) | D-dimer | 1.0001 | [1.0001;1.0002] | < 0.001 |
|                  | IL-6        | 1.017 | [1.0135;1.0205] | < 0.001 |

Table 4: Logistic regression models showing the association of getting severe COVID-19 disease and comparable clinical variables (that correspond to some features of clinical programs) among patients from the Massachusetts General Brigham healthcare system who were positive for SARS-CoV-2 between March and August of 2020 and had an ED encounter. Logistic regression models developed using glm function in R. Sample size (n) for each model mentioned in patient phenotype column.
was among the protein biomarkers that could lead to identification of clusters of patients with heterogeneity of treatment effects.\textsuperscript{12} Given the limitations of retrospective analysis, we were not able to investigate the predictive ability of infrequently measured markers such as Angiotensin,\textsuperscript{1-7} but we note that Angiotensin\textsuperscript{1-7} levels have recently been associated with poor prognosis in severe COVID-19\textsuperscript{49} and markers of the RAS have been associated with worse outcome in ARDS\textsuperscript{50} as well as having been studied in cardiovascular disease.\textsuperscript{51,52}

Model Assumptions and Limitations
There are definite limitations to the approach described here. Chief among these is the fact that we have represented patient types with a single set of parameter choices for each type. The analysis, and the predicted response to treatment, is thus limited to those patients plausibly represented by our particular parameter choices. These particular parameter choices certainly do not represent the full diversity of a clinical population with COVID-19 ARDS, let alone non-COVID ARDS. Jenner et al have reported on an innovative virtual patient cohort in which a computational model of COVID-19 is parameterized by selection from a normal distributions developed from clinical data\textsuperscript{38} (Table S5). Such an approach is readily applied to the model described here. Here we seek only to further demonstrate the utility and feasibility of modelling complex critical care syndromes such as COVID-19 ARDS by including simulations of specific treatments, developing a novel method of scoring outcomes and using the

\begin{figure}
\centering
\includegraphics[width=\textwidth]{schematic.png}
\caption{Schematic of the model. The model consists of a lung model which incorporates viral infection of epithelial and endothelial cells and the innate immune response which includes classical and trans IL6 pathways, other inflammatory cytokines, activity of neutrophils, and macrophages, as well as the formation of NETs, and the coagulation cascade and activation of the renin-angiotensin system (RAS). In addition the model contains terms describing the adaptive immune response including conversion of dendritic cells to antigen presenting cells, formation of activated B-cells, antibody levels, T cell activation and immune checkpoints. The lung model is coupled with a PK/PD model for the virus and thrombi dissemination through the body.}
\end{figure}
model outcomes to prospectively predict biomarkers. In this context, we point out that clinical trial simulations with more probabilistic parameter choices or iteration of the model based on emerging biologic data/insights and subsequent simulation is fast and inexpensive. Identification of predicted markers and biologic programs via a model is thus likely to be quite cost-effective when compared to retrospective analysis of clinical trial data. Moreover, while no doubt imperfect, generation of hypotheses regarding biologic mechanisms via a formally specified model is certainly more rigorous than unstructured speculation based on isolated observations such as the elevation of a particular cytokine.

Here we have modelled COVID-19. The pathophysiology of ARDS or septic shock from other etiologies will certainly differ in important respects. However, there are important common pathways in critical illness and modelling can be a helpful framework for identifying them. Finally, we note that there are obstacles to experimentation based on model predictions, even if they are completely correct. The results discussed here suggest that anti-IL6 therapy is optimally provided very close to initial viral exposure - likely before a patient is symptomatic and certainly before they are likely to have presented for treatment. However, given the ease of testing new treatments in the model, it is imminently possible to conduct searches for optimized treatments that are more clinically-feasible.

In conclusion, we note that retrospective data are limited, and clinical trials are expensive. We believe that the use of mathematical modelling of critical illness is not only a powerful method for the generation and initial exploration of biologic hypotheses but holds great promise for decreasing heterogeneity and enhancing the precision of clinical trials in the ICU.
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