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ABSTRACT
Charts often contain visually prominent features that draw attention to aspects of the data and include text captions that emphasize aspects of the data. Through a crowdsourced study, we explore how readers gather takeaways when considering charts and captions together. We first ask participants to mark visually prominent regions in a set of line charts. We then generate text captions based on the prominent features and ask participants to report their takeaways after observing chart-caption pairs. We find that when both the chart and caption describe a high-prominence feature, readers treat the doubly emphasized high-prominence feature as the takeaway; when the caption describes a low-prominence chart feature, readers rely on the chart and report a higher-prominence feature as the takeaway. We also find that external information that provides context, helps further convey the caption’s message to the reader. We use these findings to provide guidelines for authoring effective chart-caption pairs.
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1 INTRODUCTION
Charts provide graphical representations of data that can draw a reader’s attention to various visual features such as outliers and trends. Readers are initially drawn towards the most visually salient components in the chart such as the chart title and the labels [29]. However, they eventually apply their cognitive processes to extract meaning from the most prominent chart features [5, 41]. Consider the line chart at the beginning of this article. What do you think are the main visual features of the chart and what are its key takeaways?

Such charts are often accompanied by text captions that emphasize specific aspects of the data as chosen by the chart author. In some cases, the data emphasized in the caption corresponds to the most visually prominent features of the chart and in other cases it does not. Prior studies have shown that charts with captions can improve both recall and comprehension of some aspects of the underlying information, compared to seeing the chart or the caption text alone [3, 15, 24, 32]. But far less is known about how readers integrate information between charts and captions, especially when the data emphasized by the visually prominent features of the chart differs from the data that is emphasized in the caption.

Consider the visually prominent features in our initial line chart and then consider each of the following caption possibilities one at a time. How do your takeaways change with each one?

(1) The chart shows the 30-year fixed mortgage rate between 1970 and 2018.
(2) The 30-year fixed mortgage rate increased slightly from 1997 to 1999.
(3) The 30-year fixed mortgage rate reached its peak of 18.45% in 1981.
(4) The 30-year fixed mortgage rate reached its peak of 18.45% in 1981 due to runaway inflation.

The first caption simply describes the dimensions graphed in the chart and only provides redundant information that could be read from the axis labels. Automated caption generation tools often create such basic descriptive captions [30, 40]. The next three captions each emphasize aspects of the data corresponding to a visual feature of the chart (i.e., upward trend, peak) by explicitly mentioning the corresponding data point or trend. However, the second caption emphasizes a feature of low visual prominence—a relatively local and small rise in the chart between 1997 and 1999. The third caption describes the most visually prominent feature of the chart—the tallest peak that occurs in 1981. The fourth caption also describes this most visually prominent feature, but adds external information that is not present in the chart and provides context for the data.

In this paper, we examine two main hypotheses - (1) When a caption emphasizes more visually prominent features of the chart,
people are more likely to treat those features as the takeaway; even when a caption emphasizes a less visually prominent feature, people are still more likely to treat a more visually prominent feature in the chart as the takeaway. (2) When a caption contains external information for context, the information serves to further emphasize the feature described in the caption and readers are therefore more likely to treat that feature as the takeaway.

We considered univariate line charts for our work because they are among the most common basic charts and are easily parameterizable, making them useful for the initial exploration of our hypotheses. We synthesized 27 single charts with carefully chosen parameters and collected 16 real-world single line charts to confirm the generalizability of our findings. We ran a data collection activity on the 43 single-line charts, where we asked 219 participants to mark visually prominent regions on the line charts. We generated text captions for the ranked set of prominent features using templates to control variations in natural language. Finally, we conducted a crowdsourced study with a new set of 2168 participants to report their takeaways after seeing the chart-caption pairs.

Our findings from the study support both of our hypotheses. Referring back to our initial line chart, when the caption mentions the most prominent feature as in the third caption (i.e., the peak in 1981), readers will probably take away information from that feature. When the caption mentions a less prominent feature as in the second caption (i.e., the increase from 1997 to 1999), there is a mismatch in the message between the chart and the caption. Readers will have a strong tendency to go with the message conveyed in the chart and take away information about the peak value. Finally, the external information about the peak value present in the fourth caption will reinforce the message in the caption and the readers will more likely take away information about the peak.

These findings help better understand the relationship between charts and their captions when conveying information about certain aspects of the data to the reader. Based on these studies, we provide guidelines for authoring charts and captions together in order to emphasize the author’s intended takeaways. Visualization authors can more effectively convey their message to readers by ensuring that both charts and captions emphasize the same set of features. Specifically, authors could make visual features that are related to their key message, more prominent through visual cues (e.g., highlighting or zooming into a focus area, adding annotations) [10, 26] or include external information in the caption to further emphasize the feature described in the caption. Often, an alternative chart representation may be more conducive to making certain visual features more prominent.

2 RELATED WORK

Our work is related to two lines of research: (1) Cognitive Understanding of Charts and (2) Caption Generation Tools.

2.1 Cognitive Understanding of Charts

The prevalence of text with visuals has led researchers to explore how readers specifically understand information in figures with accompanying text in several domains. Li et al. [25] conducted studies to demonstrate that figures with text can convey essential information and better aid understanding than just text alone for scientific publications in a biomedical domain. Odell et al. [34] demonstrated that having text that accurately describes important findings in medical diagnostic images can increase physicians’ speed and accuracy on Bayesian reasoning tasks while making life-critical judgments for patients. Xiong et al. [47] showed that background knowledge can affect viewers’ visual perception of data as they tend to see the pattern in the data corresponding to the background knowledge as more visually salient. Kong et al. [20] explored the impact of titles on visualization interpretation with different degrees of misalignment between a visualization and its title. A title contains a miscued slant when the visualization emphasizes one side of the story through visual cues but the title’s message addresses the other (less emphasized) side of the story. Titles have a contradictory slant where the information conveyed in the title is not presented at all in the visualization. They observe that even though the title of a visualization may not be recalled, the title can still measurably impact the remembered contents of a chart. Specifically, titles with a contradictory slant trigger more people to identify bias compared to titles with a miscued slant, while visualizations are perceived as impartial by the majority of viewers [21]. Elzer et al. [11] conducted a study to better understand the extent to which captions contribute to recognizing the intended message of an information graphic for sight-impaired users. They find that the caption strengthens the intended message of the graphic. Carberry et al. [4] showed that the communicative goals of infographics in digital libraries are often not repeated in the text of the articles. Their work looked into how information in the graphics could be better utilized for summarizing a document by employing a Bayesian network.

However, this previous research has not explored the relationship between charts and their captions with respect to how they work together to emphasize certain aspects of the data to the reader.

2.2 Caption Generation Tools

A number of visual analysis tools help users design charts and captions from an input data table [8, 9, 16, 42, 46]. These captions generally only describe the data attributes and visual encodings that are in play in the charts and do not highlight key takeaways. Nevertheless, authors often include text with a chart to help emphasize an intended message to their audience. PostGraphe [13] generated reports integrating graphics and text from a list of user-defined intentions about the underlying data such as the comparison of variables. SAGE [31] used natural language generation techniques to produce explanatory captions for information graphics. The system generates captions based on the structural and spatial relations of the graphical objects and their properties along with explanations describing the perceptual complexity of the data attributes in the graphics. SunTime [48] used pattern recognition techniques to generate textual summaries of time-series data. The iGRAPH-Lite system [14] made information in a graphic accessible to blind users by using templates to provide textual summaries of what the graphic looks like. The summaries however, do not focus on the higher-level takeaway conveyed by the graphic. Chen et al. [7] produced natural language descriptions for figures by identifying relations among labels present in the figures.

Other work has explored natural language generation techniques for assembling multiple caption units together to form captions [37].
We conducted a crowdsourced study to understand how captions indicate that the step did not involve crowdsourcing.

Figure 1: Our study pipeline. The inputs to the study are 27 synthetic and 16 real-world charts. Yellow boxes represent steps where we employed crowdsourcing. The green box indicates that the step did not involve crowdsourcing.

Deep learning techniques based on neural networks automate caption generation tasks for news images [6]. Elzer et al. [12] identified communicative signals that represent the intent of messages portrayed in basic bar charts by applying a Bayesian network methodology for reasoning about these signals and generating captions. Liu et al. [27, 28, 44] explored the integration of text analytics algorithms with interactive visualization tools to help users understand and interpret the summarization results. Contextifier [17] automatically annotated visualizations of stock behavior with news article headlines taking into account visual salience contextual relevance, and key events from the articles. Kim et al. [18] introduced an automatic chart question answering pipeline that generates visual explanations that refer to visual features of charts using a template-based natural language generation approach. Voder [38] generated data facts for visualizations with embellishments to help users interpret visualizations and communicate their findings. While an evaluation of that system suggested that interactive data facts aided users in interpreting visualizations, the paper did not specifically explore the interplay between data facts and the visualizations and their effects on the readers' takeaways.

These systems focus on helping authors with auto-generated text that can be associated with graphics; however, the work does not evaluate what information readers gather from the generated captions with their corresponding graphics. Our paper specifically explores how similarities and differences between what is visually emphasized in a line chart and textually emphasized in its caption, can affect what readers take away from the information when presented together. Future directions from our work could extend the functionality of chart authoring tools by providing automatic suggestions for captions as well as for chart presentation to help the reader take away information that is consistently emphasized by both the chart and caption.

3 STUDY

We conducted a crowdsourced study to understand how captions describing features of varying prominence levels and the effect of including or not including external information for context, interacts with the chart in forming the readers’ takeaways. Through an initial data collection activity, we asked participants to identify features in the line charts that they thought were visually prominent. We generated captions corresponding to those marked features of various levels of prominence. We then ran a study asking a new set of participants to type their takeaways after viewing a chart and caption pair. Figure 1 shows the study pipeline.

3.1 Datasets

We ran the study on two different datasets - (1) synthetically generated line charts that we designed to ensure good coverage of a variety of visual features that occur in line charts and (2) line charts gathered from real-world sources to serve as a more ecologically valid setting for our study.

Synthetic Charts. We generated a set of synthetic line charts with common visual features (i.e., trends, extrema, and inflection points) while maintaining realistic global shapes. To keep the overall design space tractable, we limited global shapes to include at most two trends (i.e., up, down, and flat) and added at most one perturbation to induce features (e.g. inflection points) in either the positive or negative direction, resulting in a total of 27 data shapes (Figure 2). To provide context to the charts, we labeled the x-axis with time unit values implying that the chart represents a time series. Specifically, we selected the start and end of the x-axis from the set of years [1900, 1910, 1920, ..., 2020]. To label the y-axis, we chose a domain for the y-axis and its value range from the MassVis dataset [2].

Real-world Charts. To build a more ecologically representative dataset of line charts with various shapes, styles, and domains, we collected 16 charts (Figure 3) from sources such as The Washington Post [43], Pew Research [36], Wikipedia [45], and Tableau Public [39]. Because our study focuses on prominence arising from intrinsic features in line charts, we removed all graphical elements that could potentially affect the prominence of the features in the charts (e.g., text annotations, highlighting, and background shading). In addition, we removed all text except for the axis labels (e.g. chart titles) so that the captions serve as the primary source of text provided with the chart. We added axis labels to those charts without labels to ensure readability.

3.2 Identify Visually Prominent Features

To identify the most visually prominent features in our dataset, we recruited at least five workers from Amazon Mechanical Turk [1] for each line chart and asked them to draw rectangular bounding boxes around the top three most prominent features in the chart. We also asked them to briefly describe each marked feature in their own words so that we could differentiate between trend and slope features versus peak, inflection, and other point features.

In each trial of the data collection, we presented one of the 43 line charts. Because we were seeking subjective responses, each participant completed only one trial to avoid biases that might arise from repeated exposure to the task. Participation was limited to English speakers in the U.S. with at least a 98% acceptance rate and 5000 approved tasks. We payed a rate equivalent to $2 / 10 mins.

We asked a total of 219 participants (average of 5.09 per chart) to label the top three features for a total of 657 prominence boxes. We then aggregated all of the feature bounding boxes provided by first projecting each box onto the x-axis, to form a 1D interval (Figure 4 upper left). We weighted each interval inversely proportional to the ranking provided by the participant. Specifically, the top ranked feature bounding box for each participant was assigned a weight of 3, while the 3rd ranked feature was assigned a weight of 1. We noticed that bounding boxes corresponding to the same features were pretty consistent in the central regions although the
Figure 2: The 27 data shapes generated for the study and their top three prominent features. Columns represent the nine possible global shapes and rows represent the three possible local outlier types. Here, ‘flat’, ‘inc’, and ‘dec’ denote flat, increasing, and decreasing trends respectively. ‘none’, ‘neg’, and ‘pos’ denote none, negative, and positive outlier types respectively. Red, green, and blue regions indicate the top three prominent features in order.

Figure 3: The 16 real-world charts. Red, green, and blue regions indicate the top three prominent features in order.

exact boundary drawn by the participants varied. In order to boost the signal in the central regions while suppressing the noise in the boundary regions, we multiplied the weight assigned to each interval by a Gaussian factor centered at the interval and with standard deviation set to half the width of the interval. Summing all of the Gaussian weighted intervals, we obtained a prominence curve (Figure 4 bottom left). However, a region defined by a local maximum of the curve may not have an obvious one-to-one mapping with a feature in the chart because it roughly indicates a high prominence region instead of pinpointing a specific visual feature. We considered all the bounding boxes containing the region along with the participants’ text descriptions of the features to associate the local maximum to a certain feature. We iterated this process for the region around the top three local maximum to identify three prominent features. Results of the algorithm for the charts in our dataset are shown in Figures 2 and 3.

3.3 Caption Generation
To carefully control the language used in the captions and keep the number of conditions manageable, we generated captions using templates that only vary the feature mentioned and whether
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Figure 4: The line on the bottom left shows the prominence curve for the line chart above. From this curve, we obtain the most prominent (red), the second most prominent (green), and the third most prominent (blue) features in the chart. The 10 caption variants (one of them being a no-caption variant) generated based on these prominent features, are shown on the right. The text colors indicate the types of fill-in values based on the caption templates; purple for dimensions, fuchsia for the feature description, blue for data values, and brown for the time period.

External information is introduced. Using the templates, we produced the following caption variants: (1) two captions (one with and one without external information) for each of the top three visually prominent features identified earlier, (2) two captions (one with and one without external information) describing a minimally prominent feature that is neither an extremum nor an inflection point, and (3) a basic caption that simply describes the domain represented in the chart without describing a particular feature.

We generated 10 caption variants (including the no caption variant in which we presented a chart without caption) for each of the 43 charts, providing a total of 430 chart-caption pairs. We manually generated all the captions rather than using the original captions for the real-world charts to control for word use and grammatical structure. For real-world charts, we searched for information from the document that they originally appeared in, to extract information not present in the charts. In particular, we looked for information about potential reasons for trends or change (e.g. the external information included in the caption about the most prominent feature in Figure 4) or comparisons with a similar entity (e.g. comparison between Macron’s approval rating with Trump’s approval rating in the second most prominent feature in Figure 4). For synthetically generated charts and real-world charts that were not accompanied with additional information about their features, we referenced Wikipedia [45] articles to create a plausible context.

We employed simple language templates for caption generation to minimize the effects of linguistic variation (Table 1). The captions generated with the templates were allowed to vary in the features they described in the charts. To make the descriptions of the features appear natural, we included words the participants used to describe the features during the prominent feature collection phase. Because the participants usually described each of the features using a noun occasionally with an adjective modifier (e.g. “sharp increase”), we manually lemmatized the words and modified the forms to correctly fit into our template (e.g. “sharply increased” in the caption about the third most prominent figure in Figure 4).

Table 1: Examples of templates we employed for generating captions about specific features. The text colors indicate the types of fill-in values based on the caption templates; purple for dimensions, fuchsia for feature descriptions, blue for data values, and brown for time periods. Examples of filled in captions are in Figure 4 (right).

| Feature    | Template                                                                 |
|------------|--------------------------------------------------------------------------|
| Extremum   | (dimension) reached its (extrema-word) of {value} in [time-period].       |
| Trend      | (dimension) [slope-word] in | between [time-period].                                                  |
| Inflection | (dimension) started [slope-word] in [time-period].                        |
| Point      | (dimension) was {value} in [time-period].                                |

3.4 Collect Takeaways for Charts & Captions

3.4.1 Design. We ran a between-subjects design study for collecting takeaways for charts and their captions. For each of the 43 charts, we presented one of the ten variants (including the no caption variant) (examples in Figure 4):
We did not impose a time constraint on the amount of time spent were asked to list as many text takeaways as they could in the order world (unless it is the no-caption variant) (Figure 5 second step).
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(9) [basic] Caption about domain represented in the chart and
(7) [non-pro w/o ext] Caption for non-prominent feature, no external info.
(6) [3rd w/ ext] Caption for 3rd most prominent feature, has external info.
(5) [3rd w/o ext] Caption for 3rd most prominent feature, no external info.
(4) [2nd w/ ext] Caption for 2nd most prominent feature, has external info.
(3) [2nd w/o ext] Caption for 2nd most prominent feature, no external info.
(2) [1st w/ ext] Caption for most prominent feature, has external info.

In order to analyze the takeaways, we

3.4.3 Labeling Takeaways.

To evaluate \( H1 \), we examine how varying the prominence of a visual feature mentioned in a caption (independent variable), affects the visual feature mentioned in the takeaways (dependent variable). Figure 6 summarizes the study results for the synthetic charts (top row) and the real-world charts (bottom row).

In general, these results suggest that when a caption mentions visual features of differing prominence levels, the takeaways also differ. Omnibus Pearson’s chi-squared tests confirm a significant difference between the bar charts for the 5 different caption conditions in both the synthetic (\( \chi^2(20) = 202.211, p < 0.001 \)) and real world (\( \chi^2(20) = 207.573, p < 0.001 \)) datasets. These results also suggest that when the caption mentions a specific feature, the takeaways also tend to mention that feature, when compared to the baseline ‘no-caption’ condition.

Figures 7a and 7b collect the percentage of takeaways that mention the same feature as in the caption for the synthetic and the real-world datasets respectively (left darker bars) and compare them with the percentages corresponding to the no-caption case (lighter-hued bars on the right). We see that captions do play a role in forming takeaways and the takeaway is thus more likely to mention that feature (i.e., each darker bar in Figures 7a and 7b is usually longer than the corresponding lighter-hued bar to its right). Planned pairwise Z-tests with Bonferroni correction are shown in Table 2. Block 1 shows that the differences between the corresponding color bars are significant for the second most prominent, third most prominent, and non-prominent features. For the most prominent feature, we find that while a higher proportion of people

### Figure 5: The procedure for collecting takeaways for chart-caption pairs. The images show simplified versions of the screen that the participants saw during each step.

1. [1st w/o ext] Caption for most prominent feature, no external info.
2. [1st w/ ext] Caption for most prominent feature, has external info.
3. [2nd w/o ext] Caption for 2nd most prominent feature, no external info.
4. [2nd w/ ext] Caption for 2nd most prominent feature, has external info.
5. [3rd w/o ext] Caption for 3rd most prominent feature, no external info.
6. [3rd w/ ext] Caption for 3rd most prominent feature, has external info.
7. [non-pro w/o ext] Caption for non-prominent feature, no external info.
8. [non-pro w/ ext] Caption for non-prominent feature, has external info.
9. [basic] Caption about domain represented in the chart and x-range
10. [no cap] No caption

### 3.4.2 Procedure.

The study began with a screening test to ensure that the participant had a basic understanding of line charts and could read values and encodings, extract extrema and trends, and compare values (Figure 5 first step). Only participants who passed this test were allowed to continue with the study. After they read the instructions, the participants were presented with a chart and a caption underneath the chart, similar to most charts in the real world (unless it is the no-caption variant) (Figure 5 second step). We did not impose a time constraint on the amount of time spent looking at the chart and the caption to allow participants sufficient time to read and digest the information at their own pace, like document reading in the real world. On the next screen for collecting takeaways, the chart and the caption were removed to constrain readers to provide the takeaways based on memory instead of simply re-reading from the chart and the caption. The participants were asked to list as many text takeaways as they could in the order of importance (Figure 5 third step). Finally, using a 5-point Likert scale, we asked how much they relied on the chart and caption individually when determining their takeaways.

We asked each participant to provide takeaways for exactly one chart-caption pair to prevent potential biases from already having read a different caption about a chart. From 2168 participants (average of 5.04 per chart-caption pair), we collected a total of 4953 takeaways (average of 2.28 per participant).

3.4.3 Labeling Takeaways.

In order to analyze the takeaways, we manually labeled each takeaway with the corresponding chart feature described. Since participants often described multiple chart features in a single takeaway, we first split each takeaway into separate takeaways for each visual feature mentioned. At the end of this process, we identified on average 1.31 features per takeaway. If the referenced feature was one of three most prominent features or the non-prominent feature we identified during caption generation, we labeled the takeaway with the corresponding feature, otherwise we labeled the takeaway as a non-feature. Examples of non-feature takeaways include an extrapolation such as “The value will continue to rise after 2020” or a judgment such as “I should buy gold” when looking at a chart showing the price of gold over time. One of the authors labeled the features and discussed any confusing cases with the other authors to converge on the final label.

### 4 RESULTS

The primary goal of our study is to understand what readers take away when charts and captions are presented together and how the emphasis on different prominent features and presence of external information affects the takeaways. We analyze our results with respect to two hypotheses:

[**H1**] When captions emphasize more visually prominent features of the chart, people are more likely to treat the features as the takeaway: when a caption emphasizes a less visually prominent feature, people are less likely to treat that feature as the takeaway and more likely to treat a more visually prominent feature in the chart as the takeaway.

[**H2**] When captions contain external information for context, the external information serves to further emphasize the feature presented in the caption and people are therefore more likely to treat that feature as the takeaway, compared to when the caption does not contain external information.

**Assessing H1.**

To evaluate \( H1 \), we examine how varying the prominence of a visual feature mentioned in a caption (independent variable), affects the visual feature mentioned in the takeaways (dependent variable). Figure 6 summarizes the study results for the synthetic charts (top row) and the real-world charts (bottom row).
mentioned the most prominent feature in their takeaways when the caption mentions it, the difference is only significant for the synthetic charts. We believe that this is possibly because people already include the most prominent features in their takeaways in the no-caption condition and the difference hence is not significant.

While we confirmed that both the chart and caption play a role as to what the reader takes away from them, the key question is how the chart and the caption interact with each other – Do they have a synergistic effect when they emphasize the same feature? Which one wins over when they emphasize different features? Referring to Figure 6, we see the synergistic effect of the double-emphasis from the chart and caption when they emphasize the same feature (Figures 6a and 6f). In particular, the participants took away from the most prominent feature significantly more often than from any other feature in the chart (Table 2 Block 3). When the caption diverged from the chart and described a feature that was not prominent, the participants relied more on the chart and took away from the most prominent feature significantly more than the feature described in the caption (Table 2 Block 4, rows 3 and 6; Figures 6d and 6i). When the caption did not diverge as much and described the second or the third most prominent feature, the takeaways mentioned the feature described in the caption more than the most prominent feature (Table 2 Block 4, rows 1, 2, 4, and 5; Figures 6b, 6c, 6g, and 6h). However, the difference was smaller than the difference between the ratio of people who took away from the most prominent feature and the ratio of people who took away from any of the other features. We believe this result may be due to the fact that the charts still had more influence on the readers than the captions as the second and the third most prominent feature are still among the top prominent features and are among the features emphasized by the chart.

We observe from Figure 7 that the chart also plays an important role in what people take away – when a caption mentions a higher-prominent feature, the takeaways more consistently mentions that feature. Specifically, we see that the bars for the higher-prominence features are taller than the bars for the lower-prominence features, indicating an increase in the effectiveness of chart in reinforcing the message in the caption. Planned pairwise Z-tests with Bonferroni correction between each subsequent pair of bars (red bar vs. green bar, green bar vs. blue bar, blue bar vs. gray bar) (Table 2 Block 2) find that the red bar vs. green bar is significant for real-world charts and the blue bar vs. gray bar is significant both synthetic and real-world charts, whereas the green bar vs. blue bar difference is not significant. We believe that the visual prominence levels for some of the top-ranked features are similar in several charts (i.e., the difference in prominence between the 1st and 2nd ranked features is small) in our dataset and this results in a smaller difference between them, although the trend is in the right direction.

Table 3 shows average and standard deviation of how much the participants reported to have relied on the chart and the caption.
respectively on a 5-point Likert scale. The results in Table 3 Block 1 suggest that the participants drew information from both the chart and the caption when determining their takeaways, although they consistently relied on the chart more than the caption. These results potentially shed light on why participants took away more often from the chart than the caption when they began to diverge — they relied more on the chart than the caption. The results further suggest that the participants’ tendency to rely on the charts grew while their tendency to rely on the captions declined as the prominence of the feature described in the caption decreased (Table 3 Block 2). We found a significant drop in the self-reported reliance on the caption when the caption described a non-prominent feature compared to when it described the third-most prominent feature (synthetic: Mann-Whitney $U = 28941, p < 0.001$; real-world: Mann-Whitney $U = 9666, p < 0.001$) whereas the increase in the reported reliance on the chart corresponded to the bars from Figure 6c). (Middle row) Dividing the left bars in charts (top row)a and (top row)b based on whether the caption contains external information (purple bars) or does not (olive bars). The leftmost Any bars show aggregates over all prominence levels. Asterisks indicate significant difference.

Figure 7: (Top row) Comparison of percentages of takeaways that mention the same feature as the caption for the synthetic (a) and real-world (b) datasets (i.e., darker bars on the left correspond to the red bar from Figure 6a, the green bar from 6b, the blue bar from 6c, and the grey bar from 6d), and percentages of takeaways that mention the feature in the no caption condition (i.e., the right lighter-hued bars in the chart correspond to the bars from Figure 6e). (Middle row) Percentage of takeaways mentioning the visual features at each prominence level when presented with the basic caption. (Bottom row) Dividing the left bars in charts (top row)a and (top row)b based on whether the caption contains external information (purple bars) or does not (olive bars). The leftmost Any bars show aggregates over all prominence levels. Asterisks indicate significant difference.

Table 2: Pairwise Z-test results of comparisons between various ratios of takeaways that mention a certain feature (third, fifth columns) when provided a caption describing a certain feature (second, fourth columns). The tests were one-sided with the alternative hypothesis that the ratio of takeaways for ‘Caption-Takeaway 1’ is greater than the ratio of takeaways for ‘Caption-Takeaway 2’. Asterisks indicate significance with Bonferroni correction.
Table 3: The reported reliance on the chart and the caption respectively on 5-point Likert scales. Block 1 shows the reported reliance across all the captions. Block 2 shows the reported reliance depending on the prominence of the feature described in the chart and Block 3 shows the reported reliance depending on the inclusion of external information. The values are reported in the form of $\mu \pm \sigma$.

**H1 Additional Results.** We also collected takeaways for charts with basic captions that describe the axes of the chart. (Figure 7 - middle row). We find that the percentage of takeaways for each of the features is similar to that of the no-caption condition. In fact, Pearson’s chi-square test finds no significant difference between the takeaway histograms of the basic caption and the no-caption conditions (synthetic: $\chi^2(4) = 1.564, p = 0.815$; real-world: $\chi^2(4) = 7.168, p = 0.127$). While automated captioning tools [30, 40] generate captions corresponding to our basic captions, we were unable to find evidence that these captions affect what people take away. Such captions may help readers with accessibility needs; however, we believe further exploration will help future systems determine appropriate uses for such captions.

**Assessing H2.** To evaluate H2, we examine whether including external content information in the caption makes it more likely for readers to take away the feature mentioned in the caption. We find that people are significantly more likely to mention the feature described in the caption when it includes external information than when it does not (Figures 7e and Figures 7f Any bars). A pairwise Z-test finds significant difference between these ratios (synthetic: $Z = 2.273, p = 0.011$; real-world: $Z = 2.032, p = 0.021$). In addition, the reported reliance on the chart and the captions shifted towards the captions with external information, which is in-line with our findings (Figure 3 Block 3). Specifically, the reported reliance on the chart was significantly lower with external information (synthetic: Mann-Whitney $U = 137318, p < 0.001$; real-world: Mann-Whitney $U = 45292, p = 0.001$); the reported reliance on the caption was higher with external information, but the difference was only significant for the synthetic charts (synthetic: Mann-Whitney $U = 131594, p < 0.001$; real-world: Mann-Whitney $U = 48599.5, p = 0.132$).

The results together suggest that we can accept H2 that states that including external information in the caption helps reinforce the message in the caption and users are more likely to take away from the feature described in the caption.

**H2 Additional Results.** Figure 7 (bottom row) breaks down the ratio of the takeaways that mention the feature described in the caption by level of prominence of the feature. The figure shows that there is usually an increase in the ratio of the takeaways that mentioned the feature described in the caption when the caption included external information for each level of prominence. Among the differences, we only found significant difference when the caption mentioned a non-prominent feature for synthetic charts ($Z = 3.027, p = 0.001$). Further study could shed light on the correlation between the prominence of the feature described in the caption and how external information affects the readers’ takeaways.

## 5 Design Guidelines
Our findings indicate that the readers will take away from the feature doubly emphasized by both the chart and caption if they provide a coherent message. However, when the chart and caption diverge in terms of the feature that they are emphasizing, readers are less likely to use information from the caption in their takeaways. To improve the efficacy of the chart-caption pair, authors could (1) design the chart to make the feature described in the caption more prominent and (2) include external information in the caption to give more context to the information in the caption.

There are several ways for authors to emphasize aspects of the data in a chart so that readers’ attention is drawn to these visual features. One technique is to ensure that aspects of the data such as trends and outliers are presented at the right level of detail or interval range; too-broad of a measurement interval may hide a signal. For example, assume that we were given the chart in Figure 8a with the caption in Figure 8b. The decrease in 2009 is not very prominent because the large increase starting in 2011 overshadows the decrease. Zooming closer to the intended feature and cropping out irrelevant features (Figure 8b), helps make the feature more visually prominent. However, when zooming into the data in this manner, authors must take precaution to avoid removing important information or rendering the chart misleading [33, 35].

A simple way to further facilitate effective chart reading is to enhance the visualization with highlighting and overlays such as annotations to guide the audience’s attention to the image area they are describing [22] (Figure 8b). Sometimes, a different chart altogether may be more effective to emphasize a particular aspect of the data. For example, converting continuous data in line charts into discrete values could help emphasize individual values that the author would like to focus on. The consistency between the redesigned chart-caption pairs helps readers take away from the doubly emphasized feature (Figure 8).

## 6 Future Work
**Chart and caption authoring tools.** We would like to explore how this work can provide interesting implications for **both** chart
(a) “The cheap Yen and PM Abe’s tourism policy caused the number of tourists in Japan to steeply rise between 2011 and 2018.”

(b) “Due to the 2008 Financial Crisis, the number of tourists in Japan decreased in 2009.”

Figure 8: Examples of chart-caption pairs authored to emphasize the same feature in the data. (a) Both the caption and chart emphasize the sharp positive trend. (b) The original chart is modified to zoom into a portion of the time range and the feature is made more visually prominent with an annotation showing the dip in the number of tourists. The caption describes that dip with additional context.

and caption design to help the author effectively convey a specific point of view. Enhancements to visualization authoring tools could suggest chart design alternatives given a feature that the author would like to emphasize. Specifically, the system could go further by emphasizing features in the chart according to the main message the author wants to convey by automatically adding annotations to the chart, adding highlights, and adjusting levels of detail so that the chart and the caption deliver a concerted message. This will require formulating a high-level language specification that the authors can use to communicate to the system about their intents or a natural language processing module that can infer the authors’ intents based on the captions they write. Coordinating interaction between the chart and the caption such that hovering over the text in the caption would highlight the corresponding visual feature in the chart and vice-versa, is another interesting direction to pursue to help the reader. The resulting system would be a significant extension of the interactive document reader presented by Kong et al. and Kim et al. [19, 23]. On the captioning side, a system could classify basic captions, captions about high-prominence features, and captions about low-prominence features. Based on the classification, the system could suggest external information to further emphasize the information presented.

Further exploration of caption variations. In this work, we use a template-based approach for generating captions to minimize the effect of the variation of natural language and to keep the experiment size reasonable. Simultaneously, we carefully vary the visual feature described in the caption and the presence of external information to best understand how people read captions and charts together to form their takeaways. Future work could study captions with various natural language expressions and different ways of emphasis. It would be useful to understand whether the relationship between multiple features in a caption (e.g., a simple list - “There were major dips in employment in 2008 and 2020.” or a comparison - “The dip in 2020 was greater than the dip in 2008.”) has an effect on what readers take away. Studying how our findings generalize to other types of external information (e.g., extrapolation, breakdown into subcategories) would be an interesting direction to pursue.

Generalization to other chart types. Our work explores how readers take away information when presented with univariate line charts and captions. Basic chart types still have prominent features (e.g., extrema in bar charts, outliers in scatterplots) and less prominent features (e.g., a point in a cluster in scatterplots). We expect similar findings would hold for those other chart types. We leave it to future work to confirm this intuition.

7 CONCLUSION

In this paper, we examine what readers take away from both a chart and its caption. Our results suggest that when the caption mentions visual features of differing prominence levels, the takeaways differ. When the caption mentions a specific feature, the takeaways also tend to mention that feature. We also observed that when a caption mentions a visually prominent feature, the takeaways more consistently mention that feature. On the other hand, when the caption mentions a less prominent feature, the readers’ takeaways are more likely to mention the most prominent prominence features than the feature described in the caption. We also find that including external information in the caption makes the readers more likely to form their takeaways based on the feature described in the caption. From the results of our study, we propose guidelines to better design charts and captions together; using visual cues and alternative chart representations, visual features can be made more prominent and be further emphasized by their descriptions in the caption. Design implications from this work provide opportunities for the authoring of chart and caption pairs in visual analysis tools to effectively convey a specific point of view to the reader.
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