Coherence effects on estimating general sub-Rayleigh object distribution moments
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Quantum Fisher information and signal-to-noise ratio bounds are derived for the estimation of moments of general partially coherent objects. Under an asymptotic analysis in the sub-Rayleigh regime, these bounds are shown to be less restrictive than those of the incoherent case. This leaves open the possibility of more accurately estimating object distribution moments when the object is partially coherent.

I. INTRODUCTION

For realistic imaging systems, the ability to accurately and fully describe a general object scene deteriorates as the scene’s characteristic size approaches the sub-Rayleigh regime. Within this regime, whose domain is determined by the width of the imaging system’s point spread function (PSF), the prominent spatial frequency components of the object fail to transfer faithfully to the image plane and, as a result, the resulting image is irrecoverably blurred in a passive imaging system. The maximum spatial frequency components that successfully pass through to the image plane define, roughly, the resolution of the imaging system. Therefore, it is desirable, and indeed an ongoing area of research, to find ways to obtain superresolution, which are methods of imaging that circumvent the aforementioned limitations in the sub-Rayleigh regime. These techniques include stochastic optical reconstruction microscopy (STORM) [1], simulated emission depletion microscopy (STED) [11], and confocal microscopy with superoscillations [2–5].

However, there has recently been an increase in interest regarding superresolution techniques based on modal decomposition [7,5]. The foundations of these ideas were first popularized by Tsang in the context of estimating the separation between two incoherent point sources [6]. The theoretical backbone of the analysis was the quantum Fisher information (FI), which provides a measurement-free information lowerbound on parameter estimation [9]. The remarkable result that the quantum FI for incoherent two-point separation remains positive even as the separation vanishes [along with a proposal of an measurement scheme known as spatial mode demultiplexing (SPADE)] paved the road for implementations in the sub-Rayleigh regime. These techniques include stochastic optical reconstruction microscopy (STORM) [1], and confocal microscopy with superoscillations [2–5].

In this work, the quantum FI bounds for characterizing a general object distribution with arbitrary coherence properties are derived using moments. We find that a suitable starting point is the coherent mode decomposition (CMD) and parametrizing the estimation problem in terms of the moments of each coherent mode. These results may then be reinterpreted for the moments of the object mutual coherence and the object intensity distribution through reparametrization techniques. We find that the derived information bounds leave room for improvement with partially coherent sources when compared to the incoherent case.

II. THEORY

The density matrix that represents the image of a general partially coherent object distribution passing through an imaging system is given by

$$\hat{\rho}_\alpha = N_{\alpha}^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Gamma(u,v) e^{-iku} |\psi\rangle \langle \psi| e^{iku} \ du \ dv,$$

where

$$\Gamma(u, v) = \sum_{\alpha} N_{\alpha} \Gamma_{\alpha}(u, v).$$

The density matrix 

$$\rho^s = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Gamma(u,v) e^{-iku} |\rho_s\rangle \langle \rho_s| e^{iku} \ du \ dv$$

is a state that does not change under the action of the imaging system, and analytic expressions for the moments of this state can be found in the literature [12].
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where \( \Gamma(u, v) \) is the mutual coherence function of the object distribution as a function of two object-plane coordinates. Note that \( \Gamma \) is Hermitian; that is, \( \Gamma(u, v) = \Gamma^*(v, u) \). Furthermore, \( |\psi\rangle = \int_{-\infty}^{\infty} \psi(x)|x\rangle \, dx = \int_{-\infty}^{\infty} \Psi(k)|k\rangle \, dk \),

where \( \psi \) and \( \Psi \) are the imaging system’s (coherent) PSF and transfer function, respectively. They are respectively functions of the conjugate variables \( x \) and \( k \), which are the image-plane position and spatial-frequency coordinates. The collections of kets \( \{|x\rangle\} \) and \( \{|k\rangle\} \) each form an orthonormal basis and the overlap \( \langle x|k \rangle = e^{ikx} \) indicate that \( \psi \) and \( \Psi \) are a Fourier-transform pair. A full derivation of Eq. 1 is provided in Appendix A. Finally \( k \) is the one-photon spatial-frequency, or momentum, operator; both \( k \) and the object-plane position coordinates \( (u, v) \) are normalized with respect to the system’s magnification and the bandwidth of \( \Psi(k) \). This allows for them to be interpreted as unitless quantities. A schematic of some of the aforementioned quantities are shown in Fig. 1.

Note that \( \hat{\rho}_0 \) is indexed by \( \alpha \in \{0, 1\} \), which reflects the notion that there are two options for the normalization constant \( N_\alpha \). These two options, given by \( \alpha = 0, 1 \), correspond to the image-plane normalization (IN) and object-plane normalization (ON), respectively. The value of the normalization in these two cases are given by

\[
N_0 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Gamma(u, v)\psi(x+u)\psi^*(x+v) \, du \, dv \, dx, \quad (3)
\]

\[
N_1 = 1. \quad (4)
\]

Equations 3 and 4 show that \( \hat{\rho}_0 \) always has unit trace, whereas \( \hat{\rho}_1 \) may not. This distinction is rooted in whether one chooses to budget per-photon information using the photons arriving at the image plane (IN) or those available at the object plane (ON). These two choices, among others, have been a part of the ongoing debate on which normalization leads to FI calculations that are faithful to the physical processes one claims to be studying. A more complete discussion is found in Appendix B. In what follows, we present the quantum FI calculations for both choices, highlighting the differences between them. One should be clear, however, that the object intensity distribution \( I(u) = \Gamma(u, u) \) is normalized to unity in both IN and ON schemes. That is, \( \int I(u) \, du = 1 \); this follow upon the consideration that the initial state, prior to the dynamic process that maps a state from object to image planes, should have unit trace. From Eqs. 3 and 4, it is clear that the choice of \( \alpha \) can have non-trivial effects on quantum FI calculations. However, as we will see in Section III A, the derived asymptotic FI behaviors (in the sub-Rayleigh regime) have a simple dependence on \( \alpha \).

The goal of characterizing a general object scene with arbitrary coherence is taken to be the recovery of \( \Gamma \). One may parametrize \( \Gamma \) through its (complex) joint moments \( \xi_{qp} \), given by

\[
\xi_{qp} \triangleq \int_{-\infty}^{\infty} I(u, v) u^q v^p \, du \, dv. \quad (5)
\]

Under easily-satisfied conditions (although the reconstruction itself may not be trivial), it is known that integrable functions correspond uniquely to their moment sequences. Indeed, for the case of an incoherent object scene, Tsang performs a quantum FI analysis on the moments, \( \theta_q \), of \( I(u, v) = \Gamma(u, u) \), defined as

\[
\theta_q \triangleq \int_{-\infty}^{\infty} I(u) u^q \, du, \quad (6)
\]

using the Cholesky decomposition to obtain Kraus operators 21. Unfortunately, such methods do not extend in the case partially coherent object scenes. This is because \( \xi_{qp} \), unlike \( \theta_{q+p} \), is not positive definite (although it is still Hermitian) and therefore does not lend itself to a Cholesky decomposition. Nevertheless, one may obtain an alternative Kraus representation using the CMD. The CMD states that every \( \Gamma(u, v) \) can be written uniquely as

\[
\Gamma(u, v) = \sum_{n=0}^{\infty} \varphi_n(u) \varphi_n^*(v), \quad (7)
\]
where \( \varphi_n(u) \) are the (modified) coherent modes of \( \Gamma(u,v) \). Note that the CMD is more commonly expressed with \( \varphi_n(u) = \lambda_n^{1/2} \phi_n(u) \), where \( \lambda_n \) is the (positive) modal weight of \( \phi_n(u) \), the (unmodified) \( n \)-th coherent mode of \( \Gamma(u,v) \). However, for our purposes, it is more convenient to work with \( \tilde{\varphi}_n \). To see how the use of Eq. (7) leads to a Kraus representation of \( \tilde{\rho}_n \), one inserts Eq. (7) into Eq. (1) and expands the exponentials with their Taylor series to ultimately obtain

\[
\tilde{\rho}_n = N_{\alpha}^{-1} \sum_{n=0}^{\infty} \sum_{q,p=0}^{\infty} \varphi_{qn} \varphi_{pn}^* \left( \frac{-i\hat{k}}{q!} \right)^q \left( \frac{i\hat{k}}{p!} \right)^p \psi, \tag{8}
\]

where

\[
\varphi_{qn} = \int_{-\infty}^{\infty} \varphi_n(u) u^n du, \tag{9}
\]

is the (complex) \( q \)-th moment of \( \varphi_n(u) \). Equation (9) can now be readily written in a Kraus representation as

\[
\tilde{\rho}_n = \sum_{n=0}^{\infty} \hat{A}_{n,n} \psi \langle \hat{A}_{n,n} \rangle, \tag{10}
\]

with the Kraus operators \( \hat{A}_{n,n} \) given by

\[
\hat{A}_{n,n} = N_{\alpha}^{-1/2} \sum_{q=0}^{\infty} \varphi_{qn} \frac{(-i\hat{k})^q}{q!}. \tag{11}
\]

The standard procedure now is to find the elements of the quantum FI matrix, \( \hat{Q}_{n,ij} \), where \( i,j \in \mathcal{P} \). Once this is obtained, the quantum FI for parameter \( i \) may be calculated as \( \langle \hat{Q}_{n,ii}^{-1} \rangle^{-1} \). One may also consider simply calculating \( \hat{Q}_{n,ii} \) since \( \hat{Q}_{n,ii} \geq \langle \hat{Q}_{n,ii}^{-1} \rangle^{-1} \), which provides an upperbound to the quantum FI, and this avoids the need to take the inverse of an infinitely large matrix. Unfortunately, aside from special cases, a general procedure for calculating \( \hat{Q}_{n,ij} \) is known only for unitary dynamic processes whose initial state is pure. In our context, the mapping from the object to image planes is not unitary [although Eq. (10) may be interpreted as a dynamic process with an initial pure state]. Therefore, an attempt to obtain \( \hat{Q}_{n,ij} \) explicitly is mathematically arduous and perhaps intractable. Instead, through a process known as purification, we will obtain matrix elements \( \hat{Q}_{n,ij} \) whose diagonal elements are such that \( \hat{Q}_{n,ii} \geq \hat{Q}_{n,ij} \). One then has the chain of upperbounds:

\[
\hat{Q}_{n,ii} \geq \hat{Q}_{n,ij} \geq \langle \hat{Q}_{n,ij}^{-1} \rangle^{-1}. \tag{12}
\]

The quantity on the left-hand side of Eq. (12) will be called the quantum Fisher information bound (FIB), and note that the first inequality is tight. Its derivation, which depends on purification and the chosen Kraus representation, is given in Appendix C. We find that

\[
\hat{Q}_{n,ij} = 4(C_{n,ij} + B_{n,ij}), \tag{13}
\]

where

\[
C_{n,ij} = \sum_{r=0}^{\infty} \langle \psi | \left( \partial_i \hat{A}_{n,r} \right) \left( \partial_j \hat{A}_{n,r} \right) | \psi \rangle, \tag{14}
\]

\[
B_{n,ij} = \sum_{r=0}^{\infty} \langle \psi | \hat{A}_{n,r}^\dagger \left( \partial_i \hat{A}_{n,r} \right) | \psi \rangle. \tag{15}
\]

It is possible to re-express Eqs. (14) and (15) in terms of the matrix \( \varphi \), whose elements are given by Eq. (9), as

\[
C_{n,ij} = Tr \left[ \Pi \partial_i \left( N_{\alpha}^{-1/2} \varphi \right)^j \partial_j \left( N_{\alpha}^{-1/2} \varphi \right) \right], \tag{16}
\]

\[
B_{n,ij} = N_{\alpha}^{-1/2} Tr \left[ \Pi \varphi^j \partial_i \left( N_{\alpha}^{-1/2} \varphi \right) \right], \tag{17}
\]

where

\[
\Pi_{pq} = \frac{1}{p! q!} \left( \langle \psi | (\hat{i} \hat{k})^p (\hat{i} \hat{k})^q | \psi \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\Psi(k)|^2 k^{p+q} dk, \tag{18}
\]

is related to the moments of the system’s optical transfer function. Note that we will assume that \( |\psi(k)|^2 \) is even. Equations (16) and (17), upon insertion into Eq. (13), show how the quantum FIB for any parameter \( \varphi_{qn} \in \mathcal{P} \) may be calculated. For convenience, the diagonal elements of \( \hat{Q}_n \) and \( C_n \) are denoted as \( \hat{Q}_n(\varphi_{qn}) \) and \( C_n(\varphi_{qn}) \), respectively. Furthermore, we adopt the notation \( B_n(\varphi_{qn}) = B_{n,\varphi_{qn}} \). Figure 2 provides a summary of the procedure used to obtain the quantum FIBs for \( \mathcal{P} \).

Although the theoretical framework presented here concerns the quantum FIB, it is useful to also study the per-photon quantum signal-to-noise ratio (QSNR) for \( \varphi_{qn} \), which is defined as

\[
\text{QSNR}_n(\varphi_{qn}) = \varphi_{qn}^2 \hat{Q}_n(\varphi_{qn}). \tag{19}
\]
do not depend on $\Delta$, we find that quantum FIB is an upperbound to the quantum FI.

It remains then, to analyze the asymptotic behavior of the case, for practical imaging systems, in Appendix C.

bound only if the sums converge. This is shown to be through the definition in Eq. (16) and is therefore a useful.

Equation (21) is to be interpreted as meaning that $f$ is on the order of $g$ in the stated limit.

We now claim that, in Eq. (13),

$$\tilde{Q}_\alpha(\varphi_{qn}) \sim 4C_\alpha(\varphi_{qn}),$$

for any $\varphi_{qn} \in \mathcal{P}$. Equation (22) states that the second term within the parentheses in Eq. (13) is dominated by the first asymptotically.

A detailed discussion of this is given in Appendix D. At this point, we also note that Eq. (22) expresses the QFIB in terms of infinite sums through the definition in Eq. (16) and is therefore a useful bound only if the sums converge. This is shown to be the case, for practical imaging systems, in Appendix C. It remains then, to analyze the asymptotic behavior of $C_\alpha(\varphi_{qn})$. The relevant quantities to study, according to Eq. (16), are then $\Pi, N_1, \varphi,$ and the derivatives of the latter two (with respect to $\mathcal{P}$). Clearly, since $\Pi$ and $N_1 = 1$ do not depend on $\Delta$, we find that

$$\Pi = O(1), \quad N_1 = O(1), \quad \frac{\partial N_1}{\partial \varphi_{qn}} = 0. \quad (23)$$

Note that $\varphi_{qn} = O(\Delta^{q+1/2})$. This, along with the details shown in Appendix D, give rise to the following asymptotic relations:

$$N_0^{-1/2} = O(\Delta^{-1/2}), \quad \varphi = O(\Delta^{1/2}),$$

and

$$\frac{\partial N_0^{-1/2}}{\partial \varphi_{qn}} = O(\Delta^{-1}), \quad \frac{\partial \varphi}{\partial \varphi_{qn}} = O(1). \quad (24)$$

Equations (23) and (24) are used in Eq. (16) to give the following results for the quantum FIB:

$$\tilde{Q}_\alpha(\varphi_{qn}) = O(\Delta^{q-1}),$$

which is independent of both $n$ (coherent mode index) and $q$ (moment). The corresponding QSNR is given by

$$\text{QSNR}_\alpha(\varphi_{qn}) = O(\Delta^{2q+\alpha}),$$

which decreases for all $q$, aside from the $q = 0$ case in the IN scheme. Equation (26) indicates that it gets progressively more difficult to accurately estimate the higher moments of any $\varphi_{qn}$.

B. Quantum FIB for joint moments of the mutual coherence

Thus far, the results presented in this work concern $\mathcal{P}$, the set of moments of the (modified) coherent modes $\varphi_n$. Although complete knowledge of $\mathcal{P}$ corresponds to knowledge of $\Gamma(u, v)$ (and also $I(u)$), it is of interest to derive the quantum FIB and QSNR for the joint moments of $\Gamma$ directly. That is, we consider $\mathcal{P}_T = \{\text{Re}(\xi_{qp}), \text{Im}(\xi_{qp})\}$ to be another set of unknown parameters [see Eq. (5)]. As was the case with $\mathcal{P}$, we will often refer to an element in $\mathcal{P}_T$ as simply $\xi_{qp}$ to mean either its real or imaginary part.

The strategy is to compute the Jacobian matrix

$$J_T = \frac{\partial \mathcal{P}_T}{\partial \mathcal{P}}, \quad (27)$$

and use the reparametrization property of quantum FI (bound) matrices:

$$\tilde{Q}^{-1\Gamma}_\alpha = J_T \cdot \tilde{Q}^{-1\Gamma}_\alpha \cdot J_T^\dagger, \quad (28)$$

where we use the notation $\tilde{Q}^{-1\Gamma}_\alpha$ to denote the inverse of the quantum FIB matrix on $\mathcal{P}_T$. Note that Eq. (28) is given as the inverse of the quantum FIB matrix and so expresses information directly about the Cramér-Rao bound (bound) (CRBB) of $\mathcal{P}_T$ parameters rather than the information. To return to information bounds, we consider inverting the diagonal elements of Eq. (28) to obtain

$$[\tilde{Q}^{-1\Gamma}_\alpha(\mathcal{P}_T)]^{-1} = \{J_T \cdot \tilde{Q}^{-1\Gamma}_\alpha \cdot J_T^\dagger(\mathcal{P}_T)\}^{-1}, \quad (29)$$

where $M(\mathcal{P}_T)$ denotes the diagonal elements of a matrix $M$ with respect to parametrization $\mathcal{P}_T$. Equation (29) is...
a means to calculate the quantum FIB for the parameters in $\mathcal{P}_T$. For clarity, however, we point out that Eq. (29) is not strictly the same quantity as $\hat{Q}_\alpha(\mathcal{P})$ calculated in Eq. (25). First, Eq. (29) refers to a new set of parameters $\mathcal{P}_T$ and, second, it appears in the middle of the following chain of inequalities:

$$\hat{Q}_{\alpha,T}(\mathcal{P}_T) \geq [\hat{Q}_{\alpha,T}^{-1}(\mathcal{P}_T)]^{-1} \geq [Q_{\alpha,T}^{-1}(\mathcal{P}_T)]^{-1}. \tag{30}$$

That is, the quantity calculated in Eq. (25) is analogous to the first term in Eq. (30), and the one in Eq. (29) is found in the middle. However, we are justified in calling Eq. (29) a QFIB as it is still greater than or equal to the QFI, which is the final term in Eq. (30). The need for this clarification comes from the fact that Eq. (28) involves the inverses of the quantum FIB matrices, which was in turn necessitated through the appearance of $J_{\Gamma}$ in Eq. (28) rather than its inverse. The reason for this choice, as we will see in Eq. (33), is that it is easy to express $\xi_{qp}$ as a function of $\varphi_{qn}$ but the converse is not true.

To proceed, we note that Eq. (29) involves $\hat{Q}_{\alpha}^{-1}$ the inverse of quantum FIB matrix for $\mathcal{P}$. Using Eqs. (24) and (25), it is possible to show that

$$[\hat{Q}_{\alpha}^{-1}]_{(qn)(pm)} = O(\Delta^{\alpha - 1}), \tag{31}$$

where we use the double-subscripts $(qn)$ to refer to the element $\varphi_{qn} \in \mathcal{P}$. That is, every element in $\hat{Q}_\alpha$ has the same asymptotic dependence on $\Delta$. This allows for a straightforward analysis of the asymptotic behavior of $\hat{Q}_\alpha^{-1}$. Namely,

$$[\hat{Q}_{\alpha}^{-1}]_{(qn)(pm)} = O(\Delta^{1 - \alpha}). \tag{32}$$

In order to calculate the Jacobian matrix $J_{\Gamma}$, one must first express $\xi_{qp} \in \mathcal{P}_T$ as a function of the parameters $\varphi_{rn} \in \mathcal{P}$. By multiplying both sides of Eq. (7) by $u^q v^p$ and integrating over $(u, v)$, we find that

$$\xi_{qp} = \sum_{n=0}^{\infty} \varphi_{qn} \varphi^{*}_{pn}. \tag{33}$$

Note that, for all $n$, $\xi_{qp}$ is only related to the $q$-th and $p$-th moments of $\varphi_n$. One may now calculate the elements of $J_{\Gamma}$ using Eq. (33). Henceforth, for convenience, we will take $\varphi_{rn} \in \mathcal{P}$ to mean the real part of $\varphi_{rn}$; it is straightforward to see that the corresponding expressions regarding the imaginary parts of $\varphi_{qn}$ are similar. With this,

$$[J_{\Gamma}]_{(qp)(rn)} = \frac{\partial \xi_{qp}}{\partial \varphi_{rn}} = \delta_{rq} \varphi^{*}_{pn} + \delta_{rp} \varphi_{qn}, \tag{34}$$

where, without loss of generality (due to the Hermiticity of $\xi$), we take $q \geq p$. Equation (34) indicates that the elements of $J_{\Gamma}$ depend linearly on $\mathcal{P}$ and the final equality uses the asymptotic behavior of $\varphi_{qn}$. Using Eq. (29), we find that

$$[\hat{Q}_{\alpha,T}^{-1}(\xi_{qp})]^{-1} = ([J_{\Gamma} \cdot \hat{Q}_{\alpha}^{-1} \cdot J_{\Gamma}^T](\xi_{qp}))^{-1} = [O(\Delta^{\alpha + 1})O(\Delta^{1 - \alpha})O(\Delta^{p + 1})]^{-1} = O(\Delta^{-2p + \alpha - 2}). \tag{35}$$

Note that the second line in Eq. (35) arises from Eq. (34) and noting that the $r = q$ term gives the dominant asymptotic behavior $O(\Delta^{p + 1})$. Using $\xi_{qp} = O(\Delta^{p + 1})$, we can derive a QSNR for $\xi_{qp}$ as

$$\text{QSNR}_{\alpha,T}(\xi_{qp}) \equiv \xi_{qp}^2 [\hat{Q}_{\alpha,T}^{-1}(\xi_{qp})]^{-1} = O(\Delta^{2q + \alpha}). \tag{36}$$

C. Quantum FIB for the moments of the intensity distribution

For the purposes of imaging the object scene, one may only be interested in $I(u)$ rather than the entire mutual coherence function $\Gamma(u, v)$. In this case we may consider $\mathcal{P}_I = \{\theta_q\}$, the moments of $I(u)$, defined in Eq. (6).

It is shown in Appendix B that

$$\theta_q = \frac{1}{(2\pi)^2} \sum_{n=0}^{\infty} \left\{ \int_{-\infty}^{\infty} \left[ \sum_{k_1, k_2 = [q/2]}^{\infty} A_{k_1k_2}^{q}(f) \varphi_{q,k_1n} \varphi^{*}_{q,k_2n} \right] \right\} \right\}, \tag{37}$$

where $A_{k_1k_2}^{q}(f)$ is some $\Delta$-independent quantity. Crucially, $\theta_q$ depends, for all coherent modes, only on (products of) moments of $\varphi_n$ that are at least as large as $[q/2]$. Now, the desired Jacobian

$$J_I = \frac{\partial P_I}{\partial \mathcal{P}}, \tag{38}$$

has elements $[J_I]_{q(rn)} = \partial \theta_q / \partial \varphi_{rn}$ given by

$$[J_I]_{q(rn)} = \frac{1}{(2\pi)^2} \sum_{n=0}^{\infty} \left\{ \int_{-\infty}^{\infty} \left[ \sum_{k = [q/2]}^{\infty} 2\text{Re} \{A_{k}^{q}(f) \varphi_{kn}\} \right] \right\}, \tag{39}$$

where we used $A_{k_1k_2}^{q}(f) = (A_{k}^{k_1k_2})^*$. Using Eq. (29), with $\Gamma$ replaced with $I$, we find that

$$[\hat{Q}_{\alpha,I}^{-1}(\theta_q)]^{-1} = ([J_{I} \cdot \hat{Q}_{\alpha}^{-1} \cdot J_{I}^T](\xi_{qp}))^{-1} = \left[ \sum_{k_1, k_2 = [q/2]}^{\infty} O(\Delta^{k_1 + 1/2})O(\Delta^{1 - \alpha})O(\Delta^{k_2 + 1/2}) \right]^{-1} = O(\Delta^{-2[q/2] + \alpha - 2}). \tag{40}$$

The second line in Eq. (40) arises from Eq. (39) and noting that the $k = [q/2]$ term gives the dominant asymptotic behavior $O(\Delta^{[q/2] + 1/2})$ (for both $k_1, k_2$ summations). Using $\theta_q = O(\Delta^q)$, one may now derive a QSNR for $\theta_q$ as

$$\text{QSNR}_{\alpha,I}(\theta_q) \equiv \theta_q^2 [\hat{Q}_{\alpha,I}^{-1}(\theta_q)]^{-1} = O(\Delta^{2[q/2] + \alpha - 2}), \tag{41}$$

which is valid for all $q$. 
III. RESULTS AND DISCUSSION

The quantum FIB and QSNR results for the parameters in the considered sets of $\mathcal{P}$, $\mathcal{P}_I$, and $\mathcal{P}_I$ are shown in Table I. There are several remarks to be made:

- The coherent mode index (often denoted as $n$ or $m$ throughout this work) does not appear in either the quantum FIB or QSNR for $\varphi_{qn} \in \mathcal{P}$. This means that the quantum bounds we derive here are independent on which coherent mode’s moments are being considered.

- The quantum FIB for $\varphi_{qn} \in \mathcal{P}$ is independent of $q$, but the corresponding QSNR vanishes as $\Delta \to 0$ (aside from $q = 0$ and $\alpha = 0$, for which the QSNR approaches a constant value asymptotically).

- The QSNR for $\theta_q \in \mathcal{P}_I$, given by $O(\Delta^{2|q/2|+\alpha-2})$, vanishes more slowly in the limit $\Delta \to 0$ when compared to the incoherent result reported in Tsang, in which $\text{QSNR}(\theta_q) = O(\Delta^{2|q/2|})$ [21]. This is true for both IN and ON schemes. In fact, for the ON scheme, we note that the the QSNR$_{\gamma,f}(\theta_q) = O(1)$ which is non-zero as $\Delta \to 0$. This is shown in Fig. 3.

| Parameters | Quantum FIB | QSNR |
|------------|-------------|------|
| $\varphi_{qn} \in \mathcal{P}$ | $O(\Delta^{|q/2|+\alpha-2})$ | $O(\Delta^{2|q/2|+\alpha})$ |
| $\xi_{qp} \in \mathcal{P}_I$ | $O(\Delta^{-2|q/2|+\alpha-2})$ | $O(\Delta^{2|q/2|+\alpha-2})$ |
| $\theta_q \in \mathcal{P}_I$ | $O(\Delta^{-2|q/2|+\alpha-2})$ | $O(\Delta^{2|q/2|+\alpha-2})$ |

FIG. 3. Plot that shows the qualitative behavior, in the sub-Rayleigh regime, of QSNR($\theta_2$). The results derived here for the partially coherent case (blue and red) both fall off asymptotically slower than the incoherent QSNR derived in [Tsang].

Complete knowledge of $\mathcal{P}$ or $\mathcal{P}_I$ allows one to accurately reconstruct $\Gamma(u, v)$, the entire object mutual coherence function. The results summarized in Table I indicate that the QSNR for these parameters decay for higher moments, which implies the increasing difficulty in their estimation. On the other hand, when only the intensity information of the object is of interest, one might instead consider $\mathcal{P}_I$. The QSNR for $\theta_q$ is shown to fall off more slowly when compared to the incoherent case. The possibility of estimating the $I(u)$ from a partially coherent object more accurately than one could from an incoherent object thereby remains open from these quantum bound results.

Care should be taken in interpreting these results, however, since quantum FIB calculations do not explicitly instruct on how the optimal measurement (if it exists) can be found. Furthermore, even if we are certain that such a measurement exists, we are still at the moment ignorant to what families of $\Gamma(u, v)$ would lend to a saturation of the results in Table I. In the best case scenario, the derived bounds are saturated for arbitrary $I(u)$ and a particular family of $\gamma(u, v)$, where $\gamma(u, v) \overset{\Delta}{=}$ $\Gamma(u, v)$[$I(u)$]^{-1/2} is the complex degree of coherence. Here, one may envision the possibility of precise sub-Rayleigh imaging/communication as long as one properly chooses $\gamma(u, v)$. However, if the derived bounds correspond to particular distributions of $I(u)$, then the possibilities are drastically restricted.

Finally, we discuss the difference between the IN and ON schemes, which correspond to scenarios that are detailed in Appendix I. Although it was not immediately obvious upon inspecting the definitions of $\mathcal{N}_u$, the analysis in this manuscript demonstrates that the difference between the IN and ON schemes with regards to the resulting quantum bounds (in the asymptotic limit) may be summarized as

$$\frac{\bar{Q}_0(x)}{\bar{Q}_1(x)} = \frac{\text{QSNR}_0(x)}{\text{QSNR}_1(x)} = O(\Delta^{-1}),$$

where $x$ is any parameter in $\mathcal{P}$, $\mathcal{P}_I$, or $\mathcal{P}_I$. Equation (42) shows that the IN scheme gives a quantum FIB and QSNR that grows more quickly (or decays more slowly) as $\Delta \to 0$ when compared to the ON scheme. However, in the case of an incoherent object scene, Appendix I shows that there is no distinction between IN and ON because $\mathcal{N}_u$ is independent of the unknown parameters.

IV. CONCLUDING REMARKS

A framework for calculating quantum information bounds for estimating parameters from a general, one-dimensional, partially coherent object with mutual coherence $\Gamma$ is introduced. Using the CMD, purification, and reparametrization, we find the QFIB and QSNR for various object moments in both IN and ON normalization schemes.

There are many possible generalizations and extensions of the results presented here. For instance, an analysis of the higher spatial dimension case remains open although analogous results are expected there. A stricter (non-asymptotic) calculation of the QFIB (or the QFI
itself) beyond purification and asymptotics is also desirable since, as seen in Ref. 19 the quantum FI can vary quickly within the sub-Rayleigh regime and the big $O$ results may fail to completely capture this behavior. Finally, it is prudent to see if the derived QFIBs can be attained experimentally. A first step in this exploration is to compute estimators for object moments under SPADE-like measurement schemes which, for incoherent objects, have been shown to be optimal.
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Appendix A: Density Matrix for a General Partially Coherent Object Distribution

Following the derivation in the Supplemental Material of Ref.19 one obtains that the density matrix representing one-photon detection events from a multimode object distribution is given by

$$\hat{\rho} = \frac{1}{\epsilon} \sum_{j,k=1}^{M} G_{jk} |l_j⟩⟨1_k|, \tag{A1}$$

where $G_{jk}$ are the matrix elements $\hat{G}$, the image-plane mutual coherence matrix and $\epsilon$ is the average number of photons detected on the image plane over a coherence time. Note that $|1_j⟩$ is the 1-photon state in the $j$-th mode, of which there are $M$ total. To proceed, we relate $\hat{G}$ to $\hat{\Gamma}$, the object-plane mutual coherence matrix, through the scattering equation

$$\hat{G} = \hat{S} \hat{\Gamma} \hat{S}^\dagger, \tag{A2}$$

where $\hat{S}$ is the (imaging) system’s field scattering matrix. Often, $\hat{S}$ is not unitary and is closely related to the system’s point spread function (PSF). For general object coherence, the matrix elements of $\hat{\Gamma}$ will be indicated by $[\hat{\Gamma}]_{uv} = \epsilon_0 \Gamma_{uv}$, where $\epsilon_0$ is the average photon number emitted from the source over the coherence time of the source. Equation \ref{A1} can now be expressed as

$$\hat{\rho} \approx \frac{\epsilon_0}{\epsilon} \sum_{u,v} \Gamma_{uv} \sum_{j,k=1}^{M} S_{ju} S_{kv}^* |l_j⟩⟨1_k|. \tag{A3}$$

At this point, we stipulate that $\epsilon = \epsilon_0 \eta N_\alpha$, where $\eta$ is the quantum efficiency of the system and we assume that this is the same for every object mode. $N_\alpha$ is a normalization constant that could take two possible values ($\alpha = 1, 2$) that correspond to two interpretations of the density matrix, which will now similarly be indexed as $\hat{\rho}_\alpha$. The meaning of $\alpha = 1, 2$ will be discussed in Appendix C.

By defining

$$|\psi_u⟩ = \sum_{j=1}^{M} \psi(j, u) |1_j⟩ \quad \text{with} \quad \psi(j, u) \triangleq S_{ju}/\sqrt{\eta}, \tag{A4}$$

one may write Eq. \ref{A3} as

$$\hat{\rho}_\alpha = N^{-1}_\alpha \sum_{u,v} \Gamma_{uv} \sum_{j,k=1}^{M} \psi(j, u) \psi^*(k, v) |1_j⟩⟨1_k|. \tag{A5}$$

At this point, the paraxial approximation is used to allow image-plane wavepacket positions to be used to represent the image plane modes. That is, one identifies $x_j = x_0 + jdx$ and $|1_j⟩ = |1⟩/\sqrt{dx}$, where $x_0$ is an arbitrary choice of origin and $dx$ is a the spacing between image-plane positions. By further rewriting $\psi_u(x_j) = \psi(j, u)/\sqrt{dx}$, it is possible to obtain the succinct equation of

$$\hat{\rho}_\alpha = N^{-1}_\alpha \sum_{u,v} \Gamma_{uv} |\psi_u⟩⟨\psi_v|, \tag{A6}$$

where

$$|\psi_u⟩ \triangleq \sum_{j=1}^{M} \psi_u(x_j) |x_j⟩ dx. \tag{A7}$$

In the (image-plane) continuum limit of $dx \to 0$, one obtains that $|\psi_u⟩ \to \int \psi_u(x) |x⟩ dx$. For the special case where the system is shift-invariant,

$$|\psi_u⟩ = \int_{-\infty}^{\infty} \psi_u(x) |x⟩ dx = e^{-iku} \sqrt{\lambda} \int_{-\infty}^{\infty} \psi(x) |x⟩ dx, \tag{A8}$$

where $\psi(x)$ is the shift-invariant PSF. In all, one may now write

$$\hat{\rho}_\alpha = N^{-1}_\alpha \sum_{u,v} \Gamma_{uv} e^{-iku} |\psi⟩⟨\psi| e^{ikv}. \tag{A9}$$

The final step is to invoke the position-representation and continuum limit for the object plane coordinates. This can be summarized by taking $\Gamma_{uv} = \Gamma(u, v) du dv$, where $\Gamma(u, v)$ is the familiar mutual coherence function that one thinks of in classical partial coherence theory and $du$ or $dv$ are spacings in the object-plane positions. The continuum limit then corresponds to $(du, dv) \to (0, 0)$, resulting in

$$\hat{\rho}_\alpha = N^{-1}_\alpha \int_{-\infty}^{\infty} \Gamma(u, v) e^{-iku} |\psi⟩⟨\psi| e^{ikv} du dv. \tag{A10}$$

Appendix B: Normalization of the density matrix

This section concerns the values of $N_0$ and $N_1$, which are the normalization factors for the image-plane normalization (IN) and object-plane normalization (ON) schemes, respectively. These two schemes correspond to
two different assumptions regarding the (mixed) state at the measurement stage. For both schemes, the initial state (object plane distribution) is normalized so that

$$\int_{-\infty}^{\infty} \Gamma(u, u) \, du = \int_{-\infty}^{\infty} I(u) \, du = 1. \quad (B1)$$

Equation (B1) simply reflects the notion that the density matrix at the object plane must be normalized so that, when projected on an orthonormal basis, the resulting expansion coefficients may be interpreted as probability densities. However, in general imaging systems, the transfer of state between the object and image plane is not unitary (finite apertures) and therefore does not necessarily preserve the unit track property of the object state.

The IN scheme is the one in which the image-plane density matrix is renormalized after ungoing the non-unitary process, giving $\rho_0$ such that $\text{Tr}(\rho_0) = 1$. Although the quantum FI informs on a measurement-free upperbound on the precision of estimating a parameter, one can liken the IN scheme to one where the experimentalist chooses to normalize the photon counts of each measurement used to perform maximum likelihood estimation (MLE). On the otherhand, the ON scheme may be interpreted as the procedure where the experimentalist does not normalize their measurements (as they are successively performed for MLE) by the photon number. Therefore, one simply takes $\mathcal{N}_1 = 1$.

1. Calculating normalization for IN

The value for $\mathcal{N}_0$ is calculated, using the orthonormal set of position kets $\{|x\rangle\}$ to perform the trace, to be

$$\mathcal{N}_0 = \text{Tr} \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Gamma(u, v) e^{-i u x} |\psi\rangle \langle \psi| e^{i v x} \, du \, dv \right]$$

$$= \int_{-\infty}^{\infty} \langle x | \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Gamma(u, v) e^{-i u x} |\psi\rangle \langle \psi| e^{i v x} \, du \, dv \rangle |x\rangle \, dx$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Gamma(u, v) \psi^*(x + u) \psi(x + v) \, du \, dv \, dx. \quad (B2)$$

Because $\mathcal{N}_0$ contains $\Gamma$, it is clear that it depends on the set of parameters to be estimated $\mathcal{P} = \{\lambda_n, \varphi_{n,q}\}$, which refer to the coherent mode decomposition (CMD) of $\Gamma$:

$$\Gamma(u, v) = \sum_{n=0}^{\infty} \lambda_n \varphi_n(u) \varphi_n^*(v), \quad (B3)$$

with $\varphi_{n,q} \triangleq \int_{-\infty}^{\infty} \lambda_n^{1/2} \varphi_n(u) u^q \, du. \quad (B4)$

To see the dependence of $\mathcal{N}_0$ on $\mathcal{P}$ explicitly, we expand the PSF quantities in Eq. (B2) in a Taylor series and insert Eq. (B3) into the resulting expression. This ultimately results in

$$\mathcal{N}_0 = \sum_{n=0}^{\infty} \sum_{q=0}^{\infty} \sum_{p=0}^{\infty} H_{qp} \varphi_{qn} \varphi_{pn}, \quad (B5)$$

where

$$H_{qp} \triangleq \int \left[ \partial_x^q \psi(x) \right] \left[ \partial_x^p \psi^*(x) \right] \, dx, \quad (B6)$$

and $\partial_x^q$ denotes the $q$-th derivative w.r.t. $x$. Note that, for an real and even PSF (e.g. a Gaussian function), $H_{qp}$ vanishes when $q + p \in 2\mathbb{Z} + 1$. Equation (B5) shows the explicit dependence of $\mathcal{N}_0$ on $\mathcal{P}$.

Note that in the case of an incoherent object distribution, $\Gamma(u, v) = \delta(u - v) I(u)$, and Eq. (B2) becomes

$$\mathcal{N}_0 = \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(u) \, du \right] \left[ \int_{-\infty}^{\infty} |\psi(x)|^2 \, dx \right] = 1, \quad (B7)$$

if one normalizes the incoherent PSF to unity (otherwise, $\mathcal{N}_0$ is still another constant). This result shows that there is no distinction between the IN and ON schemes. This observation has been observed and detailed before in the analyses regarding two-point separation estimation.

Appendix C: Purification and the quantum FI bound

For any initial pure state, $|\psi\rangle \langle \psi|$, any dynamical process that results in the final (possibly mixed) state $\hat{\rho}$ can be represented with Choi-Kraus operators $\hat{A}_r$ such that

$$\hat{\rho}(\{x\}) = \sum_{r=0}^{\infty} \hat{A}_r(\{x\}) |\psi\rangle \langle \psi| \hat{A}_r^\dagger(\{x\}), \quad (C1)$$

where we show the dependence of $\hat{\rho}$ and $\hat{A}$ on the set of unknown parameters $\{x\}$. Note that the Choi-Kraus operators satisfy $\sum_r \hat{A}_r \hat{A}_r^\dagger = \hat{I}$, where $\hat{I}$ is the identity operator. However, the transformation represented in Eq. (C1) does not need to be unitary. When the dynamical process is not unitary (like in imaging systems) or when $\hat{\rho}$ is not pure, there is no general procedure to calculate the quantum FI for the parameters $\{x\}$, denoted $Q_\chi$ for $x_i \in \{x\}$. However, it is possible to perform a process termed purification in order to find a quantum FI bound (FIB), denoted $Q_\chi$ for $x_i \in \{x\}$.

In purification, one denotes the Hilbert space of $|\psi\rangle \langle \psi|$ and $\hat{\rho}$ as $S$, for the system. An auxiliary environmental Hilbert space, denoted $E$, equipped with an orthonormal set of states $\{|r\rangle_S\}$ is introduced. The motivation of purification is to allow $\hat{\rho}$ to be seen as a pure state in the combined Hilbert space $S + E$. To do this, one introduces a pure state $|\Psi(\{x\})\rangle$ in $S + E$ and a unitary operator $\hat{U}(\{x\}) \in S + E$ such that

$$|\Psi(\{x\})\rangle = \hat{U}(\{x\}) |\psi\rangle S |0\rangle_E \triangleq \sum_r \hat{A}_r(\{x\}) |\psi\rangle S |r\rangle_E, \quad (C2)$$

where we use the subscript $S$ to emphasize the that $|\psi\rangle$ is a state of the system only. Using the orthonormality of $\{|r\rangle_E\}$, Eq. (C2) can be used to relate

$$\hat{A}_r(\{x\}) = \langle r| E \hat{U}(\{x\}) |0\rangle_E. \quad (C3)$$
The purification process of $\hat{\rho}(\{x\}) \rightarrow |\Psi(\{x\})\rangle$ should be checked to ensure that when $E$ is traced out, one recovers the original mixed state in $S$. Indeed one may verify immediately from Eq. (C2) that

$$\text{Tr}_E[|\Psi(\{x\})\rangle\langle\Psi(\{x\})|] = \hat{\rho}(\{x\}).$$ (C4)

To recapitulate, purification is done so that, in the space $S + E$, the transformation in Eq. (C1) is unitary and one may perform quantum FI calculations on $|\Psi(\{x\})\rangle\langle\Psi(\{x\})|$ (a pure state) instead of on $\hat{\rho}(\{x\})$. That is, we may use the result for quantum FI procedures on pure states to state that the quantum FI matrix for $|\Psi(\{x\})\rangle\langle\Psi(\{x\})|$, denoted $\tilde{Q}$, is given by

$$\tilde{Q}_{ij} = 4 \left( \langle \Psi | K_i K_j | \Psi \rangle - \langle \Psi | K_i | \Psi \rangle \langle \Psi | K_j | \Psi \rangle \right),$$ (C5)

where

$$K_i = \frac{1}{2} \left( \frac{\partial U}{\partial x_i} \right) \hat{U}^\dagger,$$ (C6)

is the Hermitian generator of displacements for the parameter $x_i$. Note that the explicit dependency of quantities on $\{x\}$ has been omitted for convenience. Using Eqs. (C2) and (C6) in Eq. (C5), we find that it is possible to express $Q_{ij}$ in an $E$-independent manner:

$$\tilde{Q}_{ij} = 4 \left( \langle \psi | C_{ij} | \psi \rangle + \langle \psi | B_i | \psi \rangle \langle \psi | B_j | \psi \rangle \right),$$ (C7)

where

$$C_{ij} \equiv \sum_r \langle \psi | \left( \partial_x A_i^\dagger \right) \left( \partial_x A_r \right) | \psi \rangle,$$ (C8)

$$B_i \equiv \sum_r \langle \psi | A_i^\dagger \left( \partial_x A_r \right) | \psi \rangle.$$ (C9)

It is important to emphasize that $\tilde{Q}$ is the quantum FI matrix for $|\Psi\rangle\langle\Psi|$ and not $Q$, the quantum FI matrix for $\hat{\rho}$. However, one can show that $\tilde{Q}_{ii} \geq Q_{ii}$, which is the reason why $Q_{ii}$ is known as the quantum FI bound for the parameter $x_i$. To see this, we introduce $\{\hat{E}_i^S\}$ as a set of positive operator-valued measures (POVM) over the Hilbert space $S$. For a given POVM, the classical FI for $x_i$ is denoted as $F_{i}(\{\hat{E}_i^S\})$. Then,

$$Q_{ii} = \max_{\{\hat{E}_i^S\}} F_{i}(\{\hat{E}_i^S\}) \geq \max_{\{\hat{E}_i^S \otimes I_E\}} F_{i}(\{\hat{E}_i^S \otimes I_E\})$$

$$\leq \max_{\{\hat{E}_i^S + E\}} F_{i}(\{\hat{E}_i^S + E\}) = \tilde{Q}_{ii},$$ (C10)

which gives us the desired inequality. The inequality arises from the notion that $\{\hat{E}_i^S\} \otimes I_E$ is just one of infinitely many POVMs in $S + E$, denoted $\{\hat{E}_i^S + E\}$. Furthermore, as seen in Ref. [22] the inequality in Eq. (C10) is tight.

1. Convergence of the quantum FI bound

The following asymptotic relation holds true, as shown in Appendix [D] regardless of normalization scheme:

$$\tilde{Q}_{\alpha,\phi_{rn},\phi_{pm}} \sim 4N_{\alpha}^{-1} \text{Tr} \left[ \Pi \frac{\partial \phi}{\partial \phi_{rn}} \frac{\partial \phi}{\partial \phi_{pm}} \right],$$ (C11)

for $\phi_{rn}, \phi_{pm} \in \mathcal{P}$. $\tilde{Q}_\alpha$ is positive-semidefinite and therefore,

$$|\tilde{Q}_{\alpha,\phi_{rn},\phi_{pm}}| \leq \sqrt{\tilde{Q}_\alpha(\phi_{rn}) \tilde{Q}_\alpha(\phi_{pm})}.$$ (C12)

Equation (C12) shows that, in order to prove that $\tilde{Q}_{\alpha,\phi_{rn},\phi_{pm}}$ is bounded, it is sufficient to show that $\tilde{Q}_{\alpha,\phi_{rn}}$ is.

From Eq. (C11), one may show that

$$\tilde{Q}_{\alpha,\phi_{rn},\phi_{pm}} \sim 4N_{\alpha}^{-1} \text{Tr} \left[ \Pi \frac{\partial \phi}{\partial \phi_{rn}} \frac{\partial \phi}{\partial \phi_{pm}} \right] \leq 4||\Pi|| \|\partial_\phi\|_2,$$ (C13)

where $|| \cdot ||$ is the operator norm of $\Pi$ and $|| \cdot ||_2$ is the Hilbert-Schmidt ($L^2$) norm. Therefore, it is sufficient to show $\tilde{Q}_{ii}$ is bounded by showing that both $||\Pi||$ and $||\partial_\phi\|_2$ are bounded.

It is shown in Ref. [21] that, among other cases, $\Pi$ is bounded in the operator norm if the OTF of the system is bandlimited. It remains to be shown that $\partial_\phi/\partial \phi_{pm}$ is bounded in the Hilbert-Schmidt norm for all $\phi_{pm} \in \mathcal{P}$. But note that

$$\frac{\partial \phi_{qm}}{\partial \phi_{pm}} = \delta_{nm} \delta_{qp},$$ (C14)

and so $\partial_\phi/\partial \phi_{pm}$ is non-zero only in the matrix element $(p, m)$. $\|\partial_\phi/\partial \phi_{pm}\|^2 = 1 < \infty$, and so the desired convergence is shown.

Appendix D: Asymptotic behavior of various quantities

Note that, using the CMD,

$$\Gamma(u, v) = \sum_{n=0}^{\infty} \varphi_n(u) \varphi_n^*(v).$$ (D1)

Therefore, since $\Gamma(u, v) \propto (\Delta^{-1})$ [due to the normalization of $I(u) = \Gamma(u, u)$], it is clear that each $\varphi_n(u) \propto \Delta^{-1/2}$. By dimensional analysis then, one may derive that $\varphi_{rn} = O(\Delta^{1/2})$.

First, we analyze the asymptotic behavior of $N_0$. According to Eq. (B5), $N_0$ is a superset of the products $\varphi_{rn} \varphi_{pm}^* = O(\Delta^{1/2} \Delta^{-1})$. Therefore, the $q = p = 0$ term in Eq. (B5) dominates in the limit $\Delta \to 0$ and we find that

$$N_0 = O(\Delta) \quad \text{and} \quad N_0^{-1/2} = O(\Delta^{-1/2}).$$ (D2)
For an arbitrary $\text{Re}(\varphi_{rn}) \in \mathcal{P}$, we find, from Eq. (B5), that

\[
\frac{\partial N_0}{\partial \text{Re}(\varphi_{rm})} = \sum_{q=0}^{\infty} \left( \frac{H_{r,q}}{r!q!} \varphi_{qm}^* + \frac{H_{q,r}}{q!r!} \varphi_{qm} \right),
\]

\[
= \sum_{q=0}^{\infty} \frac{2 \text{Re} \left( H_{q,r} \varphi_{qm} \right)}{r!q!},
\]

where we used the Hermiticity of $H_{qr}$. If one were to have taken $\text{Im}(\varphi_{qn}) \in \mathcal{P}$ instead, the real part in Eq. (D4) simply becomes the imaginary part. Equation (D4) is a superposition of terms of terms that are $O(\Delta^{q+1/2})$ for all values of $q$. Therefore, the $q = 0$ dominates asymptotically and

\[
\frac{\partial N_0}{\partial \varphi_{rm}} = O(\Delta^{1/2}).
\]

Using the chain rule, one finds that

\[
\frac{\partial N_0^{-1/2}}{\partial \varphi_{rm}} = -\frac{N_0^{-3/2}}{2} \frac{\partial N_0}{\partial \varphi_{rm}} = O(\Delta^{-1}),
\]

as desired.

Lastly, we look at the asymptotic behavior of $\partial \varphi / \partial \varphi_{qn}$. Note that $\varphi$ is to be interpreted as a matrix, and its asymptotic behavior references all of its elements. Note however that the elements of $\varphi$ are simply those in $\mathcal{P}$ and therefore

\[
\frac{\partial \varphi_{qn}}{\partial \text{Re}(\varphi_{rm})} = \delta_{nm} \delta_{qr} \quad \text{and} \quad \frac{\partial \varphi_{qn}}{\partial \text{Im}(\varphi_{rm})} = i \delta_{nm} \delta_{qr},
\]

where we use the Kronecker symbol $\delta$. Hence, we arrive at the simple relation that

\[
\frac{\partial \varphi}{\partial \varphi_{rm}} = O(1).
\]

1. **Asymptotic behavior for the quantum FI bound**

In this section, we show why

\[
\tilde{Q}_\alpha(\varphi_{qn}) \sim 4C_\alpha(\varphi_{qn}),
\]

for all $\alpha, q, n$. That is, we show why $B_\alpha(\varphi_{qn})^2$ is dominated by $C_\alpha(\varphi_{qn})$ asymptotically. Defining, for simplicity, $G \equiv N^{-1/2} \varphi$, we have that

\[
B_\alpha(\varphi_{qn}) = \text{Tr} \left( \Pi G \partial G^\dagger \right) = \text{Tr} \left[ (\partial G) G^\dagger \Pi \right]
\]

\[
= \text{Tr} \left[ \Pi (\partial G) G^\dagger \right],
\]

where the second equality comes from taking the transpose of the quantity within the trace, noting that $\Pi^\dagger = \Pi$, which is a result of the assumption that the optical transfer function of the system is even. Then, we note that

\[
\text{Tr}(\hat{\rho}_\alpha) = \text{Tr} \left( \Pi G G^\dagger \right),
\]

and therefore, by the product rule

\[
\frac{\partial \text{Tr}(\hat{\rho}_\alpha)}{\partial \varphi_{qn}} = \text{Tr} \left[ \Pi \left( \frac{\partial G}{\partial \varphi_{qn}} \right) G^\dagger + \Pi G \left( \frac{\partial G^\dagger}{\partial \varphi_{qn}} \right) \right] = 2B_\alpha(\varphi_{qn}).
\]

We now see that the quantity $B_\alpha$ is related to the rate of change of $\text{Tr}(\hat{\rho}_\alpha)$ w.r.t a parameter. Note that $\text{Tr}(\hat{\rho}_0) = 1$ is a constant, so $B_0(\varphi_{qn}) = 0$. Hence, for IN, Eq. (D9) becomes an equality. For ON, note that $\text{Tr}(\hat{\rho}_1) = N_0$, which is not a constant in general, w.r.t the parameters in $\mathcal{P}$. Therefore,

\[
B_1(\varphi_{qn}) = \frac{1}{2} \frac{\partial N_0}{\partial \varphi_{qn}} = O(\Delta^{1/2}),
\]

where we used Eq. (D5). The results in the main body show that $C_1(\varphi_{qn}) = O(1)$, which dominates $B_1(\varphi_{qn})^2 = O(\Delta)$ asymptotically.

In summary, $B_\alpha$ is the rate of change of the trace of the density matrix. For IN ($\alpha = 0$), the trace is constant and therefore $B_0$ vanishes, leading to Eq. (D9). For ON ($\alpha = 1$), the trace varies w.r.t to the parameters in $\mathcal{P}$ and so $B_1 \neq 0$. Nevertheless, in the sub-Rayleigh regime, it turns out that $C_1$ dominates $B_1$, which once again leads to Eq. (D9).

**Appendix E: Parametrization with intensity moments**

In this section, we derive a relation between $\theta_q$ and $\varphi_{qn}$ so that the reparametrization property of the quantum FIB matrix may be used to obtain quantum bounds for $\theta_q$. For convenience, we define

\[
\Phi_{qn} \triangleq \int_{-\infty}^{\infty} |\varphi_n(u)|^2 u^q \, du.
\]

With this, the CMD gives

\[
\theta_q = \sum_{n=0}^{\infty} \Phi_{qn}.
\]

We now restrict ourselves to the case where $q$ is even. Here, we find that Eq. (E1) may be written in a form on which the Plancherel theorem may be applied:

\[
\Phi_{qn} = \frac{1}{(2\pi)^q} \int_{-\infty}^{\infty} \left| \frac{\partial^{(q/2)} \tilde{\varphi}_n(f)}{\partial f^{(q/2)}} \right|^2 \, df.
\]
where \( \hat{\varphi}_n(f) \) is defined as the Fourier transform of \( \varphi_n(u) \), which is assumed to be smooth:

\[
\hat{\varphi}_n(f) = \int_{-\infty}^{\infty} \varphi_n(u) e^{i2\pi fu} \, du \\
= \sum_{k=0}^{\infty} \frac{(-i2\pi f)^k}{k!} \int_{-\infty}^{\infty} \varphi_n(u) u^k \, du \\
= \sum_{k=0}^{\infty} \frac{(-i2\pi f)^k}{k!} \varphi_{k,n},
\]

(E4)

Note that the existence of \( \hat{\varphi}_n(f) \) ensures the convergence of Eq. (E4) for all \( f \). Therefore, we find that

\[
\frac{\partial^{(q/2)} \hat{\varphi}_n(f)}{\partial f^{(q/2)}} = \sum_{k=q/2}^{\infty} \frac{(-i2\pi f)^{k-q/2}}{(k-q/2)!} \varphi_{k,n}.
\]

(E5)

Equation (E5) may now be inserted into Eq. (E3) to obtain

\[
\Phi_{qn} = \frac{1}{(2\pi)^q} \int_{-\infty}^{\infty} \left[ \sum_{k_1,k_2=q/2}^{\infty} H_{q,k_1,k_2}(f) \varphi_{k_1,n} \varphi_{k_2,n}^* \right] \, df
\]

(E6)

with

\[
H_{q,k_1,k_2} \equiv (-1)^{k_1-q/2} \frac{(i2\pi f)^{k_1+k_2-q}}{(k_1-q/2)!(k_2-q/2)!}.
\]

(E7)

Note that \( H_{q,k_1,k_2} = (H_{q,k_2,k_1})^* \). Returning to Eq. (E2), we find that

\[
\theta_q = \frac{1}{(2\pi)^q} \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} \left[ \sum_{k_1,k_2=q/2}^{\infty} H_{q,k_1,k_2}(f) \varphi_{k_1,n} \varphi_{k_2,n}^* \right] \, df,
\]

(E8)

which, once again, is valid for even \( q \). Although one may be concerned with the convergence of Eq. (E8) since Eq. (E7) appears to diverge (upon integration) for any \( k_1, k_2 \), we note that Eq. (E8) includes a summation over \( k_1, k_2 \), which is to be done prior to the integral.

For odd \( q \), we note that Eq. (E3) is invalid since \( |u|^q \neq u^q \) and a new interpretation of derivatives is needed. Instead, we write

\[
\Phi_{qn} = \int_{-\infty}^{\infty} |\varphi_n(u)|^{q/2} \Theta(u) \, du \\
- \int_{-\infty}^{\infty} |\varphi_n(u)|^{q/2} \Theta(-u) \, du,
\]

(E9)

where \( \Theta(u) \) is the Heaviside step function defined as

\[
\Theta(u) = \begin{cases} 
1 & u \geq 0, \\
0 & u < 0.
\end{cases}
\]

(E10)

Let us define \( \hat{\Theta}(f) \) to be the Fourier transform of \( \Theta(u) \) and further take \( \mathcal{H}(f) \equiv \hat{\Theta}(f) - \hat{\Theta}(-f) \). We now show that the derivations for even \( q \) have an analogous result for odd \( q \). With Eq. (E9), the quantity within the mod-square in Eq. (E3) becomes:

\[
\frac{\partial^{(q/2)} \hat{\varphi}_n(f)}{\partial f^{(q/2)}} \ast \mathcal{H}(f),
\]

(E11)

where \( \ast \) denotes a convolution. Recalling that \( q/2 \) is not an integer, one must re-interpret the derivatives in Eq. (E11) properly. For the purposes of consistency with the Fourier transform property of derivatives, one may consider the Caputo fractional derivative:

\[
\frac{\partial^{(q/2)} \hat{\varphi}_n(f)}{\partial f^{(q/2)}} \triangleq \frac{\partial^{[q/2]} \hat{\varphi}_n(f)}{\partial f^{[q/2]}} \ast \left[ \frac{1}{\Gamma(1/2)} f^{-1/2} \right],
\]

(E12)

where \( \Gamma \) is the gamma function (and not the mutual coherence, which commonly shares the same symbol). With Eq. (E12), one may follow similar derivations for even \( q \) above to show that

\[
\theta_q = \frac{1}{(2\pi)^q} \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} \left[ \sum_{k_1,k_2=q/2}^{\infty} A_{q,k_1,k_2}^0(f) \varphi_{k_1,n} \varphi_{k_2,n}^* \right] \, df,
\]

(E13)

which is valid for all \( q \). Note that, suppressing explicit \( f \)-dependence,

\[
A_{q,k_1,k_2}^{k_1,k_2} = \begin{cases} 
H_{q,k_1,k_2} & \text{q even,} \\
H_{q,k_1,k_2} \ast \left[ \Gamma^{-1} \left( \frac{1}{2} f^{-1/2} \right) \right] \ast \mathcal{H} & \text{q odd,}
\end{cases}
\]

(E14)

and \( A_{q,k_1,k_2}^{k_2,k_1} = (A_{q,k_2,k_1})^* \).

[1] S. W. Hell, Far-field optical nanoscopy, science 316, 1153 (2007).
[2] G. Gbur, Using superoscillations for superresolved imaging and subwavelength focusing, Nanophotonics 8, 205 (2018).
[3] M. K. Smith and G. J. Gbur, Construction of arbitrary
vortex and supersonic fields, Opt. Lett. 41, 4979 (2016).
[4] Y. Aharonov, D. Z. Albert, and L. Vaidman, How the result of a measurement of a component of the spin of a spin-1/2 particle can turn out to be 100, Phys. Rev. Lett. 60, 1351 (1988).
[5] S. Kosmeier, M. Mazilu, J. Baumgartl, and K. Dholakia, Enhanced two-point resolution using optical eigenmode optimized pupil functions, Journal of Optics 13, 105707 (2011).
[6] M. Tsang, R. Nair, and X.-M. Lu, Quantum theory of superresolution for two incoherent optical point sources, Phys. Rev. X 6, 031033 (2016).
[7] M. Tsang, Subdiffraction incoherent optical imaging via spatial-mode demultiplexing: Semiclassical treatment, Phys. Rev. A 97, 023830 (2018).
[8] K. K. M. Bearne, Y. Zhou, B. Braverman, J. Yang, S. A. Wadood, A. N. Jordan, A. N. Vamivakas, Z. Shi, and R. W. Boyd, Confocal super-resolution microscopy based on a spatial mode sorter, Opt. Express 29, 11784 (2021).
[9] C. W. Helstrom, Quantum detection and estimation theory (Academic Press, 1976).
[10] Z. S. Tang, K. Durak, and A. Ling, Fault-tolerant and finite-error localization for point emitters within the diffraction limit, Optics express 24, 22004 (2016).
[11] M. Paúr, B. Stoklasa, Z. Hradil, L. L. Sánchez-Soto, and J. Reháček, Achieving the ultimate optical resolution, Optica 3, 1144 (2016).
[12] P. Yang, A. Tashchilina, E. S. Moiseev, C. Simon, and A. I. Lvovsky, Far-field linear optical superresolution via heterodyne detection in a higher-order local oscillator mode, Optica 3, 1148 (2016).
[13] W.-K. Tham, H. Ferretti, and A. M. Steinberg, Beating Rayleigh’s curse by imaging using phase information, Physical review letters 118, 070801 (2017).
[14] Y. Zhou, J. Yang, J. D. Hassett, S. M. H. Rafsanjani, M. Mirhosseini, A. N. Vamivakas, A. N. Jordan, Z. Shi, and R. W. Boyd, Quantum-limited estimation of the axial separation of two incoherent point sources, Optica 6, 534 (2019).
[15] J. Čepek, Z. Hradil, B. Stoklasa, M. Paúr, J. Grover, A. Krzic, and L. L. Sánchez-Soto, Multiparameter quantum metrology of incoherent point sources: Towards realistic superresolution, Phys. Rev. A 96, 062107 (2017).
[16] W. Larson and B. E. A. Saleh, Resurgence of rayleigh’s curse in the presence of partial coherence, Optica 5, 1382 (2018).
[17] S. A. Wadood, K. Liang, Y. Zhou, J. Yang, M. A. Alonso, X. F. Qian, T. Malhotra, S. M. H. Rafsanjani, A. N. Jordan, R. W. Boyd, and A. N. Vamivakas, Experimental demonstration of superresolution of partially coherent light sources using parity sorting, arXiv 2102.01603 [physics.optics] (2021).
[18] Z. Hradil, J. Reháček, L. Sánchez-Soto, and B.-G. Englert, Quantum fisher information with coherence, Optica 6, 1437 (2019).
[19] K. Liang, S. A. Wadood, and A. N. Vamivakas, Coherence effects on estimating two-point separation, Optica 8, 243 (2021).
[20] S. Zhou and L. Jiang, Modern description of rayleigh’s criterion, Phys. Rev. A 99, 013808 (2019).
[21] M. Tsang, Quantum limit to subdiffraction incoherent optical imaging, Phys. Rev. A 99, 012305 (2019).
[22] B. Escher, R. de Matos Filho, and L. Davidovich, General framework for estimating the ultimate precision limit in noisy quantum-enhanced metrology, Nature Phys 7, 406 (2011).
[23] J. Yang, S. Pang, Y. Zhou, and A. N. Jordan, Optimal measurements for quantum multiparameter estimation with general states, Phys. Rev. A 100, 032104 (2019).
[24] J. Liu, H. Yuan, X.-M. Lu, and X. Wang, Quantum Fisher information matrix and multiparameter estimation, Journal of Physics A: Mathematical and Theoretical 53, 023001 (2019).
[25] Lord Rayleigh, LVI. Investigations in optics, with special reference to the spectroscope, The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science 8, 477 (1879).
[26] A. J. den Dekker and A. van den Bos, Resolution: a survey, J. Opt. Soc. Am. A 14, 547 (1997).
[27] J. W. Goodman, Fourier optics (Roberts and Company, 2005).
[28] S. M. Kay, Fundamentals of statistical signal processing: Estimation theory (Prentice-Hall, 1993).