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Abstract

The recommendation system is an effective means to solve the information overload problem that exists in social networks, which is also one of the most common applications of big data technology. Thus, the matrix decomposition recommendation model based on scoring data has been extensively studied and applied in recent years, but the data sparsity problem affects the recommendation quality of the model. To this end, this paper proposes a hybrid recommendation model based on deep emotion analysis and multi-source view fusion which makes a personalized recommendation with user-post interaction ratings, implicit feedback and auxiliary information in a hybrid recommendation system. Specifically, the HITS algorithm is used to process the data set, which can filter out the users and posts with high influence and eliminate most of the low-quality users and posts. Secondly, the calculation method of measuring the similarity of candidate posts and the method of calculating K nearest neighbors are designed, which solves the problem that the text description information of post content in the recommendation system is difficult to mine and utilize. Then, the cooperative training strategy is used to achieve the fusion of two recommended views, which eliminates the data distribution deviation added to the training data pool in the iterative training. Finally, the performance of the DMHR algorithm proposed in this paper is compared with other state-of-art algorithms based on the Twitter dataset. The experimental results show that the DMHR algorithm has significant improvements in score prediction and recommendation performance.
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Introduction

With the development of information technology, the data on the Internet has grown exponentially, and how to effectively provide relevant information to users in need is facing great challenges [1–4] in recent years. To this end, various information sharing systems have been spawned, and online social networks are undoubtedly one of the most popular Internet products in the last decade [5–7], which provides the basic conditions for maintaining social relationships, such as discovering users with similar interests and hobbies, and acquiring information and knowledge shared by other users. These features have made online social networks attract a large number of users who generate a large amount of user-generated contents since the day they were born. Therefore, how to use these user generated contents to recommend the information users are interested in and how to continuously optimize the recommendation model for improving the recommendation quality have become one of the hot issues of research [8–10].

At present, a large number of recommended algorithms emerge in which collaborative filtering and content-based semantic model are the more popular algorithms in the early development of recommendation systems, which have been greatly developed in the past decade [11, 12]. The recommendation model based on deep learning has gradually become the hot spot of researchers in the face of the remarkable achievements of deep learning technology
in many applications of artificial intelligence. Besides, the user rating matrix is still the main data source used by most recommendation systems, but the recommendation based on user reviews, user implicit feedback, and project content information is getting more and more attention [13]. However, the progress made in these aspects of research is not very satisfactory due to the constraints of text mining and user behavior analysis, but they have important potential in solving the recommendation accuracy, cold start and interpretability of the recommendation system. Meanwhile, there are usually more serious data sparse and cold start problems in social networks compared with the traditional recommendation algorithm, which brings great challenges to the research of social recommendation algorithms.

Aiming at the above-mentioned issues, the collaborative filtering algorithm is highly praised by researchers [14, 15]. Its goal is to transform the binary relationship between users and posts into a score prediction problem, and then collaborative filtering or sorting based on users’ scores of posts to generate a recommendation list. Furthermore, subsequent research has found that the recommendation results based on user ratings do not accurately reflect the user’s interest preferences due to the constraints of user ratings and the sparseness of the scoring matrix.

In the content-based recommendation, the description text information of the post content is an important recommendation basis [16]. Content-based recommendation can effectively solve the cold start problem, and is not constrained by the score sparsity, which can discover hidden information and has a good user experience. Hence, it receives wide attention in these days. However, the short text natural language description (usually short and fragmented) for the content of the post does not have enough information for the machine to make statistical inferences, which brings great difficulties to the semantic understanding of the post content.

At present, the research of deep learning technology of integrating multi-source heterogeneous data, fusion scoring matrix and review text, and multi-featured collaborative recommendation has become a hot topic [17] [18–20]. Based on the above research, this paper proposes a hybrid recommendation model based on deep emotion analysis and multi-source view fusion (DMHR algorithm), which aims at the balance of user score distribution and the difficulty of multi-recommendation in recommendation system. The multi-source view here is the multidimensional recommendation factor in the recommendation system. And the hybrid recommendation method of this paper combines three recommended views, such as user rating matrix, user review text, and content description information of posts, which is different from the traditional hybrid methods such as weighted fusion and cascading, this paper designs a recommendation algorithm based on collaborative training to achieve the fusion of the behavioral view of user ratings and post content.

The main contribution of this paper is to propose a scoring prediction method based on multi-recommended view fusion of collaborative training, and to explore the integration of auxiliary language information such as user review text in recommendation system by using natural language processing technology based on deep learning. The tasks of this paper are mainly reflected in the following aspects:

1. A data preprocessing method based on HITS algorithm is introduced, which filters out the users and posts with high influence, so as to eliminate most of the low-quality users and posts and ensure better efficiency in subsequent processing. At the same time, the authority value of the post is obtained and used as the user’s initial rating for the post. Besides, a method based on a comprehensive measure of the user’s emotional tendency and the original rating level is proposed. The deviation of the user’s original score is corrected from the user’s real interest preference by mining the emotional tendency of user’s reviews. And the perspective pre-filtering method is used to achieve a comprehensive measure of the user’s emotional tendency and the original rating level, and provides a more accurate comprehensive scoring data reflecting the user’s real interest preference for the post-based collaborative filtering recommendation model.

2. A method for text information mining based on post content description is proposed. The text information of the content description of the post is mined, the neural network method is used to represent it as a distributed paragraph vector, and the similarity calculation of the content of the post is realized, thereby constructing a recommendation model based on the content of the post. The calculation method of measuring the similarity of candidate posts and the method of calculating K nearest neighbors are designed, which solves the problem that the text description information of post content in the recommendation system is difficult to mine and utilize.

3. A hybrid recommendation algorithm based on collaborative training is proposed. The cooperative training strategy is used to achieve the fusion of two recommended views, adds a data selection strategy based on confidence estimation and cluster analysis in collaborative training, eliminating the data distribution deviation added to the training data pool in the iterative training. On this basis, the initial recommendation results are filtered and sorted by using the scoring matrix and the similarity of posts output from the collaborative training model, and the final recommendation results are obtained.

The rest of the paper is organized as follows. In section II related work on recommendation algorithms based on collaborative filtering and content description has been discussed. In Section III and IV, a hybrid recommendation model based on deep emotion analysis and multi-source
view fusion is presented. Our experiments have been analyzed and discussed in Section V. The conclusions have been given and our future work has been outlined in the last section.

Related work
The recommendation system is an effective means to solve the information overload problem and is one of the most common applications of big data technology. It utilizes knowledge discovery technology to filter information and products that users are interested in according to their historical information, hobbies and other characteristics, thereby achieving personalized recommendation. In addition, recommendation algorithms based on collaborative filtering and content description are the two most common Recommendation algorithms [21].

Recommendation algorithms based on collaborative filtering
Collaborative filtering recommendation algorithms can often be divided into user rating-based methods and implicit semantic model-based methods. User rating-based methods which use historical scoring data to discover similar users or similar projects, can generate recommendation lists based on similarity. Implicit semantic model-based methods which map the user and the project to a feature vector with some real meaning, can calculate the user’s preference for the project by calculating the inner product of the vector. For example, Guo et al. [22] proposed a neural variational collaborative filtering framework for top-k recommendation. The actual effect of the algorithm is improved by incorporating the side information of user and project, and employing a Stochastic Gradient Variational Bayes approach. Yan et al. [23] proposed a stage-wise matrix factorization algorithm by exploiting manifold optimization techniques. Applying this algorithm to the collaborative filtering recommendation model can greatly improve performance and efficiency on large-scale real data. Koren [24] proposed a matrix factorization-based model for recommendation in social rating networks, named SVD++ algorithm, which introduces the trust delivery mechanism into the social recommendation, and better reflects the influence of the social network trust relationship on the recommendation. Although the collaborative filtering algorithm is widely recommended and easy to implement, it has many problems, such as high computing cost, poor scalability and sparse data.

The social network-based recommendation is the extension of Collaborative Filtering Recommendation Algorithm in social networks, which has the characteristics of data diversity, real-time data update and high interaction. Guo et al. [25] proposed a collaborative filtering recommendation algorithm named TDSRec algorithm that integrates the characteristics of social networks. It obtains the trust and trusted characteristic matrix, and recommends accordingly. It solves the problem of data sparsity in traditional collaborative filtering algorithm to some extent. Forsati et al. [26] proposed a matrix factorization-based model for recommendation in social rating networks, named SocialMF algorithm, which introduces the trust delivery mechanism into the social recommendation, and better reflects the influence of the social network trust relationship on the recommendation. To a certain extent, the social recommendation algorithm has a wide range of applications, such as the huge amount of data, complex data content, complex algorithm implementation, high time complexity, and weak personalized recommendation results.

Recommendation algorithms based on content description
In the content-based recommendation, the content information of the project is an important recommendation basis, and it is also an important way to solve the cold start problem, but this recommendation method is subject to the information acquisition technology [27]. Content-based recommendation is based on the user’s favorite project content information to find similar projects for recommendation. The current popular practice is to use the relevant theories, methods and techniques in information retrieval to model the project content information. Zhao et al. [28] proposed a review-based recommendation model by fusing users’ internal influence into a matrix factorization to improve the accuracy of rating predictions. User sentimental deviations and the review’s reliability are explored to measure their impact on Social Recommendation. McAuley et al. [29] proposed an HFT algorithm which fuses the scoring matrix and the review text during the parameter learning and fitting phases. It models user ratings and user reviews by establishing a link between the topic distribution of the user’s reviews and the potential factors of the user or post. Bao et al. [30] proposed TopicMF algorithm which uses non-negative matrix factorization to mine the topic distribution of a single comment. It is considered that the topic distribution reflects user preferences and project characteristics, and maps with user potential factors and project potential factors. Ding et al. [31] proposed a learning algorithm based on the element-wise Alternating Least Squares learner which integrates view data into a recommendation system based on implicit feedback to mine hidden preference information other than primary feedback data such as purchases. However, text content is usually short and fragmented. If historical information is not referred to, it is easy to cause insufficient information for the machine to make statistical inferences, which brings great difficulty to the semantic understanding of the content of the item. The recommended information is also single and the user’s interest is limited.
Human emotion expressed in social media plays an increasingly important role in shaping policies and decisions. Emotion analysis on social networks has attracted increasing research attention. In order to improve the accuracy of recommendation, emotion analysis is combined with other factors. Chouchani et al. [18] used information about social influence processes to improve emotion analysis. Phan et al. [19] proposed a new approach based on a feature ensemble model related to tweets containing fuzzy emotion by taking into account elements such as lexical, word-type, semantic, position, and emotion polarity of words. Chung et al. [20] developed a novel framework for dissecting emotion and examining user influence in social media which comprehensively considered emotions, social positions, influence and other factors. However, human emotion is fluctuating, more user history data is needed and multiple recommendation factors are not easy to integrate. Recommended model based on emotion analysis easily restricted by data sparsity and cold start, so it is not easy to obtain good recommendation effect.

Data preprocessing
The data obtained from social networks is disorganized and faces the problem of sparse data and cold start, which requires pre-processing the data to improve the recommendation model. To this end, this paper introduces the HITS algorithm [32] to the recommendation model. The HITS algorithm is one of the classic algorithms for web search. It finds the authority page and the hub page in the page collection by analyzing the hyperlinks between the pages. These characteristics of the HITS algorithm have attracted many researchers’ attention and have been introduced into online social networks. Similarly, the authority value and the hub value are used to represent the influence of users and posts respectively. HITS algorithm is used to process the data set and filter out the users and posts with high influence, so as to eliminate most of the low-quality users and posts, which ensures better efficiency in subsequent processing. At the same time, the authority value of the post is obtained and used as the user’s initial rating for the post. The authority value of the post can be represented by the sum of the hub scores of all users who have forward the particular posts:

\[
a(p) = \sum h(u) \tag{1}
\]

The authority value of the post \(a(p)\) is standardized:

\[
a(p) = \frac{a(p)}{\sqrt{\sum |a(p)|^2}} \tag{2}
\]

The authority value of the post \(a(p)\) is obtained by iterating repeatedly until \(a(p)\) converges. However, the initial score obtained in this way does not take into account the time attribute and the actual interest of the user, and the recommended model proposed in this paper overcomes these shortcomings.

Hybrid recommendation model based on deep emotion analysis and multi-source view fusion
In view of the above discussion on the status quo of recommendation model research, this paper proposes a hybrid recommendation model based on deep emotion analysis of user reviews and cooperative fusion of multi-source recommendation views, named DMHR. The process of DMHR hybrid recommendation model is as follows: firstly, The perspective pre-filtering method [33] is used to achieve a comprehensive measure of the user’s emotional tendency and the original rating level, and provides a more accurate comprehensive scoring data reflecting the user’s real interest preference for the post-based collaborative filtering recommendation model. Simultaneously, the text information of the content description of the post is mined, and the neural network method is used to represent it as a distributed paragraph vector, realizing the similarity calculation of the content of the post, and then a recommendation model based on the content of the post is constructed. Secondly, the cooperative training strategy is used to achieve the fusion of two recommended views, adding a data selection strategy based on confidence estimation and cluster analysis in collaborative training, and eliminating the data distribution deviation added to the training data pool in the iterative training. Finally, On this basis, the initial recommendation results are filtered and sorted by using the scoring matrix and the similarity of posts output from the collaborative training model, and the final recommendation results are obtained. The deviation of the user’s original score from the user’s real interest preference is corrected by mining the emotional tendency of user’s reviews for the next recommendation. The hybrid recommendation model system framework is shown in Fig. 1.

Emotional analysis of user reviews
Distributed vector representation of user review text
Through statistical analysis of the user review text in the recommendation model, it is found that the presentation form is usually a keyword and a short text. Research shows that these short text messages are usually processed differently from long text. The short text has the characteristics of short length and irregular grammar, which makes traditional natural language processing technology powerless in short text analysis. Early analysis and application of short text mainly rely on enumeration or keyword matching, avoiding the semantic understanding of text, while automatic short text understanding usually relies on additional knowledge. In this
paper, we use the keyword representation method based on word vector to solve the dimension disaster of traditional sparse representation and the problem of unable to express semantic information. At the same time, the association attributes between words are also mined, which improves the accuracy of the semantic representation of keywords.

Word2vec is a predictive model for high-efficiency word nesting learning, including two variants of CBOW model and Skip-Gram model [34]. CBOW predicts the probability of occurrence of a central word through words within the window, while Skip-Gram is based on the probability that the word appears within the window of the central word prediction. Its training goal is to find the vector representation of the words useful for predicting the surrounding words in sentences or documents. If for a given sentence, \( \omega_1, \omega_2, \ldots, \omega_T \) means the words in the sentence, the objective function \( g(\omega) \) of Skip-Gram model is to maximize the average logarithmic probability.

\[
g(\omega) = \frac{1}{T} \sum_{t=1}^{T} \sum_{-c \leq j \leq c, j \neq 0} \log p(\omega_{t+j} | \omega_t)
\]

In the above formula, \( c \) denotes the number of training texts, the larger \( c \) is, and the higher the accuracy of the model may be. The Skip-Gram model uses the hierarchical Softmax function to define \( p(\omega_{t+j} | \omega_t) \). Hierarchy Softmax uses \( W \) words as the binary tree representation of the leaf’s output layer. For each node, the relative probability of its sub-nodes is clearly expressed. Random walk algorithm is used to assign the probability of each word.

Word2vec automatically learns syntactic and semantic information from large-scale unlabeled user reviews, enabling the characterization of keywords in user reviews. The use of Word2vec to vectorize the short text information of user reviews is mainly divided into the following two steps:

(i) According to the collected user review text data, using the Skip-Gram or CBOW training word vector model, each word is expressed as a K-dimensional vector real value;

(ii) For the short text of user reviews, Top-N words are extracted to express the emotion of the text based on word segmentation using TF-IDF and other algorithms, and then K-dimensional vector representation of the extracted Top-N words is found from the word vector model.

After obtaining the K-dimension real vector representation of each key word, a common method is to use weighted average method to process the vector of the key word, which is equivalent to the vector representation of the user review text, in order to realize the emotional analysis of the review information. This weighted averaging method ignores the influence of word order.
on the affective prediction model. Because word vector representation based on Word2vec is only based on the dimension of words to carry out “semantic analysis”, while weighted average processing of word vectors does not have the ability of “semantic analysis” of context. Therefore, this paper constructs an emotional computing model based on word vector and long short-term memory network to realize the emotional analysis of user reviews.

**Emotional calculation based on word vector and long short-term memory network**

In text information processing, the commonly used method is the Recurrent Neural Network (RNN) [35]. However, RNN can lead to the disappearance of gradient in optimization when dealing with long sequences. To solve this problem, the researchers proposed a threshold (Gated RNN), the most famous of which is the Long Short-Term Memory Network (LSTM) [36]. The research also shows that the neural network with LSTM structure performs better than that with the standard RNN network in many tasks.

LSTM uses a “gate” structure to remove or add information to the cell state. It achieves the purpose of enhancing or forgetting information by adding three “gate” structures of input gate, forgetting gate and output gate in the neuron, so that the weight of the self-loop is changed. The model based on LSTM can effectively avoid the gradient expansion and even disappearance of the RNN network structure by dynamically changing the accumulation at different times when the parameters are fixed. In the LSTM network structure, the calculation formula of each LSTM unit is as shown in formulas (4) to (9).

\[
\begin{align*}
    f_t &= \sigma(W_f[h_{t-1}, x_t] + b_f) \quad (4) \\
    i_t &= \sigma(W_i[h_{t-1}, x_t] + b_i) \quad (5) \\
    C_t &= f_t \cdot C_{t-1} + i_t \cdot \tanh(C_t) \quad (6) \\
    O_t &= \sigma(W_o[h_{t-1}, x_t] + b_o) \quad (8) \\
    h_t &= O_t \cdot \tanh(C_t) \quad (9)
\end{align*}
\]

In formulas (4) ~ (9), \( f_t \) denotes the forgetting gate, \( i_t \) denotes the input gate, \( O_t \) denotes the output gate; \( C_t \) denotes the state of the cell at the previous moment, \( C_t \) denotes the state of the current cell, and \( h_{t-1} \) and \( h_t \) respectively represent the previous moment unit output and current unit output.

In this paper, an emotional analysis method based on Word2vec and LSTM is presented as Fig. 2. Firstly, the input of matrix form is coded into the one-dimensional vector by Word2vec to save most useful information; Then, LSTM algorithm is used to train the emotional classification model of user review text, and the grading prediction of user review is realized. At the same time, in order to take account of the interaction of user ratings and review information
on real emotions, this paper uses the pre-filtering method based on viewpoints and the embedding method based on user ratings to fuse user ratings and emotional prediction ratings respectively. The former uses the LSTM network to get the prediction score, and then weights the sum with the original user score. The method based on user score embedding combines the LSTM network vector with the user rating information, and uses the result as the input of the last layer to directly output the final comprehensive score.

Based on the method of perspective pre-filtering, the emotion analysis of user review text modeling is performed by Word2vec and LSTM, and the emotional tendency score $score_c$ of each user’s review on the post is predicted, and the user’s original score is weighted and summed to obtain a comprehensive score $score_c$.

\[
    score_c = \alpha \cdot score_r + 100(1 - \alpha) \cdot score_H
\]  

In the above formula, $score_r$ represents the user’s emotional prediction score for the post review, $score_H$ represents post’s authority value in HITS algorithm, due to the limit of the number of data taken, the post’s authority value is small. In order to increase its impact on the results, it is expanded by 100 times. $\alpha$ is the balance factor between the two scores.

The method based on user rating embedding is based on the emotional analysis of the user review information, combining the obtained LSTM output vector with the user rating information, then the above result is used as the input to the last layer (fully connected layer) and the final comprehensive emotional score is directly output via the SoftMax activation function.

\[
    H_i = h_i \cdot \text{Score} \odot \text{(User}_i\text{)}
\]

**Calculation of similarity based on post content**

In the recommendation model, since the natural language description of the post content is short and mostly incomplete, and usually does not follow the grammatical rules. Thus this paper uses the paragraph vector [37] to distribute the short text of the post content description. Paragraph vector is a neural network-based implicit short text comprehension model, which uses a short text vector as “context” to assist in reasoning. In maximal likelihood estimation, text vector is also updated as model parameters. It also adds encoding to the paragraph during the model training process compared with the text vector representation method based on Word2vec. Like ordinary words, paragraph coding is also mapped to a vector (i.e. paragraph coding vector). In the calculation, paragraph coding vectors and word vectors are accumulated or connected as input of SoftMax in the output layer. The paragraph code remains unchanged during the training of the text description of the post, and semantic information of the entire sentence is integrated every time the word probability is predicted. In the prediction phase, a new paragraph code is assigned to the description text of the post content while keeping the parameters of the word vector and the input layer SoftMax unchanged. Finally, the gradient descent method is used to train the new post description text until it converges, resulting in a low-dimensional vector representation of the post content. The distributed representation of the paragraph vector of the post content is shown below (Fig. 3).

After obtaining the unique $d$-dimensional distributed vector representation of the post content, the similarity and distance between each two post contents can be obtained by the similarity calculation. This paper uses the cosine formula to measure the similarity between two posts, and uses the Mahalanobis distance to calculate the distance between the natural language descriptions of the two posts. Assume that the paragraph vectors of the natural language description of the two post contents are represented as $PV_a = (x_{11}, x_{12}, \ldots, x_{1d})$ and $PV_b = (x_{21}, x_{22}, \ldots, x_{2d})$, where $d$ denotes the dimensions of two paragraph vectors. Then the similarity and distance between them are defined as follows:

\[
    \text{sim}(PV_a, PV_b) = \frac{PV_a \cdot PV_b}{\|PV_a\|^2 \cdot \|PV_b\|^2} = \frac{\sum_{i=0}^{d} x_{1i}x_{2i}}{\sqrt{\sum_{i=0}^{d} x_{1i}^2} \sqrt{\sum_{i=0}^{d} x_{2i}^2}}
\]

\[
    \text{dis}(PV_a, PV_b) = \sqrt{(PV_a - PV_b)^T S^{-1}(PV_a - PV_b)}
\]

where $S$ is the covariance matrix of eigenvectors $PV_a$ and $PV_b$.

**Multi-source view fusion based on collaborative training**

In the construction of the hybrid recommendation model, this paper uses the user comprehensive scoring view to build a post-based collaborative filtering recommendation model; at the same time, a recommendation model based on post content is constructed by using the natural language description view of post content; Finally, the fusion of two
recommendation views is realized based on cooperative training strategy. In data selection, data selection algorithm based on confidence estimation and clustering analysis is used to filter the data, and then added to the training data pool of another classifier for the next round of training, so as to iterate.

**Hybrid recommendation algorithm based on collaborative training**

The hybrid recommendation algorithm based on collaborative training is used to construct the initial scoring matrix based on the user’s scoring of the posts. Then the perspective pre-filtering method is used to measure the composite score to update the scoring matrix. Finally, a hybrid recommendation algorithm based on collaborative training is designed in which the scoring matrix is cyclically filled and optimized according to the vector similarity of the comprehensive scoring matrix and the post content description, so as to achieve recommendation and sorting. Besides the hybrid recommendation algorithm based on collaborative training is shown in the following Fig. 4.

In the recommendation model, the score of user $u$ on post $p$ is recorded as $R_u(p)$ which takes from post’s authority value in HITS algorithm; The corresponding scoring matrix is $R_{m \times n}(U, P)$, where the row vector $m$ represents the number of users, and the column vector $n$ represents the number of posts. In the object-based collaborative filtering recommendation model, input the user’s original scoring matrix $R_{m \times n}(U, P)$, where $R_u(p) \in [0, 1]$, and the virtual scoring matrix $\tilde{R}_{m \times n}(U, P)$ predicted by the emotion analysis model, where $\tilde{R}_u(p) \in \{0, 1\}$, 0 means that the user’s emotion is negative, and 1 means that the user’s emotion is positive, output as data set $D_{train}$. The description of the post-based collaborative filtering recommendation algorithm is as shown in Algorithm 1.

---

**Fig. 3** The distributed representation of the paragraph vector of the post content

**Fig. 4** The hybrid recommendation algorithm based on collaborative training
In Algorithm 1, the post-based collaborative filtering recommendation method is used to populate the default value of the user's scoring matrix and update the training data set of user \( u \) at the same time. In the emotional classification model, it is generally divided into fine-grained (5-level classification) and coarse-grained (2-level classification). Considering that the accuracy of the 2-level emotional classification model is much higher than that of the 5-level emotional classification model, this paper adopts 2-level emotional classification in the recommendation algorithm. The user's emotions were set to 1 point and 0 point, respectively. Then, the user's emotional scores and original scores were comprehensively measured by means of viewpoint pre-filtering. The post-based collaborative filtering model is used to predict and fill the scoring matrix, and the data selection algorithm based on confidence estimation and cluster analysis is used to filter the data, and add the incremental data to the training data set of user \( u \).

In the content-based description model, \( K \)-nearest neighbor algorithm is used to calculate the distance of content description, and the cosine similarity of posts and the Mahala Nobis distance of \( K \) nearest neighbor posts are used to update or fill in the user's score and default value, which is then used in the content-based recommendation model for the next iteration. The multiple recommended techniques are mixed within the hybrid recommendation method to compensate for the shortcomings and achieve better recommendations. Different from traditional hybrid recommendation technologies, such as weighted fusion, hybrid recommendation and cascade recommendation, the collaborative training strategy is used in this paper to construct a hybrid model of collaborative filtering recommendation based on posts (Algorithm 1) and content-based recommendation (Algorithm 2). In each iterative training process of the collaborative training model, the calculated comprehensive scoring data is used to train the scoring prediction model to achieve the filling and updating of the scoring matrix. Then, the training model based on the content of the post is trained to be scored according to the updated scoring matrix and the content description information of the post (the posts with the score \( \geq 0.7 \) and the score \( \leq 0.3 \) are respectively placed in the training pool of the post that the user likes and dislikes). The matrix is filled and updated, and it is used as the input of the post-based collaborative filtering recommendation model for the next iteration training. This paper proposes a hybrid recommendation method based on collaborative training compared with weighted fusion hybrid recommendation, which needs to adjust the weight of each recommendation result, the difficulty of ranking hybrid recommendation, and the staged process of cascaded recommendation, which makes full use of the recommendation algorithm based on the content of the post as shown in Algorithm 2.

**Algorithm 1. Post-based collaborative filtering recommendation algorithm**

**Input:** user's scoring matrix for posts \( R_{\text{max}}(U, P) \), virtual score predicted by emotional computing model \( R_{\text{max}}(U, P) \)

**Output:** training data set based on post collaborative filtering recommendation \( D_{\text{train}} \)

1. According to user scoring matrix, training data for user \( u \) is extracted \( D_{\text{p}} = \{R(p)|R(p) \in R_{\text{max}}(U, P), R(p) \neq \emptyset, i \in [1, n]\} \), its category label is \( L(p) = R_u(p) \in [0, 1] \).
2. Update training data score \( R_u(p) \). User's comprehensive score of posts is calculated by the method of viewpoint pre-filtering. \( \text{Time}_{\text{cur}} \) represents the current time, and \( \text{Time}_{R_u(p)} \) represents the time of the user's reviews on the post.
3. (Update the training data set, mark the score\( \geq 0.7 \) as a positive class, add it to the data pool \( D_{\text{p}}(+) \), and mark the score\( \leq 0.3 \) as a negative class, add it to the data pool \( D_{\text{p}}(-) \).)
4. A collaborative filtering recommendation model based on posts is trained. The candidate data \( D = \{R(p)|R(p) \in R_{\text{max}}(U, P), R(p) \neq \emptyset\} \) is predicted by the classifier \( \text{H} \), and the prediction label \( L(p) \) is obtained.
5. Use data selection algorithm based on confidence estimation and cluster analysis to filter data and return data pre-joined into the training data pool. \( D_{\text{select}} \) represents the original data in the second iteration, and \( D_{\text{select}}(\cdot) \) represents the data added in the first iteration (the label of the data is the predicted score of the collaborative filtering model).

\[
R_u(p) = \frac{aR_u(p) + 100(1-a)R_u(p)}{\text{Time}_{\text{cur}} - \text{Time}_{R_u(p)}}
\]

**Return** \( D_{\text{train}} = \{D_{\text{p}} + D_{\text{select}}\} \)

**Algorithm 2. Recommendation algorithm based on post content**

**Input:** User's predicted rating of the post, \( D^*_{\text{p}} = \{D(p), L(p)\} \)

**Output:** Scoring matrix \( R_{\text{max}}(U, P) \)

1. Obtain the user's post collection according to the training data set, \( D_{\text{train}} \).
2. Select \( 2i \) post candidate sets with user score \( \Phi \), and calculate the distance and similarity between the candidate posts and the posts in data set \( D_{\text{p}} \) respectively.
3. Select \( K \) nearest neighbor posts, \( \{D_1, D_2, \ldots, D_K\} \), and calculate the average distance \( \text{dis}_q \) between post \( D_{\text{p}} \) and \( K \) nearest neighbors.
4. Update the value of scoring matrix according to the similarity of post content:

\[
\text{FOREACH } D_i \in D_{\text{p}}, \text{ do}
\]

\[
\text{Score} = \arg\max(q_i | q_i \in [0,1])
\]

\[
R_u(i) = \text{Score} \times \text{dis}_q
\]

5. Update the score of post \( p \) for the \( R_u(p) \) value of different users \( u \).

\[
L(p) \leftarrow R(p)
\]

6. Update the score of the training data.

\[
D^*_{\text{p}} = \{(D(p), L(p))\} \leftarrow \{(D(p), L(p'))\}
\]

7. Data distribution analysis based on confidence estimation and cluster analysis is performed on \( D^*_{\text{p}} \), and the filtered data is returned.

\[
\text{Return } R_{\text{max}}(U, P)
\]

\[
Jiang et al. Journal of Cloud Computing: Advances, Systems and Applications (2020) 9:57
\]
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of user’s scoring information of the post (Post Profile view) and the content description information of the post (metadata view of the post) in each iteration training to achieve the fusion of the two kinds of recommendation views and a better mixed recommendation effect.

1) Data selection in collaborative training

In this paper, a data selection strategy is added to construct the collaborative training model to filter the data to join the training pool. Each grade of the user is specified as a category in the data. The training data in the data pool is tagged data, and the data to be predicted is unlabeled data. In the data selection strategy, not only the confidence score of the sample belongs to a certain category, but also the selected samples are evenly distributed in each cluster, which can avoid the large estimation bias of the selected training data on the Gaussian distribution. A data selection algorithm based on confidence estimation and cluster analysis is described as Algorithm 3.

Algorithm 3. A data selection algorithm based on confidence estimation and cluster analysis

Input: Training sample set \((x, y)\)
Output: Selection label \(Flag = \{true, false\}\) for sample set \((x, y)\)

(1) Initialization:
Each score level in the training data is taken as a class, and the similarity between the training sample and each class \(c\) is calculated as a confidence measure metric of the sample, which is recorded as \(f(c;x)\).

(2) Training data partition
a. K-means clustering algorithm is used to divide candidate data into \(k\) sub-clusters \(D_1, D_2, \ldots, D_k\).
b. Calculate the prior probability of each cluster:

\[ P(D_k) = \frac{(n^l_k + n^u_k)}{\sum_k (n^l_k + n^u_k)} \]

where \(n^l_k\) represents the number of labeled samples in the cluster sub-cluster \(D_k\), \(n^u_k\) represents the number of unlabeled samples in the cluster sub-cluster \(D_k\).

c. Calculate the probability for each category and cluster:

\[ P(c|D_k) = \frac{an^l_{k,c} + (1-a)n^u_{k,c}}{n^l_k + \beta} \]

where \(n^l_{k,c}\) represents the number of labeled samples belonging to class \(c\) and belonging to cluster sub-cluster \(D_k\), \(n^u_{k,c}\) represents the number of unlabeled samples belonging to class \(c\) and belonging to cluster sub-cluster \(D_k\), \(a\) is the balance factor, \(\beta\) is a constant with a very small value, and \(Z\) is a normalization factor that makes \(P(c|D_k)\) a function of probability.

(3) Data selection
a. Select cluster \(D_k\) according to probability \(P(D_k)\), and select category \(c\) according to probability \(P(c|D_k)\) in cluster cluster \(D_k\).
b. Find the intersection of the cluster \(D_k\) and the samples of class \(c\), and select the first \(m\) samples with the highest confidence estimate (make it \(Flag=true\)).
c. Repeat steps a–b until the data of all candidate pre-join training pools is filtered.

Experiments

Experiment settings and datasets

The experiment is carried out on a computer with Intel i7 processor and 16GB memory. The datasets selected in this paper cover about 25 million reviews from Twitter from April 2015 to October 2019. The datasets contain the following contents: user information, post information and plain text review information. The specific descriptions of the datasets are shown in the following table (Table 1).

In preprocessing, the HITS algorithm is used to process the data set and filter out the users and posts with high influence, which lays the foundation for subsequent recommendation. The specific results of the HITS algorithm are shown in the following table (Tables 2 and 3).

As can be seen from the above table, the HITS algorithm is used to screen out the top ten most influential users and posts, and the authorities of the posts is used as the user’s initial rating for the post to participate in subsequent calculations.

Evaluation measures

In order to evaluate the performance of the proposed algorithm, we choose the classical accuracy index in the recommendation model: mean absolute error (MAE). For a user \(u\) and post \(p\) in our datasets, \(r_{up}\) is the actual score of user \(u\) on post \(p\), \(\hat{r}_{up}\) is the predicted score obtained by the algorithm proposed in this paper. \(T\) is the number of scores of user \(u\) on post \(p\) in our datasets. Then the evaluation index MAE in the recommendation model is calculated as follows:

\[ MAE = \frac{\sum_{u,p \in T} |r_{up} - \hat{r}_{up}|}{T} \]  

The lower the MAE value is, the higher the accuracy of the algorithm prediction is.

Comparative methods

In the experiment of this paper, four more classical recommendation algorithms are selected as the comparison algorithm of the proposed DMHR algorithm. The performance of each algorithm is evaluated by performance indicator MAE. In the case study, the performance of DMHR algorithm in this paper is evaluated by the Top N recommendation of

| Dataset statistics         | Quantity                  |
|---------------------------|---------------------------|
| Number of reviews         | 25,013,682                |
| Number of users           | 4,621,894                 |
| Number of posts           | 2,184,676                 |
| time span                 | April 2015–October 2019   |
some specific instances. The four comparison recommendation algorithms are described in detail as follows:

TDSRec algorithm [25]: It is a collaborative filtering recommendation algorithm that integrates the characteristics of social networks. It obtains the trust and trusted characteristic matrix, and recommends accordingly. It solves the problem of data sparsity in traditional collaborative filtering algorithm to some extent.

SocialMF algorithm [26]: It is a matrix factorization-based model for recommendation in social rating networks, which introduces the trust delivery mechanism into the social recommendation, and better reflects the influence of the social network trust relationship on the recommendation.

SVD++ algorithm [24]: It is an improved singular value decomposition (SVD) technique that introduces implicit feedback based on SVD. User’s historical browsing data and user’s historical rating data are all used as new parameters.

HFT algorithm [29]: It models user ratings and user reviews by establishing a link between the topic distribution of the user’s reviews and the potential factors of the user or post.

The influence of parameters

Effect of balance factor $\alpha$

In the DMHR algorithm proposed in this paper, there is an important parameter $\alpha$, which reflects the weighting of the original user scores and the emotion analysis virtual scores of the user reviews based on the perspective pre-filtering method. The formula is used to evaluate the emotional tendency of the post:

$$score_c = \alpha score_r + 100(1 - \alpha) score_{H}$$ (15)

The larger the value of $\alpha$ is, the greater the weight of the virtual score predicted by the emotion classification model in the comprehensive score. In this experiment, the value of $\alpha$ is set from 0 to 1.0, and the step size is 0.1. The experimental results obtained by our datasets are shown in Fig. 5 below.

As can be seen from the data in the above Fig. 5, when $\alpha = 0.7$, the MAE value of the dataset reaches the minimum value. In the perspective pre-filtering method, the value of $\alpha$ represents the weight of the virtual score in the comprehensive score. This shows that the virtual score calculated by the emotion classification model has an important influence on the accuracy of the recommended prediction scoring model. To a certain extent, it also verifies the assumption proposed in this paper that the user’s review information can better reflect the user’s real interest preferences. In order to reduce the estimation bias of noise data to the score prediction, the weighted synthesis of the original user score and the user’s commentary emotional score based on the perspective pre-filtering method can be used to solve the problem of large deviation between the user’s original score and the real interest preference.

The influence of the number of neighboring posts $K$

In this paper, the collaborative training strategy is used to fuse user score data and post content description information to construct a hybrid recommendation system. In the post content recommendation model, the KNN algorithm is used to calculate the distance of the post content description, and the cosine similarity is used to measure the similarity of the post content description, so as to update or fill in user’s score and default value by using the score of $K$ nearest neighbor posts. Finally, experiments have shown that choosing the appropriate $K$ value has an important impact on the final recommendation. In this experiment, the value of $K$ is set from 10 to 100, and the step size is 10. The experimental results obtained by our datasets are shown in Fig. 6 below.

As can be seen from the data in the above Fig. 6, the MAE value of the dataset reaches the minimum value when $K = 60$. Subsequently, as the $K$ value continues to increase, the MAE value of the model also increases, indicating that the effect of the recommended model is worse. It is concluded that the recommended effect of the model on the dataset has a greater relationship with the value of the nearest neighbor number $K$. However, the MAE accuracy of the recommended model is not particularly sensitive to the $K$ value, and the relatively ideal MAE accuracy can be obtained within a certain range when the value of $K$ is large. In this experiment, it is better to choose $K$ in the range of $[50, 70]$. Therefore, $K = 60$ is selected as the parameter of DMHR algorithm when using KNN algorithm to calculate the content description of similar posts.

Iterations of emotion classification model $N$

In order to take account of the interaction of user ratings and review information on real emotions, this paper uses the pre-filtering method based on viewpoints and the embedding method based on user ratings to fuse user ratings and emotional prediction ratings respectively. The former uses the LSTM network to get the prediction score, and then weights the sum with the original user score. The LSTM network vector with the user rating information is combined with the method based on user score embedding, and the result is used as the input of the last layer to directly output the final comprehensive score. In order to show the performance of the emotion classification model trained by LSTM algorithm more clearly, we compared the accuracy of the model in different iterations. Set $N = \{1,10,20,30, \ldots, 100\}$ respectively, and the 10-
fold cross-validation method is used to evaluate the data-set. The detailed emotional classification model performance indicators are shown in Fig. 7 below.

As can be seen from the data in the above Fig. 7, in the case of the same parameter settings, the accuracy of the method based on user score embedding reaches the maximum value 92.1% when $N = 20$. With the further increase of the number of iterations, the accuracy of the model fluctuates above 90%, which indicates that the performance of the emotion classification model trained by LSTM algorithm is relatively stable. And when $N = 20$, the emotion classification model can achieve the best results to ensure the effect of subsequent experiments.

**Result analysis**

In this experiment, MAE is used as the evaluation index to measure the experimental effect of various recommended algorithms. On the same data set, the TDSRec algorithm, the SocialMF algorithm, the SVD++ algorithm, the HFT algorithm and the DMHR algorithm proposed in this paper are used for comparison experiments. In the DMHR algorithm, the comprehensive scoring result of the perspective pre-filtering method is adopted, and the parameters $\alpha = 0.7$, $K = 60$ when the best result is obtained are set. For each of the other recommended algorithms, the parameters are also set to the parameters at which the best results are obtained. The specific recommendation results are shown below (Fig. 8).

As can be seen from the data in the above figure, overall, the DMHR algorithm proposed in this paper is superior to the other four classic recommendation algorithms in MAE evaluation indicators. The SocialMF algorithm has the worst overall performance, because the algorithm only introduces the trust delivery mechanism into the recommendation model, and cannot achieve good results on the dataset of the social network. The overall performance of the TDSRec algorithm is similar to that of the SVD++ algorithm, and it is significantly improved compared with the SocialMF algorithm. This is mainly because the two algorithms add trust and trust characteristic matrix and user history data to the model respectively, which can improve the performance of the recommended model. It shows that it is feasible to use the auxiliary information such as user reviews to improve the recommendation effect. However, the review information and interest preference are not always positively correlated. The fusion of multiple recommendation views does not always improve the performance of the model. If some unreliable recommendation factors are introduced into the model, it will have a negative effect on the performance of the system.

Based on the above analysis data, the DMHR algorithm proposed in this paper has a significant improvement on the MAE evaluation index compared with the traditional algorithm, which indicates that the prediction accuracy of the recommendation model is related to the real user score and using the perspective pre-filter based method to fuse the virtual score and get the user’s comprehensive score can effectively improve the user’s scoring accuracy, ultimately affects the recommendation model’s scoring prediction accuracy. In addition, the cold start issue is one of the most interesting issues in the recommended scenario, however few records (including ratings and reviews) are considered relevant to the “cold start”. The DMHR algorithm proposed in this paper combines post-based collaborative filtering recommendation and post content-based recommendation. The recommendation factor incorporates the emotional tendency of user reviews and the semantic information of natural language description of post content. Moreover, the data preprocessing method is used to process the messy data obtained from social networks and eliminated most of the low-quality users and posts, which ensures better efficiency in subsequent processing. Theoretically, this auxiliary information will help to solve the cold start and sparse data problem to a certain extent.
Case study

In order to evaluate the performance of the proposed model, this paper uses the leave-one-out method which has been widely used in most literatures [38]. In this section of case study, the way of Top-N recommendation is used to verify the effectiveness of the algorithm. The experiment selects 100 posts that have not been rated by the user and are most similar to the posts that the user likes, as the candidate posts. The 100 posts have been manually sorted based on the user’s attention and timeliness of the post. We take this sorting result as a real result and compare it with the recommended results obtained by the various algorithms mentioned above.

The hit rate HR (Hit radio) is used to evaluate the performance of the model.

\[
HR@N = \frac{\text{Num}@N}{T@N}
\]  

where \(T@N\) represents the number of candidate test sets, \(\text{Num}@N\) represents the number of TopN posts obtained by the algorithm mentioned above among the Top N recommended posts of the real result, and ranking is not considered here. The final result is shown in the figure below (Fig. 9).

Fig. 5 Effect of balance factor \(\alpha\)

Fig. 6 The influence of the number of neighboring posts \(K\)
It can be seen from the experimental results that the proposed DMHR algorithm and the HFT algorithm achieve better performance than other algorithms in the $HR@N$ the evaluation indexes. Since these two algorithms mine user comment information and use the description text information of the post content in the collaborative training model, they can better overcome the cold start problem of the recommendation system. Therefore, they have achieved good results in reflecting the recall rate performance of the recommendation system. In contrast, other algorithms such as the TDSRec algorithm, the SocialMF algorithm and the SVD++ algorithm only use the traditional collaborative filtering algorithm based on posts and use the topic distribution information to build the model, so they can’t get good recommendations. This also proves the feasibility of the idea of building a hybrid recommendation system by integrating multiple recommendation views proposed in this paper. Compared with the HFT algorithm, the DMHR algorithm uses the method of perspective pre-filtering to calculate the user’s comprehensive rating of the post, and adds the time dimension to the user’s review. The closer the time is, the larger the weighting factor is, the longer the time is, and the smaller the weighting factor is. The time factor of the recommended post is also considered when
the Top-$N$ recommendation ranking is performed. Experiments show that considering the time span in the recommendation process has a more important impact on the final recommendation results.

**Conclusion and future work**

The recommendation system is the most effective tool for solving information overload, and it has received much attention in the current academic and industrial circles. This paper proposes a hybrid recommendation model based on deep emotion analysis and multi-source view fusion. Based on the analysis of user behavior preferences, which focuses on the emotional mining and deep semantic analysis of text information; and the natural language description information of the post content is mined, and combined with the collaborative training strategy in semi-supervised learning, the post-based collaborative filtering recommendation view and the content-based recommendation view are combined to build a hybrid recommendation system. Because the method adopts the collaborative filtering model, it can effectively solve the problem that the user’s original score and the real interest preference are deviated in the recommendation system, and the score distribution is extremely uneven. Since the DMHR recommendation algorithm proposed in this paper takes into account the content information of the post, which effectively solves the cold start problem of the recommendation system and improves the recommended recall rate of the recommendation system. Furthermore, in terms of the recommended effect, the experimental results show that the accuracy of the DMHR algorithm proposed in this paper has been significantly improved compared with existing methods, and the problem of cold start has also been solved to some extent.

In the next step, future research can consider the impact of user preferences over time, reviews on text emotions, weights of potential features, and social relationships on recommendations. In addition, the DMHR model can be applied to group recommendation, friend relationship recommendation and other issues in the future work.
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