Interpretable Deep Learning for Automatic Diagnosis of 12-lead Electrocardiogram
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Abstract—Electrocardiogram (ECG) is a widely used reliable, non-invasive approach for cardiovascular disease diagnosis. With the rapid growth of ECG examinations and the insufficiency of cardiologists, accurate and automatic diagnosis of ECG signals has become a hot research topic. Deep learning methods have demonstrated promising results in predictive healthcare tasks. In this paper, we developed a deep neural network for multi-label classification of cardiac arrhythmias in 12-lead ECG recordings. Experiments on a public 12-lead ECG dataset showed the effectiveness of our method. The proposed model achieved an average area under the receiver operating characteristic curve (AUC) of 0.970 and an average F1 score of 0.813. The deep model showed superior performance than 4 machine learning methods learned from extracted expert features. Besides, the deep models trained on single-lead ECGs produce lower performance than using all 12 leads simultaneously. The best-performing leads are lead I, aVR, and V5 among 12 leads. Finally, we employed the SHapley Additive exPlanations (SHAP) method to interpret the model’s behavior at both patient level and population level. Our code is freely available at \url{https://github.com/onlyydd/ecg-diagnosis}.
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I. INTRODUCTION

Cardiovascular diseases (CVDs) are the leading cause of death and produce immense health and economic burdens in the United States and globally \cite{1}. The electrocardiogram (ECG) is a simple, reliable, and non-invasive approach for monitoring patients’ heart activity and diagnosing cardiac arrhythmias. A standard ECG has 12 leads including 6 limb leads (I, II, III, aVR, aVL, aVF) and 6 chest leads (V1, V2, V3, V4, V5, V6) recorded from electrodes on the body surface. Accurately interpreting the ECG for a patient with concurrent cardiac arrhythmias is challenging even for an experienced cardiologist and incorrectly interpreted ECGs might result in inappropriate clinical decisions or lead to adverse outcomes \cite{2}.

An estimated 300 million ECGs are recorded worldwide annually \cite{3} and keeps growing. Computer-aided interpretation of ECGs has become more important, especially in low-income and middle-income countries where experienced cardiologists are scarce \cite{4}. Therefore, accurate and automatic diagnosis of ECG signals has become a hot research interest. In past decades, automatic diagnosis of ECGs has been widely investigated with the availability of large open-source ECG datasets such as MIT-BIH Arrhythmia database \cite{5}. 2017 Physionet Challenge/CinC dataset \cite{6}, 2018 China Physiological Signal Challenge dataset (CPSC2018) \cite{7}, PTB-XL database \cite{8}.

In this study, we developed a deep neural network based on 1D convolutional neural networks for automatic multi-label classification of cardiac arrhythmias in 12-lead ECG recordings, and the model achieved comparable state-of-the-art performance (average F1 score is 0.813) on the CPSC2018 dataset. We also conducted experiments on single-lead ECGs and showed the performance of every single lead. In addition, we applied the SHapley Additive exPlanations (SHAP) method \cite{9} to interpret the model’s predictions at both patient level and population level.

To summarize, the contributions of our work are:

• We developed a deep neural network for automatic diagnosis of cardiac arrhythmias and the results on a 12-lead ECG dataset showed its effectiveness.
• We compared the performance of the deep learning model with 4 baseline classifiers using expert features. The result showed the deep learning model outperformed all baseline classifiers.
• We conducted experiments on single-lead ECGs and the results suggested the F1 score, averaged across diagnostic classes, of the deep model trained on single-lead ECGs is 4.4% to 11.8% lower than using all 12 leads, and the top-performing single leads are lead I, aVR, and V5.
• To better understand the model’s behavior, we employed the SHAP method to enhance clinical interpretability at both patient level and population level.

The rest of the paper is organized as follows. In Section II, we summarize related works on the automatic diagnosis of ECG. A detailed description of the 12-lead ECG dataset, deep neural network architecture, evaluation metrics, and model interpretability are provided in Section III. We present the experiment results and model interpretability in Section IV. Finally, we conclude the paper in Section V.

II. RELATED WORKS

Existing models for automatic diagnosis of ECG abnormalities can be classified into two categories: traditional methods and deep learning methods. The comparison between traditional methods and deep learning methods are demonstrated in Fig. \cite{1}. Traditional methods based on machine learning
(ML) algorithms are two-stage, these methods require experts to engineer useful features or extract features using signal processing techniques first and then use these features to build machine learning classifiers [10], [11]. The University of Glasgow (Uni-G) ECG analysis program applied rule-based criteria on signal processing features and medical features for the diagnosis of ECGs [11]. The use of wavelet coefficients for the classification of ECGs has been investigated in [12]. Detta et al. developed a feature-oriented method with a two-layer cascaded binary classifier and achieved the best performance in the 2017 Physionet/CinC Challenge for atrial fibrillation classification from single-lead ECGs [13].

However, traditional methods are limited by data quality and domain knowledge. Additional effort is required to extract expert features. The second approach is using end-to-end deep learning techniques that don’t require an explicit feature extraction. Deep learning methods have made great progress in many areas [14] such as computer vision, speech recognition, and natural language processing since 2012. Many studies have also demonstrated promising results of deep learning in the healthcare domain such as complex diagnostics spanning dermatology, radiology, ophthalmology, and pathology [15].

Recently, deep learning models have been applied to ECG data for various tasks including disease detection, annotation or localization, sleep staging, biometric human identification, and so on [16]. Deep neural networks have shown initial success in cardiac diagnosis from single-lead or multi-lead ECGs [13], [17]–[20]. A deep learning model trained on a large single-lead ECG dataset with 91,232 ECG recordings shows superior performance than cardiologists for diagnosing 12 rhythm classes [17]. Ullah et al. transformed the 1D ECG time series into a 2D spectral image through short-time Fourier transform and trained a deep learning model to classify cardiac arrhythmias [21]. 12-lead ECGs are the standard techniques in realistic clinical settings and can provide more valuable information compared to single-lead ECGs. Chen et al. proposed an artificial neural network that combined convolutional neural networks (CNNs), recurrent neural networks (RNNs), and attention mechanism for cardiac arrhythmias detection and won first place in the 2018 China Physiological Signal Challenge [20]. Zhu et al. applied a deep learning algorithm to 12-lead ECGs to diagnosis 20 types of cardiac abnormalities, and the model performance exceeded physicians trained in ECG interpretation [19]. Besides, some studies [22], [23] showed that the performance of neural networks can be significantly improved by incorporating expert features. Despite the promising performance of deep learning models on cardiac arrhythmias diagnosis, deep learning models usually operate as black boxes, and understanding the model's behavior on making decisions is important and challenging.

### III. Methods

#### A. 12-lead ECG Database

**CPSC2018 Database** The 1st China Physiological Signal Challenge (CPSC) 2018 [7] hosted during the 7th International Conference on Biomedical Engineering and Biotechnology released a freely large multi-label 12-lead ECG database collected from 11 hospitals in China. This database comprises 6877 12-lead ECGs lasting between 6 s and 60 s at a sampling rate of 500 Hz. These ECGs are labeled with 9 diagnostic classes: normal sinus rhythm (SNR), atrial fibrillation (AF), first-degree atrioventricular block (IV AB), left bundle branch block (LBBB), right bundle branch block (RBBB), premature atrial contraction (PAC), premature ventricular contraction (PVC), ST-segment depression (STD), ST-segment elevation (STE). Patient characteristics and diagnosis class prevalence of the CPSC2018 dataset are shown in Table I. As shown in Table I, data imbalance and insufficiency problem is severe for cardiac arrhythmias diagnosis.

#### B. Network Architecture

The overview of the proposed network architecture is illustrated in Fig. 2. The proposed network is developed using 1D CNNs. Similar to the original residual neural network for image recognition with 2D CNNs [24], residual blocks with

---

**Fig. 1.** Comparison of existing models for automatic diagnosis of ECG abnormalities: (a) two-stage traditional methods using feature engineering; (b) end-to-end deep learning methods.

**Table I.** Patient characteristics and diagnostic class prevalence on the CPSC2018 dataset.

| Class | Count (%) | Male (%) | Age | Duration |
|-------|-----------|----------|-----|----------|
| SNR   | 918 (13.35) | 363 (39.54) | 41.56 (18.45) | 15.43 (7.64) |
| AF    | 1221 (17.75) | 692 (56.67) | 71.47 (12.53) | 15.07 (8.73) |
| IVAB  | 722 (10.50) | 490 (67.87) | 56.97 (15.67) | 14.42 (7.08) |
| LBBB  | 236 (3.43) | 117 (49.58) | 70.48 (12.55) | 15.10 (8.10) |
| RBBB  | 1857 (27.00) | 1203 (64.78) | 52.32 (19.77) | 117 (49.58) |
| PVC   | 616 (8.96) | 328 (53.25) | 66.66 (17.71) | 19.30 (12.39) |
| STD   | 700 (10.18) | 357 (51.00) | 58.37 (17.90) | 20.84 (15.39) |
| STE   | 869 (12.64) | 252 (29.00) | 54.61 (17.49) | 15.65 (9.79) |
| PAC   | 220 (3.20) | 185 (81.82) | 1221 (17.75) | 15.07 (8.73) |
| PVC   | 20 (0.00) | 8 (40.00) | 62.84 (17.07) | 15.65 (9.79) |

Mean and standard deviation are reported for age and ECG duration (s).
Fig. 2. Deep neural network architecture for cardiac arrhythmias diagnosis. Our deep neural network accepts raw ECG inputs (12 leads, duration of 30 s, sampling rate of 500 Hz), utilizes 1D CNNs to extract deep features, and outputs the prediction results for 9 diagnostic classes.

C. Evaluation Metrics

For each diagnostic class, we report Precision, Recall, F1 score (F1), area under the receiver operating characteristic curve (AUC), accuracy score (ACC). For class \( i \), the metrics are calculated with the following equations:

\[
ACC_i = \frac{TP_i + TN_i}{TP_i + TN_i + FP_i + FN_i} \quad (1)
\]
\[
Recall_i = \frac{TP_i}{TP_i + FN_i} \quad (2)
\]
\[
Precision_i = \frac{TP_i}{TN_i + FP_i} \quad (3)
\]
\[
F_1i = \frac{2 \cdot Precision_i \cdot Recall_i}{Precision_i + Recall_i} \quad (4)
\]

where \( TP_i, TN_i, FP_i, \) and \( FN_i \) represent the number of true positive samples, the number of true negative samples, the number of false positive samples, and the number of false negative samples for class \( i \) respectively. Class \( i \) can be one of the 9 classes: SNR, AF, IVAB, LBBB, RBBB, PAC, PVC, STD, and STE.

To better evaluate the performance of multi-label classification, we adopt average (AVG) score of each metric on 9 classes (1 normal and 8 abnormal). Average F1 score is used to select the best-performing model. And the final score is the average over classes:

\[
AUC = \frac{1}{9} \sum_{i=1}^{9} AUC_i \quad (5)
\]
\[
ACC = \frac{1}{9} \sum_{i=1}^{9} ACC_i \quad (6)
\]
\[
F_1 = \frac{1}{9} \sum_{i=1}^{9} F_{1i} \quad (7)
\]

D. Interpretability

Although deep learning models can achieve state-of-the-art performance in many predictive tasks, deep learning models are usually considered to be black boxes. Due to the multi-layer nonlinear structure, the decisions made by deep learning models are not traceable by humans. However, understanding the model’s behavior when making predictions is as crucial as the accuracy of predictions in many applications, especially in clinical practice. To address this issue, we adopted the SHAP (SHapley Additive exPlanations) \([9]\) method to interpret the model’s predictions. SHAP is a game-theoretic approach to explain the model predictions and has been applied to tree-based algorithms to enhance clinical interpretability \([25], [26]\). SHAP provides a unified way of interpreting predictions of any machine learning models. To be specific, SHAP assigns shap values, a unique additive feature importance measure, to each feature for a particular prediction. As shown in Fig.
we applied the SHAP method to the trained deep learning model to interpret the model’s behavior at both patient level and population level by utilizing a gradient explainer.

1) Patient Level Interpretation: Firstly, we focus on patient-level interpretation to understand why the model is making a certain prediction for 12-lead ECG inputs. Given an ECG input \( x \in \mathbb{R}^{15000 \times 12} \), the model outputs a multi-label classification result \( \hat{y} \in \mathbb{R}^{1 \times 9} \). By applying the gradient explainer, a shap values matrix \( sv \in \mathbb{R}^{9 \times 15000 \times 12} \) is generated for each input where \( sv_{i,j,k} \) represents the feature contribution of the corresponding ECG input \( x_{j,k} \) towards the diagnostic class \( i \). If \( sv_{i,j,k} > 0 \), then \( x_{j,k} \) contributes positively towards the diagnostic class \( i \). For the top-predicted class \( l = \arg\max(\hat{y}) \), the submatrix \( sv_l \) demonstrates why the deep learning model predicts \( l \) given the ECG input \( x \) and shows the contribution of features.

2) Population Level Interpretation: While patient level interpretation explains the model’s behavior on a specific ECG input, population level interpretation shows the contribution of ECG leads towards each kind of cardiac arrhythmias over the entire dataset. As shown in Fig. 3, population level interpretation is the summarization of patient level interpretation. Given the population of \( D \) patients and the shap values matrix \( sv \in \mathbb{R}^{N \times 9 \times 15000 \times 12} \), the contribution \( c_{i,k} \) of lead \( k \) for diagnostic class \( i \) is defined as the sum of shap values:

\[
\begin{align*}
  c_{i,k} &= \sum_{n=1}^{D} \sum_{j=1}^{15000} sv_{d,n,j,k} \\
\end{align*}
\]

The normalized contribution rate \( r_{i,k} \) shows which leads are playing an important role in diagnosing a particular cardiac arrhythmia \( i \). The average contribution rate reflects the importance of each lead and implies possible feature interactions in the deep model.

IV. RESULTS AND DISCUSSION

A. Experiment Setup

1) Data Preprocessing: The CPSC2018 database comprises multi-label 12-lead ECGs with varying durations between 6 s and 60 s. As the deep neural network requires inputs to be of the same length. We preprocessed the dataset to make all inputs are of the same length \( n_{steps} \). We tried different values for \( n_{steps} \), and found that setting \( n_{steps} \) to 15000 (duration of 30 s, sampling rate of 500 Hz) achieved the best performance. For ECGs with a duration of more than 30 s, they will be cropped and the last 30 s ECG data are kept. Otherwise, they will be padded to 30 s with zeros.

2) Data Augmentation: As shown in Table 1, data imbalance and insufficiency problem is severe for cardiac arrhythmias diagnosis. To address this problem, we applied scaling and shifting for data augmentation. Data augmentation can help reduce model overfitting and encourage robustness against adversarial examples.

3) Training and Evaluation: For model training and evaluation, we applied a 10-fold cross-validation approach. The CPSC2018 dataset was randomly divided into 10 folds. At each round, 8 folds out of 10 folds are used for training, 1 fold for validation, and 1 fold for testing. The optimal threshold of each class is selected to achieve the best F1 score on the validation dataset. Then the selected thresholds are applied to the test dataset to produce results. The reported results are the average on the test dataset of 10 rounds. The deep neural network is implemented using PyTorch [27]. Adam optimizer [28] is used as the optimization method and cross-entropy as the loss function to train the model. The optimal values for hyperparameters of the deep neural network are: the length of ECG input is set to 15000; the learning rate is
B. 12-lead Model Performance

Precision, Recall, F1 score, AUC, Accuracy of the model’s prediction on each cardiac arrhythmia on the test dataset of 10 rounds are averaged and reported in Table II. Overall, average AUC and Accuracy of the deep learning model both exceeded 0.95 and the average F1 score was 0.813 with an average precision of 0.821 and an average recall of 0.812. Among all cardiac arrhythmias, the deep model performed best on AF and RBBB classification with an F1 score of over 0.9. However, we also observed the F1 score of STE is low as 0.535 which may be due to the significant physician disagreement in diagnosing STE from ECGs [29].

Besides, we selected the best validation model of 10 rounds and used the confusion matrices calculated on the test dataset to illustrate why the model is working or not working on specific examples of cardiac arrhythmias. The confusion matrices are shown in Fig. 4. Low false negative rate and high true negative rate were observed for all 9 classes as shown in Fig. 4. For the diagnosis of AF, RBBB, and PVC, low false positive rate and false negative rate were observed. However, the confusion matrices showed that the model had trouble in classifying PAC, STD, and STE with a high false negative rate.

C. Comparison with Traditional Methods

Inspired by [12] and [23], we built several baseline models with extracted expert features. To be specific, we extracted 2 types of expert features: 1) statistical features (e.g., mean, standard deviation, variance, and percentile) of raw ECG input, 2) statistics and Shannon entropy of signal processing features extracted by applying discrete wavelet decomposition. Statistical features and signal processing features are concatenated and input to machine learning classifiers. For machine learning classifiers, we considered logistic regression (LR), random forest (RF), gradient boosting trees (GBT), and multi-layer perceptron (MLP).

LR, RF, and MLP are implemented with scikit-learn toolkit [30], and GBT is implemented using LightGBM [31]. The comparison of model performance (F1 score) is shown in Fig. 5. It’s apparent that the deep learning model outperformed all baseline models with an average F1 score of 0.813. Among 4 baseline models, GBT achieved the best average F1 score of 0.619, while RF performed worst with an average F1 score of 0.515. As shown in Fig. 5, the end-to-end deep learning model with deep features significantly improved the accuracy of IV AB and PAC classification. In addition, Fig. 5 showed the capability of extracted expert features in diagnosing AF, LBBB, and RBBB. However, these baseline models showed difficulty in classifying IV AB, PAC, and STE with low F1 scores.

D. Single-lead Model Performance

We modified the input layer of the deep neural network and trained the model on single-lead ECG inputs $x \in \mathbb{R}^{15000 \times 1}$. Comparison of single-lead model performance measured by F1 score is summarized in Table III. From Table III we observed: (1) In summary, the single-lead model showed inferior performance compared to using all 12 leads simultaneously. On average, the performance of deep learning model trained on single-lead ECGs dropped by 4.4% to 11.8% compared to using all 12 leads. (2) Among 12 leads, lead I, aVR, V5 are the top-performing single leads with an F1 score of more than 0.765, and lead aVL is shown to perform worst with an average F1 score of 0.695. (3) All single leads achieved good performance on AF classification with an F1 score of over 0.9. Lead II, aVR showed the comparable best performance in the diagnosis of AF. (4) The F1 score (0.94) on RBBB classification obtained using lead V1 is significantly higher.
than using any other leads which means V1 plays an important role in diagnosing RBBB. (5) The best predictive single lead for LBBB is lead I. (6) Lead I used by Apple Watch [32] and lead II favored by cardiologists for quick review also showed very good performance on average. (7) Interestingly, although 12-lead model achieved comparable or better performance than single-lead models for most diagnostic classes, lead I for LBBB and lead V1 for RBBB showed superior performance. We speculate that unexpected feature interactions may hurt the performance of the 12-lead model.

E. Model Interpretability

Model interpretability of deep neural networks has been a common challenge and limiting factor towards real-world applications. In addition to the promising performance achieved by our deep model in diagnosing cardiac arrhythmias, the SHAP method was used to explain model predictions. In this part, we demonstrated the model interpretability at both patient level and population level through visualizations.

1) Patient Level Interpretation: For each ECG input with the top-predicted cardiac arrhythmia class \( l = \text{argmax}(\hat{y}) \), we visualized the shap values matrix \( \text{sv} \in \mathbb{R}^{15000 \times 12} \) along with the raw ECG input matrix \( x \in \mathbb{R}^{15000 \times 12} \). The explanations of the model’s prediction results for several ECG instances from different patients are shown in Fig. 6. For the ECG instance in Fig. 6(a), the corresponding patient is diagnosed with AF. Highlighted areas in orange appear to include the P wave and R peak and may indicate a missing P wave and irregular RR intervals. This observation is consistent with the diagnostic criteria of AF [33]. In Fig. 6(b) with IA VB, highlighted features mainly appear at PR intervals which are used for the diagnosis of IA VB [34]. PVC happens in some sporadic periods in the ECGs, and only the period where PVC occurs is highlighted in Fig. 6(d) which is reasonable. Fig. 6(c) shows wide QRS complex in lead V1 for LBBB. Fig. 6(e) shows rSR' pattern in lead V1 for RBBB. Observations from 6(c) and Fig. 6(e) are compatible with the corresponding diagnostic criteria for LBBB and RBBB [35], [36].

2) Population Level Interpretation: Eq. (9) and (10) are used to calculate the contribution rate of ECG leads towards each diagnosis class, which is utilized for population level interpretation of the deep learning model. Fig. 7 demonstrates the contribution rate of ECG leads towards diagnostic classes in the 12-lead deep model. The first observation is that from the average perspective, lead II, aVR, V1, V2, V5, and V6 are the most important leads in the 12-lead model. Secondly, lead V1 and V2 play an important role in LBBB diagnosis with a high contribution rate of around 0.3. For the diagnosis of RBBB, lead V1 and V2 are also important with a high

![Fig. 5. F1 score comparison of baseline models (LR, RF, GBT, MLP) using expert features and our end-to-end deep learning model (Deep).](image)

![TABLE III

| Leads | SNR | AF | IVAB | LBBB | RBBB | PAC | PVC | STD | STE | AVG |
|-------|-----|----|------|------|------|-----|-----|-----|-----|-----|
|       | 0.705 | 0.682 | 0.602 | 0.712 | 0.659 | 0.694 | 0.710 | 0.717 | 0.731 | 0.805 |
|       | 0.914 | 0.927 | 0.911 | 0.929 | 0.924 | 0.913 | 0.908 | 0.922 | 0.922 | 0.913 |
|       | 0.843 | 0.855 | 0.818 | 0.842 | 0.860 | 0.866 | 0.886 | 0.816 | 0.842 | 0.840 |
|       | 0.897 | 0.778 | 0.783 | 0.825 | 0.860 | 0.866 | 0.886 | 0.816 | 0.842 | 0.866 |
|       | 0.859 | 0.802 | 0.804 | 0.845 | 0.852 | 0.852 | 0.828 | 0.827 | 0.840 | 0.926 |
|       | 0.723 | 0.757 | 0.709 | 0.688 | 0.698 | 0.719 | 0.730 | 0.689 | 0.702 | 0.735 |
|       | 0.813 | 0.821 | 0.846 | 0.818 | 0.792 | 0.836 | 0.788 | 0.842 | 0.835 | 0.835 |
|       | 0.695 | 0.790 | 0.627 | 0.793 | 0.573 | 0.711 | 0.615 | 0.652 | 0.702 | 0.753 |
|       | 0.433 | 0.406 | 0.312 | 0.435 | 0.251 | 0.338 | 0.293 | 0.417 | 0.477 | 0.552 |
|       | 0.765 | 0.755 | 0.712 | 0.765 | 0.695 | 0.726 | 0.741 | 0.758 | 0.762 | 0.813 |
V. CONCLUSION

In this paper, we developed a deep neural network for multi-label classification of cardiac arrhythmias in 12-lead ECG recordings. The neural network uses stacked residual blocks for feature extraction and a fully connected layer for prediction. Model performance was evaluated on the CPSC2018 dataset and the experiment results empirically showed the effectiveness and efficacy of the proposed network architecture. We compared the performance of the deep learning model with baseline classifiers learned from expert features. The result showed the deep learning model significantly outperformed baseline classifiers. We also trained the model on single-lead ECGs and the result showed lead I, aVR, and V5 are the best-performing leads. Besides, we employed the SHAP method to interpret the model’s behavior at both patient level and population level.
population level and could help clinical decision making. In the future, we plan to investigate the deep model’s ability of generalization to other patients from different ethnicities and robustness to adversarial examples.
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