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Abstract

Based upon the T-SVD (tensor SVD) of third order tensors, introduced by Kilmer and her collaborators, we define T-singular values of third order tensors. T-singular values of third order tensors are nonnegative scalars. The number of nonzero T-singular values is the tensor tubal rank of the tensor. We then use T-singular values to define the tail energy of a third order tensor, and apply it to the error estimation of a tensor sketching algorithm for low rank tensor approximation. Numerical experiments on real world data show that our algorithm is efficient.
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1 Introduction

Suppose that we have an input tensor $A \in \mathbb{R}^{m \times n \times p}$. Let $r$ be a target rank such that $r << \min\{m, n\}$. Suppose that the best rank-$r$ approximation to $A$ is $\tilde{A}$ under a certain tensor rank. We aim to produce a low-rank approximation $\hat{A}$ by sketching such that it is comparable to $\tilde{A}$ in the sense that

$$\|A - \hat{A}\|_F \approx \|A - \tilde{A}\|_F,$$  (1.1)
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where $\| \cdot \|_F$ is the Frobenius norm.

The tensor rank theory is still not matured yet. Two main tensor ranks are the CP rank and the Tucker rank. For them, the Eckart-Young theorem is unknown. Thus, it is not easy to analyze the properties of the best rank-$r$ approximation $\tilde{A}$ under these two kinds of tensor ranks. On the other hand, the Eckart-Young theorem holds for the tensor tubal rank [7, 23]. See the discussion on this in Section 3 of this paper. This motivates us to use the tensor tubal rank and T-product (tensor-tensor product) for this approach.

Select sketch size parameters $k$ and $l$. Draw independent standard normal tensors $B \in \mathbb{R}^{n \times k \times p}$ and $C \in \mathbb{R}^{l \times m \times p}$. Then we may realize the randomised sketch $(Y, W)$.

\[
Y := A^*B \quad \text{and} \quad W = C^*A,
\]

where $Y \in \mathbb{R}^{m \times k \times p}$, $W \in \mathbb{R}^{l \times n \times p}$, $*$ is the T-product operation. See the next section for the T-product operation.

Then we may follow the matrix approach in [16] to find $\hat{A}$, by the following three steps.

1. Form a T-orthogonal-triangular factorization

\[
Y = Q^*R,
\]

where $Q \in \mathbb{R}^{m \times k \times p}$ is a partially orthogonal tensor and $R \in \mathbb{R}^{k \times k \times p}$ is a f-upper triangular tensor, in the sense of the T-product operation.

2. Solve a least-squares problem to find $X = (C^*Q)^\dagger * W \in \mathbb{R}^{k \times n \times p}$.

3. Construct the tensor tubal rank-$k$ approximation

\[
\hat{A} := Q^*X \in \mathbb{R}^{m \times n \times p}.
\]

We now need to consider several problems:

1. Is such an approach useful?
2. Is such an approach workable?
3. What is the cost of this approach?
4. What are its merits and shortcomings compared with the other approaches.

In Subsection 1.3 of [16], three situations are listed for the necessity to apply matrix sketching. The same situations can be drawn here for tensor sketching.

To make error estimation of the proposed tensor sketching algorithm, we need to define the tail energy of a third order tensor. For a matrix $A$, the $j$th tail energy is defined as the square root of the sum of the squares of the $i$th largest singular values of $A$ for $i > j$. Based upon the T-SVD (tensor SVD) factorization of third order tensors, introduced by Kilmer and her collaborators, we define T-singular values of third order tensors. T-singular values of third order tensors are nonnegative scalars. The number
of nonzero T-singular values is the tensor tubal rank of the tensor. We then use T-singular values to define the tail energy of a third order tensor, and apply it to the error estimation of the tensor sketching algorithm proposed above.

In the next section, we review some preliminary knowledge on T-product and T-SVD factorization. T-singular values of third order tensors are introduced in Section 3. In Section 4, we propose a tensor sketching algorithm. A probabilistic error bound is established in Section 5. Numerical experiments are presented in Section 6. They show that our algorithm is efficient, in particular for decay spectrum problems.

1.1 Related Works

T-product and T-SVD Kilmer and her collaborators proposed T-product and T-SVD factorization of third order tensors [6, 7, 8, 14, 21, 22, 23]. Works on applications of T-product and T-SVD factorization include [3, 9, 11, 15, 18, 19, 20, 24]. It is shown that they are very useful in applications. On the other hand, the definition of tensor tubal rank in [23] has not explained clearly that such a definition is independent from a particular T-SVD factorization of the third order tensor. In Definition II.7 of [22], singular values were defined, and cited to [2, 6]. We have not found the definition of singular values in [2, 6]. Suppose that $A \in \mathbb{R}^{m \times n \times p}$ have a T-SVD factorization

\[ A = U \star S \star V^T, \]

where $U \in \mathbb{R}^{m \times m \times p}$ and $V \in \mathbb{R}^{n \times n \times p}$ are orthogonal tensors, $S \in \mathbb{R}^{m \times n \times p}$ is a f-diagonal tensors, and $\star$ is the t-product operation. See the next section for the definition of orthogonal tensors, f-diagonal tensors and the t-product operation. In Definition II.7 of [22], the entries of $S$ are called the singular values of $A$. This definition has several problems.

1. First, $S$ has $mnp$ entries. Are they all called singular values of $A$? These are too many. Maybe just call the diagonal entries of the frontal slices of $S$ singular values of $A$. Then there are $p \min\{m, n\}$ singular values of $A$. These are still too many. The tensor tubal rank of $A$ is at most $\min\{m, n\}$. Hence, this is not consistent with the matrix case, where the number of singular values is the maximum possible rank of a matrix, and the number of nonzero singular values of a matrix is equal to its rank.

2. The values of the entries of $S$ are dependent upon the particular T-SVD factorization. On the other hand, the singular values of a matrix is independent from a particular SVD factorization of that matrix. They are dependent upon the matrix only.

3. Furthermore, the diagonal entries of the frontal slices of $S$ may be all negative. Let $A$ be a f-diagonal tensor such that the diagonal entries of its frontal slices are all $-1$. Then we may let $S = A$, $U$ and $V$ be identity tensors $I_{mmp}$ and $I_{nnp}$ respectively.
See the next section for the definition of identity tensors. Then this is a T-SVD factorization of \( A \). By the modified version of Definition II.7 of [22] (only consider the diagonal entries of the frontal slices), all the singular values of \( A \) are \(-1\). By Definition II.16 of [22], the largest singular value of \( A \) is called the tensor spectral norm of \( A \). This would result that the tensor spectral norm of \( A \) is \(-1\).

Therefore, in this paper, we define T-singular values of \( A \), such that

1. They are independent from a particular T-SVD factorization of the tensor \( A \), i.e., they are dependent to the tensor \( A \) itself.
2. There are at most \( \min\{m, n\} \) nonzero T-singular values of \( A \).
3. All the T-singular values are nonnegative.
4. The number of the nonzero T-singular values of \( A \) is the tensor tubal rank of \( A \).

**Tensor Sketching** This is a newly developed area of tensor computation and applications [1, 4, 10, 12, 13, 17]. There is no tensor sketching method based upon T-product operations yet.

**Random Tensor Methods Based on T-product** Such a method has appeared in [21]. The data tensor was used more than one pass. Thus, it is a random method [5], not a sketching method [16].

**Matrix Sketching** Our work extends the matrix sketching methods in [16] to tensors via T-product and T-SVD. As third order tensors are much more complicated than matrices and it needs to go to and back from the Fourier domain, the extension is nontrivial.

### 1.2 Notations

In this paper, matrices are denoted by capital letters (\( A, B, \ldots \)), tensors by Euler script letters (\( A, B, \ldots \)), and \( \mathbb{R} \) represents a real number space, \( \mathbb{C} \) represents the complex number space. For a third order tensor \( A \in \mathbb{R}^{m \times n \times p} \), its \((i, j, k)\)-th element is represented by \( a_{ijk} \), and use the Matlab notation \( A(i, :, :) \), \( A(:, i, :) \) and \( A(:, :, i) \) respectively represent the \( i \)-th horizontal, lateral and frontal slice of the \( A \). The frontal slice \( A(:, :, i) \) is represented by \( A^{(i)} \). Define \( \|A\|_F := \|A(:, :)\|_2 = \sqrt{\langle A, A \rangle} = \sqrt{\sum_{ijk}|a_{ijk}|^2} \). \( A^H \) and \( A^\dagger \) respectively represent the conjugate transpose and pseudo-inverse of \( A \).

Discrete Fourier Transformation (DFT) plays a core role in the tensor-tensor product introduced later. For a tensor \( A \in \mathbb{R}^{m \times n \times p} \), \( \bar{A} \in \mathbb{C}^{m \times n \times p} \) represents the result of DFT on \( A \) along the third dimension. In fact, we can use the Matlab command \( \bar{A} = \text{fft}(A, [], 3) \) to directly calculate \( \bar{A} \), and can use the inverse DFT to calculate \( A \).
from $\bar{A}$, that is, $\mathcal{A} = \text{iftt}(\bar{A}, [], 3)$. Given a tensor $\bar{A} \in \mathbb{C}^{m \times n \times p}$,

$$
\bar{A} = \text{bdiag}(\bar{A}) = \begin{bmatrix}
\bar{A}^{(1)} & & & \\
& \bar{A}^{(2)} & & \\
& & \ddots & \\
& & & \bar{A}^{(p)}
\end{bmatrix}
$$

is a block diagonal matrix of size $mp \times np$.

## 2 Tensor-Tensor Product Operations

The T-product operation, T-SVD decomposition and tensor tubular ranks were introduced by Kilmer and her collaborators in [6, 7, 8, 23]. It is now widely used in engineering [3, 9, 14, 15, 18, 19, 20, 21, 22, 24].

For a third order tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$, as in [6, 7], define

$$
b\text{circ}(\mathcal{A}) := \begin{bmatrix}
A^{(1)} & A^{(p)} & A^{(p-1)} & \cdots & A^{(2)} \\
A^{(2)} & A^{(1)} & A^{(p)} & \cdots & A^{(3)} \\
& \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots \\
A^{(p)} & A^{(p-1)} & A^{(p-2)} & \cdots & A^{(1)}
\end{bmatrix},
$$

and $\text{birc}^{-1}(\text{birc}(\mathcal{A})) := \mathcal{A}$.

Various T-product structured properties of third order tensors are based upon their block circulant matrix versions. For a third order tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$, its transpose can be defined as

$$
\mathcal{A}^\top = \text{birc}^{-1}((\text{birc}(\mathcal{A}))^\top).
$$

This will be the same as the definition in [6, 7]. The identity tensor $\mathcal{I}_{nnp}$ may also be defined as

$$
\mathcal{I}_{nnp} = \text{birc}^{-1}(I_{np}),
$$

where $I_{np}$ is the identity matrix in $\mathbb{R}^{np \times np}$.

However, a third order tensor $\mathcal{S}$ in $\mathbb{R}^{m \times n \times p}$ is f-diagonal in the sense of [6, 7] if all of its frontal slices $S^{(1)}, \cdots, S^{(p)}$ are diagonal. In this case, $\text{birc}(\mathcal{S})$ may not be diagonal.
For a third order tensor $\mathbf{A} \in \mathbb{R}^{m \times n \times p}$, it is defined [7] that
\[
\text{unfold}(\mathbf{A}) := \begin{pmatrix}
A^{(1)} \\
A^{(2)} \\
\vdots \\
A^{(p)}
\end{pmatrix} \in \mathbb{R}^{mp \times n},
\]
and fold(unfold($\mathbf{A}$)) := $\mathbf{A}$. For $\mathbf{A} \in \mathbb{R}^{m \times s \times p}$ and $\mathbf{B} \in \mathbb{R}^{s \times n \times p}$, the T-product of $\mathbf{A}$ and $\mathbf{B}$ is defined as $\mathbf{A} \ast \mathbf{B} := \text{fold}(\text{bcirc}(\mathbf{A})\text{unfold}(\mathbf{B})) \in \mathbb{R}^{m \times n \times p}$. Then, we see that
\[
\mathbf{A} \ast \mathbf{B} = \text{bcirc}^{-1}(\text{bcirc}(\mathbf{A})\text{bcirc}(\mathbf{B})).
\tag{2.5}
\]
Thus, the bcirc and bcirc$^{-1}$ operations not only form a one-to-one relationship between third order tensors and block circulant matrices, but their product operation is reserved. By [7], the T-product operation (2.5) can be done by applying the fast Fourier transform (FFT). The computational cost for this is $O(mnsp)$ flops.

A tensor $\mathbf{A} \in \mathbb{R}^{n \times n \times p}$ has an inverse $\mathbf{A}^{-1} := \mathbf{B} \in \mathbb{R}^{n \times n \times p}$ if
\[
\mathbf{A} \ast \mathbf{B} = \mathbf{B} \ast \mathbf{A} = \mathcal{I}_{nnp}.
\]
If $\mathbf{Q}^{-1} = \mathbf{Q}^\top$ for $\mathbf{Q} \in \mathbb{R}^{n \times n \times p}$, then $\mathbf{Q}$ is called an orthogonal tensor. If $\mathbf{Q}^\top \ast \mathbf{Q} = \mathcal{I}_{nnp}$ for $\mathbf{Q} \in \mathbb{R}^{m \times n \times p}$, then $\mathbf{Q}$ is called a partially orthogonal tensor. A tensor is called f-upper triangular or f-lower triangular, respectively, if each frontal slice is upper triangular or lower triangular, respectively.

**Lemma 2.1** [7] Suppose that $\mathbf{A} \in \mathbb{R}^{m \times k \times p}$ and $\mathbf{B} \in \mathbb{R}^{k \times n \times p}$ are two arbitrary tensors, let $\mathbf{F} = \mathbf{A} \ast \mathbf{B}$, then the following properties hold:

1. $\|\mathbf{F}\|_F^2 = \frac{1}{p} \|\mathbf{A}\|_F^2 = \frac{1}{p} \sum_{i=1}^{p} \|\mathbf{A}^{(i)}\|_F^2$;
2. $\mathbf{F} = \mathbf{A} \ast \mathbf{B}$ is equivalent to $\mathbf{F} = \mathbf{A} \mathbf{B}$. 

Let $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{m \times n \times p}$. Then the inner product of $\mathbf{A}$ and $\mathbf{B}$ is defined as
\[
\langle \mathbf{A}, \mathbf{B} \rangle = \frac{1}{p} \text{trace}(\mathbf{A}^H \mathbf{B}).
\]

**Definition 2.2** (Gaussian random tensor) [21] A tensor $\mathbf{G} \in \mathbb{R}^{m \times n \times p}$ is called a Gaussian random tensor, if the elements of $\mathbf{G}^{(1)}$ satisfy the standard normal distribution (i.e., Gaussian with mean zero and variance one), and the other frontal slices are all zeros.

We leave the definition of some more important concepts, namely, T-SVD factorization and tensor tubal rank, to the next section. In fact, we will define decay T-SVD there to specify some special T-SVD factorization which satisfies the decay property.
3 T-Singular Values

Let \( A \in \mathbb{R}^{m \times n \times p} \). By Theorem 4.1 of [7], \( A \) has a T-SVD as

\[
A = U * S * V^T,
\]

(3.6)

where \( U \in \mathbb{R}^{m \times m \times p} \) and \( V \in \mathbb{R}^{n \times n \times p} \) are orthogonal, \( S \) is f-diagonal.

Note that here \( S \) is real, but not necessarily nonnegative. Let \( A \) be a f-diagonal tensor but with negative entries. Let \( U = \mathcal{I}_{mmp} \) and \( V = \mathcal{I}_{nnp} \). Then \( S = A \) and is not nonnegative.

By [7], we may have

\[
S(1,1,k) \geq S(2,2,k) \geq \cdots \geq S(\min\{m,n\},\min\{m,n\},k) \geq 0,
\]

(3.7)

for \( k = 1, \cdots, p \).

**Definition 3.1** (Decay T-SVD Factorization) A T-SVD factorization (3.6) is called a decay T-SVD if (3.7) is satisfied.

By Theorem 4.1 of [7], for \( A \in \mathbb{R}^{m \times n \times p} \), such a decay T-SVD always exists.

**Definition 3.2** (T-Singular Values) Suppose that \( A \in \mathbb{R}^{m \times n \times p} \) with a decay T-SVD (3.6) such that (3.7) is satisfied. The \( i \)th largest T-singular value of \( A \) is defined as

\[
\sigma_i = \sqrt{\sum_{k=1}^{p} S(i,i,k)^2},
\]

(3.8)

for \( i = 1, \cdots, \min\{m,n\} \).

In the following, we will show that the above definition of T-singular values is independent from a particular decay T-SVD form. Before doing this, we have to discuss the tensor tubal rank of third order tensors.

In Theorem 4.3 of Kilmer and Martin [7], a set

\[
M = \{ C = \mathcal{X} * \mathcal{Y} : \mathcal{X} \in \mathbb{R}^{m \times k \times p}, \mathcal{Y} \in \mathbb{R}^{k \times n \times p} \},
\]

(3.9)

was defined. This implicitly defined a rank for third order tensors in \( \mathbb{R}^{m \times n \times p} \). Later, in [23], tensor tubal rank was defined as the number of non-zero tubes of \( S \) in the T-SVD factorization. It was not discussed in [23] that the definition of the tensor tubal rank is independent from a particular T-SVD factorization of the third-order tensor. In [24], it was proved that for \( A \in \mathbb{R}^{m \times n \times p} \), its tensor tubal rank \( r \) is equal to the smallest integer \( r \) such that

\[
A = \mathcal{X} * \mathcal{Y},
\]

where \( \mathcal{X} \in \mathbb{R}^{m \times r \times p} \) and \( \mathcal{Y} \in \mathbb{R}^{r \times n \times p} \). This is independent from a particular T-SVD factorization of \( A \). Thus, we may formally have the definition of tensor tubal rank as follows.
Definition 3.3 (Tensor tubal rank): The tubal rank $\text{rank}_t(A)$ of tensor $A \in \mathbb{R}^{m \times n \times p}$ is defined as the smallest integer $r$ such that

$$A = \mathcal{X} \ast \mathcal{Y},$$

where $\mathcal{X} \in \mathbb{R}^{m \times r \times p}$ and $\mathcal{Y} \in \mathbb{R}^{r \times n \times p}$.

Hence, the set $M$ defined by (3.9) is in fact the set of third order tensors in $\mathbb{R}^{m \times n \times p}$, whose tensor tubal rank is not greater than $r$. In fact, Theorem 4.3 of [7] is the Eckart-Young theorem for third order tensors under the tensor tubal rank. In [21], Theorem 4.3 was referred as a theorem for the best “multirank-$k$” approximation. This is not precise. Multirank was introduced in [6] as a vector rank. It is not clear what the best rank-$k$ approximation about a vector rank means. However, this minor inexactness does not conceal the significance of Theorem 4.3 of [7] as well as the other works of Kilmer and her collaborators on T-SVD factorization. From our point of view, Theorem 4.3 of [7] is celebrated, as it is the only version of the Eckart-Young theorem for third order tensors known until now. What we wish to do is to define T-singular values of third order tensors to make the T-SVD and tensor tubal rank theory complete.

We have the following theorem.

Theorem 3.4 For $A \in \mathbb{R}^{m \times n \times p}$, the $i$th largest T-singular value of $A$, defined by (3.9), is independent from the particular decay T-SVD of $A$, i.e., it is only dependent upon $A$ itself. Furthermore, the number of nonzero T-singular values of $A$ is the tensor tubal rank of $A$.

Proof With the above discussion, Theorem 4.3 of [7] actually shows that the best tensor tubal rank-$j$ approximation of $A$ is

$$A_j = \sum_{i=1}^{j} U(:, i, :) \ast S(i, i, :) \ast V(:, i, :)^\top,$$

for a decay T-SVD factorization of $A$. By (3.6), we have a decay T-SVD factorization of $A_j$ as

$$A_j = U \ast S_j \ast V^\top,$$

where $S_j$ is f-diagonal, $S_j(i, i, :) := S(i, i, :)$ for $i \leq j$ and $S_j(i, i, :) := 0$ for $i > j$. By Lemma 3.19 of [7], orthogonal tensors preserve the Frobenius norm. Then (3.9) informs us that

$$\sigma_j^2 = \|A_j - A_{j-1}\|_F^2,$$

where $A_0 \equiv A$. By Theorem 4.3 of [7] and above discussion, the Frobenius norms of $A_j$ and $A_{j-1}$ as well as $A_j - A_{j-1}$ are independent from a particular T-SVD factorization of $A$. This also shows that the number of nonzero T-singular values of $A$ is the tensor tubal rank of $A$. □
The relation between nonzero T-singular values and the tensor tubal rank is the same as the relation between nonzero singular values and the rank in the matrix case. This is a very good property.

For a matrix \( A \in \mathbb{R}^{m \times n} \) or \( \mathbb{C}^{m \times n} \), denote the \( i \)th largest singular value of \( A \) by \( \sigma_i(A) \). Then the \( j \)th tail energy [16] is defined by

\[
\tau_j^2(A) := \min_{\text{rank}(B) < j} \|A - B\|_F^2 = \sum_{i \geq j} \sigma_i^2(A).
\]  

The equality follows from the Eckart-Young theorem for matrices.

**Definition 3.5 (Tail Energy)** Suppose that \( A \in \mathbb{R}^{m \times n \times p} \), and its \( i \)th largest T-singular value is \( \sigma_i \) for \( i = 1, \ldots, \min\{m, n\} \). Then we the \( j \)th tail energy of \( A \) is defined as

\[
\tau_j^2(A) := \sum_{i \geq j} \sigma_i^2(A).
\]  

We have

\[
\tau_j^2(A) = \min_{\text{rank}(B) < j} \|A - B\|_F^2.
\]

The equality follows from Theorem 4.3 of [7].

We have the following proposition for the tail energy of a third order tensor. Its proof follows (3.1), (4.2) and the proof of Theorem 4.3 of [7].

**Proposition 3.6** Suppose that \( A \in \mathbb{R}^{m \times n \times p} \) and \( \bar{A} \) is the result of DFT on \( A \) along the third dimension. Let \( j \) be a positive integer satisfying \( j \leq \min\{m, n\} \). Then

\[
\tau_j^2(A) = \frac{1}{p} \sum_{i=1}^{p} \tau_j^2(\bar{A}^{(i)}).
\]

We define T-singular values of \( A \) such that we may define the \( j \)th tail energy of \( A \) by (3.11), for our error estimation of the proposed T-sketching algorithm. The base of our definition is from [7]. We think a clear definition of T-singular values of \( A \), which explicitly extends the definition of singular values of matrices, is meaningful and useful.
4 The T-Sketching Algorithms

Algorithm Framework of T-Sketching for Low-Rank Approximation, spatial domain version

**Input:** tensor $A \in \mathbb{R}^{m \times n \times p}$; sketch size parameters $k \leq l$

**Output:** the rank-$k$ approximation $\hat{A}$

1. Generate Gaussian random tensors $B \in \mathbb{R}^{n \times k \times p}$, $C \in \mathbb{R}^{l \times m \times p}$;
2. Form the range sketch of $A$ as $Y = A \ast B$ and the co-range sketch $W = C \ast A$;
3. Construct the tensor $Q$ by using T-QR factorization for $Y$;
4. Solve a least-squares problem to find $X = (C \ast Q)^{\dagger} \ast W \in \mathbb{R}^{k \times n \times p}$;
5. Construct the rank-$k$ approximation $\hat{A} := Q \ast X \in \mathbb{R}^{m \times n \times p}$.

4.1 Sketching The Input Tensor

The storage cost for the sketch cost for the sketch $(Y, W)$ is $(mk + ln)p$ floating point numbers. The storage cost for two standard normal test tensors is $(nk + lm)p$ floating-point numbers.

By Section 2, the computational cost for forming the sketch (1.2) is $O(mn(k + l)p)$ flops.

Algorithm 1 T-Sketching the input tensor

**Require:** Input tensor $A \in \mathbb{R}^{m \times n \times p}$; sketch size parameters $k \leq l$

**Ensure:** Constructs test tensors $B \in \mathbb{R}^{n \times k \times p}$ and $C \in \mathbb{R}^{l \times m \times p}$, range sketch $Y = A \ast B \in \mathbb{R}^{m \times k \times p}$ and co-range sketch $W = C \ast A \in \mathbb{R}^{l \times n \times p}$ as private variables

**private:** $B, C, Y, W$,

\[\triangleright\] Internal variables for Sketch object

**function** TSKETCH($A; k; l$)

1. $B \leftarrow \text{zeros}(n, k, p)$; $B(:, :, 1) \leftarrow \text{randn}(n, k)$;
2. $C \leftarrow \text{zeros}(l, m, p)$; $C(:, :, 1) \leftarrow \text{randn}(l, m)$;
3. $B(:, :, 1) \leftarrow \text{orth}(B(:, :, 1))$; $C(:, :, 1)^* \leftarrow \text{orth}(C(:, :, 1)^*)$; \[\triangleright\] (optional) Improve numerical stability
4. $\hat{A} \leftarrow \text{fftn}([A], 3)$, $\hat{B} \leftarrow \text{fftn}([B], 3)$, and $\hat{C} \leftarrow \text{fftn}([C], 3)$
5. for $i \leftarrow 1$ to $p$ do
6. $Y^{(i)} = A^{(i)} B^{(i)}$; $W^{(i)} = C^{(i)} A^{(i)}$;
7. end
8. Construct the sketch $Y \leftarrow \text{ifftn}(\hat{Y}, [\ ], 3)$; $W \leftarrow \text{ifftn}(\hat{W}, [\ ], 3)$
4.2 The T-QR Process

Consider the T-QR process (1.3) $Y = QR$, where $Y \in \mathbb{R}^{m \times k \times p}$, $Q \in \mathbb{R}^{m \times k \times p}$ is partially orthogonal, and $R \in \mathbb{R}^{k \times k \times p}$ is f-upper triangular. To ask $Q$ to be partially orthogonal, we actually demand $Q^\top Q = I_{kkp}$. We may use the T-QR process described in [7, 21]. Then, what is the computational cost of this step?

4.3 Solve A Least-Squares Problem

Recently, in [11], Miao, Qi, and Wei introduce the definition of Moore-Penrose inverse for a given tensor $A$ such that
\begin{equation}
A^\dagger = \text{bcirc}^{-1}((\text{bcirc}(A))\dagger).
\end{equation}
Further, they point out that for the following least squares problem based on T-product,
\begin{equation}
\min_{X} \frac{1}{2}\|A X - B\|_F^2,
\end{equation}
its least squares solution is $X = A^\dagger B$. According to Lemma 2.1, the objective function in (4.13) can be reformulated as
\begin{equation}
\min_{X} \frac{1}{2p}\|\bar{A} \bar{X} - \bar{B}\|_F^2,
\end{equation}
then, $\bar{X} = \bar{A}^\dagger \bar{B}$.

4.4 The T-Sketching Algorithms

For the convenience of error analysis, we present an implementation of T-Sketching Algorithm in the Fourier domain.

**Algorithm 2** T-Sketching for Low-Rank Approximation, Fourier domain version

**Input:** $A \in \mathbb{R}^{m \times n \times p}$; sketch size parameters $k \leq l$

**Output:** low-rank approximation $\hat{A}$

1. Generate Gaussian random tensors $B \in \mathbb{R}^{n \times k \times p}$, $C \in \mathbb{R}^{l \times m \times p}$;
2. $\bar{A} \leftarrow \text{fft}(A[,], 3)$, $\bar{B} \leftarrow \text{fft}(B[,], 3)$, and $\bar{C} \leftarrow \text{fft}(C[,], 3)$
3. for $i \leftarrow 1$ to $p$ do
4. $Y(i) = \bar{A}(i) \bar{B}(i)$, $W(i) = \bar{C}(i) \bar{A}(i)$;
5. $[\hat{Q}(i), \hat{R}(i)] = \text{qr}(Y(i), 0)$;
6. $\hat{X}(i) = (\bar{C}(i) \hat{Q}(i))\dagger W(i)$;
7. $\hat{A}(i) = \hat{Q}(i) \hat{X}(i)$.
4. end
9. Construct the rank-$k$ approximation $\hat{A} \leftarrow \text{iftt}(\bar{A},[], 3)$.
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Algorithm 3 Low-Rank Approximation, Fourier domain version

Input: \( A \in \mathbb{R}^{m \times n \times p} \); sketch size parameters \( k \leq l \)

Output: low-rank approximation \( \hat{A} \)

1 Generate Gaussian random tensors \( B \in \mathbb{R}^{n \times k \times p}, \ C \in \mathbb{R}^{l \times m \times p} \);
2 \( \bar{A} \leftarrow \text{fft}(A, [3]), \ \bar{B} \leftarrow \text{fft}(B, [3]), \) and \( \bar{C} \leftarrow \text{fft}(C, [3]) \)
3 for \( i \leftarrow 1 \) to \( p \) do
4 \( \bar{Y}^{(i)} = \bar{A}^{(i)} \bar{B}^{(i)}; \bar{W}^{(i)} = \bar{C}^{(i)} \bar{A}^{(i)}; \)
5 \( [\bar{Q}^{(i)}, R^{(i)}] = \text{qr}(\bar{Y}^{(i)}, 0); \)
6 \( [\bar{S}^{(i)}, \bar{T}^{(i)}] = \text{qr}(\bar{C}^{(i)} \bar{Q}^{(i)}, 0); \)
7 \( \bar{X}^{(i)} = (\bar{T}^{(i)})^\dagger (\bar{S}^{(i)} \bar{W}^{(i)}); \)
8 \( \bar{A}^{(i)} = \bar{Q}^{(i)} \bar{X}^{(i)}. \)
9 end
10 Construct the rank\(t\)-\(k\) approximation \( \hat{A} \leftarrow \text{ifft}(\bar{A}, [3]). \)

5 A Bound For the Frobenius-Norm Error

In this section we extend Theorem 4.3 of [16] to tensors.

We first prove a proposition.

Proposition 5.1 Let \( G \in \mathbb{R}^{m \times n \times p} \) be a Gaussian random tensor defined by Definition 2.2. Suppose that \( K \in \mathbb{R}^{s \times n \times p}, \ B \in \mathbb{R}^{n \times k \times p} \) and \( C \in \mathbb{R}^{l \times m \times p}. \) Then
\[
\mathbb{E} \| C^* (G * K) * B \|^2_F = \| C \|^2_F \| B \|^2_F \tag{5.15}
\]
Furthermore, if \( m > n + 1 \), then
\[
\mathbb{E} \|(G * K)^\dagger\|^2_F = \frac{n}{m - n - 1}. \tag{5.16}
\]

Proof Let \( F = C^* (G * K) * B. \) By Lemma 2.1, this is equivalent to \( F = \bar{C} \bar{G} \bar{K} \bar{B}, \) and
\[
\| C^* (G * K) * B \|^2_F = \frac{1}{p} \| \bar{C} \bar{G} \bar{K} \bar{B} \|^2_F.
\]

Then \( \bar{G} \) is a standard Gaussian random matrix, and thus, \( \bar{G} \bar{K} \) is also a standard Gaussian random matrix. By Proposition A.1 of [5], we have
\[
\mathbb{E} \| \bar{C} (\bar{G} \bar{K}) \bar{B} \|^2_F = \| \bar{C} \|^2_F \| \bar{B} \|^2_F.
\]

Then by Lemma 2.1, we have (5.15).

Expression (5.16) can be proved similarly. \( \square \)
Let \( \hat{A} \) be the rank-\( k \) approximation of \( A \), obtained by Algorithm 3. We now split the error \( \|A - \hat{A}\|_F^2 \) to two parts.

**Proposition 5.2** Let \( A \in \mathbb{R}^{m \times n \times p} \), and \( \hat{A} \) be the rank-\( k \) approximation of \( A \), obtained by Algorithm 3, with \( X \) and \( Q \) be the intermediate tensors obtained from Algorithm 3, with \( Q^T \ast Q = I_{kkp} \). Then

\[
\|A - \hat{A}\|_F^2 = \|A - Q \ast Q^T \ast A\|_F^2 + \|X - Q^T \ast A\|_F^2.
\]

**Proof** As \( \hat{A} = Q \ast X \), we have

\[
\|A - \hat{A}\|_F^2 = \|A - Q \ast Q^T \ast A\|_F^2 + \|Q \ast Q^T \ast A - Q \ast X\|_F^2 + \langle A - Q \ast Q^T \ast A, Q \ast Q^T \ast A - Q \ast X \rangle
\]

The first part of the last equality is based upon Lemma 3.19 of [7], in the case that \( Q \) is only partially orthogonal, noting that the proof of Lemma 3.19 of [7] holds as long as \( Q^T \ast Q = I_{kkp} \).

Since \( Q^T \ast Q = I_{kkp} \), we have \( \bar{Q}^H \bar{Q} = I \). Then

\[
\bar{A}^H (I - \bar{Q} \bar{Q}^H) \bar{Q} (\bar{Q}^H \bar{A} - \bar{X}) = \bar{A}^H (\bar{Q} \bar{Q}^H \bar{Q} (\bar{Q}^H \bar{A} - \bar{X})) = O.
\]

We then have (5.17).

For the first term on the right hand side of (5.17), we have the following theorem.

**Theorem 5.3** Suppose that \( A \in \mathbb{R}^{m \times n \times p} \). Let \( s \) be a nonnegative integer such that \( s < k - 1 \). Let \( B \in \mathbb{R}^{n \times k \times p} \) be a Gaussian random tensor defined by Definition 2.2, \( Y \) and \( Q \) being calculated by (1.2) and (1.3) respectively. Then \( Q \) satisfies

\[
\mathbb{E}_B \|A - Q \ast Q^T \ast A\|_F^2 \leq (1 + f(s, k)) \cdot \tau^2_{s+1}(A),
\]

where \( f(s, t) := \frac{s}{t - s - 1} \), and \( \tau_{s+1} \) is the tail energy defined by (3.11).

**Proof** Denote \( \mathcal{P} = Q \ast Q^T \). By Lemma 2.1 and linearity of the expectation, we have

\[
\mathbb{E}_B \|A - Q \ast Q^T \ast A\|_F^2 = \mathbb{E}_B \|A - \mathcal{P} \ast A\|_F^2
\]

\[
= \frac{1}{p} \left( \sum_{i=1}^p \mathbb{E} \left\| \bar{A}^{(i)} - \bar{P}^{(i)} \bar{A}^{(i)} \right\|_F^2 \right)
\]

\[
= \frac{1}{p} \left( \sum_{i=1}^p \mathbb{E} \left\| \bar{A}^{(i)} - \bar{Q}^{(i)} (\bar{Q}^{(i)})^H \bar{A}^{(i)} \right\|_F^2 \right).
\]
By Theorem 10.5 of [5], we have
\[
\mathbb{E} \left\| A^{(i)} - \bar{Q}^{(i)} \left( \bar{Q}^{(i)} \right)^{H} \bar{A}^{(i)} \right\|_{F}^{2} \leq (1 + f(s, k)) \cdot \tau_{s+1}^{2} (\bar{A}^{(i)}) .
\]
Thus,
\[
\mathbb{E}_{\mathcal{S}} \| A - Q * Q^{\top} * A \|_{F}^{2} \leq \frac{1}{p} (1 + f(s, k)) \left( \sum_{i=1}^{p} \tau_{s+1}^{2} (\bar{A}^{(i)}) \right) = (1 + f(s, k)) \cdot \tau_{s+1}^{2} (A) .
\]
The equality here follows from Proposition 3.6.

We now consider the second term on the right hand side of (5.17). Let \( Q \in \mathbb{R}^{m \times k \times p} \) be the partially orthogonal tensor in Algorithm 3. Then
\[
\left( \mathcal{I}_{mmp} - Q * Q^{\top} \right)^{(i)} = I_{m \times m} - Q^{(i)} \left( Q^{(i)} \right)^{H},
\]
for \( i = 1, \cdots, p \). Hence, there are matrices \( \bar{P}^{(i)} \in \mathbb{C}^{m \times (n-k)} \) such that
\[
\bar{P}^{(i)} \left( \bar{P}^{(i)} \right)^{H} = I_{m \times m} - Q^{(i)} \left( Q^{(i)} \right)^{H},
\]
for \( i = 1, \cdots, p \). Let \( P \in \mathbb{R}^{m \times (n-k) \times p} \) be the tensor in the real domain by inverse DFT on \( \text{diag}(\bar{P}^{(1)}, \cdots, \bar{P}^{(p)}) \). Then by Lemma 2.1, we have
\[
P * P^{\top} = \mathcal{I}_{mmp} - Q * Q^{\top} .
\]
Assume that \( \mathcal{C}_{1} := C * P \in \mathbb{R}^{l \times (n-k) \times p} \) and \( \mathcal{C}_{2} := C * Q \in \mathbb{R}^{l \times k \times p} \). Then we have the following proposition.

**Proposition 5.4** Assume that the tensor tubal rank of \( \mathcal{C}_{2} \) is \( k \). Then
\[
\mathcal{X} - Q^{\top} * A = \mathcal{C}_{2}^{\dagger} * \mathcal{C}_{1} * (P^{\top} * A) .
\]  
(5.18)

**Proof** By the algorithm design, \( \mathcal{W} = C * A \). Since \( P * P^{\top} + Q * Q^{\top} = \mathcal{I}_{mmp} \), we have
\[
\mathcal{W} = C * A = C * P * P^{\top} * A + C * Q * Q^{\top} * A = \mathcal{C}_{1} * (P^{\top} * A) + \mathcal{C}_{2} * (Q^{\top} * A).
\]
Since the tensor tubal rank of \( \mathcal{C}_{2} \) is \( k \), \( \mathcal{C}_{2}^{\dagger} \) exists. Right-multiplying the last display in t-product by \( \mathcal{C}_{2}^{\dagger} \), we have
\[
\mathcal{C}_{2}^{\dagger} * \mathcal{W} = \mathcal{C}_{2}^{\dagger} * \mathcal{C}_{1} * (P^{\top} * A) + Q^{\top} * A .
\]
By the algorithm design, we have \( \mathcal{X} = \mathcal{C}_{2}^{\dagger} * \mathcal{W} \). The conclusion follows. \( \square \)
We further have the following proposition.

**Proposition 5.5** Suppose that $C \in \mathbb{R}^{l \times m \times p}$ is a Gaussian random tensor, independent from $B$. Then

$$E_C [X - Q^T \ast A] = O,$$

and

$$E_C \|X - Q^T \ast A\|_F^2 = f(k, l) \cdot \|A - Q \ast Q^T \ast A\|_F^2,$$

where $f(s, t) := \frac{s}{t-s-1}$.

**Proof** Observe tensors $P$ and $Q$ are partial isometries with orthogonal ranges. Because of the marginal property of the standard normal distribution, the random tensors $C_1$ and $C_2$ are statistically independent standard normal tensors. The tensor tubal rank of $C_2 \in \mathbb{R}^{l \times k \times p}$ almost surely is equal to $k$ as $l \geq k$.

Then, taking the expectation of (5.18), we have

$$E_C [X - Q^T \ast A] = E_{C_2} E_{C_1} [C_2^T \ast C_1 \ast P^T \ast A] = O.$$

For the first equality, we use the statistical independence of $C_1$ and $C_2$ to write the expectation as an iterated expectation. Then we observe that $C_1$ is a tensor with zero mean.

Now, taking the expected squared Frobenius norm of (5.18), we have

$$E_C \|X - Q^T \ast A\|_F^2 = E_{C_2} E_{C_1} [\|C_2^T \ast C_1 \ast (P^T \ast A)\|_F^2] = E_{C_2} [\|C_2^T \ast (P^T \ast A)\|_F^2] = f(k, l) \cdot \|P \ast A\|_F^2.$$

The two equalities follow from Proposition 5.1.

Finally, we have the following theorem on the expected error bound of Algorithm 3.

**Theorem 5.6** Assume that the sketch parameters satisfy $l > k + 1$. Suppose that random test tensors $B \in \mathbb{R}^{n \times k \times p}$ and $C \in \mathbb{R}^{l \times m \times p}$ are drawn independently from the standard normal distribution. Then the rank-$k$ approximation $\hat{A}$ obtained from (1.4) satisfies

$$E \|A - \hat{A}\|_F^2 \leq (1 + f(k, l)) \cdot \min_{\rho < k-1} (1 + f(\rho, k)) \cdot \tau_{\rho+1}^2(A) = \frac{k}{l - k - 1} \cdot \min_{\rho < k-1} \frac{k}{k - \rho - 1} \cdot \tau_{\rho+1}^2(A),$$

where $\rho$ is a natural number less than $k - 1$, $f(s, t) := \frac{s}{t-s-1}$, and the tail energy $\tau_j^2$ is defined by (3.11).
Proof Taking the expectation of (5.17), by the linear independence of $B$ and $C$, we have

$$
\mathbb{E}\|A - \hat{A}\|_F^2 = \mathbb{E}_B\|A - Q \ast Q^\top \ast A\|_F^2 + \mathbb{E}_B\mathbb{E}_C\|X - Q^\ast A\|_F^2
\leq (1 + f(k, l))(1 + f(\rho, k)) \cdot \tau_{\rho+1}^2(A).
$$

The second equality follows Proposition 5.5. The last inequality follows Theorem 5.3. □

6 Experiments

In this section, numerical experiments are presented to verify the performance of the proposed T-Sketching algorithms (Algorithm 2 and Algorithm 3). We use the following relative error as a metric of the low rank approximation to the input tensor data:

$$\text{Relative Error} := \frac{\|A - \hat{A}_{\text{out}}\|_F^2}{\|A\|_F^2},$$

where $A$ and $\hat{A}_{\text{out}}$ are original tensor and estimated low-rank approximation, respectively. We also employ the peak signal-to-noise ratio (PSNR) defined as

$$\text{PSNR} := 10 \log_{10} \frac{n_1n_2n_3\|A\|_\infty^2}{\|A - \hat{A}_{\text{out}}\|_F^2},$$

and the algorithm running time to evaluate the test methods.

6.1 Synthetic experiment

In this subsection, we perform our numerical tests using some synthetic input tensors $A \in \mathbb{R}^{10^3 \times 10^3 \times 10}$ with decaying spectrum.

1. Polynomially decaying spectrum: These tensors are f-diagonal tensors, their $j_{th}$ frontal slices take the form $A(j) = \text{diag}(1, \ldots, 1, 2^{-p}, 3^{-p}, 4^{-p}, \ldots, (n-\min(r,j)+1)^{-p}) \in \mathbb{R}^{n \times n}$, where $p > 0$. In our test, we fix the parameter $r = 10$ which controls the rank of the ‘significant part’ of the input tensor, and we consider two cases:

   - Slow polynomial decay: $p = 1$. 

• Fast polynomial decay: $p = 2$.

2. **Exponentially decaying spectrum:** The f-diagonal tensors with $j$th frontal slices taking the form $A^{(j)} = \text{diag}(1, \ldots, 1, 10^{-q}, 10^{-2p}, 10^{-3p}, \ldots, 10^{-\min(r,j)q}) \in \mathbb{R}^{n \times n}$. In our test, we fix the parameter $r = 10$ and consider two cases:

• Slow exponential decay: $q = 0.25$.

• Fast exponential decay: $q = 1$.

Figures 1-4 show four examples of how the relative errors, PSNR, CPU time of T-Sketching algorithms and rt\_SVD algorithm (Algorithm 6 in [21]), changes with sketch size $k$, respectively. As we can see from the Figures 1-4, the reconstruction results of T-Sketching 1 (Algorithm 2) and T-Sketching 2 (Algorithm 3) are basically the same, except for some slight differences in CPU time. Compared with rt\_SVD method, accuracy of the approximation results of “one pass” T-Sketching method is slightly worse, but the running time of T-Sketching method is much shorter. Since rt\_SVD method needs SVD calculation, its running time is 3 to 5 times of T-Sketching method. In particular, as shown in Figures 3-4, for the input tensor with exponential decaying, the accuracy of T-Sketching method is competitive to the rt\_SVD method. In this case, with less storage and operation, T-sketching method can achieve the similar accuracy of low rank approximation. Additionally, when $k$ reaches a certain value ($k = 70$ for the slow exponential decay and $k = 30$ for the fast exponential decay), T-Sketching method can obtain the optimal low rank approximation.
Figure 1: The Relative Errors, CPUtime, PSNR for the low-rank approximation of synthetic tensor (Slow polynomially decaying spectrum)

Figure 2: The Relative Errors, CPUtime, PSNR for the low-rank approximation of synthetic tensor (Fast polynomially decaying spectrum)
Figure 3: The Relative Errors, CPUtime, PSNR for the low-rank approximation of synthetic tensor (Slow exponentially decaying spectrum)

Figure 4: The Relative Errors, CPUtime, PSNR for the low-rank approximation of synthetic tensor (Fast exponentially decaying spectrum)
6.2 T-Sketching on real-world data

In this subsection, we first test the T-Sketching method for color image data representation and compression via low-rank approximation. The color image, referred to as HDU picture, is of size 1200x1800x3. As shown in Figure 5, the tensor has decaying spectrum. We can see from Figures 6-8 that T-Sketching method can obtain better low rank approximation with the increase of sketch size $k$. In the case of $k = 200$, the relative error of low rank approximation generated by T-Sketching method is less than $10^{-5}$, and the PSNR is 26.27. When $k = 600$, the PSNR increased to 38.72 and the relative error is less than $10^{-8}$. The curve in Figure 8 shows that T-Sketching method and rt-SVD method have similar performance, but T-Sketching method is more effective in terms of running time.

Figure 5: The original HDU picture and its T-Singular Values

Figure 6: Low-rank approximation via T-Sketching with different Sketch size
Figure 7: Low-rank approximation via T-Sketching v.s. rt-SVD, with sketch size k=500. The upper right and the lower left correspond to the approximation results of T-Sketching 1 and 2, respectively, and the lower right is the approximation results of rt-SVD method.

Figure 8: The Relative Errors, CPUtime, PSNR for the Low-rank approximation of HDU picture (T-Sketching v.s. rt_SVD)
We also evaluate T-Sketching method on the widely used YUV Video Sequences. Take ‘hall monitor’ video as an example, we only use the first 30 frames. Then the size of the tensor is 144x176x30. As shown in the Figure 9, similar performance can be observed. Therefore, we can conclude that T-Sketching method avoids computing t-SVD and only needs to store two tensor sketch and two tensors of smaller sizes, leading to a higher algorithm efficiency.
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