REDUCED NORMS AND THE Riemann-Roch Theorem FOR ABELIAN VARIETIES

NATHAN GRIEVE

Abstract. We explain how the Riemann-Roch theorem for divisors on an abelian variety \( A \) is related to the reduced norms of the Wedderburn components of \( \text{End}^0(A) \) the \( \mathbb{Q} \)-endomorphism algebra of \( A \). We then describe consequences and examples.

1. Introduction

Let \( A \) be an abelian variety defined over a field \( k \). Our purpose here is to show how the Riemann-Roch theorem for divisors on \( A \) is related to the reduced norms of the Wedderburn components of

\[
R := \text{End}^0(A) := \mathbb{Q} \otimes_{\mathbb{Z}} \text{End}(A)
\]

the \( \mathbb{Q} \)-endomorphism algebra of \( A \). We then turn to applications and examples.

The key point to what we do here is Theorem 4.1 and a special case of this result applies to principally polarized abelian varieties (ppav). To describe it, suppose that

\[
A = A_{r_1} \times \cdots \times A_{r_k}
\]

with each of the \( A_i \) simple and pairwise nonisogenous abelian varieties. Assume further that \( A \) admits an ample divisor \( \lambda \) which defines a principal polarization of \( A \). Let \( r_\lambda : R \to R \) denote the Rosati involution determined by \( \lambda \). Since \( \lambda \) is a principal polarization, it determines an isomorphism

\[
\Phi_\lambda : \text{NS}(A) \xrightarrow{\sim} \text{End}_\lambda(A)
\]

between the Néron-Severi group of \( A \) and the subgroup

\[
\text{End}_\lambda(A) := \{ \alpha \in \text{End}(A) : r_\lambda(\alpha) = \alpha \}
\]

of \( \text{End}(A) \) fixed by \( r_\lambda \).

The decomposition (1.1) allows us to write

\[
R = R_1 \times \cdots \times R_k
\]

with \( R_i \simeq M_{r_i}(\Delta_i) \), for finite dimensional division rings \( \Delta_i \) over \( \mathbb{Q} \). In what follows we let \( Z_i \) denote the centre of \( \Delta_i \), \( m_i^2 := \dim_{Z_i} \Delta_i \), \( t_i := [Z_i : \mathbb{Q}] \), \( g_i := \dim A_i \) and \( g := \dim A \). We
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also let $\text{Nrd}_{R_i/Q}(\cdot)$ denote the reduced norm from $R_i$ to $Q$. In this notation, a consequence of Corollary 3.7 is that the function
\[
\prod_{i=1}^{k} \text{Nrd}_{R_i/Q}(\cdot)^{2g_i/(t,m_i)} : R \to Q
\]
restricted to $\text{End}_\lambda^0(A) := Q \otimes \mathbb{Z} \text{End}_\lambda(A)$ is the square of a homogeneous polynomial function of degree $g$ on $\text{End}_\lambda^0(A)$ normalized so as to take value 1 when evaluated at $1_R$; we denote this polynomial function by
\[
p\text{Nrd}_\lambda(\cdot) : \text{End}_\lambda^0(A) \to Q
\]
in what follows. In this setting, a consequence of Theorem 4.1 is:

**Theorem 1.1.** If $D$ is a divisor on the ppav $A$ just described and $\alpha = \Phi_\lambda(D) \in \text{End}_\lambda(A)$, the image of the class of $D$ under \(1.2\), then
\[
\frac{(D^g)}{g!} = p\text{Nrd}_\lambda(\alpha).
\]

We prove Theorem 1.1 in \S 4. To place this theorem and the more general Theorem 4.1 into their proper context we should first emphasize that these theorems are due to Mumford, \[13, \S 21, p. 209\]. Our contribution here is to make them slightly more explicit and then to indicate some consequences, for example Theorems 4.4 and 5.2. A related question, which we address to some extent in \[5, 6\] and \[7\], is to understand the righthand side of \(1.3\) explicitly for a given $A$ and principal polarization $\lambda$. To place these matters into perspective we recall that, especially when $\text{char} \ k > 0$, it is already an interesting and subtle problem to understand those semisimple $\mathbb{Q}$-algebras that are actually realized as $\text{End}_\lambda^0(A)$ for some abelian variety $A$; see \[18, 15\] and \[16, \text{Cor. 1.2}\] for example, for more details and very complete results in this direction.
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2. Preliminaries

We fix some notation and recall some prerequisites which are important in what follows. We refer to \[13, 4, 5,\] and \[17\], for example, for more details.

2.1. If $R$ is a simple finite dimensional $\mathbb{Q}$-algebra with centre $Z$, then $R \simeq M_r(\Delta)$ for $\Delta$ a finite dimensional division ring over $\mathbb{Q}$ and we let $m$ denote the Schur index of $\Delta$. 
Then $m^2 := \dim_{Z(\Delta)} \Delta$ for $Z(\Delta) \simeq Z$ the centre of $\Delta$, \cite[Cor. 7.22]{4} and \cite[p. 732]{3}. Put $t := [Z : Q]$. We then have that $\dim_Z R = r^2 m^2 =: d^2$ and also that $\dim_Q R = td^2$.

2.2. We recall the definition of the reduced norm and reduced trace from a finite dimensional simple $Q$-algebra $R \simeq M_r(\Delta)$ to $Q$. Our approach is similar to that of \cite[§9.a and §9.b]{17]. To begin with, let $Z$ be the centre of $\Delta$ and choose an extension field $F/Z$ which splits $R$. More precisely, choose an extension field $F/Z$ for which there is an isomorphism $F \otimes_Z R \xrightarrow{} M_m(F)$ of $F$-algebras. For example, if $F$ is a maximal subfield of $\Delta$, then $F$ is a splitting field for $R$, \cite[Cor. 7.21, p. 155]{4}. Next if $\alpha \in R$, then let $\text{Nrd}_{R/Z}(\alpha)$ and $\text{Trd}_{R/Z}(\alpha)$ denote, respectively, the determinant and trace of the image of $1 \otimes \alpha$ under this isomorphism. Recall that $\text{Nrd}_{R/Z}(\alpha)$ and $\text{Trd}_{R/Z}(\alpha)$ are well-defined elements of $Z$, \cite[Cor. 7.23, Thm. 9.3]{17}. We say that the functions $\text{Nrd}_{R/Z}(\cdot)$ and $\text{Trd}_{R/Z}(\cdot)$ are, respectively, the reduced norm and reduced trace from $R$ to $Z$. Finally, to define the reduced norm and reduced trace from $R$ to $Q$, we let $\text{Nrt}_{Z/Q}(\cdot)$ and $\text{Trt}_{Z/Q}(\cdot)$ denote, respectively, the norm and trace from $Z$ to $Q$. Concretely, if $\sigma_1, \ldots, \sigma_t$ are the distinct embeddings of $Z$ into $C$ and $\alpha \in Z$, then $\text{Nrt}_{Z/Q}(\alpha) := \prod_{i=1}^t \sigma_i(\alpha)$ and $\text{Trt}_{Z/Q}(\alpha) := \sum_{i=1}^t \sigma_i(\alpha)$. The reduced norm and reduced trace from $R$ to $Q$ are denoted, respectively, by $\text{Nrd}_{R/Q}(\cdot)$ and $\text{Trd}_{R/Q}(\cdot)$. They are defined by composition: $\text{Nrd}_{R/Q}(\cdot) := \text{Nrt}_{Z/Q} \circ \text{Nrd}_{R/Z}(\cdot)$ and $\text{Trd}_{R/Q}(\cdot) := \text{Trt}_{Z/Q} \circ \text{Trd}_{R/Z}(\cdot)$.

2.3. If $R$ is a finite dimensional semisimple $Q$-algebra with Wedderburn decomposition $R = R_1 \times \cdots \times R_k$, for matrix algebras $R_i \simeq M_{r_i}(\Delta_i)$ over finite dimensional division rings $\Delta_i$ with centres $Z_i$, then we let $m_i$ denote the Schur index of $\Delta_i$, $t_i := [Z_i : Q]$, and $d_i := m_ir_i$. As in \cite[Defn. 3.23]{4}, we refer to the simple $Q$-algebras $R_i$ as the Wedderburn components of $R$; they are uniquely determined by $R$. The reduced norm and reduced trace, respectively, from $R$ to $Q$ are defined as: $\text{Nrd}_{R/Q}(\cdot) := \prod_{i=1}^k \text{Nrd}_{R_i/Q}(\cdot)$ and $\text{Trd}_{R/Q}(\cdot) := \sum_{i=1}^k \text{Trd}_{R_i/Q}(\cdot)$, \cite[p. 121]{17}.

2.4. Let $R$ be a finite dimensional semisimple $Q$-algebra. By a positive involution on $R$, we mean a $Q$-linear map $^t : R \rightarrow R$ which satisfies the conditions that $(\alpha\beta)^t = \beta^t\alpha^t$ for all $\alpha, \beta \in R$, $(\alpha^t)^t = \alpha$ for all $\alpha \in R$ and $\text{Trd}_{R/Q}(\alpha\alpha^t) > 0$ for all nonzero $\alpha \in R$, \cite[p. 193]{13}. By a norm form on $R$ over $Q$, we mean a non-zero polynomial function $N(\cdot) : R \rightarrow Q$ such that $N(\alpha\beta) = N(\alpha) N(\beta)$ for each $\alpha, \beta \in R$, \cite[p. 178]{13}.

2.5. We consider abelian varieties defined over a field $k$. Recall that a non-zero abelian variety is said to be simple if it contains no proper non-zero abelian subvarieties. In what follows, all abelian varieties will be tacitly assumed to be non-zero. If $A$ is an abelian variety, then we let $\hat{A}$ denote its dual and we let $\hat{R} := \text{End}^0(A) := Q \otimes_Z \text{End}(A)$ denote the $Q$-endomorphism algebra of $A$. Recall that $R$ is a finite dimensional semisimple $Q$-algebra and, further, that $R$ is a division algebra when $A$ is simple, \cite[§19, p. 174]{13}, \cite[Cor. 3.20]{3}, \cite[Thm. 1.2.1.3]{2}. If $a \in A(k)$, then $\tau_a : A \rightarrow A$ denotes translation by $a$ in the group law. Every divisor $D$ on $A$ determines a homomorphism $\phi_D : A \rightarrow \hat{A}$ defined by
A \mapsto r_\lambda^* \mathcal{O}_A(D) \otimes \mathcal{O}_A(-D). \ [13, \S 13, \text{Cor. 5, p. 132}]. If \phi \in \text{End}^0(A), then we let \hat{\phi} \in \text{End}^0(\hat{A}) denote its dual, [13] \S 8, \text{Rmks., p. 80}. If \lambda is an ample divisor on A, then we let \lambda \colon R \to R denote the Rosati-involution. Recall that \lambda is defined by \alpha \mapsto \phi^{-1}_\lambda \circ \alpha \circ \phi_\lambda and that \lambda is a positive involution, [13, \S 21, \text{Thm. 1, p. 192}], [2, \text{Lem. 1.3.5.3}]. Here \lambda^{-1} is the inverse of \lambda in the category of abelian varieties up to isogeny. If n \in \mathbb{Z}, then we let \left[n\right]_A : A \to A denote multiplication by n in the group law.

2.6. Let A be an abelian variety of dimension g. We denote the g-fold self-intersection number of a divisor D on A by (D^g). Let NS(A) be the Néron-Severi group of divisors on A modulo algebraic equivalence and NS^0(A) := \mathbb{Q} \otimes_{\mathbb{Z}} NS(A) the Néron-Severi space of A. Note that the map D \mapsto \phi_D induces an inclusion NS(A) \hookrightarrow \text{Hom}(A, \hat{A}). In particular, NS(A) is free, [13, \S 19, \text{Cor. 2, p. 178}], [11, \text{Cor. 12.8}], and the natural map NS(A) \to NS^0(A) is injective. By abuse of terminology, we refer to elements of NS^0(A) as \mathbb{Q}-divisors and elements of NS(A) as integral divisors. By abuse of notation, we denote the class of a divisor D on A in NS(A) also by D.

2.7. Every ample divisor \lambda on an abelian variety A determines a \mathbb{Q}-linear embedding

\Phi_\lambda : NS^0(A) \hookrightarrow \text{End}^0(A)

developed by D \mapsto \phi^{-1}_\lambda \circ \phi_D. As in [13, \S 20, Cor., p. 191], see also [12, \text{Chap. XII}], we check, using the theory of Riemann-forms, that the image of \Phi_\lambda is the \mathbb{Q}-vector space

\text{End}^0_\lambda(A) := \{\alpha \in \text{End}^0(A) : \lambda(\alpha) = \alpha\}

of elements of \text{End}^0(A) which are fixed by \lambda. Note that if \lambda is a principal polarization, that is if (\lambda^g) = g!, then \Phi_\lambda determines a \mathbb{Z}-linear isomorphism \Phi_\lambda : NS(A) \cong \text{End}_\lambda(A). Here \text{End}_\lambda(A) := \{\alpha \in \text{End}(A) : \lambda(\alpha) = \alpha\}. When \lambda defines a principal polarization, we say that the pair (A, \lambda) is a principally polarized abelian variety.

3. ISOGENIES AND THE DEGREE FUNCTION

In this section we record some facts about isogenies between abelian varieties and the degree function. The main point is to establish Proposition 3.5 and its corollaries which we need in \S 4.

3.1. Let \alpha : B_1 \to B_2 be a homomorphism of abelian varieties. Recall, [11, p. 114] or [13, \S 6, p. 63], that \alpha is an isogeny if it is surjective and has kernel a finite group scheme. If \alpha is an isogeny, then we define its degree, which we denote by deg(\alpha), to be the order of its kernel (as a finite group scheme). Precisely, deg(\alpha) equals the rank of \alpha_* \mathcal{O}_{B_1} as a locally free \mathcal{O}_{B_2}-module. This concept can be extended to all homomorphisms from B_1 to B_2. In particular, we have the degree function

(3.1) \quad \text{deg}(\cdot) : \text{Hom}(B_1, B_2) \to \mathbb{Z}
defined by
\[ \deg(\alpha) := \begin{cases} 
\deg(\alpha) & \text{if } \alpha \text{ is an isogeny} \\
0 & \text{otherwise.}
\end{cases} \]

Such functions also have the properties that
\[ \deg(\beta \circ \alpha) = \deg(\beta) \deg(\alpha) \]
for all triples of abelian varieties, \( B_1, B_2, \) and \( B_3, \) and homomorphisms \( \alpha \in \text{Hom}(B_1, B_2) \)
and \( \beta \in \text{Hom}(B_2, B_3), \) \[ [11, \text{p. 115}] \].

3.2. When \( A = B_1 = B_2, \) the function \( \deg(\cdot) : \text{End}(A) \to \mathbb{Z} \) extends to a degree function \( \deg(\cdot) : \text{End}^0(A) \to \mathbb{Q} \). Further, if \( g = \dim A, \) then this function is a homogeneous polynomial function of degree \( 2g, \) \[ [13, \text{§19, Thm. 2, p. 174}] \] or \[ [11, \text{Prop. 12.4, p. 123}] \]. The degree function \( (3.1) \) also extends to give a degree function
\[ \deg(\cdot) : \text{Hom}^0(B_1, B_2) := \mathbb{Q} \otimes_{\mathbb{Z}} \text{Hom}(B_1, B_2) \to \mathbb{Q}. \]
Indeed, given \( \alpha \in \text{Hom}(B_1, B_2) \) and \( n \in \mathbb{Z}, \) the morphism \( n\alpha \in \text{Hom}(B_1, B_2) \) is defined by
\[ x \mapsto n\alpha(x). \]
In particular, \( n\alpha = [n]_{B_2} \circ \alpha \) and so
\[ \deg(n\alpha) = \deg([n]_{B_2} \circ \alpha) = \deg([n]_{B_2}) \deg(\alpha). \]
Now, given \( \alpha \in \text{Hom}^0(B_1, B_2), \) let \( n \) be an integer so that \( n\alpha \) is an element of \( \text{Hom}(B_1, B_2) \)
and define
\[ \deg(\alpha) := \frac{\deg(n\alpha)}{\deg([n]_{B_2})}. \]
The definition \( (3.5) \) is well defined and extends that given in \( (3.2) \). The extended degree functions \( (3.4) \) also behave well with respect to composition of homomorphisms as in \( (3.3) \).

3.3. In what follows, we fix an ample divisor \( \lambda \) on an abelian variety \( A. \) We record the following for later use.

**Lemma 3.1.** If \( D \) is a divisor on \( A, \) we then have that
\[ \deg(\phi_D) = \frac{\deg(\Phi_\lambda(D))}{\deg(\phi_\lambda^{-1})} = \deg(\phi_\lambda) \deg(\Phi_\lambda(D)). \]

**Proof.** Since \( \Phi_\lambda(D) = \phi_\lambda^{-1} \circ \phi_D, \) in light of the formula \( (3.3), \) it suffices to note that
\[ \deg(\Phi_\lambda(D)) = \deg(\phi_\lambda^{-1}) \deg(\phi_D). \]

\[ \square \]

3.4. Every isogeny \( \beta : B \to A \) induces a ring isomorphism
\[ [\beta] : \text{End}^0(B) \xrightarrow{\sim} \text{End}^0(A) \]
defined by
\[ [\beta](\alpha) = \beta \circ \alpha \circ \beta^{-1}. \]
Here \( \beta^{-1} \) denotes the inverse of \( \beta \) in the category of abelian varieties up to isogeny. Specifically, if \( n = \deg \beta \) and \( \gamma \) is the unique isogeny \( A \to B \) so that \( \gamma \circ \beta = [n]_B \) and \( \beta \circ \gamma = [n]_A \), then \( \beta^{-1} \) is the quasi-isogeny defined by \( \beta^{-1} = (1/n) \gamma \), \[13, \S 19, p. 172\]. The homomorphism \( (3.7) \) behaves well with respect to the degree homomorphism. In particular
\[ \deg([\beta](\alpha)) = \deg(\beta) \deg(\alpha) \deg(\beta^{-1}) = \deg(\alpha), \]
for all \( \alpha \in \text{End}^0(B) \).

If we fix an ample divisor \( \lambda \) on \( A \), then functorial properties of the isomorphism \( \Phi_\lambda \) with respect to \( \beta \) and the inverse of \( (3.7) \) are explained in \[8, p. 50\]. Here we record the following related remark which we will need in what follows.

**Proposition 3.2.** Let \( \beta : B \to A \) denote an isogeny of abelian varieties, fix an ample divisor \( \lambda \) on \( A \) and let
\[ r_{\beta^*\lambda} : \text{End}^0(B) \to \text{End}^0(B) \]
be the Rosati involution determined by the ample divisor \( \beta^*\lambda \) on \( B \). Then if \( \alpha \in \text{End}^0(B) \), it follows that
\[ ([\beta](r_{\beta^*\lambda}\alpha) = r_\lambda([\beta](\alpha)). \]

**Proof.** We compute
\[ ([\beta](r_{\beta^*\lambda}\alpha) = \beta \circ \phi_{\beta^*\lambda}^{-1} \circ \hat{\alpha} \circ \phi_{\beta^*\lambda} \circ \beta^{-1} \]
whereas
\[ r_\lambda([\beta](\alpha)) = \phi_\lambda^{-1} \circ \hat{\beta}^{-1} \circ \hat{\alpha} \circ \hat{\beta} \circ \phi_\lambda. \]
The conclusion of the proposition will follow if we can show that
\[ \hat{\beta} \circ \phi_\lambda = \phi_{\beta^*\lambda} \circ \beta^{-1}. \]
To establish \( (3.10) \), it suffices to show that
\[ \hat{\beta} \circ \phi_\lambda \circ \beta = \phi_{\beta^*\lambda}; \]
equivalently that
\[ \beta^*(\tau_{b(\beta)} O_A(\lambda) \otimes O_A(-\lambda)) \simeq \tau_{b^*}\beta^* O_A(\lambda) \otimes \beta^* O_A(-\lambda), \]
for all \( b \in B \). That \( (3.11) \) holds can be checked using the fact that \( \beta \circ \tau_b = \tau_{b^*} \circ \beta \) for all \( b \in B \).

**Corollary 3.3.** If \( \beta : B \to A \) is an isogeny and \( \lambda \) an ample divisor on \( A \), then the morphism \([\beta]\) induces the following collection of linear maps
\[ (3.12) \quad \text{NS}(B) \hookrightarrow \text{NS}^0(B) \overset{\sim}{\to} \text{End}^0_{\beta^*\lambda}(B) \overset{\sim}{\to} \text{End}^0_\lambda(A). \]
Proof. Immediate consequence of (3.9) and the definitions of \( \text{End}^0_{\beta^*\lambda}(B) \) and \( \text{End}^0_{A}(A) \). □

For later use we also record:

**Lemma 3.4.** Let \( A = A_1^{r_1} \times \cdots \times A_k^{r_k} \) with the abelian varieties \( A_i \) simple and pairwise nonisogenous. If \( \beta : B \to A \) is an isogeny, if \( \alpha \in \text{End}^0(B) \) and \( [\beta](\alpha) = (\alpha_1, \ldots, \alpha_k) \) with \( \alpha_i \in \text{End}^0(A_i^{r_i}) \), then

\[
(3.13) \quad \deg(\alpha) = \prod_{i=1}^k \deg(\alpha_i).
\]

**Proof.** Since, by (3.8), the degree function behaves well with respect to the ring isomorphism \([\beta]\), without loss of generality we may assume that \( A = B \) and that \( \beta = \text{id}_A \). Also, in light of the definition (3.5), without loss of generality we may assume that \( \alpha \in \text{End}(A) \). If \( \alpha \) is not an isogeny, then some \( \alpha_i \) is also not an isogeny and the formula holds. On the other hand, if \( \alpha \) is an isogeny, then each of the \( \alpha_i \) must be an isogeny and clearly

\[
\deg(\alpha) = \prod_{i=1}^k \deg(\alpha_i). 
\]

□

3.5. We use our remarks made thus far to prove the main results of this section. To prepare for these statements, let \( A = A_1^{r_1} \times \cdots \times A_k^{r_k} \) with each \( A_i \) simple abelian varieties and pairwise nonisogenous. Let \( g_i := \dim A_i \) and write \( R := \text{End}^0(A) = R_1 \times \cdots \times R_k \) with \( \Delta_i = \text{End}^0(A_i) \) and \( R_i = M_{g_i}(\Delta_i) \); we adopt the notation of §2.3.

The following remark, and its corollary, should be compared with [13, §19, Cor., p. 182].

**Proposition 3.5.** In the setting of §3.5 just described, the following assertions hold true:

(a) \( 2g_i/(t_i m_i) \in \mathbb{Z} \), for \( i = 1, \ldots, k \);

(b) \( \deg(\alpha) = \prod_{i=1}^k \text{Nrd}_{R_i/\mathbb{Q}}(\alpha_i)^{2g_i/(t_i m_i)} \).

**Proof.** Because of the multiplicative nature of the degree function, namely (3.13), it suffices to show that, for \( i \) fixed,

(a') \( 2g_i/(t_i m_i) \in \mathbb{Z} \)

(b') \( \deg(\alpha_i) = \text{Nrd}_{R_i/\mathbb{Q}}(\alpha_i)^{2g_i/(t_i m_i)} \).

To this end, we know that \( \deg(\cdot) : R_i \to \mathbb{Q} \) is a norm function of degree \( 2g_i r_i \) while \( \text{Nrd}_{R_i/\mathbb{Q}}(\cdot) \) is a norm function of degree \( t_i d_i \). Thus by [13, §19, Lem. on p. 179], we must have

\[
(3.14) \quad \deg(\cdot) = \text{Nrd}_{R_i/\mathbb{Q}}(\cdot)^{n_i}.
\]
for some positive integer $n_i$. In particular, $n_i t_i d_i = 2 g_i r_i$ and so

$$(3.15) \quad n_i = 2 g_i / (t_i m_i) \in \mathbb{Z}$$

which proves (a'). Assertion (b') follows from (3.14) and (3.15). \qed

If $B$ is an abelian variety then, by Poincaré reducibility, $B$ admits an isogeny $\beta : B \to A$ to an abelian variety $A$ of the form described in \S 3.5, \cite{13} §19, Cor. 1, p. 174; see \cite{3} Cor. 3.20 or \cite{2} Thm. 1.2.1.3] for the case that $k$ is not algebraically closed. When we fix such an isogeny $\beta$, we can use Proposition 3.5 to understand the degree function as it pertains to elements of $\text{End}^0(B)$.

**Corollary 3.6.** If $A$ is as in \S 3.5 and if $\beta : B \to A$ is an isogeny, $\alpha \in \text{End}^0(B)$ and $[\beta](\alpha) = (\alpha_1, \ldots, \alpha_k) \in \text{End}^0(A)$, then

$$(3.16) \quad \deg(\alpha) = \prod_{i=1}^k \text{Nrd}_{R_i/\mathbb{Q}}(\alpha_i)^{2 g_i / (t_i m_i)}.$$ 

**Proof.** Combine (3.13) and Proposition 3.5(b). \qed

By combining Proposition 3.5 and Corollary 3.6 we obtain:

**Corollary 3.7.** Let $A$ be as in Proposition 3.5 and $B$ as in Corollary 3.6. Fix an ample divisor $\lambda$ on $A$. The functions

$$(3.17) \quad \prod_{i=1}^k \text{Nrd}_{R_i/\mathbb{Q}}(\cdot)^{2 g_i / (t_i m_i)}|_{\text{End}^0_\lambda(A)} : \text{End}^0_\lambda(A) \to \mathbb{Q}$$

and

$$(3.18) \quad \prod_{i=1}^k \text{Nrd}_{R_i/\mathbb{Q}}(\cdot)^{2 g_i / (t_i m_i)}|_{\text{End}^0_{\beta^* \lambda}(B)} : \text{End}^0_{\beta^* \lambda}(B) \to \mathbb{Q}$$

are both squares of rational valued homogeneous polynomial functions of degree $g$ on $\text{End}^0_\lambda(A)$ and $\text{End}^0_{\beta^* \lambda}(B)$, respectively, normalized so as to take value 1 when evaluated at $1_A$ and $1_B$, respectively.

**Proof.** The conclusions desired by Corollary 3.7 follow from Proposition 3.5 and (3.16) in conjunction with the Riemann–Roch theorem, \cite{13} §16, p. 150]. Indeed, in order to establish (3.17), let $\alpha = (\alpha_1, \ldots, \alpha_k) \in \text{End}^0_\lambda(A)$. Then $\alpha = \Phi_\lambda(D)$ for some class of a $\mathbb{Q}$-divisor $D$. We first assume that $D$ is integral. Then $\alpha = \phi_\lambda^{-1} \circ \phi_D$ and so, by (3.6),

$$(3.19) \quad \deg(\alpha) = \deg(\phi_\lambda^{-1}) \deg(\phi_D).$$
Using (3.19) together with Proposition 3.5 (b) and the Riemann-Roch theorem [13, §16, p. 150], we obtain

\[(3.20) \left( \frac{(D^g)}{g!} \right)^2 = \left( \frac{(\lambda^g)}{g!} \right)^2 \prod_{i=1}^{k} \text{Nrd}_{R_i/Q}(\alpha_i)^{2g_i/(t_im_i)}.\]

By $\mathbb{Q}$-linearity, the formula (3.20) also holds for the case that $D$ is a $\mathbb{Q}$-divisor. Finally, since the left hand side of (3.20) is clearly the square of a homogeneous polynomial function of degree $g$ on $\text{End}_0^0(A)$, the same is true for the formula (3.17).

The formula (3.18) is established in the same manner by replacing $\lambda$ with $\beta^* \lambda$ and using the Riemann-Roch theorem for divisors on $B$.

3.6. Notation. In what follows, we denote the normalized degree $g$ homogeneous polynomial functions whose squares are (3.17) and (3.18) respectively by

\[p\text{Nrd}_\lambda(\cdot) : \text{End}_0^0(A) \to \mathbb{Q}\]

and

\[p\text{Nrd}_{\beta^*\lambda}(\cdot) : \text{End}_0^0(B) \to \mathbb{Q}.\]

4. The Riemann-Roch and index theorems for Abelian varieties

In this section, we show how the Riemann-Roch theorem for divisors on an abelian variety is related to the reduced norm of the Wedderburn components of its $\mathbb{Q}$-endomorphism algebra. Specifically, in §4.1, we prove Theorem 4.1 which has as a consequence Corollary 4.2 equivalently Theorem 1.1 stated in §1. We then show, in §4.2, how Theorem 4.1 is related to the index theorem of Mumford [13, §16, p. 155] which concerns understanding the cohomology groups of line bundles on abelian varieties.

4.1. The Riemann-Roch theorem. Suppose that $A = A_1^{r_1} \times \cdots \times A_k^{r_k}$ with $A_i$ simple and pairwise nonisogenous abelian varieties. Let $g := \dim A$, $g_i := \dim A_i$ and write $R := \text{End}^0(A) = R_1 \times \cdots \times R_k$ with $\Delta_i = \text{End}^0(A_i)$ and $R_i = M_{r_i}(\Delta_i)$. We also fix an ample divisor $\lambda$ on $A$, an isogeny $\beta : B \to A$, and we use the other notational conventions described in §2.3.

We interpret the Riemann-Roch theorem, see [13, §16, p. 150] for example, in terms of the polynomial functions (3.21) and (3.22) determined by the reduced norms of the Wedderburn components of $R$ and the numbers $m_i$, $t_i$ and $g_i$.

Theorem 4.1. In the setting of §4.1 just described, the following assertions hold true.

(a) If $D$ is a $\mathbb{Q}$-divisor on $A$ and $\Phi_\lambda(D) = \alpha = (\alpha_1, \ldots, \alpha_k) \in \text{End}^0_\lambda(A)$, then

\[\frac{(D^g)}{g!} = \frac{(\lambda^g)}{g!} \text{pNrd}_\lambda(\alpha) = \sqrt{\deg \phi_\lambda p\text{Nrd}_\lambda(\alpha)}.\]
If $D$ is a $\mathbb{Q}$-divisor on $B$ and 

$$[\beta] \Phi_{\beta \wedge}(D) = \alpha = (\alpha_1, \ldots, \alpha_k) \in [\beta] \text{End}^0_{\beta \wedge}(B) \subset \text{End}^0\lambda(A),$$

then

$$\frac{(D^g)}{g!} = \frac{(\beta^* \lambda^g)}{g!} \text{pNrd}_{\beta \wedge}(\Phi_{\beta \wedge}(D)) = \frac{(\beta^* \lambda^g)}{g!} \text{pNrd}_\lambda(\alpha) = \sqrt{\deg \phi_{\beta \wedge} \text{pNrd}_\lambda(\alpha)}.$$

Proof. We content ourselves with proving (4.1) as the proof of (4.2) follows similarly by replacing $\lambda$ with $\beta^* \lambda$. To achieve our goal, we have, by (3.20) and (3.21), that

$$\frac{(D^g)}{g!} = C \times \frac{(\lambda^g)}{g!} \text{pNrd}_\lambda(\alpha),$$

for some constant $C$ independent of $D$. To solve for $C$, we replace $D$ by $\lambda$ in (4.3). Since $\Phi_\lambda(\lambda) = 1_R$ and $\text{pNrd}_\lambda(1_R) = 1$, we conclude that $C = 1$. □

As a special case of Theorem 4.1 we have the following consequence which we also stated in §1 as Theorem 1.1.

**Corollary 4.2.** If $\lambda$ is a principal polarization on $A$, $D$ a divisor on $A$ and $\alpha = \Phi_\lambda(D)$, then

$$\frac{(D^g)}{g!} = \text{pNrd}_\lambda(\alpha).$$

Proof of Corollary 4.2 and Theorem 4.1. Follows from (4.1) because if $\lambda$ is a principal polarization, then $(\lambda^g) = g!$. □

**4.2. The index theorem.** Let $A$ be an abelian variety of dimension $g$. We let $\lambda$ be an ample divisor on $A$ and $D$ a $\mathbb{Q}$-divisor on $A$. The **Hilbert polynomial** of $D$ with respect to $\lambda$ is the polynomial

$$(4.4) \quad \text{H}_{\lambda}(D; N) := \frac{1}{g!}((N \lambda + D)^g) \in \mathbb{Q}[N].$$

In the case that $D$ is integral, then the complex roots of the polynomial (4.4) are real [14, Thm. 2, p. 98] and [13, §16, p. 155]. Furthermore, the dimension of the scheme theoretic kernel of $\phi_D$ equals the multiplicity of zero as a root of (4.4). Also, counting the (real) roots of $\text{H}_{\lambda}(D; N)$ with multiplicity, it follows that $\text{H}^j(A, \mathcal{O}_A(D)) = 0$ for $0 \leq j < \#$ of positive roots and $\text{H}^{g-j}(A, \mathcal{O}_A(D)) = 0$ for $0 \leq j < \#$ of negative roots. [14, Thm. 2, p. 98]. (Note that when $k$ is not algebraically closed we reduce to that case by first applying the flat base change theorem, compare with [19, Lem. 2.4, p. 1727].)

Let $i(D)$ be the number of positive roots of the polynomial (4.4). This number is independent of the choice of ample divisor $\lambda$, [14, p. 99], and we refer to it as the **index** of $D$. Since numerically equivalent divisors have the same Hilbert polynomial, the polynomial (4.4) is well-defined on numerical equivalence classes of divisors. As a consequence, the number $i(D)$
is also well-defined modulo numerical equivalence. In particular it is well-defined modulo algebraic equivalence.

To define the index of a \( \mathbb{Q} \)-divisor \( D \), let \( n \) be a positive integer so that \( nD \) is integral and define \( i(D) = i(nD) \).

**Lemma 4.3.** Let \( D \) be a \( \mathbb{Q} \)-divisor on \( A \). The number \( i(D) \) is well-defined and equals the number of positive roots counted with multiplicity of the polynomial \( H_{p, \lambda}(D; N) \).

**Proof.** We simply note

\[
H_{p, n\lambda}(nD; N) = \frac{1}{g!}((Nn\lambda + nD)^g) = \frac{n^g}{g!}((N\lambda + D)^g) = n^g H_{p, \lambda}(D; N).
\]

We now return to the setting of §4.1. The following theorem and its corollary are due to Mumford. Indeed, they can be seen as slightly more explicit forms of calculations performed in [13, §21, p. 209].

**Theorem 4.4.** In the setting of §4.1, the following assertions hold true.

(a) If \( D \) is a \( \mathbb{Q} \)-divisor on \( A \) and \( \Phi_\lambda(D) = \alpha = (\alpha_1, \ldots, \alpha_k) \), the image of \( D \) in \( \text{End}^0_{\lambda}(A) \), then \( i(D) \) equals the number of positive roots counted with multiplicity of the polynomial

\[
p_{D, \lambda}(N) := p_{\text{Nrd}_\lambda}(N \text{id}_A + \alpha).
\]

(b) If \( D \) is a \( \mathbb{Q} \)-divisor on \( B \) and \( [\beta]\Phi_\beta\lambda(D) = \alpha \in \text{End}^0_{\lambda}(A) \), then \( i(D) \) equals the number of positive roots counted with multiplicity of the polynomial

\[
p_{D, \beta\lambda}(N) := p_{\text{Nrd}_{\beta\lambda}}(N \text{id}_B + \Phi_{\beta\lambda}(D)) = p_{\text{Nrd}_\lambda}(N \text{id}_A + \alpha).
\]

**Proof.** To prove (a), by Lemma 4.3, we need to determine the number of positive roots of the polynomial

\[
H_{p, \lambda}(D; N) = \frac{1}{g!}((N\lambda + D)^g).
\]

On the other hand, by Theorem 4.1 (a), the roots of this polynomial are the same as those of the polynomial

\[
\frac{(\lambda^g)}{g!} p_{\text{Nrd}_\lambda}(N \text{id}_A + \alpha)
\]

and (a) clearly follows. Assertion (b) follows similarly with \( \lambda \) replaced by \( \beta^*\lambda \). □
In this section we consider consequences of Theorem 4.4 when applied to simple abelian varieties. For convenience of the reader and to help keep some of the following discussion self contained, we start by recalling Albert’s classification of division rings with positive involution in §5.1. We then explain, in §5.2, how this classification relates to the endomorphism algebras of simple abelian varieties. Having recalled some prerequisites in §5.1, §5.2 and §5.3 in §5.4 we consider some consequences of Theorem 4.4 in some concrete special cases. Finally, in §5.5 we prove Theorem 5.2 which is motivated by our previous works [6] and [7].

5.1. Division rings with positive involution. Albert classified pairs \((\Delta, \alpha')\) where \(\Delta\) is a division ring of finite dimension \(n := \dim_{\mathbb{Q}} \Delta\) and \(\alpha' : \Delta \to \Delta\) is a positive involution. We recall here, following the presentation of Mumford [13, §21, p. 193-203] closely, some aspects of this classification. To do so, the centre of a division ring \(\Delta\) will be denoted by \(Z\) and we let \(K := \{\alpha \in Z : \alpha' = \alpha\}\) be the set of elements of \(Z\) fixed by the involution \(\alpha' : \Delta \to \Delta\). We also put \(e := [K : \mathbb{Q}], t := [Z : \mathbb{Q}]\) and \(m^2 := \dim_{Z} \Delta\). We then have \(n = tm^2\).

Before describing Albert’s classification, we fix some terminology and notation. First, by a quaternion division algebra over a totally real algebraic number field \(K\) we mean a central division algebra \(\Delta\) of dimension 4 over \(K\). Second, if \(\Delta\) is a central division ring over a number field \(K\), \(\nu\) a place of \(K\) and \(K_{\nu}\) the completion of \(K\) with respect to \(\nu\), then, as in [13, §21, Thm., p. 196], we denote by \(\text{Inv}_{\nu}(\Delta)\) the element of \(\mathbb{Q}/\mathbb{Z}\) corresponding to the class of \(K_{\nu} \otimes K \Delta\) in the Brauer group \(\text{Br}(K_{\nu})\). Finally if \(K\) is a totally real number field and \(\sigma : K \hookrightarrow \mathbb{R}\) an embedding, then we denote by \(\mathbb{R}(\sigma)\) the real numbers \(\mathbb{R}\) considered as a \(K\)-algebra via \(\sigma\).

Having made these remarks, Albert’s classification is as follows.

**Theorem 5.1** ([13, §21, Thm. 2, p. 201], [18, Prop. 1]). Let \(\Delta\) be a division algebra of finite dimension over \(\mathbb{Q}\) with positive involution \(\alpha'\). Let \(Z\) be the centre of \(\Delta\) and \(K\) the subfield of elements of \(Z\) fixed by \(\alpha'\). Then \((\Delta, \alpha')\) is one of the following four types.

**Type I.** \(\Delta = Z = K\) is a totally real algebraic number field and the involution \(\alpha'\) is the identity \(\alpha' = \alpha\).

**Type II.** \(Z = K\) is a totally real algebraic number field and \(\Delta\) is a quaternion division algebra over \(K\) such that for every embedding \(\sigma : K \hookrightarrow \mathbb{R}\) we have \(\mathbb{R}(\sigma) \otimes K \Delta \cong M_2(\mathbb{R})\). Furthermore, the involution \(\alpha' : \Delta \to \Delta\) has the form

\[
\alpha' = \gamma(\text{Trd}_{K}(\alpha) - \alpha)\gamma^{-1},
\]

for some \(\gamma \in \Delta\) with \(\gamma^2 \in K\) and \(\gamma^2\) totally negative. Conversely, every involution of the form (5.1) defines a positive involution on \(\Delta\).

**Type III.** \(Z = K\) is a totally real algebraic number field and \(\Delta\) is a quaternion division algebra over \(K\) such that for every embedding \(\sigma : K \hookrightarrow \mathbb{R}, \mathbb{R}(\sigma) \otimes K \Delta \cong \mathbb{H}\) for \(\mathbb{H}\) the algebra
of Hamiltonian quaternions on \( \mathbb{R} \). In this case, the involution \( \dagger \) takes the form
\[
\alpha' = \text{Trd}_{\Delta/K}(\alpha) - \alpha.
\]

Type IV. \( K \) is a totally real algebraic number field and \( Z \) is a totally imaginary quadratic extension of \( K \) with conjugation \( \tau \) over \( Z \). Then \( \Delta \) is a division algebra with centre \( Z \) so that the following hold true.

(a) If \( \nu \) is a finite place of \( Z \) fixed by \( \tau \), then \( \text{Inv}_\nu(\Delta) = 0 \).
(b) For every finite place \( \nu \) of \( Z \), \( \text{Inv}_\nu(\Delta) + \text{Inv}_{\tau\nu}(\Delta) = 0 \).

In this case, there exists a positive involution \( * : \Delta \to \Delta \) together with an isomorphism
\[
\mathbb{R} \otimes_{\mathbb{Q}} \Delta \xrightarrow{\sim} M_d(\mathbb{C}) \times \cdots \times M_d(\mathbb{C})
\]
which carries the involution \( * \) to the involution
\[
(X_1, \ldots, X_e) \mapsto (X_1^T, \ldots, X_e^T),
\]
for \( X_i^T \) the conjugate transpose of \( X_i \).

Furthermore, there exists \( \gamma \in \Delta \) with \( \gamma^* = \gamma \) so that the image of \( 1 \otimes \gamma \) under (5.2) is of the form \( (\Lambda_1, \ldots, \Lambda_e) \) with \( \Lambda_i \) Hermitian positive definite matrices and so that the given involution \( \dagger : \Delta \to \Delta \) has the form
\[
\alpha' = \gamma \alpha \gamma^{-1}.
\]

Conversely, every positive involution on \( \Delta \) has the form (5.3) for some \( \gamma \in \Delta \) with \( \gamma^* = \gamma \).

Proof. See [13, p. 193-209]. \( \square \)

5.2. Albert’s classification and simple abelian varieties. We now consider Albert’s classification, Theorem 5.1, as it pertains to simple abelian varieties. Specifically, for a simple abelian variety \( A \), \( \Delta := \text{End}^0(A) \) is a division ring of finite dimension over \( \mathbb{Q} \) and every ample divisor \( \lambda \) on \( A \) determines a positive involution \( r_\lambda : \Delta \to \Delta \). The pair \( (\Delta, r_\lambda) \) belongs to one of the four types described in Theorem 5.1 but, as explained in [13, §21, p. 202], the geometry of \( A \) places further restrictions on some of the numerical invariants that we can associate to the pair \( (\Delta, r_\lambda) \). These restrictions are summarized in the table below which is only notationally different from that of [13, §21, p. 202] and [21, §1.3.6.3].

| Type | \( t \) | \( m \) | dim\( \mathbb{Q} \) End^0(\Delta)^t | Restriction when char \( k \) = 0, dim \( A \) = \( g \) | Restriction when char \( k \) > 0, dim \( A \) = \( g \) |
|------|-----|-----|-----------------|-----------------|-----------------|
| I    | \( e \) | 1   | 1               | \( t \) | \( g \)          |
| II   | \( e \) | 2   | \( 3/4 \)       | \( 2t \) | \( g \)          |
| III  | \( e \) | 2   | \( 1/4 \)       | \( 2t \) | \( g \)          |
| IV   | \( 2e \) | \( m \) | \( 1/2 \)       | \( em \) | \( g \)          |
5.3. In light of §5.1 and §5.2 it is an interesting question to decide given a division algebra with positive involution \((\Delta', r')\), of one of the types described in Theorem 5.1 and satisfying the numerical constraints given in §5.2 if there exists a simple abelian variety \(A\) together with an ample divisor \(\lambda\) so that the pair \((\text{End}^0(A), r\lambda)\) is isomorphic to \((\Delta', r')\). As explained in [13, §21, p. 203], when \(	ext{char } k = 0\) it is classically known that such a pair \((A, \lambda)\) exists except in the case that \((\Delta', r')\) is of Type III and \(g/(2t)\) equals 1 or 2 or \((\Delta', r')\) is of Type IV and \(g/(em^2)\) equals 1 or 2. In these exceptional cases it is known what further restrictions ensure the existence of such an \((A, r\lambda)\), see [18, §4]. For the situation that \(	ext{char } k > 0\), we refer to [15] and [16] for more details, especially [15, §8].

5.4. We now consider some aspects of §4.2 in the context of §5.1 and §5.2. To do so, let \(A\) be a simple abelian variety of dimension \(g\), \(\lambda\) an ample divisor on \(A\), \(\Delta := \text{End}^0(A)\), \(Z\) the centre of \(\Delta\) and \(K \subseteq Z\) the subfield fixed by the Rosati involution \(r\lambda\). Then \(K\), by Theorem 5.1, is a totally real field. As in §2.5 we let \(m\) denote the Schur index of the division ring \(\Delta, t := [Z : \mathbb{Q}], e := [K : \mathbb{Q}]\) and \(\sigma_1, \ldots, \sigma_e\) the embeddings of \(K\) into \(\mathbb{R}\).

Suppose that \(D\) is a divisor on \(A\) with the property that \(\Phi_{\lambda}(D) = \alpha \in K\). We then have

\[
Nrd_{\Delta/\mathbb{Q}}(\alpha) = Nr_{K/\mathbb{Q}}(\alpha)^m[Z:K] = \prod_{i=1}^{e} \sigma_i(\alpha)^m[Z:K],
\]

and so the polynomial

\[
p_{D,\lambda}(N) = pNrd_{\lambda}(N \text{id}_A + \alpha)
\]

takes the form

\[
(5.4) \quad p_{D,\lambda}(N) = pNrd_{\lambda}(N \text{id}_A + \alpha) = \prod_{i=1}^{e} (N \text{id}_A + \sigma_i(\alpha))^{g/e},
\]

where by \(\prod_{i=1}^{e} (N \text{id}_A + \sigma_i(\alpha))^{g/e}\) in (5.4) we mean the normalized polynomial function from \(\mathbb{Z} \times K\) to \(\mathbb{Q}\) whose square is \(\prod_{i=1}^{e} (N \text{id}_A + \sigma_i(\alpha))^{2g/e}\).

In what follows if \(\alpha \in K\), then we let

\[
(5.5) \quad \Sigma^-(\alpha) := \{\sigma_j : \sigma_j(\alpha) < 0\}
\]

denote the set of embeddings \(\sigma_j\) of \(K\) for which \(\sigma_j(\alpha) < 0\).

Examples.

(i) If the pair \((\Delta, r\lambda)\) is Type I in the sense of Theorem 5.1 then \(\Delta = K\) and \(e|g\), by §5.2. The polynomial (5.4) then takes the form

\[
(5.6) \quad p_{D,\lambda}(N) = pNrd_{\lambda}(N \text{id}_A + \alpha) = Nr_{K/\mathbb{Q}}(N \text{id}_A + \alpha)^{g/e}.
\]

(ii) Suppose that the pair \((\Delta, r\lambda)\) is Type IV in the sense of Theorem 5.1 but with \(\Delta = Z\). Then \(\Delta\) is a totally imaginary quadratic extension of \(K\) and \(e|g\), in light of §5.2. As a consequence, the polynomial (5.4) then takes the form

\[
(5.7) \quad p_{D,\lambda}(N) = pNrd_{\lambda}(N \text{id}_A + \alpha) = Nr_{K/\mathbb{Q}}(N \text{id}_A + \alpha)^{g/e}.
\]
5.5. Next, we consider Theorem 4.4 as well as the discussion of §§5.1–5.4 in the context of our previous works [6] and [7]. Specifically, we prove Theorem 5.2 which, among other things, shows how these matters are related to the pair index condition, a concept we introduced in [6]. To motivate Theorem 5.2 and also to help further motivate some of what we do in the present article, we start by summarizing some of our [6].

In more detail, motivated in part by the index theorem discussed in §4.2, as well as the study of cup-product problems of the form

\[(5.8) \quad H^i(A, \mathcal{O}_A(D_1)) \times H^j(A, \mathcal{O}_A(D_2)) \to H^{i+j}(A, \mathcal{O}_A(D_1 + D_2)),\]

determined by pairs of divisors \((D_1, D_2)\) on an abelian variety \(A\), in [6] we defined the pair index condition for a pair of divisors \((D_1, D_2)\) on \(A\) to be the condition that the Euler characteristics of \(\mathcal{O}_A(D_1)\), \(\mathcal{O}_A(D_2)\), and \(\mathcal{O}_A(D_1 + D_2)\) are nonzero and \(i(D_1) + i(D_2) = i(D_1 + D_2)\).

The point is that if the Euler characteristics of \(\mathcal{O}_A(D_1)\), \(\mathcal{O}_A(D_2)\), and \(\mathcal{O}_A(D_1 + D_2)\) are nonzero, then the condition that \(i = i(D_1)\), \(j = i(D_2)\) and \(i(D_1) + i(D_2) = i(D_1 + D_2)\) is necessary for the map \((5.8)\) to be non-zero; as shown in [6, §7.1.3], this condition is not sufficient in general.

In [6] §2 we studied the pair index condition as it pertains to complex abelian varieties with real multiplication. For example, in [6, Thm. 2.2, p. 1450036-8], we showed that this condition can be satisfied in all possible instances by certain classes of simple complex abelian varieties with real multiplication by a totally real number field of degree \(g\) over \(\mathbb{Q}\). We also established the more general [6, Thm. 2.3, p. 1450036-9] which concerns satisfying the pair index condition as it applies to certain simple semihomogenous vector bundles on complex abelian varieties with real multiplication.

Here, motivated by these results of [6], we use Theorem 4.4 to prove Theorem 5.2 which gives a fairly complete characterization of the pair index condition as it pertains to pairs of line bundles on simple abelian varieties.

**Theorem 5.2.** In the setting of §5.4, and using the notation \((5.3)\), the following assertions hold true.

(a) If \(D \in \text{NS}^0(A)\) and \(\Phi_\lambda(D) = \alpha \in K\), then \(i(D) = \frac{2}{e} \# \Sigma^- (\alpha)\).

(b) If \(D_1, D_2 \in \text{NS}^0(A)\) are such that \(\Phi_\lambda(D_1) = \alpha_1 \in K\) and \(\Phi_\lambda(D_2) = \alpha_2 \in K\), then

\[i(D_1) + i(D_2) = i(D_1 + D_2)\]

if and only if \(\Sigma^- (\alpha_1 + \alpha_2) = \Sigma^- (\alpha_1) \cup \Sigma^- (\alpha_2)\).

(c) Let \(n = g/e\). Then for all \(p, q \geq 0\) with \(nq + np \leq g\), there exist integral classes \(D_1, D_2 \in \text{NS}^0(A)\) which satisfy the conditions that

(i) \((D_1^p) \neq 0, (D_2^q) \neq 0\); and

(ii) \(\Phi_\lambda(D_1) \in K, \Phi_\lambda(D_2) \in K\); and
(iii) \( i(D_1) = np, \ i(D_2) = nq, \ and \ i(D_1 + D_2) = i(D_1) + i(D_2). \)

**Proof.** Part (a) is a consequence of (5.4) combined with Theorem 4.4 (a). Part (b) is an immediate consequence of (a). Part (c) can be proven in a manner similar to the proof of [6, Thm. 2.2]. Indeed, first fix disjoint subsets \( I, J \subseteq \{1, \ldots, e\} \) with \( \#I = p \) and \( \#J = q \). Next, let \( U \subseteq \mathbb{R}^{\oplus 2e} \) be the subset consisting of those \( (x_1, \ldots, x_e, y_1, \ldots, y_e) \in \mathbb{R}^{\oplus 2e} \) with the property that \( x_k < 0 \) if \( k \in I, \ x_k > 0 \) if \( k \not\in I, \ y_k < 0 \) if \( k \in J, \ y_k > 0 \) if \( k \not\in J \) and \( x_k + y_k < 0 \) for all \( k \in I \cup J \). Then \( U \) is a non-empty open subset of \( \mathbb{R}^{\oplus 2e} \). On the other hand, by [10, p. 135] for instance, the set

\[
S := \{ (\sigma_1(\alpha_1), \ldots, \sigma_e(\alpha_1), \sigma_1(\alpha_2), \ldots, \sigma_e(\alpha_2)) : (\alpha_1, \alpha_2) \in K^{\oplus 2} \}
\]

is dense in \( \mathbb{R}^{\oplus 2e} \) and we deduce that \( U \cap S \neq \emptyset \).

Considering the definitions of \( U \) and \( S \), we conclude that there exist \( \alpha_1, \alpha_2 \in K \) with the property that

(a') \( \sigma_k(\alpha_1) < 0 \) if \( k \in I \) and \( \sigma_k(\alpha_1) > 0 \) if \( k \not\in I \)

(b') \( \sigma_k(\alpha_2) < 0 \) if \( k \in J \) and \( \sigma_k(\alpha_2) > 0 \) if \( k \not\in J \)

(c') \( \sigma_k(\alpha_1) + \sigma_k(\alpha_2) < 0 \) if \( k \in I \cup J \).

Consequently, if we fix \( D_1, D_2 \in \text{NS}^0(A) \) with \( \rho_\lambda(D_1) = \alpha_1 \) and \( \rho_\lambda(D_2) = \alpha_2 \), then some positive scalar multiple of \( D_1 \) and \( D_2 \) will satisfy the conditions desired by (c).

**Corollary 5.3.** For each \( p, 0 \leq p \leq e \), \( A \) admits an integral divisor \( D \) with \( i(D) = gp/e \).

**Proof.** Follows from Theorem 5.2 (c). \( \square \)

6. Products of abelian varieties

In order to describe the right hand side of (4.5) and (4.6) explicitly, we need a clear understanding of \( \text{End}^0(A) \). To get a sense for some of the issues involved, in this section we consider the case of product polarizations on products of abelian varieties. The main point is to prove Proposition 6.1 and Corollary 6.2 which we use in 7 where we consider examples.

**6.1.** Let \( A_i \), for \( i = 1, \ldots, k \), be abelian varieties with ample divisors \( \lambda_i \). As in [8, p. 50], for each \( \eta_{ji} \in \text{Hom}^0(A_i, A_j) \), let

(6.1) \[
r_{\lambda_i, \lambda_j}(\eta_{ji}) = \phi_{\lambda_i}^{-1} \circ \tilde{\eta}_{ji} \circ \phi_{\lambda_j} \in \text{Hom}^0(A_j, A_i).
\]

If each of the \( \lambda_i \) determine principal polarizations of the \( A_i \), then \( r_{\lambda_i, \lambda_j}(\eta_{ji}) \in \text{Hom}(A_j, A_i) \) whenever \( \eta_{ji} \in \text{Hom}(A_i, A_j) \).

**6.2.** Let \( A = A_1 \times \cdots \times A_k \), \( p_i : A \to A_i \) the projection and \( e_i : A_i \hookrightarrow A \) the inclusion. Let \( \lambda \) denote the ample divisor \( \sum_{i=1}^k p_i^* \lambda_i \) on \( A \). If \( \alpha \in \text{End}^0(A) \), then define \( \alpha_{ij} := p_i^* \alpha e_j \in \text{Hom}(A_i, A_j) \).
Hom\(^0(A_j, A_i)\). We then have:
\[
\text{(6.2)} \quad \text{End}(A) = \{ (\alpha_{ij})_{1 \leq i,j \leq k} : \alpha_{ij} \in \text{Hom}(A_j, A_i) \}
\]
and
\[
\text{(6.3)} \quad \text{End}\(^0\)(A) = \{ (\alpha_{ij})_{1 \leq i,j \leq k} : \alpha_{ij} \in \text{Hom}\(^0\)(A_j, A_i) \}.
\]

6.3. The following proposition is useful for working with examples and is an evident extension of [8, Prop. 61, p. 51]; see also [9, Lem. 2.3, p. 88] and [1, p. 1003].

**Proposition 6.1.** In the setting of §6.2, we have that
\[
\text{(6.4)} \quad \text{End}^0_{\lambda_1}(A) = \{ (\alpha_{ij}) : \alpha_{ij} = r_{\lambda_i, \lambda_j}(\alpha_{ji}), \alpha_{ij} \in \text{End}^0(A_j, A_i) \}.
\]
Also, if each of the \(\lambda_i\) determine principal polarizations of the \(A_i\), then it is also true that
\[
\text{(6.5)} \quad \text{End}_{\lambda}(B) = \{ (\alpha_{ij}) : \alpha_{ij} = r_{\lambda_i, \lambda_j}(\alpha_{ji}), \alpha_{ij} \in \text{Hom}(A_j, A_i) \}.
\]

**Proof.** See [8, p. 51] for the case \(k = 2\) and \(\lambda_i\) principal polarizations. The desired more general case is proved similarly. \(\square\)

A consequence of Proposition 6.1 is:

**Corollary 6.2.** If \(B = A^r = A \times \cdots \times A\) and \(\lambda^{\otimes r} = \sum_{i=1}^{r} p_i^* \lambda\), for \(\lambda\) an ample divisor on \(A\), then
\[
\text{(6.6)} \quad \text{End}^0_{\lambda^{\otimes r}}(B) = \{ (\alpha_{ij}) : \alpha_{ij} = r_\lambda(\alpha_{ji}), \alpha_{ij} \in \text{End}^0(A) \}.
\]
If \(\lambda\) determines a principal polarization, then
\[
\text{(6.7)} \quad \text{End}_{\lambda^{\otimes r}}(B) = \{ (\alpha_{ij}) : \alpha_{ij} = r_\lambda(\alpha_{ji}), \alpha_{ij} \in \text{End}(A) \}.
\]

**Proof.** The conclusion desired by Corollary 6.2 follows from Proposition 6.1 because \(\lambda_i = \lambda\), for \(i = 1, \ldots, k\), and so \(r_{\lambda_i, \lambda_j}(\alpha_{ji}) = r_\lambda(\alpha_{ji})\). \(\square\)

6.4. **Remark.** As in [8, Prop. 61], the equality (6.4), and similarly for (6.5), can be seen as an isomorphism
\[
\text{(6.8)} \quad D = D_{\lambda_1, \ldots, \lambda_k} : \bigoplus_i \text{End}^0_{\lambda_i}(A_i) \oplus \bigoplus_{i<j} \text{Hom}^0(A_i, A_j) \xrightarrow{\sim} \text{End}^0_{\lambda}(A)
\]
which induces an isomorphism
\[
\text{(6.9)} \quad D = D_{\lambda_1, \ldots, \lambda_k} : \bigoplus_i \text{NS}^0(A_i) \oplus \bigoplus_{i<j} \text{Hom}^0(A_i, A_j) \xrightarrow{\sim} \text{NS}^0(A).
\]
When each of the \(\lambda_i\) are principal polarizations, we similarly have isomorphisms
\[
\text{(6.10)} \quad D = D_{\lambda_1, \ldots, \lambda_k} : \bigoplus_i \text{End}_{\lambda_i}(A_i) \oplus \bigoplus_{i<j} \text{Hom}(A_i, A_j) \xrightarrow{\sim} \text{End}_{\lambda}(A)
\]
and
\[(6.11) \quad D = D_{\lambda_1, \ldots, \lambda_k} : \bigoplus_i \NS(A_i) \oplus \bigoplus_{i<j} \Hom(A_i, A_j) \sim \NS(A).\]

When \(A = E_1 \times E_2\), for \(E_i\) elliptic curves, the isomorphisms (6.10) and (6.11) are important in establishing the main results of [8]. Here the main focus is not the isomorphisms (6.8)–(6.11) but rather the useful (6.6) which we use to illustrate some of our theorems here, for instance Theorems 4.1 and 4.4.

7. Examples

In this section we show how Theorem 4.1, Corollary 4.2 and Theorem 4.4 can be used to study the Néron-Severi space of the self product of certain simple abelian varieties. Our calculations, among other things, allow for a more complete understanding of [6, E.g. 7.1.1, p. 1450036-25].

7.1. Let us suppose that \(B = A^r\) for \((A, \lambda)\) a principally polarized abelian variety with \(\text{End}(A)\) an order \(\mathfrak{a}_K\) in \(K\), a totally real number field of degree \(g\) over \(\mathbb{Q}\). We then have that
\[
\text{End}_\lambda(B) = \text{End}(A) = \mathfrak{a}_K, \quad \text{End}(B) = M_r(\mathfrak{a}_K) \quad \text{and} \quad \text{End}^0(B) = M_r(K).
\]

Also, by Corollary 6.2 it follows that
\[
\text{End}^0_{\lambda E}(B) = \{(\alpha_{ij}) \in M_r(K) : (\alpha_{ij}) = (\alpha_{ji})\},
\]
the space of symmetric matrices with entries in \(K\). In addition, if \(\alpha = (\alpha_{ij}) \in \text{End}^0_{\lambda}(B)\), then
\[(7.1) \quad \deg(\alpha) = \text{Nr}_{K/\mathbb{Q}}(\det(\alpha));
\]
here, in (7.1), we view \(\alpha\) as a \(K\)-linear operator and so its determinant is relative to \(K\).

Note also that if \(\alpha = (\alpha_{ij}) \in \text{End}^0_{\lambda}(B)\) has the form \(\alpha = \Phi_{\lambda E}(D)\) for some \(D \in \NS^0(A)\), then
\[
\frac{(D^g)}{g!} = \text{Nr}_{K/\mathbb{Q}}(\det(\alpha))
\]
and the polynomial \(p_{D,\lambda}(N)\) has the form
\[
p_{D,\lambda}(N) = p\text{Nrd}_{\lambda}(N \text{id}_A + \alpha) = \text{Nr}_{K/\mathbb{Q}}(N \text{id}_A + \alpha).
\]

7.2. Let us now restrict the discussion of (7.1) to the case that \(g = 1\) and \(r = 2\). In this case we have that \(A = E\), an elliptic curve with \(\text{End}(E) = \mathbb{Z}\). Let \(\lambda = 0_E\) the identity of \(E\). We then have
\[
\text{End}^0_{\lambda E}(B) = \left\{ \begin{pmatrix} x & y \\ y & w \end{pmatrix} : x, y, w \in \mathbb{Q} \right\},
\]
and if \( D \in \text{NS}^0(A) \) has image
\[
\Phi_\lambda(D) = \begin{pmatrix} x & y \\ y & w \end{pmatrix}
\]
in \( \text{End}^0_{\lambda\otimes2}(B) \), then
\[
(7.2) \quad \rho_{D,\lambda}(N) = \det \begin{pmatrix} N + x & y \\ y & N + w \end{pmatrix} = N^2 + (x + w)N + wx - y^2.
\]

Considering the roots of the polynomial (7.2) we deduce that \( N = 0 \) is a root of multiplicity 2 if and only if \( x = y = w = 0 \). On the other hand, if \( N = 0 \) is a root of multiplicity 1, then \( i(D) = 0 \) if and only if \( x + w > 0 \) and \( i(D) = 1 \) if and only if \( x + w < 0 \). Similarly, \( N = 0 \) is not a root if and only if \( wx - y^2 \neq 0 \) and in this case \( i(D) = 0 \) if and only if \( wx - y^2 > 0 \) and \( x + w > 0 \), \( i(D) = 1 \) if and only if \( wx - y^2 < 0 \), and \( i(D) = 2 \) if and only if \( wx - y^2 > 0 \) and \( x + w < 0 \).

7.3. Next we consider the case that \( B = A' \) for \((A, \lambda)\) a principally polarized abelian variety with \( \text{End}^0(A) = Z \) a totally imaginary quadratic extension of a totally real field \( K = \text{End}_\lambda(A) \) with \([K : Q] = g \). We then have \( \text{End}^0(B) = M_r(Z) \), and also, by Theorem 5.1 Type IV and Corollary 6.2, that
\[
\text{End}^0_{\lambda\otimes r}(B) = \{ (\alpha_{ij}) \in M_r(Z) : \alpha_{ij} = \overline{\alpha_{ij}} \},
\]
for \( \overline{\alpha_{ij}} \) the complex conjugate of \( \alpha_{ij} \). As a consequence it follows that
\[
\deg(\alpha) = \text{Nr}_{Z/Q}(\det(\alpha))
\]
for \( \alpha \in \text{End}^0(B) \).

Also, if \( \alpha = \Phi_{\lambda\otimes r}(D) \) for some \( D \in \text{NS}^0(B) \), then
\[
\frac{(D^g)}{g!} = \text{pNrd}(\alpha) = \text{Nr}_{K/Q}(\det(\alpha)).
\]

7.4. As in §7.2 we can restrict the discussion given in §7.3 to the case that \( g = 1 \) and \( r = 2 \). In particular, \( A = E \) an elliptic curve with \( \text{End}(E) \) an order in \( Z = Q(\sqrt{f}) \), for \( f \in \mathbb{Z}_{<0} \); we let \( \lambda = 0_E \) the identity of \( E \). We then have
\[
\text{End}^0_{\lambda\otimes2}(B) = \left\{ \begin{pmatrix} x \\ z - w\sqrt{f} \\ z + w\sqrt{f} \\ y \end{pmatrix} : x, y, z, w \in Q \right\}.
\]
Also, if
\[
\alpha = \begin{pmatrix} x_{11} + y_{11}\sqrt{f} \\ x_{21} + y_{21}\sqrt{f} \\ x_{12} + y_{12}\sqrt{f} \\ x_{22} + y_{22}\sqrt{f} \end{pmatrix} \in \text{End}^0(B),
\]
then \( \deg(\alpha) = \text{Nr}_{Z/Q}(\det(\alpha)) \), while if
\[
\alpha = \begin{pmatrix} x \\ z - w\sqrt{f} \\ z + w\sqrt{f} \\ y \end{pmatrix} \in \text{End}^0_{\lambda\otimes2}(B),
\]
then
\[ p_{D, \lambda}(N) = N^2 + (x + y)N - z^2 + w^2f + xy. \]

Considering (7.3) we deduce that \( N = 0 \) is a root with multiplicity 2 if and only if \( x = y = w = z = 0 \). On the other hand, if \( N = 0 \) is a root of multiplicity 1, then \( i(D) = 0 \) if and only if \( x + y > 0 \) and \( i(D) = 1 \) if and only if \( x + y < 0 \). Similarly, \( N = 0 \) is not a root if and only if \( -z^2 + w^2f + xy \neq 0 \) and in this case, \( i(D) = 0 \) if and only if \( -z^2 + w^2f + xy > 0 \) and \( x + y > 0 \), \( i(D) = 1 \) if and only if \( -z^2 + w^2f + xy < 0 \), and \( i(D) = 2 \) if and only if \( -z^2 + w^2f + xy > 0 \) and \( x + y < 0 \).

**7.5.** As our final example we suppose that \( p := \text{char } \mathbf{k} > 0 \) and consider the case that \( A = E \times E \) for \( E \) a super-singular elliptic curve. We then have that \( \text{End}(E) \) is an order in the quaternion algebra

\[ \text{End}^0(E) = \mathcal{K} = \mathbb{Q} \oplus \mathbb{Q}a \oplus \mathbb{Q}b \oplus \mathbb{Q}ab, \]

that the multiplication in \( \mathcal{K} \) satisfies the conditions that

\[ a^2, b^2 \in \mathbb{Q}, a^2 < 0, b^2 < 0, \quad \text{and} \quad ba = -ab, \]

and also that \( \mathcal{K} \) is ramified exactly at \( \{ p, \infty \} \), see for instance [20] p. 100-102 and Ex. 3.18.

Additionally, if \( \alpha = x + ya + zb + wab \in \mathcal{K} \), with \( x, y, z, w \in \mathbb{Q} \), then \( \alpha' = x - ya - zb - wab \), \( \text{Trd}_{\mathcal{K}/\mathbb{Q}}(\alpha) = \alpha + \alpha' \), and \( \text{Nrd}_{\mathcal{K}/\mathbb{Q}}(\alpha) = \alpha \alpha' \); here \( ' \) denotes the Rosati involution \( r_{\lambda} \) determined by \( \lambda = 0 \) the identity of \( E \). Let \( a^2 = a \) and \( b^2 = b \).

Now let \( R = \text{End}^0(A) = M_2(\mathcal{K}) \), and \( ' : R \rightarrow R \) the Rosati involution \( r_{\lambda^2} \). Keeping with the conventions of [21] we have that \( d^2 = [R : \mathbb{Q}] = 16, \) and \( t = [Z : \mathbb{Q}] = 1 \), for \( Z \) the centre of \( R \), and \( m = 2 \) the Schur index of \( \mathcal{K} \). The field \( F = \mathbb{Q}(\sqrt{b}) \) is a splitting field for \( R \) and an isomorphism

\[ F \otimes_{\mathbb{Q}} R \cong M_4(F) \]

is determined by identifying

\[ \alpha = \begin{pmatrix} x_{11} + y_{11}a + z_{11}b + w_{11}ab & x_{12} + y_{12}a + z_{12}b + w_{12}ab \\ x_{21} + y_{21}a + z_{21}b + w_{21}ab & x_{22} + y_{22}a + z_{22}b + w_{22}ab \end{pmatrix}, \]

with

\[ \alpha = \begin{pmatrix} x_{11} + z_{11}\sqrt{b} & y_{11} - w_{11}\sqrt{b} & x_{12} + z_{12}\sqrt{b} & y_{12} - w_{12}\sqrt{b} \\ y_{11}a + w_{11}a\sqrt{b} & x_{11} - z_{11}\sqrt{b} & y_{12}a + w_{12}a\sqrt{b} & x_{12} - z_{12}\sqrt{b} \\ x_{21} + z_{21}\sqrt{b} & y_{21} - w_{21}\sqrt{b} & x_{22} + z_{22}\sqrt{b} & y_{22} - w_{22}\sqrt{b} \\ y_{21}a + w_{21}a\sqrt{b} & x_{21} - z_{21}\sqrt{b} & y_{22}a + w_{22}a\sqrt{b} & x_{22} - z_{22}\sqrt{b} \end{pmatrix}. \]

By Corollary 6.2 the elements of \( \text{End}^0_{\lambda^2}(A) \) have the form:

\[ \alpha = \begin{pmatrix} u & x + ya + zb + wab \\ x - ya - zb - wab & v \end{pmatrix}, \]
for \( v, u, w, x, y, z \in \mathbb{Q} \), and it follows that \( \dim_{\mathbb{Q}} \text{End}_{\mathcal{A}_{\mathbb{Q}_2}}(A) = 6 \). In addition, using (7.4), we have the identification, for \( \alpha \) as in (7.5),
\[
\alpha = \begin{pmatrix}
u & \alpha & x & z & y \\u & \alpha & x & z & y \\x - z & u & y & w & x \\y - w & 0 & v & 0 & v \\
\end{pmatrix},
\]
for \( u, v, x, y, z, w \in \mathbb{Q} \).

We also have, for such \( \alpha \), that
\[
\text{Nrd}_{\mathcal{Q}/\mathbb{Q}}(\alpha) = \det(\alpha) = (ab^2w^2 - b^2z^2 - ay^2 - uv + x^2)^2
\]
and it follows, using our normalization conventions (3.17), that
\[
(7.6) \quad p\text{Nrd}_{\lambda}(\alpha) = -w^2ab + z^2b + y^2a + uv - x^2.
\]
Equation (7.6) implies that if \( D \) is a divisor on \( A \) with
\[
(7.7) \quad \Phi_{\mathcal{A}_{\mathbb{Q}_2}}(D) = \alpha = \begin{pmatrix}u & \alpha & x + y & \alpha & z + w & b + wab \\x - y & a - z & b - wab & v & 0 & v \\
\end{pmatrix},
\]
then
\[
(7.8) \quad (D^2)/2 = -w^2ab + z^2b + y^2a + uv - x^2.
\]
In particular, for a divisor \( D \) as in (7.7), the polynomial \( p_{D,\lambda}(N) \) takes the form:
\[
(7.9) \quad p_{D,\lambda}(N) = N^2 + (u + v)N + uv - x^2 - w^2ab + z^2b + y^2a.
\]

Considering (7.9) we deduce that \( N = 0 \) is a root with multiplicity 2 if and only if \( u = v = x = y = w = z = 0 \) and that if \( N = 0 \) is a root of multiplicity 1, then \( i(D) = 0 \) if and only if \( u + v > 0 \) and \( i(D) = 1 \) if and only if \( u + v < 0 \). On the other hand, \( N = 0 \) is a root if and only if \( uv - x^2 - w^2ab + z^2b + y^2a \neq 0 \) and in this case, \( i(D) = 0 \) if and only if \( -w^2ab + z^2b + y^2a + uv - x^2 > 0 \) and \( u + v > 0 \), \( i(D) = 1 \) if and only if \( -w^2ab + z^2b + y^2a + uv - x^2 < 0 \), and \( i(D) = 2 \) if and only if \( -w^2ab + z^2b + y^2a + uv - x^2 > 0 \) and \( u + v < 0 \).

Let also also note that (7.8) can be used to compute intersection numbers. Indeed, suppose that \( D_1 \) and \( D_2 \) are divisors on \( A \) with
\[
\Phi_{\mathcal{A}_{\mathbb{Q}_2}}(D_1) = \begin{pmatrix}u_1 & x & z_1 & y & b & w_1 & b & w_1 \alpha \\x_1 - y_1 & a & z_1 & b & w_1 & b & v & 1 \\
\end{pmatrix}
\]
and
\[
\Phi_{\mathcal{A}_{\mathbb{Q}_2}}(D_2) = \begin{pmatrix}u_2 & x & z_2 & y & b & w_2 & b & w_2 \alpha \\x_2 - y_2 & a & z_2 & b & w_2 & b & v & 2 \\
\end{pmatrix},
\]
If we fix indeterminates $T$ and $S$, we then have

$$((T D_1 + SD_2)^2)/2 = (-w_1^2 a b + z_2^2 b + ay_1^2 + u_1 v_1 - x_1)T^2 + (2w_1 w_2 a b + z_1 z_2 b + 2y_1 y_2 a + u_1 v_2 + u_2 v_1 - 2x_1 x_2)ST + (-w_2^2 a b + bz_2^2 + ay_2^2 + u_2 v_2 - x_2^2)T^2,$$

from which we deduce

$$D_1 D_2 = 2w_1 w_2 a b + z_1 z_2 b + 2y_1 y_2 a + u_1 v_2 + u_2 v_1 - 2x_1 x_2.$$
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