Particle-hole fluctuations in the BCS-BEC Crossover
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The effect of particle-hole fluctuations for the BCS-BEC crossover is investigated by use of functional renormalization. We compute the critical temperature for the whole range in the scattering length $a$. On the BCS side for small negative $a$ we recover the Gorkov approximation, while on the BEC side of small positive $a$ the particle-hole fluctuations play no important role, and we find a system of interacting bosons. In the unitarity limit of infinite scattering length our quantitative estimate yields $T_c/T_F = 0.264$. We also investigate the crossover from broad to narrow Feshbach resonances – for the later we obtain $T_c/T_F = 0.204$ for $a^{-1} = 0$. A key ingredient for our treatment is the computation of the momentum dependent four-fermion vertex and its bosonization in terms of an effective bound-state exchange.

I. INTRODUCTION

Ultracold gases of two-component fermions near a Feshbach resonance show a smooth crossover between Bardeen-Cooper-Schrieffer (BCS) superfluidity and Bose-Einstein condensation (BEC) of molecules \cite{2}. The quantitatively precise understanding of BCS-BEC crossover physics is a challenge for theory. Experimental breakthroughs as the realization of molecule-like state of weakly attractively interacting fermions have been achieved \cite{2}. Future experimental precision measurements could provide a testing ground for non-perturbative methods. An attempt in this direction are the recently published measurements of the critical temperature \cite{2} and collective dynamics \cite{2}. A wide range of qualitative features of the BCS-BEC crossover is already well described by extended mean-field theories which account for the contribution of both fermionic and bosonic degrees of freedom \cite{2,3}. In the limit of narrow Feshbach resonances mean-field theory becomes exact \cite{2,3}. Around this limit perturbative methods for small Yukawa couplings \cite{2} can be applied. Using $\epsilon$-expansion \cite{9} or $1/N$-expansion \cite{10} techniques one can go beyond the case of small Yukawa couplings.

Quantitative understanding of the crossover at and near the resonance has been developed through numerical calculations using various quantum Monte-Carlo (QMC) methods \cite{11,12,13,14}. Computations of the complete phase diagram have been performed from functional field-theoretical techniques, in particular from $t$-matrix approaches \cite{15}, Dyson-Schwinger equations \cite{7,16}, 2-Partice Irreducible methods \cite{17}, and renormalization-group flow equations \cite{18,19,20,21}. These unified pictures of the whole phase diagram \cite{7,10,13,16,17,19,20,21}, however, do not yet reach a similar quantitative precision as the QMC calculations.

In this paper we discuss mainly the limit of broad Feshbach resonances for which all thermodynamic quantities can be expressed in terms of two dimensionless parameters, namely the temperature in units of the Fermi temperature $T/T_F$ and the concentration $c = a k_F$. Here, $a$ is the scattering length and the density of atoms is used to define $k_F$ and $T_F$ via $n = k_F^3/(3\pi^2)$ and $T_F = k_F^2/\hbar$. (We use natural units with $\hbar = k_B = 2M = 1$.) In the broad resonance regime, macroscopic observables are to a large extent independent of the concrete microscopic physical realization, a property referred to as universality \cite{7,10,12}. This universality includes the unitarity regime where the scattering length diverges, $a^{-1} = 0$ \cite{22}, however it is not restricted to that region.

For small and negative scattering length $c^{-1} < 0, |c| \ll 1$ (BCS side), the system can be treated with perturbative methods. However, there is a significant decrease in the critical temperature as compared to the original BCS result. This was first recognized by Gorkov and Melik-Barkhudarov \cite{22}. The reason for this correction is a screening effect of particle-hole fluctuations in the medium \cite{24}. There has been no systematic analysis of this effect in approaches encompassing the full BCS-BEC crossover so far.

In this paper, we present an approach using an exact flow equation for the “average action” \cite{22} (or “flowing action”). We include the effect of particle-hole fluctuations and recover the Gorkov correction on the BCS side. We calculate the critical temperature for the second-order phase transition between the normal and the superfluid phase throughout the whole crossover.

We also calculate the critical temperature at the point $a^{-1} = 0$ for different resonance widths $\Delta B$. As a function of the microscopic Yukawa coupling $h_A$, we find a smooth crossover between the exact narrow resonance limit and the broad resonance result. The resonance width is connected to the Yukawa coupling via $\Delta B = h_A^2/(8\pi\mu_M a_b)$ where $\mu_M$ is the magnetic moment of the bosonic bound state and $a_b$ is the background scattering length.

The paper is organized as follows. In Sect. \textit{II} we explain our microscopic model and the flow equation method we use to investigate it. Section \textit{III} reviews the effect of particle-hole fluctuations on a BCS-like superfluid. Section \textit{IV} generalizes this to the whole BCS-BEC crossover and explains how we incorporate particle-hole fluctuations in our renormalization-group treatment us-
ing bosonization. We present our results for the critical temperature and the phase diagram in Secs. VII and VIII. Finally, Sect. VII describes the crossover from broad to narrow resonances and we draw conclusions in Sect. VIII.

II. MODEL AND METHOD

A. Microscopic model

We investigate the functional integral for the BCS-BEC crossover of an ultracold gas of fermionic atoms near a Feshbach resonance. We start with a microscopic action including a two-component Grassmann field \( \psi = (\psi_1, \psi_2) \), describing fermions in two hyperfine states. Additionally, we introduce a complex scalar field \( \phi \) as the bosonic degrees of freedom. In different regimes of the crossover, it can be seen as a field describing molecules, Cooper pairs or simply an auxiliary field. Using the resulting two-channel model we can describe both narrow and broad Feshbach resonances in a unified setting. Explicitly, the microscopic action at the ultraviolet scale \( \Lambda \) reads

\[
S[\psi, \phi] = \int_0^{1/T} d\tau \int d^3x \left\{ \bar{\psi} \left( \partial_\tau - \Delta - \mu \right) \psi + \phi^* \left( \partial_\tau - \frac{1}{2} \Delta - 2\mu + \nu_\Lambda \right) \phi - \hbar \Lambda \left( \phi^* \psi_1 \psi_2 + h.c. \right) \right\},
\]

where we choose nonrelativistic natural units with \( \hbar = k_B = 2M = 1 \), with \( M \) the mass of the atoms. The system is assumed to be in thermal equilibrium, which we describe using the Matsubara formalism. In addition to the position variable \( \vec{x} \), the fields depend on the imaginary time variable \( \tau \) which parameterizes a torus with circumference \( 1/T \). The variable \( \mu \) is the chemical potential. The Yukawa coupling \( h \) couples the fermionic and bosonic fields. It is directly related to the width of the Feshbach resonance. The parameter \( \nu \) depends on the magnetic field and determines the detuning from the Feshbach resonance. Both \( h \) and \( \nu \) get renormalized by fluctuations, and the microscopic values \( h_\Lambda \), and \( \nu_\Lambda \) have to be determined by the properties of two-body scattering in vacuum. For details, we refer to [15] [20].

More formally, the bosonic field \( \phi \) appears quadratically in the microscopic action in Eq. (1). The functional integral over \( \phi \) can be carried out. This shows that our model is equivalent to a purely fermionic theory with an interaction term

\[
S_{\text{int}} = \int_{p_1, p_2, p'_1, p'_2} \left\{ -\frac{\hbar^2}{2P_\phi (p_1 + p_2)} \psi_1^*(p'_1) \psi_1(p_1) \times \psi_2^*(p'_2) \psi_2(p_2) \delta(p_1 + p_2 - p'_1 - p'_2) \right\},
\]

where \( p = (p_0, \vec{p}) \) and the classical inverse boson propagator is given by

\[
P_\phi(q) = iq_0 + \frac{q^2}{2} + \nu_\Lambda - 2\mu .
\]

On the microscopic level the interaction between the fermions is described by the tree level expression

\[
\lambda_{\psi, \text{eff}} = -\frac{\hbar^2}{-\omega + \frac{\hbar^2}{2q^2} + \nu_\Lambda - 2\mu}.
\]

Here, \( \omega \) is the real-time frequency of the exchanged boson \( \phi \). It is connected to the Matsubara frequency \( q_0 \) via analytic continuation \( \omega = -iq_0 \). Similarly, \( q = p_1 + p_2 \) is the center of mass momentum of the scattering fermions \( \psi_1 \) and \( \psi_2 \) with momenta \( p_1 \) and \( p_2 \), respectively.

In this paper we will mainly discuss the limit of broad Feshbach resonances, which is realized in current experiments, e.g. with \(^6\)Li and \(^{40}\)K. This corresponds to the limit \( h \to \infty \), for which the microscopic interaction becomes pointlike, with strength \( -\hbar^2/\nu_\Lambda \). For broad Feshbach resonances, one has a far going universality. Macroscopic quantities are independent of the microscopic details and can be expressed in terms of only a few parameters. In our case this is the two-body scattering length \( a \) or, at finite density, the concentration \( c = ak_F \), where the Fermi momentum is related to the density by \( k_F = (3\pi^2n)^{1/3} \). At nonzero temperature, an additional parameter is given by \( T/T_F \), where \( T_F \) is the Fermi temperature.

B. Flow equations for the effective action

The functional renormalization group connects the microphysics, as introduced in Sect IIIA to macrophysics and therefore to observable thermodynamics, by means of a non-perturbative flow equation. For this description, we start with a functional integral representation of the grand canonical partition function

\[
Z = \int D\vec{\chi} e^{-S[\vec{\chi}]}.
\]

Here, \( \vec{\chi} \) collects bosonic and fermionic degrees of freedom. In our case it can be written as a vector of the form

\[
\vec{\chi}(x) = \left( \tilde{\phi}_1(x), \tilde{\phi}_2(x), \tilde{\psi}_1(x), \tilde{\psi}_2(x), \tilde{\psi}_1^*(x), \tilde{\psi}_2^*(x) \right),
\]

where we have decomposed the complex bosonic field into its two real components,

\[
\tilde{\phi}(x) = \frac{1}{\sqrt{2}} (\phi_1(x) + i\phi_2(x)).
\]

We generalize equation (5) by introducing a source term \( \int J \vec{\chi} \) and an infrared cutoff term \( \Delta S_k[\vec{\chi}] \), so that we obtain
\[ Z_k[J] = e^{W_k[J]} = \int \mathcal{D} \chi e^{-S[\chi]} - \Delta S_k[\chi] + f J \tilde{\chi}. \] (8)

Here, the first equation includes a definition of the infrared regulated functional \( W_k[J] \). The cutoff term \( \Delta S_k[\chi] \) is quadratic in the fields. In Fourier space it reads

\[ \Delta S_k[\chi] = \frac{1}{2} \int \tilde{\chi}^2(q) R_k(q) \tilde{\chi}(q), \] (9)

where the infrared cutoff function \( R_k(q) \) has the properties

\[ R_k(q) \to \infty \text{ for } k \to \Lambda, \]
\[ R_k(q) \approx k^2 \text{ for } \frac{|q|}{k} \to 0, \]
\[ R_k(q) \to 0 \text{ for } \frac{k}{|q|} \to 0. \] (10)

For \( k = 0 \) the functional \( Z_k[J] \) generates the n-point functions, while \( W_k[J] \) is the generating functional for the connected correlation functions. The average action is defined as a modified Legendre transform of \( W_k[J] \),

\[ \Gamma_k[\chi] = \left( -W_k[J] + \int J \chi \right) - \Delta S_k[\chi], \] (11)

with \( \chi = \langle \tilde{\chi} \rangle_J = \delta W_k/\delta J \). The average action has the important property that it interpolates between the microscopic action for \( k = \Lambda \) and the quantum effective action, when \( k = 0 \) and the cutoff is absent. For \( k \neq 0 \) the average action \( \Gamma_k[\chi] \) is the coarse grained free energy

\[ \Gamma_k[\chi] \to S[\chi] \quad (k \to \Lambda), \]
\[ \Gamma_k[\chi] \to \Gamma[\chi] \quad (k \to 0). \] (12)

The scale dependence of the average action is given by the flow equation \[ 25 \]

\[ \partial_k \Gamma_k[\chi] = \frac{1}{2} \text{STr} \left[ \left( \Gamma_k^{(2)} + R_k \right)^{-1} \partial_k R_k \right]. \] (13)

Here, the STR operation involves an integration over momenta as well as a summation over internal indices. We employ the second functional derivative of \( \Gamma_k \)

\[ \left( \Gamma_k^{(2)}[\chi] \right)_{ij}(p_1, p_2) = \frac{\delta}{\delta \chi_i(-p_1)} \Gamma_k[\chi] \frac{\delta}{\delta \chi_j(p_2)}. \] (14)

Equation (13) is an exact equation and the starting point of our investigations. It is a differential equation for a functional which translates to a system of infinitely many coupled differential equations for running couplings. In perturbation theory, the solution of Eq. (13) corresponds to the computation of infinitely many Feynman diagrams. Finding exact solutions to Eq. (13) for non-trivial theories is not possible in practice, but one can use truncations in the space of possible functionals to find approximate solutions. Such approximations do not have to rely on the existence of a small expansion parameter such as the interaction strength and they are therefore of a non-perturbative nature. For reviews of the functional renormalization group method see \[ 27, 28, 29 \].

From the full effective action \( \Gamma[\chi] = \Gamma_{k=0}[\chi] \) one can derive all macroscopic properties of the system under consideration. For example, the thermodynamic properties can be obtained from the grand canonical partition function \( Z \) or the corresponding grand canonical potential \( \Phi_G = -T \ln Z \). It is related to the effective action via

\[ \Gamma[\chi_{eq}] = \Phi_G/T. \] (15)

Here \( \chi_{eq} \) is the solution of the field equation

\[ \delta \Gamma[\chi] \bigg|_{\chi=\chi_{eq}} = 0. \] (16)

Since the effective action is the generating functional of the one-particle-irreducible (1PI) correlation functions, we can also derive dynamical properties from \( \Gamma[\chi] \). For example, for a homogeneous field \( \chi_{eq} \), the full propagator \( G(q) \) is obtained from

\[ (\Gamma^{(2)})_{ij}(p_1, p_2) = (G^{-1})_{ij}(p_1) \delta(p_1 - p_2). \] (17)

In this work, we solve the flow equation (13) approximately by using a truncation in the space of possible functionals \( \Gamma_k \). More explicitly, our truncation reads

\[ \Gamma_k[\chi] = \int_0^{1/T} d\tau \int d^3x \left\{ \psi^\dagger (\partial_\tau - \Delta - \mu) \psi \\
+ \bar{\phi}^* (\bar{Z}_\phi \partial_\tau - \frac{1}{2} \bar{A}_\phi \Delta) \bar{\phi} + \bar{U}(\bar{\rho}, \mu) \\
- \bar{h}(\bar{\phi}^* \psi_1 \psi_2 + \bar{\phi} \psi^\dagger_1 \psi^\dagger_2) \right\}. \] (18)

Here the effective potential \( \bar{U}(\bar{\rho}, \mu) \) contains no derivatives and is a function of \( \bar{\rho} = \bar{\phi}^* \bar{\phi} \) and \( \mu \). Besides the couplings parameterizing \( \bar{U} \) (see below) our truncation contains three further \( k \)-dependent (“running”) couplings \( \bar{A}_\phi, \bar{Z}_\phi \) and \( \bar{h} \). The truncation in Eq. (18) can be motivated by a systematic derivative expansion and analysis of symmetry constraints (Ward identities), see \[ 19, 26, 30 \]. The truncation in Eq. (18) does not yet incorporate the effects of particle-hole fluctuations and we will come back to this issue in Sect. III, Eq. (50). In terms of renormalized fields \( \bar{\phi} = \bar{A}_\phi^{1/2} \bar{\phi}, \rho = \bar{A}_\phi \bar{\rho} \),
renormalized couplings \( Z_\phi = Z_\phi/A_\phi, \ h = \bar{h}/\sqrt{A_\phi} \) and effective potential \( U(\rho, \mu) = U(\bar{\rho}, \mu) \), Eq. (18) reads
\[
\Gamma_k[\chi] = \int_0^{1/T} d\tau \int d^3x \left\{ \psi^\dagger (\partial_\tau - \Delta - \mu) \psi \\
+ \phi^* (Z_\phi \partial_\tau - \frac{1}{2} \Delta) \phi + U(\rho, \mu) \\
- h (\phi^* \psi_1 \psi_2 + \phi \psi_2^\dagger \psi_1^\dagger) \right\}. \tag{19}
\]
For the effective potential, we use an expansion around the \( k \)-dependent location of the minimum \( \rho_0(k) \) and the \( k \)-independent value of the chemical potential \( \mu_0 \) that corresponds to the physical particle number density \( n \). We determine \( \rho_0(k) \) and \( \mu_0 \) by the requirements
\[
(\partial_\rho U)(\rho_0(k), \mu_0) = 0 \quad \text{for all } k \\
- (\partial_\mu U)(\rho_0, \mu_0) = n \quad \text{at } k = 0. \tag{20}
\]
More explicitly, we employ a truncation for \( U(\rho, \mu) \) of the form
\[
U(\rho, \mu) = U(\rho_0, \mu_0) - n_k (\mu - \mu_0) \\
+ (m^2 + \alpha(\mu - \mu_0)) (\rho - \rho_0) \\
+ \frac{1}{2} \lambda (\rho - \rho_0)^2. \tag{21}
\]
In the symmetric or normal gas phase, we have \( \rho_0 = 0 \), while in the regime with spontaneous symmetry breaking, we have \( m^2 = 0 \). The atom density \( n = -\partial U/\partial \mu \) corresponds to \( n_k \) in the limit \( k \to 0 \).

In total, we have the running couplings \( m^2(k), \lambda(k), \alpha(k), n_k, Z_\phi(k) \) and \( h(k) \). (In the phase with spontaneous symmetry breaking \( m^2 \) is replaced by \( \rho_0 \).) In addition, we need the anomalous dimension \( \eta = -k \partial_k \ln A_\phi \). We project the flow of the average action \( \Gamma_k \) on the flow of these couplings by taking appropriate (functional) derivatives on both sides of Eq. (13). We thereby obtain a set of coupled nonlinear differential equations which can be solved numerically.

At the microscopic scale \( k = \lambda \) the initial values of our couplings are determined from Eq. (12). This gives \( m^2(\Lambda) = \nu_\lambda - 2\mu_0, \rho_0 = 0, \lambda(\Lambda) = 0, \ Z_\phi(\Lambda) = 1, \ h(\Lambda) = h_\lambda, \ \alpha(\Lambda) = -2 \) and \( n_\Lambda = 3\pi^2 \mu_0 \theta(\mu_0) \). The initial values \( \nu_\lambda \) and \( h_\lambda \) can be connected to the two particle scattering in vacuum close to a Feshbach resonance. For this purpose one follows the flow of \( m^2(k) \) and \( h(k) \) in vacuum, i.e. \( \mu_0 = T = n = 0 \) and extracts the renormalized parameters \( m^2 = m^2(k = 0), \ h = h(k = 0) \). The scattering length \( a \) obeys \( a = -h/\langle 8\pi m^2 \rangle \) and the renormalized Yukawa coupling \( h \) determines the width of the resonance as discussed in Sect. VII. Broad Feshbach resonances with large \( h \) become independent of \( h \).

The infrared cutoff we use is purely space-like and reads in terms of the bare fields
\[
\Delta S_k = \int_p \left\{ \psi^\dagger (p) \left( \text{sign}(p^2 - \mu) k^2 - (\bar{p}^2 - \mu) \right) \right. \\
\times \left. \theta \left( k^2 - |\bar{p}^2 - \mu| \right) \psi(p) \right. \\
+ \bar{\phi}^* (p) A_\phi \left( k^2 - \bar{p}^2 / 2 \right) \theta \left( k^2 - \bar{p}^2 / 2 \right) \phi(p) \right\}. \tag{22}
\]
For the fermions it regularizes fluctuations around the Fermi surface, while for the bosons fluctuations with small momenta are suppressed. The choice of \( \Delta S_k \) in Eq. (22) is an optimized choice in the sense of [29, 31].

The flow equations without the effect of the particle-hole exchange have been discussed extensively elsewhere [19, 20]. Even though we use here a different cutoff and a different treatment of the density, we will not give them explicitly and rather concentrate on the effects of particle-hole exchange diagrams.

III. PARTICLE-HOLE FLUCTUATIONS

The BCS theory of superfluidity in a Fermi gas of atoms is valid for a small attractive interaction between the fermions [32]. In a renormalization group setting, the features of BCS theory can be described in a purely fermionic language. The only scale dependent object is the fermion interaction vertex \( \lambda_\psi \). The flow depends on the temperature and the chemical potential. For positive chemical potential \( \mu > 0 \) and small temperatures \( T \), the appearance of pairing is indicated by the divergence of \( \lambda_\psi \).

In general, the interaction vertex is momentum dependent and represented by a term
\[
\Gamma_{\lambda_\psi} = \int_{p_1, p_2, p'_1, p'_2} \lambda_\psi(p_1, p_1', p_2', p_2) \left( \right. \psi_1^\dagger(p_1') \psi_1(p_1) \psi_2^\dagger(p_2') \psi_2(p_2) \left. \right) \tag{23}
\]
in the effective action. In a homogeneous situation, momentum conservation restricts the expression in Eq. (23) to three independent momenta, \( \lambda_\psi \sim \delta(p_1' + p_2' - p_1 - p_2) \). The flow of \( \lambda_\psi \) has two contributions which are depicted in Fig. 1. The first diagram describes particle-particle fluctuations. For \( \mu > 0 \) its effect increases as the temperature \( T \) is lowered. For small temperatures \( T \leq T_{c, \text{BCS}} \) the logarithmic divergence leads to the appearance of pairing, as \( \lambda_\psi \to \infty \).

In the purely fermionic formulation the flow equation for \( \lambda_\psi \) has the general form [25, 26]
\[
\partial_\lambda \lambda_\psi = A_\beta \lambda_\psi \lambda_\gamma, \tag{24}
\]
with \( \alpha, \beta, \gamma \) denoting momentum as well as spin labels. A numerical solution of this equation is rather involved due to the rich momentum structure. The case of the
related the scattering length, here $\partial_\ell$ indicates derivatives with respect to the cutoff terms in the propagators and does not act on the vertices in the depicted diagrams. We will refer to the first loop as the particle-particle loop (pp-loop) and to the second one as the particle-hole loop (ph-loop).

attractive Hubbard model in two dimensions, which is close to our problem, has recently been discussed in [34]. The BCS approach concentrates on the pointlike coupling, evaluated by setting all momenta to zero. For $k \to 0$, $\mu_0 \to 0$, $T \to 0$ and $n \to 0$ this coupling is related the scattering length, $a = \frac{1}{\pi} \lambda_\psi (p_1 = 0)$. In the BCS approximation only the first diagram in Fig. 1 is kept, and the momentum dependence of the couplings on the right-hand side of Eq. (23) is neglected, by replacing $\lambda_\psi^{\mu}$ by the pointlike coupling evaluated at zero momentum. In terms of the scattering length $\alpha$, Fermi momentum $k_F$ and Fermi temperature $T_F$, the critical temperature is found to be

$$\frac{T_c}{T_F} \approx 0.61 e^{\pi/(2ak_F)} .$$

This is the result of the original BCS theory. However, it is obtained by entirely neglecting the second loop in Fig. 1 which describes particle-hole fluctuations. At zero temperature the expression for this second diagram vanishes if it is evaluated for vanishing external momenta. Indeed, the two poles of the frequency integration are always either in the upper or lower half of the complex plane and the contour of the frequency integration can be closed in the half plane without poles.

The dominant part of the scattering in a fermion gas occurs, however, for momenta on the Fermi surface rather than for zero momentum. For non-zero momenta of the “external particles” the second diagram in Fig. 1 - the particle-hole channel - makes an important contribution.

Setting the external frequencies to zero, we find that the inverse propagators in the particle-hole loop are

$$P_\psi(q) = iq_0 + (q - p_1)^2 - \mu ,$$

and

$$P_\psi(q) = iq_0 + (q - p_2^\prime)^2 - \mu .$$

Depending on the value of the momenta $p_1$ and $p_2^\prime$, there are now values of the loop momentum $q$ for which the poles of the frequency integration are in different half planes so that there is a nonzero contribution even for $T = 0$.

To include the effect of particle-hole fluctuations one could try to take the full momentum dependence of the vertex $\lambda_\psi$ into account. However, this leads to complicated expressions which are hard to solve even numerically. One therefore often restricts the flow to the running of a single coupling $\lambda_\psi$ by choosing an appropriate projection prescription to determine the flow equation. In the purely fermionic description with a single running coupling $\lambda_\psi$, this flow equation has a simple structure. The solution for $\lambda_\psi^{-1}$ can be written as a contribution from the particle-particle (first diagram in Fig. 1, pp-loop) and the particle-hole (second diagram, ph-loop) channels

$$\frac{1}{\lambda_\psi(k = 0)} = \frac{1}{\lambda_\psi(k = \Lambda)} + \text{pp-loop} + \text{ph-loop} .$$

Since the ph-loop depends only weakly on the temperature, one can evaluate it at $T = 0$ and add it to the initial value $\lambda_\psi(k = \Lambda)^{-1}$. Since $T_c$ depends exponentially on the “effective microscopic coupling”

$$\left(\lambda_{\psi,\Lambda}^{\text{eff}}\right)^{-1} = \lambda_\psi (k = \Lambda)^{-1} + \text{ph-loop} ,$$

any shift in $\left(\lambda_{\psi,\Lambda}^{\text{eff}}\right)^{-1}$ results in a multiplicative factor for $T_c$. The numerical value of the ph-loop and therefore of the correction factor for $T_c/T_F$ depends on the precise projection description.

Let us now choose the appropriate momentum configuration. For the formation of Cooper pairs, the relevant momenta lie on the Fermi surface,

$$p_1^2 = p_2^2 = p_1^{\prime 2} = p_2^{\prime 2} = \mu ,$$

and point in opposite directions

$$p_1 = -p_2 , \quad p_1^\prime = -p_2^\prime .$$

This still leaves the angle between $p_1$ and $p_1^\prime$ unspecified. Gorkov’s approximation uses Eqs. (30) and (31) and projects on the $s$-wave by averaging over the angle between $p_1$ and $p_1^\prime$. One can shift the loop momentum such that the internal propagators depend on $q^2$ and $(q + p_1 - p_1^\prime)^2$. In terms of spherical coordinates the first propagator depends only on the magnitude of the loop momentum $q^2 = q^2$, while the second depends additionally on the transfer momentum $(q + p_1 - p_1^\prime)^2 = \frac{1}{2}(p_1 - p_1^\prime)^2$ and the angle $\alpha$ between $q$ and $(p_1 - p_1^\prime)$,

$$(q + p_1 - p_1^\prime)^2 = q^2 + 4p^2 + 4q \bar{p} \cos(\alpha) .$$

Performing the loop integration involves the integration over $q^2$ and the angle $\alpha$. The averaging over the angle between $p_1$ and $p_1^\prime$ translates to an averaging over $p^2$.
can be done analytically \(^{24}\) for the fermionic particle-hole diagram and the result gives the well-known Gorkov correction to BCS theory, resulting in

\[
T_c = \frac{1}{(4\pi)^{1/3}} T_{c, \text{BCS}} \approx \frac{1}{2.2} T_{c, \text{BCS}}. \tag{33}
\]

In this paper we will use a numerically simpler projection by choosing \(\tilde{\rho}_1 = \tilde{\rho}_1\), and \(\tilde{\rho}_2 = \tilde{\rho}_2^2\), without an averaging over the angle between \(\tilde{\rho}_1\) and \(\tilde{\rho}_1\). The size of \(\tilde{\rho}^2 = \tilde{\rho}_1^2\) is chosen such that the one-loop result reproduces exactly the result of the Gorkov correction, namely \(\tilde{\rho} = 0.7326\sqrt{m}\). Choosing different values of \(\tilde{\rho}\) demonstrates the dependence of \(T_c\) on the projection procedure and may be taken as an estimate for the error that arises from the limitation to one single coupling \(\lambda_\psi\) instead of a momentum dependent function.

**IV. BOSONIZATION**

In Sec. \(^{11}\) we describe an effective four-fermion interaction by the exchange of a boson. In this picture the phase transition to the superfluid phase is indicated by the vanishing of the bosonic “mass term" \(m^2 = 0\). Negative \(m^2\) leads to the spontaneous breaking of U(1) symmetry, since the minimum of the effective potential occurs for a nonvanishing superfluid density \(\rho_0 > 0\).

![FIG. 2: Flow of the boson propagator.](image)

For \(m^2 \geq 0\) we can solve the field equation for the boson \(\phi\) as a functional of \(\psi\) and insert the solution into the effective action. This leads to an effective four-fermion vertex describing the scattering \(\psi_1(p_1)\psi_2(p_2) \rightarrow \psi_1(p_1')\psi_2(p_2')\)

\[
\lambda_{\psi, \text{eff}} = \frac{-h^2}{i(p_1 + p_2) + \frac{1}{2}(\tilde{\rho}_1 + \tilde{\rho}_2)^2 + m^2}. \tag{34}
\]

To investigate the breaking of U(1) symmetry and the onset of superfluidity, we first consider the flow of the bosonic propagator, which is mainly driven by the fermionic loop diagram. For the effective four-fermion interaction this accounts for the particle-particle loop (see r.h.s. of Fig. \(2\)). In the BCS limit of a large microscopic \(m^2\) the running of \(m^2\) for \(k \rightarrow 0\) reproduces the BCS result \(^{52}\).

The particle-hole fluctuations are not accounted for by the renormalization of the boson propagator. Indeed, we have neglected so far that a term

\[
\int_{\tau, \vec{x}} \lambda_\psi \bar{\psi}_1^* \psi_1 \bar{\psi}_2^* \psi_2, \tag{35}
\]

in the effective action is generated by the flow. This holds even if the microscopic pointlike interaction is absorbed by a Hubbard-Stratonovich transformation into an effective boson exchange such that \(\lambda_\psi(A) = 0\). The strength of the total interaction between fermions

\[
\lambda_{\psi, \text{eff}} = \frac{-h^2}{i(p_1 + p_2) + \frac{1}{2}(\tilde{\rho}_1 + \tilde{\rho}_2)^2 + m^2} + \lambda_\psi \tag{36}
\]

adds \(\lambda_\psi\) to the piece generated by boson exchange. In

![FIG. 3: Box diagram for the flow of the four-fermion interaction.](image)

the partially bosonized formulation, the flow of \(\lambda_\psi\) is generated by the box-diagrams depicted in Fig. \(3\). We may interpret these diagrams and establish a direct connection to the particle-hole diagrams depicted in Fig. \(4\) on the BCS side of the crossover and in the microscopic regime. There the boson gap \(m^2\) is large. In this case, the effective fermion interaction in Eq. \(\text{(36)}\) becomes momentum independent. Diagrammatically, this is represented by contracting the bosonic propagator. One can see, that the box-diagram in Fig. \(3\) is then equivalent to the particle-hole loop investigated in Sec. \(^{11}\) with the pointlike approximation \(\lambda_{\psi, \text{eff}} \rightarrow -\frac{h^2}{m^2}\) for the fermion interaction vertex. As mentioned above, these contributions vanish for \(T = 0, \mu < 0\) for arbitrary \(\tilde{\rho}\). Indeed, at zero temperature, the summation over the Matsubara frequencies becomes an integral. All the poles of this integration are in the upper half of the complex plane and the integration contour can be closed in the lower half plane. We will evaluate \(\partial_\lambda \lambda_\psi\) for \(\tilde{p}_1 = \tilde{p}_1' = -\tilde{p}_2 = -\tilde{p}_2'\), \(|\tilde{p}_1| = \tilde{p} = 0.7326\sqrt{m}\), as discussed in the Sec. \(^{11}\). For \(\mu > 0\) this yields a nonvanishing flow even for \(T = 0\).

Another simplification concerns the temperature dependence. While the contribution of particle-particle diagrams becomes very large for small temperatures, this
is not the case for particle-hole diagrams. For nonvanishing density and small temperatures, the large effect of particle-particle fluctuations leads to the spontaneous breaking of the U(1) symmetry and the associated superfluidity. In contrast, the particle-hole fluctuations lead only to quantitative corrections and depend only weakly on temperature. This can be checked explicitly in the pointlike approximation, and holds not only in the BCS regime where \(T/\mu \ll 1\), but also for moderate \(T/\mu\) as realized at the critical temperature in the unitary regime. We can therefore evaluate the box-diagrams in Fig. 1 for zero temperature. We note that an implicit temperature dependence, resulting from the couplings parameterizing the boson propagator, is taken into account.

After these preliminaries, we can now incorporate the effect of particle-hole fluctuations in the renormalization group flow. A first idea might be to include the additional term \(\lambda_\psi\) in the truncation and to study the effects of \(\lambda_\psi\) on the remaining flow equations. On the initial or microscopic scale one would have \(\lambda_\psi = 0\), but it would then be generated by the flow. This procedure, however, has several shortcomings. First, the appearance of a local pointlike approximation, and holds not only in the BCS regime get modified

\[
\lambda_{\psi,\text{eff}} = -\frac{\hbar^2}{m^2} + \lambda_\psi.
\]

(37)

This might lead to numerical instabilities for large or diverging \(\lambda_\psi\). The simple picture that the divergence of \(\lambda_{\psi,\text{eff}}\) is connected to the onset of a nonvanishing expectation value for the bosonic field \(\phi_0\), at least on intermediate scales, would not hold anymore. Furthermore, the dependence of the box-diagrams on the center of mass momentum would be neglected completely by this procedure. Close to the resonance the momentum dependence of the effective four-fermion interaction in the bosonized language as in Eq. (38) is crucial, and this might also be the case for the particle-hole contribution.

Another, much more elegant way to incorporate the effect of particle-hole fluctuations is provided by the method of bosonization \[29, 35\]. For this purpose, we use scale dependent fields in the average action. The scale dependence of \(\Gamma_k[\chi_k]\) is modified by a term reflecting the \(k\)-dependence of the argument \(\chi_k\)

\[
\frac{\partial_k \Gamma_k[\chi_k]}{\partial \chi_k} = \int \frac{d\Omega}{2} \frac{1}{\partial_k \chi_k + \frac{1}{2} \text{STr} \left[ (\Gamma_k^{(2)} + R_k)^{-1} \partial_k R_k \right]}.
\]

(38)

For our purpose it is sufficient to work with scale dependent bosonic fields \(\tilde{\phi}\) and keep the fermionic field \(\psi\) scale independent. In practice, we employ bosonic fields \(\phi_0^*\) and \(\phi_0\) with an explicit scale dependence which reads in momentum space

\[
\partial_k \phi_0(q) = (\psi_1 \psi_2)(q) \partial_k v,
\]

\[
\partial_k \phi_0^*(q) = (\psi_1^+ \psi_2^+)(q) \partial_k v.
\]

(39)

In consequence, the flow equations in the symmetric regime get modified

\[
\partial_k \bar{h} = \partial_k \bar{h}_0 - \bar{P}_\psi(q) \partial_k \psi, \quad (40)
\]

\[
\partial_k \lambda_\psi = \partial_k \lambda_\psi|_{\phi_0} - 2\bar{h} \partial_k \psi. \quad (41)
\]

Here \(q\) is the center of mass momentum of the scattering fermions. In the notation of Eq. (44) we \(q = p_1 + p_2\) and we will take \(q_0 = 0\). The first term on the right hand side in Eq. (41) gives the contribution of the flow equation which is valid for fixed field \(\phi_0\). The second term comes from the explicit scale dependence of \(\bar{h}_0\). The inverse propagator of the complex boson field \(\bar{h}\) is denoted by \(\bar{P}_\psi(q) = \bar{A}_0 \bar{P}_\psi(q) = \bar{A}_0(m^2 + iZ q_0 + q^2/2), \) cf. Eq. (41).

We can choose \(\partial_k \psi\) such that the flow of the coupling \(\lambda_\psi\) vanishes, i.e. that we have \(\lambda_0 = 0\) on all scales. This modifies the flow equation for the renormalized Yukawa coupling according to

\[
\partial_k \bar{h} = \partial_k \bar{h}_0 - \frac{m^2}{2\hbar} \partial_k \lambda_\psi|_{\phi_0}, \quad (42)
\]

with \(\partial_k \bar{h}_0\) the contribution without bosonization and \(\partial_k \lambda_\psi|_{\phi_0}\) given by the box diagram in Fig. 3. Since \(\lambda_\psi\) remains zero during the flow, the effective four-fermion interaction \(\lambda_{\psi,\text{eff}}\) is now purely given by the boson exchange. However, the contribution of the particle-hole exchange diagrams is incorporated via the second term in Eq. (42).

In the regime with spontaneously broken symmetry we use a real basis for the bosonic field

\[
\bar{\phi} = \bar{\phi}_0 + \frac{1}{\sqrt{2}} (\bar{\phi}_1 + i\bar{\phi}_2), \quad (43)
\]

where the expectation value \(\bar{\phi}_0\) is chosen to be real without loss of generality. The real fields \(\bar{\phi}_1\) and \(\bar{\phi}_2\) then describe the radial and the Goldstone mode, respectively. To determine the flow equation of \(\bar{h}\), we use the projection description

\[
\partial_k \bar{h} = i\sqrt{2}\Omega^{-1} \frac{\delta}{\delta \bar{\phi}_2(0)} \frac{\delta}{\delta \psi_1(0)} \frac{\delta}{\delta \psi_2(0)} \partial_k \Gamma_k, \quad (44)
\]

with the four volume \(\Omega = \frac{1}{2} \int d^4x\). Since the Goldstone mode has vanishing “mass”, the flow of the Yukawa coupling is not modified by the box diagram (Fig. 3) in the regime with spontaneous symmetry breaking.

We emphasize that the non-perturbative nature of the flow equations for the various couplings provides for a resummation similar to the one in Eq. (28), and thus goes beyond the treatment by Gorkov and Melik-Barkhudarov \[22\] which includes the particle-hole diagrams only in a perturbative way. Furthermore, the inner bosonic lines \(\bar{h}_0^2/\bar{P}_\psi(q)\) in the box-diagrams represent the center of
mass momentum dependence of the four-fermion vertex. This center of mass momentum dependence is neglected in Gorkov’s pointlike treatment, and thus represents a further improvement of the classic calculation. Actually, this momentum dependence becomes substantial – and should not be neglected in a consistent treatment – away from the BCS regime where the physics of the bosonic bound state sets in. Finally, we note that the truncation [10] supplemented with [34] closes the truncation to fourth order in the fields except for a fermion-boson vertex \( \lambda \phi \bar{\psi} \phi \bar{\phi} \) which plays a role for the scattering physics deep in the BEC regime [36] but is not expected to have an important impact on the critical temperature in the unitarity and BCS regimes.

V. CRITICAL TEMPERATURE

To obtain the flow equations for the running couplings of our truncation Eq. (19) we use projection prescriptions similar to Eq. (14). The resulting system of ordinary coupled differential equations is then solved numerically for different chemical potentials \( \mu \) and temperatures \( T \). For temperatures sufficiently small compared to the Fermi temperature \( T_F = (3\pi^2 n)^{2/3} \), \( T/T_F \ll 1 \) we find that the effective potential \( U \) at the macroscopic scale \( k = 0 \) develops a minimum at a nonzero field value \( \rho_0 > 0 \), \( \partial_\mu U(\rho_0) = 0 \). The system is then in the superfluid phase. For larger temperatures we find that the minimum is at \( \rho_0 = 0 \) and that the “mass parameter” \( m^2 \) is positive, \( m^2 = \partial_\mu U(0) > 0 \). The critical temperature \( T_c \) of this phase transition between the superfluid and the normal phase is then defined as the temperature where one has

\[
\rho_0 = 0, \quad \partial_\mu U(0) = 0 \quad \text{at} \quad k = 0.
\]

Throughout the whole crossover the transition \( \rho_0 \to 0 \) is continuous as a function of \( T \) demonstrating that the phase transition is of second order.

In Fig. 4 we plot our result obtained for the critical temperature \( T_c \) and the Fermi temperature \( T_F \) as a function of the chemical potential \( \mu \) at the unitarity point with \( a^{-1} = 0 \). From dimensional analysis it is clear that both dependencies are linear, \( T_c, T_F \sim \mu \), provided that non-universal effects involving the ultraviolet cutoff scale \( \Lambda \) can be neglected. That this is indeed found numerically can be seen as a nontrivial test of our approximation scheme and the numerical procedures as well as the universality of the system. Dividing the slope of both lines gives \( T_c/T_F = 0.264 \), a result that will be discussed in more detail below. We emphasize that part of the potential error in these estimates is due to uncertainties in the precise quantitative determination of the density or \( T_F \).

VI. PHASE DIAGRAM

The effect of the particle-hole fluctuations shows most prominently in the result for the critical temperature. With our approach we can compute the critical temperature for the phase transition to superfluidity throughout the crossover. The results are shown in Fig. 5. We plot the critical temperature in units of the Fermi temperature \( T_c/T_F \) as a function of the scattering length measured in units of the inverse Fermi momentum, i. e. the concentration \( c = a k_F \). We can roughly distinguish three different regimes. On the left side, where \( c^{-1} \ll 1 \), the interaction is weakly attractive. Mean field or BCS theory is qualitatively valid here. In Fig. 5 we denote the BCS result by the dotted line on the left \( (c^{-1} < 0) \).
However, the BCS approximation has to be corrected by the effect of particle-hole fluctuations, which lower the value for the critical temperature by a factor of 2.2. This is the Gorkov correction (dashed line on the left side in Fig. 5). The second regime is found on the far right side, where the interaction again is weak, but now we find a bound state of two atoms. In this regime the system exhibits Bose-Einstein condensation of molecules as the temperature is decreased. The dashed horizontal line on the right side shows the critical temperature of a free Bose-Einstein condensate of molecules. In-between there is the unitarity regime, where the two-atom scattering length diverges \((c^{-1} \to 0)\) and we deal with a system of strongly interacting fermions.

Our result including the particle-hole fluctuations is given by the solid line. This may be compared with a functional renormalization flow investigation without including particle-hole fluctuations (dot-dashed line) \([19\). For \(c \to 0\), the solid line of our result matches the BCS theory including the correction by Gorkov and Melik-Barkhudarov \([23\).

\[
\frac{T_c}{T_F} = \frac{e^{C}}{\pi} \left( \frac{2}{e} \right)^{7/3} e^{\pi/(2c)} \approx 0.28 e^{\pi/(2c)}. \tag{46}
\]

In the regime \(c^{-1} > -2\) we see that the non-perturbative result given by our RG analysis deviates from Gorkov’s result, which is derived in a perturbative setting.

On the BEC-side for very large and positive \(c^{-1}\) our result approaches the critical temperature of a free Bose gas where the bosons have twice the mass of the fermions \(M_B = 2M\). In our units the critical temperature is then

\[
\frac{T_{c,\text{BEC}}}{T_F} = \frac{2\pi}{(6\pi^2(3/2))^{2/3}} \approx 0.218. \tag{47}
\]

For \(c \to 0\), this value is approached in the form

\[
\frac{T_c - T_{c,\text{BEC}}}{T_{c,\text{BEC}}} = \kappa a_M n_M^{1/3} = \kappa \frac{a_M}{a} \left( \frac{c}{6\pi^2} \right)^{1/3}. \tag{48}
\]

Here, \(n_M = n/2\) is the density of molecules and \(a_M\) is the scattering length between them. For the ratio \(a_M/a\) we use our result \(a_M/a = 0.718\) obtained from solving the flow equations in vacuum, i.e. at \(T = n = 0\), see also \([19\). This has to be compared to the result obtained from solving the corresponding Schrödinger equation which gives \(a_M/a = 0.6\) \([37\). For the coefficients determining the shift in \(T_c\) compared to the free Bose gas we find \(\kappa = 1.55\).

For \(c^{-1} \geq 0.5\) the effect of the particle-hole fluctuations vanishes. This is expected since the chemical potential is now negative \(\mu < 0\) and there is no Fermi surface any more. Because of that there is no difference between the new curve with particle-hole fluctuations (solid in Fig. 5) and the one obtained when particle-hole contributions are neglected (dot-dashed in Fig. 5). Due to the use of an optimized cutoff scheme and a different computation of the density our results differ slightly from the ones obtained in \([19\).

In the unitary regime \((c^{-1} \approx 0)\) the particle-hole fluctuations still have a quantitative effect. We can give an improved estimate for the critical temperature at the resonance \((c^{-1} = 0)\) where we find \(T_c/T_F = 0.264\). Results from quantum Monte Carlo simulations are \(T_c/T_F = 0.15\) \([12, 13\) and \(T_c/T_F = 0.245\) \([14\). The measurement by Luo et al. \([5\) in an optical trap gives \(T_c/T_F = 0.29(\pm 0.03/0.02)\), which is a result based on the study of the specific heat of the system.

\section*{VII. CROSSOVER TO NARROW RESONANCES}

Since we use a two channel model (Eq. (1)) we cannot only describe broad resonances with \(h^2 \Lambda \to \infty\) but also narrow ones with \(h^2 \Lambda \to 0\). This corresponds to a nontrivial limit of the theory which can be treated exactly \([7, 8\). In the limit \(h \Lambda \to 0\) the microscopic action Eq. (1) describes free fermions and bosons. The essential feature is, that they are in thermodynamic equilibrium so that they have equal chemical potential. (There is a factor 2 for the bosons since they consist of two fermions.) For vanishing Yukawa coupling \(h \Lambda\) the theory is Gaussian and the macroscopic propagator equals the microscopic propagator. There is no normalization of the “mass”-term \(\mu^2\) so that the detuning parameter in Eq. (1) is \(\nu = \mu_M(B - B_0)\) and

\[
\mu = \frac{1}{2} \mu_M(B - B_0) = -\frac{1}{16\pi} h^2 a^{-1}. \tag{50}
\]

To determine the critical density for fixed temperature, we have to adjust the chemical potential \(\mu\) such that the bosons are just at the border to the superfluid phase. For free bosons this implies \(\mu^2 = 0\) and thus

\[
\mu = \frac{1}{2} \mu_M(B - B_0) = -\frac{1}{16\pi} h^2 a^{-1}. \tag{50}
\]

In the last equation we use the relation between the detuning and the scattering length

\[
a = -\frac{1}{8\pi\mu_M(B - B_0)}. \tag{51}
\]

The critical temperature \(T_c\) is now determined from the implicit equation

\[
\int \frac{d^3p}{(2\pi)^3} \left\{ \frac{2}{e^{\pi(p^2 - \mu)} + 1} + \frac{2}{e^{\pi(p^2 - 1)} - 1} \right\} = n. \tag{52}
\]

While the BCS-BEC crossover can be studied as a function of \(B - B_0\) or \(\mu\), Eq. (51) implies that for \(h^2 \Lambda \to 0\) a finite scattering length \(a\) requires \(B \to B_0\). For all \(c \neq 0\) the narrow resonance limit implies for the phase transition \(B = B_0\) and therefore \(\mu = 0\). (A different concentration variable \(c_{\text{med}}\) was used in \([7, 10\), such that the crossover could be studied as a function of \(c_{\text{med}}\) in the narrow resonance limit, see the discussion at the end.
of this section.) For $\mu = 0$ Eq. (52) can be solved analytically and gives

$$\frac{T_c}{T_F} = \left(\frac{4\sqrt{2}}{3(3 + \sqrt{2})^{3/2}\zeta(3/2)}\right)^{2/3} \approx 0.204. \quad (53)$$

This result is confirmed numerically by solving the flow equations for different microscopic Yukawa couplings $h_\Lambda$ and taking the limit $h_\Lambda \to 0$. In Fig. 6 we show the critical temperature $T_c/T_F$ as a function of the dimensionless Yukawa coupling $h_\Lambda/\sqrt{k_F}$ in the “unitarity limit” $c^{-1} = 0$ (solid line). For small values of the Yukawa coupling, $h_\Lambda/\sqrt{k_F} \lesssim 2$ we enter the regime of the narrow resonance limit and the critical temperature is independent of the precise value of $h_\Lambda$. The numerical value matches the analytical result $T_c/T_F \approx 0.204$ (dotted line in Fig. 6). For large Yukawa couplings, $h_\Lambda/\sqrt{k_F} \gtrsim 40$, we recover the result of the broad resonance limit as expected. In between there is a smooth crossover of the critical temperature from narrow to broad resonances.

![FIG. 6: (Color online) The critical temperature divided by the Fermi temperature $T_c/T_F$ as a function of the dimensionless Yukawa coupling $h_\Lambda/\sqrt{k_F}$ for $c^{-1} = 0$ (solid line). One can clearly see the plateaus in the narrow resonance limit ($T_c/T_F \approx 0.204$, dotted line) and in the broad resonance limit ($T_c/T_F \approx 0.264$, dashed line).](image)

We use here a definition of the concentration $c = a k_F$ in terms of the vacuum scattering length $a$. This has the advantage of a straightforward comparison with experiment since $a^{-1}$ is directly related to the detuning of the magnetic field $B - B_0$, and the “unitarity limit” $c^{-1} = 0$ precisely corresponds to the peak of the resonance $B = B_0$. However, for a nonvanishing density other definitions of the concentration parameter are possible, since the effective fermion interaction $\lambda_{\psi,\text{eff}}$ depends on the density. For example, one could define for $n \neq 0$ a “in medium scattering length” $a = \lambda_{\psi,\text{eff}}/(8\pi)$, with $\lambda_{\psi,\text{eff}} = -\hbar^2/m^2$ evaluated for $T = 0$ but $n \neq 0$. The corresponding “in medium concentration” $c_{\text{med}} = a k_F$ would differ from our definition by a term involving the chemical potential, resulting in a shift of the location of the unitarity limit if the latter is defined as $c_{\text{med}} = 0$. While for broad resonances both definitions effectively coincide, for narrow resonances a precise statement how the concentration is defined is mandatory when aiming for a precision comparison with experiment and numerical simulations for quantities as $T_c/T_F$ at the unitarity limit. For example, defining the unitarity limit by $c_{\text{med}}^1 = 0$ would shift the critical temperature in the narrow resonance limit to $T_c/T_F = 0.185$.

### VIII. CONCLUSION

This paper aims at a quantitatively reliable computation of the phase diagram for the transition to superfluidity for non-relativistic fermions. We obtain an estimate of the critical temperature $T_c$ for the whole range of scattering length in the BCS-BEC crossover. A quantitatively precise determination of $T_c$ for the BCS-BEC crossover is a challenge both for theory and experiment. A successful match would extend the success of the “universal critical physics” to quantities that are “nonuniversal” in the language of critical phenomena as the critical temperature itself. On the theoretical side this requires a full control of the mapping from microphysics to macrophysics. It constitutes a decisive test for non-perturbative methods in complex many-body theories. New extended notions of universality become visible, which also extend to physics away from the critical temperature, as the low temperature limit $T \to 0$.

For non-relativistic fermions the task of a precise computation of $T_c$ is difficult even for small scattering length. The basic reason is that the phase transition itself is a non-perturbative phenomenon, linked to an effective fermion interaction $\lambda_{\psi,\text{eff}}$ growing to large values. In order to locate $T_c$ precisely, one has to follow the scale-dependence of $\lambda_{\psi,\text{eff}}$ with sufficient precision. The problem arises from the substantial momentum dependence of the fluctuation contributions to the effective four-fermion vertex. In principle, a consistent one loop approximation to the flow should follow the full momentum dependence of the vertex according to Eq. (24). With the general form $T_c/T_F = F e^{\pi/(2k_F a)}$ for $ak_F \to 0$... this will influence the value of the prefactor $F$. Different projections of the flow in Eq. (24) onto a single coupling $\lambda_{\psi}$, as the BCS approximation or the Gorkov projection prescription, result in different approximations for $F$.

In this paper we use a projection that coincides with the Gorkov approximation in the BCS-limit $ak_F \to 0$. Our method of non-perturbative flow equations allows us to extend Gorkov’s result to the whole range of $a$, including the “unitarity limit” $a \to \infty$. Already at the present stage of truncation our result $T_c/T_F = 0.264$ for $a \to \infty$ agrees well with experiment and competes with quantum Monte-Carlo simulations. Further extensions of the truncation should refine the estimate of $T_c$ and also permit an indication of the theoretical uncertainty of this estimate.
Acknowledgement

We thank H. Gies, H. C. Krah1, J. M. Pawlowski, R. Schmidt and P. Strack for useful discussion. M. S. acknowledges support by the DFG under Contract No. Gi 328/1-4 (Emmy-Noether Program) and by the DFG research unit FOR723 under Contract No. We 1056/9-1.

[1] A. J. Leggett, in Modern Trends in the Theory of Condensed Matter, edited by A. Pekański and R. Przystawa (Springer-Verlag, Berlin, 1980).

[2] C. A. Regal, M. Greiner, and D. S. Jin, Phys. Rev. Lett. 92, 040403 (2004); M. Zwierlein, C. A. Stan, C. H. Schunck, S. M. F. Raupach, A. J. Kerman, and W. Ketterle, Phys. Rev. Lett. 92, 120403 (2004); J. Kinast, S. L. Hemmer, M. E. Gehm, A. Turlapov, and J. E. Thomas, Phys. Rev. Lett. 92, 150402 (2004); T. Bourdel, L. Khaykovich, J. Cubizolles, J. Zhang, F. Chevy, M. Teichmann, L. Tarruell, S. Kokkelmans, and C. Salomon, Phys. Rev. Lett. 93, 050401 (2004); C. Chin, M. Bartenstein, A. Altmeyer, S. Riedl, S. Jochim, J. Hecker Denschlag, and R. Grimm, Science 305, 1128 (2004); G. B. Partridge, K. E. Strecker, R. I. Kamar, M. W. Jack, and R. G. Hulet, Phys. Rev. Lett. 95, 020401 (2005).

[3] L. Luo, B. Clancy, J. Joseph, J. Kinast and J. E. Thomas, Phys. Rev. Lett. 98, 080402 (2007).

[4] A. Altmeyer, S. Riedl, C. Kohstall, M. Wright, R. Geursen, M. Bartenstein, C. Chin, J. Hecker Denschlag, and R. Grimm, Phys. Rev. Lett. 98, 040401 (2007); M. J. Wright, S. Riedl, A. Altmeyer, C. Kohstall, E. R. Sanchez Guajardo, J. Hecker Denschlag, and R. Grimm, Phys. Rev. Lett. 99, 150403 (2007).

[5] P. Nozieres and S. Schmitt-Rink, J. Low Temp. Phys. 59, 195 (1985).

[6] A. C. A. da melo, M. Randeria, and J. R. Engelbrecht, Phys. Rev. Lett. 71, 3202 (1993).

[7] S. Diehl and C. Wetterich, Phys. Rev. A 73, 033615 (2006).

[8] V. Gurarie and L. Radzihovsky, Ann. Phys. (N.Y.) 322, 2 (2007).

[9] Z. Nussinov and S. Nussinov, Phys. A, 74, 053622 (2006); Y. Nishida and D. T. Son, Phys. Rev. Lett. 97, 050403 (2006); Phys. Rev. A 75, 063617 (2007); Y. Nishida, Phys. Rev. A 75, 063618 (2007); P. Arnold, J. E. Drut and D. T. Son, Phys. Rev. A 75, 043605 (2007); J. W. Chen and E. Nakano, Phys. Rev. A 75 043620 (2007).

[10] P. Noicic and S. Sachdev, Phys. Rev. A 75, 033608 (2007).

[11] J. Carlson, S.-Y. Chang, V. R. Pandharipande, and K. E. Schmidt, Phys. Rev. Lett. 91, 050401 (2003); G. E. Astrakharchik, J. Boronat, J. Casulleras, and S. Giorgini, Phys. Rev. Lett. 93, 200404 (2004).

[12] A. Bulgac, J. E. Drut, and P. Magierski, Phys. Rev. Lett. 96, 090404 (2006); Phys. Rev. A 78, 023625 (2008).

[13] E. Burovski, N. Prokof’ev, B. Svistunov, and M. Troyer, Phys. Rev. Lett. 96, 160402 (2006).

[14] V. V. Akkineni, D. M. Ceperley, and N. Trivedi, Phys. Rev. B 76 165116 (2007).

[15] R. Haussmann, Z. Phys. B: Condens. Matter 91, 291 (1993); Q. Chen, I. Kosztin, and K. Levin, Phys. Rev. Lett. 85, 2801 (2000); P. Pieri and G. C. Strinati, Phys. Rev. B 61, 15370 (2000); A. Perali, P. Pieri, L. Pisani, and G. C. Strinati, Phys. Rev. Lett. 92, 220404 (2004); P. Pieri, L. Pisani, and G. C. Strinati, Phys. Rev. B 70, 094508 (2004).

[16] S. Diehl and C. Wetterich, Nucl. Phys. B 770, 206 (2007).

[17] R. Haussmann, W. Rantner, S. Cerrito, and W. Zwerger, Phys. Rev. A 75, 023610 (2007).

[18] M. C. Birse, B. Krippa, J. A. McGovern and N. R. Walet, Phys. Lett B 605 287 (2005).

[19] S. Diehl, J. M. Pawlowski, and C. Wetterich, Phys. Rev. A 76, 021602(R) (2007).

[20] S. Diehl, H. Gies, J. M. Pawlowski, and C. Wetterich, Phys. Rev. A 75 053627 (2007).

[21] K. B. Gubbels and H. T. C. Stoof, Phys. Rev. Lett. 100, 140407 (2008).

[22] L. Luo, Phys. Rev. Lett. 92, 090402 (2004).

[23] L. P. Gorkov and T. K. Melik-Barkhudarov, Sov. Phys.-JETP 13, 1018 (1961).

[24] H. Heiselberg, C. J. Pethick, H. Smith, and L. Viverit, Phys. Rev. Lett. 85, 2418 (2000).

[25] C. Wetterich, Phys. Lett B 301, 90 (1993).

[26] S. Diehl, C. Floerchinger, H. Gies, J. M. Pawlowski, and C. Wetterich, in preparation.

[27] J. Berges, N. Tetradis, and C. Wetterich, Phys. Rept. 363, 223 (2002); C. Bagnuls, C. Bervillier, Phys. Rept. 348, 91 (2001); C. Wetterich, Int. J. Mod. Phys. A 16, 1951 (2001); B. Delamotte, e-print arXiv:cond-mat/0702365.

[28] K. I. Aoki, Int. J. Mod. Phys. B, 14, 1249 (2000); W. Metzner, Prog. Theor. Phys. Suppl. 160, 58 (2005); M. Salerno and C. Honerkamp, Prog. Theor. Phys. 105, 1 (2001).

[29] J. M. Pawlowski, Ann. Phys. (N.Y.) 322, 2831 (2007).

[30] S. Floerchinger and C. Wetterich, Phys. Rev. A 77, 053606 (2008).

[31] D. F. Litim, Phys. Lett. B 486, 92 (2000).

[32] L. Cooper, Phys. Rev. 104, 1189 (1956); L. Bardeen, L. Cooper, and J. Schrieffer, Phys. Rev. 108, 1175 (1957).

[33] U. Ellwanger and C. Wetterich, Nucl. Phys. B 423, 137 (1994).

[34] P. Strack, R. Gersch, and W. Metzner, e-print arXiv:0804.3994.

[35] H. Gies and C. Wetterich, Phys. Rev. D 65, 065001 (2002); Acta Phys. Slov. 52, 215 (2002).

[36] S. Diehl, H. C. Krah1, and M. Scherer, e-print arXiv:0712.2846.

[37] D. S. Petrov, C. Salomon, and G. V. Shlyapnikov, Phys. Rev. Lett. 93, 090404 (2004).