Improving the Sensitivity of Task-Related Functional Magnetic Resonance Imaging Data Using Generalized Canonical Correlation Analysis
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General Linear Modeling (GLM) is the most commonly used method for signal detection in Functional Magnetic Resonance Imaging (fMRI) experiments, despite its main limitation of not taking into consideration common spatial dependencies between voxels. Multivariate analysis methods, such as Generalized Canonical Correlation Analysis (gCCA), have been increasingly employed in fMRI data analysis, due to their ability to overcome this limitation. This study, evaluates the improvement of sensitivity of the GLM, by applying gCCA to fMRI data after standard preprocessing steps. Data from a block-design fMRI experiment was used, where 25 healthy volunteers completed two action observation tasks at 1.5T. Whole brain analysis results indicated that the application of gCCA resulted in significantly higher intensity of activation in several regions in both tasks and helped reveal activation in the primary somatosensory and ventral premotor area, theoretically known to become engaged during action observation. In subject-level ROI analyses, gCCA improved the signal to noise ratio in the averaged timeseries in each preselected ROI, and resulted in increased extent of activation, although peak intensity was considerably higher in just two of them. In conclusion, gCCA is a promising method for improving the sensitivity of conventional statistical modeling in task related fMRI experiments.
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INTRODUCTION

Functional Magnetic Resonance Imaging (fMRI) is one of the most popular methods for detecting systematic changes in regional brain activity during the performance of cognitive tasks. Brain activity is measured by detecting local changes of Blood Oxygenation Level Dependent (BOLD) signal which originates from systematic variations in blood oxygenation levels over time, typically...
between periods of active engagement in a given task and periods of rest or engagement in a comparison (reference or baseline) task.

Various statistical methods have been used to detect these signal variations, with General Linear Model (GLM) being one of the most popular. GLM statistical analysis is performed independently for each voxel and therefore is univariate. A univariate method, such as GLM, assumes neighboring voxels to be independent, without taking into consideration the spatial covariance structure of each voxel. An inherent limitation of GLM is that it does not take into account commonly occurring spatial dependencies between voxels (Zarahn et al., 1997). Spatial smoothing is typically applied to overcome this limitation which, in turn, may obscure smaller activity sources (Yang et al., 2018).

Multivariate analysis methods are being increasingly employed for fMRI data analysis, which can take into account multiple sources of variability simultaneously, including Independent Component Analysis (ICA; Calhoun et al., 2009), sparse Partial Least Squares (PLS) regression (Monteiro et al., 2015) and Canonical Correlation Analysis (CCA). The latter was first introduced by Hotelling (1936), and was designed to describe linear associations between two random variables so that their cross-correlation is maximized, and can be considered as a multivariate extension of the GLM (Thompson, 2005). Variants of CCA have been proposed to overcome crucial limitations of ordinary CCA, mainly poor specificity (Friman et al., 2001; Nandy and Cordes, 2004). One of these algorithms is generalized CCA (gCCA; Kettenring, 1971), a method applicable to more than two random vectors.

Both CCA and gCCA have been applied to fMRI data analysis. Friman et al. (2001) used CCA to successfully detect homogenous maps of the brain by combining subspace modeling of the expected task-related hemodynamic response and estimation of local spatial dependencies. Li et al. (2009) applied gCCA to multiple fMRI datasets in an attempt to separate distinct temporal sources within each dataset and to describe the correlation profiles of each source across different datasets. In contrast, Afshin-Pour et al. (2012) highlighted the possibility that several subjects may share an unknown spatial response (or spatial map) to a specific experimental manipulation, but may show different temporal responses. In a previous report (Karakasis et al., 2020), a two-stage gCCA method was introduced for single-task multi-subject fMRI analysis, under the assumption of a common task-related set of spatial and temporal responses. The goal of this approach is to capture the basic features of the fMRI signal by taking into consideration both the common task-related spatial component and the common spatial components associated with ongoing, background activity. The proposed realization of gCCA computes the common task-related temporal component to derive an estimate of the associated common task-related spatial component and construct the respective activation map.

The goal of the present work was to explore the capacity of an unsupervised method for signal processing in improving the sensitivity of conventional statistical modeling of block-design task-related fMRI data. This approach relies on gCCA applied to the data after standard preprocessing steps (co-registration to MNI space, anatomic normalization, band-pass filtering/detrending, motion correction, and spatial smoothing). To demonstrate the potential utility of the gCCA algorithm we applied it to data from a previous fMRI experiment of action observation (Savaki et al., 2021). Specifically, we used data from two tasks identical in all design and stimulus characteristics with the exception of the precise kinematics of the observed action. Reference blocks involved observation of a static snapshot from the action clip presented during the “active” blocks, to further reduce visual differences between active and reference blocks (no decision or response was required from participants throughout the task). Initially, whole-brain activation maps were obtained by applying the standard GL model to (i) fMRI data submitted to conventional preprocessing and (ii) conventional preprocessing followed by gCCA. To characterize the effect of gCCA in more detail, we also extracted data on the extent and degree of estimated activation from first-level (person-specific) T-maps focusing on four key regions of the brain network known to be involved in action observation (Simos et al., 2017; Savaki et al., 2021). These regions were selected based on three additional criteria: (1) they cover both posterior (occipitotemporal and postcentral gyrus) and anterior sections of the brain (dorsolateral prefrontal), (2) they include both sensory processing (extrastriate visual and primary somatosensory) and motor representation cortex (dorsal and ventral premotor areas), and (3) they display a wide range of signal intensities based on our earlier experiment on action observation (strong signal in occipitotemporal and dorsal premotor, and weaker, more variable signal across participants in ventral premotor and primary somatosensory cortex).

MATERIALS AND METHODS

Participants

Functional Magnetic Resonance Imaging data were obtained from 25 healthy adults (mean age = 28.4, SD = 4.3 years; 11 men) without history of neurological or psychiatric disorder, sensory or motor deficit (convenience sample recruited through ads posted in the Voutes campus of the University of Crete). They all had normal or corrected to normal vision and provided written consent in accordance to the declaration of Helsinki. The study was approved by the Ethics Committees of (i) the University Hospital of Crete and (ii) the Foundation for Research and Technology – Hellas (FORTH).

Stimuli and Tasks

Participants completed two passive, action observation tasks, which were identical in all respects with the exception of the specific kinematic characteristics of the observed action. Each task comprised four “active” 35 s blocks, alternating with four 35 s baseline blocks. A video clip illustrating a two-movement action sequence was presented 6 times within each “active” block. The stimulus set-up was identical across blocks and conditions, presenting a female person sitting behind a table. A white tea cup was positioned on the table and a ceramic bowl 30 cm in diameter was located on a smaller table right next to the person’s head. The "Fast to cup – Slow to person" condition (Fs-P) consisted of
a rapid grasping movement toward the tea cup (time duration equal to 1,400 ms and average velocity equal to 0.36 m/sec), followed by a much slower movement that brings the cup to the person’s mouth (time duration equal to 4,033 ms and average velocity equal to 0.12 m/sec). The “Slow to cup – Fast to person” condition (sf-P) consisted of a slow grasping movement toward the tea cup (time duration equal to 4,033 ms and average velocity equal to 0.12 m/sec), followed by a much faster movement that brings the cup to the person’s mouth (time duration equal to 1,400 ms and average velocity equal to 0.36 m/sec). Clip duration was always 5,433 ms, with a 400 ms blank screen between successive repetitions of each clip. The stimulus in the static baseline blocks consisted of the first frame of the corresponding video clip, which was repeated six times (duration = 5,433 ms) interspersed with a 400 ms blank screen. In both experiments a white cross for fixation remained on the screen for the entire duration of the recording, with the exception of a 3 s period between blocks during which a blank screen was presented to allow participants to move their eyes freely and blink if needed. Participants were asked to keep fixating the cross when appeared on the screen, and keep their hands resting on their stomach. Additional details on the stimuli and task can be found in Savaki et al. (2021).

### Image Acquisition and Conventional Preprocessing

Functional Magnetic Resonance Imaging data were acquired using an upgraded 1.5T Siemens Vision/Sonata scanner (Erlangen, Germany) with powerful gradients (Gradient strength: 45 mT/m, Gradient slew rate: 200 mT/m/ms) and a standard four channel head array coil. For the BOLD-fMRI, a T2*-weighted, fat saturated 2D-FID-EPI sequence was used with the following parameters: repetition time (TR) 3,500 ms, echo time (TE) 50 ms, field of view (FOV) 192 × 192 × 108 mm (x; y; z), acquisition voxel size 3 × 3 × 3 mm. Whole brain scans consisted of 36 transverse slices with 3.0-mm slice thickness and no interslice gap. The timeseries recorded in each condition comprised 80 volumes (time points), with 40 volumes recorded during observation of repeated person-directed action and 40 volumes recorded during observation of a static hand. The first 5 volumes of each time-series were ignored in the analyses as is customary in fMRI studies.

Additionally, high resolution anatomical images were acquired sagittally, using a 3D magnetization-prepared rapid acquisition gradient echo sequence (3D-MPRAGE) with the following parameters: TR 9.8 ms, TE 4.6 ms, flip angle 8 deg, inversion time (TI) 922 ms, FOV 180 × 230 (x; z), with acquisition voxel size of 0.98 × 0.98 (x; z) and slice thickness of 1 mm.

Image preprocessing was performed in SPM12. Initially, EPI scans were spatially realigned to the first image of the first timeseries using second-degree B-spline interpolation algorithms and motion-corrected through rigid body transformations (three translations and three rotations about each axis). Next, images were spatially normalized to a common brain space (MNI template), smoothed using an isotropic Gaussian filter (FWHM = 8 mm), and high pass filtered with a time constant of 128 s.

### Additional Preprocessing Using Generalized Canonical Correlation Analysis

In a previous report of ours (Karakasis et al., 2020), a generative model was proposed which takes into account the common task-related spatial and temporal responses, as well as the common spatial responses that are related to the background hemodynamic activity attributed to resting state networks. Specifically, under the setting of a task-related multi-subject experiment, the aforementioned model assumes that the recordings of each subject can be expressed as a linear superposition of three groups of components. The first group comprises the spatial and temporal responses to the experimental stimuli and are assumed to be common across different subjects up to possibly different intensities. The second group expresses the spatial and temporal responses that are attributed to the existence of resting state networks. The model assumes that these responses have common, across subjects, manifestations in space, under the assumption of common spatially organized resting state networks, while the temporal responses of these networks may vary across subjects. Finally, the third group captures the uncommon responses of each participant, which do not belong to the first two groups and can be considered as (strong) additive noise, independent across participants.

In earlier work gCCA had been successfully applied in estimating a linear subspace which is “common” to a collection of sets of random variables (Ibrahim and Sidiropoulos, 2019) and latter applied to estimate a basis of the subspace that is spanned by the common spatial responses (task-related or not; Karakasis et al., 2020). Projecting the fMRI data of all participants onto this subspace helps to suppress any spatial responses that are not shared by all participants and, as a result, provides a noise reduction effect, which could potentially increase the SNR in both weakly and strongly activated regions. In our previous work and in the present analyses the gCCA algorithm is supplemented by a data-driven criterion for estimating the proper dimension for modeling the common subspace.

### Statistical Analyses

The two fMRI datasets (conventionally preprocessed designated as “original” and conventionally preprocessed followed by gCCA [“gCCA-processed”]) were submitted to a fixed effects General Linear Model (Friston et al., 1995) separately for each participant and task. The model included two condition regressors of interest (active, static). Contrasts of interest (fs-P or sf-P > the corresponding static baseline) were thresholded at p < 0.001 uncorrected.

In whole-brain analyses, individual contrast t-value images were input to the second level random effects analysis to estimate the generalizability of activations. The main analysis involved one-sample t-tests (s-f to person vs. static baseline and f-s to person vs. static baseline). Supplementary analyses involved pairwise comparisons of resulting contrast maps between original
and gCCA-processed data, separately for each task. Second level activations were assessed for statistical significance by applying a threshold of \( p < 0.05 \) with family wise error (FWE) correction for multiple comparisons at the cluster level, with an initial voxel-wise threshold of \( p = 0.001 \). Monte Carlo simulation (Slotnick, 2017) was applied when necessary (in cases where voxel clusters were smaller than the minimum number required to obtain FWE-adjusted significance of \( p < 0.05 \)) using the estimated smoothness of our functional data (10 mm). This resulted in a minimal cluster size of 58 voxels at a threshold of \( p < 0.001 \) uncorrected to achieve correction for multiple comparisons for \( p < 0.05 \). Anatomic identification of active clusters was performed using the SPM Anatomy Toolbox (v2.2; Eickhoff et al., 2004).

In region-specific analyses, we computed the extent of activation (number of voxels exceeding a fixed criterion of \( p < 0.01 \) uncorrected) and peak activation (\( T \) value) in four ROIs where significant, activation clusters were found and which are known to serve as key regions of the brain network involved in action observation (Savaki and Raos, 2019). These masks were manually drawn using the WPU PickAtlas toolbox, taking care to constrain them within the anatomical borders of the following regions in the Automated Anatomical labeling atlas (Tzourio-Mazoyer et al., 2002): (1) Extrastriate Body Area (EBA; comprised of Brodmann’s area [BA] 37), (2) primary somatosensory area (SI, BA 2/3), (3) dorsal premotor area (PMd, BA 6), and (4) ventral premotor area (PMv; BA 6). Areas EBA, PMd, and PMv were drawn in the right hemisphere and area SI in the left hemisphere where the effect of action observation on activation was greatest in our previous work (Simos et al., 2017; Savaki et al., 2021). The effect of the additional processing through gCCA on the degree and/or extent of activation in each of the four ROIs was assessed through repeated measures ANOVAs with task (sf-P, fs-P), ROI (EBA, SI, PMd, PMv), and data set (original vs. gCCA-processed) as within-subjects variables.

Finally, the effect of the gCCA algorithm on the specificity of activations was estimated by computing the extent of active voxels (at \( p < 0.01 \) uncorrected in first-level maps) and peak activation (\( T \) values) within a whole-brain, inclusive mask of CSF and white matter. Additionally, SNR was estimated for the original and gCCA-processed timeseries, averaged across all voxels within the aforementioned ROIs. SNR was estimated as the ratio of the mean signal of the fMRI timeseries across all voxels within a given ROI divided by the standard deviation of the average timeseries across all voxels within a large manually drawn region encompassing periventricular white matter bilaterally (same across participants, using the WFU PickAtlas tool). In this manner the estimated noise signal reflected both equipment and physiological noise.

**RESULTS**

**Whole-Brain, Group-Level Analyses**
Coordinates of significant activity clusters found in second-level whole-brain analyses (positive contrast at \( p < 0.05 \) corrected) and corresponding \( T \) values for original and gCCA-processed data are shown in Tables 1, 2 (Group-level T maps for original

---

**TABLE 1** | MNI coordinates and \( T \) values of significant activations in whole-brain second-level analyses during observation of Slow-fast to Person action comparing original vs. gCCA-processed data.

| Brain area | BA | H | x    | y    | z    | \( T \)  |
|------------|----|----|------|------|------|--------|
|            |    |    | Original | gCCA-processed | Original < gCCA-processed |

| Brain area | BA | H | x    | y    | z    | \( T \)  |
|------------|----|----|------|------|------|--------|
| EBA/MT     | 37 | L  | −50  | −72  | 6    | 10.98  |
| EBA/MT     | 37 | R  | −46  | −64  | 8    | 11.72  |
| ITG/FG     | 37 | L  | −42  | −80  | −6   | 7.30   |
| ITG/FG     | 37 | R  | 70   | −70  | −6   | 7.70   |
| SPL        | 7  | L  | −18  | −64  | 56   | 4.86   |
| SPL        | 7  | R  | 28   | −58  | 60   | 6.29   |
| IPLd       | 40 | L  | −26  | −40  | 54   | 6.33   |
| IPLd       | 40 | R  | 32   | −40  | 56   | 7.12   |
| IPLv       | 40 | R  | −52  | −38  | 28   | 4.90   |
| TPj        | 40 | R  | 61   | −38  | 18   | 8.22   |
| SI         | 3  | L  | −    | −    | −    | −      |
| SI         | 3  | R  | −    | −    | −    | −      |
| PMd        | 6  | L  | −26  | −6   | 64   | 4.31a  |
| PMd        | 6  | R  | 40   | −4   | 58   | 6.58   |
| PMv        | 6  | L  | −    | −    | −    | −      |
| PMv        | 6  | R  | 42   | 8    | 24   | 5.15a  |
| SMA        | 6  | L  | 0    | −2   | 58   | 4.67   |
| SMA        | 6  | R  | 14   | 2    | 60   | 6.02   |
| IFG        | 47 | R  | −    | −    | −    | −      |
| IFG        | 45 | R  | −    | −    | −    | −      |
| MFG        | 9/10|L | −    | −    | −    | −34    |

---
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and gCCA-processed data are shown in Figures 1, 2). Inspection of group-level T values indicates that gCCA-processed data produced either similar (in 4 regions in the sf-P and in 5 regions in the fs-P task) or considerably higher degree of activation in several regions (in 11 regions in the sf-P and in 9 regions in the fs-P task). Significant activation clusters were found only in the gCCA-processed data in 7 and 6 regions, respectively. Whole-brain paired t-tests confirmed that the task vs. static baseline contrast values were significantly higher in the gCCA-processed as compared to the original data in 10 and 9 regions for the sf-P and fs-P tasks, respectively. It should be noted that gCCA-processed < original comparisons did not reach significance, although the corresponding one-sample T values were slightly different, in the following areas: SMA bilaterally (sf-P task), right EBA, right IPLv, and left SI (Fs-P task).

Negative contrasts were also computed in each dataset (i.e., deactivations indicated by sf-P or fs-P < static baseline differences). One-sample T maps featured sparse deactivations in both tasks and datasets, which did not show systematic anatomic distributions. Moreover, paired sample contrasts did not reveal significant effects of data set (gCCA-processed vs. original) for either task, even at a more liberal threshold of p < 0.001 uncorrected with a smaller extent threshold of 20 voxels.

Significant activity clusters in WM, and primarily in CSF, were found in 11/25 participants in the gCCA-processed data (mean voxels = 16.7, SD voxels = 32.9, range = 0–149, mean T = 1.6; SD T = 1.9, range = 0–51) but only in one participant in the original data (22 voxels, T = 3.6). However, this notable increase in active extracortical voxels was not associated with a corresponding increase of SNR in key cortical ROIs (r < 0.1).

**Single-Task, Individual Activation Maps**

Significantly greater extent of activation was noted in each of the four preselected ROIs as indicated by a main effect of dataset (original, gCCA-processed), F(1,24) = 12.69, p = 0.002 (see Figure 3). The effect of dataset on peak intensity varied across ROIs as indicated by a significant dataset by ROI interaction, F(3,72) = 20.62, p < 0.001. Simple main effect tests (evaluated at Bonferroni-adjusted p < 0.0125) revealed higher T values in the gCCA-processed dataset in EBA, F(1,24) = 33.83, p < 0.001, and PMv, F(1,24) = 8.45, p = 0.008. On average, T values increased by 28.1% (SD = 5.1%) in PMv, 8.9% (SD = 2.2%) in EBA, and 12.4% (SD = 1.9%) in SI, and remained unchanged in PMd (mean = −0.2%, SD = 13.1%).

Moreover, the likelihood of obtaining significant clusters in a given ROI was slightly higher in the gCCA-processed data as compared to the original data in PMv (20/25 [both tasks] vs. 15/25 in the Fs-P and 17/25 participants in the sf-P, respectively) and SI (in the sf-P task only: 18/25 vs. 22/25 participants, respectively). In the remaining ROIs the frequency of significant activations was slightly increased in the gCCA-processed compared to the original data (22 voxels, T = 3.6 vs. 12 voxels, T = 2.4).

**Table 2** MNI coordinates and T values of significant activations in whole-brain second-level analyses during observation of Fast-Slow to Person action comparing original vs. gCCA-processed data.

| Brain area | BA | H | x  | y  | z  | T   | Original vs gCCA-processed | T   |
|------------|----|---|----|----|----|-----|----------------------------|-----|
| EBA        | 37 | L | −50| −72|  4 |  9.14| −46 −74 0 13.33            | 7.66|
| EBA        | 37 | R | −50| −66|  4 | 14.66| −50 −66 4 13.34            | −   |
| ITG/FG     | 37 | L | −50| −70| −12|  6.51| −46 −74 −8 10.17           | 4.40|
| ITG/FG     | 37 | R | −50| −68| −12|  7.62| −50 −64 −10 10.90          | 4.67|
| SPL        |  7 | R | −32| −50|  56|  6.67| −18 −56 60 9.56            | 5.37|
| SPL        |  7 | L | −32| −54|  60|  7.24| −24 −52 60 11.98           | 5.86|
| IPLd       | 40 | L | −32| −48|  56|  7.24| −26 −44 56 9.50            | 5.56|
| IPLd       | 40 | R | −34| −50|  58|  6.49| −32 −48 56 11.13           | 5.78|
| IPLv       | 40 | L | −54| −30|  34|  6.41| −58 −30 30 5.55            | −   |
| TPj        | 40 | R | −60| −38|  18|  6.86| −60 −44 18 9.22            | −   |
| SI         |  3 | L | −48| −26|  36|  7.66| −54 −24 38 5.95            | −   |
| SI         |  3 | R | −48| −24|  38|  7.66| −32 −30 46 9.60            | 4.32|
| PMd        |  6 | L | −34| −8 |  52|  6.82| −26  2 48 7.00             | −   |
| PMd        |  6 | R | −36| −4 |  48|  6.72| −30 −12 58 10.30           | 5.08|
| PMv        |  6 | L | −60|  6 |  28|  6.35^a| −40 −8 38 7.50             | −   |
| PMv        |  6 | R | −40|  0 |  36|  6.86| −40  0 36 6.86             | −   |
| SMA        |  6 | L | −40| −10|  14|  5.31| −40  0 36 6.86             | −   |
| SMA        |  6 | R | −40| −10|  14|  5.31| −40  0 36 6.86             | −   |
| IFG        |  9 | R | −50|  10|  30|  3.60| −50  10 30 3.60            | −   |
| IFG        |  9 | L | −50|  10|  34|  5.37| −50  10 30 3.60            | −   |

Abbreviations for Tables 1 and 2: EBA, extrastriate body area; ITG, inferior temporal gyrus; FG, fusiform gyrus; SPL, superior parietal lobule; IPL, inferior parietal lobule; d, dorsal; v, ventral; TPj, temporoparietal junction; SI, primary somatosensory area; PM, premotor cortex; SMA, supplementary motor area; IFG, inferior frontal gyrus; MFG, middle frontal gyrus; BA, Brodmann’s area; H, hemisphere; L, left; R, right; FEW p < 0.05 corrected. ^aSignificant activation after Monte Carlo simulation (threshold > 58 voxels). No voxels exceeded p < 0.05 uncorrected, for original > gCCA-processed. Significant voxel clusters in primary and secondary visual cortices are not shown.
FIGURE 1 | Group-level T maps of activation during observation of a slow to cup-fast to person action compared to the static reference blocks. Upper panel: data submitted to conventional preprocessing only; lower panel: data submitted to conventional preprocessing followed by gCCA. Arrows point to the four ROIs selected for region-specific analyses at the subject level (EBA: Extrastriate Body Area, PMd: dorsal Premotor area, PMv: ventral Premotor area, SI: primary somatosensory area).
FIGURE 2 | Group-level T maps of activation during observation of a fast to cup-slow to person action compared to the static reference blocks. Upper panel: data submitted to conventional preprocessing only; lower panel: data submitted to conventional preprocessing followed by gCCA. Arrows point to the four ROIs selected for region-specific analyses at the subject level (EBA: Extrastriate Body Area, PMd: dorsal Premotor area, PMv: ventral Premotor area, SI: primary somatosensory area).
clusters was very similar between datasets. On average, cluster extent increased by 381.3% (SD = 59.0%) in PMd, 409.3% (SD = 62.5%) in PMv, 614.5% (SD = 89.4%) in EBA, and 547.5% (SD = 77.6%) in SI.

These results were accompanied by an average increase of 62% in SNR in each of the four ROIs (across tasks). Specifically, average SNR in PMd was 168.7 (SD = 52.2) in the gCCA-processed and 106.1 (SD = 31.7) in the original data. Corresponding values in PMv were: 170.2 (SD = 52.8) and 106.4 (SD = 29.2); in EBA: 180.3 (SD = 58.3) and 112.8 (SD = 32.8); and in SI: 166.7 (SD = 51.3) and 104.3 (SD = 28.7). However, individual differences in SNR improvement following gCCA did not correlate significantly with percent change in either peak T value or extent of activation (r < 0.2).

DISCUSSION

In this study we explored the potential utility of an unsupervised multivariate method in improving the sensitivity of the conventional GLM to detect systematic BOLD changes in block-design fMRI experiments. Specifically, we used fMRI data from two tasks involving action observation known to activate a complex network of distributed brain regions in both hemispheres. The selected tasks were virtually identical in timing parameters and response requirements: both involving passive observation of a motor act executed by a third person. In this manner, background, resting brain activity was reinforced, given that gCCA models components related to continuous, resting-state as well as task-related BOLD responses. Conversely, reference blocks involved (passive) observation of a visual stimulus (common to both tasks) depicting the initial frame of the action presented in the “active” blocks. In this manner, perceptual and cognitive differences between reference and “active” blocks were kept at a minimum to ensure that activated regions would be largely restricted to those involved in action observation per se. While some of these regions (such as EBA, SPL, PMd) are known to display very robust activation during action observation, other purportedly crucial regions of the network (such as SI, PMv, and IFG) typically display weak and variable activation across participants. This expectation was corroborated by our second level, whole-brain results as indicated relatively small one-sample T-test values (Tables 1, 2). In sum, the present study was designed to explore the limits of gCCA to facilitate detection of weak task-related activity while, in conjunction with conventional GLM, maintaining the activations associated with resting neuronal activity at a minimum.

Whole-brain analyses support the specificity of gCCA-derived GLM results given that we did not detect activity clusters outside the broad network of regions known to be involved in action observation. The anatomic overlap between the two analyses is restricted to regions comprising this network. Importantly, the overlapping regions shown in Tables 1, 2 are virtually identical across tasks, further supporting the reliability of the proposed method. Extrastrate visual cortices are known to be involved in visual processing of both static and moving body parts (EBA; Filimon et al., 2007; Gazzola and Keysers, 2009); the primary somatosensory (hand area in the postcentral gyrus) may be involved in mapping effector-related properties of an observed action (Keysers et al., 2004) and related predictions; cortex in the superior parietal lobule may contribute to estimations related to visuomotor integration (Barany et al., 2014); inferior parietal regions could be involved in gesture representation (Sirigu et al., 1999) whereas adjacent TPj in body knowledge (Van Overwalle and Baetens, 2009); activity clusters were found in the dorsolateral (PMd) and mediodorsal premotor cortices (SMA), which are also crucial components of the sensorimotor system responsible for overt action execution, in agreement with previous meta-analyses (Caspers et al., 2010;
Molenberghs et al., 2012). Finally, activity clusters were found in the ventral premotor and adjacent inferior and middle frontal gyri, which are potentially involved in specifying action intention (Becchio et al., 2008). In general, the anatomy of jointly activated areas across tasks observed in the present study is in agreement with the notion of a common network underlying the recognition of transitive, intransitive, and meaningless gestures independent of their type in humans (Villarreal et al., 2008) and non-human primates (Savaki, 2010; Savaki and Raos, 2019). Additional active voxels were detected in 11/25 participants but they were located in non-cerebral regions (subcortical white matter and, primarily, in ventricles), rather than in brain regions typically linked to known resting-state functional networks (e.g., Yeo et al., 2011).

This spurious activity was likely represented by one or more of the common spatial subspace dimensions estimated through gCCA, which survived the purely data-driven method used to estimate the optimal number of spatial dimensions to retain in the gCCA-processed data. Thus, in future studies using the gCCA algorithm it is advisable to ensure that any spatial components showing significant (e.g., >50%) overlap with a CSF mask are excluded prior to reconstructing the voxel time-series.

The present results further support the added value of gCCA in improving the sensitivity of GLM. In whole-brain analyses this claim is supported by three sets of findings: Firstly, significant clusters of activity were detected, following gCCA, in two additional regions which have been proposed by previous studies and theoretical accounts to become engaged during action observation: the hand representation in the right primary somatosensory cortex and the right inferior frontal gyrus (BA 45). Secondly, direct comparisons between original (obtained through conventional preprocessing) and gCCA-processed data revealed significantly higher intensity of activation in the latter in several regions of the action observation network, 8 of which were common to both tasks (left EBA and SPL, right SI and PMd, bilateral ITG/FG and IPLd). The opposite trend (original > gCCA) was not observed in any region. Thirdly, direct comparisons of the two datasets on activation parameters in four representative ROIs revealed that the gCCA-processed data provided more robust activity clusters in less strongly activated regions (namely the right PMv and left SI) as indicated by greater extent of activation at the single-subject level. Interestingly, increased extent of activation of subject-specific clusters in the left SI was accompanied by significant enhancement of peak activation in the group-level analyses, although this was not the case for the right PMv. This failure probably illustrates the limits of the current implementation of gCCA in cases of activity clusters that are very weak and/or anatomically variable across participants.

A final note is in place regarding the effect of gCCA on peak cluster activations at the subject level. The current ROI-based analyses indicate that the contribution of gCCA on peak activation intensity was less pronounced than its effect on the corresponding extent of activation, as it was documented only for EBA and PMv clusters. Taken together our findings suggest that gCCA may serve as a useful step in fMRI data preprocessing, especially in less salient activation conditions, in order to identify and measure cluster activation parameters in certain areas of interest. The proposed model takes into account the common task-related spatial and temporal responses, as well as the common spatial responses that are related to the resting state networks. Within the gCCA framework, one can estimate a basis that spans the subspace of all common spatial responses (task-related or not). Moreover, this step can help suppress all the non-common spatial responses which are not represented by the derived components. In effect gCCA serves as a noise reduction tool that increases SNR in weakly (as well as in strongly) activated regions. The substantial improvement in SNR of the BOLD signal recorded in key brain regions in the present study is consistent with the notion that application of gCCA can help to effectively reduce the non-common sources of both physiological and instrument noise [as estimated by the temporal variability of the recorded signal in extracortical regions (cerebral white matter)]. It should be noted, however, that the behavior of gCCA in handling specific sources of noise, such as head motion, remains to be demonstrated in future analyses. Finally, the decision to apply gCCA should be weighted against the necessary compromise between sensitivity and specificity, which largely depends upon the nature of the specific research questions and experimental task(s) employed in a given study (Lieberman and Cunningham, 2009). The task of the present experiment was designed to reveal activations associated with cognitive processes, therefore subtler in comparison to sensorimotor activations; thus, high sensitivity was more preferable compared to specificity. Moreover, the anatomic layout of cerebral activations was largely known based on extensive prior work, so that potentially spurious cortical activations could be identified. Conversely, in tasks where high specificity is desirable and the anatomic layout of activations is not very well defined from prior work, the use of conventional GLM preprocessing might be a more appropriate, yet conservative approach to ensure optimal reliability of the results.

In conclusion, the present experimental results present a promising method for improving the sensitivity of the GLM to detect significant activity clusters in statistical method analysis, with only modest reduction in specificity (activations in areas outside the purported brain network involved in action observation). The results presented here constitute a basis for future studies in order to assess the impact of the proposed method in other experimental contexts, including various event-related designs. Application of gCCA to data derived from tasks that require a motor response and, therefore, are expected to produce much more robust sensorimotor neuronal activity, is also forthcoming to examine whether this method has a similar impact on SNR and task-related activation in these brain regions.

**DATA AVAILABILITY STATEMENT**

The data analyzed in this study is subject to the following licenses/restrictions: Raw structural MRI images may not become available to other users as they contain identifying information for individual participants. Requests to access these datasets should be directed to EP, fpapada@otenet.gr.
ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the University of Crete Hospital Ethics Committee and the Ethics Committee of the Foundation for Research and Technology – Hellas (FORTH). The patients/participants provided their written informed consent to participate in this study.

AUTHOR CONTRIBUTIONS

EKo collected image data, performed image and statistical analyses, and contributed to the writing of the manuscript. EP and TM performed and interpreted the MRI exams, analyses, and contributed to the writing of the manuscript. PS contributed to the design of the study, statistical analyses, and writing of the manuscript. AL and PK developed and implemented the gCCA algorithms, edited, and critically reviewed the manuscript. All authors contributed substantially to discussion of content.

REFERENCES

Afshin-Pour, B., Hossein-Zadeh, G. A., Strother, C. S., and Soltanian-Zadeh, H. (2012). Enhancing reproducibility of fMRI statistical maps using generalized canonical correlation analysis in NPAIRS framework. *NeuroImage* 60, 1970–1981. doi: 10.1016/j.neuroimage.2012.01.137

Barany, D. A., Della-Maggiore, V., Viswanathan, S., Cieslak, M., and Grafton, S. T. (2014). Feature interactions enable decoding of sensorimotor transformations for goal-directed movement. *J. Neurosci*. 34, 6860–6873. doi: 10.1523/JNEUROSCI.5173-13.2014

Becchio, C., Sartori, L., Bulgheroni, M., and Castiello, U. (2008). The case of Dr. Jekyll and Mr. Hyde: a kinematic study on social intention. *Cons. Cogn.* 17, 557–564. doi: 10.1016/j.concog.2007.03.003

Calhoun, D. V., Liu, J., and Adali, T. (2009). A review of group ICA for fMRI data and ICA for joint inference of imaging, genetic, and ERP data. *NeuroImage* 45, 163–172. doi: 10.1016/j.neuroimage.2008.10.057

Caspers, S., Zilles, K., Laird, A. R., and Eickhoff, S. B. (2010). ALE meta-analysis of action observation and imitation in the human brain. *NeuroImage* 50, 1148–1167. doi: 10.1016/j.neuroimage.2009.12.112

Eickhoff, B. S., Stephan, E. K., Mohlberg, H., Grefkes, C., Fink, R. G., Amunts, K., et al. (2004). A new SPM toolbox for combining probabilistic cytoarchitectonic maps and functional imaging data. *NeuroImage* 25, 1325–1335. doi: 10.1016/j.neuroimage.2004.12.034

Filimon, F., Nelson, J. D., Hagler, D. J., and Sereno, M. I. (2007). Human cortical representations for reaching: mirror neurons for execution, observation, and imagery. *NeuroImage* 37, 1315–1328. doi: 10.1016/j.neuroimage.2007.06.008

Friman, O., Cedefamn, J., Lundberg, P., Borga, M., and Knutsson, H. (2001). Detection of neural activity in functional MRI using canonical correlation analysis. *Magn. Reson. Med.* 45, 323–330. doi: 10.1002/mrm.1052-2594

Friston, K. J., Holmes, A. P., Poline, J. B., Grasby, P. J., Williams, S. C., Frackowiak, R. S., et al. (1995). Analysis of fMRI time-series revisited. *NeuroImage* 2, 45–53. doi: 10.1006/nimg.1995.1007

Gazzola, V., and Keysers, C. (2009). The observation and execution of actions share motor and somatosensory voxels in all tested subjects: single-subject analyses of unsmoothed fMRI data. *Cereb. Cortex* 19, 1239–1255. doi: 10.1093/cercor/bhn181

Hotelling, H. (1936). Relations between two sets of variates. *Biometrika* 28, 321–377. doi: 10.2307/2339355

Ibrahim, M. S., and Sidiropoulos, N. D. (2019). “Cell-edge interferometry: Reliable detection of unknown cell-edge users via canonical correlation analysis,” in *IEEE 20th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC)*. (Piscataway: IEEE), 1–5.

Karakasis, P. A., Liavas, A. P., Sidiropoulos, N. D., Simos, P. G., and Papadaki, E. (2020). Multi-subject Task-related fMRI data analysis via generalized canonical correlation analysis. *Ann. Int. Conf. IEEE Eng. Med. Biol. Soc.* 2020, 1497–1502. doi: 10.1109/EMBC41409.2020.9175371

Kettenring, R. J. (1971). Canonical analysis of several sets of variables. *Biometrika* 58, 433–451.

Keysers, C., Wicker, B., Gazzola, V., Anton, J. L., Fogassi, L., and Gallese, V. (2004). A touching sight: SII/PV activation during the observation and experience of touch. *Neuron* 42, 335–346. doi: 10.1016/s0896-6273(04)00156-4

Li, Y.-O., Adali, T., Wang, W., and Calhoun, V. (2009). Joint blind source separation based on multiset canonical correlation analysis. *IEEE Trans. Signal Proc.* 57, 3918–3929. doi: 10.1109/TSP.2009.221636

Lieberman, M. D., and Cunningham, W. A. (2009). Type I and Type II error concerns in fMRI research: re-balancing the scale. *Soc. Cogn. Affect. Neurosci.* 4, 423–428. doi: 10.1093/scan/nsx052

Molenberghs, P., Cunnington, R., and Mattingley, J. B. (2012). Brain regions with mirror properties: a meta-analysis of 125 human fMRI studies. *Neurosci. Biobehav. Rev.* 36, 341–349. doi: 10.1016/j.neubiorev.2011.07.004

Monteiro, M. J., Rao, A., Ashburner, J., Shawe-Taylor, J., and Mourão-Miranda, J. (2015). “Multivariate Effect Ranking via Adaptive Sparse PLS,” in *International Workshop on Pattern Recognition in NeuroImaging*, Piscataway: IEEE. 25–28. doi: 10.1109/PRNI.2015.27

Nandy, R., and Cordes, D. (2004). Improving the spatial specificity of canonical correlation analysis in fMRI. *Magn. Reson. Med.* 52, 947–952. doi: 10.1002/mrm.20234

Savaki, H. (2010). How do we understand the actions of others? By mental simulation, NOT mirroring. *Cogn. Critique*. 2, 99–140.

Savaki, H. E., Raos, V. (2019). Action perception and motor imagery: mental practice of action. *Prog. Neurobiol.* 175, 107–125. doi: 10.1016/j.pneurobio.2019.01.007

Savaki, H. E., Kavroulakis, E., Papadaki, E., Maris, T., and Simos, P. G. (2021). Action observation responses are influenced by movement kinematics and target identity. *Cereb. Cortex*. 14:bhbb225. doi: 10.1093/cercor/bhbb225

Simos, P. G., Kavroulakis, E., Maris, T., Papadaki, E., Boursiotis, T., Kaliatzakis, G., et al. (2017). Neural foundations of overt and covert actions. *NeuroImage* 152, 482–496. doi: 10.1016/j.neuroimage.2017.03.036

Sirigu, A., Dapreti, E., Pradat-Diehl, P., Franck, N., and Jeannerod, M. (1999). Perception of self-generated movement following left parietal lesion. *Brain* 122, 1867–1874. doi: 10.1093/brain/122.10.1867
Slotnick, S. D. (2017). Cluster success: fMRI inferences for spatial extent have acceptable false-positive rates. Cogn. Neurosci. 8, 150–155. doi: 10.1080/17588928.2017.1319350

Thompson, B. (2005). "Canonical correlation analysis." in Encyclopedia of Statistics in Behavioral Science, eds B. Everitt and D. C. Howell (West Sussex, United Kingdom: Wiley), 192–196. doi: 10.1002/0470013192.bsa068

Tzourio-Mazoyer, N., Landeau, B., Papathanassiou, D., Crivello, F., Etard, O., Delcroix, N., et al. (2002). Automated anatomical labeling of activations in SPM using a macroscopic anatomical parcellation of the MNI MRI single subject brain. NeuroImage 15, 273–289.

Van Overwalle, F., and Baetens, K. (2009). Understanding others’ actions and goals by mirror and mentalizing systems: a meta-analysis. NeuroImage 48, 564–584. doi: 10.1016/j.neuroimage.2009.06.009

Villarreal, M., Fridman, E. A., Amengual, A., Falasco, G., Gerscovich, E. R., Ulloa, E. R., et al. (2008). The neural substrate of gesture recognition. Neuropsychologia 46, 2371–2382. doi: 10.1016/j.neuropsychologia.2008.03.004

Yang, Z., Zhuang, X., Sreenivasan, K., Mishra, V., Curran, T., Byrd, R., et al. (2018). 3D spatially-adaptive canonical correlation analysis: local and global methods. NeuroImage 169, 240–255. doi: 10.1016/j.neuroimage.2017.12.025

Yeo, B. T., Krienen, M. F., Sepulcre, J., Sabuncu, R. M., Lashkari, D., Hollinshead, M., et al. (2011). The organization of the human cerebral cortex estimated by intrinsic functional connectivity. J. Neurophysiol. 106, 1125–1165. doi: 10.1152/jn.00338.2011

Zarahn, E., Aguirre, G. K., and D’Esposito, M. (1997). Empirical analyses of BOLD fMRI statistics. I. Spatially unsmoothed data collected under null-hypothesis conditions. NeuroImage 5, 179–197. doi: 10.1006/nimg.1997.0263

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Kosteletou, Simos, Kavroulakis, Antypa, Maris, Liavas, Karakasis and Papadaki. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.