High-temperature self-energy corrections to x-ray absorption spectra
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Effects of finite-temperature quasiparticle self-energy corrections to x-ray absorption spectra are investigated within the finite-temperature quasiparticle local density GW approximation up to temperatures T of order the Fermi temperature. To facilitate the calculations, we parametrize the quasiparticle self-energy using low-order polynomial fits. We show that temperature-driven decrease in the electron lifetime substantially broadens the spectra in the near-edge region with increasing T. However, the quasiparticle shift is most strongly modified near the onset of plasmon excitations.

I. INTRODUCTION

Calculations of x-ray absorption spectra (XAS) at finite temperature (FT) have been carried out routinely in recent years. These studies range from relatively low temperatures up to a few hundred K (LT), to the warm dense matter (WDM) regime at high-temperatures (HT), where T is of order the Fermi temperature TF [19]. A standard FT approach is to apply Fermi’s golden rule with initial and final states calculated using conventional density functional theory (DFT) and Fermi occupation factors. Since DFT is a ground state theory, FT quasiparticle corrections to DFT are essential for HT excited state calculations [10, 11]. However, even at extreme temperatures, e.g., many thousands of K, self-consistent field calculations of the core-hole state have sometimes been done with ground state exchange-correlation functionals ε xc[ρ] [2, 8, 12, 13]. This ground-state approximation can be unreliable in that its validity depends strongly on the system state and its properties. Some properties are only weakly sensitive to the temperature dependence of exchange and correlation, at least for low temperatures well below the WDM regime. Others, such as the electrical conductivity and x-ray absorption spectra (XAS), are strongly temperature dependent [13, 15]. Nevertheless, the use of temperature-dependent free-energy exchange-correlation functionals f xc[ρ, T] [15, 21] alone ignores effects like inelastic losses. For example, the electron inelastic scattering effect, which results in an energy-dependent broadening, is often included via a post-processing step by convolution of the absorption cross-section using an empirical model (e.g. Seah-Dench formalism [22, 23]), or the imaginary part of the self-energy [24]. However, the finite temperature dependence of the energy-dependent broadening is typically neglected.

Another common approach for XAS calculations has been the use of the real-space multiple scattering (RSMS) method, which is also referred to as the real-space Green’s function (RSGF) method [25]. This approach is the real-space analog of the Korringa-Kohn-Rostoker (KKR) approach [26–30]. The method treats excited quasiparticle states via an energy-dependent self-energy, and also takes into account the dynamic response of the system to the suddenly created core-hole. The self-energy can be viewed as an energy-dependent, non-local analog of the exchange-correlation potential in DFT [31]. The FT generalization of the self-energy can be done formally via the Matsubara formalism. For example, Benedict et al [32] used the approach to investigate the effect of T on the spectral function in jellium and aluminum, e.g., on optical properties of solid-density Al. Alternatively, as discussed by Kas et al. [33], the FT self-energy can be calculated using a generalization of the Migdal approximation [34], analogous to the FT GW approximation of Hedin [35].

Our main goal in this work is to discuss the effects of the FT GW self-energy on XAS, an approach that has not been explored in detail [36]. In particular, to facilitate the calculations we introduce a parametrization of the quasiparticle FT GW self-energy within the G0W0 scheme [37]. As illustrations we apply the approach to the XAS for two systems with T up to 10 eV (i.e. T of order 10⁵ K). Our calculations demonstrate that thermal broadening due to the imaginary part of the self-energy are significant above T ≈ 1 eV. Although lattice vibrations also are strongly temperature dependent, that behavior is dependent on the lattice temperature T_l which can differ from the electronic temperature T in non-equilibrium states, as discussed in a previous work [38].

The remainder of the paper is organized as follows. Section II provides an brief overview of the real-space Green’s function approach to XAS and its dependence on the self-energy Σ. In Section III we highlight the FT corrections to XAS with a few examples and in Section IV we present a brief summary and conclusions. Throughout we use Hartree atomic units q_e = ℏ = m = 1, with q_e = e the electron charge. Thus energies are in Hartree and distances in Bohr, unless otherwise noted. For temperature we use either K or eV, with 1 eV = 11,604 K. Electron densities are expressed in Wigner-Seitz radii r_s = (3/4πρ)1/3.
II. THEORY SUMMARY

A. Finite-temperature X-ray Absorption

Formally the zero temperature X-ray absorption cross section is defined via Fermi’s golden rule as

$$\sigma(\omega) = 4\pi^2 \frac{\omega}{c} \sum_{i,f} |\langle \Psi_i | \hat{\xi} \cdot \mathbf{R} | \Psi_f \rangle|^2 \delta(\omega + \varepsilon_i - \varepsilon_f),$$

where $|\Psi_i \rangle$ and $|\Psi_f \rangle$ are the many-body initial and final states, $\hat{\xi}$ is the polarization of the incident photon, and $\mathbf{R}$ is the many-body position operator. Then within the single-particle (quasiparticle) approximation with dipole interactions and the sudden approximation, the zero temperature XAS becomes

$$\sigma_s(\omega) = 4\pi^2 \frac{\omega}{c} \sum_{i,f} |\langle \xi | d | f \rangle|^2 \delta(\omega + \varepsilon_i - \varepsilon_f),$$

where $\varepsilon_i$ and $\varepsilon_f$ are the energies of the quasiparticle initial $|i\rangle$ and final $|f\rangle$ levels and many-body shake-up factors $\Sigma_k \approx 1$ are ignored. The $\delta$-factor denotes a Lorentzian of width $\Gamma$ which includes both quasiparticle and core-hole lifetime broadening. Here, the transition operator $d = \hat{\xi} \cdot \mathbf{r} = \hat{\xi}$ is the single-particle electric dipole operator. The one-particle states $|i\rangle$ and $|f\rangle$ can be obtained from Hartree-Fock theory or Kohn-Sham DFT. For the treatment via DFT, see e.g., Refs. [38] [40].

For x-ray absorption, the number of final states $|f\rangle$ required to compute the dipole matrix element has an impact on the computational efficiency of evaluating Eq. (2). The present work uses the RSMS approach to alleviate this bottleneck. In RSMS, we replace the summation over the final states $|f\rangle$ with the retarded single-electron Green’s function $G(\omega)$ in a basis of local site-angular momentum states $|L_j\rangle$ [25].

$$G^{ij}_{LL'}(\omega) = \sum_f \frac{\langle L_j | f \rangle \langle f | L' \rangle}{\omega - \varepsilon_f + i\eta}.$$  

In this expression, $j$ is the index of a given site $R_j$, and $L = (l, m)$ are the angular momentum quantum numbers. The initial states $|i\rangle$ are calculated with the ground state Hamiltonian $H = p^2/2 + v(r)$ while the final states $|f\rangle$ are described by the quasiparticle Hamiltonian $H' = p^2/2 + v_f(r) + \Sigma(r, E)$, where $v(r)$ is the self-consistent one-electron Hartree potential, $v_f$ is the final state one electron Hartree potential in the presence of a screened core hole, and $\Sigma$ is the dynamically screened quasiparticle self-energy discussed in detail below.

The imaginary part of the quasiparticle self-energy $\Sigma$ accounts for the mean free path of the photoelectron. Within the quasiparticle local density approximation (QPLDA) [11], the self-energy is given by [12]

$$\Sigma(r, E, T = 0) = \mu^{LDA}_{xc}(\rho(r)) + \Sigma_{GW}(\rho(r), E, T = 0)$$

$$- \Sigma_{GW}(\rho(r), E_F, T = 0).$$

Here $\Sigma_{GW}$ is the $GW$ self-energy calculated at the $G_0W_0$ level of refinement, that is, without self-consistent iteration of $G$ or $W$ [35]. For simplicity from here onward, we drop the spatial dependence $\mathbf{r}$.

For the FT generalization, we replace $T = 0$ $GW$ self-energy with the finite-temperature $GW$ self-energy, $\Sigma_{GW}(T)$, and introduce $T$-dependent Fermi occupation numbers, $f(\varepsilon) = 1/[\exp \{\beta(\varepsilon - \mu)\} + 1]$ for the initial and final states in Eq. (2). In addition, the ground state exchange-correlation potential $\nu^{LDA}_{xc}$ is replaced by its FT generalization $\nu^{LDA}_{xc}(T)$. Thus, the finite-temperature QPLDA self-energy is

$$\Sigma(E, T) = \mu^{LDA}_{xc}(\rho, T) + \Sigma_{GW}(\rho, E, T)$$

$$- \frac{\pi}{\beta} \sum_{\varepsilon} f(\varepsilon)(1 - f(\varepsilon + \varepsilon_\Sigma)), \quad \Sigma = \Sigma^{\text{LDA}} + \Sigma^{\text{GW}}.$$  

Lastly, by using $G^{ij}_{LL'}(\omega)$ in Eq. (2) in place of the sum over final states $|f\rangle$, the FT quasiparticle cross section can be re-expressed as [13]

$$\sigma_{qp}(\omega) = -4\pi^2 \frac{\omega}{c} \text{Im} \sum_{iL} \langle \xi | dG^{00}_{LL'}(\omega - \varepsilon_i) d | i \rangle$$

$$\times f(\varepsilon_i)[1 - f(\varepsilon_i + \varepsilon)],$$

Here, we denote the absorbing atom by the index 0.

B. Finite-temperature Self-energy $\Sigma$

The finite-$T$ quasiparticle electron self-energy within the $GW$ approximation is defined formally [34] [41] by the expression

$$\Sigma_{GW}^M(\mathbf{k}, i\omega_m) = -{1 \over \beta} \int {d^3 \mathbf{q} \over (2\pi)^3} \sum_{n=-\infty}^{\infty} G^M_0(\mathbf{k} - \mathbf{q}, i\omega_m - i\eta_n)$$

$$\times W^M(\mathbf{q}, \eta_n).$$

Here $G^M_0$ is the one-electron Matsubara Green’s function, $W^M = e^{-\beta v}$ is the screened Coulomb interaction, and $\omega_m = 2(m + 1)\pi k_B T$, $\nu_m = 2\pi k_B T$ are the Matsubara frequencies, where $\epsilon$ is the dielectric function and $v$ is the bare Coulomb potential. The screened interaction $W^M$ can be expressed in terms of its spectral representation as

$$W^M(\mathbf{q}, i\nu_n) = v(\mathbf{q}) + \int_{-\infty}^{\infty} d\omega' \frac{D(\mathbf{q}, \omega')}{\nu_n - \omega' + i\eta_n \text{sgn} \omega'}.$$  

where $v(\mathbf{q}) = 4\pi f(q^2)$ is the bare Coulomb potential in Fourier representation, and $D(\mathbf{q}, \omega) = (1/\pi)[\text{Im} W^M(\mathbf{q}, \omega)]$ is the anti-symmetric (in frequency) bosonic excitation spectrum. $W^M = W - v$ is the correlation part of the screened interaction.$\Sigma (\mathbf{q}, \omega, T) = 1 + 2v(\mathbf{q}) \int {d^3 k \over (2\pi)^3} f(\varepsilon_{\mathbf{k} + \mathbf{q}}) - f(\varepsilon_{\mathbf{k}})$
where \( f(\varepsilon) = 1/\exp\{\beta(\varepsilon - \mu)\} + 1 \) is the Fermi-Dirac occupation factor, and \( \mu = \mu(T) \) is the chemical potential. The real part of \( \epsilon(q, \omega, T) \) is obtained from the imaginary part via a Kramers-Kronig transform. From an analytic continuation to the real-\( \omega \) axis, the FT GW retarded self-energy \( \Sigma_{GW} \) is given by the Migdal approximation [34]

\[
\Sigma_{GW}(k, \omega, T) = \Sigma_X(k, \omega, T) + \int_0^\infty d\omega' \int \frac{d^3q}{(2\pi)^3} D(q, \omega') \times \left[ \frac{f(\varepsilon_{k-q}) + N(\omega')}{\omega + \omega' - \varepsilon_{k-q} + i\eta} + \frac{1 - f(\varepsilon_{k-q}) + N(\omega')}{\omega - \omega' - \varepsilon_{k-q} + i\eta} \right],
\]

(10)

where \( \Sigma_X(k, \omega, T) = \int [d^3q/(2\pi)^3] f(\varepsilon_{k-q}) v_q \) is the exchange part of self-energy and \( N(\omega) = 1/\exp\{\beta\omega\} - 1 \) is the Bose factor. The poles of the Green’s function \( G^M \) contribute to the Fermi occupations whereas the poles of the screened interaction \( W^M \) contribute to the Bose factor.

Calculations of the imaginary part of \( \Sigma_{GW}(k, \omega, T) \) involves a single integral over the magnitude of \( q \) but to obtained the real part we need to perform a Kramers-Kronig transform resulting in a double integral. In typical RSFG XAS calculations [16], tens of thousands of self-energy evaluations are required. Thus that calculation of quasiparticle self-energy \( \Sigma_{GW}(k, k^2/2, T) \) immediately becomes a computational bottleneck. To circumvent that difficulty, we model \( \Sigma_{GW}(k, k^2/2, T) \) via low-order polynomial fits to numerical calculation of \( \Sigma_{GW} \) based on Eq. [10], on a grid up to \( T = 2T_F \), where \( T_F = E_F/k_B \). The form of the fitting functions is described in detail in the Appendices. A comparison between the QPLDA \( \Sigma_{GW} \) and the fits is shown in Fig. [1] for the homogeneous electron gas. For simplicity, we approximate the self-energy for levels \( k < k_F \) with \( v_{xc}(T) \) independent of \( k \).

### III. RESULTS AND DISCUSSION

In this section, we present our results showing effects of the use of the FT \( \Sigma_{GW}(T > 0) \) instead of the zero \( T \) values \( \Sigma_{GW}(T = 0) \). Note that \( \Sigma_{GW}(T = 0) \) depends implicitly on the electronic temperature \( T \) through the self-consistent electron density at that temperature. The FT SCF calculations are carried out using an extension of the original RSMS code, which is now implemented in FEFF10 [16, 17]. For the FT exchange correlation-potential, we use the KSDT tabulation \( v_{xc}^{LDA}(T) \) [20, 48] for both calculations. In the FEFF10 calculations, we compute the atomic part with the ground state exchange potential, whereas we use \( \Sigma_{GW}(T) \) for the fine structure.

As noted in Ref. [2] [8], corrections to the core energy levels are needed for \( T \gtrsim 1 \text{ eV} \). We compute the core level shifts using the all-electron full-potential linearized plane wave code FLEUR [49, 51]. Within these calculations, we ignore the explicit temperature dependence in the LDA exchange correlation functional [52]. As a side note, FLEUR uses non-overlapping muffin-tin potentials whereas FEFF uses overlapping muffin-tin potentials.

In the RSMS formalism, the decomposition of the Green’s function \( G \) into a central atom \( G^c \) contribution and a multiple-scattering \( G^{sc} \) contribution allows us to describe the XAS in terms of the atomic background \( \sigma_0 \) and the oscillatory fine structure \( \chi \), i.e., \( \sigma = \sigma_0(1 + \chi) \). For many XANES calculations, it is found that the atomic background matches the experimental results better when calculated without the self-energy corrections due to the overestimation of the exchange within the muffin-tin (MT) potential approximation [53]. Fig. [2] shows the effect of using the ground-state potential versus the use of \( \Sigma_{GW}(T) \) for the atomic background. The pre-edge is dominated by the atomic background and thus is sensitive to the choice of exchange potential. The pre-edge amplitude is reduced by \( \approx 28\% \) due to the temperature correction of \( \Sigma_{GW}(T) \). More pump-probe experimental XAS measurements for \( T \approx 10 \text{ eV} \) are required to validate the FT self-energy effect for the atomic background. Nonetheless, the FT self-energy corrections are important for the description of HT fine-structure.

As a first example, we consider the FT K-edge x-ray absorption near-edge spectrum (XANES) for aluminum (fcc Al, lattice constant \( a = 4.05 \text{ Å} \) [54]). Al is a prototypical nearly-free electron system in the sense that the electronic density of states (DOS) in the conduction band has a nearly square root like dispersion at the bottom of the band. Fig. [3] shows the comparison of the Al K-edge spectrum at different temperatures including or excluding explicit electronic T-dependent effects in the self-energy, namely, using \( \Sigma_{GW}(T = 0) \) or \( \Sigma_{GW}(T > 0) \). When restricting the temperature \( T \) solely to that which is introduced through the density (\( \Sigma_{GW}(T = 0) \) case),
we observe the broadening of the edge and no shift in the edge position. The shift in the core levels compensates for the shift in the valence density. On the other hand, for $T$ up to about 1 eV, the finite temperature self-energy correction is negligible, and the temperature-independent electron self-energy model is a good approximation. However, as temperature grows to order $\approx 10$ eV, the fine structures are smoothed by the large broadening ($\approx 3$ eV) associated with shortened electronic excitation lifetime. The shift in quasiparticle shift due to the finite temperature self-energy correction is small for the near-edge region, and only becomes significant between 10 eV and 20 eV above the chemical potential.

As a further illustration of the explicit $T$-dependence of the FT quasiparticle self-energy, we compute the quasiparticle energy correction $\Delta_k = \varepsilon_{qp} - \varepsilon_k$. Here, the quasiparticle energy $\varepsilon_{qp}$ is the solution to $\varepsilon_{qp}(k') = \varepsilon_k + \Sigma_{GW}(k', \varepsilon_{qp}(k'))$ and $k = \sqrt{2(E - \mu)}$ is the photoelectron wavenumber. We compare the real part of $\Delta$ in Fig. 4 and imaginary part in Fig. 5 for different self-energies at the interstitial density: $\Sigma_{GW}(T = 0)$ and $\Sigma_{GW}(T > 0)$. Note that the real part of $\Delta$ shows a strong temperature dependence between 5 eV and 20 eV near the plasmon onset. For the imaginary part of $\Delta$, the broadening effect becomes important above $T = 1$ eV.

As a second example, we present results for a noble transition metal (fcc copper, lattice constant $a = 3.61$ Å [54]) for which the $d$-bands are essentially full. Unlike the K-edge, the L-edge probes the highly-localized $d$-bands of Cu near the chemical potential. At high temperatures, the pre-edge peak increases in amplitude due to the decreasing $d$-state occupation [8, 36]. Fig. 6 shows the $L_3$-edge XAS up to $T = 5$ eV. The temperature dependence of $\text{Im} \, \Sigma_{GW}(T)$ results in changes to pre-edge peaks at $T \gtrsim 2$ eV. Consequently, the estimation of temperature based on the pre-edge area method or direct spectrum fitting will deviate more from the $\Sigma_{GW}(T = 0)$ model as temperature increases.
FIG. 5. The quasiparticle corrections $\text{Im} \Delta_k$ for aluminum at temperatures $T = 0, 1, 2$ and 5 eV. The calculations used KSDT $\omega_{xc}(T)$ and different self-energies: $\Sigma_{GW}(T = 0)$ (solid), and $\Sigma_{GW}(T > 0)$ (dashed).

FIG. 6. $L_{3,2}$-edge XAS for Cu ($a = 3.61$ Å) finite electronic temperature $T = 0, 1, 2$ and 5 eV, where the structure reflects that of the unfilled $d$-bands. The solid curves denote the $\Sigma_{GW}(T = 0)$ self-energy results while the dashes represent the $\Sigma_{GW}(T > 0)$ self-energy results.

IV. SUMMARY, CONCLUSIONS, AND OUTLOOK

Our parametrization of the FT GW electron self-energy enables efficient calculations of XAS at finite $T$, from LT of a few hundred K, up to the WDM regime with $T$ at least 10 eV. Our strategy uses the QPLDA $G_0W_0$ level of refinement for the self-energy, with the RPA dielectric function in conjunction with the KSDT finite-$T$ LDA exchange-correlation functional. Specifically, the FT self-energy for a system is approximated using the uniform electron gas with density equal to that of the local density. This is a significant simplification, as direct calculations using the exact loss function of the system for the entire energy range of typical XAS experiments would be computationally formidable. A finite-temperature SCF procedure for the XAS calculations is carried out in the complex energy plane in terms of the FT one-electron Green’s function. The procedure includes the FT exchange-correlation potential, approximated here by the KSDT parametrization. Important FT XAS effects include the smearing of the absorption edge and the presence of peaks in the spectrum below the $T = 0$ K Fermi energy. The FT exchange-correlation potential has only a small effect on XAS at low temperatures $T \ll T_F$ compared to the effect of Fermi smearing. The FT self-energy is also important for XAS, accounting for both temperature dependent shifts and final-state broadening. To illustrate its efficacy, the approach was applied to calculations of XANES for crystalline Al and Cu at normal density. Above $T > 1$ eV, the fine structures experience substantial broadening in the K-edges, corresponding to a reduction of the quasiparticle lifetime with increasing $T$.

Going forward, a computationally efficient approximation beyond the uniform electron gas dielectric function would be to use a many-pole model [56, 57], which is an extension of the Hedin-Lundqvist single plasmon-pole model [58, 59]. Ab-initio dielectric functions also can be obtained from modern electronic structure codes. Such a finite-temperature generalization of the many-pole model is currently under development.
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Appendix A: Model for $\text{Re} \Sigma_{GW}$

The real part of the finite temperature GW self-energy, $\text{Re} \Sigma_{GW}(T)$, is parametrized using low-order polynomials. The parametric variables are the Wigner-Seitz radius $r_s$, reduced momentum $x = k/k_F$ and reduced temperature $t = T/T_F$. Below the variable $X$ represents the
array denoted \( X = (r_s, x, t) \).

\[
\text{Re } \frac{\Sigma_{GW}(X)}{E_F} = \begin{cases} 
\alpha_0(t) + \alpha_1(t)\beta_1(r_s)x + \alpha_2(t)\beta_2(r_s)x^{3/2} + \alpha_3(t)\beta_3(r_s)x^2 + \alpha_4(t)\beta_4(r_s)x^{5/2}, & x < \kappa(r_s, t) \\
\tilde{\alpha}_1(t)\tilde{\beta}_1(t)/x^{-1} + \tilde{\alpha}_2(t)\tilde{\beta}_2(t)/x^{-2} + \tilde{\alpha}_3(t)\tilde{\beta}_3(t)/x^{-3}, & x \geq \kappa(r_s, t)
\end{cases}
\]

Here \( \alpha_i(t) = \alpha_{i1} + \alpha_{i2}t + \alpha_{i3}t^2 \) and \( \tilde{\alpha}_i(t) \) has the same form. Similarly \( \beta_i(r_s) = \beta_{i1}r_s + \beta_{i2}r_s^{3/2} + \beta_{i3}r_s^2 \) and \( \tilde{\beta}_i(r_s) \) has the same form. The function \( \kappa \) is defined as:

\[
\kappa(r_s, t) = \left( 1 + \tanh \left[ a_1r_s - \alpha_1(t) \right] \right)
\times \left( a_2 \log [r_s]^2 + a_2(t) + a_3(t) \right)
\]

where it is fitted to the position of the cusp defined as

\[
cusp = \begin{cases} 
\min(1.5, \arg \min_x \text{Re } \Sigma_{GW}), & 0.2 < r_s \leq 5 \\
\min(1.5, \arg \max_x \partial_x \text{Re } \Sigma_{GW}), & r_s > 5 \\
1, & r_s \leq 0.2
\end{cases}
\]

The resulting Re \( \Sigma_{GW} \) parametrization is shown in Fig. 7. The absolute mean error for our parametrization is \( \approx 0.006 \ E_F \).

**Appendix B: Model for Im \( \Sigma_{GW} \)**

The imaginary part of the finite temperature GW self-energy, \( \text{Im } \Sigma_{GW}(T) \), is parametrized by

\[
\frac{\text{Im } \Sigma_{GW}(X)}{E_F} = \begin{cases} 
\eta_1(r_s)kt + \eta_2(r_s)kt^2 + \eta_3(r_s)k^2t^2 + \eta_4(r_s)k^2t^3 + \eta_5(r_s)k^2t^4 + \eta_6(r_s)k^2t^5, & t < \lambda(r_s, t) \\
\eta_i(r_s)k + \eta_i(r_s)k^2, & t \geq \lambda(r_s, t) \\
\eta_i(r_s)k^2, & t \geq \lambda(r_s, t)
\end{cases}
\]

where \( \eta_i(r_s), \bar{\eta}(r_s) = \eta_{i1}r_s + \eta_{i2}r_s^{3/2} + \eta_{i3}r_s^2 \) and \( \sigma \) is the standard deviation of the data points used. The function \( \lambda(r_s, t) \) is given by

\[
\lambda(r_s, t) = \left( 1 + \tanh \left[ \frac{r_s - \frac{1}{2}}{p_1} \right] \right)
\times \left( p_2r_s + \eta_1(t) + \eta_2(t) \right)
\]

and Im \( \Sigma \) at the Fermi level, \( k_F \), is parametrized by:

\[
\frac{\text{Im } \Sigma_{GW}(r_s, x = 1, t)}{E_F} = \nu_1(t)r_s^4 + \nu_2(t)r_s^3 + \nu_3(t)r_s^2 + \beta_1(t)r_s^2
\]

where \( \nu_i(t) = \nu_{i1}t + \nu_{i2}t^{3/2} + \nu_{i3}t^2 \). The fittings of Eq. (B1), Eq. (B2) and Eq. (B3) are done for two temperature regions: \( t < 0.5 \) and \( t \geq 0.5 \), and two density regions: \( r_s < 0.2 \) and \( r_s \geq 0.2 \).

The final model is a linear combination of the left and right regions in Eq. (B1). The left region is weighted by the Fermi function \( w = 1/(1 + \exp[15(k - 1.1\lambda(r_s, t))] \) and the right side by \( 1 - w \). In addition, to prevent spurious negative values at very low \( t \), we clip any negative values to be zero. The resulting parametrization is shown in Fig. 8. The absolute mean error for our parametrization is \( \approx 0.006 \ E_F \).
FIG. 8. Our parametrization (solid) to the imaginary part of $\Sigma_{GW}(T)$ (gray, dash-dotted) for $r_s = 0.02, 0.5, 1.0$ and 7.0 (blue to red).
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