Two Designs of Automatic Embedded System Energy Consumption Measuring Platforms Using GPIO

Huanjie Wu, Chun Chen and Kai Weng *
College of Computer Science and Technology, Zhejiang University, Hangzhou 310027, Zhejiang, China; 3100100294@zju.edu.cn (H.W.); chenc@zju.edu.cn (C.C.)
* Correspondence: wengkai@zju.edu.cn; Tel.: +86-138-0571-1803

Received: 21 May 2020; Accepted: 13 July 2020; Published: 16 July 2020

Featured Application: The two designs proposed in this article were applied to the design of ACoreOS Lite energy saving modes.

Abstract: Energy consumption is a critical evaluation index of embedded systems, and it has impacts on battery-life, thermal design, as well as device security and reliability. Since energy is the time integral of power, power consumption should be considered, along with the impact of “time”; thus, we propose two designs of automatic energy consumption measuring platforms utilizing General Purpose Input/Output (GPIO). Using these designs, we developed software and introduced auxiliary hardware for solutions with better timing and synchronization. A series of test sets were designed to verify our designs’ capabilities and accuracy levels. Both of our designs showed an accuracy similar to that of traditional measuring methods, which can satisfy the needs of different occasions. In addition, our designs provide real-time energy consumption data, as well as unattended automated measurements.
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1. Introduction

With the rapid development of System-on-Chips (SoC) and the demands of modern smart life, large numbers of embedded systems are being deployed everywhere in our daily life. A smart Internet of Things (IoT) system may consist of thousands of embedded devices, rendering the system expensive and hard to rebuild. Both operators and users expect these devices to last for long periods of time with little maintenance. Many embedded systems are deployed without an ease of maintenance and are self-powered with batteries or solar cells. There are also many embedded systems that require constant power with very compact designs. Energy consumption has significant impacts not only on battery life, but also on the hardware thermal design and the device’s security and reliability. To make sure that designed embedded systems are eligible for low energy consumption requirements, many methods to measure or model power consumption have been proposed. However, power consumption is not enough for hardware design and code optimization; the impact of “time” should also be carefully considered.

Herein, we propose two slightly different designs of energy consumption measuring platforms for embedded systems, one for higher precision and the other for simpler deployment. To measure the energy consumption accurately, we used General Purpose Input/Output (GPIO) in our designs for timing and synchronization. We also designed a series of test sets and verified the capabilities of our designs.
2. Related Works and Motivations

In this section, we first investigate existing power measuring methods and identify problems that these methods are unable to solve.

2.1. Existing Methods

Power saving and energy efficiency have been a consistently common research direction for embedded systems, with many power/energy consumption measuring and modeling methods having been proposed. Many battery-powered devices are equipped with a battery-monitoring unit (BMU), which continuously monitors the battery voltage, temperature, and current flowing into and out of the battery. Many researchers have proposed measuring or modeling the power consumption of embedded systems with the help of a BMU [1–9], particularly in research regarding smartphones. Mesa-Martinez et al. [10] also proposed a method of measuring the energy consumption of Android smartphones with a battery voltage characteristic curve obtained by voltmeters. However, a BMU has two major disadvantages; namely, its resolution, which is typically 0.1 mAh on Android devices [7,8], and its updating interval, which varies from several hundred milliseconds to several seconds [1,3,4,7,8]. The BMU also faces significant errors due to battery capacity degradation [3]. To overcome this shortcoming, Armen et al. [11] proposed a method of modeling smart phone power consumption using a battery simulator from National Instruments.

Some devices are equipped with data acquisition (DAQ) or a power meter connected to the power pack, which was widely used by researchers looking at power consumption measurement and the modeling of embedded systems [12–14]. McCullough et al. [15] used built-in energy counters on the Intel Calpella platform to measure actual power consumption by subsystems directly. The Running Average Power Limit (RAPL) is a Linux-based, driver-layer performance analysis tool, which can be used to measure the average power limit of an Intel CPU. David et al. [16] and Hähnel et al. [17] used RAPL to measure power consumption, with the resolution shown to be as high as 0.2 W. The sampling rate of DAQ can be up to 3 kHz, which is a much higher sampling frequency than that of the BMU. However, sampling at a high frequency is accompanied by a notable CPU time with a significant impact on the system performance, resulting in distorted measurements [12,14,18].

An infrared camera is a device that creates an image using infrared radiation. Infrared thermography can be used to intuitively show the use and distribution of energy in embedded systems by deploying an infrared camera on the surface of the board with heat transfer oil. The camera captures pictures of heat distribution and then calculates the energy consumed by the chip [10,16]. This method is visual and intuitive, but it is not easy to quantify.

Using power meters or other similar instruments is also a way to explore the power consumption of embedded systems, whereby the power supply is not directly connected to the board but is connected via a power meter. A multimeter was used in [10,19], Edip et al. [20] used a DC power supply, Shye et al. [21] used current clamps, Bircher et al. [22] used power probes, and some researchers, like Chang et al. [23] and Gilberto et al. [24], used oscilloscopes. Many commercial power meters, such as Monsoon power monitors [25–35] and LEAP power measurement devices [36], can achieve a sampling frequency of 5 kHz, which is much better than BMUs. Some researchers also used analog-to-digital (AD) modules to design their own unique instruments to measure power consumption [37,38].

Some chip vendors also developed software analyzers or profilers. Qualcomm released the first edition of Snapdragon Profiler [39] in 2016. It allows developers to analyze CPU, GPU, DSP, memory, power, thermal, and network data to find and fix performance bottlenecks. Still, it only works with Android devices powered by Qualcomm Snapdragon processors. EnergyTrace [40], developed by Texas Instruments, is a power analyzer tool that measures and displays the energy profile of an application and helps optimize it for an ultra-low-power consumption. However, it can only monitor the current for non-TI target devices. STM32CubeMonitor-Power [41], developed by STMicroelectronics, enables developers to swiftly analyze the low-power performance of target boards, but it shows no runtime status of the code.
2.2. Problems

The abovementioned works have provided a variety of power consumption measurements and modeling methods for embedded systems, but some problems remain to be solved. In many studies, researchers have focused largely on power consumption, paying more attention to changes in power consumption when applications, devices, or radios were running, in order to investigate the runtimes of operations with a high-power consumption in embedded systems and predict or estimate the overall battery life.

However, energy consumption is an accumulation, representing the time integral of power. The more detailed performance of hardware design, code optimization, and energy analysis requires an understanding of the impact of time on energy consumption. In the research mentioned in the previous subsection related to modeling and measurement, many did not consider “time”. In [19,27–29,31,33,34,36], the granularity of time was in seconds, whereas in [1,3,5,6,8,9], time was calculated per unit of battery discharge. This is no problem for most applications and radios that take tens of milliseconds or seconds to execute, but the determination of the energy consumed by small code segments that constitute the applications requires more precise timestamps to mark the execution time, which is usually only tens of microseconds. To retrieve high-precision timestamps, researchers used environment variables [11], library functions [42], or event-driven system call tracing [12,14,20,29,43–46] to log or mark precise timestamps. In general, the accuracy of a timestamp or timer provided by an operating system is in milliseconds. Millisecond accuracy may be applicable for measuring the execution time of the entire application, but it cannot measure the execution time of the functions in the application or the code segments that constitute the application. Some researchers also used library functions or environment variables to record the execution time; unfortunately, these library functions and environment variables only provide precision, not accuracy, and do not guarantee the frequency of value changes [47,48]. We conducted our own verification and the results are listed in Table 1. The results showed that the frequency of value changes was quite variable; therefore, the use of system calls, library functions, or environment variables to mark timestamps was deemed to be unacceptable.

|                      | Debian 9 on Intel Xeon E5630 | Debian 9 on Intel Celeron G3930 | Debian 9 on Intel Xeon E3-1270v6 |
|----------------------|-------------------------------|---------------------------------|-------------------------------|
| **Average (µs)**     | 23.709                        | 11.760                          | 414.760                       |
| **Maximum (µs)**     | 60.081                        | 40.054                          | 1201.630                      |
| **Minimum (µs)**     | 10.014                        | 6.676                           | 0.272                         |
| **Standard deviation** | 9.884                        | 7.073                           | 293.97                        |

It was stated in [12,14,18] that directly sampling power consumption data at a high frequency using embedded systems impacted the performance and resulted in distorted measurement results; thus, power consumption data should be sampled and collected outside the embedded systems. Since timestamps are obtained using embedded systems and power consumption data are collected by a power meter on another device, this introduces the problem of time synchronization. The connection between the code execution process and the power consumption data cannot be effectively established if the obtained timestamp and the collected power consumption data are not properly synchronized.

3. Methodology and Data Acquisition

In this section, we discuss how the problems regarding marking timestamps accurately and synchronizing the power consumption data and code execution status can be solved.

3.1. Marking the Precise Timestamp

To optimize the energy consumption of small code segments, knowledge regarding their execution times should be obtained. The execution time can be calculated using the timestamp related to when the
To optimize the energy consumption of small code segments, knowledge regarding their execution times should be obtained. The execution time can be calculated using the timestamp related to when the code segment starts and ends. In the previous section, we verified that real time cannot be guaranteed in a general-purpose operating system (GPOS). Thus, we introduced an intermediate device with a real-time operating system (RTOS) to help mark the timestamps and guarantee their accuracy. In this case, we required a method to notify the intermediate device of the runtime status of the code segment on the device being measured. Notification does not introduce much overhead, with a minimal effect on the execution process. Fortunately, most embedded systems possess GPIO interfaces; it only takes a few instructions to change the GPIO pin level within a few processor cycles, with the code execution being almost entirely unblocked and unaffected. Figure 1 shows the process of logging timestamps using GPIO.

The toggle frequency of the GPIO interface and the time required to change the pin level are provided on the datasheet by chip vendors. For example, the STM32F4 series requires only four clock cycles to change its GPIO pin level. Function calls of gpio_high() and gpio_low() are placed just before and after the code segment to produce GPIO pin level changes. The measured embedded system connects the GPIO pin(s) to those of the intermediate device. When the intermediate device senses a GPIO pin rising edge, it logs the start timestamp, followed by it logging the end timestamp when the falling edge arrives.

3.2. Obtaining Power Consumption Data

Due to the short execution time of code segments, the power consumption data must be updated at a high frequency, as otherwise some details get lost. As mentioned in Section 2.1, the sampling power consumption data at a high frequency using the built-in DAQ or power meter occupies a notable CPU time, introduces additional overhead, and leads to inaccurate power consumption data. In this case, the power consumption data should be measured and collected outside the embedded system. For devices without a built-in DAQ or power meters, the measurement and collection of the power consumption data from outside the device seems to be the only choice.

3.3. Timestamp and Data Synchronization

For the hardware design and code optimization, it is necessary to understand the energy consumption corresponding to the code, which requires the power consumption data to be synchronized with the execution status of the code segments. However, the code is executed on the embedded system and the power consumption data are measured and collected outside the embedded system; therefore, there is no common time baseline between them. GPOS like Windows or Linux do not guarantee real time. Therefore, we decided to use the intermediate device to handle the timestamp and the power consumption data. Figure 2 shows how the timestamps and power consumption data are synchronized.
Figure 2. Time sequence of the synchronized power consumption data and timestamp.

The upper half represents the embedded system being measured, wherein the code is run and the GPIO level changes are produced. The lower half represents the intermediate device, which collects the power consumption data continuously and uses interrupt service routing (ISR) to respond to GPIO level changes and to record timestamps. In this way, the power consumption data and the timestamp share a common time baseline. Because the intermediate device runs an RTOS, the accuracy of the timestamps is also guaranteed.

4. Implementation

Experiments were performed on an STM32F407 core board as the target device, in order to verify the capability of our design. STM32F407 is a widely used microcontroller based on ARM Cortex-M4, and its operating frequency can reach up to 168 MHz. In our project, a KEITHLEY 2280S-32-6 type digital power supply was used to collect the power consumption data. Its sampling rate can reach 25 kHz when the measurement resolution is set to 3½ digits, and the sampling rate is 5 kHz when the resolution is set to 4½ digits [49]. It is equipped with a General Purpose Interface Bus (GPIB, or Institute of Electrical and Electronic Engineers (IEEE) 488 bus), ethernet, and Universal Serial Bus (USB) interfaces, and it supports queries using commands like Standard Commands for Programmable Instruments (SCPI). In practical applications, we also investigated another slightly different, simplified auxiliary design.

4.1. The Host Computer Software

The host computer software is the control center of the entire automatic energy consumption measurement platform. To achieve an automatic and unattended measurement, the host computer software is designed to finish a series of jobs automatically. Figure 3 shows the workflow of energy consumption measuring. Many tasks in the process of the energy consumption measurement are completed automatically by the host computer software, including cross-compiling test cases, programming binary files to the target board, configuring the output parameters of high-precision power supplies, fault recovery, final data collection, processing, display, etc.
For the design and implementation of the host computer software, two ideas were considered. One was that the host computer software indirectly controls the operation of the entire measurement platform through an intermediate device, and the other was that the host computer is directly connected to the target board and high-precision digital power supply through a specific peripheral interface.

4.1.1. With a Standalone Device

In this design, the host computer is only connected to the intermediate device, rather than directly connecting the target board and high-precision digital power supply. In general, most personal computers do not have convenient GPIO interfaces, and general-purpose operating systems like Windows or Linux are not real-time operating systems, so an intermediate device between the host computer and the board is introduced for testing. The host computer software sends different control instructions, such as power supply configuration, measurement start/end, and target board reboot instructions, to the intermediary device according to the execution steps, and the intermediary device returns the collected data and information to the host computer software. The software draws a graph of the processed real-time voltage and current data and also records all received data for future use. The data are logged in separate files for every test case.

4.1.2. With an Auxiliary Device

According to the present idea, GPIO is an important part of the automatic energy consumption measurement platform. A peripheral device making it possible to easily perform some GPIO operations on personal computers was considered. If such a peripheral device exists, the host computer would directly connect with the target board and the high-precision digital power supply in the corresponding design. Even if some other performance indicators were to have some tradeoffs when compared to the use of independent intermediate equipment, the design of this automatic energy measurement platform may be more concise and intuitive.

The host computer software directly configures the power supply output parameters, such as the output voltage and maximum output current, before each test case starts, so that the designers and researchers do not have to reconfigure the power supply manually every time. It also queries and logs the real-time power supply output data without any agency or repeater. The software performs a cross-compilation for the source code files of each test case and then performs the programmed task. These tasks were previously performed manually and in series, but with this automatic host computer software they can be completed automatically. In our design, the host software reboots the target board into different working modes by controlling the flow control pin level of the USB to TTL Serial (USB-TTL) module (connected to the reset (RST) and boot mode (BOOT) pins of the target board), such as the in-system programming (ISP) mode and normal operation mode. The image programming
can be done through the serial port, or through the Joint Test Action Group (JTAG) by using external programs. Powering through the JTAG programmer must be avoided.

Although differences exist in the specific implementation of different hardware arrangements, the two designs still show many similarities. Large quantities of cases to be tested can exist simultaneously, and, in the past, researchers compiled executable binary files from source codes in advance. In our designs, the host computer software could undertake the cross-compilation of test cases, different algorithms, compilation optimization options, and cross-compilation toolchains, which all impact the generated instructions in binary files. Therefore, researchers would only need to write different test case source code and corresponding makefiles. For an unattended measurement, all real-time power supply output data would be captured and recorded in the logfile for each test. For a fault recovery, when the software does not receive data after the timeout, the power supply or target board could be assumed to be down. In this circumstance, a hard reset would be performed by the software, and both the power supply and the target board would be automatically restarted.

### 4.2. The Intermediate Device

In this section, we propose using GPIO as a link between the energy consumption data and running the code on the target board.

#### 4.2.1. Design A: The Standalone Design

To work with GPIOs efficiently, we used a standalone STM32F7 kit board as the intermediary device in this design, equipped with plenty of GPIO interfaces and able to respond to a GPIO level flip frequency of up to 54 MHz [50]. We ran an RTOS on this device to guarantee real time. Researchers generally program every binary file manually, so we also used an intermediary device to accomplish this task. Figure 4 shows the hardware architecture and wiring of the standalone design.

![Figure 4. The architecture and wiring of the standalone design.](image)

We developed some programs on this device to help download writing data, including booting the target board into the flash or ISP mode, erasing if necessary, and rebooting the target into the normal mode. This device followed instructions from an automatic measurement software controlling the power supply output so as to have it turn on or off in order to start or stop the testing. It also collected real-time output data during tests, synchronized with the beginning–end signal, and sent these data back to the host computer. Some GPIOs on the intermediary device board could be used as signals or interruption triggers.

#### 4.2.2. Design B: The Simplified Auxiliary Design

In practice, we found that the wiring of the intermediate device used in the standalone design was complicated and that additional programming development work was needed. In our standalone...
design, we used an STM32F7 board as the intermediate device. However, the sampling frequency of most digital power supplies/multimeters is much lower [49], and the high performance of a GPIO interface cannot be fully utilized. Millisecond accuracy is sufficient in some cases; therefore, we attempted to simplify the design by replacing the intermediate device in the standalone design.

In practice, we found that USB-TTL modules possessed many of the features that we needed. The USB-TTL module is capable of serial communication and, in addition to the pins required for data transmission and reception, it also has several pins for flow control, such as Data Terminal Ready (DTR), Data Set Ready (DSR), Request To Send (RTS), and Clear To Send (CTS). These flow control pins can be multiplexed as GPIO input and output pins.

Figure 5 shows the wiring of our simplified auxiliary measurement platform. The target board’s GPIO pins were connected to the module’s flow control pins. To program an image file to the target board, the target board’s serial port pins were connected to the module’s serial transceiver pins. Furthermore, the flow control pins could be connected to the RST and BOOT pins of the target board to guide the target board to restart and enter different working modes.

The auxiliary design has a relatively simplified architecture, but it has some limitations. In this design, timestamps are marked on the host computer; the accuracy of the timestamp is limited to the millisecond-level. Besides, there are only four flow control pins on the USB-TTL module: two for “digital out” and the other two for “digital in”; however, this issue can be “solved” by using multiple USB-TTL modules.

4.3. Rest Parts of Our Designs

In addition to the host computer software and hardware devices mentioned above, we also used some ready-made equipment in our design, such as high-precision digital power supplies, power meters, and multimeters. In addition, the GPIO signal played a very important role in our design, helping us understand the real-time running status of the board. Piling and modification in the source code were also required.

The digital power supply, power meter, or multimeter provided readings of the real-time voltage, current, and power consumption data. For all devices to collaborate effectively, the instrument was equipped with communication ports like GPIB, Ethernet, or a serial interface, as well as support queries using commands like SCPI.

To generate the GPIO level changes shown in Figure 2, the application code running on the target board also required some modification. A GPIO call was added to produce a rising edge just before the beginning of the tested code segment, as well as to produce a falling edge right after the end of

---

**Figure 5.** The architecture and wiring of the simplified auxiliary design.
the code segment. These beginning–end signals were marked as beginning–end timestamps, thereby marking out the application runtime status of the power consumption data.

5. Evaluations and Results

To verify the capability of our platform, we designed several test sets from the perspectives of power consumption, execution time, and energy consumption, respectively. We also manually conducted measurements using multimeters according to [10] as the control group.

5.1. STM32F4 in Different Power Modes

The STM32F4 was designed with three different power-saving modes, two of which also use different voltage regulators, namely, the sleep and stop modes. These different power modes obviously have different runtime power consumption levels. As we mentioned at the beginning of the previous set of tests, in addition to time, the other major factor affecting energy consumption is power. In this set of tests, we designed six groups of test cases to measure the operating current of the STM32F4 in different power states. These included the normal working mode, the sleep and stop modes using the main regulator, the sleep and stop modes using the low-power regulator, and the standby mode. The results are shown in Figure 6, with (a) showing the working current of different power modes and (b) showing the difference between the standalone design and the simplified auxiliary design.

![Figure 6. (a) Working current of different power modes measured using the standalone design and the simplified auxiliary design. (b) Difference (%) between the standalone design and the simplified auxiliary design.](image)

Although the power measurement is done using off-the-shelf instruments, we added some new content unique to our design to this set of tests. We used the intermediate device to send the changed level signal to the GPIO of the target board as an external interruption signal to wake the target board from the sleep, stop, or standby modes.

5.2. Different Types of Instructions on STM32F4

Energy consumption is based on both power rate and duration; the power rate can be calculated from the power supply output voltage and output current.

In our designs, the period was timed by the rising and falling edges. Thus, we verified the ability of our designs to measure time intervals. Because the intermediate devices used in our designs were not the same, the performance of the STM32F7 in response to GPIO level changes was much better than that of Windows/Linux using the USB-TTL module in response to the level changes of the flow control pins; the instructions in the test case were simply duplicated 1000 times without using loop statements. We also compared the difference between various STM32F4 instruction types. In this test, the clock frequency of the STM32F4 processor was set to 8 MHz. Figure 7a shows the execution time of...
different instruction types, and Figure 7b shows the difference between the standalone design and the simplified auxiliary design.

![Figure 7](image-url)  
(a) Execution time of different test groups for the STM32F4 instruction types measured using the standalone design and the simplified auxiliary design.  
(b) Difference (%) between the standalone design and the simplified auxiliary design.

5.3. STM32F4 Processor Running with Different Frequency

According to the STM32F4 datasheet and user manual, the STM32F4 processor has a maximum frequency of 168 MHz, which can be tuned by modifying the phase locked loop (PLL) parameters. We designed a series of test cases with 40 sets of different PLL parameter combinations, setting the processor to run at different frequencies. Table 1 shows the trend of the power supply output current according to different processor frequencies by setting different PLL parameters on the STM32F4 processor. Due to space limitations, we only present the test results of some frequency points here. In this test, the power rate and the execution time were also variables. We made a comprehensive comparison of the readings of both of our designs according to the measurement method described in [10].

In this test, we performed measurements in three groups, including our standalone and simplified auxiliary designs, with the measurement method in [10] as the control group. The test case is executed multiple times in a loop, and the execution time is about one second. For the standalone design and auxiliary design, the timestamp is marked using GPIO. For the control group, the execution time is calculated by the time register value before and after the execution. The results are shown in Table 2 and Figure 8. The difference between the readings of the two designs was around 1.35%, and this is deemed to be due to different accuracy values of the timestamp. Different designs showed impacts on the measurement results; however, according to all three test groups, the difference in readings was deemed acceptable. Both the standalone and simplified auxiliary designs of the automatic measuring platform exhibited a similar accuracy.

![Table 2](table-url)

Table 2. Energy consumption of the STM32F4 processor running at different clock frequencies measured using our designs and the measurement in [10].

| Test Item | Energy Consumption (μJ) |  |  |
|-----------|-------------------------|---|---|
| 1 MHz     | 8.289400                | 8.3197 | 7.3645 |
| 2 MHz     | 8.326911                | 8.5526 | 7.7057 |
| 4 MHz     | 8.877227                | 9.0001 | 8.2953 |
| 8 MHz     | 9.948424                | 10.1476 | 9.4501 |
| 16 MHz    | 12.053634               | 11.7096 | 12.8616 |
| 32 MHz    | 17.795274               | 17.7466 | 17.2399 |
| 64 MHz    | 24.290318               | 24.4644 | 24.6769 |
| 128 MHz   | 39.492187               | 39.0114 | 40.6801 |
Figure 8. Energy consumption of the STM32F4 processor running at different clock frequencies measured using our designs and the manual measurement.

We also noticed a consistent difference between our two designs and the manual measurements. Judging from the results, this difference was not related to the actual energy consumption and was deemed to be due to the bias introduced by the use of different wiring methods used in the automatic measurement platforms and manual measurement techniques.

5.4. Energy Consumption of µC/OS System Functions

µC/OS is a widely used, opensource, real-time operating system that we used in accordance with our design to measure the energy consumption of its system functions. Due to the execution time being so short, it was only measured with the standalone design. In this test, we used an STM32F407 discovery board as the target device, with its processor frequency set to 53.76 MHz. Figure 9 shows the energy consumption of different µC/OS system functions.

Figure 9. Energy consumption of the µC/OS system functions measured with the standalone design.
For most µC/OS system functions, the execution time is calculated via GPIO level changes generated by calling GPIO functions. For os_init(), the initialization function of µC/OS, the intermediate device changed the level of the RST pin on the target device and marked the start timestamp at the same time; after µC/OS was initialized, a GPIO rising edge was generated, and the intermediate device marked it as the end timestamp. The results showed that our standalone design could be used to measure the energy consumption of small code segments or functions, with even the execution time being quite short. The results also proved that the execution time is an impact factor of energy consumption.

5.5. Automation and Unattended Tests

Over 1200 test cases and 40 different hardware environment configurations were designed by our group, with over 8000 tests conducted over the course of an entire week. In light of our automatic measuring platform, all the tests listed above were executed automatically. The platform skipped to the next test case if one test case failed three times. This automated and unattended measuring platform allowed us to diverge from the repetitive compilation, programming, measuring, and recording tasks, so that we could focus more on analyzing the measurement results.

6. Conclusions

In this paper, we introduced two designs of automatic energy consumption measuring platforms for embedded systems, one using a standalone device and the other using an auxiliary peripheral device. We used the GPIO level signal as a link to establish a connection between power consumption data and runtime status using the target board. By using GPIO, we solved the problems related to obtaining high-precision timestamps and the synchronization between timestamps and power consumption data. Our designs simplified and eliminated many complicated manual steps in embedded system energy consumption measurement tasks, allowing energy consumption measurement to be unattended and carried out automatically. Our standalone design is suitable for occasions requiring a higher sampling frequency and more GPIO signals, and our auxiliary design is suitable for occasions where only a single GPIO signal is required with more concise wiring. Although the hardware and software of these two designs were different, they demonstrated similar accuracy and automated measurement capabilities. We designed groups of test sets to verify our designs’ capabilities, with the test results showing that our designs measured energy consumption automatically, in real time, and accurately. We also used our standalone design to measure the energy consumption of the µC/OS system functions. Finally, our designs are easily “upgraded”. For the standalone design, the adoption of an intermediate device with a higher performance or using a power-sensing module with a higher sampling frequency could improve its measurement precision and accuracy, and for the auxiliary design, a more compact design could be achieved by using Raspberry Pi or a similar kit-board with a high performance and plenty of GPIO.
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