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Abstract

We present a number of low-resource approaches to the tasks of the Zero Resource Speech Challenge 2021. We build on the unsupervised representations of speech proposed by the organizers as a baseline, derived from CPC and clustered with the k-means algorithm. We demonstrate that simple methods of refining those representations can narrow the gap, or even improve upon the solutions which use a high computational budget. The results lead to the conclusion that the CPC-derived representations are still too noisy for training language models, but stable enough for simpler forms of pattern matching and retrieval. 
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1. Introduction

The Zero Resource Speech Challenge series (ZeroSpeech) \cite{1,2} is an initiative with the ultimate goal of building from scratch a system that learns an end-to-end spoken dialogue system for an unknown language, using only sensory information mainly in the form of recordings, and does not use any linguistic resources or knowledge.

The high-level objective of the competition is to learn various qualities of a natural language at different levels of granularity directly from raw audio without any supervision. ZeroSpeech 2021 evaluates speech understanding using the following tasks and datasets:

1. Phonetic ABX (Libri-Light dataset \cite{3}), where the system has to judge whether two phonemes are identical
2. Lexical (sWUGGY dataset) - classifying whether a spoken utterance is a real or misspelled word
3. Semantic (sSIMI dataset) - assessing semantic similarity between two spoken words
4. Syntactic (sBLIMP dataset) - assigning a grammatical score to an utterance in such a way that erroneous sentences have lower scores than correct ones

For all tasks it is assumed that spoken corpora (either LibriSpeech \cite{4}, or Libri-Light \cite{3}) are the only sources of language knowledge.

The organizers have provided a baseline solution \cite{2}, which we adapt and modify in our submission. Raw audio is fed to a Contrastive Predicting Coding (CPC) model \cite{5}. By trying to predict future representations, the CPC model learns useful intermediate representations of speech. These come in the form of an embedding vector emitted every 10 ms. Collected from a large training corpus, the embeddings are then clustered with the k-means algorithm into 50 pseudo-phones. With this pipeline, any unseen audio can be transformed into a stream of pseudo-phones, on which language models may be trained for downstream tasks.

In this paper we present our submission which tries to address all four tasks. We extend the baseline solution in several directions: we refine the intermediate representations, extracted with CPC, to directly improve the ABX scores. We show that such representations can be used to perform simple fuzzy look-ups in a large dataset, and even extract some common patterns that serve as pseudo-words. Our approach to the semantic word similarity task is also based on pseudo-words. Instead of pooling the hidden states of the language model, we opt for a direct discovery of pseudo-words in the corpus. These can be embedded with a word2vec-like approach \cite{6} to form a semantic vector for the entire word. Lastly, for the syntax modeling task we use a simple LSTM model similar to the baseline one.

We provide complete source code of our submission at \url{https://github.com/chorowski-lab/zs2021}

2. Phonetic Task: Libri-Light ABX

In the ABX task two speech categories A and B are determined by two recordings (e.g., “bit” vs “bet”), and a third recording X has to be correctly assigned to either one of them.

The baseline representations for the ABX task are CPC-derived embedding vectors. In order to improve upon those representations, we introduce two approaches described in the following section.

2.1. Improvements to CPC Representations

\textbf{Factoring Out Speaker Identities} The embeddings produced by CPC contain information about both the phonetic content and speaker identity. In case of ABX, which is a phoneme recognition metric, the latter is irrelevant. We therefore project the embeddings of the baseline model (CPC-big \cite{2}) into the nullspace of a linear speaker classification model to render the embeddings less speaker-sensitive. We perform speaker classification on baseline CPC embeddings with a projection factorized into matrices $A$ and $B$, where $A \in \mathbb{R}^{D_{emb} \times D_{emb}}$, $B \in \mathbb{R}^{D_{emb} \times D_{emb}}$, $D_{emb}$ is the dimensionality of embeddings and $D_{null}$ is the linear bottleneck dimensionality. In order to compute ABX, we multiply the CPC-derived embeddings by $A$ and $B$, to get $A^T \in \mathbb{R}^{D_{emb}\times D_{emb}}$, the nullspace matrix of $A$.

\textbf{Averaging with Centroids} Higher-level tasks of the competition rely on pseudo-phones found by clustering these vectors.
with k-means. Doing so proves useful, so we incorporate some of the outcomes of the clustering back into the dense CPC-derived vectors.

Specifically, we take a weighted average of every dense CPC-derived embedding $e$ in the embedding space with its cluster centroid $c_{\hat{e}}$:

$$\hat{e} = \alpha c_{\hat{e}} + (1 - \alpha) e. \quad (1)$$

This averaging moves every dense embedding towards its assigned centroid proportionally to the distance from it. This aims to include information about the global characteristics of the embedding space coming from clustering without substantial loss of local information, and might be regarded as a simple form of denoising. It does not change the assignment to the closest centroid.

### 2.2. ABX Experiments

We evaluate both aforementioned improvements on the ZeroSpeech ABX task. To begin with, we extract 512-dimensional embeddings from the second layer of the CPC’s autoregressive module. We run each classification experiment for 10 epochs on the train-clean-100 subset of LibriSpeech.

ZeroSpeech 2021 dev/test sets are subsets of LibriSpeech dev/test sets, respectively. However, for best results (and for replication of the baseline) we had to first compute the embeddings on the full LibriSpeech test set, to allow the model to keep latent state between consecutive utterances. After all embeddings were computed, we have kept only the ones needed for ZeroSpeech ABX evaluations.

We investigate the variation in ABX scores with respect to the dimensionality of the resulting nullspace, by testing with different bottleneck sizes $D_{mb}$ of the speaker classifier. We achieve the best ABX result when the nullspace size is 448.

Next, we evaluate the influence of averaging with centroids on the ABX scores (Table 1). It also noticeably improves ABX results, and we achieve the highest error reduction when it is combined with a 448-dimensional nullspace projection. We have experimented with both Euclidean and cosine distance metrics when performing k-means and later choosing the closest centroid. Both yield similar results, and we select the centroid according to the cosine distance in subsequent experiments.

Lastly, we evaluate the influence of both methods on supervised speaker and phoneme classification accuracies. In the nullspace approach, both of them are low (Table 2), and increase with the size of the nullspace ($D_{mb} - D_{nhb}$). This indicates that after we attempt to make the representations speaker-insensitive, there is still some stray of speaker-related information present in the remaining dimensions. As seen in Table 3, averaging with centroids also reduces phoneme classification accuracy, proportionally to how much the embeddings are altered, both with and without the nullspace projection.

Thus, both tested methods improve ABX, and degrade phoneme separation results. This can be because difficulties of those tasks and power of downstream models used differs - we discard less important parts of the information, which improves ABX results as the task is simple and there are no trained parameters, just representation distances (in which case removing less important parts of information helps) but degrades phoneme separation performance (as we still discard some information which classifier with trainable weights could use). In both cases the relative gain in ABX is bigger than the relative loss in phoneme separation performance.

### 3. Quantization for Higher-level Tasks

The baseline methods for the remaining tasks of higher linguistic levels require quantized inputs, that act as discrete input tokens for language models. This is achieved by clustering CPC-derived vectors with k-means, and mapping every dense vector to its centroid. To achieve the best results on lexical and syntactic tasks (sWUGGY and sBLIMP datasets), we use the CPC-nullspace embeddings instead of the raw CPC embeddings. In contrast to feature extraction for the ABX task, now the LSTM
context in CPC is not kept between the files, as the datasets for specific tasks are not related to one another. Additionally, when computing the distances, we normalize $L_2$-norm lengths of vectors and in effect switch from the Euclidean metric to the cosine metric for quantization.

For the semantic task (sSIMI dataset), we use the baseline quantizations produced with the raw CPC embeddings, and k-means clustering with the Euclidean metric.

4. Lexical Task: sWUGGY

The goal of the task is to distinguish a real word from a similar pseudo-word in a given pair. Pseudo-words were generated with Wuggy [7], and adhere to orthographic and phonological patterns of the English language. Such pairs make up the sWUGGY dataset, which has two parts: one with real words which appear in the LibriSpeech training set (base), and another one in which they do not (OOV).

The baseline solution takes pseudo-phones as input, and judges the likelihood of a word with a language model, following [8]. For the base pairs, our method performs a dictionary lookup of the quantized representations trying to spot the words in the entire LibriSpeech training corpus.

For the OOV pairs, we were trying to use a simple LSTM language model and to combine it with dictionary lookup. But since guessing whether a word is in vocabulary is somehow problematic, and LSTM yielded similar results to DTW, we decided to treat all words in the same way.

4.1. Dictionary Lookup

We build a corpus by pre-processing all LibriSpeech training set utterances to strings of pseudo-phones. For every query word, our goal is to find the closest matching subsequence in the corpus. The lookup is based on dynamic time warping (DTW) [9], and uses subsequence DTW which matches a given sequence to a contiguous subsequence of another, such that the matching cost is minimal across all subsequences. This can be done without any increase in complexity, and is easy to parallelize.

Query words and pseudo-phone representations of training utterances are strings of discrete centroid numbers. A simple similarity matrix between the elements of two sequences $x, y$ would be a binary one. We take advantage of having Euclidean coordinates of the centroids, and compare two pseudo-phones by the similarity of their centroid vectors. Thus, every similarity matrix has real-valued entries, and we perform soft matching of sequences.

We estimate pseudo-log probability of a query word as the negative quotient of the minimum DTW cost to the mean DTW cost of this word. We normalize with the mean DTW cost because longer words tend to have higher costs, which would result in a bias towards shorter words.

4.2. Experiments for sWUGGY

We have tried different lookup methods, such as direct comparison of subsequences or measuring edit distances. Out of the tested methods, the best results were obtained with dynamic time warping. We have also tried to post-process the quantizations, but all attempts worsened the results. This is probably due to loss of useful information, so we run DTW on vanilla quantizations.

For the sWUGGY test set, it was not possible to differentiate between base and OOV, so we have used only DTW. For OOV words, the difference between the results obtained with DTW and LSTM was minor.

A significant improvement to our DTW relies on a technical detail. If we match the word correctly, we expect the match cost to be spread evenly over the entire sequence. However, when we match the word incorrectly, we expect the cost to be high in some places and low in the others. Thus, we increase the cost of distant pseudo-phones, and decrease the cost of similar ones by raising the cost in distance matrix to some power, which sharpens the distances. In our case, 1.6 was the best for the cosine metric quantization and 2.0 for the baseline quantization.

Processing of the train set took 18 hours on conventional hardware for both baseline and nullspace quantizations. Results presented in Table 5 show that both normalization and modification of the distance matrix yielded a significant improvement in the score.

5. Semantic Task: sSIMI

The goal of the task is to judge the semantic similarity of pairs of words (see [10, 11]). That similarity is then compared with semantic judgments made by the human annotators, collected from a set of 13 existing semantic similarity and relatedness tests (including WordSimilarity-353 [12], and mturk-771 [13] which was used as a development set).

The submission format encouraged solutions which assign a vector at every temporal location, with a simple pooling method to aggregate them into a vector for the entire recording. The pooling methods included min, max, avg, last, etc. In our submission, we have computed a vector for an entire recording, and replicated it along the time axis, so that after pooling with aforementioned functions it would remain unchanged.

Preparation of the Corpus We rely on the baseline pseudo-phone units, extracted with CPC and quantized with k-means. Streams of recognized pseudo-phones contain symbol repetitions, and we treat such blocks as higher order units. We further simplify these sequences by heuristically collapsing subsequent occurrences of the same pseudo-phone, and unify blocks which occur in similar contexts. The treat the result of this procedure as an approximation of a phoneme-level transcription with no word boundaries.

Segmentation We apply segmentation into pseudo-words with SentencePiece [14], which maximizes the probability under a unigram language model [15]. Given a vocabulary $V = w_1, \ldots, w_n$ with associated occurrence probabilities $(p_1, \ldots, p_n)$ and an utterance $x$, the most probable segmenta-
tion is determined with the Viterbi algorithm. The vocabulary \( \mathcal{V} \) is refined iteratively by maximizing the probability of every utterance under a unigram language model: \( P(x) = \prod_i p(x_i) \).

We apply SentencePiece with target vocabulary size 50k. By using ground-truth transcriptions, we found that the corpus has 18,705,420 words, which translates to 1.95 pseudo-word for every real word.

### 5.1. Experiments for sSIMI

Every recording in the similarity task dataset comprises a single word, and we convert each of them to a sequence of pseudo-phones. Some of those sequences exist in our pseudo-word vocabulary, and already have a unique word embedding calculated with word2vec. Others need to be built from smaller pseudo-word units. A simple way of doing so would be to split the sequence with SentencePiece into known pseudo-words. Knowing that the pseudo-representations tend to be noisy, we instead find the closest matches of each of them in the training corpus wrt. edit distance. Then, word2vec embeddings of these matched pseudo-words are averaged to a single embedding for every input recording.

### 5.1. Experiments for sSIMI

Since our approach differs from the ZeroSpeech baseline one, we decided to present other word-oriented toplines for sSIMI, that better suit our approach. We compare word vectors trained on a large corpus, LibriSpeech transcriptions, and on our tokenization of LibriSpeech transcriptions. In that last case, we delete spaces and tokenize into 50k units using SentencePiece. The results are presented in Table 6. The embeddings trained on word corpora outperform the RoBERTa topline, which suggests that the proposed approach might deserve further investigation.

### Embedding and Retrieval

With the corpus segmented into pseudo-words, we train an ordinary word2vec model \([6]\). Every recording in the similarity task dataset comprises a single word, and we convert each of them to a sequence of pseudo-phones. Some of those sequences exist in our pseudo-word vocabulary, and already have a unique word embedding calculated with word2vec. Others need to be built from smaller pseudo-word units. A simple way of doing so would be to split the sequence with SentencePiece into known pseudo-words. Knowing that the pseudo-representations tend to be noisy, we instead find the closest matches of each of them in the training corpus wrt. edit distance. Then, word2vec embeddings of these matched pseudo-words are averaged to a single embedding for every input recording.

#### Table 6: Toplines for word-based sSIMI (dev set). First three methods used all word pairs from the dev set, the result for RoBERTa \([16]\) are for the synthetized part of the data.

| Method                  | synth. |
|-------------------------|--------|
| Google News word2vec    | 65.5   |
| LibriSpeech 960 transcriptions (w2v) | 36.3   |
| Tokenized Librispeech   | 16.8   |
| RoBERTa (ZeroSpeech2021 Topline) | 32.28 |

Table 7 presents our results in the ZeroSpeech contest together with other submissions. Our approach achieves the best score in the LibriSpeech subcategory, where the recordings are cut from LibriSpeech and not synthesized. This might indicate that our method is able to discover semantic shades of the known words from the corpus, but unable to generalize further.

### 6. Syntactic Task: sBLIMP

BLIMP \([17]\) is a challenge dataset for evaluating to what extent language models can understand the English grammar. The dataset consists of pairs of similar sentences, and in every pair only one sentence is correct. In sBLIMP all sentences are synthesized. Since the aim of BLIMP was to evaluate how sentence likelihood is related to its grammatical correctness, there is a natural strategy of solving sBLIMP: use a language model to compute sentence probability and pick the most likely sentence from the pair as the correct one. To this end we use a LSTM language model trained on quantized nullspace features from LibriSpeech dev subset. In the competition, it had 53% accuracy both on dev and test sets, slightly outperforming the baseline, and being close to 54% of the best submission.

However, this result is not impressive at all: LSTM with random weights has 52.9% accuracy. We hypothesize that this is caused by unbalanced utterance lengths in sBLIMP. We have discovered that incorrect sentences are typically longer than the correct ones. Nevertheless, it is worth saying that BLIMP even in text version is definitely a non-trivial task, as for instance a big LSTM trained on large text corpus achieves only 70% accuracy \([18]\), and even large Transformer\([19]\) model like GPT-2 don’t exceed 82% \([17, 20]\).

### 7. Conclusions and Future Works

We have presented a low-resource, information-retrieval based approach to the tasks of the Zero Resource Speech Challenge 2021. We were able to outperform baselines on every task, and achieve best or close to the best results on all four tasks. Still, many issues deserve further investigation.

First, we can explore the relationship between the ability of neural networks to memorize words, and contrast that with fuzzy information retrieval system. Is it possible to discover the dictionary from recordings, using some combinations of these approaches?

Moreover, we believe that there is a potential synergy with computing semantic vector representation for pseudo-words using word2vec – mainly because it is inexpensive to compute, and moving to bigger datasets can lead to a substantial improvement of embedding quality.

Solving BLIMP in the Zero Resource regime is undoubtedly an ambitious task. We believe that it is worth to consider its simpler, artificially created variants. For instance, a variant in which the incorrect sentences were created by changing word order, or by replacing a randomly chosen word with another. Such simpler task can produce less noisy results.

Lastly, we can explore approach similar to averaging with centroids, but applied during training of CPC. For example by adding a loss based on the distance to simultaneously computed centroids, hoping that its denoising effect will improve the extracted representations.
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