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Abstract: The rapid development of machine learning technologies in recent years has led to the emergence of CNN-based sensors or ML-enabled smart sensor systems, which are intensively used in medical analytics, unmanned driving of cars, Earth sensing, etc. In practice, the accuracy of CNN-based sensors is highly dependent on the quality of the training datasets. The preparation of such datasets faces two fundamental challenges: data quantity and data quality. In this paper, we propose an approach aimed to solve both of these problems and investigate its efficiency. Our solution improves training datasets and validates it in several different applications: object classification and detection, depth buffer reconstruction, panoptic segmentation. We present a pipeline for image dataset augmentation by synthesis with computer graphics and generative neural networks approaches. Our solution is well-controlled and allows us to generate datasets in a reproducible manner with the desired distribution of features which is essential to conduct specific experiments in computer vision. We developed a content creation pipeline targeted to create realistic image sequences with highly variable content. Our technique allows rendering of a single 3D object or 3D scene in a variety of ways, including changing of geometry, materials and lighting. By using synthetic data in training, we have improved the accuracy of CNN-based sensors compared to using only real-life data.
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1. Introduction

The rapid development of machine learning (ML) technologies in recent years has led to the emergence of CNN-based sensors or ML-enabled smart sensor systems [1]. The advantages of such systems are most clearly manifested in the problems of medical analytics, unmanned driving of cars, UAV’s navigation, industrial robots, Earth sensing and photogrammetry, i.e., wherever computer vision is traditionally used. The efficiency of these systems highly depends on the training dataset.

Training of the modern neural network models in practice faces two fundamental problems: data quantity and data quality. The data quantity concerns availability of sufficient amounts of data for training and testing. The quality of data means how balanced the data is—are all the different classes that the model should recognize sufficiently represented, do we have precise marking for it or not, how much noise (of any nature) is present in the dataset? Real-life datasets collected by people usually suffer from both insufficient quality and insufficient quantity. In practice, the situation is even worse because computer vision (CV) researchers sometimes need to change input datasets for testing of certain hypotheses. Due to the inability to quickly obtain a new dataset, the CV researcher has to consider subsets of the existing dataset, which significantly limits their study.

Thus, synthetic (i.e., rendered using realistic image synthesis or other methods) datasets may be an option. The solution to the data quantity problem can be achieved...
through the use of algorithms for the procedural setting of the optical properties of materials and surfaces. This way, it is possible to quickly generate an almost unlimited number of training examples with any distribution of objects (and therefore classes) present in the generated images. The quality problem is actually more interesting. On the one hand, this is solved automatically: the renderer creates accurate per-pixel masks generating ground truth marking. On the other hand, it is actually not quite clear what quality actually means for CV.

Some researchers assume that quality is subjective realism to the human eye [2–4]. This is important to some extent, but rather wrong in general. Realistic rendering in comparison to simple or real-time techniques can improve accuracy of CNN-based methods. However, according to other studies [5,6] and our experience, the main problem is different: in practice, we measure the accuracy on specific datasets, and in this formulation of the problem, quality is understood as similarity to other examples of the dataset, finally used to measure the quality of the CNN-based algorithms. This in itself significantly shifts the priorities of the developed approaches and software for our solution.

The purpose of our work is to propose a controllable and customizable way for inserting the virtual objects and variating their distribution and appearance in a real dataset. This allows us to both improve the accuracy of CNN-based methods and to conduct experiments to study the influence of various factors on the accuracy. In most cases, it is impossible to a priori determine the initial distribution of the features we are interesting in. It depends on the original dataset. The mechanism we propose allows us to investigate its impact by adding objects with certain features, and in some cases, the impact of the particular feature may be negligible. Unlike existing works, we propose a general dataset augmentation pipeline that we have tested on many different scenarios and datasets. Therefore, our contribution is in a successfully validated software solution that allows one to augment and expand training datasets in a controlled way. Some of the results of our work are shown in Figure 1.

![Figure 1. Examples of our applications. Road signs and cars were rendered as individual objects and then augmented to the KITTI dataset for further CNN training and testing (left and middle); realistic rendering of the interior, the 3D scenes are created randomizing of objects layout, material and lighting by our generator.](image)

2. Related Work

It is very important for the generated images that the embedded synthetic objects look realistic in the scene. Because neural networks can be trained to recognize synthetic objects by the artifacts that appear when they are added. The creation of high-quality synthetic samples will reduce the cost of data collection since the amount of real-life data can be reduced. Additionally, mistakes are often possible when data is manually marked up by people. Synthetic data allows us to get perfectly accurate data markup.

There are a huge number of successful applications of synthetic datasets for computer vision. For us, first of all, it is interesting how the dataset was synthesized and how 3D
content was obtained in these works, how the full pipeline was built and what were the advantages and disadvantages of the selected methods.

2.1. Using Existing 3D Content

First, Movshovit et al. [2] demonstrated the importance of the realistic rendering usage in the problem of viewpoint estimation. In their work, authors used a database of the 91 3D CAD models obtained from the sites doschdesign.com (accessed on 1 December 2021) and turbosquid.com (accessed on 1 December 2021). These models were rendered with randomized direct lighting and random real photos in the background. We believe this work was not measuring the influence of realism itself, but rather the effect of increasing the dataset variability, which has an effect with even simple lighting models to some extent. The reason is obvious: 3D models downloaded from the Internet resources are in most cases not ready for photorealistic rendering due to the lack of textures, unknown materials models (which are simply incorrectly exported to the current format or not supported by the current rendering system) and, finally, just human errors made when preparing a 3D model for an aggregator site.

Zhang et al. [7] reports about using 500 K images from 45 K scenes for training of semantic segmentation and normal/depth estimation problems. The 3D content was obtained from the SUNCG dataset [8]. There are many problems with this approach, even apart of the well-known legal problems with the SUNCG dataset. Since originally the SUNCG 3D models were assembled in the Planner5D program (which is trivial compared to such content creation tools like Blender or 3ds Max), they do not contain realistic materials or lighting settings. They are limited to textures for Lambert reflection only. This content is not sufficient for photo-realistic rendering. No wonder that the other works where the SUNCG was used [9–11] could only achieve basic level of realism.

2.2. Augmented Reality

Preparation of 3D content is an expensive and time-consuming task. Therefore, in practice it is worth to consider any possibility for reducing man-hours spent on this. Augmented reality is a very advanced approach here. Even [2] actually used it when randomizing backgrounds. The authors of [12] went further, applying augmentation of rendered images to the KITTI dataset [13]. Applying of the image-based lighting technique [14] to individual car models in combination with augmenting real photos gives a cheap and fast result: both rendering computation complexity and content preparation are greatly simplified [12].

The main problem of image-based lighting methods is that they need the real high dynamic range to be present in an HDR image. For example, on a sunny day, we have a dynamic range of 5–6 orders of magnitude. This is often not so [14]. Lighting prediction methods [15–18] can help here. They have become a quite common task for mixed reality systems. We would like to highlight Pandey et al.’s work [19], where portrait relighting and background replacement were suggested. The method works well on faces, but unfortunately requires a training dataset that is hard to obtain for every domain of application.

Another disadvantage of augmented reality is the task of automatic, correct placing of 3D models inside some reconstructed representation of the scene. In some cases it can be easily provided (for example, ref. [12] used segmentation methods to reconstruct a road plane), but in general it is quite difficult (for example, for interior photographs). Thus, the approximate geometry, lighting and camera parameters including tone mapping should be reconstructed in some way and this reconstruction itself is a significant problem. Nevertheless, the main advantage of augmented reality is that it can work directly in the image domain of CV researcher interest expanding existing datasets with new examples. And thus, Domain Adaptation methods [6] are not needed which seems to be mandatory in practice to achieve high quality by other syntheses ways.
2.3. Procedural and Simulation Approaches

Procedural modeling is expensive, time consuming and is usually limited to some specific task (such as modeling of dirt or fire) and sometimes to a specific rendering algorithm. However, once created, procedural models are highly variable (an infinite number of examples), provide excellent rendering quality (often with infinite resolution details) and are traditionally used in many cinema content creation pipelines. Tsirikoglou et al. [3] used a procedural modeling approach to generate cities and showed an improvement for neural networks. Buildings, roads and city plan were procedural, while other models like cars, pedestrians, vegetation, and bicycles were randomly sampled from a prepared database. Some car parameters were also randomized: type, count, placement, and color.

Approaches based on procedural modeling with machine learning look promising [20,21], but here we run into a chicken-and-egg problem: we need to train these models first. Besides, these approaches are rather new and have not yet been proven in practice of general rendering tasks.

Hodan et al. [4] achieved high quality by using the existing film production content creation pipeline with Autodesk Maya and Arnold rendering system, high quality 3D models and physics simulation as the main randomizing tool. Obviously, this approach suffers from the main disadvantage of current film production pipelines: high cost and high labor input. Hodan et al. [4] used only six scenes with 30 different objects. This is fundamentally different from previous approaches. Other disadvantages of Hodan’s approach include the use of non-freely available tools Maya and Arnold (which limits the adoption of this work) and slow rendering reported by authors. They needed 15 to 720 seconds per image (depending on quality) on a 16-core Xeon CPU with 112 GB of RAM. Therefore, reasonably fast creation of a dataset is possible only if there are significant computational resources. It is important to note that authors reported that accurate modeling of the scene context was more significant (+16% for CNN precision) in comparison to accurate light transport simulation (+6% for CNN precision).

The game engines can also be used for dataset generation [5,22,23]. The choice between a game engine or a film production rendering system should be made primarily based on how easy it is to model the target real-world situation.

2.4. Content Creation Pipeline

Unlike other works mentioned earlier, a specialized content creation pipeline is proposed in [24] and, as was stated by the authors precisely, their goal was to design an open-source and universal pipeline. So, it is very close to our work. Sampler modules provide randomization capabilities, which are the most interesting part of the pipeline. Sampler modules can generate positions for object placement (cameras, lights, 3D models) with various distributions and constraints such as proximity checks. So, for example, the object positions can be generated on a spherical surface, but the objects will not be too close (for example, the cameras will not look straight at the wall) and/or will not collide with each other. Sampler modules can also select objects based on user-defined conditions and manipulate their properties (for example, enable physics simulation for 3D models [25]). The MaterialManipulator and MaterialRandomizer modules have been implemented to produce variation in appearance.

The main problem of this work is that, so far, it has not yet been applied to any specific training task unlike many previously mentioned works. So, although it looks very good on paper and in the examples provided by the authors, its performance in real-life applications for CNN training is not yet known. As mentioned earlier, the authors intended their work to be a universal pipeline that could be adapted and used by CV researchers. Therefore, real evaluation of their work can only be made when its applications are published. We believe that the [24] approach is generally correct. However, having experience of similar pipeline creation and its application to various computer vision tasks, we would discuss several modifications that need to be made in order to put the Denninger approach into practice.
Another interesting idea is to create datasets from 3D scans [26]. This approach has advantages over fully generated images (and the combined approaches discussed in the next subsection) because the resulting datasets are more natural in terms of both image quality and semantic information (especially for interiors). However, this usually requires specific hardware and software. Besides, not everything we need can be easily found in reality (for example, new car models that have not yet been constructed). Therefore, computer graphics or combined approaches are exactly what we need for such cases.

2.5. Applying Generative Neural Networks, Combined Approaches

The process of collecting and labeling training samples for solving computer vision and machine learning problems is a very costly procedure. The quality and quantity of data determines the accuracy that approaches can achieve to solve the corresponding problems. Data augmentation is actively used in the process of training algorithms. High-quality synthetic sampling can help solve the problem of insufficient data.

Modern methods for generating synthetic images are based on Generative Adversarial Networks [27]. In short, two networks are trained in such methods: a generator and a discriminator. With the help of alternative training, they learn how to create realistic images and distinguish them from real ones. These approaches are now being actively developed.

Embedding random objects in datasets in the paper [28] was proposed by creating compositions of some background images with object images. A special neural network called “Spatial Transformer Network” [29] in it predicted the parameters of the affine transformation that needs to be applied to the image of the object so that it looks most natural against the corresponding background. The discriminator is trained to distinguish real images from synthetic ones. As a result, the authors managed to improve the quality of the Faster-RCNN detector [30] trained on the COCO dataset [31].

To build realistic compositions, methods are needed not only to train how to find the right place to embed a synthetic image, but also to adjust the lighting of the embedded object to the lighting of the background on which it is located. It is also necessary to get rid of artifacts that appear when embedding objects. Therefore, the authors of paper [32] proposed a different approach, also based on generative adversarial neural networks. The authors proposed an additional full-convolutional neural network, an autoencoder, that takes a composition of the background and new object images as input, and predicts an improved original image at the output. It is assumed that this part of the architecture will remove artifacts on the border of the background and the embedded object. Furthermore, additional regularizing terms have been added to the loss function so that incorrect affine transformations are not obtained.

Neural networks can be used not only to determine the location of a new object, but also to increase the realism of already embedded objects. This is a domain adaptation problem, and it can be successfully solved with the help of generative adversarial networks. An example of such an architecture is CycleGAN [33]. Two generator models and two discriminator models are used here. They are trained simultaneously. One generator takes images from the first domain and generates images to the second domain. Vice versa, another generator takes images from the second domain and outputs images for the first domain. The discriminator models determine the plausibility of the generated images. An idea of cycle consistency is used in the CycleGAN. This means that the output image of the second generator should match the original image if the image output by the first generator was used as input to the second generator.

A new combined approach called Sim2SG has been developed recently [23]. It matches synthetic images to the real data distribution. In this approach, synthetic data is generated in a loop consisting of two alternating stages: synthesis and analysis. During the synthesis stage, scene graphs are inferred from real data. Then, synthetic data are created to match the distribution of real data. Thus the content label gap is eliminated. During analysis stage, a scene graph prediction network is trained using synthetic data. To bridge the gap in appearance and content prediction, Gradient Reversal Layers (GRLs) are used.
MetaSim (and Meta-Sim2) [34] is designed to automatically tune parameters based on a target collection of real images in an unsupervised way and aims to learn the scene structure in addition to the parameters (Meta-Sim2). The goal of this approach is to automatically capture statistics of objects and parameters of procedural models, such as their frequency, on real images. Therefore, the generated scenes have close-to-real semantics of object placement, their appearance, etc. The idea is to build a Grammar-based model which parameters could then be tuned automatically.

2.6. Summary of Existing Approaches and Motivation for the New Method

Firstly, existing approaches to randomization of material parameters are rather limited: existing works are limited to randomization of color or material type [2,4,5,12,24]. Changing other parameters of material models, as well as using procedural texturing, has a great potential to increase the visual variety of synthesized images, but have not yet been studied.

Secondly, the existing solutions do not address the issue of controllability and reproducibility of random scene generation, which is very important in the context of generating a dataset with the desired distributions of objects and their characteristics. In order to check the influence of a certain factor on the accuracy of the CNN-based methods, we must be able to generate “almost the same” datasets, which at the same time differ in a certain way. For example, if we want to carefully check the impact of dirt modeling (on cars) to the accuracy, we must reproduce exactly the same position, colors, etc., of rendered cars with and without dirt. This reproducibility is essential because it helps to reduce the generator error in assessing the accuracy of the neural network. More precisely, we do not introduce additional error caused by a difference in other, not currently investigated features, neither by randomness itself. Indeed, different positions, colors and lighting introduce additional error that we have to measure by training the CNN multiple times. This approach would be impractical for CV researchers due to the prohibitively expensive training process.

Recent works try to automatically fit the desired distribution of synthetic objects in some dataset [23,34] which, in our opinion, is significant progress in dataset augmentation. These works, however, are not intended for customization of CV experiments, which is important for detailed investigation of CNN properties (like what if we change the appearance of this feature, or the type of car, or the lighting, etc.). This is also a problem for scanning based approaches [26].

Finally, most of the existing works are limited to specific applications, which do not allow generalizing the proposed approaches and draw general conclusions.

Thus, the purpose of our work is to generalize the approaches of using synthetic images to improve the accuracy of the CNN-based computer vision algorithms by creating a general and customizable augmentation pipeline. It should allow us to conduct exactly the experiments we want and test any specific hypotheses on the generated datasets. Unlike existing works, we demonstrate the successful application of the developed pipeline in various computer vision CNN-based applications, which allows us to draw some general conclusions.

3. Proposed Approach

Our system has several key components:

- software for 3D modeling (Figure 2, “3d modeling software” box);
- software for rendering (Figure 2, large rounded box at bottom-right);
- database of 3D content (Figure 2, large rounded box at bottom-left);
- tools for post-processing of images (Figure 2, “Image Processing” box);
- scene generation system (Figure 2, “Input scenario”, “Randomization tools”).

We describe them further in this section.
Figure 2. Proposed architecture of a synthetic data generation system. The green boxes represent the custom parts of the pipeline that we have developed in this work. The green arrow “Scene sampling” illustrates the process of scene rendering from a set of input random parameters that we discuss in Section 3.1.

Input scenario script defines the settings for the entire generation procedure, i.e., for all other components of the system: classes of 3D models, types of lighting (indoor or outdoor, day or night, etc.), random generation settings (which parameters are randomized and with what distribution), the output of the rendering system (segmentation masks, binary object masks, normals, depth map, etc.), and post-processing of the image that needs to be done after rendering.

The database contains the main resources for generating scenes:

- 3D models with setting up material tags (the mechanism of tags will be discussed later);
- Materials—finalized (i.e., ready for rendering) materials with their tags;
- Textures—set of texture images and normal maps for use in materials;
- Environment maps are used for image-based lighting, representing different lighting conditions;
- Content metadata—information that is used by randomization scripts to select 3D models, materials and other resources based on the generation script and internal information (for example, material tags and goals).

Artist Tools are specially designed tools as an extension to 3D modeling software that allow us to set constraints for the randomization process during the preparation of 3D models and materials.

Randomization tools generate the requested number of scene descriptions according to the input scenario. The generated scene description is intended for direct use by the rendering system.

Rendering system. In this work we used Hydra Renderer [35], which implements modern photorealistic rendering algorithms and provides high performance (which is especially important since a large number of images must be generated). The Hydra Renderer uses a well-structured XML scene representation that is easy to create and edit with scripts and thus define the scene using rendering tools. This description also includes information about which procedural effects should be used and what their input parameters (if any) are. Hydra Renderer supports custom extensions for procedural textures and we make extensive use of this functionality.

Image processing tools adjust output images to provide additional data or combine them with input images if an augmented reality generation approach is used. An example of additional data generated in this step is bounding boxes for individual objects. We want the resulting neural network model to show an improvement in the quality of work, for example, according to the classification accuracy criterion, on a certain dataset of the real world. Thus, it is necessary to be able to generate a dataset that would have characteristics...
that, on the one hand, would be similar to this real world dataset, and on the other hand, would complement it. The similarity implies, among other things, the characteristics of the images themselves: the presence of optical distortions, the parameters due to the sensors used in practice to obtain images. For these purposes, the image processing component may include, for example, adding chromatic aberrations, a distortion effect, blurring, transforming and deforming the image, adding noise, etc., depending on the images in the underlying real-world dataset that is being worked with.

3.1. Randomization Tools, Scene Sampling

A significant difference between our work and existing approaches is the reproducibility of scene generation results, which allows generation of the same desired features of a scene for the same input setup. In fact, this turns dataset generation into a sampling problem. Having an input vector \((x_0, x_1, \ldots, x_n)\) of random numbers from 0 to 1, we assign a specific value to each random variable during randomization script development.

Let us consider this approach on a concrete example, Figure 3. If we would like to render cars in an HDR environment, like [2,12] did for 3D model pose/camera parameters estimation [2] or training car detector [12], we could:

1. Assign a pair \((x_0, x_1)\) to rotate the 3D car model (additionally, you need to set the allowable angle intervals, for example, from 0 to 70 degrees for vertical angle and from 0 to 360 degrees horizontally).
2. Assign \(x_2\) to select a car body color from palette (to limit desired colors).
3. Assign \(x_3\) to select the environment.
4. Assign \(x_4\) to rotate the environment around the vertical axis (Y).
5. Assign \(x_5\) to select the 3D car model.

We call this process scene sampling. All parameters are mapped into the interval [0,1]. Thus, by sampling of the 6D vector \((x_0 \ldots x_5)\) we obtain images for the input samples, which gives us important properties and thus powerful capabilities for further experiments:

- Applying quasi-random sequences (we used the Sobol sequence), we kill two birds with one stone: (1) Running the Sobol sequence from the beginning for each 3D model (i.e., generate \(x_0 \ldots x_4\) with a quasi random approach, but select 3D models one by one instead of sampling \(x_5\)) allows us to generate the same camera positions for all 3D models, which is important for training pose estimation algorithms. (2) The Sobol sequence gives a good uniform distribution in 4D–6D space. So, the generated samples will also be evenly distributed among all desired parameters: car colors, camera rotation and lighting conditions (which are set from the environment map).
- Applying a non-uniform distribution for \(x_5\) allows us to select more cars of the desired types and, applying a tabular distribution for \(x_2\), we can use more cars of specified (for example, black and grey) colors.
- By setting different values and distributions for the training and validation datasets, we can easily check our hypothesis of interest. For example, we can generate a training dataset with camera rotation for only 25, 50 and 70 degrees, but then check if this is enough for the model to identify 10, 30 and 60 degree rotations in our test dataset.
- When we move from the current frame to the next one, we would like to localize the scene changes. In this case, the rendering system does not often have to perform expensive operations to load content from disk into GPU memory. So, we efficiently apply the caching technique. In our experiments, we can automatically get the desired caching for the rendering system by clustering and reordering multidimensional input points. For example, we can group all input samples by the pair \((x_3, x_5)\). This way, we consistently render scenes with the same 3D model and the same environment map.

We would like to make a special remark on the last point. It can be assumed that this optimization is not essential and can be omitted or achieved in other ways. For example, if we need to reproduce [2]’s work, the researcher can manually modify the script logic to optimize resource usage: load a specific environment map and a specific 3D model,
generate samples for this environment map, then modify the 3D model of a car, but use the same environment map. In our opinion, this approach is very narrow and impractical because it is difficult to generalize it for other generation scenarios. Thus, we believe the following reasons support our position in practice:

- When a researcher writes a randomization script, they most likely do not know the details about the rendering system. So, efficient cache usage should be applied automatically without polluting the randomizer script logic with such optimization issues.
- Some specific procedural approaches can be done directly on the GPU (this is what we actually did for procedural textures). However, it is almost impossible to avoid costly interaction with disk or CPU simulation tools (for example, vector displacement, physics based animation or simulation) because realistic simulation/modeling often has to rely on a lot of existing CPU-based products that could work for minutes or even hours (although it gives realistic results). So caching is important.
- Our optimization is critical for systems based on real-time rendering algorithms if they directly feed their result to the neural network on the GPU. Even in our case (we use a “offline” GPU path tracing renderer), we gain acceleration from 1.5 to 3 times for this case because the input HDR images are high resolution 8 K × 4 K (which is the normal size for most of existing HDR environment assets), and it is simply impossible to load such a texture from disk quickly enough.

Thus, in our approach, resource usage is optimized automatically by simply reordering and grouping input samples by their coordinates. This is general, usable and can be carefully tuned for any generation scenario.

Figure 3. Example of assigning random numbers to scene parameters. The image result is demonstrated at the top left part of the figure. The output masks for synthesized objects are shown at the top right part of the figure.

3.2. Artist Tool

In practice, writing randomization scripts turns out to be a rather laborious task, because after writing the first version, you need to run the script, check the generated images (at least several dozen images selectively), change the script, if something went wrong, run the script again, etc. To improve this process, some of the randomization work has been implemented as an artist tool integrated with 3D modeling software. The main task solved by this tool is to ensure that random distributions of the material parameters are adjusted already at the stage of preparing 3D models and materials so that an acceptable result from the point of view of realism is obtained during generation.

Unlike traditional approaches to the process of creating 3D models (in 3ds Max, Blender or other software), our solution allows the artist to create not one, but a whole set...
of 3D models with a given distribution of the optical surface properties, i.e., the parameters of the material model and procedural textures (which are actually also material properties). Figure 4 shows a preview of the randomization results in our artist tool.

![Figure 4. Examples of preview for randomization results of assigning random materials to the different 3D chair models.](image)

**Material Tags**

In order for the assignment of random materials to 3D models to give an adequate result from a human point of view, two features must be taken into account. First, two materials of the same nature, such as wood, cannot really be interchangeable in all cases. Take, for example, a wooden pencil and a wooden floor. Both of these objects have a wood material, but have different wood microstructures and, most importantly, different textures and texture matrices (in particular, the components responsible for scaling and rotating the texture). Therefore, assigning a floor material to a pencil looks not only strange, but in fact completely wrong. When the camera zooms in on the pencil, we will see small copies of, for example, a parquet board on it. And if the virtual observer is located far away, then, most likely, we will just get some kind of unknown color (average color over all pixels of the texture).

Second, there are many materials that can only be applied to certain types of objects: TV screen or computer monitor material can be displayed on an advertising poster and vice versa, but cannot be displayed on a cup or any other furniture, and the cup materials can have a texture wrapped around the cup 3D model. Images for such textures are horizontally elongated rectangles (usually $2 \times 1$), and applying this texture to many other objects gives a completely unrealistic appearance with a stretched image.

Based on these features, we divided all randomized materials into two different categories: universal (also called tagged) and special (also called targeted). Generic content uses a list of tags. The tags determine what types of output materials can replace this material when generating a scene.

Special materials mean that such materials can only appear on certain types of objects, called targets. For example, a TV screen, a traffic sign, a book cover, car tires. Due to the specific texture coordinates and the actual content of the texture, it is not possible for these cases to replace these materials with some other materials and vice versa to apply them to other objects. Therefore, the target material can only be replaced by another target material for the same purpose.

The work on preparing 3D models and materials using the developed tools is divided into two stages: filling the material database and filling the object database. At the first
stage, customized materials are created and tags or targets are specified for them. A single material can be of multiple types if it can be combined with other materials or used as part of a complex material model. At the second stage, we assign dummy materials to 3D models from the database and specify only tags or targets for these materials. At this point, we can run a randomizer check (Figure 4), change the tags/target, or return to the first step if we need to create additional materials.

3.3. Procedural Textures

As mentioned earlier, procedural textures were extensively used in the developed approach. The main purpose of using procedural textures was to add additional detail to rendered 3D models to create more realistic and valuable images. As part of the work reported also in [36], procedural textures were implemented that imitate such effects as dirt, rust, scratches, icing (Figure 5).

Figure 5. Examples of developed procedural textures.

All of these textures are parameterized, which makes it easy to change the appearance of the texture at the stage of scene generation and rendering. Most of these procedural effects are based on noise functions, so noise function parameters such as amplitude, frequency, and constancy (or coefficients applied to these parameters in some way) can be used as scene parameters and can be randomized. In addition, one of the parameters of procedural textures is the relative size of the object. This parameter allows you to control how the procedural effect spreads across the surface of an object. For example, a procedural dirt texture can be set to apply only to the bottom of the model. This kind of flexibility is not possible with conventional image textures.

It is important to note that using a procedural approach to texturing is critical in some cases because 3D models may not have the valid texture coordinates. This is a fairly common case, even with high quality open-source 3D models. Procedural textures can take world (or local) coordinates of a surface point as input that can be used to render textures. In addition, even with texture coordinates on the model, there is no guarantee that textures such as dirt or rust will look correct on different 3D models due to the scaling factor of these models when converting from local to world space. In such cases, using procedural 3D textures that depend on the position in the world space is the only option.

4. Experimental Evaluation

The purpose of our experiments is primarily to evaluate the influence of various factors to the accuracy of the CNN:

1. How valuable it is to be able to realistically render the object of interest itself;
2. How valuable it is to implement the correct placement of objects (when augmenting a real photo);
3. How valuable post processing styles are;
4. How valuable is the application of the computer graphics approach in comparison to the synthesis via neural networks.

Thus, these questions determine the nature of our experiments.

4.1. Cars and Road Signs

The first experiment implemented according to the scheme using augmented reality is in many respects similar to [12], where for the available images from the dataset [13] trajectories were semi-automatically marked on road sections (Figure 6), after which the positions on these trajectories were randomly sampled.

To prepare data for car augmentation, we need to convert the camera calibration matrix to a OpenGL frustum matrix and to mark the trajectories on the frames. Given the intrinsic camera calibration matrix $K$ and the extrinsic matrix $[R|t]$, we do the following:

1. Set $[R|t]$ as the worldview matrix for OpenGL.
2. Convert intrinsic matrix $K$ to a frustum matrix using the formulas:

\[
K = \begin{pmatrix}
\alpha & s & -x_0 \\
0 & \beta & -y_0 \\
0 & 0 & -1
\end{pmatrix}
\]

\[
left = \frac{\text{near}}{\alpha \times x_0}, \quad right = \frac{\text{near}}{\alpha \times x_0}
\]

\[
bottom = \frac{\text{near}}{\beta \times y_0}, \quad top = \frac{\text{near}}{\beta \times y_0}
\]

\[
P = \begin{pmatrix}
\frac{2 \text{near}}{\text{right-left}} & 0 & \frac{\text{right-left}}{\text{right-left}} & 0 \\
0 & \frac{2 \text{near}}{\text{top-bottom}} & \frac{\text{top-bottom}}{\text{top-bottom}} & 0 \\
0 & 0 & \frac{\text{top-bottom}}{\text{top-bottom}} & \frac{-2 \text{far+near}}{\text{far+near}} \\
0 & 0 & \frac{-2 \text{far+near}}{\text{far-near}} & \frac{-2 \text{far+near}}{\text{far-near}}
\end{pmatrix}
\]

Matrix $P$ is called a projection (frustum) matrix in OpenGL.

The trajectories on the images were marked as piecewise linear functions (Figure 6). After marking the pixels, project these pixels using camera calibration matrix. We assume that the ground lies on the XOZ plane. This assumption gives a unique projection of the pixels to the world coordinates. Some examples of generated images are presented in Figures 7 and 8.

![Figure 6. Marking trajectories on the original images (left) and augmenting image by rendered models at random positions on the trajectories (right).](image)
Figure 7. Examples of augmentation road signs in KITTI [13] (top line) and RTSD [37] (bottom line).

Figure 8. Some examples of augmented cars for KITTI dataset. All sub-images have equal meaning. They depict cars, some of which are synthetic and some are real.

4.2. Augmenting Interior Images

The second approach we tested also used augmented reality because our primary goal was to embed new objects into an existing dataset. In this case, the objects were embedded using a depth map. Two different options were used. In both versions, a point cloud was generated from the depth map. Then, it was processed: the statistical outliers were removed, the level of detail was reduced using a voxel grid, and normals were restored.

4.2.1. Augmenting New York (NYUv2) Dataset

In the first variant, planes were additionally extracted from the point cloud. Then, using the approach described in the Section 3.1, one of the planes was selected with one random number, on which a point was then chosen for embedding the 3D model, depending on whether the plane is vertical or horizontal. Figures 9 and 10 show examples.
4.2.2. Augmenting DISCOMAN Dataset

In the second variant (DISCOMAN dataset [10]), we know the position of the camera and the floor from the dataset itself. For this case, we developed an occupancy map reconstruction algorithm to place objects on the floor behind (or in front of) the real objects in the scene. The occupancy map is a binary image, the purpose of which is to show the free space in the scene (where synthetic objects can be inserted) and the occupied parts of the scene (Figure 11). Examples of our augmentation can be found in Figures 12–15.

To obtain 3D human models, we used SURREAL [39]. We reorganized the existing 3D model generator in accordance with the general approach of our work in such a way as to control the shape of the human model and vary the base mesh between “thin/full”, “low/high”, etc., feeding a vector of random numbers as input.

Figure 9. An example of plane reconstruction for an image from NYUv2 dataset [38].

Figure 10. Example of embedding 3D objects in NYUv2 dataset [38].

Figure 11. Example of the reconstructed occupancy map (a) and final image with embedded objects (b). Boxes show placeholders for the inserted objects.
Figure 12. Rendered image (a), object mask (b) and objects cutout (c).

Figure 13. Shadow pass from GBuffer (a), shadow catcher mask (b), final shadow mask (c).

Figure 14. Depth buffer on the left (a) and augmented depth buffer on the right (b).
4.3. Fit the Lighting with GAN Post-Processing

One of the serious problems of augmentation is that the lighting conditions of the rendered and real objects in the image may not match. This is because we do not really know the lighting settings for the augmented image. As we already mentioned, the lighting prediction methods [15–18] can help here. However, their application has a limitation: different methods should be used for different datasets (for example, indoor and outdoor scenes). So, these approaches are not automatic and must be tweaked significantly for each data set.

Our goal was to elaborate an automatic method that allows us to fit the image of a rendered object as if it was lit by the same unknown lighting conditions that are present in the source image, even if the original lighting conditions on the render were different. For this purpose we trained CycleGAN on a fully synthetic dataset where we rendered various 3D models in an HDR environment (Figure 16).

We took as a basis the modified CycleGAN [33] architecture described in [40]. In our task, its architecture consists of two encoders (one for each class of pictures) and two decoders (for each class of pictures). One of the features of the architecture is the Relativistic loss that is used for both the discriminator and the generator. For our experiments, we used only one discriminator of RGB images. The general scheme of the method is shown in Figure 17.
Then, we tried several modifications of this method. In the task of embedding synthetic objects into the background, we know in advance which part of the image has been changed because we have masks for the embedded objects. Therefore, we would like to transform only embedded objects and not change the background. As a first modification, we decided to apply not only a three-channel image to the generator and discriminator, but also a mask of embedded objects as the fourth channel. We also added SmoothL1Loss, which applied only to the background and penalized the GAN for changing it. Object masks have been blurred around the borders so that there are fewer artifacts around them. Thanks to this blurring, SmoothL1Loss penalized background changes on the borders of objects less than the rest of the background and provided a smooth object border. As a second modification, we tried to cut the background from the original image and paste it into the processed image. This method performed slightly worse than the previous one without background cutting.

We also trained the neural network for the panoptic segmentation task on different datasets and then evaluated the models on the test set of NYUv2 and DISCOMAN datasets. We calculated the panoptic segmentation metrics. The results for “aug-gan” in the Sections 5.4 and 5.5 demonstrate an improvement in quality.

5. Validation and Results

We proposed a pipeline for embedding synthetic objects into scenes. We conducted an experimental evaluation of the proposed approach in 4 different scenarios. To do this, we trained neural network models on synthetic data for (1) classification, (2) detection, (3) depth map assessing, and (4) panoptic scene segmentation. We then used the GAN model to improve the visual realism of the resulting synthetic scene and studied its influence on the accuracy of the investigated tasks.

5.1. Results on Traffic Sign Classification (RTSD Dataset)

Using our pipeline for traffic signs, we were able to increase the accuracy of the classifier for the WideResNet [41] rare traffic signs from 0% to 70–76% [42]. At the same time, in order to preserve accuracy on the frequent traffic signs, we had to use a hybrid approach where the rendered images were further styled with a neural network. Results are present in Table 1, where Accuracy and Recall are standard metrics.

- RTSD—the classifier is trained on RTSD dataset only.
- CGI—samples were obtained by rendering three-dimensional models of traffic signs on pillars in real road images.
- CGI-GAN—traffic signs were transformed from the CGI collection to better ones using CycleGAN [33].
- Styled—a hybrid approach where the rendered images were further styled with a neural network.
Table 1. Simple WideResNet classifier trained on a mixture of real and synthetic samples. Numbers in bold indicate the best result in the column.

| RTSD  | All, Accuracy | Rare, Recall | Frequent, Recall |
|-------|---------------|--------------|-----------------|
| RTSD + CGI (ours) | 92.102 | 70.16 | 93.59 |
| RTSD + CGI-GAN (ours) | 93.752 | 72.50 | 95.09 |
| RTSD + Styled (ours) | 94.11 | 76.33 | 98.52 |

5.2. Results on Traffic Sign Detection (RTSD Dataset)

For traffic sign detector, we have found that modeling the context in which traffic signs occur is more important than modeling the traffic signs themselves [43]. We conducted experiments with basic methods for inserting a sign image onto the original image of an unsigned road (the basic methods do not take into account the context of a traffic sign):

- **CGI**—samples were obtained by rendering three-dimensional models of traffic signs on pillars in real road images.
- **Inpaint**—this is a simple synthetic data for the detector, in which an icon of a traffic sign is drawn in the image without any processing.

Next, we also explored various approaches for inserting generated traffic signs into the original image.

- **Pasted**—In this approach we trained together neural networks for inpainting and processing of embedded traffic sign [43].
- **Styled**—In this approach we used style transfer via neural networks [44] to make inserted image more close to the original background image.
- **NN-additional**—In this approach we trained a neural network for account object context and thus find better places to insert generated traffic signs [43].

Result can be found in Table 2.

Table 2. Accuracy of PVANet [45] detector on a mixture of a real and synthetic samples with and without classifier [43]. Ours approaches are “RTSD + CGI” and “RTSD + Styled”. Numbers in bold indicate the best result in the column.

| Without Classifier | With Classifier |
|--------------------|-----------------|
|                    | All  | Rare | Frequent | All  | Rare | Frequent |
| RTSD               | 89.09  | 85.86  | 89.25  | 86.01  | 58.56  | 86.61  |
| RTSD + CGI (ours)  | 88.56  | 85.72  | 88.72  | 83.84  | 48.51  | 85.15  |
| RTSD + Inpaint     | 88.61  | 86.63  | 88.71  | 76.41  | 34.00  | 82.93  |
| RTSD + Pasted      | 88.98  | 86.59  | 89.09  | 85.81  | 59.98  | 86.40  |
| RTSD + Styled (ours) | 89.01  | 86.78  | 89.13  | 85.39  | 64.20  | 86.13  |
| RTSD + NN-additional | **89.17** | 86.62  | **89.31** | **86.16** | **64.96** | **86.70** |

It can be seen that without proper placement of road sighs (RTSD + NN-additional row in Table 2) with the help of a neural network we were not able to improve the detection quality of frequent classes using any synthesized data. This is 89.25 for frequent classes when training only on real data. The best quality using synthetic samples without neural network placing is achieved on Styled and is equal to 89.13. At the same time, for rare signs AUC (Area Under the Curve) increases from 85.86 to 86.78 [43] with the hybrid ‘Styled’ approach.
5.3. Results on KITTI Car Detection Dataset

Here, we examine the quality of cars rendered using the proposed pipeline to augment training samples for a car detection task. We use the KITTI-15 dataset [12] for experimental evaluation. It consists of training and test parts, each contains 200 frames. Since there is no labeling for the test set, we manually labeled the bounding boxes for the test set. The training set was considered as a set of backgrounds into which rendered cars were inserted. We augment each image of training set 20 times with 2–5 random cars. As a result, we have 4000 frames in the augmented training set.

The purpose of this experiment is to evaluate the contribution of various generator/renderer features, as well as accurate modeling of the characteristics of the dataset in our samples, to the quality of detector training. The following datasets were prepared for this experiment:

- **Aug-1**—all features are enabled, uniform distribution of all generator parameters is used: car body colors, cars types, etc.
- **Aug-2**—wide range of colors including variegated. This setup shows the impact of accurate modeling of the distribution of car colors in the generated sample.
- **Aug-3**—disabled features: transparent windows, so there are only dark glasses.
- **Aug-4**—disabled features: dirt, smudges, rust, dents.
- **Aug-5**—disabled features: shadow.
- **Aug-6**—disabled features: unusual appearance (police, ambulance, etc.).
- **Aug-7**—wide range of rotation of inserted cars. This setup shows the impact of accurate modeling of car orientation.
- **Aug-8**—one car of each type is inserted into one image. This setup shows the impact of uniformity in the distribution of rendered car types.
- **Aug-9**—only hatchbacks are inserted. This setup shows the impact of accurate modeling the distribution of car types.

In all experiments, Faster-RCNN [30] with a ResNet-50 FPN backbone detector was used to localize vehicles. Following [12], we used only 2000 iterations of SGD with batch size 4. 500 out of 2000 are warm-up iterations with a linear increasing of learning rate. The base learning rate is 0.005.

We use mAP metric (mean areas under the curve for various IoU thresholds) to evaluate the quality of the detector. The resulting mAPs are shown in the Table 3.

| Model       | KITTI       | Cityscapes  |
|-------------|-------------|-------------|
|             | AP0.5       | AP0.7       | mAP         | AP0.5       | AP0.7       | mAP         |
| orig        | 74.62       | 49.31       | 40.30       | 41.00       | 24.24       | 23.09       |
| aug-1 (ours)| 76.68       | 50.99       | 43.26       | 46.64       | 28.08       | 24.57       |
| aug-2 (ours)| 76.04       | 50.99       | 42.32       | 42.09       | 28.09       | 23.74       |
| aug-3 (ours)| 75.56       | 50.44       | 41.77       | 46.07       | 29.07       | 24.70       |
| aug-4 (ours)| 75.59       | 50.94       | 41.81       | 46.11       | 27.71       | 24.78       |
| aug-5 (ours)| 76.30       | 50.08       | 41.99       | 44.61       | 26.98       | 23.63       |
| aug-6 (ours)| 74.81       | **51.06**   | 42.14       | 46.89       | 28.71       | 24.68       |
| aug-7 (ours)| 74.48       | 51.01       | 41.54       | 45.26       | 26.29       | 23.26       |
| aug-8 (ours)| 75.38       | 50.69       | 41.88       | 47.08       | 27.61       | 24.15       |
| aug-9 (ours)| 76.12       | 50.98       | 42.45       | **47.29**   | 27.40       | 24.64       |

It is clearly seen that augmentation of frames with rendered cars improves the quality of the detector (mAP metric increased from 40.3% to 43.26%). During the experiment, it was found that KITTI augmentation via the proposed pipeline improves the training of the detector when tested on both datasets, Cityscapes and KITTI. Moreover, all rendering
features are important, as can be seen from Table 3. The variety of inserted models is not very important, augmentation with one type of car is close in AP to full augmentation.

However, the complexity of this dataset (KITTI) is not enough to use it for further testing on a complex and variable collection like NEXET or BDD100k. Models trained in this way do not work on such datasets at all.

5.4. Depth Estimation

Our first test of the image augmentation pipeline is the depth estimation task. We use the single-view depth estimation method from [46]. This method is based on the encoder-decoder architecture. The input RGB image is encoded into a feature vector using the DenseNet-169 network pre-trained on ImageNet. This vector is then fed into a successive series of upsampling layers, to construct the final depth map. These upsampling layers and their associated skip-connections form their decoder. Their loss function is a weighted sum of three loss functions: mean l1-error on the depth map, smoothness (l1-loss over the image gradient), structure similarity loss.

The implementation of a method proposed by the authors uses inverted depth maps. That is, they are transformed with the form \( \frac{C}{y} \) (C is a constant), where y is the original depth map. The synthetic images and depth maps generated by us have a different scale than the real ones. Because of this transformation (\( \frac{C}{y} \)), we could not make the synthetic depth maps look like real ones for the neural network. Therefore, we changed the data generator, now it uses the original depth maps. Synthetic depth maps are multiplied by a factor of 25. To achieve the same performance as in the original paper, we also changed the weights in the loss function. Now, the component responsible for the depth map smoothness is summed up with a weight of 0.3.

We used six standard metrics [47] to evaluate the accuracy of our model:

- Average relative error (rel): \( \frac{1}{n} \sum p \frac{|y_p - \hat{y}_p|}{y_p} \).
- Root mean squared error (rms): \( \sqrt{\frac{1}{n} \sum p (y_p - \hat{y}_p)^2} \).
- Average (log10 error): \( \frac{1}{n} \sum p |\log\text{10}(y_p) - \log\text{10}(\hat{y}_p)| \).
- Threshold accuracy (\( a_i \)): % of \( y_p \) s.t. \( \max(y_p, \hat{y}_p) = a < \text{thr} \) for thresholds: 1.25, 1.25^2, 1.25^3.

where \( y_p \) is a pixel in depth image \( y \), \( \hat{y}_p \) is a pixel in the predicted depth image \( \hat{y} \), and \( n \) is the total number of pixels.

5.4.1. Results on NYUv2 Dataset

We used several collections of the same dataset. Let us introduce the notation:

- small—a small collection of 795 training data with semantic segmentation markup.
- aug—the first collection of augmented data generated from “small”, 7950 pictures total.
- aug-gan—set of synthetic images from “aug” after post-processing with GAN.

First, we trained the neural network for the depth estimation task on different datasets and then evaluated the model on the NYUv2 test set. The results are in Table 4.

Table 4. Neural network results for estimating depth maps on NYUv2 set and its augmentations. Numbers in bold indicate the best result in the column.

| Training Data     | Metrics  |
|-------------------|----------|
|                   | \( a_1 \)↑ | \( a_2 \)↑ | \( a_3 \)↑ | rel ↓ | rms ↓ | log10 ↓ |
| small             | 0.7373   | 0.9395   | 0.9839   | 0.1804 | 0.5807 | 0.0735  |
| small + aug (ours)| 0.7409   | 0.9336   | 0.9818   | 0.1867 | 0.5706 | 0.0733  |
| small + aug-gan (ours) | 0.7315   | 0.9376   | 0.9849   | 0.1780 | 0.5932 | 0.0744  |
It can be seen that our pipeline improves the accuracy of depth estimation on the NYUv2 dataset. RMS decreased from 0.5807 to 0.5706. However, augmentation of rendered images with GANs did not give us a stable accuracy improvement over augmentation with a simple blur filter.

5.4.2. Results on DISCOMAN Dataset

We tried to apply our method of image augmentation by chairs to DISCOMAN dataset [10]. As a first step, we took subsamples of 50,000 and 10,000 training images of DISCOMAN dataset. Moreover, the 10,000 images dataset was a subset of the 50,000 images dataset. After that, we first tried to augment a subset of the 10,000 images with synthetic chairs, and then improve them using a neural network. We also tried to extend the dataset with additional background images to compare the extension by useless images to the chairs augmentation. We chose the depth estimation and panoptic segmentation tasks as target neural networks.

While training the GAN in image post-processing, we cropped from image areas containing real and synthetic chairs and passed them as negative and positive examples to the GAN. Because if we submitted the whole picture to the input, then the neural network could not find a chair and was not trained.

Let us introduce the notation:

- \textit{disc50k}—A set of 50,000 unmodified images from the DISCOMAN training set. After deleting invalid tracks 35,410 images remained.
- \textit{disc10k}—A set of 10,000 unmodified images from the DISCOMAN training set, a subset of \textit{disc50k}. After deleting invalid tracks 7125 images remained.
- \textit{disc10k + aug (ours)}—A set of augmented by chairs images of \textit{disc10k}. Total 50,970 images.
- \textit{disc10k + aug-gan (ours)}—A set of images from \textit{aug} post-processed by our GAN network described previously.

We first trained the neural network for the depth estimation task on different datasets and then evaluated the model on the DISCOMAN dataset. The results are in Table 5.

| Training Data | Metrics on Discoman |
|---------------|---------------------|
|               | $a_1$ ↑ | $a_2$ ↑ | $a_3$ ↑ | rel ↓ | rms ↓ | log_{10} ↓ |
| disc10k       | 0.8277 | 0.9261 | 0.9547 | 12.3888 | 0.4970 | 0.0864 |
| disc10k + aug (ours) | 0.8385 | 0.9262 | 0.9526 | 10.2756 | 0.4369 | 0.0813 |
| disc10k + aug-gan (ours) | \textbf{0.8432} | \textbf{0.9395} | \textbf{0.9706} | \textbf{13.0993} | \textbf{0.4839} | \textbf{0.0694} |
| disc50k (reference) | 0.8942 | 0.9632 | 0.9817 | 10.5944 | 0.4040 | 0.0539 |

It can be seen that our pipeline improves the accuracy of depth estimation on the DISCOMAN dataset. However, it is still far from the desired values (\textit{disc50k} as a reference value).

5.5. Panoptic Segmentation

To test our method on the scene parsing task, we trained the panoptic segmentation network proposed in [48] and compared the results of different post-processing approaches on the test dataset. The basis of their architecture is a simple Mask-RCNN network. They proposed to attach a new simple and fast additional semantic segmentation branch to the Feature Pyramid Network. For the branch of instance segmentation, they used a binary segmentation mask prediction for each candidate region of the detector.

Panoptic Quality (PQ) is used as a panoptic segmentation metric. PQ is a product of Recognition Quality (RQ) and Segmentation Quality (SQ). For each class, the predicted and ground truth segments are split into three sets: matched pairs of segments (TP—True
Positives), unmatched predicted segments (FP—False Positives) and unmatched ground truth segments (FN—False Negatives).

\[
PQ = SQ \times RQ,
\]

\[
SQ = \sum_{(pred, gt) \subset TP} \text{IOU}(pred, gt)
\]

\[
RQ = \frac{|TP|}{|TP| + \frac{1}{2} |FP| + \frac{1}{2} |FN|}
\]

There are also two types of objects: Things—countable objects such as chairs, tables and nightstands, and Stuff—heterogeneous regions of similar texture or material such as a background. Panoptic segmentation examples are shown in the Figure 18.

![Figure 18](image)

**Figure 18.** Panoptic segmentation of indoor scenes from the NYUv2 dataset examples. Real RGB images are on the left (a) and ground truth panoptic segmentations are on the right (b).

### 5.5.1. Results on NYUv2 Dataset

As can be seen from Table 4, the use of the NYUv2-aug image augmentation provides an improvement in the depth estimation task compared to using only the small original NYUv2-sm dataset. Post-processing with GAN did not improve the quality of depth estimation methods. As for the results of panoptical segmentation, presented in Table 6, we see that synthetic data, in general, did not give an increase in quality. Perhaps this is due to the fact that the synthetic data there most likely have some kind of artifacts or color inconsistencies. They are not visible to the eye, but the neural network learns to detect them, and not to extract semantic information to search for objects. Thus, the Recognition Quality decreases while the Segmentation Quality slightly increases.

**Table 6.** Neural network results for panoptic segmentation on NYUv2 dataset and its augmentations. Numbers in bold indicate the best result in the column.

| Training Data            | All   | Things | Stuff | Chairs |
|--------------------------|-------|--------|-------|--------|
|                          | PQ    | SQ     | RQ    | PQ     | SQ     | RQ    | PQ    | SQ    | RQ    |
| small                    | 34.1  | 75.9   | 43.8  | 28.5   | 74.8   | 37.7  | 69.2  | 83.1  | 36.7  | 73.6  | 49.9  |
| small + aug (ours)       | 32.5  | 76.0   | 41.7  | 26.8   | 74.8   | 35.3  | 68.8  | 83.5  | 36.5  | 73.8  | 49.4  |
| small + aug-gan (ours)   | 32.1  | 76.3   | 41.2  | 26.4   | 75.3   | 34.7  | 68.3  | 82.9  | 36.1  | 73.2  | 49.3  |
5.5.2. Results on DISCOMAN Dataset

Then, we trained the neural network for the panoptic segmentation task on different datasets and evaluated the models on the DISCOMAN dataset. We calculated the panoptic segmentation metrics. The results are in Table 7.

Table 7. Comparison of the panoptic segmentation methods trained on various original and post-processed combinations of DISCOMAN data. Numbers in bold indicate the best result in the column.

| Model Trained On       | All | Things | Stuff | Chairs |
|------------------------|-----|--------|-------|--------|
|                         | PQ  | SQ     | RQ    | PQ     | SQ    | RQ    | PQ    | SQ    | RQ    |
| disc10k                 | 49.3| 79.7   | 58.3  | 45.6   | 77.8  | 54.9  | 62.7  | 87.7  | 70.4  |
| disc10k + aug (ours)    | 50.1| 80.2   | 59.1  | 46.4   | 77.8  | 55.7  | 62.5  | 88.4  | 70.0  |
| disc10k + aug-gan (ours)| 49.1| 79.7   | 58.0  | 45.7   | 77.9  | 54.8  | 61.2  | 86.8  | 69.3  |
| disc10k + disc50k-back  | 48.5| 78.6   | 57.2  | 44.9   | 77.9  | 53.4  | 62.1  | 87.3  | 69.5  |
| disc50k (reference)     | 54.1| 81.5   | 62.9  | 50.7   | 79.4  | 59.9  | 65.1  | 88.4  | 72.8  |

Let us extended the notation for DISCOMAN dataset:

- **disc50k**—A set of 50,000 unmodified images from the DISCOMAN training set. After deleting invalid tracks 35,410 images remained.
- **disc10k**—A set of 10,000 unmodified images from the DISCOMAN training set, a subset of disc50k. After deleting invalid tracks 7125 images remained.
- **disc10k + aug (ours)**—A set of augmented by chairs images of disc10k. Total 50,970 images.
- **disc10k + aug-gan (ours)**—A set of images from aug post-processed by our GAN network described previously.
- **disc50k-back**—A set of background images from disc50k that do not contain any objects. Total 3669 images.

As can be seen from the results, the introduction of synthetic chairs allowed us to improve the quality of panoptic segmentation and depth estimation. The PQ metric in the area with chairs increased from 35.0 to 36.2, and the total metric for all classes from 49.3 to 50.1, the RMS (root mean square error) of the depth estimation decreased from 0.4970 to 0.4369, that is an improvement. However, the quality still did not reach the quality when using a larger dataset. Augmentation of images with new backgrounds has a marginal impact on the neural network quality. The current method of image post-processing using GAN does not yet provide an increase in quality and, judging by the metrics, even slightly spoils it by marginal error.

6. Conclusions

We proposed a general pipeline aimed at improving the accuracy of CNN-based methods via computer graphics and validate it on many fields and various datasets. However, it cannot be said that this increase occurs automatically by simply increasing the size of dataset using computer graphics or neural network synthesis techniques. Our experiments with DISCOMAN clearly shows that the quality still did not reach the “reference” quality when using a larger dataset.

At the same time for rare objects (traffic signs) we managed to increase the accuracy of the classifier from 0% upto 70–76%. This means that the proposed approach is valuable when we know the problems and specific properties of the dataset. To achieve a significant improvement in accuracy, it is important to be able to accurately model the distribution of specific objects in a specific dataset, i.e., a precise “sampling” by synthetic objects and their locations from the desired distribution. In our solution, this is achieved by the extendable features of the computer graphics engine, the scripting capabilities of our framework, and traditional and neural network image post-processing.

We also had succeed for the cars detector (mAP metric increased from 40.3% to 43.26%) due to realistic rendering of various cars and fine tuning of distribution parameters, which is possible due to the proposed pipeline. Our approach allows to investigate the influence...
of individual factors (Table 3), which is important for human-controllable distribution tuning. Since we trained the neural network on one dataset (KITTI) and evaluated the accuracy on another (Cityscapes), we can say that the proposed approach really improves the ability of the neural network to detect the objects we model.

Nevertheless, the main limiting factor of our approach is the high labor intensity for new areas and new datasets. It is like making several independent computer games having some general purpose or specific game engine. In our case, such an engine (our pipeline) is designed for sampling synthesized objects from a programmable distribution. However, the distribution (the game) itself must be tuned by creating 3D content, setting up materials, scripting distribution of parameters and placement logic. It usually takes us about a week (manpower) to create randomization script, tune all parameters, etc., to generate a new dataset.

We believe that reducing the labor intensity of tuning such distribution is a fundamental problem of the same complexity as reducing the labor intensity of the computer games or film production. For dataset generation some progress has already been made in this area [23,34].

**Author Contributions:** Conceptualization, A.V. and V.G.; methodology, A.K.; software, V.F. and V.S. (Vadim Shakhuro); validation, B.F. and V.S. (Vlad Shakhuro); writing—original draft preparation, V.F., A.V. and V.S. (Vadim Shakhuro); writing—review and editing, A.K., A.V. and V.G.; project administration, A.K. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Abbreviations**

The following abbreviations are used in this manuscript:

- **CNN** Convolutional Neural Network
- **CV** Computer Vision
- **UAV** Unmanned Aerial Vehicle
- **CAD** Computer Aided Design
- **AI** Artificial Intelligence
- **HDR** High Dynamic Range
- **XML** eXtensible Markup Language
- **GAN** Generative Adversarial Network
- **SGD** Stochastic Gradient Descent
- **AUC** Area Under the Curve
- **RMS** Root Mean Square

**References**

1. Ha, N.; Xu, K.; Ren, G.; Mitchell, A.; Ou, J.Z. Machine Learning-Enabled Smart Sensor Systems. *Adv. Intell. Syst.* **2020**, 2, 2000063. [CrossRef]
2. Movshovitz-Attias, Y.; Kanade, T.; Sheikh, Y. How useful is photo-realistic rendering for visual learning? In *European Conference on Computer Vision, Proceedings of the ECCV 2016: Computer Vision—ECCV 2016 Workshops, Amsterdam, The Netherlands, 8–10 and 15–16 October 2016*; Springer: Cham, Switzerland, 2016; pp. 202–217.
3. Tsirikoglou, A.; Kronander, J.; Wrenninge, M.; Unger, J. Procedural Modeling and Physically Based Rendering for Synthetic Data Generation in Automotive Applications. *arXiv* 2017, arXiv:1710.06270.
4. Hodan, T.; Vineet, V.; Gal, R.; Shalev, E.; Hanzelka, J.; Connell, T.; Urbina, P.; Sinha, S.N.; Guenter, B. Photorealistic image synthesis for object instance detection. *arXiv* 2019, arXiv:1902.03334.
5. Shah, S.; Dey, D.; Lovett, C.; Kapoor, A. AirSim: High-Fidelity Visual and Physical Simulation for Autonomous Vehicles. *arXiv* 2017, arXiv:1705.05065.
6. Tremblay, J.; Prakash, A.; Acuna, D.; Brophy, M.; Jampani, V.; Anil, C.; To, T.; Cameracci, E.; Boochoon, S.; Birchfield, S. Training deep networks with synthetic data: Bridging the reality gap by domain randomization. *arXiv* 2018, arXiv:1804.06516.
35. Frolov, V.; Sanzharov, V.; Trofimov, M.; Pavlov, D.; Galaktionov, V. Hydra Renderer. Open Source GPU Based Rendering System. Github. 2018. Available online: https://github.com/Ray-Tracing-Systems/HydraAPI (accessed on 1 September 2020).

36. Sanzharov, V.; Frolov, V.; Voloboy, A.; Galaktionov, V. Sample scenes from a distribution: A content creation pipeline for realistic rendering for neural networks training. In Proceedings of the International Conference on Computer Graphics, Visualization, Computer Vision and Image (CGVCVIP 2020), Zagreb, Croatia, 23–25 July 2020; pp. 115–123.

37. Shakhuro, V.; Konushin, A. Russian traffic sign images dataset. Comput. Opt. 2016, 40, 294–300. [CrossRef]

38. Silberman, N.; Hoiem, D.; Kohli, P.; Fergus, R. Indoor segmentation and support inference from rgbd images. In European Conference on Computer Vision, Proceedings of the ECCV 2012: Computer Vision—ECCV 2012, 12th European Conference on Computer Vision, Florence, Italy, 7–13 October 2012; Springer: Berlin/Heidelberg, Germany, 2012.

39. Varol, G.; Romero, J.; Martin, X.; Mahmood, N.; Black, M.J.; Laptev, I.; Schmid, C. Learning from synthetic humans. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017.

40. Anoosheh, A.; Sattler, T.; Timofte, R.; Pollefeys, M.; Van Gool, L. Night-to-day image translation for retrieval-based localization. In Proceedings of the International Conference on Robotics and Automation (ICRA), Montreal, QC, Canada, 20–24 May 2019; pp. 5958–5964.

41. Zagoruyko, S.; Komodakis, N. Wide residual networks. arXiv 2016, arXiv:1605.07146.

42. Shakhuro, V.; Faizov, B.; Konushin, A. Rare Traffic Sign Recognition using Synthetic Training Data. In Proceedings of the 3rd International Conference on Video and Image Processing (ICVIP 2019), Shanghai, China, 20–23 December 2019; pp. 23–26.

43. Konushin, A.; Faizov, B.; Shakhuro, V. Road images augmentation with synthetic traffic signs using neural networks. arXiv 2021, arXiv:2101.04927.

44. Karras, T.; Laine, S.; Aila, T. A style-based generator architecture for generative adversarial networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 16–17 June 2019; pp. 4401–4410.

45. Kim, K.-H.; Hong, S.; Roh, B.; Cheon, Y.; Park, M. Pvanet: Deep but lightweight neural networks for real-time object detection. arXiv 2016, arXiv:1608.08021.

46. Alhashim, I.; Wonka, P. High quality monocular depth estimation via transfer learning. arXiv 2018, arXiv:1812.11941.

47. Eigen, D.; Fuhrsch, C.; Fergus, R. Depth map prediction from a single image using a multi-scale deep network. arXiv 2014, arXiv:1406.2283.

48. Kirillov, A.; Girshick, R.; He, K.; Dollar, P. Panoptic feature pyramid networks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 16–17 June 2019; pp. 6399–6408.