Abstract—Perception plays an important role in reliable decision-making for autonomous vehicles. Over the last ten years, huge advances have been made in the field of perception. However, perception in extreme weather conditions is still a difficult problem, especially in rainy weather conditions. In order to improve the detection effect of road objects in rainy environments, we analyze the physical characteristics of the rain layer and propose a deraining and denoising convolutional neural network structure. Based on this network structure, we design ablation experiments and experiment results show that our method can effectively improve the accuracy of object detection in rainy conditions.
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I. INTRODUCTION

Perception is critical for autonomous vehicles. It needs accurate, real-time and efficient environmental awareness in all-weather driving conditions. However, the current research is mainly focused on object detection under ideal weather conditions. Perception in severe weather (e.g., rain, snow, fog, etc.) is still needed to be developed, while rainy days are common in daily life. The generation of raindrops and rain fog as a complex atmospheric process will cause different types of visibility degradation [1]. Generally, raindrops or rain bands in the vicinity tend to obstruct or distort the content of the background scene, while rain bands in the distance tend to produce atmospheric occlusion effects such as fog and clouds, which blur the image content [2][3][4], thereby adversely affecting the robustness of environment perception tasks, such as image segmentation [5], object detection [6], pattern recognition [7], etc.

The traditional method of computer vision to remove rain from images is the model-driven method, which use a priori knowledge of the physical properties of rainwater and background scenes to perform deraining optimization [8]. Typical techniques include morphological component analysis [9], non-local mean filtering [10], sparse codderaining [11] and Gaussian mixture model (GMM) [12]. These methods have high computational complexity, long processing time and insignificant rain removal effect. In recent years, the emergence and development of convolutional neural network methods have provided a data-driven deraining method which is different from model-driven rain removal. The core idea of the data-driven deraining method is to set a specific network structure and loss function based on a large number of training image pairs in an end-to-end manner, and adjust the network structure parameters through backpropagation algorithm [13], so as to achieve the deraining function using the trained neural network.

Fu et al. [14][15] proposed the earliest deep learning-based method, which uses the principle of CNN to remove raindrops from the high-frequency part of the rainy image. Garg and Nayar et al. [16] made early attempts to remove rainwater in video, and proposed that by directly increasing the exposure time or reducing the depth of field of the camera, the impact of rain can be reduced or even eliminated without changing the appearance of the scene in the video [17]. Different from the above method, Zhang et al. [18] introduced an adversarial learning method to enhance the authenticity of the rain-removing pictures. Wei et al. [19] proposed a semi-supervised training model, which can be better generalized to practical tasks. Zong et al. [20] proposed a semi-supervised video rain removal network, which uses a dynamic generator to fit the rain layer in order to characterize the deep characteristics of the rain layer better. Although the above-mentioned deep learning-based deraining methods have achieved some results, due to the lack of quantity and quality of the dataset and the lack of in-depth analysis of the rainfall model, the existing methods can be improved in practical applications.

In this paper, we propose a deraining and denoising convolutional neural network, which draws on the residual networks [21] and the semi-supervised video deraining networks. Besides, the network introduces noise analysis to achieve good results on the synthetic rain dataset. We also verify that the deraining and denoising network plays a positive role in improving the performance of object detection in rainy environment.

The research contents and innovations of this paper are specified as follows.

Firstly, an end-to-end image deraining and denoising convolutional neural network is proposed, including a raindrop feature extraction layer and a random noise extraction layer, where the raindrop feature extraction layer
uses residual modules and convolutional modules, etc., and the random noise layer uses cross-layer connections, convolutional modules and residual modules, etc. The training set of the network contains different synthetic rain datasets and some real rain datasets, and data enhancement is performed to make the network generalize better.

Secondly, the deraining and denoising images generated by the deraining and denoising network are input to the object detection network YOLO v3 to test its effect on the object detection performance, and to analyze the reasons for the differences in object detection effect.

The remainder of the paper is organized as follows. In Section II, we describe the composition of the dataset and the structure of the neural network. We present and analyze the results of the deraining and denoising experiments and the object detection experiment in Section III. Finally, Section VI concludes the research work of this paper.

II. DERAINING NETWORK

A. Dataset

The training dataset mainly includes the synthetic rainfall dataset, as well as a small part of the real world dataset.

The synthetic dataset includes rain and no rain images automatically generated by the software, including Rain100L, Rain100H and other commonly used baseline datasets in the field of rain removal. The synthetic dataset can provide a large number of comparison images such as Fig. 1, which will help the network to fully learn the rain removal methods. The real dataset includes rain and no rain images at the same place at the same time, including manual shooting and fixed-point camera images such as Fig. 2. The real dataset makes the convolutional neural network learn real raindrop information and improve its generalization performance.

Fig. 1. Synthetic photos.

Fig. 2. Real world photos.

B. The architecture of the network

During rainfall, the size of raindrops is generally about 0.1-3.5 mm, and during the falling process, their shape will change dramatically by gravity, air resistance, and wind, which will produce random occlusion of the target in the image, while Greg [21] et al. found that spherical or ellipsoidal raindrops are like lenses that refract or reflect light, and the pixel values near the raindrops are usually brighter than background pixels. Besides, in the actual imaging process, random noise is generated on the final acquired image due to the influence of the shooting environment light, temperature and exposure time of the shooting device.

In this paper, based on the analysis of the rainfall image process above, it is concluded that the rainfall images consisting of the following three parts, as shown in Eq. 1.

\[ Y = X + R + \text{Noise} \]  

\( Y \) represents the observed picture with rain, \( X \) represents the picture without rain, \( R \) represents the rainfall layer, and \( \text{Noise} \) represents the random noise caused by rainfall. From the above Eq. 1, if we want to get the no rain picture \( X \) according to the observed rain picture \( Y \), we should calculate or approximate the rainfall layer \( R \) and the random noise \( \text{Noise} \), which is calculated by Eq. 2.

\[ X = Y - R - \text{Noise} \]  

In the actual calculation process, it is difficult to get the mathematical expressions of rainfall layer and random noise directly, and the shape characteristics of the two layers in the image are obviously different, so the two layers are approximated as two different high-frequency components. So both of the model parameters can be approximated by training the convolution and residual networks, and then the clear image can be recovered from the rainy image.

The network structure is shown in Fig. 3 below.

Fig. 3. Our Deraining and Denoising network structure.

We proposed a hierarchical cascaded neural network structure. The upper network structure is based on residual blocks, Pixel-Unshuffle and Pixel-Shuffle layers are introduced to accelerate the computation, which are mainly used to extract the rainfall layer \( R \). The rainfall image is subtracted from the rainfall layer to obtain the rain-free image \( Y - R \) with the random noise layer superimposed, and then the lower network structure is used to extract the random noise layer \( \text{Noise} \). Although the structure of the upper and lower layers is similar, the internal parameters of the convolution layer, shuffle layer and residual module are different, so they can play the role of extracting the rainfall and random noise layers respectively.

The structure of the residual block in the network structure model diagram is shown in Fig. 4. \( x \) denotes the input and \( F(x) \) denotes the output of the residual block before the activation function in the second layer. \( \sigma \) denotes the activation function Relu, and if there is no jump connection, the residual block is a normal two-layer network. The network in the residual block uses a convolutional layer. The final output of this residual block \( H(x) \) is shown in Eq. 3.
C. Design of loss function

The Mean Square Error (MSE) function is selected as the loss function to update the neural network parameters in this paper, and its calculation formula is shown in Eq. 4.

\[
Loss = \frac{1}{nm} \sum_{i=1}^{m} |Y^i - X^i|^2
\]

In Eq. 4, \(Loss\) denotes the network training error, and \(n\) denotes the number of images per batch, \(m\) denotes the number of image pixel points, \(X^i\) represents the value of each pixel point of the rain-free image, and \(Y^i\) represents the value of each pixel point of the deraining and denoising image after the neural network processing.

III. EXPERIMENTAL RESULTS

In order to prove the effectiveness of the rainfall model proposed in this paper, we selected some synthetic rain pictures on urban roads, and tested the rain removal effect through visual sense and rain removal metrics. Subsequently, in order to test whether the image deraining and denoising has an effect on object detection, we designed a set of ablation experiments to further explore the role of the deraining and denoising convolutional neural network. The results of the above experiments are as follows.

A. Deraining experimental results

In terms of network rain and noise removal effect as shown in Fig. 5, our network has a certain removal effect for raindrops, especially the smaller raindrops, and a certain weakening effect for larger raindrops. Our proposed network outperforms all other networks in terms of visual perception.

We also compared the rain removal metrics PSNR and SSIM with other classic networks in terms of evaluation indicators. PSNR is usually used to evaluate the quality of the processed image compared with the reference image. Its algorithm principle is based on the loss between the corresponding pixel points. The calculation method is shown in Eq. 5 and Eq. 6.

\[
MSE = \frac{1}{col\times row} \sum_{i=1}^{col} \sum_{j=1}^{row} (X(i, j) - Y(i, j))^2
\]

\[
PSNR = 10 \times \log \left( \frac{(2^n - 1)^2}{MSE} \right)
\]
SSIM stands for structural similarity, which allows a more direct comparison between the structure of the deraining image and the reference image. The calculation of SSIM is mainly compared from three aspects: brightness, contrast and structure. The SSIM similarity calculation between deraining image and no rain image is shown in Eq. 7.

\[
SSIM(x, y) = [l(x, y)]^\alpha[c(x, y)]^\beta[s(x, y)]^\gamma
\]

The PSNR and SSIM metrics of each network calculated by the above equations are shown in Table I and Table II.

### Table I. PSNR Metrics Comparison

| Image   | Rain PSNR | DDN PSNR | JDNet PSNR | MPRNet PSNR | Ours PSNR |
|---------|-----------|----------|------------|-------------|-----------|
| image1  | 30.50     | 22.25    | 32.07      | 31.71       | 36.57     |
| image2  | 30.04     | 22.15    | 34.32      | 33.55       | 37.73     |
| image3  | 30.94     | 22.25    | 32.42      | 32.03       | 37.69     |
| image4  | 31.04     | 22.20    | 34.30      | 33.95       | 37.62     |
| image5  | 30.79     | 22.21    | 31.43      | 30.97       | 37.14     |
| Avg100. | 30.80     | 22.22    | 33.04      | 32.65       | 37.52     |

### Table II. SSIM Metrics Comparison

| Image   | Rain SSIM | DDN SSIM | JDNet SSIM | MPRNet SSIM | Ours SSIM |
|---------|-----------|----------|------------|-------------|-----------|
| image1  | 0.9284    | 0.8343   | 0.9545     | 0.9519      | 0.9705    |
| image2  | 0.9283    | 0.8417   | 0.9635     | 0.9588      | 0.9755    |
| image3  | 0.9294    | 0.8381   | 0.9536     | 0.9484      | 0.9747    |
| image4  | 0.9285    | 0.8377   | 0.9637     | 0.9612      | 0.9754    |
| image5  | 0.9317    | 0.8389   | 0.9568     | 0.9499      | 0.9746    |
| Avg100. | 0.9299    | 0.8376   | 0.9590     | 0.9555      | 0.9745    |

It can be seen from Table I and Table II that compared with the original rain image and the excellent network results in recent years, our network has achieved better results in key metrics. PSNR is improved by 14.36% compared with MPRNet and 12.89% compared with JDNet network. SSIM is closer to the ideal value 1 than other networks.

It can be seen from Table III and Table IV that the metrics of deraining and denoising images are significantly better than deraining or denoising only.

### B. Object detection results

We selected a synthetic road video under rainy weather from the test set, then split this rainy video into image frames and sent it to the YOLO v3 object detection network. At the same time, we split this rainy video into image frames and input them into the deraining and denoising neural network described in this paper to remove the rain and noise. After deraining and denoising is completed, they are sent to the same YOLO v3 object detection network for object detection.

As shown in the above Fig. 7, our deraining and denoising network is effective for the object detection task in rainy conditions. The details are as follows.

![Fig. 7 Object detection results for rainy images and our deraining and denoising images. Figure (a), Figure (b) and Figure (c) are rainy images, Figure (d), Figure (e) and Figure (f) are our deraining and denoising images.](image)
1) Image deraining and denoising is helpful in increasing the object detection rate in the road: It can be seen from figure 7(a) and figure 7(d) that the number of identified traffic lights has increased in comparison with the rain image after object detection. This phenomenon was prevalent in the tests on several hundred images.

2) Image deraining and denoising can improve the confidence level of the identified road objects: From figure 7(b) and figure 7(e), it can be found that the confidence level of road objects in the deraining and denoising images is generally improved compared to the images with rain, and this phenomenon was prevalent in the tests on several hundred images.

3) Image deraining and denoising can improve the accuracy of target categories: From figure 7(c) and figure 7(f), it can be found that the object detection after deraining and denoising images compared to the images with rain can correct the error of the object detection network identifying the motorcycle as human. In the test with several hundred images, this happened rarely as the object detection network is heavily pre-trained.

The comparison above demonstrates that the robustness of the deraining and denoising images is stronger compared to the images with rain, which helps to enhance the robustness of object detection in autonomous driving.

IV. CONCLUSIONS

In order to improve the image quality in rainy conditions, and improve the robustness of the object detection task, this paper proposes a deraining and denoising convolutional neural network for perception of automatic driving. The network draws on the residual modules and the semi-supervised video deraining network, separates the rain layer and noise layer from rainy image through the convolutional layer, residual layer and shuffle layer, etc. By training on RTX 3090 after 45 epochs, this network has better results in deraining performance indicators compared than other deraining networks. In order to verify the object detection effectiveness of our network, ablation experiments are designed to perform object detection on deraining and denoising images by using YOLO v3 network, and the results show that the deraining and denoising network has improved the of object detection task in autonomous driving and enhances the robustness in the process of object detection.
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