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Abstract

We propose a hierarchical Bayesian recurrent state space model for modeling switching network connectivity in resting state fMRI data. Our model allows us to uncover shared network patterns across disease conditions. We evaluate our method on the ADNI2 dataset by inferring latent state patterns corresponding to altered neural circuits in individuals with Mild Cognitive Impairment (MCI). In addition to states shared across healthy and individuals with MCI, we discover latent states that are predominantly observed in individuals with MCI. Our model outperforms current state of the art deep learning method on ADNI2 dataset.

1. Introduction

Resting state fMRI (rs-fMRI) measures the intrinsic spontaneous activity across brain regions, in the absence of any sensory or cognitive stimulus, and has proven to be a useful tool in understanding the functional architecture of the brain. The functional network patterns estimated from this spontaneous brain activity have prognostic, diagnostic, as well as interventional utility. Alterations in functional network patterns have been observed in neuropsychopathologies such as Alzheimer’s, Depression, Schizophrenia, Autism and ADHD (Zhang and Raichle, 2010). In contrast to task-based fMRI, rs-fMRI improves accessibility of these methods to a much wider patient population, as it can be used in patients with motor or cognitive deficits, language barriers, infants, and aging patient populations, unable to perform directed tasks. Vidaurre et al. (2017) showed that there are hierarchically organized stochastic recurring network patterns in rs-fMRI data in healthy subjects, which are both heritable and associated with specific cognitive traits. Several previous studies have applied standard state space models to rs-fMRI data (Suk et al., 2016; Zhang et al., 2019; Eavani et al., 2013; Ou et al., 2013; Wee et al., 2014; Liu et al., 2011), however, these models have two limitations: 1) They do not model the shared connectivity patterns across healthy and disease groups 2) They do not account for the recurrent state patterns observed by Vidaurre et al. (2017).

Building upon these prior works, we propose a state space model to uncover the spatio-temporal correlation patterns observed in rs-fMRI data. We model both class specific recurrent state transitions, as well as shared covariance structure across the classes. This allows modeling of the state switching behavior across different classes, as well as being able to delineate the network patterns shared across all classes, from the patterns dominant in only a particular class.
A.1 The rs-fMRI data for each individual (A.1) is aligned to a shared parcellation template (A.2) and the mean fMRI activity in each region is computed for all volumes in a sequence. This provides a lower dimensional temporal sequence $x_{1:T}$ for each individual (A.3). B) The probabilistic graphical model corresponding to the sequential generative process. The latent state sequence $z_t$ given $z_{t-1}, x_{t-1}$ for a class $c$ is modeled using an activity dependent transition matrix $\Psi^{(t)}_c \triangleq f(\Pi_c, G, x_{t-1})$. Given a state $z_t = k$ at time $t$, the rs-fMRI ROI mean and inter-ROI covariance is modeled as $\mathcal{N}(\mu_k, \Sigma_k)$. The spatial ROI correlations are modeled by $\Sigma_k$, while the temporal recurrence is modeled by $\Psi_c$, together these two processes capture the space and time dynamics in the data.

2. Hierarchical recurrent state space model

For a given sequence of fMRI activity $x_{1:T}$ across different regions of interest (ROI), we model the brain dynamics as a recurrent Markovian process where state $z_t \in \{1, \ldots, K\}$ at time $t$ depends on both the state at previous time step $z_{t-1}$, as well as the observations at the previous time step $x_{t-1} \in \mathbb{R}^D$ via a transition function $G : \mathbb{R}^D \rightarrow \mathbb{R}^K$. Given the latent state $z_t$ at a time $t$, the mean $\mu_{z_t}$ and the covariance $\Sigma_{z_t}$, model the mean and the covariance across all ROIs. Since changes in the BOLD signal in fMRI vary relatively slowly due to the hemodynamic response time, we impose a weak “stuck” Dirichlet prior on the transition matrix to encourage slower state transitions.

To model class specific differences in the brain across health and pathologic classes, we propose class conditional transition matrices $\{\Pi_c\}_{c \in \{1, \ldots, C\}}$. While the transition matrices are specific to each class, the observation parameters $\{\theta^K_k\}_{k=1}^K \triangleq \{\mu_k, \Sigma_k\}_{k=1}^K$ and transition function $G$, are shared across all classes.

The class conditional transition matrices together with the shared observation parameters, allow us to infer the dominant class as well as shared latent states across the two classes. Additionally, this parameter tying allows us to compare the discovered latent structure across all disease classes (Fig 2). This model structure encodes our belief that there are some states that are shared between the classes, and some states that are largely utilized by only one of the classes. The complete generative process is as follows:

- $y^{(n)} \sim \text{Discrete}(p)$
- $[\Pi_{y^{(n)}}]_{k,:} \sim \text{Dir}(\alpha 1_K + \kappa e_k)$
- $[\Psi_{y^{(n)}}]^{(t)}_{k,:} \triangleq [\Pi_{y^{(n)}}]_{k,:} \odot \exp(Gx_{t-1})^\top \mathbb{Z}_k$
- $z^{(n)}_t | z^{(n)}_{t-1} \sim [\Psi_{y^{(n)}}]^{(t)}_{k,:}$
- $x^{(n)}_t \sim \mathcal{N}(\mu_{z^{(n)}_t}, \Sigma_{z^{(n)}_t})$

where $[\Pi_c]_{k,:} \in \Delta_{K-1}$ is the $k^{th}$ row of the $K \times K$ transition matrix $\Pi_c$ for class $c$, $\mathbb{Z}_k$ is normalizing constant for $k^{th}$ row of the recurrent transition matrix and $G \in \mathbb{R}^{K \times D}$ is the recurrent state perturbation matrix (See Appendix B).
A) Uncovered covariance across ROIs, for most discriminative latent states, $\Sigma_3$ and $\Sigma_7$, where for state $k$, a chord from region $i$ to $j$ corresponds to inter-ROI covariance $\Sigma_{k_{i,j}}$. The inner circle represents the anatomical regions for each ROI, the outer circle specifies the larger anatomical group the ROIs belongs to. B) Relative state utilization by Normal Control vs. MCI individuals. C) State durations for Normal Control vs. MCI individuals. D) Class conditional transition matrices for NC and MCI.

3. Inference

Our hierarchical model structure lends itself to a relatively simple modification of the standard message passing EM algorithm (Dempster et al., 1977) for HMMs (Rabiner, 1989). To maximize the joint likelihood of the data $p(x_{1:T}, \tilde{z}_{1:T}; \{\Pi_c\}_{c=1}^C, y^{(n)}|G, \{\theta\}_{K=1}^K)$, we first marginalize out the latent states $\tilde{z}_{1:T}^{(n)}$ for each class $y^{(n)} \in \{1, \ldots, C\}$, and then proceed with the optimization M-step to update the shared parameters $\{\theta_k\}_{K=1}^K, G$ and the class specific parameters $\{\Pi_c\}_{c=1}^C$.

To marginalize the states in $\sum_1$, for each class $y$, we only require the class conditional posterior marginals $q_c(z_t^{(n)}) \triangleq p(z_t^{(n)}|\{\theta\}_{k=1}^K, \Pi_c, x_{1:T}^{(n)})$. For $\sum_2$, we only require the class conditional two-slice marginal $q(z_t^{(n)}, z_{t-1}^{(n)}) \triangleq p(z_t^{(n)}, z_{t-1}^{(n)}|\{\theta\}_{k=1}^K, \Pi_c, x_{1:T}^{(n)})$. Hence, we can use the standard message passing algorithm to compute the class conditional posteriors for each class separately.

$$
\sum_{n,c} \log p(x_{1:T}^{(n)}, \Pi, y^{(n)} | G, \theta) = \\
\sum_{n,c} \mathbb{E}_{q_c(z)} \left[ \log p(x_t^{(n)}|z_t^{(n)}, \theta) I[y^{(n)}=c] \right] \\
+ \mathbb{E}_{q_c(z)} \left[ \log p(z_{t-1}^{(n)}|z_t^{(n)}, G, \Pi_c) I[y^{(n)}=c] \right] \\
+ \log p(\Pi_c)
$$
Table 1: Comparison with Deep-Autoencoder-HMM on ADNI2 dataset

| Methods   | Accuracy | Sensitivity | Specificity | Pos. Pred. Val. | Neg. Pred. Val. |
|-----------|----------|-------------|-------------|-----------------|-----------------|
| Suk et al.| 72.58    | 70.59       | 75          | **77.42**       | 67.84           |
| Ours      | **79.17**| **83.33**   | 75          | 76.92           | **81.82**       |

After marginalization, we then use gradient methods to update the parameters \(\{\theta\}_{k=1}^{K}, G, \{\Pi_c\}_{c=1}^{C}\), to maximize the complete data log-likelihood
\[
\sum_{n,c} \mathbb{E}_{q_c(z^{(n)})} \left[ \log p(x_1:T, z_1:T, y^{(n)} | G, \theta) \right]
\]
(See Appendix A and B for algorithm).

4. Experiments

We constructed our dataset by extracting all rs-fMRI images from the ADNI2 \(^1\) dataset. We matched the age and gender between the two groups: subjects diagnosed with Mild Cognitive Impairment (Mean age: 71.72 ± 2.82) and normal control subjects (Mean age: 71.65 ± 2.90). This resulted in a dataset of 116 subjects, with sequence length \(T = 130\). Following the pre-processing steps used by Challis et al. (2015) (see: Fig. 1, Appendix D), each brain volume was parcellated into physiologically meaningful pre-defined regions of interest by warping and masking each subjects scan using the AAL atlas by Tzourio-Mazoyer et al. (2002). We then computed the mean time course for each region by computing the mean region of interest activity for each time point in a sequence. For training and test, we split up our dataset into age matched train \((N = 92)\) and test set \((N = 24)\). We chose hyper-parameters by 5-fold cross-validation on the train dataset. For the presented results we used \(K = 8, \alpha = .5, \kappa = 100\). We report results on the heldout set in Table 1, where we predict the disease class using the Bayes classifier with uniform prior probability over classes:
\[
\hat{y} = \arg \max_y \mathbb{E}_{q_y(z^{(n)})} \left[ \log p(x^{(n)}, z^{(n)}, y, G, \theta) \right].
\]

5. Conclusion

Our method allows us to model temporal recurrent dynamics, which are influenced by class specific local parameters \(\{\Pi_c\}_{c=1}^{C}\) and class agnostic global parameter \(G\). The hierarchical structure then lets us compare the network patterns associated with each of the disease classes. We compare the uncovered correlations associated with the most prevalent states in MCI and NC individuals. We observe stronger inter-hemispheric cortical connections in healthy individuals. In addition, we observe stronger inter-hemispheric connectivity across occipital regions in healthy subjects. These findings have been independently reported by previous voxel-mirrored homotopic connectivity analysis in individuals with MCI (Wang et al., 2015). In future work, we plan to evaluate our method on additional rs-fMRI datasets for other neuropathologies. To improve the model capacity, we will explore a more flexible non-linear likelihood model. Lastly, given the high dimensionality of the voxel data, we also plan to investigate incorporating additional prior structure on the covariance matrices, reflective of the anatomical connectivity constraints. In addition to the phenotype matching approach proposed in this work, we hope to extend this approach to uncover latent phenotypes (Chen et al., 2020) from rs-fMRI data.

\(^1\)http://adni.loni.usc.edu/
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Appendix A. Full EM algorithm

Algorithm 1 EM for hierarchical recurrent state space model

Initialize $\theta_{k}^{K}_{k=1} \triangleq \{\mu_{k}, \Sigma_{k}\}_{k=1}^{K}$ $\triangleright$ Initialize with empirical Bayes GMM
Random Initialization $\{\{\Pi_{c}\}_{c \in \{1,\ldots,C\}}, G\}$

for $m \in \{1,\ldots,M\}$ do
  $\triangleright$ M iterations
  for $n \in \{1,\ldots,N\}$ do
    $\triangleright$ N ROI sequences
    for $c \in \{1,\ldots,C\}$ do
      $\triangleright$ Forwards Backwards for each class
      $\{q_{c}(z^{(n)}_{t}), q_{c}(z^{(n)}_{t}, z^{(n)}_{t-1})\} \leftarrow \text{ForwardsBackwards}(x_{1:T}^{(n)}, \{\theta_{k}\}_{k=1}^{K}, \Pi_{c})$
    end
  end
  for $k \in \{1,\ldots,K\}$ do
    $\triangleright$ Analytic update state parameters
    $\{\mu_{k}, \Sigma_{k}\} \leftarrow \text{argmax}_{\{\mu_{k}, \Sigma_{k}\}} \sum_{y} \sum_{n} \mathbb{E}_{q_{c}(z^{(n)}_{1:T})}[\mathbb{1}[y^{(n)} = c] \log p(x_{t}^{(n)} | z^{(n)}_{t}, \{\theta_{k}\}_{k=1}^{K})]$
  end
  for $l \in \{1,\ldots,L\}$ do
    $\triangleright$ L iterations
    $\triangleright$ M-step for transition function
    $\tilde{G} \leftarrow \tilde{G} + \eta \nabla \tilde{G} \sum_{y} \mathbb{E}_{q_{c}(z^{(n)}_{1:T})}[\log p(z^{(n)}_{t} | z^{(n)}_{t-1}, e(\tilde{G}), \Pi_{c})]$
    for $c \in \{1,\ldots,C\}$ do
      $\triangleright$ M-step for transition matrices
      $\tilde{\Pi}_{c} \leftarrow \tilde{\Pi}_{c} + \eta \nabla \tilde{\Pi}_{c} \sum_{c} \mathbb{1}[y^{(n)} = c] \mathbb{E}_{q_{c}(z^{(n)}_{1:T})}[\log p(z^{(y)}_{t} | z^{(y)}_{t-1}, \log(\tilde{G}), e(\tilde{\Pi}_{c}))] + \log p(e(\tilde{\Pi}_{c}))$
    end
  end
end
Appendix B. Generative Model

B.1. Hierarchical recurrent Markov model

\[ \prod_n p(x_1^{(n)}, y_1^{(n)}, \{\Pi_c\}_{c=1}^C | G, \{\theta_k\}_{k=1}^K) \]

\[ = \prod_c \prod_n \prod_t \left( p(x_t^{(n)} | z_t^{(n)}, \{\theta_k\}_{k=1}^K) p(z_t^{(n)} | z_{t-1}^{(n)}, G, x_{t-1}^{(n)}, \Pi_c) p(\Pi_c) p(y_1^{(n)}) \right) \mathbb{1}[y^{(n)} = c] \]

\[ = \prod_c \prod_n \prod_t \prod_{i,j} p(x_t^{(n)} | \theta_{z_t^{(n)}}) \mathbb{1}[z_t^{(n)} = i] \]

\[ \left( p(z_t^{(n)} | z_{t-1}^{(n)}, G, x_{t-1}^{(n)}, \Pi_c) \mathbb{1}[z_{t-1}^{(n)} = i, z_t^{(n)} = j] p(\Pi_c) p(y_1^{(n)}) \right) \mathbb{1}[y^{(n)} = c] \]  

B.2. Recurrent transition model with sticky transition prior

\[ p(z_t^{(n)} | z_{t-1}^{(n)} = k, G, x_{t-1}^{(n)}, \Pi_c) p(\Pi_c) \]

\[ = \text{Discrete} \left( z_t^{(n)} | \Pi_c k, ; \odot \exp(G x_{t-1}^T) \right) \text{Dir}(\Pi_c k, ; | \alpha L + \kappa c) \]

Where \( Z_k \) is normalizing constant for \( k \)th row of the recurrent transition matrix and \( G \in \mathbb{R}^{K \times D} \) is the recurrent state perturbation matrix.

Appendix C. Inference

C.1. Expected complete data log-likelihood

\[ \sum_n \log p(x_1^{(n)}, \{\Pi_c\}_{c=1}^C | \{\theta_k\}_{k=1}^K, G) \]

\[ = \sum_n \mathbb{E}_{q(z^{(n)})} \left[ \log p(x_1^{(n)}, \{\Pi_c\}_{c=1}^C | \{\theta_k\}_{k=1}^K, G) \right] \]

\[ = \sum_c \sum_{\{n:y^{(n)} = c\}} \sum_t \sum_i \left( q_c(z_t^{(n)} = i) \log p(x_t^{(n)} | \theta_{z_t^{(n)}}) + \right. \]

\[ \left. \sum_j q_c(z_t^{(n)} = i, z_{t-1}^{(n)} = j) \log p(z_t^{(n)} | z_{t-1}^{(n)}, G, x_{t-1}^{(n)}, \Pi_c) + \log p(\Pi_c) \right) \]

Where class conditional posterior \( q_c(z_t^{(n)}) \) and \( q_c(z_t^{(n)}, z_{t-1}^{(n)}) \) can be computed using the standard Baum-Welch algorithm.
C.2. Gradient update for $\Pi_c$

$\Pi_c \triangleq \exp(\bar{\Pi}_c)$

$$\nabla \bar{\Pi}_c \sum_n \log p(x_{1:T}^{(n)}; \{\theta_k\}_{k=1}^K, G, \bar{\Pi}_c) = \sum_{\{n: y^{(n)} = c\}} \sum_t \sum_{i,j} \nabla \bar{\Pi}_c q_c(z_t^{(n)} = i, z_{t-1}^{(n)} = j) \log p(z_t^{(n)}|z_{t-1}^{(n)}, G, x_{t-1}^{(n)}, \bar{\Pi}_c)$$

(10)

$$\Pi_c \leftarrow \exp \left( \bar{\Pi}_c + \rho \sum_{\{n: y^{(n)} = c\}} \sum_t \sum_{i,j} \nabla \bar{\Pi}_c q_c(z_t^{(n)} = i, z_{t-1}^{(n)} = j) \log p(z_t^{(n)}|z_{t-1}^{(n)}, G, x_{t-1}^{(n)}, \bar{\Pi}_c) \right)$$

(11)

Appendix D. Preprocessing

We smoothed the 3D volumes with a 8 mm$^3$ FWHM 3D Gaussian kernel, followed by filtering the data with a band-pass filter (0.01 to 0.08 Hz). We discarded the first 10 volumes of each sequence to avoid saturation effects. Each brain volume was parcellated into physiologically meaningful pre-defined regions of interest by warping and masking each subject’s scan using the AAL atlas by Tzourio-Mazoyer et al. (2002). To reduce the dimensionality of the data, we discard atlas regions (90 - 116 inclusive), corresponding to the Cerebellum.