Heat transport across graphene/hexagonal-BN tilted grain boundaries from phase-field crystal model and molecular dynamics simulations
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We study the interfacial thermal conductance of grain boundaries (GBs) between monolayer graphene and hexagonal boron nitride (h-BN) sheets using a combined atomistic approach. First, realistic samples containing graphene/h-BN GBs with different tilt angles are generated using the phase-field crystal (PFC) model developed recently [P. Hirvonen et al., Phys. Rev. B 100, 165412 (2019)] that captures slow diffusive relaxation inaccessible to molecular dynamics (MD) simulations. Then, large-scale MD simulations using the efficient GPUMD package are performed to assess heat transport and rectification properties across the GBs. We find that lattice mismatch between the graphene and h-BN sheets plays a less important role in determining the interfacial thermal conductance as compared to the tilt angle. In addition, we find no significant thermal rectification effects for these GBs.

I. INTRODUCTION

After the discovery of atomically thin two-dimensional (2D) graphene and other low-dimensional materials, there is a major effort in constructing heterostructures made of them, either by stacking 2D materials vertically to form multi-layer heterostructures1 or by stitching them laterally to form a 2D sheet with in-plane junctions. Graphene and hexagonal boron nitride (h-BN) are promising candidates for stable heterostructures as they have similar crystal structures with a lattice constant difference of 2% only. To this end, graphene/h-BN in-plane heterostructures have already been fabricated and shown to be promising materials for the next-generation nanodevices2–8.

One of the most important properties in nanodevices is efficient thermal management in the context of nanophononics9, which requires detailed microscopic understanding on the heat transport properties. To our best knowledge, thermal transport properties of graphene/h-BN grain boundaries (GBs) have not been studied experimentally but only theoretically using the atomistic Green’s function10 and molecular dynamics (MD) simulations11. Other works have also considered the case of multilayer graphene/h-BN GBs12 and the co-existence of other defects13–15 or disorder16 in addition to those in the GB. However, the previous theoretical studies have considered a limited set of simple graphene/h-BN interfaces which do not fully represent all the possible structures of interest.

To gain a thorough microscopic understanding of the role of phonons in heat transport in lateral graphene/h-BN heterostructures MD simulations are the tool of choice. However, an efficient model construction method for the GBs has to be developed because the GBs develop and relax at diffusive time scales that may be well beyond what can be achieved with MD. In a previous work17 some of the present authors have developed an efficient and flexible phase-field crystal (PFC) model18,19 to describe the relaxed atomic configurations of multiple atomic species and phases coexisting in the same physical domain. Specifically, a PFC model for lateral graphene/h-BN heterostructures was constructed.17 The PFC models are a family of continuum methods which can model the atomistic structures and energetics of crystals, and their evolution at diffusive time scales that are usually inaccessible to atomistic MD simulations. PFC models for single-component systems such as graphene20 and binary systems such as h-BN21 have been successfully applied to construct large and realistic bicrystalline and polycrystalline systems for further atomistic calculations such as quantum-mechanical density functional ones or classical MD simulations22–24.

In this work, we use the PFC model17 to construct realistic bicrystalline systems consisting of graphene/h-BN GBs. We consider both lattice-matched and lattice-
mismatched systems, both with a series of tilt angles between the graphene and h-BN sheets. After obtaining relaxed atomistic configurations for such systems, we use them as input to MD simulations and systematically study the heat transport properties across these graphene/h-BN GBs. We find that lattice mismatch between the graphene and h-BN sheets does not play a crucial role in determining the interfacial thermal conductance and no significant thermal rectification can be found. These findings suggest that heat transport properties in lateral graphene/h-BN heterostructures are not very sensitive to the actual microstructures of the GBs.

II. MODELS AND METHODS

A. Realistic heterogeneous bicrystalline samples from a PFC model

PFC models are a family of continuum methods for studying polycrystalline systems across atomic-to-mesoscopic length scales. Conventional PFC models omit the fast phononic vibrations in favor of slow, diffusive dynamics. This allows efficient relaxation of defected structures. We use here a PFC model which allows controlled phase separation and enables modeling heterostructures readily with different elemental compositions, lattice structures and elastic properties between the different phases. Full details and parameters of the model are given in Ref. 17, but we outline the essentials here. We model graphene/h-BN using \( N = 3 \) periodic, smooth density fields \( n_1, n_2 \) and \( n_3 \) for carbon, boron and nitrogen, respectively. We initialize \( n_i \) in a two-dimensional, periodic computational unit cell with two symmetrically tilted crystals and narrow bands of undercooled liquid between them (cf. Fig. 1 (a)). We then assume the following dynamics and equilibrate \( n_i \) numerically using a semi-implicit spectral method:

\[
\frac{\partial n_i}{\partial t} = \nabla^2 \left( \alpha_i n_i + \beta_i \left( \nu_i^2 + \nabla^2 \right)^2 n_i + \gamma_i n_i^2 + \delta_i n_i^3 \right) + \sum_{j=1}^{N} \left( \alpha_{ij} n_j + \beta_{ij} \left( \nu_{ij}^2 + \nabla^2 \right)^2 n_j \right) + \frac{\gamma_{ij}}{2} (2n_i n_j + n_j^2) + \epsilon_{ij} G \ast (G \ast n_j)
\]

In the expression above, the first four terms are typical to single-component PFC models whereas the next four couple \( n_i \) together. The last term is responsible for the phase separation and involves a Gaussian convolution (denoted by an asterisk operation) of a smoothed density \( \eta_j \) where the atomic scale structures have been filtered out. The relaxed density fields [Fig. 1 (b)] are converted into atomic coordinates [Fig. 1 (c)] using a simple extension of the method in Refs. 20 and 26.

**Figure 2.** Illustrates the local structures of the graphene/h-BN GBs from the PFC model. The structures in the upper panels are obtained by assuming a common lattice constant of 2.46 Å for graphene and h-BN in the PFC model, and are called lattice-matched GBs. The structures in the lower panels are obtained by assuming a lattice constant of 2.46 Å for graphene and a lattice constant of 2.51 Å for h-BN in the PFC model, and are called lattice-mismatched GBs. Previous works have only considered graphene/h-BN GBs with a tilt angle of 0° (armchair-oriented GB) or 60° (zigzag-oriented GB). For these two special tilt angles, the lattice-matched GBs do not contain any topological defects, see Figs. 2(a) and 2(g), while the lattice-mismatched GBs contain sparsely distributed 5 - 7 defects, see Figs. 2(h) and 2(n).

All samples from our PFC model consist of a graphene sheet and a h-BN sheet connected by two GBs and are periodic in the planar \( x \) and \( y \) directions. The GBs align along the \( y \) direction and we are interested in heat transport in the \( x \) direction, perpendicular to the GBs. Both the graphene and the h-BN sheets have a length of about 100 nm in the \( x \) direction. For the lattice-matched-GBs, the widths in the \( y \) direction are about 10 nm. For the lattice-mismatched-GBs, it is harder to find a periodic cell with small width, and the widths in the \( y \) direction vary from about 14 nm to about 170 nm depending on the tilt angle.
FIG. 2. The symmetrically tilted graphene/h-BN GBs. (a)-(g): The series of lattice-matched-GBs with increasing tilt angles; (h)-(n): The series of lattice-mismatched-GBs with increasing tilt angles. For both the upper and lower panels, the tilt angles $2\theta$ (indicated by the two wedges in each panel) from left to right are respectively $0^\circ$, $9.43^\circ$, $21.79^\circ$, $32.20^\circ$, $42.10^\circ$, $46.83^\circ$, and $60^\circ$.

FIG. 3. (a) A schematic illustration of the NEMD simulation setup, where heat flows from the graphene sheet to the h-BN sheet. (b) The steady-state temperature profile. The temperature jump $\Delta T$ can be obtained by linear fits to the temperature profiles on both sides of the GB.

B. Heat transport properties form NEMD simulations

With the bicrystalline samples available, we proceed to study the heat transport properties. To this end, we use the open-source GPUMD package\textsuperscript{27,28} to perform NEMD simulations. The Tersoff many-body potential\textsuperscript{29} constructed by Kinaci et al.\textsuperscript{30} is employed to describe the interatomic interactions. The GPUMD package is fully implemented in graphics processing units (GPU) and the computational speed with one Nvidia Tesla V100 for the MD simulations with the Tersoff potential is about $10^8$ atom-step per second. This high computational efficiency allows us to perform extensive MD simulations to characterize the heat transport properties of the graphene/h-BN heterostructures.

1. The NEMD simulation protocol

Referring to Fig. 3(a), we first consider heat transport from the graphene side to the h-BN side. Later, we will also consider the opposite direction in the context of thermal rectification. Due to the use periodic boundary conditions, we only need to freeze a single block of atoms (marked as “fixed”) between the source and sink regions to realize an insulating wall between them. Then heat will only flow along the direction as indicated by the arrow.

In the NEMD simulation of a sample, we first equilibrate the system at 10 K for 25 ps, then linearly heat up the system from 10 K to 300 K for 25 ps, and then equilibrate the system at 300 K for 25 ps. In the stages above, the NPT ensemble with a Berendsen thermostat and barostat\textsuperscript{31} is used. After equilibration, we remove the global thermostat and barostat and apply local thermostats to the heat source and sink regions. In this regard, we follow the established practice\textsuperscript{32,33} by using the Langevin thermostat\textsuperscript{34}. After achieving a steady state, the heat source and sink regions will have higher and lower temperatures which are chosen as 330 K and 270 K, respectively. All the systems reach a steady state within 500 ps. After this, we use another 500 ps to sample the temperature profile. In all the MD simulations a time step of 0.25 fs is used which is small enough. To ensure high statistical accuracy, we perform three independent runs for each system.

A typical temperature profile is shown in Fig. 3(b). We see that there are temperature jumps at three places: between the heat source region and the graphene sheet, around the GB, and between the heat sink region and
the h-BN sheet. The temperature jumps around the heat source and sink are related to ballistic contact resistance, which exist even in short crystalline systems.\textsuperscript{32,33} The temperature jump $\Delta T$ around the GB, on the other hand, is the hallmark of the interfacial Kapitza thermal resistance $R$, or the interfacial Kapitza thermal conductance $G$ defined as (the superscript “c” means “classical”, as will be further discussed below)

$$G^c = \frac{1}{R} = \frac{Q}{\Delta T}. \quad (2)$$

Here,

$$Q = \frac{1}{V} \sum_{i \in V} \langle W_i \cdot \mathbf{v}_i \rangle_{\text{ne}} \quad (3)$$

is the nonequilibrium ensemble average (hence the subscript “ne”) of the heat flux\textsuperscript{35–37} in the transport direction (x direction) determined in the steady state for a part of the system containing the GB, where $V$ is the control volume of this part. To calculate $V$, a thickness of 0.335 nm is assumed for the single layer. In Eq. (3), $\mathbf{v}_i$ is the velocity of atom $i$ and

$$W_i = \sum_{j \neq i} x_{ij} \frac{\partial U_j}{\partial \mathbf{r}_{ij}} \quad (4)$$

is a “vector” formed by three components of the virial tensor of atom $i$, where $U_j$ is the potential energy of atom $j$ and $\mathbf{r}_{ij} = \mathbf{r}_j - \mathbf{r}_i$, $\mathbf{r}_i$ being the position of atom $i$. The summation index $i$ in Eq. (3) runs over the atoms in the volume $V$ and the summation index $j$ in Eq. (4) runs over the neighbors of atom $i$. The total heat flux calculated using Eq. (3) is equal to that calculated based on the energy exchange rate within the heat source and sink regions under the action of the local thermostats, as has been demonstrated in previous works.\textsuperscript{38,39}

2. Spectral decomposition and quantum correction

In the context of NEMD simulations, a spectral decomposition method\textsuperscript{38,40–43} has been developed based on the force-velocity time-correlation function. This method has been later reformulated\textsuperscript{36,37} into a more convenient form based on the virial-velocity time-correlation function. In this method, the thermal conductance can be integrated with respect to the phonon frequency $\omega$,

$$G^c = \int_0^\infty \frac{d\omega}{2\pi} G^c(\omega), \quad (5)$$

where $G^c(\omega)$ is called the spectral thermal conductance that can be calculated\textsuperscript{36,37} from the following Fourier transform:

$$G^c(\omega) = \frac{2}{\Delta T} \int_{-\infty}^{+\infty} dt e^{i\omega t} K(t). \quad (6)$$

Here $K(t)$ is the virial-velocity time-correlation function defined as

$$K(t) = \frac{1}{V} \sum_{i \in V} \langle W_i(0) \cdot \mathbf{v}_i(t) \rangle_{\text{ne}}. \quad (7)$$

This formalism applies to general many-body interatomic potentials, including machine learning ones.\textsuperscript{44}

The spectral thermal conductance $G^c(\omega)$ defined in Eq. (6) should be understood as the classical one. Quantum correction to $G^c(\omega)$ has been shown to be feasible\textsuperscript{23,45,46} by using the quantum modal heat capacity, which amounts to multiplying $G^c(\omega)$ by a factor (the superscript “q” means “quantum”),

$$G^q(\omega) = G^c(\omega) \frac{x^2 e^x}{(e^x - 1)^2}, \quad (8)$$

where $x = \hbar \omega / k_B T$, and $\hbar$, $k_B$, and $T$ are the reduced Planck constant, the Boltzmann constant, and the temperature, respectively. The total quantum-corrected interfacial thermal conductance is obtained by an integral with respect to the frequency:

$$G^q = \int_0^\infty \frac{d\omega}{2\pi} G^q(\omega). \quad (9)$$

III. RESULTS AND DISCUSSION

A. Kapitza thermal conductance

Figure 4(a) shows the virial-velocity time-correlation function $K(t)$ for the lattice-mismatched GB with zero tilt angle. The corresponding classical and quantum spectral interfacial thermal conductances $G^c(\omega)$ and $G^q(\omega)$ are respectively shown as the solid and dashed lines in Fig. 4(b). It is important to consider both the positive and negative correlation times as shown in Fig. 4(a) to calculate the spectral thermal conductance via the Fourier transform; using either the positive or the negative part only, i.e., assuming $K(t) = K(-t)$, could result in noticeable negative values in the spectral thermal conductance at particular frequencies. An important observation here is that the quantum correction strongly suppresses the contributions from the high-frequency modes.

By integrating $G^q(\omega)$ with respect to the frequency, we obtain the total quantum interfacial thermal conductance $G^q$ for all the systems considered in this work, which are shown in Fig. 5. There are a few important observations from Fig. 5, as detailed below.

First, there is a strong tilt-angle dependence of the interfacial thermal conductance for both the lattice-matched and lattice-mismatched GBs. In both series, the largest conductance occurs at $2\theta = 0^\circ$ or $60^\circ$, which is about 50% larger than the smallest conductance occurring at $2\theta = 32.20^\circ$ or $2\theta = 42.10^\circ$. This general trend can be understood as there are more defects (hence
higher GB energy) in the GBs with intermediate tilt angles. Similar trend exists in other systems such as twist grain boundaries in silicon.\(^{47}\)

Second, the lattice-matched GB with \(2\theta = 21.79^\circ\) has an abnormally large thermal conductance compared to the lattice-matched GBs with nearby tilt angles. This abnormality also exists in pure graphene GB\(^{23}\) and pure h-BN GB\(^{24}\) with the same tilt angle. At this particular tilt angle, the lattice-matched GB consists of regularly arranged 5-7 rings and the resulting monolayer around the GB is quite flat.\(^{23}\) The flatness helps to enhance the phonon transmission across the GB.

Third, in the case of \(2\theta = 60^\circ\), the lattice-mismatched GB has a larger thermal conductance than the lattice-matched GB with C-B bonds. This means that, in this particular case, the interfacial stress plays a larger role than the interfacial defects in hindering heat transport across the GB. Figure 6 shows the per-atom stress (to be specific, the \(xx\)-component of the stress tensor is shown) distribution around the GBs. The stress distribution is quite uniform in lattice-matched GBs but is mainly focused on the defects in lattice-mismatched GBs. For a given tilt angle, the average stress in lattice-matched GBs is larger than that in lattice-mismatched GBs. Because both defects and stress field can affect phonon transport, the thermal conductance in the lattice-matched GBs is not necessarily larger than that in the lattice-mismatched GBs. Liu et al.\(^{11}\) found that in the case of \(2\theta = 60^\circ\) (zigzag oriented GB), the thermal conductance is always larger in the lattice-mismatched case, no matter if the GB is formed by C-N or C-B bonds. However, we find that the lattice-matched GB with C-N bonds has a larger thermal conductance than the lattice-mismatched GB with \(2\theta = 60^\circ\). We do not know the exact origin of this difference, but we note that the calculations by Liu et al.\(^{11}\) were based on a heat current expression as implemented in the LAMMPS package\(^{48}\), which is not equivalent to that implemented in the GPUMD package\(^{28,35}\) for many-body potentials such as the Tersoff potential used in the present work. Based on our results in Fig. 5, we can say that there is no clear order in the relative magnitude of the thermal conductance between lattice-matched and lattice-mismatched GBs, and the relative difference is quite small (of the order of 10\%).

We note that the dependence of the interfacial thermal conductance on the tilt angle in the heterogeneous graphene/h-BN GBs studied here is not as strong as in the case of homogeneous GBs such as in the case of graphene\(^{23}\). To better understand this, we show in Fig. 7(a) the interfacial thermal resistance (inverse of thermal conductance) \(R\) as a function of the grain boundary energy (line tension) \(\gamma\). Previous results for graphene GBs are also shown for comparison. We see that in both graphene/h-BN and graphene GBs, \(R\) has roughly a linear dependence on \(\gamma\) and the slopes are almost identical. However, when \(\gamma \rightarrow 0\), \(R \rightarrow 0\) in graphene but \(R\) approaches a finite value in graphene/h-BN GBs. This indicates a clear difference between heterogeneous and homogeneous GBs. Compared to homogeneous GBs, there is an extra mechanism of suppressing the phonon transmission in heterogeneous GBs due to the intrinsic mismatch of the phonon density of states (PDOS) between
FIG. 6. The distribution of stress in graphene/h-BN GBs. (a)-(g): The series of lattice-matched-GBs with increasing tilt angles; (h)-(n): The series of lattice-mismatched GBs with increasing tilt angles. For both the upper and lower panels, the tilt angles $2\theta$ from left to right are respectively $0^\circ$, $9.43^\circ$, $21.79^\circ$, $32.20^\circ$, $42.10^\circ$, $46.83^\circ$, and $60^\circ$. The sign and magnitude of the stress values ($xx$-component) are represented by the blue and red colors and their density.

the two materials, as shown in Fig. 7(b). This results in a finite $R$ in the limit of $\gamma \to 0$.

We have mentioned that flatness can help to enhance the phonon transmission (hence the interfacial thermal conductance) in the graphene/h-BN GBs. This is related to the different PDOS in the in-plane and the out-of-plane modes as shown in Fig. 7(b). When the GB is flat, there will be higher overlap of the PDOS from both sides of the GB, because the in-plane and out-of-plane directions are the same on both sides of the GB. When the GB is non-flat (corrugated), the in-plane and out-of-plane directions are not the same on both sides of the GB, and the overlap of PDOS from both sides will be decreased, resulting in reduced phonon transmission.

IV. SUMMARY AND CONCLUSIONS

In summary, we have employed a multiscale modeling approach combining PFC model and MD simulations to study heat transport across graphene/h-BN GBs. Using the PFC model, we first constructed a series of realistic bicrystalline samples with different tilt angles. These samples were then used as input to atomistic non-equilibrium MD simulations of heat transport across the GBs. In particular, we considered both lattice-matched and lattice-mismatched conditions and found that lattice match or mismatch does not play a major role in determining the interfacial thermal conductance. Instead, the interfacial thermal conductance is more sensitive to the tilt angle. Furthermore, we found that there exists non-negligible but small thermal rectification in the graphene/h-BN GBs. These results should be useful

Therefore, a positive $\eta$ means that the thermal conductance from h-BN to graphene is higher than the opposite way. Figure 8 shows the rectification ratio in all the GBs. For lattice-mismatched GBs, the conductance is always higher when heat flows from the h-BN sheet to the graphene sheet, regardless of the tilt angle; for lattice-matched GBs, this is also the case except for $2\theta = 42.10^\circ$ and $2\theta = 46.83^\circ$. In both cases, the rectification ratio is less than 20%. These rectification ratios are too small to be applicable for thermal diodes.51
FIG. 7. (a) Interfacial thermal resistance $R$ as a function of the line tension $\gamma$ for heterogeneous graphene/h-BN GBs and homogeneous graphene GBs$^{23}$. The solid and dashed lines are linear fits to the symbols. (b) Phonon density of states (PDOS) as a function of the phonon frequency $\nu$ for in-plane ($xy$ plane) and out-of-plane ($z$ direction) phonon modes.

in the use of lateral graphene/h-BN heterostructures in nanophonoic applications.
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