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Abstract—This study introduces a method to design a curriculum for machine-learning to maximize the efficiency during the training process of deep neural networks (DNNs) for speech emotion recognition. Previous studies in other machine-learning problems have shown the benefits of training a classifier following a curriculum where samples are gradually presented in increasing level of difficulty. For speech emotion recognition, the challenge is to establish a natural order of difficulty in the training set to create the curriculum. We address this problem by assuming that ambiguous samples for humans are also ambiguous for computers. Speech samples are often annotated by multiple evaluators to account for differences in emotion perception across individuals. While some sentences with clear emotional content are consistently annotated, sentences with more ambiguous emotional content present important disagreement between individual evaluations. We propose to use the disagreement between evaluators as a measure of difficulty for the classification task. We propose metrics that quantify the inter-evaluator agreement to define the curriculum for regression and binary and multi-classification problems. The experimental results consistently show that relying on a curriculum based on agreement between human judgments leads to statistically significant improvements over baselines trained without a curriculum.
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I. INTRODUCTION

Emotion recognition can play an important role in advanced human computer interaction (HCI) applications that are more aware of the users. Recently, there has been a number of studies showing the feasibility of emotion recognition in different applications, opening novel research directions. For example, in human-robot interaction (HRI), a robot capable of recognizing and expressing facial expressions can more effectively communicate and interact with humans [1]. Emotion recognition systems have also been used in designing interactive games [2], [3] and tutoring systems [4], [5] to teach social interactions to children with autism spectrum disorders [6].

While previous studies have made important advances, emotion recognition from speech still faces many challenges. The most important challenges are generalizing the models across datasets [7]–[9], accounting for individual differences [10]–[12], and recognition of subtle expressions [13], [14].

Recently deep learning techniques have enabled advances in many areas of speech processing. A barrier of using deep learning in speech emotion recognition is the lack of large training datasets. While tasks such as automatic speech recognition (ASR) have access to datasets with several hours of speech samples collected from multiple speakers, most affective datasets contain only tens or hundreds of subjects displaying a small range of emotions. The limited resources make it extremely difficult to train models that generalize well within and across datasets. Therefore, it is important to utilize the limited available training resources in the most efficient way.

Inspired by language learning in children, Elman [15] demonstrated that a neural network is able to better learn a task when the training data is sequentially presented from simple to complex. When the order is random, the network may fail to converge to an optimal set of parameters. This training approach is referred to as curriculum learning and has been successfully used in word representations in natural language processing [16], working memory based problem solving tasks [17], controlling robots [18], [19], and executing computer programs [20]. More recently, Bengio et al. [21] demonstrated that curriculum learning results in better generalization and faster learning on synthetic vision and word representation learning tasks. Interestingly, this approach has not been used on speech emotion recognition. We hypothesize that curriculum learning can be effectively employed to deal with the limited training resources available in this area. We also hypothesize that using a curriculum leads to models that learn more general emotion cues before learning more subtle speaker dependent cues, improving the generalization of the models. For these reasons, this work explores curriculum learning for speech emotion recognition. Emotion recognition has attributes which make it a good candidate for applying curriculum learning training schemes. The main evidences are the complex nature of the problem and the way we learn to perceive emotions, which happens gradually from infancy to adulthood.

This study consistently demonstrates that prioritizing less difficult samples at the beginning of the training process of a deep neural network (DNN) leads to significant improvements for speech emotion recognition systems. We suggest different methods to detect challenging examples which are only used in the more advanced phases of the training process. By adjusting the learning rate of the model in decreasing order, we reduce the influence of difficult samples in setting the parameters of the classifier. The key observation to build the proposed curriculum is that ambiguous samples for humans are also ambiguous for computers. We have observed in our previous work that classifiers trained and tested with samples consistently annotated by human evaluators, achieved higher accuracies than classifiers training with more ambiguous samples [22].
This observation suggests that the level of difficulty for each sentence can be estimated by considering the inter-evaluators’ agreement. We propose different implementations for this idea using individual annotations available for each sentence. We exhaustively evaluate this approach by considering three different formulations for speech emotion recognition. For attribute-based emotional descriptors (e.g., arousal, valence and dominance), we consider regression models to predict the label values. We also consider binary classification after dichotomizing the classes into low versus high values (e.g., low valence versus high valence). For categorical emotions (e.g., happiness, sadness, and anger), we consider a multi-class classification problem. We observe improvement in the performance in all three problems when the training process follows the right curriculum. This approach is better than training with all the samples in one pass. We observe that the best curriculum is based on the difficulty derived with the minimax conditional entropy criterion suggested by Zhou et al. [23], [24].

The main contributions of this work are two folds. First, to the best of our knowledge, this is the first study on speech emotion recognition using curriculum learning. Second, we propose a novel method to estimate the difficulty of the training examples using individual evaluations. We derived different metrics to quantify the disagreement between evaluators, proposing alternative curriculums for each of the machine-learning formulations considered in this study. The use of curriculum learning leads to consistent performance improvements, demonstrating the benefits of the proposed approach.

The rest of this paper is structured as follows. Section II reviews previous studies on speech emotion recognition that are related to this study. The section also discusses the implementations of curriculum learning in other machine learning applications. Section III describes our proposed method to apply curriculum learning to speech emotion recognition. Section IV includes experiments that show the benefit of using the proposed curriculums for this task. Section V concludes this study, giving new directions for future research in this area.

II. BACKGROUND

This section reviews studies on speech emotion recognition and the process of annotating emotional labels, which provide the information needed to design the proposed curriculum learning framework (Sec. II-A). The section also discusses the general idea of curriculum learning and how it has been applied to different problems in previous studies (Sec. II-B). The section also reviews methods to estimate the difficulty of the tasks without knowing the ground truth for the tasks using minimax conditional entropy framework (Sec. II-C). We apply this method to estimate the difficulty of recognizing emotions conveyed in each speech sample.

A. Speech Emotion Recognition

The problem of detecting human emotions in speech, like any supervised machine-learning problem, relies on training examples. Early attempts for collecting emotional databases relied on actors to collect expressive behaviors with predefined emotional category [25]–[27]. This approach led to satisfactory results when testing under the same database, but failed to perform well under naturalistic situations [28]. In everyday spontaneous conversations, emotions are subtly expressed, creating expressive displays that are not well represented by portrayed behaviors provided by actors, especially if the recordings correspond to read sentences [28], [29]. Therefore, the classifiers trained with acted corpora do not generalize well in real life situations. To address this issue, researchers are collecting speech samples under more naturalistic conditions, either by indirectly eliciting target emotions [22], [30] or recording spontaneous speech [31], [32]. In these scenarios, the emotional content of the speech samples are not determined, and emotional labels need to be assigned using perceptual evaluations [33], [34].

Depending on the subtlety of the emotions, raters often disagree on the label selected for a speech segment, indicating that this is a difficult cognitive task. Recent studies have even leveraged the disagreement between evaluators to train more robust classifiers using soft labels [35], [36]. In our previous work, we demonstrated that classifiers trained with more ambiguous samples achieved lower classification performance that classifiers trained with samples that are consistently evaluated by raters [22]. This result suggested that ambiguous samples for evaluators are also ambiguous samples for speech emotion classifiers. Lee et al. [37], [38] proposed to learn categorical emotions by using a hierarchical framework, where easy problems are solved before resolving more difficult problems. They obtained improved performance over multi-class classifiers without this hierarchical approach. These studies suggest that curriculum learning can be an appropriate framework for speech emotion recognition by more effectively using the limited size of emotional databases.

B. Curriculum Learning

Most supervised machine learning methods take a one-pass learning approach, where all the training data is used to build the models. Studies have argued that this is not the best approach, suggesting that a classifier should learn basic patterns from clear examples, leaving harder examples for later training stages [15]. The idea of learning simple patterns before complex patterns is usually called curriculum learning. This idea is implemented during the training process by first presenting examples that can be easily recognized, after determining the difficulty level of the samples.

Bengio et al. [21] studied different approaches to implement this idea, showing that a curriculum that introduces the training data from easy to hard can lead to better local minima when training a classifier with a non-convex criterion, which is commonly the case when training DNNs. This training approach results in better generalization and speed-up the convergence. Defining the training objective by giving higher weight to the easier samples is equivalent to solving a smoothed version of the target criterion. The easiest optimization problem $C_0(\theta)$ shares the same parameters ($\theta$) as the target problem $C_1(\theta)$.
capturing its coarse structure. The parameter $\lambda$ for the intermediate problems of the curriculum, $C_\lambda$, has to monotonically increase based on the difficulty of the samples from 0 in the easiest problem ($C_0$) to 1 in the target problem ($C_1$). A training example $z$ receives a weight to manipulate the difficulty of a problem. Designing a curriculum requires to adjust the weight parameter $W_\lambda(z)$ such that the difficulty of $C_\lambda$ monotonically increases with $\lambda$. Bengio et al. [21] considered discrete numbers of $\lambda$ and also discrete weights (0 or 1) for the training examples ($z$) at each step. As the value of $\lambda$ increases by changing $W_\lambda(z) = 0$ to $W_{\lambda+1}(z) = 1$, they gradually introduced more difficult samples to the training pool, therefore, increasing the overall difficulty of the problem. They showed the effectiveness of this approach on different problems by training DNNs, comparing the results with a framework using the common one-pass learning approach.

If a natural order to quantify the difficulty of the task is available, the design of the curriculum becomes straightforward. In shape recognition of objects, Bengio et al. [21] suggested to start with basic shapes. They increased the difficulty of the task by varying the object position, size, and orientation. They also changed the gray levels of the foreground and background in the image. In language modeling, they predicted the most likely word given the previous words in a sentence in grammatically correct English. For this problem, they controlled the difficulty of the training samples by controlling for the vocabulary size [21]. When quantifying the difficulty of the training set is not clear, studies have proposed alternative methods. An intuitive approach for supervised task is to train a classifier using the conventional one-pass learning approach, evaluating the models on the training set. A sample is considered difficult if it falls on the incorrect side of the classifier’s hyperplane [39]. The distance of the sample to the hyperplane can also be informative, where samples located close to the hyperplane in the feature space are considered more difficult examples than samples that are far from the hyperplane. Gui et al. [40] use this method as a baseline to build a curriculum for facial expression analysis. They compared this method to a curriculum built by relying on the intensity of the expressed emotions. In language modeling, this model-driven approach to build the curriculum can be implemented by assigning the difficulty level based on whether the model is able to predict the next word [21]. These methods are vulnerable to over-fitting, since the difficulty of the samples is obtained by testing the training examples with a classifier trained on the same data.

Instead of relying on the performance of previously trained classifiers to extract the difficulty information, this study proposes to rely on the labels provided by human annotators by measuring their inter-annotator agreement. The motivation behind this framework is that, in recognizing emotions, humans clearly outperform existing artificial intelligence solutions, and, therefore, it is reasonable to assume that a curriculum based on a metric of reliability across evaluators may provide a suitable criterion for this task. The challenge is that we usually do not have access to the confidence level of human annotators. Therefore, we rely on the implementation of the minmax conditional entropy method proposed by Zhou et al. [23], [24] to indirectly estimate the level of difficulty of a sample, creating an appealing curriculum for speech emotion recognition.

### C. Minmax Method for Crowdsourced Labels

The proposed criteria to define curriculum is based on the minmax method. Recognizing emotions from speech is a subjective task where different evaluators often disagree on the perceived emotion [41]. Therefore, researchers tend to rely on ratings provided by evaluations with different reliability, aggregating the results to achieve consensus labels for the train set. If the reliability of all the raters are identical, the straightforward approach to find consensus judgment from multiple dissident annotations is to find the average for numerical labels or use the majority vote rule for categorical labels. In case the individual’s reliability is known, we can rely on weighted majority consensus by giving higher weights to the annotations from reliable raters. In practice, the reliability of an individual worker is unknown. This problem is particularly important for evaluations conducted using crowdsourcing. When ratings are collected through crowdsourcing evaluations, some workers are accurate, while others are less reliable. Some raters are only interested in the payments, limiting their effort as much as possible, providing very noisy annotations.

To correct the bias of unreliable raters in the overall decision, Dawid and Skene [42] introduced an expectation maximization (EM) algorithm to simultaneously estimate the bias of annotators and the label classes in an iterative process. A key part of the Dawid and Skene method is to estimate a latent probabilistic confusion matrix for generating labels for each worker. The off-diagonal elements of the matrix represent the probabilities that the worker mislabels an item from one class as another. The diagonal elements correspond to the rater’s accuracy for each class. The assumption is that the performance of a worker characterized by his/her confusion matrix stays the same no matter which tasks they are assigned. This assumption is not accurate in many labeling tasks, where some items are more difficult to label than others. For example, a worker is more likely to mislabel a difficult item than an easy one. Moreover, an item may be easily mislabeled with another class due to the ambiguity in the sample. Therefore, a fair evaluation of the raters should separately compensate for the difficulty of each task. Zhou et al. [24] developed a minimax conditional entropy method to jointly infer the task difficulty, raters’ bias, and the labels of the samples. Our work uses the difficulty measure found in this minimax entropy (ME) approach to design the curriculum for speech emotion recognition. This method is explained in more details in Section III-C3.

### III. Methodology

This section discusses the motivation for using curriculum learning in speech emotion recognition problems (Sec. III-A). It introduces three formulation for speech emotion recognition used to evaluate the proposed curriculum policies (Sec. III-B). The section also describes the alternative policies for generating the difficulty measure from crowdsourcing labels to build the curriculum (Sec. III-C).
A. Motivation

A candidate problem for curriculum learning should rely on non-convex optimization [21]. Emotion recognition is a good candidate because of its complex nature [43]. A person takes years to master the essential skills to recognize emotion [44]. Infants start with limited capabilities to recognize emotions, developing with time more sophisticated representations of the structure of emotions [45]. Due to the gradual increase of expertise in emotion recognition, psychologists measure the abilities to perceive affects as an important indicator of human emotional intelligence at different ages [46]. This step-by-step nature of the process of acquiring the capability to perceive emotions suggests that curriculum learning can be an effective method for training speech emotion classifiers.

The first step to establish a curriculum for learning emotions is to quantify the difficulty of the training examples. Since there is no explicit way to determine the difficulty of the emotional content conveyed on sentences, the difficulty has to be indirectly estimated. In many tasks, the true labels exist (e.g., transcriptions in speech, presence or absence of an object in an image), so the difficulty can be set according to the proportion of raters providing a wrong answer. Such a gold-standard is not available in spontaneous emotional sentences, as the perception of emotion varies across listeners. During the annotation of categorical emotions, evaluators are commonly asked to choose the most relevant emotional classes for a given speech sample. Some sentences have ambiguous emotions where more than one class may be appropriate (e.g., frustration and anger) [35]. For attribute-based annotations, evaluators may also disagree when assigning absolute scores to the emotional content of the sentences. This work exploits different policies to build a curriculum for the application of speech emotion recognition. We compare this approach with the one-pass method where all the training samples are equally treated (uniform policy) without curriculum. The results confirm our hypothesis, giving statistically significant differences in the classification results.

B. Formulation of Machine Learning Problems

Before we introduce the proposed curriculum policies, it is important to define the machine-learning problems considered in this study, as their implementation are slightly different across problems. We define three machine-learning problems to evaluate the role of curriculum learning in speech emotion recognition: regression prediction of emotional attributes, binary classification of emotional attributes, and multi-class classification of emotional categories.

1) Regression of Dimensional Emotions: The first task is to predict the emotional dimension scores for the attributes (calm versus active), valence (negative versus positive) and dominance (weak versus strong), using the training set (one regressor per emotional attribute). Each sentence is annotated by multiple annotators, where the ground truth is the average across the annotations. We use the concordance correlation coefficient (CCC) metric to measure the performance of the regressors on the testing set.

2) Binary Classification of Dimensional Emotions: The second problem is a binary classification task where we split the samples into two classes based on their attribute values (e.g., low valence versus high valence). We use their median value such that the classes are balanced. For the test set, we use the same threshold derived from the training set so the classes are not necessarily balanced. Although this formulation introduces artificial classes (see discussion on Mariooryad and Busso about dichotomizing continuous labels [47]), this approach is commonly used in studies on emotion recognition [48–50]. The performance of the classification problem is measured using the F-score metric, which combines the mean precision and recall rates for low and high classes.

3) Classification of Categorical Emotions: The third problem corresponds to a multi-class problem where we recognize the categorical class assigned to each sample. The labels for training and testing the classifiers are assigned using the majority vote rule. Samples without agreement are not used for training of testing the system (i.e., the samples are removed from the corresponding sets). The performance metric for this task is also the F-score estimated from the average precision and recall rates across emotional categories.

C. Curriculum Policies for Emotional Speech

The task difficulty for each sample depends on the subjective evaluations conducted by multiple annotators and the machine-learning tasks. This section focuses on explaining the proposed curriculum policies for the formulations for speech emotion recognition described in Section III-B. We suggest three general criteria to design the curriculum for training the classifiers: Criterion 1 is a basic curriculum that relies on the results of a pre-trained classification or regression model. Criterion 2 creates the curriculum by considering the disagreement between evaluators. Criterion 3 also considers the disagreement between evaluators, taking into account the reliability of the annotators.

1) Criterion 1: Error of Predicted Label: The first criterion uses pre-trained models to determine the difficulty order in the curriculum. First, we train a classifier using all the samples available for training. The models are tested on the same training set. Then, we compare the predicted class with the actual label, defining specific rules to quantify the difficulty of each machine learning problem, denoted by $d_i$.

For regression problems, the difficulty of a sample is defined using Equation 1 by estimating the distance between the predicted value ($y'_i$) and the ground-truth ($y_i$). The easiest training samples have $d_i = 0$, where the pre-trained regression model successfully predicts the actual value without error.

$$d_i = |y_i - y'_i|$$ (1)

For binary (emotional attributes) and multi-class (categorical emotions) tasks, we define the difficulty of a sentence based on the classification results and the confidence of the classifier. For training sample $i$ with true label $y_i$ and feature vector $x_i$, the pre-trained classifier predict the label $y'_i$. For the samples that are correctly classified (i.e., $y_i = y'_i$), the difficulty is
defined as the confidence of the classifier on the predicted classes (with negative sign). For samples that are incorrectly classified (i.e., \( y_i \neq y_i' \)), we consider the confidence in the incorrect class as the difficulty metric (Eq. 2).

\[
d_i = \begin{cases} 
-P(y_i = y_i' | x_i), & \text{if } y_i = y_i' \\
P(y_i = y_i' | x_i), & \text{if } y_i \neq y_i'
\end{cases}
\]  

(2)

With this measure, an easy sample has a smaller \( d_i \) than a more difficult sample. The level of confidence \( P \) is inferred from the classifier’s output. For a DNN with softmax function in the output layer, the maximal neuronal response of the softmax layer can be used as a measure of confidence \([51]\).

The metric \( d_i \) for regression (Eq. 1) and classification (Eq. 2) considers the consensus label, which is generated by aggregating the answers from all the evaluators. The variations between individual evaluations have no effect on the difficulty measure, and, therefore, the curriculum.

2) Criterion 2: Disagreement Between Annotators: The second criterion relies on finding the level of disagreement between annotators for each sentence. Intuitively, annotators will have higher agreement on samples with clear emotional content (i.e., easy samples), and lower agreement for more emotionally ambiguous samples (i.e., difficult examples). For regression problem, a metric of disagreement across evaluators is the variance of the scores provided to a sample. Therefore, \( d_i \) is defined as:

\[
d_i = \frac{\sum_{j=1}^{N} (y_{ij} - \bar{y}_i)^2}{N_i}
\]  

(3)

where \( y_{ij} \) is the label assigned by annotator \( j \) for sample \( i \), \( \bar{y}_i \) is the average across all the annotations available for sample \( i \), and \( N_i \) is the number of annotations available for sample \( i \).

For categorical emotions, \( d_i \) quantifies how popular is the emotional class with more votes by finding the ratio between annotators selecting that class and the total number of annotators:

\[
d_i = \frac{\sum_{j=1}^{N} [y_{ij} = \hat{y}_i]}{N_i}
\]  

(4)

where \( \hat{y}_i \) is the consensus label for sample \( i \) using the majority vote rule. In the binary problems for attribute-based annotations, the dichotomized labels are obtained by splitting the average scores using media split. We also use Equation 3 to estimate \( d_i \).

3) Criterion 3: Minmax Conditional Entropy Inference: The third criterion for curriculum learning considers the disagreement across evaluators by modeling the level of expertise of the raters. The previous criterion assumes that all the annotators are equally reliable (Sec. III-C2). In reality, annotators have different level of expertise. For example, some raters are unfamiliar with the concept of emotional attributes, easy distracted, or inconsistent with their judgments. Therefore, we should consider the expertise of the raters to better determine whether the disagreement in the emotional labels is due to poor raters or the difficulty of the samples. A fair assessment process should jointly estimate the task difficulty and annotator’s skills. The item response theory (IRT) \([23]\) is a method to model the probability of a correct answer to a given item by a person with a specific ability level. It uses latent characterization of individuals and items as predictors of observed responses. This model relies on item discrimination, item difficulty, and the probability that an individual with very low ability correctly answers a question. Since the true labels of the items are not available in our case, the most likely correct response need to be estimated in addition to the item difficulty and the workers ability.

To address this problem, Zhou et al. \([23], [24]\) employed minmax conditional entropy method subject to constraints to encode the observation for ordinal \([23]\) and categorical \([24]\) labels. In their formulation, the objective is to aggregate crowdsourced labels for a set of items annotated by a group of workers. The input is the observed label \( \hat{y}_{ij} \) which is the label selected for item \( i \) by annotator \( j \). The goal is to estimate the unobserved true labels \( y_j \) from the noisy workers’ labels (i.e., estimating the probability of the item belonging to each class \( Q(Y_i = c) \) given the set of observed labels \( \hat{y}_{ij} \)). \( P(Y_{ij} = k|Y_i = c) \) denotes the probability that worker \( j \) annotates the item \( i \) with label \( k \) while the true label is \( c \).

They proposed to jointly estimate the distributions of \( P \) and \( Q \) by minimizing the entropy of the observed workers’ labels conditioned on the true labels:

\[
\min_{Q} \max_{P} H(\hat{Y} | Y)
\]  

(5)

The study solved this problem by converting this formulation into the dual form. They introduced two Lagrange multipliers \( \sigma_j(c, k) \) and \( \tau_i(c, k) \). Intuitively, \( \sigma_j(c, k) \) is the measure of ability of worker \( j \) and \( \tau_i(c, k) \) is the intrinsic difficulty of item \( i \). The variable \( [\tau_i] \) is a confusion matrix of item \( i \), where its \((c, k)\) \(-th\) entry measures how likely item \( i \) in class \( c \) is labeled as class \( k \) by a randomly chosen worker \([23], [24]\).

The minmax formulation by Zhou et al. \([23], [24]\) provides a principled framework to estimate the difficulty of each sentence. We propose to use the difficulty measure \( [\tau_i] \) to design the curriculum. The measure of difficulty \( d_i \) is estimated with the ratio between the trace of \([\tau_i]\) and the sum of all the elements in the matrix.

\[
d_i = \frac{\sum_{k} \tau_{i}(k, k)}{\sum_{k} \sum_{c} \tau_{i}(c, k)}
\]  

(6)

The regularized minmax conditional entropy formulation proposed by Zhou et al. \([23], [24]\) finds the item confusion matrix \([\tau_i]\) for both ordinal \([23]\) and categorical \([24]\) labels. After estimating the corresponding \([\tau_i]\), we find the difficulty metric using Equation 6 for regression, binary classification and multi-class classification problems.

IV. EXPERIMENTAL EVALUATION

This section describes the experiments conducted to assess the performance of speech emotion recognition using the
The approach creates a 6,373D feature vector per speech segment (e.g., mean of the fundamental frequency). These frame-based features are used to estimate statistics over mel-frequency cepstral coefficients (MFCCs). The feature set includes low-level descriptors (LLDs) such as fundamental frequency and Mel-frequency cepstral coefficients (MFCCs)

A. The MSP-Podcast Database

This study relies on the MSP-Podcast corpus collected at the University of Texas at Dallas [55]. The database includes a large set of speech segments from podcast recordings available in audio sharing websites. The podcasts are selected from various topics including politics, sports, talk shows, and movies, including a broad range of emotions. The podcasts are segmented into speech turns using a speaker diarization tool. We implement an automatic process that selects only speech segments with one speaker, without noise, background music, or phone quality audio. The duration of the segments are between 2.75s and 11s. Following the ideas described in Marjooryad et al. [54], we use different machine learning formulations to retrieve segments from the pool of available segments conveying target emotion behaviors. Then, these segments are annotated with emotional labels. The data collection process is an ongoing effort, where the current study uses version 1.0 of the corpus. This set includes 20,045 speech segments (34 hrs, 15 min). We have manually annotated the speaker identity of 224 speakers (16,026 segments). We use segments from 25 speakers as our test set (6,069 segments), and data from 15 speakers as our development set (2,226 segments). The train set includes the rest of the corpus (11,750 segments). This data partition attempts to create speaker independent datasets for train, test, and development sets.

The speech segments are annotated with emotional labels using an improved version of the crowdsourcing method introduced by Burmania et al. [34]. Within the perceptual evaluation, the raters are asked to choose emotional attributes (arousal, valence and dominance) using a seven-point Likert scale. Then, they select the primary emotion from anger, sadness, happiness, surprise, fear, disgust, contempt, and neutral. They can also choose other if none of the previous labels are suitable. The current version of the corpus is not balanced across emotional classes, with many happy and neutral sentences and very few fear sentences. Therefore, we remove the label fear from the target emotion classes and consider it as if the raters had selected other as the perceived emotion. While not used in this study, the annotation also includes secondary emotions where annotators choose all the emotions relevant to the speech segment. Each speech segment is annotated by at least five annotators.

B. Features

All the emotion recognition problems are implemented with the feature set proposed for the computational paralinguistics challenge (ComParE) at Interspeech 2013 [55]. The feature set includes low-level descriptors (LLDs) such as fundamental frequency and Mel-frequency cepstral coefficients (MFCCs). These frame-based features are used to estimate statistics over a speech segment (e.g., mean of the fundamental frequency). The approach creates a 6,373D feature vector per speech segment, regardless of its length. The study by Schuller et al. [55] provides more information about this feature set. The features are extracted with the open-source OpenSMILE toolkit [56].

C. Implementation of Machine-Learning Frameworks

The evaluation of the curriculum learning considers a DNN with the same architecture across the three machine-learning problems considered in this study (Sec. III-B). The only difference is the output layer, which is implemented according to the problem. The architecture is a fully connected feed forward neural network with two hidden layers, each of them implemented with 1,024 nodes. The activation function corresponds to rectified linear unit (ReLU). The input corresponds to the 6,373D segment-label feature vector described in Section IV-B. The output layer is added on top of the second hidden layer. The output layer is the identity activation function for the regression problems, and the softmax layer for binary and multi-class classification tasks. The regression network is trained by minimizing the mean square error (MSE). The binary and multi-class networks are trained to minimize the cross-entropy cost function. The softmax layer gives a vector with a score for each emotional class. The evaluation uses Keras with TensorFlow as backend to implement and train the models. We rely on adaptive moment estimation (ADAM) [57] for the optimization of the parameters of the network.

Based on the measure of difficulty, we divide the training set into five bins, where the first bin contains the easiest samples. The training process starts with the easiest bin and continue by adding more difficult bins to the training set. After adding each bin to the training set, the network is trained for 50 iterations. We find the optimal learning rate for each bin by maximizing the performance on the development set. In our search, we consider the following values for the learning rates: 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00001, 0.000005, and 0.000001. We start with bin 1, finding the optimal learning rate by considering only the performance using the training samples on bin 1. The learning rate for bin 1 does not change during the rest of the search. Next, we add the training samples of bin 2, finding the optimal learning rate for bin 2. This process is repeated until we find the optimal learning rates for all the five bins. Although this search does not guarantee an optimal solution, we choose this method since it can be efficiently implemented. The optimal combination of learning rates with this approach monotonically decrease from the first bin to the last training set (all bins): 0.001 (bin 1), 0.0005 (bin 2), 0.0001 (bin 3), 0.00005 (bin 4), and 0.00001 (bin 5).

We consider two baseline frameworks to evaluate the proposed curriculum learning approaches. The first approach does not consider any curriculum, training the models with all the data. This framework is implemented with 100 iterations with a learning rate of 0.0005. This value was also selected based on the results on the development set. The second baseline uses a curriculum where the bins are created at random. This baseline is implemented using the same learning rates used for the models trained with the proposed curriculum policies.
V. Results

This section describes the results obtained on the three machine-learning problems for emotion recognition (regression, binary classification, and multi-class classification). We train the DNNs 10 times, using different random initializations. We report the average results, evaluating the performance metric using the one-tail population mean t-test over the 10 trials. We assert statistical significance at \( p \)-value \( \leq 0.05 \). We denote with an asterisk \( (\ast) \) when a model trained with curriculum learning is statistically better than the baseline model trained without a curriculum, and with a circle \( (\circ) \) when a model trained with curriculum learning is statistically better than the baseline trained with a random curriculum (see Tables I, II and III).

### A. Regression of Emotional Attributes

The first experimental evaluation demonstrates the role of curriculum learning on predicting emotional attributes with regression models. The performance is computed with concordance correlation coefficient (CCC) for arousal, valence and dominance. The CCC is a metric of agreement between two interval variables by considering the correlation and difference between them. We employ this metric to compare the true and predicted emotional attribute values. This metric has been previously used in related studies, including the AVEC 2016 depression, mood and emotion recognition challenge [58].

Table I shows the average CCC values for arousal, valence and dominance across the 10 trials. The results show that the condition with the highest CCC values corresponds to the regression models trained with curriculum learning using the criterion 3 (i.e., minmax entropy). The results are statistically better than both baseline methods. The table also shows that randomly selecting the training bins does not lead to significant improvements. Criterion 1 is less effective than criteria 2 and 3. These results demonstrate the importance of quantifying the disagreement between evaluators to assess the difficulty of the samples. We can effectively achieve this goal by considering individual evaluations assigned to the samples.

Figure 1 shows the CCC values for the regression models for emotional attributes by following different curriculum policies. The figure shows that the performance increases as we effectively add more difficult samples in the training set. The criterion 3 based on the minmax entropy framework achieves the highest performance for arousal, valence, and dominance. The performance for this approach is consistently better than a system trained without curriculum learning.

#### B. Binary Classification of Emotional Attributes

We also evaluate the role of curriculum learning on binary classification of emotional attributes (e.g., low arousal versus high arousal). The test set is divided into two classes for high and low values of a given attribute based on the median split obtained on the training set. This method makes the test set almost balanced.

Table II lists the average F-score for arousal, valence, and dominance across the 10 trails. The table demonstrates that using curriculum learning with criteria 2 and 3 achieves statistically significant improvements over a model trained without curriculum learning or with randomly selected bins. However, the best performance is also obtained with criterion 3, which uses the policy based on the minmax entropy framework. Criterion 1 is only effective for valence, showing that quantifying the difficulty of the samples based on pre-trained models is not the best approach for speech emotion recognition.

Figure 2 shows the F-score values for attribute based binary classification tasks following the three different curriculum policies. It also shows the performance of a model trained without a curriculum and with a curriculum using randomly selected bins. Similar to the results with regression problems, criterion 3 achieves the best performance for arousal, valence, and dominance, obtaining important improvements over the baselines.

### C. Multi-class Categorical Emotion Classification

The third problem involves the classification of categorical emotions. The evaluation considers the following five classes: happiness, anger, sadness, disgust, and neutral state. The ground truth labels for the test set are generated by finding the majority vote between all the annotators. Samples that do not reach agreement with this rule are discarded from this evaluation.

Table III shows the average F-score of the five class categorical emotion classification across the 10 trails. The results are consistent with the findings presented for regression and binary classification problems. Curriculum learning using policies that quantify the agreement between evaluators (criteria 2 and

**Table I**

Results of regression models for arousal (Aro), valence (Val), and dominance (Dom). The asterisk \( (\ast) \) and circle \( (\circ) \) indicate the approach outperforms the baselines w/o curriculum and with random curriculum, respectively. We assert significance at \( p \)-value \( \leq 0.05 \).

|                | Aro. [CCC] | Val. [CCC] | Dom. [CCC] |
|----------------|------------|------------|------------|
| w/o curriculum | 0.719      | 0.293      | 0.684      |
| With random curriculum | 0.721 | 0.290 | 0.683 |
| Criterion 1-Error of predicted label | 0.723 | 0.298 | 0.684 |
| Criterion 2-Disagreement between annotators | 0.728 \( \ast \) | 0.304 \( \ast \) | 0.692 \( \ast \) |
| Criterion 3-Minmax entropy | 0.735 \( \ast \) | 0.313 \( \ast \) | 0.696 \( \ast \) |

**Table II**

Results of binary classification for arousal (Aro), valence (Val), and dominance (Dom). The asterisk \( (\ast) \) and circle \( (\circ) \) indicate the approach outperforms the baselines w/o curriculum and with random curriculum, respectively. We assert significance at \( p \)-value \( \leq 0.05 \).

|                | Aro. [F-score] | Val. [F-score] | Dom. [F-score] |
|----------------|----------------|----------------|----------------|
| w/o curriculum | 0.779          | 0.592          | 0.684          |
| With random curriculum | 0.771 | 0.590 | 0.685 |
| Criterion 1-Error of predicted label | 0.783 | 0.607 \( \ast \) | 0.684 |
| Criterion 2-Disagreement between annotators | 0.789 \( \ast \) | 0.615 \( \ast \) | 0.692 \( \ast \) |
| Criterion 3-Minmax entropy | 0.791 \( \ast \) | 0.616 \( \ast \) | 0.696 \( \ast \) |
TABLE III

| Criterion | F-score [%] |
|-----------|-------------|
| w/o curriculum | 39.7 |
| With random curriculum | 39.6 |
| Criterion 1-Error of predicted label | 40.8 |
| Criterion 2-Disagreement between annotators | 41.4** |
| Criterion 3-Minmax entropy | 42.1** |

3) provides statistically significant improvement over the baseline methods. For criterion 3, the use of curriculum learning leads to an absolute improvement of 2.4% over a model trained without curriculum learning. This gain corresponds to a 6% relative improvement over the baseline, which is obtained by just changing the order in which the samples are introduced during the training process.

Figure 3 shows the F-score curve for the classification of categorical emotions by following different curriculum policies. It is clear that criterion 3 based on the minmax entropy framework also achieves the best performance for this task. The use of criteria 2 and 3 leads to statistically significant improvements over the baselines. We also observe that for criterion 3, the last bin does not improve the performance, suggesting that the labels in this bin are noisy and less informative.

D. Analysis of Feature Representation

This section visualizes how the difficulty measures used to build the proposed curriculum is reflected on the features. This analysis is applicable to classification problems, where we only consider binary classification of emotional attributes.
The analysis relies on the t-SNE method proposed by Van Der Maaten and Hinton [59], which is a useful tool to visualize high dimensional data. This toolkit is used to reduce the dimension of the features from 6,373 to 2. We expect that the difficulty measure used to build the curriculum is reflected in the feature representation, where the different classes in the first bin (i.e., the easiest samples) are better separated than the classes in other bins (i.e., more difficult samples). This feature visualization provides another venue to evaluate the proposed criteria for curriculum learning. The analysis considers criterion 1 (error of predicted error) and criterion 3 (minmax entropy), which provided the worse and best policies for curriculum learning in previous sections.

We report the results for arousal in the binary classification problem. Figure 4 shows the feature representation for arousal, where each point is associated with one sentence. The color of the points represent the category of the sentence (low arousal versus high arousal). Figures 4(a), 4(b), and 4(c) show the results when using criterion 1 for bin 1 (easy), bin 3 (medium difficulty) and bin 5 (hard), respectively. The classes for the easy samples have a clear separation. Figure 4(c) shows that the overlap between classes increases in bin 5, which has the most difficult examples. The correlation between task difficulty and ambiguity in the feature domain was expected since the difficulty is derived from the prediction of pre-trained classifiers, which directly rely on the discrimination of the features. This connection is not presupposed for the minmax entropy framework (criterion 3), which relies on the disagreement between evaluators. Figures 4(d), 4(e), and 4(f) show the results using criterion 3 for bin 1 (easy), bin 3 (medium difficulty) and bin 5 (hard), respectively. It is interesting to observe similar trends, even when the difficulty metric is not derived from pre-trained classifiers.

VI. CONCLUSIONS

This study proposed the use of curriculum learning for speech emotion recognition. Since the policies to determine the difficulty of emotional sentences are not straightforward as in other problems, the study explored different methods to design the curriculum. The study proposed to quantify the difficulty level of the sentences by relying on results from pre-trained models on the training set, or by considering inter-evaluator agreement metrics under the assumption that ambiguous sentences for human are also ambiguous for machines. The experimental evaluation considered three formulations of speech emotion recognition: regression of emotional attributes, binary classification of emotional attributes, and classification of emotional categories. The results demonstrated the benefits of using curriculum learning in speech emotion recognition, showing consistent improvements over baselines trained with randomly selected bins or without curriculum learning. The most successful policy for building the curriculum considers the agreement level of the annotations by estimating the expertise of the labelers. This approach relies on the minmax entropy framework that learns a latent variable describing the difficulty of the speech samples evaluated by the raters. The machine-learning models trained with this curriculum achieved significant improvements over the baseline methods.

As a future direction of the curriculum learning framework proposed in this study, we will use the difficulty measure to find training examples that negatively affect the performance of the models. Abdelwahab and Busso [60] showed that selecting a subset of the data for supervised adaptation of speech emotional models led to improvements over results.
obtained when the entire adaptation set was used. By removing these samples, we expect to increase the classification performance, since these examples can be too difficult to learn due to unreliable or incorrect labels. Likewise, there are important parameters that we have not investigated, including the optimum number of difficulty bins, and the optimum number of epochs. Adjusting these parameters may lead to further improvements in classification performance. Finally, we will explore whether curriculum learning is still effective as the size of the training set increases. The collection of the MSP-Podcast is an ongoing effort in our laboratory, which will allow us to evaluate the approach in the future with a larger training set.
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