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This paper interprets an image space accelerating branch and bound algorithm for globally solving a class of multiplicative programming problems (MP). In this algorithm, in order to obtain the global optimal solution, the problem (MP) is transformed into an equivalent problem (P2) by introducing new variables. By utilizing new linearizing relaxation technique, the problem (P2) can be converted into a series of linear relaxation programming problems, which provide the reliable lower bound in the branch and bound search. Meanwhile, an image space accelerating method is constructed to improve the computational performance of the algorithm by deleting the subintervals which have no global optimal solution. Furthermore, the global convergence of the algorithm is proved. The computational complexity of the algorithm is analyzed, and the maximum iterations of the algorithm are estimated. Finally, numerical experimental results show that the algorithm is robust and efficient.

1. Introduction

Consider a class of multiplicative programming problems as follows:

\[
\begin{align*}
\min & \quad \phi(x) = \prod_{j=1}^{p} (c_j^T x + d_j)^{y_j}, \\
n & \quad x \in X = \{x|Ax \leq b\},
\end{align*}
\]

where \( p \in \mathbb{Z}^+; c_j \in \mathbb{R}^n, d_j, y_j \in \mathbb{R}, j = 1, 2, \ldots, p; A \in \mathbb{R}^{m \times n}, \) and \( b \in \mathbb{R}^m; c_j^T x + d_j > 0 \) for any \( x \in X \); and the feasible field \( X \) is a nonempty bound polyhedron set. The problem is well known as multiplicative programming problem that corresponds to a nonlinear optimization problem with non-convex objective function.

The problem (MP) comes from various application fields, for example, decision tree optimization [1], multiple-objective decision [2, 3], robust optimization [4], control and engineering optimization [5–9], computer vision [10, 11], network flow optimization [12–14], food science engineering, and big data analysis. That is to say, the problem is useful in many aspects, so it is of great importance to develop an efficient algorithm for the problem (MP).

In the past twenty years, many deterministic feasible algorithms have been developed to solve the problem (MP). Generally, these algorithms can be divided into several categories, such as parameterization based methods [15–17], outer-approximation methods [18, 19], finite branch and bound algorithms [20–28], decomposition method [29], level set algorithms [30, 31], primal and dual simplex method [32], cutting plane methods [16, 33], and heuristic methods [34, 35]. Recently, Gao et al. [19] proposed an outcome-space finite algorithm to solve a class of linear multiplicative program problems by solving only a convex quadratic program problem in each iteration. Chen and Jiao [36] present a finite branch and bound algorithm based on the theory of monotonic optimization. Wang et al. [37] used simplicial subdivision in the branch operation to solve generalized multiplicative programs. By directly mapping the original variable space to two-dimensional space, Wang
et al. [38] gave a method that can effectively solve special second-order multiplicative problems. Shen and Huang [39] developed a rectangular branch and bound algorithm with bisection rule to solve linear multiplicative programming problems. Liu and Zhao [31] presented a new algorithm for solving a generalized multiplicative programming based on level set method. Zhang et al. [40] proposed an output space branch and bound algorithm for solving the linear multiplicative programs. Moreover, Shen and Wang [41] proposed a branch and bound algorithm that can solve the multiplicative programs in polynomial time. Using a piecewise linear approximation method and some outer space accelerating techniques, Hou and Liu [42] provided an outer space algorithm to solve a class of multiplicative programs effectively. Up to now, although there is a lot of outer space algorithm to solve a class of multiplicative problems. Moreover, Shen and Wang [41] proposed an output space algorithm to solve a class of multiplicative programming based on bisection rule to solve linear multiplicative programming problems. In this section, we will convert the problem (MP) into an equivalent optimization problem (P1) which has the same optimal solution as the problem (MP). Using the logarithmic function property, we can obtain this equivalent programming problem as follows:

\[
(P1): \begin{cases}
\min \sum_{j=1}^{p} y_j \ln(c_j^\top x + d_j), \\
\text{s.t., } x \in X = \{x | Ax \leq b\}.
\end{cases}
\]  

Next, introduce \( p \) variables \( t_j = c_j^\top x + d_j, j = 1, 2, \ldots, p \) and let \( l_j^0 \) and \( u_j^0 \) be the minimum and maximum of \( t_j, j = 1, 2, \ldots, p \), which can be obtained by the following linear programming.

\[
l_j^0 = \min \begin{cases} c_j^\top x + d_j, \\
\text{s.t., } Ax \leq b,
\end{cases}
\]

and

\[
u_j^0 = \max \begin{cases} c_j^\top x + d_j, \\
\text{s.t., } Ax \leq b.
\end{cases}
\]

Hence, the problem (P1) can be transformed into the following equivalent problem (P2).

\[
(P2): \begin{cases}
\min \Psi(t) = \sum_{j=1}^{p} y_j \ln(t_j), \\
\text{s.t., } t_j = c_j^\top x + d_j, \\
t \in T^0 = \left[l^0, u^0\right].
\end{cases}
\]

Obviously, the problem (P1) has the same optimal solution as the problem (P2). In the following, the main task is to solve the problem (P2). For solving the problem (P2), the main work is to construct lower bounds of this problem and its subproblems generated by the branch and bound algorithm. Meanwhile, the lower bounds of this problem and its subproblems can be obtained by solving the corresponding linear relaxation programming problems.

For any \( t \in [l, u] \subseteq T^0 \), we define the following functions:

\[
k_j = \frac{\ln(u) - \ln(l)}{u - l},
\]

\[
h_j(t_j) = \ln(l_j) + k_j(t_j - l_j),
\]

\[
g_j(t_j) = k_j t_j - \ln(k_j) - 1,
\]

\[
f_j(t_j) = \ln(t_j).
\]
The linear relaxation programming problems of the problem (P2) can be generated by underestimating every implicit term \( \gamma_j \ln (t_j) , j = 1,2, \ldots, p \) with a linear function. The following theorem will show the details of this linear relaxation technique for the problem (P2).

**Theorem 1.** For any functions \( f_j(t_j), g_j(t_j) \), and \( h_j(t_j) \) over \([l_j, u_j], j = 1,2, \ldots, p \), we have the following two statements:

1. The function \( h_j(t_j) \) is the linear convex envelope of the function \( f_j(t_j) \), and the function \( g_j(t_j) \) is a supporting hyperplane of the function \( f_j(t_j) \) which is parallel with \( h_j(t_j) \). Meanwhile, we have \( h_j(t_j) \leq f_j(t_j) \leq g_j(t_j) \), for \( \forall t_j \in [l_j, u_j] \).

2. Define
   \[
   \delta_j(t_j) = g_j(t_j) - f_j(t_j),
   \]

   \[
   \delta_j^*(t_j) = f_j(t_j) - h_j(t_j),
   \]

   \[
   \omega_j = u_j - l_j,
   \]

   \[
   z_j = \frac{u_j}{l_j}.
   \]

Then, we have

\[
\max_{t_j \in [l_j, u_j]} \delta_j^*(t_j) \to 0, \\
\max_{t_j \in [l_j, u_j]} \delta_j^*(t_j) \to 0 \text{ as } \omega_j \to 0.
\]

**Proof.** (i) Obviously, the function \( f_j(t_j) = \ln (t_j) \) is a concave and monotone increase function of \( t_j \) over \([l_j, u_j]\). Therefore, the line passing through the points \((l_j, \ln (l_j)) \) and \((u_j, \ln (u_j))\) is the affine convex envelope of the function \( f_j(t_j) = \ln (t_j) \), and this line can be described as the form of \( h_j(t_j) = \ln (l_j) + k_j (t_j - l_j) \). Hence, by \( t_j \in [l_j, u_j] \), we have

\[
h_j(t_j) = \ln (l_j) + k_j (t_j - l_j) \leq \ln (t_j) = f_j(t_j).
\]

On the other hand, suppose that the line \( g_j(t_j) \) is the tangential plane of the function \( f_j(t) \) and parallel to the line \( h_j(t_j) \), the tangential support point must appear at the point \((1/k_j, \ln (1/k_j))\). Then, the corresponding tangential function of this line is \( g_j(t) = k_j t_j - \ln (k_j) - 1 \). According to the geometric properties of the function \( f_j(t_j) = \ln (t_j) \), for \( \forall t_j \in [l_j, u_j] \), we obtain

\[
f_j(t_j) = \ln (t_j) \leq k_j t_j - \ln (k_j) - 1 = g_j(t_j).
\]

This completes the proof of (i) in Theorem 1. With \( z_j = u_j/l_j, k_j = \ln (u_j) - \ln (l_j)/u_j - l_j, k_j \) can be changed into

\[
k_j = \frac{\ln (z_j)}{l_j(z_j - 1)}.
\]

Then, we can obtain

\[
\delta_j^*(t_j) = k_j t_j - 1 - \ln (k_j) - \ln (t_j),
\]

\[
\delta_j^*(t_j) = \ln (t_j) - \ln (t_j) - k_j (t_j - l_j).
\]

It is known that \( \delta_j^*(t_j) \) is a concave function of \( t_j \) over \([l_j, u_j] \), so the maximum \( \delta_j^* \) can be obtained at the point of tangential support whose value is \( t_j = 1/k_j \). Thus,

\[
\delta_j^* = \ln \left( \frac{1}{k_j} \right) - \ln (l_j) - k_j \left( \frac{1}{k_j} - t_j \right)
\]

\[
= -\ln (k_j) - 1 - k_j l_j
\]

\[
= \ln \left( \frac{z_j - 1}{l_j} \right) - 1 + \frac{\ln (z_j)}{l_j}.
\]

From \( z_j \to 1, \ln z_j/z_j - 1 \to 1 \) as \( \omega_j \to 0 \), we can obtain that \( \delta_j^* \to 0 \) as \( \omega_j \to 0 \).

On the other hand, \( \delta_j^*(t_j) \) is a convex function of \( t_j \) for any \( t_j \in [l_j, u_j] \). Clearly, the maximum of \( \delta_j^*(t_j) \), named \( \delta_j^* \), must occur at the critical point, \( t_j \) or \( u_j \). In addition, the form of \( k_j = \ln (u_j) - \ln (l_j)/u_j - l_j \) can be transformed into the form of

\[
k_j u_j - \ln (u_j) = k_j l_j - \ln (l_j).
\]

Then, we have

\[
\delta_j^*(t_j) = k_j l_j - 1 - \ln (k_j) - \ln (t_j)
\]

\[
= \delta_j^* \text{ max}
\]

\[
\delta_j^*(u_j) = k_j u_j - 1 - \ln (k_j) - \ln (u_j)
\]

\[
= k_j l_j - \ln (t_j) - \ln (k_j) - 1
\]

\[
= \delta_j^*(l_j)
\]

\[
= \delta_j^* \text{ max}
\]

From the description shown above, it holds that \( \delta_j^* \text{ max} = \delta_j^*(l_j) = \delta_j^*(u_j) = \delta_j^* \text{ max} \) and \( \delta_j^* \text{ max} \to 0, \delta_j^* \text{ max} \to 0 \) as \( \omega_j \to 0 \). This completes the proof of (ii). \( \square \)

**Remark.** From Theorem 1, we can get approximations solution by shortening the gap between tangential hypersurface \( g_j(t_j) \) and concave envelope \( h_j(t_j) \). As a result, the functions \( g_j(t_j) \) and \( h_j(t_j) \) can infinitely approximate the function \( f_j(t_j) \) when \( \omega_j \to 0 \).

Now, we give the linear relaxation programming of the problem (P2). Suppose that \( T^P = \{l^P, u^P\} \subseteq [l^0, u^0] \). Denoting that \( \Psi_j^P(t_j) \) is the underestimating function for each nonlinear function \( \gamma_j \ln (t_j) \) over \( T^P \), for any \( t_j \in [l_j, u_j] \), we obtain
\[ y_j \ln(t_j) \geq \Psi^L_j(t_j) \]
\[ = \begin{cases} y_j h_j(t_j) & \text{if } y_j > 0, \\ y_j g_j(t_j) & \text{if } y_j < 0, \end{cases} \quad j = 1, 2, \ldots, p. \quad (18) \]

Then, summing all the terms \( \Psi^L_j(t_j), j = 1, 2, \ldots, p \) and expressing the result as \( \Psi^R(t) = \sum_{j=1}^{p} \Psi^L_j(t_j), \forall t_j \in [l_j, u_j] \), we have
\[ \Psi(t) \geq \Psi^R(t), \quad \forall t \in T = [l^0, u^0], \]
\[ \chi \in X = \{x | Ax \leq b\}. \quad (19) \]

Consequently, the corresponding linear relaxation programming problem over \( T \) of the problem (P2) can be constructed as follows:
\[
(P3): \begin{align*}
\min_{t} & \quad \Psi^R(t), \\
\text{s.t.} & \quad t = c^T x + d, \quad j = 1, 2, \ldots, p, \\
& \quad t \in T = [l^0, u^0], \\
& \quad x \in X = \{x | Ax \leq b\}. 
\end{align*} \quad (20)
\]

From the construction process of the linear relaxation programming problem, all feasible solutions of the problem (P2) over subdomain \( T_k \) are feasible to the problem (P3). Furthermore, in the subdomain \( T_k \), the optimal value of the problem (P3) is less than that of the problem (P2). Therefore, the problem (P3) provides an effective lower bound for the solution of the problem (P2) in the partition set \( T_k \). It should be pointed out that the problem (P3) only contains the necessary constraints to ensure the global convergence of the algorithm.

3. Algorithm, Convergence, and Its Complexity

By combining the branching operation, the bound operation, and the accelerating method, we design an image space algorithm to solve the equivalent problem (P2). By solving a series of linear relaxation programming problems over the subset of \( T^0 \), this method finds a global optimal solution.

The branch operation of the branch and bound method divides the set \( T^0 \) into subhyperrectangles. Each subhyperrectangle is related to a node of the branch and bound tree, and each node is associated with the linear relaxation programming subproblem in the corresponding subhyperrectangle.

Using \( Q_k \) to represent the active node of the step \( k \) of the algorithm, we will get a collection of active nodes which associate with a subhyperrectangle \( T \subseteq T^0, \forall T \in Q_k \). By calculating the solution \( LB(T) \) of the problem (P3), we get the lower bound of the optimal value of the problem (P2) on each node \( Q_k \) at step \( k \). Thus, we denote \( LB_k = \min\{LB(T), \forall T \in Q_k\} \) by the lower bound of the optimal value of the problem (P2) over the entire initial box region \( T^0 \) at step \( k \).

If the solution of the problem (P3) is feasible for the problem (P2), the upper bound UB of the incumbent solution is updated. Then, for any step \( k \), the active node \( Q_k \) is satisfied with \( LB(T) < UB, \forall T \in Q_k \).

Next, an active node with the smallest lower bound is selected and its associated subhyperrectangle is divided into two subhyperrectangles. As mentioned above, the lower bound of each new node is calculated and a new set of active nodes for the next step are generated. The whole process is iterated until the global convergence is obtained.

The key factor to ensure the convergence to the global minimum is to select the appropriate partition strategy. In this paper, we choose a standard and simple bisection rule. This method makes all intervals of every variables tend to zero, so it is sufficient to guarantee the global convergence of the proposed algorithm. The rule of the branching operation is as follows.

Assuming that the current active node is the subhyperrectangle \( Y = \{y', y''\} \subseteq T^0 \), the branching variable \( y_j \) satisfying \( s = \arg \max \{y_j', y_j'', i = 1, 2, \ldots, p\} \) is selected to apply the bisection rule. Then, we divide the interval \([y_j', y_j'']\) into two equal intervals \([y_j', (y_j' + y_j'')/2]\) and \([((y_j' + y_j'')/2), y_j'']\).

3.1. Accelerating Method. According to the structure of the branch and bound framework, we propose an accelerating technique to enhance the convergence speed of the algorithm by deleting the whole region or a part of the region in which there is no global optimal solution.

Without losing generality, assume that the current subhyperrectangle is \( T_k \), where \( k \in T_k = [l^k_j, u^k_j] \subseteq T^0, j = 1, 2, \ldots, p \), and UB is the current upper bound of the problem (P1) which is obtained by the proposed algorithm. Denote
\[
\Omega_k = \sum_{j=1}^{p} y_j f(t_j^k), \quad \Lambda_k = \sum_{j=1, y_j \neq s}^{p} y_j f(u_j^k), \\
\eta_k = \exp \left( \frac{UB - \Lambda_k}{y_j} \right), \quad s \in \{1, 2, \ldots, p\}, \\
\]
\[
T^k_s = \begin{cases} \{t_j^k \leq u^k_j, \quad j = 1, 2, \ldots, p, j \neq s, \quad \text{if } \eta^k_j \leq \eta^k_k \leq u^k_j, \\ \eta^k_j < u^k_j, \quad j = s, \end{cases} \\
T^k_f = \begin{cases} \{t_j^k \leq u^k_j, \quad j = 1, 2, \ldots, p, j \neq s, \quad \text{if } \eta^k_j \leq \eta^k_k \leq u^k_j, \\ t_j^k \leq \eta^k_j, \quad j = s. \end{cases} \\
\]

The accelerating method can be given by Theorem 2.

**Theorem 2.** For any \( k \in T_k \subseteq T^0, j = 1, 2, \ldots, p \), the following conclusions hold:

(1) If \( \Omega_k > UB \), there exists no global optimal solution to the problem (P2) in the current subhyperrectangle \( T^k \).
Proof. (i) If $\Omega^k > UB$, we have

$$\min_{t \in T^k} \Psi(t) = \min_{t \in T^k} \sum_{j=1}^{p} y_j \ln t_j^k$$

$$= \sum_{j=1}^{p} y_j \ln t_j^k + \sum_{j=1}^{p} y_j \ln u_j^k$$

$$= \Omega^k > UB.$$ 

(2) For each $t^k \in T^k$, consider the $s_{th}$ dimensional variable $t_j^k$ of $t^k$; we have

$$y_j \ln (t_j^k) > UB - \Lambda_k,$$

where $y_j > 0$. With

$$A^k = \sum_{j=1}^{p} y_j f(t_j^k) + \sum_{j=1}^{p} y_j f(u_j^k), \quad y_j > 0,$$

we have

$$\min_{t \in T^k} \Psi(t) = \min_{t \in T^k} \sum_{j=1}^{p} y_j \ln t_j^k > \sum_{j=1}^{p} y_j \ln t_j^k$$

$$+ \sum_{j=1}^{p} y_j \ln u_j^k + y_j \ln (t_j^k)$$

$$= \Lambda_k + UB - \Lambda_k = UB.$$ 

Consequently, there is no global optimal solution over $T^k$. This completes the proof of Theorem 2.

From Theorem 2, we can construct the accelerating method to delete the invalid subhyperrectangle or reduce the ineffective interval of all dimensions over the hyperrectangle which does not contain the global optimal solution to the problem (P2). Consequently, the efficiency of the proposed algorithm is improved.

3.2. Algorithmic Statement. Denote $LB(T^k)$ by lower bound function of the problem (P3) over every subhyperrectangle $T^k$ and denote $t^k = t(T^k)$ by the element of corresponding arg min method. The specific steps of the proposed global optimization algorithm are as follows:

**Step 0. Initialization:**

(1) Initialize the iteration number $k = 0$, the set of all active node $Q_0 = \emptyset$, the upper bound $UB = +\infty$, the lower bound $LB = -\infty$, the small enough accuracy tolerance $\varepsilon > 0$, and the set of feasible solution $F = \emptyset$.

(2) Define $l_0^j = \min t_j = c_j^* x + d_j$, and $u_0^j = \max t_j = c_j^* x + d_j$, $j = 1, 2, \ldots, p$. The upper bound $u_0^j$ and lower bound $l_0^j$ of $t_j$ are generated, and the initial interval $T_0$ of $t$ is obtained. Then, add the rectangle $T_0 = [l_0^j, u_0^j]$ to the activate node set $Q_0$.

**Step 1.** Solving the problem (P3) over the hyperrectangle $T = T_0$, the feasible solution $F = [l_0, u_0]$, and the optimal solution $LB = LB(T_0)$ is obtained. Update the initial upper bound $UB$ through substituting $l_0$ into the problem (P2). If $UB - LB \leq \varepsilon$, go to Step 6. Otherwise, proceed to Step 2.

**Step 2.** Select a branching variable $t_k$ to divide $T^k$ into two new subhyperrectangles according to the branching rule shown above and denote the set of new partition rectangles by $T^k$. (1) For each $T \in T^k$, using the above accelerating technique to compress its range, still denote the remaining subrectangle by $T^k$. (2) For each $T \in T^k \neq \emptyset$, compute the lower bound $LB(T^k)$ and the feasible solution $[t^k, x^k]$ by solving linear relaxation programming problem (P3). If $UB < LB_k$, discard the corresponding subhyperrectangle $T$ from $T^k$; this is to say, $T^k_0 = T_0 \setminus T$; and continue to process the next element of $T^k_0$. Otherwise, calculate $UB^k$ and add the subhyperrectangle into the active node set $Q$. If $UB^k - UB < \varepsilon$, update the upper bound $UB = UB^k$, and the feasible solution $F = [t^k, x^k]$ similar as Step 1; then go to Step 6.

**Step 3.** The remaining active node set is $Q = (Q \setminus T^k) \cup \Omega$. If $Q = \emptyset$, go to Step 6.
Step 4. Update the lower bound $LB := \inf_{T \in \mathcal{Q}} LB(T)$. If $UB - LB < \varepsilon$, go to Step 6. Otherwise, $k \leftarrow k + 1$ and move on to the next step.

*Step 5. Choose an active node $T^k$ where $T^k = \text{argmin}_{T \in \mathcal{Q}} LB(T)$, $T^k = t(T^{k+1})$, and return to Step 2. Otherwise, move on to the next step.

*Step 6. Stop the algorithm with $\exp(UB)$ as the optimal solution to the problem (MP) and the vector $x^*$ intercepted from $F$ as the feasible solution.

### 3.3. Convergence of the Algorithm

In this subsection, the global convergence properties of the proposed algorithm are given. It is obvious that the partitioning sets used by the proposed algorithm are all rectangular and compact. Tuy [43] pointed out that rectangular subdivisions are exhaustive. Therefore, the proposed algorithm is exhaustive according to the branch operation rule mentioned above. Otherwise, if the proposed algorithm is infinite, the subdivision of $T$ generates an infinite, nested sequence of partition sets $\{T^k\}$, and an associated sequence of diameters $d(T^k)$ satisfies the condition as follows:

$$
\forall k \geq 0, \quad \lim_{k \to \infty} d(T^k) = 0, \quad \lim_{k \to \infty} T^k = T^0 = \emptyset.
$$

(29)

**Lemma 1.** Given a function $\Psi(t)$ in (4), $\Psi^R(t)$ given by (19) is strongly consistent over $T^0$. That is, there are subsequences $\{T^q\}$ of subhyperrectangle $\{T^k\}$ and a corresponding sequence $\{t^q\}$ with $t^q \in T^k$ satisfying $\Psi^R(t^q) \to \Psi(T)$ as $q \to \infty$.

**Proof.** By exhaustive partition according to the branching rule, a sequence of subhyperrectangle $\{T^k\}$ that is exhaustive on $T^0$ is obtained. Meanwhile, a corresponding sequence $\{t^k\} \in T^k$ is obtained. Through an exhaustive subdivision, we get that $T^k \to [\bar{t}, \bar{t}]$ and $k \to \bar{t}$. Since the upper bound and the lower bound over $T^k$ are both sequences in a compact space, there exists a convergent subsequence. Hence, $T^q = [t^q, \bar{t}^q] \to [\bar{t}, \bar{t}]$ as $q \to \infty$. Corresponding to this subsequence, there is a sequence $\{t^q, \bar{t}^q\} \to [\bar{t}, \bar{t}]$ as $q \to \infty$ with $t^q \in [t^q, \bar{t}]$.

Furthermore, according to (5), (18), (19), and (20), it follows that

$$
\Psi(t) = \sum_{j=1}^p \gamma_j f_j(t_j) = \sum_{j=1, y_j > 0}^p \gamma_j f_j(t_j) + \sum_{j=1, y_j < 0}^p \gamma_j f_j(t_j).
$$

(30)

$$
\Psi^R(t) = \sum_{j=1}^p \Psi^R_j(t_j) = \sum_{j=1, y_j > 0}^p \gamma_j h_j(t_j) + \sum_{j=1, y_j < 0}^p \gamma_j g_j(t_j).
$$

(31)

From Theorem 1, we have

$$
0 \leq g_j(t) - f_j(t) \leq \frac{\ln(z_j)}{z_j - 1} - 1
$$

(32)

$$
+ \ln \frac{z_j - 1}{z_j} \quad \forall j = 1, 2, \ldots, p,
$$

where $z_j = u_j/l_j$ and $\omega_j = u_j - l_j = t^q_j - t^{q-1}_j$, for $t \in T^q = [t^q, \bar{t}^q]$.

Since $g_j(t_j^q)$ and $f_j(t_j^q)$ can be regarded as the continuous functions of $t_j^q$ and $\omega_j$ is the function of $(t_j^q, \bar{t}_j^q)$, by the problem (P3), we have

$$
\lim_{q \to \infty} (g_j(t^q_j) - f_j(t^q_j)) = g_j(t_j^\ast) - f_j(t_j^\ast) = 0.
$$

(33)

Using the similar proof process to (32), we obtain

$$
\lim_{q \to \infty} (f_j(t^q_j) - h_j(t^q_j)) = f_j(t_j^\ast) - h_j(t_j^\ast) = 0.
$$

(34)

Therefore, it can be seen from (30), (31), (32), and (33) that

$$
\Psi^R(x^\ast) \to \Psi(t) \to \infty \quad \text{as} \quad q \to \infty,
$$

(35)

which satisfies the strongly consistent underestimating requirements.

**Lemma 2.** Given a function $\Psi(t)$ in (5), $\Psi(t)$ has tight bounds. That is, there exist the upper bound $\overline{\Psi}(t)$ and the lower bound $\underline{\Psi}(t)$ of $\Psi(t)$, respectively, such that, for any infinite sequence $T^k$ which is produced by the exhaustive subdivision with $T^0 \to [\bar{t}, \bar{t}]$, there exists $\lim_{k \to \infty} \Psi(t^k) = \lim_{k \to \infty} \overline{\Psi}(t^k) = \Psi(T)$.

**Proof.** Just as Lemma 1, for any infinite subhyperrectangle sequence $\{T^k\}$, $T^k = [t^k, \bar{t}^k]$, which is produced by an exhaustive subdivision of $T^0$ with $t^k \to [\bar{t}, \bar{t}]$ as $k \to \infty$, there exists a sequence $\{t^q\}$ with $t^q \in T^k$ such that $t^k \to [\bar{t}, \bar{t}]$ as $k \to \infty$. Corresponding to this sequence, there exists the sequence $\{t^q, \bar{t}^q\} \to [\bar{t}, \bar{t}]$ as $q \to \infty$. Corresponding to (30) and (31), denote $\Psi(t) = \Psi^R(x)$ and define the function as follows:

$$
\Psi(t) = \sum_{j=1}^p \gamma_j g_j(t_j) + \sum_{j=1}^p \gamma_j h_j(t_j).
$$

(36)

By Theorem 1, it is obvious that

$$
\Psi(t) \leq \Psi(t) \leq \overline{\Psi}(t), \quad \forall t \in T^k = [t^k, \bar{t}^k].
$$

(37)

Denote $t^k$, $u^k$ by the lower bound and upper bound for $T^k$, respectively. According to (ii) of Theorem 1, for any $t \in T^k$, we have
\[ g_j(t_j) - \max_{\ell \in T} \delta^j_\ell(t_j) \leq f_j(t_j) \leq h_j(t_j) + \max_{\ell \in T} \delta^j_\ell(t_j), \quad j = 1, \ldots, p, \]  
(38)

where \( \max_{\ell \in T} \delta^j_\ell(t) \) and \( \max_{\ell \in T} \delta^j_\ell(t) \) are given by Theorem 1. Since \( z \rightarrow 1 \) as \( k \rightarrow \infty \), thus, \( \max_{\ell \in T} \delta^j_\ell(t) \rightarrow 0 \) and \( \max_{\ell \in T} \delta^j_\ell(t) \rightarrow 0 \) as \( k \rightarrow \infty \).

Hence, by continuity of the functions \( f_j(t) \) over \( T^k \), it follows from inequality (31) that
\[
\lim_{k \rightarrow \infty} \left( g_j(t^k) - \max_{\ell \in T} \delta^j_\ell(t^k) \right) = \lim_{k \rightarrow \infty} \left( h_j(t^k) + \max_{\ell \in T} \delta^j_\ell(t^k) \right) = f_j(\bar{t}).
\]
(39)

That is,
\[
\lim_{k \rightarrow \infty} g_j(t^k) = \lim_{k \rightarrow \infty} h_j(t^k) = \lim_{k \rightarrow \infty} f_j(t^k) = f_j(\bar{t}).
\]
(40)

Consequently, from (30), (31), (32), (37), and (40), the conclusion can be drawn as follows:
\[
\lim_{k \rightarrow \infty} \Psi(t^k) = \lim_{k \rightarrow \infty} \Psi_j(t^k) = \lim_{k \rightarrow \infty} \Psi(t^k) = \Psi(\bar{t}).
\]
(41)

As shown above, the function \( \Psi(t) \) has tight upper bound \( \Psi(t) \) and tight lower bound \( \Psi(t) \).

Let \( T^a \) be the set of accumulation points of \( \{t^k\} \) and denote \( T^* \) by the region of \( \arg\min_{t \in D} \Psi(t) \), where \( D \neq \emptyset \) is the feasible space of the problem (P2).

Theorem 3. The proposed algorithm either terminates within finite iterations at the incumbent solution being an optimal solution to the problem (P2) or an infinite sequence of the branch and bound tree is generated such that
\[
LB = \lim_{k \rightarrow \infty} \min_{t \in D} \Psi(t),
\]
(42)
\[
T^a \subset T^*.
\]

Proof. For each step of iterations in the proposed algorithm, \( k = 0, 1, 2, \ldots \), we have \( \text{LB}_k = \min_{t \in D} \Psi(t), \quad T^k \in \arg\min_{t \in D} \text{LB}(T), \quad t^k = t(T^k) \in T^k \subseteq T^0 \).

Horst [44] proved that \( \text{LB}_k \) is a nondecreasing sequence bounded with \( \min_{t \in D} \Psi(t) \), which ensures the limit \( \text{LB} = \lim_{k \rightarrow \infty} \min_{t \in D} \Psi(t) \) exists. Since \( \{t^k\} \) is a sequence on a compact set, it has a convergent subsequence. In addition, for any \( \bar{t} \in T^* \), there is a sequence \( \{t^k\} \) with \( \lim_{r \rightarrow \infty} t^k = \bar{t} \). By Tuy [43] and Lemma 1, it can be drawn that the partition for subhyperrectangle sets in Step 2 is exhaustive on \( T^k \) and the choice of subhyperrectangle to be subdivided in Step 2 is bound improving. Therefore, there is a decreasing subsequence \( \{T^\rho\} \subset T^k \) where \( \{T^\rho\} \) is the \( T \) space of the partition \( Q_\rho \), with \( t^\rho \in T^\rho \), \( \text{LB}_\rho = \text{LB}(T^\rho) = \Psi^k(T^\rho) \), and \( \lim_{\rho \rightarrow \infty} t^\rho = \bar{t} \). From Lemma 2, we have \( \lim_{\rho \rightarrow \infty} \text{LB}_\rho = \text{LB} = \Psi(\bar{t}) \).

Next, we prove that the condition \( \bar{t} \in D \) is satisfied. \( T^0 \) is a closed set, such that \( \bar{t} \in T^0 \). Proved by contradiction, the above condition can be proved. Let \( \bar{t} \in D \); there exists \( \Psi(\bar{t}) = \delta > 0 \). Since \( \Psi \) is a continuous function, the sequence \( \{\Psi(t^k)\} \) can be converted to \( \Psi(\bar{t}) \). According to the convergence property of \( \Psi \), \( \exists q_\delta \) such that \( |\Psi(t^k) - \Psi(\bar{t})| < \delta \) as \( q > q_\delta \). Hence, for \( q > q_\delta \), \( \Psi(t^k) > 0 \) implying that the problem (P2) is infeasible and violating the assumption that \( t^k = t(T^k) \). This leads to a contradiction, and therefore, \( \bar{t} \in D \).

As a result, we obtain \( \text{LB} = \Psi(\bar{t}) = \min_{t \in D} \Psi(t), \quad \bar{t} \in T^* \). And the proof of Theorem 3 is completed.

3.4. Computational Complexity of the Algorithm. In this subsection, we analyze the computational complexity of the proposed algorithm by estimating the maximum number of iterations. In the process of branching operations, we denote the diameter of the \( T^k = [l^k, u^k] \subseteq T^0 \) by
\[
\Delta(T^k) = \max_{j=1,2,\ldots,p} |u^k_j - l^k_j|.
\]
(43)

Meanwhile, we introduce some notations as follows.
\[
\rho = \max_{j=1,2,\ldots,p} \left\{ \frac{(\ln u^0_j - \ln l^0_j)}{(u^k_j - l^k_j)} \right\},
\]
(44)
\[
\mu = \sum_{j=1}^{p} |y_j|.
\]
(45)

Lemma 3. For given convergence tolerance \( \varepsilon \geq 0 \), if the subhyperrectangle \( T^k \subseteq T^0 \) is satisfied with \( \Delta(T^k) \leq \varepsilon / (\mu \rho) \) at the \( k_{th} \) iteration, we have
\[
\text{UB} - \text{LB}(T^k) \leq \varepsilon,
\]
(46)
where \( \text{UB} \) is current global upper bound of the equivalent problem and \( \text{LB}(T^k) \) indicates the linear relaxation solution of current subhyperrectangle.

Proof. Assuming that \( t^k \) is the optimal solution of the linear relaxation problem, we have
\[
\Psi(t^k) = \text{LB}(T^k) \leq \text{UB} = \Psi(\bar{t}).
\]
(47)

According to (4) and (19), we can conclude that
\[ UB-LB(T^k) = \psi(t) - \psi^R(t^k) \]
\[ = \sum_{j=1}^{p} y_j f(t^k_j) - \sum_{j=1, y_j > 0}^{p} y_j h_j(t^k_j) \]
\[ - \sum_{j=1, y_j < 0}^{p} y_j g_j(t^k_j) \]
\[ = \sum_{j=1, y_j > 0}^{p} y_j [f(t^k_j) - h_j(t^k_j)] \]
\[ + \sum_{j=1, y_j < 0}^{p} y_j [f(t^k_j) - g_j(t^k_j)]. \]

Then, by using (16) and (17), we have
\[ UB-LB(T^k) = \sum_{j=1}^{p} y_j \left[ \ln(u_j) - \ln(l_j) - k_j(t_j - l_j) \right] \]
\[ \leq \sum_{j=1}^{p} y_j \left[ \ln(u_j) - \ln(l_j) \right] \]
\[ = \sum_{j=1}^{p} y_j \rho_j (u_j - l_j) \leq \mu \rho \Delta(T^k). \]

From the previous formula and the condition of \( \Delta(T^k) \leq \epsilon/\mu \rho \), we can obtain that \( UB-LB(T^k) < \epsilon \). This completes the proof of Lemma 3. \( \square \)

**Theorem 4.** Given the convergence tolerance \( \epsilon \geq 0 \), the maximum iterations of the proposed algorithm to obtain the \( \epsilon \)-globally optimal solution are

\[ N = \sum_{j=1}^{p} \log_2 \frac{\mu \rho (u_j - l_j)}{\epsilon}, \]

where \( \mu \) and \( \rho \) are given in (44) and (45), respectively.

**Proof.** Suppose that, at the \( k \)-th iteration, the sub-hyperrectangle \( T^k \subseteq T^0 \) is satisfying with

\[ \Delta(T^k) \leq \frac{\epsilon}{\mu \rho}. \]

Meanwhile, according to the branching operation in Step 2, we have

\[ \Delta(T^k) = \frac{1}{2^{k_j}} (u^0_j - l^0_j), j = 1, 2, \ldots, p. \]

From (51) and (52), we obtain

\[ \frac{1}{2^{k_j}} (u^0_j - l^0_j) \leq \frac{\epsilon}{\mu \rho}, j = 1, 2, \ldots, p. \]

i.e.,

\[ k_j \geq \log_2 \frac{\mu \rho (u^0_j - l^0_j)}{\epsilon}, j = 1, 2, \ldots, p. \]

With the proof of Lemma 3, we can get that \( \psi(t) - \psi^R(t^k) \leq \epsilon \). Denote

\[ k_j = \left[ \log_2 \frac{\mu \rho (u^0_j - l^0_j)}{\epsilon} \right], j = 1, 2, \ldots, p. \]

After at most iterations,
\[ N = \sum_{j=1}^{p} k_j, \]
\[ = \sum_{j=1}^{p} \left\lceil \log_2 \frac{\mu \rho (u_j^0 - r_j^0)}{\varepsilon} \right\rceil, \]
we have
\[ UB - LB(T) \leq \psi(t^*) - \psi^R(t^*) \leq \varepsilon. \]

where \( t^* \) is the optimal solution of the equivalent problem (P2). Therefore, we obtain the \( \varepsilon \)-globally optimal solution. The proof of Theorem 3 is completed. \( \square \)

4. Numerical Experiment

In this section, we give some numerical experiments to verify the performance of the proposed global optimization algorithm. These experiments are carried out on a workstation running Microsoft Windows 10 with Intel(R) Xeon(R) E5-2620 2.10 GHz processor and 16 GB memory. The proposed algorithm is written in Python programming language (v3.7) and the elementary simplex method is used to solve the linear relaxation programming. The corresponding numerical results are demonstrated in Tables 1, 2, and 3.

Some exact tests in recent literatures [19, 31, 36–41] are implemented to show that the proposed algorithm can globally solve the problem (MP) effectively. For these tests, the results obtained by the proposed algorithm are illustrated in Table 1. To describe the numerical results, we use the following notations for column headers in Table 1: Iter: the number of iterations; time: the execution time in seconds; optimum: the approximation optimal value; optimal solution: the approximation optimal solution for the tests; \( \varepsilon \): the accuracy tolerance value.

| \( p \) | \( (m, n) \) | Reference [40] | Ours |
|---|---|---|---|
| | Avg.Time | Avg.Iter | Avg.Time | Avg.Iter |
| 2 | (10, 20) | 0.1452 | 4.6 | 0.0681 | 4.4 |
| | (20, 40) | 0.1514 | 3.9 | 0.1660 | 7.3 |
| | (40, 80) | 0.2441 | 5.2 | 0.4009 | 10.5 |
| | (60, 120) | 0.6179 | 6.8 | 0.5735 | 9.5 |
| | (80, 160) | 1.9886 | 6.5 | 0.8842 | 8.6 |
| | (100, 200) | 4.1027 | 8.4 | 1.4379 | 9.7 |
| | (10, 20) | 0.3205 | 10.7 | 0.2118 | 13 |
| | (20, 40) | 0.3286 | 9.7 | 0.4686 | 21 |
| | (40, 80) | 0.7060 | 12.9 | 1.0471 | 26.9 |
| | (60, 120) | 2.7911 | 20.8 | 1.4290 | 24 |
| | (80, 160) | 6.7688 | 27.5 | 1.7522 | 21.4 |
| | (100, 200) | 14.2772 | 31.0 | 3.0576 | 22 |
| 3 | (10, 20) | 0.6654 | 10.8 | 0.4963 | 29 |
| | (20, 40) | 1.1668 | 25.1 | 0.8020 | 37.6 |
| | (40, 80) | 2.2780 | 46.4 | 2.1902 | 56.5 |
| | (60, 120) | 6.5797 | 76.5 | 3.1215 | 52.5 |
| | (80, 160) | 14.7688 | 43.8 | 3.8023 | 45.4 |
| | (100, 200) | 46.8494 | 79.2 | 7.5449 | 54.1 |
| 4 | (10, 20) | 1.2609 | 45.7 | 0.7882 | 47.1 |
| | (20, 40) | 1.3929 | 45.7 | 1.5364 | 69.1 |
| | (40, 80) | 10.4108 | 117.6 | 2.6717 | 70.8 |
| | (60, 120) | 18.3711 | 143.4 | 4.5107 | 76.4 |
| | (80, 160) | 81.1816 | 310.2 | 7.0148 | 83.5 |
| | (100, 200) | 114.7671 | 230.6 | 12.2047 | 89 |
| 5 | (10, 20) | 1.7287 | 43.8 | 1.0830 | 65 |
| | (20, 40) | 6.6506 | 77.0 | 2.0317 | 93.7 |
| | (40, 80) | 16.3945 | 133.1 | 4.4962 | 115.1 |
| | (60, 120) | 25.2491 | 387.1 | 8.1542 | 138.5 |
| | (80, 160) | 98.5674 | 315.3611 | 12.4520 | 146.5 |
| | (100, 200) | 120.0034 | 210.0980 | 7.5449 | 140.2 |
| 6 | (10, 20) | 19.2006 | 458.8 | 1.6918 | 96.4 |
| | (20, 40) | 23.8151 | 496.6 | 2.4351 | 123.1 |
| | (40, 80) | 86.1229 | 1177.3 | 7.4351 | 183.5 |
| | (60, 120) | 155.5248 | 640.2 | 13.9036 | 234.2 |
| | (80, 160) | 278.3208 | 891.1 | 19.4804 | 226.5 |
| | (100, 200) | 321.4063 | 469.3 | 26.9879 | 193.5 |
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Example 1. We have (see [36–40])

\[
\min (x_1 + x_2) (x_1 - x_2 + 7),
\]

s.t. \[
\begin{align*}
2x_1 + x_2 &\leq 14, & x_1 + x_2 &\leq 10, & -4x_1 + x_2 &\leq 0, \\
2x_1 + x_2 &\geq 6, & x_1 + 2x_2 &\geq 6, & x_1 - x_2 &\leq 3, \\
x_1 + x_2 &\geq 0, & x_1 - x_2 - 2 &\geq 0, & x_1, x_2 &\geq 0.
\end{align*}
\]  

(58)

\[
\min f(x) = (0.813396 x_1 + 0.67440 x_2 + 0.305038 x_3 + 0.129742 x_4 + 0.217796) \\
\times (0.224508 x_1 + 0.063458 x_2 + 0.932230 x_3 + 0.528736 x_4 + 0.091947) \\
+ 0.488509 x_1 + 0.063565 x_2 + 0.945686 x_3 + 0.210704 x_4 - 3.562809, \\
-0.324014 x_1 - 0.501754 x_2 - 0.719204 x_3 + 0.099562 x_4 \leq -0.052215, \\
0.445225 x_1 - 0.346896 x_2 + 0.637939 x_3 - 0.257623 x_4 \leq 0.427920, \\
-0.202821 x_1 + 0.647361 x_2 + 0.920135 x_3 - 0.983091 x_4 \leq 0.840950, \\
-0.886420 x_1 - 0.802444 x_2 - 0.305441 x_3 - 0.180123 x_4 \leq -1.353686, \\
-0.515399 x_1 - 0.424820 x_2 + 0.897498 x_3 + 0.187268 x_4 \leq 2.137251, \\
-0.591515 x_1 + 0.060581 x_2 - 0.427365 x_3 + 0.579388 x_4 \leq -0.290987, \\
0.423524 x_1 + 0.940496 x_2 - 0.437944 x_3 - 0.742941 x_4 \leq 0.373620, \\
x_1 \geq 0, x_2 \geq 0, x_3 \geq 0, x_4 \geq 0.
\]  

(59)

Example 3. We have (see [40])

\[
\min f(x) = (-4x_1 - 2x_4 + 3x_5 + 21) (4x_1 + 2x_2 + 3x_3 - 4x_4 + 4x_5 - 3) \\
\times (3x_1 + 4x_2 + 2x_3 - 2x_4 + 2x_5 - 7) (-2x_1 + x_2 - 2x_3 + 2x_5 + 11) \\
\times (4x_1 + 4x_2 + 5x_3 + 3x_4 + x_5 \leq 25, -x_1 - 5x_2 + 2x_3 + 3x_4 + x_5 \leq 2, \\
+ x_1 + x_2 + x_3 + x_4 + x_5 \leq 6, x_1 \geq 1, x_2 \geq 1, x_3 \geq 1, x_4 \geq 1, x_5 \geq 1.
\]  

(60)
Example 4. We have (see [40])
\[
\min (-x_1 + 2x_2 + 6)(x_1 + x_2 - x_3 + 3)(x_1 + x_2 - 2x_3 + 7),
\]
\[
s.t. \begin{cases} 
  x_2 - 2x_3 \leq 1, & 3x_1 - 3x_2 + 4x_3 \leq 12, \\
  3x_2 - 5x_3 \geq -14, & x_1, x_2, x_3 \geq 0.
\end{cases}
\]

Example 5. We have (see [19, 36, 40])
\[
\min (c_1^T x + d_1)(c_2^T x + d_2),
\]
\[
s.t. Ax = b, x \geq 0,
\]
where
\[
b = (81, 72, 9, 9, 9, 8, 8)^T, \quad d_1 = 0, \quad d_2 = 0,
\]
\[
c_1 = \left(1, 0, \frac{1}{9}, 0, 0, 0, 0, 0, 0, 0\right)^T,
\]
\[
c_2 = \left(0, 1, \frac{1}{9}, 0, 0, 0, 0, 0, 0, 0\right)^T,
\]
\[
A = \begin{pmatrix}
  9 & 9 & 2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
  8 & 1 & 8 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
  1 & 8 & 8 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
  7 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
  1 & 7 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  1 & 1 & 7 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
  1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
  0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

Example 6. We have [31]
\[
\min (3x_1 - 2x_2 - 2)^{2/3} (x_1 + 2x_2 + 2)^{2/5}
\]
\[
s.t. \begin{cases} 
  2x_1 - x_2 \geq 2, & x_1 - 2x_2 \leq 2, \\
  x_1 + x_2 \leq 5, & 3 \leq x_1 \leq 5, \quad 1 \leq x_2 \leq 3.
\end{cases}
\]

As shown in Table 1, compared with the other algorithms [19, 31, 36–41], it can be seen that the proposed algorithm can solve Examples 1–6 with fewer iterations and less time.

In order to illustrate the performance of the proposed algorithm in the complex environment, we perform a series of random problems as follows.

Problem 1. We get (see [40])
\[
\begin{aligned}
&\min \prod_{j=1}^{p} c_j^T x, \\
&\text{s.t. } x \in X = \{x | Ax \leq b, x \in [0, 1]\}.
\end{aligned}
\]
efficiency of the proposed algorithm. In addition, the \( \varepsilon \)-global convergence of the proposed algorithm is achieved at most \( \sum_{j=1}^{p} \log_2(\mu p (x_j^0 - f_j^0)/\varepsilon) \) iterations. The numerical results demonstrate the feasibility and the efficiency of our algorithm. Our future work is to improve the universality of generalized linear multiplicative problems.
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