Hund and pair-hopping signatures in transport properties of degenerate nanoscale devices
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Abstract. We investigate the signature of a complete Coulomb interaction in transport properties of double-orbital nanoscale devices. We analyze the specific effects of Hund exchange and pair hopping terms, calculating in particular stability diagrams. It turns out that a crude model, with partial Coulomb interaction, may lead to a misinterpretation of experiments. In addition, it is shown that spectral weight transfers induced by gate and bias voltages strongly influence charge current. The low temperature regime is also investigated, displaying inelastic cotunneling associated with the exchange term, as well as Kondo conductance enhancement.

1 Introduction

The strong repulsive Coulomb interaction is responsible for most of the nanoscale device properties like Coulomb blockade, or Kondo effect at low temperature [1–3]. Local impurity Anderson models [4,5] are then good candidates to investigate transport properties of these highly confined and strongly correlated systems. Details of local spectroscopic properties are important, particularly since transport channels may consist of sophisticated structures [6–8]. Consideration of this complexity is essential for a proper interpretation of the transport properties. It allows for example a manipulation of the transition-metal-complex spin states [9]. Also in single-wall carbon nanotube quantum dots, this complexity is responsible for Hund’s coupling which directly affects the excitation spectroscopy measurements [10]. Local impurity Anderson model has, therefore, to be generalized [11–14] to multi-orbital systems.

However, in this context of orbitally degenerate Anderson model for magnetic impurities or quantum dots, different explicit choices for the Hamiltonian have led to different predictions for the Kondo temperature as a function the Hund’s coupling [15]. Besides, in the context of electronic properties of compounds with transition metal ions, thorough discussions about the choice of the local Hamiltonian describing the correlated ions have been published [16–18]. Even in the simplest case \( n = 2 \) of the \( n \)-orbitally degenerate model, the general Coulomb interaction contains many terms\(^1\): in addition to intra \( U \) and inter orbital \( U' \) repulsions, it displays Hund’s exchange term \( J \), as well as a pair hopping\(^2\) parameter \( J' \). This last term is far from being prevalent in literature: to simplify the calculations, \( U' = U \) and \( J' = 0 \) are often assumed, with few exceptions as in references [20,21]. Nevertheless, a recent theoretical work concerning lattice multiorbital Mott systems [22] has shown that both \( J \) and \( J' \) should be considered to get the correct spectral weight transfer (SWT) upon doping between the various structures composing the electronic density of states. Moreover, the different parameters are not independent, for example, real orbitals lead to \( J = J' \). In the case of \( d \)-type orbitals one has \( U' = U - 2J \). The local Coulomb Hamiltonian is invariant under arbitrary rotation in the spin space, however, it is not the case for rotation in the orbital space. To enforce partially this invariance, which is legitimate for degenerate orbitals, one can choose \( U' = U - J - J' \) [17]. For \( J' = 0 \) this leads to \( U' = U - J \), and provides invariance under arbitrary rotation in orbital space.

In this paper, we emphasize the importance of taking into account the whole Coulomb Hamiltonian for out of equilibrium properties across a nanoscale device in the Coulomb blockade regime. Specifically, we show that the Coulomb terms \( J \) and \( J' \) have a major impact on spectral density high energy structures which are involved in the finite bias transport properties. SWT between these structures occurs not only upon varying the gate voltage, but also by changing the bias voltage. This transfer affects deeply the appearance of stability diagrams. At low
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\(^{2}\) An exchange interaction can also arise in the context of double quantum dots due to hybridization between orbitals. This kinetic exchange favors antiferromagnetic spin arrangement while Hund exchange is ferromagnetic. Besides, \( J' \) should not be confused with the pair tunneling process discussed by Leijnse et al. [19]; these processes are included in our treatment.
temperature, inelastic cotunneling processes with a characteristic threshold are driven by the exchange term $J$.

We, therefore, provide characteristic signatures which can be experimentally relevant for interpreting stability diagrams and excitation spectroscopy measurements. To this purpose, we calculate local spectral density for a finite applied bias voltage $V_d$ through a doubly-degenerate quantum dot. The calculation is performed in a fully nonlinear manner within the framework of the Keldysh Green’s function formalism. More precisely, we use an out-of-equilibrium generalization of the non-crossing approximation (NCA) [23,24], which enables the computation of transport properties in presence of finite voltage across the quantum dot.

2 Model and method

The system under study consists of a doubly degenerate dot coupled to two uncorrelated source and drain contacts. The corresponding Anderson [4] model reads:

$$H = H_d + H_t + H_e,$$

where $H_d$ is the two-orbital ($m = a, b$) local Hamiltonian:

$$H_d = \varepsilon_0 \sum_{m,\sigma} c_{m\sigma}^\dagger c_{m\sigma} + U \sum_m n_{m\uparrow} n_{m\downarrow} - 2J S_a S_b$$

$$+ \left( U' - \frac{J}{2} \right) \sum_{\sigma,\sigma'} n_{a\sigma} n_{b\sigma'}$$

$$+ J' \sum_{m \neq m'} c_{m\uparrow}^\dagger c_{m'\downarrow} c_{m'\uparrow} c_{m\downarrow}.$$

$\varepsilon_0$ is the energy of the degenerate level tuned by the gate voltage $V_g = \varepsilon_0$, the operator $S_m = (S_m^x, S_m^y, S_m^z)$ is the $1/2$-spin operator for orbital $m$, the parameter $U'$ denotes the repulsion between electrons occupying the same orbital, $U' = U - J - J'$ is the repulsion between electrons occupying different orbitals, $J$ is the Hund exchange term, and $J'$ is the double hopping term. This last term is systematically present when exchange interactions take place. In the following, calculations are made for two cases: ($J' = J, U' = U - 2J$) and ($J' = 0, U' = U - J$), with $J = U/10$. Note that the Hamiltonian $H_d$ is also relevant for double-quantum dots, however there is no more reason to enforce invariance under rotation in the orbital space in this case, and $U' = U - J - J'$ is no longer required.

The second term $H_t$ describes the left (L) and right (R) leads in standard notations:

$$H_t = \sum_{m \in \{a, b\}, k, \sigma} \varepsilon_{ok} a_{ak\sigma}^\dagger a_{km\sigma}.$$

Finally, $H_e$ accounts for the hybridization tunneling between dot and leads which – we assume – conserves orbital symmetry.

$\varepsilon_{ak} = \frac{1}{2} \sum_{n} \langle \psi_n | \hat{H}_d | \psi_n \rangle \delta_{\alpha k}$.

In our calculations, the total electrode densities of states $N_\alpha(\varepsilon) = N_{\alpha L}(\varepsilon) + N_{\alpha R}(\varepsilon)$ are Gaussian (half-width $D$) but the results depend slightly of their particular shape, provided that their width is large compared to the other energy scales. The total hybridization amplitude

$$\Gamma = \Gamma_L(\varepsilon) + \Gamma_R(\varepsilon)$$

will be used as energy unit, where $\Gamma_\alpha(\varepsilon) = \pi t_\alpha^2 N_\alpha(\varepsilon)$ and $\varepsilon = \mu_L + \mu_R$ is the average chemical potential.

In the out of equilibrium regime, a finite bias voltage $V_d = (\mu_L - \mu_R)/e$ is applied symmetrically across the device and the corresponding nonlinear electrical current is given by:

$$I_d = \frac{2e}{h} \int \left[ f_L(\varepsilon) - f_R(\varepsilon) \right] \tau(\varepsilon) \, d\varepsilon,$$

where $\hbar$ denotes Planck’s constant and $-e$ the electronic charge. $f_\alpha(\varepsilon) = \frac{1}{\sqrt{\pi}} \left( \varepsilon - \mu_\alpha \right)$ are the lead Fermi functions, and $\tau(\varepsilon) = \frac{2}{\pi} A(\varepsilon)/\Gamma(\varepsilon)$, with $A(\varepsilon) = -\frac{1}{2} \text{Im} \left[ \sum_{m,\sigma} G_{m\sigma}(\varepsilon + i\delta) \right]$ the total dot spectral density. The retarded Green’s function $G_{m\sigma}(\varepsilon + i\delta) = \langle c_{m\sigma}^\dagger c_{m\sigma} \rangle$ is obtained from a generalized Keldysh-based out-of-equilibrium NCA [23,24]. In the Coulomb blockade regime, the reliability of this approximation is guaranteed since the NCA is known to give accurate results for the spectral density down to temperatures of the order of a fraction of the Kondo temperature $T_K$ [26,27].

3 Results

3.1 Spectral densities at equilibrium

To investigate the importance of both exchange coupling $J$ and pair hopping $J'$, we first examine the equilibrium ($V_d = 0$) behavior, by calculating the dot spectral density for various gate voltage $V_g$. Results are shown in Figure 1. Varying $V_g$ from $-3$ mV to $-12$ mV, the system shifts from quarter-filled ($n = 1$) to three-quarter-filled ($n = 3$). A remarkable property is the structure of the upper Hubbard band for $n = 1$: similarly to the model described in detail by Lee and Phillips [22], we find for the quantum dot under study a characteristic splitting of the upper Hubbard band leading to three peaks whose spectral weights decrease in the proportions of $1.5/1.0/0.5$ (respectively, B, C and D in the figure). The dot remains quarter-filled as long as $V_g$ is higher than $-4.2$ mV. The Coulomb blockade insulating gap is constant and equal to $U - 2J - J'$; B and C (C and D) are separated by $2J (2J')$.

In some systems, conservation of orbital quantum number is expected on symmetry grounds as in vertical quantum dots. Furthermore, it can lead to orbital Kondo effect, for example in carbon nanotube quantum dot. However, it is not always realized, see for example [25] and references therein.
The peak positions and weights of the whole figure can be understood by writing down the eigenstates of the local Hamiltonian $H_d$. Transition energies between these states are reported in Table 1 and correspond directly to the peak locations, while their amplitudes are related to the degeneracy. Beyond quarter-filling, peak weights are also affected by double and triple occupancy.

Upon decreasing $V_g$, we observe, together with a sharp increase of $n$, a significant transfer of spectral weight between the different bands. SWT is a general property of correlated systems [28,29], in contrast to the rigid band patterns of uncorrelated ones, and occurs even for the one orbital case. In case of orbital degeneracy, SWT is more sophisticated because of additional orbital degrees of freedom. As shown in Figure 1, $J$ and $J'$ strongly affect the transfer which arises sequentially when transitions involving two-electron states (B, C, D) cross the Fermi level: the first crossing (B) triggers the simultaneous disappearance of bands A, C and D. The corresponding spectral weight is redistributed between B and G, causing a sudden increase of B amplitude. Further increasing $V_g$, B amplitude is reduced by the resurgence of C and D. This non-monotonic SWT has no equivalent in the absence of $J$ and $J'$. This behavior obtained for $V_{sd}=0$ will undoubtedly have major implications on the transport properties in the finite bias regime. Moreover, a finite $V_{sd}$ will lead to additional SWT. This will be highlighted in the following results for spectral densities, excitation spectrum and stability diagrams.

### 3.2 Nonlinear transport and excitation spectrum

Let us turn to finite bias regime, first calculating the excitation spectrum $dI/dV_g$. This quantity is experimentally accessible [10] and allows direct visualization of the different transport channels. To reveal the influence of $J$ and $J'$, we plot the excitation spectrum as a function of $V_g$ and $J$. Results obtained for $V_{sd}=5$ mV are displayed in Figure 2a. The various drifts upon raising $J$ can be understood by looking at the last column of Table 1. Due to the identity $J'=J$, these drifts range from $-6J$ to $+J$.
3.3 Stability diagrams

Stability diagrams are obtained by representing the differential conductance $dI_d/dV_{sd}$ as a function of $V_g$ and $V_{sd}$. They are shown in Figure 3. In the Coulomb blockade regime, stability diagrams exhibit well-known diamond-shaped structures. For $J = J' = 0$, in Figure 3a, the stability diagrams are composed of eight lines forming Coulomb diamonds whose diagonal lengths are $2U$ and $U$. The central diamond corresponds to $n = 2$ and the two that surround it to $n = 3$ (left) and $n = 1$ (right). The average dot occupancies above and below these diamonds are non-integer. Along the diamond lines, the amplitude is highly variable. For example, the amplitude is close to 0.088 in L and to 0.055 in M. This is a consequence of the large weight asymmetry between the upper and lower Hubbard bands for $n = 1$. The inset with spectral density corresponding to I, J, and K enables to understand how SWT drives Coulomb diamond amplitudes at constant $V_g$. For $I$ to $J$ the structure entering the bias window (in light grey in the inset) increases significantly, leading to an important current jump; while from $J$ to $K$ the corresponding SWT occurs mainly between two structures inside the window, with a weaker influence on the current variation. For $J \neq 0$ and $J' = 0$ (Fig. 3b), the central diamond is wider (corresponding to a gap $U + J$) and the side diamonds simultaneously shrink (gap $U - 2J$). For $J' \neq 0$ (Fig. 3c), new structures appear and the narrowing of side diamonds is more pronounced ($U - 3J$). The hierarchy of amplitude between the different lines is directly related to the energy differences between doubly occupied states (see Fig. 1 and Tab. 1).

The central part of stability diagram at lower temperature, revealing the cotunneling regime, is displayed in Figure 4 for $J \neq 0$ and $J' = 0$. The parameters, different from those of Figure 3b, have been selected to enhance the visibility of this phenomenon. In the central diamond ($n = 2$), we observe a clear occurrence of inelastic cotunneling processes displaying a characteristic threshold [30]. This threshold is given by the energy difference between two-particle states, namely $2J$. A similar behavior has been observed using a master equation
The approach in a double-quantum dot in which the cotunneling threshold is the exchange energy [31]. A careful examination of the figure shows a zero-biased conductance enhancement which is due to the Kondo effect. The Kondo temperature is lower for a spin enhancement which is due to the Kondo effect. The Kondo temperature is lower for a spin $S = 1$ than for $S = 1/2$ [32] and therefore the enhancement is more pronounced in side diamonds where $n = 1$ and $n = 3$, respectively.

4 Conclusion

To summarize, we have shown that Hund’s rule exchange coupling and pair hopping strongly affect transport properties in the Coulomb blockade regime. If the multi-orbital Anderson model in the atomic limit can provide the Coulomb diamond positions, their amplitudes however result from spectral weight transfers. Those can only be determined by a proper treatment of correlations in the out of equilibrium regime, especially since the bias voltage variation itself causes transfer. The comparative study of the results obtained with the full Hamiltonian on the one hand, and the Hamiltonian containing only the Hund’s coupling on the other hand, clearly indicates the importance of the pair-hopping term, yet rarely considered. In particular, the analysis of experimental stability diagrams without considering pair-hopping narrowing of side diamonds, leads to overestimate the exchange term.
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