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Abstract
We give a detailed critical discussion of the properties of Wilsonian effective actions $\Gamma_\mu$, defined by integrating out all modes above a given scale $\mu$. In particular, we provide a precise and relatively convenient prescription how to implement the infrared cutoff $\mu$ in any loop integral that is manifestly Lorentz invariant and also preserves global linear symmetries such as e.g. supersymmetry. We discuss the issue of gauge invariance of effective actions in general and in particular when using background field gauge. Our prescription for the IR cutoff (as any such prescription) breaks the gauge symmetry. Using our prescription, we have explicitly computed, at one loop, many terms of the Wilsonian effective action for general gauge theories, involving bosonic and fermionic matter fields of arbitrary masses and in arbitrary representations, exhibiting the non-gauge invariant (as well as the gauge invariant) terms. However, for supersymmetric gauge theories all non-gauge invariant terms cancel within each supermultiplet. This is strong evidence that in supersymmetric gauge theories this indeed defines a Lorentz, susy and gauge invariant Wilsonian effective action. As a byproduct, we obtain the explicit one-loop Wilsonian couplings for all higher-derivative terms $\sim F D^{2n} F$ in the effective action of arbitrary supersymmetric gauge theories.
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1 Introduction

The notion of an effective action plays a most important role in modern quantum field theory. While it had long been believed that a basic criterion for any quantum field theory is its renormalizability, over the years it has become increasingly clear that our preferred renormalizable theories are just to be considered as the infrared limits of some more fundamental theories. At any finite energy scale one should actually include higher dimension operators in the action and view these theories as effective field theories described by some effective action.

There are many quite different objects going under the name of effective action. The common feature is that they somehow describe the effective behavior of certain fields at low energy without having to worry in detail about the high energy physics that already has been "integrated out". Specifically, one may distinguish a set of heavy and a set of light fields and completely integrate out the heavy ones, obtaining an effective action $S_{\text{eff}}$ for the light ones only. Another notion of effective action is that of the generating functional $\Gamma$ of one-particle irreducible (1PI) diagrams (proper vertices) where one already has computed all the loop-diagrams. A somewhat intermediate
notion is that of Wilsonian effective action $\Gamma_{\mu}$ where for all fields one only integrates out the high momentum/high energy modes above some scale $\mu$. For loop diagrams this means that all loop-momenta are only integrated down to some infrared cutoff $\mu$. When this Wilsonian effective action is used to compute correlation functions one only needs to do the remaining integrations over the low momentum/energy modes, i.e. perform loop integrals now with a UV cutoff $\Lambda$ equal to $\mu$. This last property is used to define the Wilsonian action in the context of the exact renormalization group (ERG) [1], where it is an effective action with a UV cutoff $\Lambda$ obeying a certain flow equation that guarantees that the correlation functions do not depend on the UV cutoff $\Lambda$. A somewhat more general setting for studying the flows of the effective actions is the functional renormalization group approach (see [2] for a nice recent review).

In the presence of massless fields, the 1PI effective action has infrared singularities, i.e. is non-analytic at zero momentum. On the other hand, the Wilsonian effective action allows an expansion in powers of the momenta divided by $\mu$ and thus is an (infinite) sum of local terms. It is this locality of the Wilsonian effective action that plays an important role in many places.

In supersymmetric theories there are important non-renormalization theorems for the superpotential, or more generally for the $F$-terms of the action. This has been shown in perturbation theory using the powerful supergraph techniques [3]. An alternative very elegant proof of these non-renormalization theorems was given by Seiberg [4] just based on the symmetries and holomorphy of the $F$-terms in the Wilsonian effective action. The proof deals with the Wilsonian action since locality is crucial in order to separate $D$ and $F$-terms. The same symmetry arguments actually also constrain the non-perturbative corrections to the $F$-terms. It is most important for the proof, and usually assumed to be true, that the Wilsonian effective action is supersymmetric and Lorentz invariant. In a supersymmetric gauge theory it should also be gauge invariant. However, these properties are by no means obvious.

With this motivation in mind, in this note we would like to discuss these questions in some detail: how exactly do we define the Wilsonian effective action with the infrared cutoff $\mu$? how do we make sure this definition and the introduction of $\mu$ is Lorentz invariant and does not break gauge invariance or supersymmetry?

In section 2, after recalling some important issues about 1PI effective actions, we will provide a detailed discussion of Wilsonian effective actions $\Gamma_{\mu}$. In this note, we will define the Wilsonian action by starting from a “microscopic” theory and really integrate out all modes above a given scale $\mu$. In particular, we will give a precise (and relatively convenient) prescription how to implement the finite infrared cutoff $\mu$ for any loop diagram that is Lorentz invariant and respects the various linear global symmetries, like e.g. supersymmetry. We will not use the flow equations of the ERG which are different in spirit. We discuss a simple one-loop example in scalar $\varphi^4$ theory, as well as a two-dimensional example of chiral fermions coupled to an abelian gauge field, where

\footnote{Similarly, the proof of non-renormalization using supergraphs could in principle be invalidated by infrared divergences.}
one can explicitly see the transition in the Wilsonian effective action $\Gamma_\mu$ from a sum of local terms to a non-local expression as the ratio of momentum $p$ and $\mu$ is varied from $\frac{p}{\mu} \ll 1$ to $\frac{p}{\mu} \gg 1$. The remainder of this section deals with the issue of gauge invariance of the effective actions. Here, we also discuss various approaches in the existing literature that are mainly concerned with the possibility to introduce invariant ultraviolet regularizations in the exact renormalization group and the corresponding flow equations. We further discuss the role of using background field gauge and the manifestation in the Wilsonian action of possible anomalies.

In section 3, using our prescription for the IR cutoff, we explicitly compute many one-loop terms of the Wilsonian effective action for general gauge theories involving bosonic and fermionic matter fields of arbitrary masses and in arbitrary representations. We find that the presence of the finite infrared cutoff $\mu$ explicitly breaks gauge invariance, as expected, and the Wilsonian effective action for a generic gauge theory contains infinitely many non-gauge invariant terms. (Nevertheless, it will be evident that the physical correlation functions computed from this Wilsonian effective action do satisfy the Ward identities.) However, we will also show, at least for those (infinitely many) terms of the Wilsonian effective action we explicitly computed, that in a supersymmetric gauge theory, when adding the contributions of all fields within any $\mathcal{N} = 1$ supermultiplet, the non-gauge invariant terms precisely cancel. We argue that this is strong evidence that in a supersymmetric gauge theory one can indeed introduce the infrared cutoff $\mu$ and still have a Lorentz, susy and gauge invariant Wilsonian effective action at any finite scale $\mu$. We use our results to explicitly give the one-loop Wilsonian couplings for all higher-derivative terms $\sim FD^{2n}F$ in the Wilsonian effective action for arbitrary supersymmetric gauge theories.

In the appendix, we discuss in more detail how to implement the infrared cutoff $\mu$ for arbitrary $L$-loop diagrams. To illustrate the procedure, we present a complete two-loop calculation in scalar $\varphi^4$ theory of the Wilsonian $\Gamma_\mu^{(2)}$. Although there are a few subtleties not present at one loop, in the end we will obtain a very explicit result.

2 The Wilsonian effective action

2.1 The 1PI effective action

To compute correlation functions in any quantum field theory it is most convenient to first obtain the effective action $\Gamma[\varphi]$ which is the generating functional of one-particle irreducible (1PI) diagrams (proper vertices). As is well-known, within perturbation theory one can then obtain all diagrams contributing to a given correlation function by summing all tree diagrams made up with the effective vertices (which are 1PI) and full propagators as given by $\Gamma$. In this sense, $\Gamma$ already contains all effects from loops, and actually also includes contributions beyond perturbation theory. In particular, the whole issue of renormalization must be settled when computing the effective action $\Gamma$. Also, all symmetries of the quantum theory are coded in $\Gamma$. In particular, if the regulated functional integral measure does preserve any linear symmetry of the classical action.
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(including possible gauge fixing terms), i.e. if these symmetries are non-anomalous, then $\Gamma$ also is invariant under these same symmetries. This is usually expressed by Ward or Slavnov-Taylor identities.

The issue of (non-abelian) gauge symmetries is more complicated since one has to add to the classical Lagrangian $L_{\text{cl}}$ a gauge fixing term $L_{\text{gf}}$ and a corresponding ghosts term $L_{\text{gh}}$ which of course break the gauge symmetry. The gauge symmetry then is replaced by the BRST symmetry of the complete Lagrangian $L$ which is the sum of the three terms. The BRST symmetry acts nonlinearly and hence the effective action has no reason to be BRST invariant, and much less gauge invariant. Instead, one can show that the effective action obeys the Zinn-Justin equation [5] or in more modern terms the Batalin-Vilkoviski (quantum) master equation [6], which severely constrains the possible counterterms to be BRST invariant.

An alternative approach consists in employing the so-called background field method which explicitly introduces a background gauge field and computes $\Gamma[A]$ from $\int L[A + A']$ by treating $A$ as a gauge field and $A'$ as transforming as a matter field in the adjoint representation. One can then introduce a gauge fixing for $A'$ such that the effective action $\Gamma[A]$ still is manifestly invariant under the gauge transformations of $A$. Technically, integrating over $A'$ necessitates the knowledge of the $A'$ propagators and vertices in the presence of the $A$ background fields. They can be expanded in powers of $A$ reproducing the usual diagrammatic expansion with internal $A'$-lines and external $A$-lines (without propagators). It clearly provides a method, at least in principle, to define a gauge invariant 1PI effective action $\Gamma[A]$.

In supersymmetric gauge theories one can use a somewhat modified version of the background field method directly in superspace. The necessary modification is due to the fact that the vector superfield $V$ which contains the gauge and gaugino fields transforms in a complicated way under the gauge symmetry and a linear split of the form $V + V'$ is not appropriate. This is a slight complication only and this superspace background field method is well-known [3] (see also [7]). It guarantees manifest gauge and susy invariance of the effective action. Note that for $N = 2$ extended supersymmetry the appropriate superspace is harmonic superspace and in this case there exists also a specific background field method which is even somewhat simpler [8]. In any case, we can define a susy and gauge-invariant 1PI effective action using these methods.

In general, the 1PI effective action $\Gamma[\varphi]$ is a complicated non-local functional of the fields $\varphi$. These non-localities are due to the momentum flow through the propagators in the loops. As long as no massless fields are present one can always expand these non-local terms in powers of (external) momenta over masses, resulting in a sum of local terms, although with arbitrarily many derivatives. If the theory contains massless fields the proper vertices exhibit singularities at zero momenta and such an expansion is not possible. One can trace the origin of these singularities as coming from the region of small loop momenta. To illustrate this, consider the one-loop contribution to $\Gamma$ in scalar $\varphi^4$-theory with mass $m$. At one-loop, the two-point function only gets
where (cf. the left part of Fig. 1)

\[
J^{(4)}(P^2) = \frac{1}{(4\pi)^2} \left( c + \int_0^1 dx \log[m^2 + x(1 - x)P^2] \right). \tag{2.2}
\]

Here \(s, t, u\) are the usual squares of sums of two external momenta \(s = -(p_1 + p_2)^2\), etc, \(x\) is a Feynman parameter and \(c\) is constant\(^3\) (in dimensional regularization e.g. with \(d = 4 - \epsilon\) one has \(c = -\frac{2}{\epsilon} + \gamma - \log 4\pi\)). The function \(J^{(4)}(P^2)\) exhibits the usual unitary cuts for \(-P^2 \geq 4m^2\). Nevertheless, in a massive theory, for \(|P^2| < 4m^2\) we can expand this in powers of \(P^2/m^2\). After Fourier transforming, the corresponding contribution to \(\Gamma\) then is an (infinite) sum of terms that are local, i.e. involving a single integral over space-time \(\int d^4x\) . . . , each one containing more and more derivatives. Of course, the effective action does not only contain 4-point vertices, but - a priori - all interactions that are consistent with the symmetries. For example, there is a six-point vertex function \(\Gamma^{(6)}\) which gets contributions from a one-loop triangle diagram

\[
\Gamma_{1-loop}^{(6)}(p_i) \sim \sum_{\text{permutations}} \int_0^1 dx \int_0^{1-x} dy \left[ m^2 + x(1 - x)P_i^2 + y(1 - y)P_j^2 + 2xyP_i \cdot P_j \right]^{-1}, \tag{2.3}
\]

where each \(P_i\) is the sum of the two external momenta flowing into the triangle diagram at the \(i\)th vertex. Again, one can expand in \(P_i \cdot P_j/m^2\) for small enough \(P_i\) obtaining a sum of local contributions to \(\Gamma\). Obviously, this is no longer true if \(m = 0\): typically in a theory containing massless fields, the \(\Gamma^{(n)}(p_i)\) have branch cut singularities starting at zero momenta.

### 2.2 Defining the Wilsonian effective action

Since the singularities of \(\Gamma[\varphi]\) in the presence of massless fields are due to the regions of small loop momenta, one way of avoiding them is to impose an IR cutoff in loop diagrams. This is exactly what one does when computing the Wilsonian effective action \(\Gamma_\mu[\varphi]\). It is computed just like \(\Gamma\) but with the restriction that all loop momenta are only integrated down to some (large) “IR-cutoff” \(\mu\). This implies that, even for \(m = 0\), the Wilsonian effective action is local in the

\(^2\)Our conventions are as follows: Our signature is \((- , + , + , + )\). We let \(\varphi(x) = \int \frac{d^d q}{(2\pi)^d} e^{-iqx} \tilde{\varphi}(q)\) and then \(\Gamma = \sum_n \frac{1}{n!} \int \frac{d^d p_1}{(2\pi)^d} \cdots \int \frac{d^d p_n}{(2\pi)^d} \delta^{(4)}(\sum p_i) \Gamma^{(n)}(p_i) \varphi(p_1) \cdots \varphi(p_n)\). In particular, we have \(\Gamma^{(2)}_{\text{tree}}(p) = -(p^2 + m^2)\) and \(\Gamma^{(4)}_{\text{tree}}(p) = -g\).

\(^3\)We consider the \(J^{(4)}\) to be the one-loop expressions to which one still must add the contributions from the counterterms to make them finite. Also note that in dimensional regularization the coupling constant is not dimensionless and one usually writes it as \(m^\prime g\) or \(\mu_0^\prime g\) with some scale \(\mu_0\), so that the argument of the logarithm in (2.2) becomes dimensionless. However, for the purpose of comparing with the corresponding Wilsonian expression below (which involves an adjustable scale \(\mu\)) it is preferable not to do so.
following sense: As long as all external momenta are well below the scale $\mu$ one can safely expand $\Gamma[\varphi]$ in powers of momenta divided by $\mu$ obtaining an effective action that is an (infinite) sum of local terms. This is a most important difference with the 1PI effective action and one of the main reasons certain statements can be made about the Wilsonian action and not about the 1PI action. Note that the whole issue of UV-divergences and renormalization has to be dealt with when computing the Wilsonian effective action - just as for the 1PI action.

More generally, one may want to “integrate out” all high energy or high momentum modes. In particular in situations with a hierarchy of masses where heavy particles have masses $M_i \gg \mu$ and light particles have masses $m_a \ll \mu$, one could as well completely integrate out the heavy fields and apply the IR cutoff $\mu$ only to loops with light fields. In practice though, this can be cumbersome as a loop could involve both light and heavy particles, and we will stick to the prescription that $\mu$ is an IR cutoff for all loops. For loops involving heavy particles the difference between both prescriptions clearly is suppressed by a factor $\mu^2/M^2$, as one can also check on our explicit examples below.

Figure 1: Two $O(g^2)$ contributions to a four-point function for scalars with a quartic interaction when using the Wilsonian effective action $\Gamma$. The loop diagram on the left involves two $O(g)$ vertices and is to be computed with a UV cutoff $\mu$, while the tree diagram on the right involves the $O(g^2)$ vertex of $\Gamma$.

The Wilsonian $\Gamma$ is to be used as an effective action to compute correlation functions. Since $\Gamma[\varphi]$ only takes into account loop momenta above $\mu$, one must now add tree diagrams and loop diagrams using the vertices and propagators from $\Gamma[\varphi]$ and integrate the loop momenta from 0 to $\mu$ which then serves as the UV-cutoff, see Fig. 1. This reconstitutes the full integration range for the loop momenta. It is this additional integration over the “low momenta” that reproduces the IR singularities of the 1PI action $\Gamma$. In this two-step procedure - first compute $\Gamma$ and then use it to compute correlation functions - $\mu$ is only an arbitrary intermediate scale (it is a priori not the scale at which renomalization conditions are imposed), which should not affect the final answer for the correlation functions and drop out.

This cancellation of the $\mu$ dependence in the correlation functions is an important point. It is obviously true if one is only concerned with the one-loop approximation where there is a single loop momentum to be integrated, provided one uses the same implementation for the UV-cutoff

---

4A recent review of effective actions obtained by integrating out heavy fields is e.g. [9].

5For this reason, the authors of ref. [10] refer to the 1PI action $\Gamma$ as a c-number expression and to the Wilsonian effective action $\Gamma$ as an operator expression.
as one used for the IR cutoff when computing $\Gamma_\mu$. However, for multi-loop diagrams with two (or more) loops sharing a common momentum, this can become quite tricky. (The problem is somewhat similar to the usual difficulty associated with overlapping UV divergences.) At any rate, in order for the $\mu$ dependence to cancel one must have a precise universal prescription of how to implement the IR cutoff $\mu$ when computing $\Gamma_\mu[\phi]$ and then use the same prescription for the UV cutoff $\mu$ when using $\Gamma_\mu[\phi]$ as the action to compute correlators. Before turning to this issue, let us mention, however, that one can turn this argument around and define the Wilsonian effective action as containing all possible local interactions with $\mu$-dependent coupling constants $g_n(\mu)$ (and field normalization factors) such that

- when computing correlation functions with a UV-cutoff $\mu$ all $\mu$-dependence drops out,
- when $\mu$ equals the UV-cutoff $\Lambda_0$ (in which case there are no loop integrals left) the couplings $g_n(\mu)$ equal the bare coupling constants of the classical action (typically with only finitely many being non-zero).

Defining $\Gamma_\mu$ this way one does not really have to worry about complicated overlapping loops: they are still troublesome to evaluate in practice, but we don’t have to worry about them in principle. Also, this way of defining $\Gamma_\mu$ obviously is not restricted to perturbation theory or a diagrammatic expansion. It is the basis for the so-called exact renormalization group (ERG) [1], where the $\mu$-independence of the correlators is the content of the flow equations. Of course, in many theories and in particular in gauge theories, we do not want to use an explicit UV cutoff $\Lambda_0$, and then it is not so clear how to implement the second requirement. Also, this way of defining $\Gamma_\mu$ is somewhat less intuitive. For these reasons, we will not define $\Gamma_\mu$ this way, but instead keep with the first definition of explicitly integrating out all loop momenta above $\mu$.

### 2.3 Explicit realization of the infrared cutoff

Let us now turn to the question of giving a precise explicit prescription how to implement the infrared cutoff $\mu$ on the loop momenta. A basic criterion is that it should not break Lorentz invariance. It also must be independent of the way we label the loop momenta, i.e. it should be insensitive to shifts of the loop momenta. Of course, it should also, as much as possible, preserve all other symmetries of the classical action.

First note that the problem is more complicated than the usual one of UV-regulating divergent diagrams. Indeed, many Lorentz-invariant ways are known to UV regulate diagrams with an explicit cutoff $\Lambda$ (e.g. by working with modified propagators). One does not have to be too specific since, in the end, one takes $\Lambda \to \infty$. Concerning the IR cutoff $\mu$, however, we want to

---

6There exist gauge invariant UV “cutoffs” based on covariant higher derivative terms $\sim \left( \frac{D^2}{\Lambda^2} \right)^n$ added to the action [11]. We will discuss them further in section 2.6 below.
keep \( \mu \) finite and make sure that one can implement the same prescription for the UV cutoff \( \mu \) when using the action \( \Gamma_\mu \) to compute correlators so that one reconstitutes the full momentum integrations (see Fig. 1) and the \( \mu \) dependence really cancels. The required cancellation of the \( \mu \) dependence excludes simple modifications of the propagators (like adding a mass term \( \mu^2 \)) to implement the IR cutoff.\(^7\) We will now discuss two different ways how to separate the low and high momentum modes. They will provide explicit IR, resp. UV cutoffs which are manifestly Lorentz (and also susy) invariant.

One explicit way to separate high and low momentum modes (see e.g. ref.[13]) is to separate the Fourier expansion of each field \( \varphi \) (bosonic or fermionic) into two parts \( \varphi_+(p) + \varphi_-(p) \) with \( \varphi_-(p) \) vanishing for \( p_E^2 > \mu^2 \) and \( \varphi_+(p) \) vanishing for \( p_E^2 \leq \mu^2 \), \( p_E \) being the Euclidean momentum. Since the free action is diagonal in momenta the propagators do not mix \( \varphi_- \) and \( \varphi_+ \). This splitting obviously is Lorentz invariant and also respects the global linear symmetries like e.g. supersymmetry: the off-shell algebra for global supersymmetry is linear in the fields and their derivatives and does not involve any explicit functions of space-time. Hence it commutes with the action of the projectors on low or high momentum modes, and the decomposition is susy invariant. Clearly, the same applies to any other global linear symmetry. One may then explicitly do the functional integral over the high momentum modes \( \varphi_+ \):

\[
e^{i\Gamma_\mu[\varphi_-]} = \int [D\varphi_+] e^{iS[\varphi_- , \varphi_+]} .
\] (2.4)

This can be evaluated, at least in principle, order by order in an expansion in \( \varphi_+ \)-loops. Indeed, the \( \varphi_- \) play the role of external sources and only \( \varphi_+ \) propagators ever appear in the expansion. Note that the expansion can also contain tree diagrams with \( \varphi_+ \) propagators, see Fig. 2. Obviously, such tree diagrams arise if several low momenta of the external \( \varphi_- \) meeting at a vertex add up to produce a high momentum of a \( \varphi_+ \).

Obviously, for gauge theories, this separation into low and high momentum modes does not respect the gauge symmetry which is a local symmetry and hence non-diagonal in momentum: any (non-constant) gauge transformation like \( \delta \phi(x) = i[\epsilon(x), \phi(x)] \) will mix \( \phi_+ \) and \( \phi_- \). Also, for practical calculations, this separation of modes quickly becomes very cumbersome.

Let us now describe an alternative method that (although not respecting gauge symmetry either) is more convenient for practical computations. It does not involve as sharp a momentum separation for each field as the method above, but instead separates loop momenta into two regions: larger and smaller than \( \mu \). Since one can always shift the loop-momenta one needs to give a specific prescription to avoid any ambiguities. To simplify the discussion, here we will only give the prescription for one-loop integrals. The generalization to any \( L \)-loop integral is

\(^7\)Note however, that for the purpose of studying the renormalization group flow one is essentially only concerned with infinitesimal changes of the IR cutoff to establish the flow equations. This allows for more flexibility in the choice of IR cutoff, like adding a term \( \sim \int d^4q \, \bar{\varphi}(q) R_\mu(q) \varphi(-q) \) to the classical action [12] with e.g. \( R_\mu(q) = q^2(e^q/\mu^2 - 1)^{-1} \) that modifies the propagators by a momentum dependent term giving effectively a mass to the low momentum modes \( q^2 \lesssim \mu^2 \) and not modifying the high momentum modes \( q^2 \gg \mu^2 \).
Figure 2: Shown are a few contributions to $\Gamma_\mu[\varphi_-]$ generated when integrating out $\varphi_+$ in a theory with quartic interactions. The solid lines represent $\varphi_+$ propagators, while the dashed ones represent external $\varphi_-$. Relatively straightforward and will be given in the appendix, where we also do an explicit two-loop computation to illustrate this prescription.

One proceeds in the following way: First evaluate all tensor and gamma matrix algebra and introduce Feynman parameters $x_a$, $a = 1, \ldots, r$. Then any one-loop diagram depending on $n$ external momenta $p_s$ and having $r$ propagators takes the form

$$I(p_s) = (r - 1)! \left( \prod_{a=1}^{r} \int_{0}^{1} dx_a \right) \delta \left( \sum_{a=1}^{r} x_a - 1 \right) \int \frac{d^4k}{(2\pi)^4} \mathcal{I},$$

where the integrand is

$$\mathcal{I} = Q(k, p_s) \left[ k^2 + 2k \cdot p_s + C(x_a, p_s, m_a) \right]^{-r}. \quad (2.6)$$

Here $Q$ is some polynomial in the momenta resulting from doing all the relevant spinor and tensor algebra, and it transforms in the appropriate representation of the Lorentz group. The bracket $[\ldots]$ is a Lorentz scalar provided we also transform the loop momentum $k$.

Then to regulate any UV divergences we use dimensional regularization. Actually we have two options: Usually, in dimensional regularization, one starts with fully $d$-dimensional Feynman rules and then the polynomial $Q(k, p_s)$ results from doing the tensor and $\gamma$-matrix algebra in $d$ dimensions. Alternatively, as is standard in supersymmetric theories, one can first do all tensor and $\gamma$-matrix algebra in four dimensions and only then do the dimensional regularization of the integrals. This latter procedure is known as dimensional reduction [14]. For the purpose of implementing the IR cutoff $\mu$ one can use either version, as long as one does so coherently throughout.

The loop integral then is convergent and we can shift the loop momentum from $k$ to $k' = k + \mathcal{P}(x_a, p_s)$. This allows us to put the one-loop integral into the following standard form:

$$\int \frac{d^4k}{(2\pi)^d} \mathcal{I} = \int \frac{d^4k'}{(2\pi)^d} Q(k' - \mathcal{P}, p_s) \left[ k'^2 - \mathcal{P}^2 \right]^{-r}. \quad (2.7)$$

It is on this standard form, after the usual Wick rotation, that we impose the IR cutoff:

$$\left[ \int \frac{d^4k}{(2\pi)^d} \mathcal{I} \right]_{\text{IR-cutoff}} = i \int_{k_E \geq \mu^2} \frac{d^4k_E}{(2\pi)^d} Q(k_E - \mathcal{P}_E, p_s) \left[ k_E^2 - \mathcal{P}_E^2 \right]^{-r}. \quad (2.8)$$
Note that the cutoff is applied on \( k_E \) which is the Euclidean version of the shifted loop momentum \( k' = k + P(x_a, p_s) \). The shift, and hence the actual cutoff, depend on the Feynman parameters \( x_a \) and the external \( p_s \), but there is no arbitrariness and after integrating the \( x_a \) we get a “standard” result, i.e. independent of the arbitrariness in assigning momenta to the internal lines.\(^8\)

It should be perfectly clear that one can use exactly the same prescription to impose a UV cutoff \( \Lambda \) on this standard form of any one-loop integral. Thus when using \( \Gamma_\mu \) to compute a UV cutoff integral over the Feynman parameter. One may nevertheless check explicitly that this exactly reduces to the IR cutoff case discussed when computing the 1PI effective action \( \Gamma_\mu \).

For later reference, let us note that the relevant one-loop integrals with the IR cutoff \( \mu \),

\[
I_N(R) = i \int_{k_E^2 \geq \mu^2} \frac{d^d k_E}{(2\pi)^d} \frac{1}{(k_E^2 + R)^N}, \quad I_N^{\lambda,\rho}(R) = i \int_{k_E^2 \geq \mu^2} \frac{d^d k_E}{(2\pi)^d} \frac{k_E^\lambda \cdots k_E^\rho}{(k_E^2 + R)^N}, \quad (2.9)
\]

are given by (see appendix A.1)

\[
I_1(R) = \frac{i}{(4\pi)^{d/2} \Gamma(d/2)} \left( -R - \frac{2}{\epsilon} R - \mu^2 + R \log(\mu^2 + R) + \mathcal{O}(\epsilon) \right),
\]

\[
I_2(R) = \frac{i}{(4\pi)^{d/2} \Gamma(d/2)} \left( \frac{2}{\epsilon} R - \frac{R}{\mu^2 + R} - \log(\mu^2 + R) + \mathcal{O}(\epsilon) \right),
\]

\[
I_N(R) = \frac{i}{(4\pi)^{d/2} \Gamma(d/2)} \left( \frac{1}{N-2} \left( \frac{1}{\mu^2 + R} - \frac{R}{N-1} \right) + \mathcal{O}(\epsilon) \right), \quad N \geq 3, \quad (2.10)
\]

where \( \epsilon = 4 - d \) and \( \frac{1}{(4\pi)^{d/2} \Gamma(d/2)} = \frac{1}{(4\pi)^d} \left[ 1 + \frac{1-\gamma+\log 4\pi}{2} + \mathcal{O}(\epsilon^2) \right] \), as well as

\[
I_N^{\lambda,\rho}(R) = \frac{1}{d} \delta^{\lambda,\rho} \left( I_{N-1}(R) - RI_N(R) \right),
\]

\[
I_N^{\lambda,\rho,\sigma}(R) = \frac{1}{d(d+2)} \left( \delta^{\nu,\lambda} \delta^{\rho,\sigma} + \delta^{\nu,\rho} \delta^{\lambda,\sigma} + \delta^{\nu,\sigma} \delta^{\lambda,\rho} \right) \left( I_{N-2}(R) - 2RI_{N-1}(R) + R^2I_N(R) \right). \quad (2.11)
\]

Of course, as already noted, the whole issue of UV-divergences and renormalization has to be addressed when computing the Wilsonian effective action \( \Gamma_\mu \) just in the same way it had to be discussed when computing the 1PI effective action \( \Gamma \).

\(^8\)There is another point one might worry about: when summing different diagrams that contribute to a given \( \Gamma_\mu^{(n)} \) one might want to simplify expressions by combining terms involving different numbers of propagators before doing the loop-integral. Typically this occurs in theories that have at the same time cubic and quartic vertices like non-abelian gauge theories (see e.g. eq. (3.3)). For example, one might want to rewrite \( \frac{1}{k^2 + m^2} \) as \( \frac{1}{(q-k)^2 + m^2} \). Applying our prescription for IR regularization to the integral of the second expression yields a complicated-looking integral over the Feynman parameter. One may nevertheless check explicitly that this exactly reduces to the IR regularized integral of the first expression. It is not completely clear to us whether such rewritings always yield the same result for the IR cutoff integrals in the end. To remove any ambiguity, the rule for a given diagram with \( r \) propagators is to apply the IR cutoff directly on the corresponding expression with the denominator \( [k^2 + ...]^r \).
2.4 Examples

2.4.1 Scalar $\varphi^4$ theory in 4 dimensions

As an explicit example, we apply this procedure to the one-loop diagram on the left of Fig. 1. Here we have two propagators, so that we just have a single Feynman parameter $x$. Furthermore $Q(k, P) = 1$, $P(x, P) = -xP$ and $C(x, P, m) = xP^2 + m^2$. Then $R \equiv C - P^2 = m^2 + x(1 - x)P^2$.

We are left with

$$J_\mu^{(4)}(P^2) = i \left[ \int_0^1 dx \left( \int \frac{d^4k_E}{(2\pi)^d} \right) \left. I \right|_{\text{IR-cutoff } \mu} \right] = i \int_0^1 dx \left( I_2(m^2 + x(1 - x)P^2) \right). \quad (2.12)$$

Inserting (2.10) and $d = 4 - \epsilon$ yields

$$J_\mu^{(4)}(P^2) = \frac{1}{(4\pi)^2} \left\{ c + \int_0^1 dx \left[ \log(\mu^2 + m^2 + x(1 - x)P^2) - \frac{\mu^2}{\mu^2 + m^2 + x(1 - x)P^2} \right] + O(\epsilon) \right\}, \quad (2.13)$$

where $c = -\frac{2}{\epsilon} + \gamma - \log 4\pi$. Note that in the $\mu \to 0$ limit, $J_\mu^{(4)}(P^2)$ reproduces the standard one-loop contribution $J^{(4)}(P^2)$ to the 1PI four-point vertex, cf. (2.2), as it obviously should. To remove the $\frac{2}{\epsilon}$ pole and make $\Gamma_\mu^{(4)}$ finite at this order one has to add the ($\mu$-independent) counterterm $\int d^4x \left( \frac{1}{4!} \frac{3g^2}{2(4\pi)^2} \left( \frac{2}{\epsilon} + c_0 \right) \varphi^4 \right)$, where the value of the finite constant $c_0$ depends on the renormalization condition. Then, up to order $g^2$ we have

$$\Gamma_{\mu, \text{tree}}(p_i) + \Gamma_{\mu, 1-\text{loop}}(p_i) = -g - \frac{g^2}{2} \left[ J_\mu^{(4)}((p_1 + p_2)^2) + J_\mu^{(4)}((p_1 + p_3)^2) + J_\mu^{(4)}((p_2 + p_3)^2) \right], \quad (2.14)$$

where $J_\mu^{(4)}$ is still given by (2.13) but now with $c = c_0 + \gamma - \log 4\pi$. This example clearly shows several of the general features discussed above:

- In a massless theory $\mu$ is not just a fictitious mass: $J_\mu^{(4)}$ for $m = 0$ is not the same as $J^{(4)}$ with $m$ simply replaced by $\mu$.

- It is obvious from (2.13) that the corresponding contribution to the Wilsonian effective action is indeed local, even for $m = 0$. Explicitly, for $m = 0$, one has $J_\mu^{(4)}(P^2)|_{m=0} = \frac{1}{(4\pi)^2} \left\{ c + \log \mu^2 + j^{(4)} \left( \frac{\mu^2}{\mu^2} \right) \right\}$ with

$$j^{(4)}(z) = -2 + \frac{2 + z}{\sqrt{z(4 + z)}} \log \left( \frac{1 + \sqrt{4 + z}}{1 - \sqrt{4 + z}} \right) = -1 + \frac{z}{3} - \frac{z^2}{20} + O(z^3), \quad (2.15)$$

which is free of singularities as long as $|z| < 4$.

- As discussed below eq. (2.8), when computing correlation functions from the propagators and vertices given by the Wilsonian action $\Gamma_\mu$ (cf (2.14)) one has to implement the ultraviolet cutoff $\mu$ using exactly the same prescription. For the example of the 4-point vertex function at order $g^2$ one has to add the two contributions shown in Fig. 1 (for each of the
\(s, t\) and \(u\)-“channels”). The tree-level contribution corresponding to the vertex \(\sim g^2\) from \(\Gamma_{\mu,1}\)-loop (right part of Fig. 1) is just \(-\frac{g^2}{2}J_\mu^{(4)}(P^2)\), while the contribution corresponding to the left part of Fig. 1 is the loop-diagram, now with a UV cutoff \(\mu\), involving two vertices \((-g)\) from \(\Gamma_{\mu,\text{tree}}\). Hence, the latter contribution is finite and can be computed directly in \(d = 4\) giving \(-\frac{1}{2}(-g)^2\) times

\[
i \int_0^1 dx \int_{k^2_x < \mu^2} \frac{d^d k_E}{(2\pi)^4} \frac{1}{[k_E^2 + m^2 + x(1-x)P^2]^2} = \frac{1}{(4\pi)^2} \int_0^1 dx \left[ \log \frac{m^2 + x(1-x)P^2}{\mu^2 + m^2 + x(1-x)P^2} + \frac{\mu^2}{\mu^2 + m^2 + x(1-x)P^2} \right]. \tag{2.16}
\]

This contribution (2.16) and \(J_\mu^{(4)}(P^2)\) as given in (2.13) precisely add up to produce the order \(g^2\) contribution \(J_\mu^{(4)}(P^2)\) to the 1PI four-point vertex given in (2.2), as promised.

Let us also note that, up to one loop, \(\Gamma_\mu^{(2)}\) is given by

\[
\Gamma_{\mu,\text{tree}}^{(2)} + \Gamma_{\mu,1}\text{-loop} = -(p^2 + m^2) + \frac{g}{2(4\pi)^2} \left( \mu^2 + c_2 m^2 - m^2 \log(\mu^2 + m^2) \right), \tag{2.17}
\]

where the value of the finite constant \(c_2\) depends on the renormalization conditions. In minimal subtraction e.g. \(c_2 = 1 - \gamma + \log 4\pi\). Note that, even for \(m = 0\), there is a non-vanishing \(\Gamma_{\mu,1}\text{-loop} = \frac{g}{2(4\pi)^2} \mu^2\). One can now compute the 1PI \(\Gamma_\mu^{(2)}\) up to order \(g\), starting from the Wilsonian action \(\Gamma_\mu = \Gamma_\mu^{(2)}|_g + \Gamma_\mu^{(2)}|_g + \Gamma_\mu^{(4)}|_g + \ldots\). It receives two contributions, a tree-level contribution with the 2-point vertex as given in (2.17) and a one-loop contribution with UV cutoff \(\mu\), involving the 4-point vertex \(\Gamma_\mu^{(4)}|_g = -g\). The latter gives

\[
-\frac{g}{2} \int_{k^2_x < \mu^2} \frac{d^d k_E}{(2\pi)^4} \frac{1}{k_E^2 + m^2} = -\frac{g}{2(4\pi)^2} \left( \mu^2 - m^2 \log \frac{\mu^2 + m^2}{m^2} \right). \tag{2.18}
\]

When added to the former, the \(\mu\)-dependence disappears and one reproduces the one-particle irreducible \(\Gamma^{(2)} = -(p^2 + m^2) + \frac{g}{2(4\pi)^2} m^2 (c_2 - \log m^2) + \mathcal{O}(g^2)\).

In the appendix we compute the two-loop contributions to \(\Gamma_\mu^{(2)}\). This will turn out to be quite a non-trivial example.

### 2.4.2 Chiral fermions in 2 dimensions

It is instructive to look at another example: consider a massless chiral fermion coupled to a \(U(1)\) gauge field in \emph{two} dimensions. At one loop, its contribution to the vacuum-polarization \(\Gamma^{(2)}\) of the gauge field is given by the (anomalous) current two-point function \(\langle j_+(p)j_+(−p)\rangle\). Its computation is straightforward and parallels e.g. the nice discussion of the two-point function of the energy-momentum tensor \(T_{++}\) in ref. [15]. Here we want to implement the IR-cutoff \(\mu\) on the momentum integral in the same way as we did above. The relevant momentum integral then is

\[
\int_{\mu^2} \frac{d^d k}{(2\pi)^d} \frac{k_+}{k^2} \frac{p_+ + k_+}{(p + k)^2} = i \int_0^1 dx \int_{k^2_x \geq \mu^2} \frac{d^d k_E}{(2\pi)^d} \frac{k_+^+ k_E^+ - x(1-x)p^2}{[k_E^2 + x(1-x)p^2]^2}, \tag{2.19}
\]
where \( p_\pm = p_1 \pm p_0 \) (so that \( p^2 = p_+ p_- \)) and \( k^+_E = i k_{E,0} + k_{E,1} \). The integral of \( k_E^+ k_E^- \) vanishes by symmetry and the remaining integral is convergent for \( d = 2 \). One gets

\[
\Gamma^{(2)}_\mu \sim \langle j_+(p) j_+(-p) \rangle_\mu = \hat{c} \frac{p_+}{p_-} J \left( \frac{\mu^2}{p^2} \right),
\]

where

\[
J(\xi) = \int_0^1 dx \frac{x(1-x)}{\xi + x(1-x)}.
\]

Setting \( \mu = 0 \) gives back the corresponding part of the 1PI effective action. Since \( J(0) = 1 \) this is

\[
\Gamma^{(2)} \sim \langle j_+(p) j_+(-p) \rangle_{\mu=0} = \hat{c} \frac{p_+}{p_-}.
\]

This clearly shows the non-local character of the corresponding contribution to the 1PI action \( \Gamma \) and also exhibits the usual anomaly \( p_- \langle j_+(p) j_+(-p) \rangle = \hat{c} p_+ \neq 0 \) (which in turn, as always, is local). For non-vanishing \( \xi \), the integral \( J(\xi) \) is elementary (and similar to \( j^{(4)}(\frac{1}{\xi}) \) given above) and can be easily evaluated in the different regions \( \xi < -1/4 \), \( -1/4 < \xi < 0 \) and \( \xi > 0 \). However, it is immediately obvious that for large \( |\xi| \) it has a series expansion \( J(\xi) \sim \frac{1}{\xi} + O(\frac{1}{\xi^2}) \). Thus for \( \mu^2 \gg p^2 \equiv p_+ p_- \) we get \( \langle j_+(p) j_+(-p) \rangle_\mu \sim \hat{c} \frac{p_+}{p_-} \frac{p^2}{6\mu^2} \left( 1 + O(\frac{\mu^2}{p^2}) \right) = \hat{c} \frac{p^2}{6\mu^2} \left( 1 + O(\frac{\mu^2}{p^2}) \right) \) which clearly is local. It is also obvious that, as a function of the real variable \( \xi \), \( J(\xi) \) is everywhere decreasing since \( J'(\xi) < 0 \), and hence (since \( J(-\infty) = J(\infty) = 0 \)) it must be singular somewhere. Indeed, \( J(\xi) \) is singular at \( \xi = -\frac{1}{4} \): the expansion in inverse powers of \( \mu^2 \) ceases to converge at \( \mu^2 = -p^2/4 \) and one could say that it is at this point where \( \Gamma^{(2)}_\mu \) undergoes the transition from an infinite sum of local terms to a non-local expression.

### 2.5 Symmetries of the Wilsonian action and (non)renomalization

As we have discussed at length, to compute \( \Gamma_\mu[\varphi] \) we need to impose a UV regularization and to specify the IR cutoff \( \mu \). Just as for the 1PI effective action, any linear classical symmetry will be a symmetry also of the Wilsonian effective action if both, UV regularization and IR cutoff, preserve these symmetries. In particular, we have displayed cutoffs that preserve Lorentz invariance and, if present, supersymmetry. Consider first a non-gauge theory. The question of gauge invariance will be discussed below. The Wilsonian effective action can be expanded in a series of terms with increasing numbers of derivatives, each of them being local and invariant under the non-anomalous symmetries. The \( \mu \)-dependent coefficients of these terms are the Wilsonian coupling constants \( g_n(\mu) \). Accordingly, the Wilsonian \( \beta \)-functions are defined as

\[
\beta_n(g_n(\mu)) = \mu \frac{d}{d\mu} g_n(\mu).
\]

If one can show, using the symmetries of \( \Gamma_\mu \), that certain couplings \( g_n(\mu) \) actually do not depend on \( \mu \) at all, then these couplings equal their bare values. This means that the corresponding
proper vertices do not receive any contributions from loop diagrams (with infrared cutoff $\mu$) or even non-perturbatively, i.e. they are not renormalized. This is typically the argument used in supersymmetric theories in [4] for the proof of the non-renormalization theorem for the $F$-terms.

It is very important to realize that the Wilsonian couplings $g_n(\mu)$ are different from the corresponding effective couplings $g_n(0)$ in the 1PI action and that the corresponding $\beta$-functions\(^9\) also are not the same. In theories involving massless fields, going from the Wilsonian couplings to the 1PI couplings one typically has to include terms that potentially receive infrared divergent contributions. These questions have been extensively discussed in ref. [10].

2.6 Gauge invariance of the Wilsonian effective action

2.6.1 Slavnov-Taylor identities

Obviously, if we are dealing with a gauge theory and if the gauge symmetry is not anomalous, the 1PI effective action must reflect the gauge invariance. As already discussed above, this is encoded in the Zinn-Justin equations which are a reflection of the BRST invariance of the gauge-fixed action. We also noted that if one uses a background field gauge the 1PI effective action really is gauge invariant.

The gauge invariance of the Wilsonian effective action turns out to be a more complicated question. The basic point is that the introduction of the infrared scale $\mu$ a priori breaks gauge, resp. BRST invariance. For example, it is well-known from the one-loop computations of the vacuum polarization in gauge theories that the introduction of an explicit momentum UV-cutoff generates quadratic divergences that lead to non-gauge invariant mass terms for the gauge fields. Clearly the same happens with an explicit infrared momentum cutoff $\mu$. Alternatively, consider a BRST transformation like $s \psi \sim \eta \psi$. It is non-linear and hence is not diagonal in the momenta and the explicit introduction of the cutoff $\mu$ is not manifestly BRST invariant. Thus one cannot automatically conclude that the Wilsonian effective action satisfies the Zinn-Justin equation, or equivalently that the appropriate Slavnov-Taylor identities are satisfied.

The question of gauge invariance was much studied in the framework of the exact renormalization group (ERG) [1] using the flow equations. As already mentioned, in this context one computes with a UV cutoff $\Lambda$ and deals with effective actions that have $\Lambda$-dependent interactions. The basic point then is how to guarantee that the physical correlation functions obey the Ward identities and that the S-matrix is unitary. Probably the first gauge invariant UV regularization scheme involving an explicit scale $\Lambda$ was constructed\(^\text{10}\) by Warr [11] by adding ingeniously arranged higher covariant derivative terms $\sim \left( \frac{D^2}{\Lambda^2} \right)^n$ to the action. This allowed him to obtain regularized Ward identities for the regularized correlation functions which reduce to the standard Ward identities for the (finite) correlation functions in the limit $\Lambda \to \infty$, thereby guaranteeing unitarity of the

---

\(\text{9}\)Recall that the 1PI couplings $g_n(0)$ instead depend on the scale $\lambda$ used to define the renormalisation conditions and their $\beta$-functions are defined as $\beta_n = \lambda \frac{d}{d\lambda} g_n(0)$.

\(\text{10}\)I am grateful to Bruce Campbell for bringing this reference to my attention.
S-matrix. Although very interesting, this scheme is designed to study only physics at scales well below \( \Lambda \) where one effectively can consider the \( \Lambda \to \infty \) limit. A somewhat different treatment was given by Bechi [16] who used a UV cutoff that breaks the gauge symmetry but showed that one can add appropriately fine-tuned non-invariant (\( \Lambda \)-dependent) counterterms to the effective action in order to recover the Ward identities. A more modern treatment following the same idea can be found in [17]. These questions were also studied in detail in [18, 19] where it was shown that by exploiting the freedom in the choice of appropriate renormalization conditions, the Ward identities are recovered at the end of the renormalization group flow. Said differently, the Ward identities receive \( \Lambda \)-dependent corrections which flow to zero. Similarly, ref. [20] showed that the effective action with IR cutoff \( \mu \) obtained from the flow equations satisfies modified Slavnov-Taylor identities that reduce to the ordinary Slavnov-Taylor identities in the limit \( \mu \to 0 \). Interesting as they are, these approaches only guarantee gauge invariance at the end point of the RG flow while we really would like to argue for gauge invariance at any finite scale \( \mu \). A variant involves the introduction of extra gauge fields, somewhat similar to background gauge fields ensuring invariance at any \( \mu \) under combined gauge transformations of both sets of gauge fields (see e.g. [21]). This however results in further flow equations with respect to the additional gauge fields and somewhat obscures the physical interpretation. Nice discussions of the different issues connected with the gauge invariance within the ERG flow can also be found in refs. [2, 22]. The ERG flow equations have also been applied to supersymmetric gauge theories using superspace techniques in refs. [23] and [24] where again modified Ward identities are obtained and shown to flow to the standard ones in the end. More recently, refs. [25] have formulated ERG flow equations for gauge theories in a manifestly gauge invariant way by realizing the cutoff \( \Lambda \) via a spontaneously broken larger gauge invariance. Finally, we should mention that it is also possible to introduce explicit momentum cutoffs by using a lattice formulation even for chiral gauge theories without breaking gauge invariance [26] but, of course, the lattice breaks explicit Lorentz invariance. Also, in thermal gauge theories, the flow for the thermal fluctuations can be formulated in a gauge invariant way [27].

As explained above, in this note we do not use the flow equations of the ERG and instead define the Wilsonian effective action \( \Gamma_{\mu} \), starting from ordinary microscopic Yang Mills theory, by explicitly integrating out all the modes above the scale \( \mu \). We want to see whether in some cases this could still lead to a gauge invariant \( \Gamma_{\mu} \) for any finite \( \mu \).

### 2.6.2 Background field gauge

Again, in order to be able to argue for gauge invariance of \( \Gamma_{\mu} \), it is more convenient to work in background field gauge. This is the procedure adopted throughout refs. [10] for their study of supersymmetric gauge theories. As far as the UV regularization is concerned, these references use a combination of Pauli-Villars for the chiral multiplets and higher-derivative regularization for the vector multiplets. They do not, however, explicitly specify the way they implement the
IR-cutoff \( \mu \). Note also that the above-mentioned gauge invariant regularization by Warr has been extended to background field gauge in ref. [28], and that a gauge-invariant UV regularization for supersymmetric chiral gauge theories using background field method was proposed in ref. [29]. Here, we will use the explicit IR-cutoff \( \mu \) introduced above which has the advantage of having a clear and intuitive interpretation, and which can take any finite value: \( \Gamma_\mu \) has a well-defined meaning whether the external momenta satisfy \( p^2 \lesssim \mu^2 \) or not. As already mentioned, this IR cutoff explicitly breaks gauge invariance by generating e.g. mass terms \( \sim \mu^2 \) for the gauge fields. In the next section, we will proceed to an explicit one-loop computation of several terms in the Wilsonian effective action \( \Gamma_\mu \) for general gauge theories. We will see that not only these mass terms are indeed present, but actually there are (infinitely) many other non-gauge invariant terms in the effective action for a generic gauge theory.\(^{11}\) We will give a complete one-loop computation of these terms that are bilinear in the gauge fields and involve arbitrarily many derivatives. However, we will also show that in a supersymmetric theory all these non-gauge-invariant terms in \( \Gamma_\mu \) cancel within each supermultiplet. We take this as strong evidence that the same cancellation of the non-gauge invariant terms due to supersymmetry occurs for the full Wilsonian effective action which then is indeed Lorentz, susy and gauge-invariant for all \( \mu \), and can be expanded, as long as \( p^2 \lesssim \mu^2 \), as an (infinite) sum of local terms.

### 2.6.3 Anomalies

One more point we should discuss here concerns possible anomalies. In general we will be interested in theories that contain chiral fermions, potentially leading to gauge or global anomalies. A simple explicit example was discussed in section 2.4.2. Of course, gauge anomalies render the theory inconsistent and (as usual) we will suppose that the matter content is arranged in such a way that they cancel. However, anomalies in global symmetries often play an important role. An anomaly is a non-invariance of the effective action that cannot be removed by adding local counterterms to the classical action. As we have seen in the two-dimensional example above, the non-invariant terms in \( \Gamma \) must be non-local since if they were local one could just subtract these terms from the classical action as local counterterms, and the new effective action would be invariant. At first sight it then seems as if no anomaly could manifest itself in the Wilsonian effective action (at least for large enough \( \mu \)) , and that it is only produced as an IR effect when going from \( \Gamma_\mu \) to \( \Gamma \). This is not true, however, since although \( \Gamma_\mu \) is a sum of local terms, even the non-invariant part a priori is an infinite sum, and so one would have to add infinitely many counterterms to the classical action. More important, these counterterms all have coefficients that depend on \( \mu \). For a fixed value of \( \mu \) they would lead to an invariant new \( \tilde{\Gamma}_\mu \), but if we compute \( \tilde{\Gamma}_\mu' \) at another scale \( \mu' \neq \mu \) the non-invariant terms would no longer cancel. Thus there is no way to cancel the anomaly in \( \Gamma_\mu \) for arbitrary \( \mu \) by adding (\( \mu \)-independent) local counterterms to the classical action, and it

\(^{11}\)Let us insist that, although in a general gauge theory \( \Gamma_{\mu,1-loop} \) is not gauge invariant, the one-loop correlation functions computed from this \( \Gamma_{\mu,1-loop} \) are the \( \mu \)-independent 1PI correlation functions that do satisfy the Ward identities.
makes perfectly sense to discuss global (or gauge) anomalies at the level of the Wilsonian effective action.

3 One-loop Wilsonian action for gauge theories, non-gauge invariant terms and their cancellation in susy theories

We will now explicitly compute, at one loop, various terms of the Wilsonian effective action for general gauge theories. As discussed above, we will do this in background field gauge. It is by now a standard textbook computation using background field gauge to obtain the coefficient of the $F_{\mu \nu} F^{\mu \nu}$ term in the 1PI effective action of gauge theories coupled to spin $\frac{1}{2}$ Dirac fields transforming in some representation $R$ of the gauge group, thereby deriving the celebrated $\beta$-function. Here we will follow the presentation and computation of [30], and adapt it by introducing the explicit IR cutoff $\mu$ according to our prescription explained in section 2.3. We will first compute terms quadratic and quartic in a constant background gauge field and then quadratic terms in an arbitrary background gauge field. In all cases we will find many terms that are not gauge invariant. However, we will also see that, in supersymmetric gauge theories, these non-invariant terms cancel when adding the contributions of all fields in any supermultiplet. Using our results, we will give explicit formulae for the one-loop Wilsonian couplings for all higher-derivative terms $\sim FD^{2n}F$ in the Wilsonian effective action in arbitrary supersymmetric gauge theories.

3.1 Quadratic and quartic terms for constant background gauge fields

We will first compute the one-loop Wilsonian effective action up to quartic order in the (background) gauge fields at zero momentum, i.e. for constant fields $A$, and at vanishing ghost and fermion field background. Then $F_{\mu \nu} = -i[A_{\mu}, A_{\nu}]$ and $\text{tr} F_{\mu \nu} F^{\mu \nu} = 2 \text{tr} (A_{\mu} A_{\mu} A_{\nu} A_{\nu} - A_{\mu} A_{\nu} A_{\mu} A_{\nu})$. After going through the background gauge fixing procedure, the one-loop effective action is given by the logarithm of the product of determinants of the propagators, in the presence of the background fields, of the gauge ($A'$), ghost ($\omega'$) and fermionic matter ($\psi'$) fields. Since the latter are taken to be constant, the determinants are easily evaluated. Explicitly one has

$$
\Gamma_{1\text{-loop}}[A] = \int d^4x \, \gamma_{1\text{-loop}}[A],
$$

$$
i\gamma_{1\text{-loop}}[A] = \int \frac{d^4p}{(2\pi)^4} \left[-\frac{1}{2} \text{tr} \log M^{A'}(p) + \text{tr} \log M^{\omega'}(p) + \text{tr} \log M^{\psi'}(p)\right],
$$

(3.1)

\footnote{In susy gauge theories one also has scalars. Their contributions are similar to those of the ghost fields and will be given later on.}
where in Feynman gauge ($\xi = 1$) [30]

\[
M_A^{\prime}(p) = \eta_{\mu\nu}p^2 - 2\eta_{\mu\nu}p_\lambda A^\lambda + \eta_{\mu\nu}A_\lambda A^\lambda + 2iF_{\mu\nu},
\]

\[
M_\omega^{\prime}(p) = p^2 - 2p_\lambda A^\lambda + A_\lambda A^\lambda,
\]

\[
M_\psi^{\prime}(p) = ip/\eta + m - iA.
\]

(3.2)

Note that the traces in (3.1) are traces over Lorentz indices, Dirac matrices and Lie algebra generators. As usual, $A_\nu = A^a_\nu t^a$ with the generators $t^a$ in the adjoint for the gauge and ghost fields and in some matter representation $R$ for the fermions. To compute the logarithms in (3.1), we split each $M$ as $M = M_0 + M_1 + M_2$ where $M_0^{-1}$ is the free propagator and $M_1$, resp. $M_2$ are linear, resp. bilinear in the background gauge field $A$. Using the formula $\text{tr} \log M = \text{tr} \log M_0 - \sum_{n=1}^{\infty} \frac{(-1)^n}{n} \text{tr} (M_0^{-1}(M_1 + M_2))^n$ it is easy to pick out the contributions to the terms in the effective action involving a given number of gauge fields $A$.

### 3.1.1 Quadratic terms

**General gauge theories**

First, any terms involving odd powers of $A$ obviously will vanish by Lorentz invariance (as we indeed use a Lorentz invariant UV and IR regularization) since at zero momentum there is no way to form a Lorentz scalar with an odd number of gauge fields $A$. Next, we look at the term quadratic in $A$. If present at zero momentum such a term clearly represents a mass term for the gauge field and breaks gauge invariance. The corresponding contribution to $\gamma_{\text{1-loop}}$ is

\[
\left. i\gamma_{\text{1-loop}} \right|_{A^2} = \int \frac{d^4p}{(2\pi)^4} \left\{ \left( \frac{1}{2} \eta_{\mu\nu} \eta_{\rho\sigma} + 1 \right) \left( \frac{\eta^\lambda p^\rho}{p^2} - 2p^\lambda p^\rho \right) \text{tr}_{\text{adj}} A_\lambda A_\rho \\
+ 2 \left( \frac{\eta^\lambda p^\rho}{p^2 + m^2} - \frac{2p^\lambda p^\rho}{(p^2 + m^2)^2} \right) \text{tr}_{R} A_\lambda A_\rho \right\}.
\]

(3.3)

Here the first line contains the contributions from $M_{A^\prime} (\sim -\frac{1}{2} \eta_{\mu\nu} \eta_{\rho\sigma})$ and $M_\omega^{\prime} (\sim 1)$, while the second line contains those of $M_\psi^{\prime}$. Note that the factor of 2 in the second line would be absent for Majorana fermions. In dimensional regularization without any IR cutoff $\mu$ one has

\[
\int \frac{d^4p}{(2\pi)^4} \left( \frac{\eta^\lambda p^\rho}{p^2 + m^2} - \frac{2p^\lambda p^\rho}{(p^2 + m^2)^2} \right) = 0,
\]

(3.4)

for all $m$ and in particular also for $m = 0$. This implies the vanishing of (3.3) and the absence of mass terms for the gauge field in the 1PI action $\Gamma$.

---

13The term without any field dependence in $\left. i\gamma_{\text{1-loop}} \right|_{A^2}$ is just given by replacing the full $M$’s in (3.1) by the $M_0$’s which gives $\int \frac{d^4p}{(2\pi)^4} [(-\frac{1}{2} \eta_{\mu\nu} \eta_{\rho\sigma}) \text{tr}_{\text{adj}} (1 - 2 \log(p^2 + m^2) \text{tr}_{R} 1)]$, with the 2 in front of the second log absent for Majorana fermions. Thus we see that the integrand vanishes if the fermions are massless Majorana fermions and transform also in the adjoint representation as is the case for the $\mathcal{N} = 1$ vector multiplet: the vacuum energy density vanishes as it should for unbroken susy. This result is not affected by the introduction of the IR cutoff $\mu$. 

---

18
In section 2.3, we discussed how to introduce the IR cutoff \( \mu \) on the standard form of the loop integrals. To bring them into standard form one had to perform translations of the integration variables and in order to be able to do so we had to work with already convergent integrals. This is why we used dimensional regularization of the integrals. Here, however, since we work at vanishing external momentum, the integrals already are in standard form. Thus, alternatively, we can simply introduce a euclidean momentum UV cutoff \( \Lambda \) and IR cutoff \( \mu \) on the integrals in (3.3), working directly in 4 dimensions. It will be interesting to compare both UV regularizations. The relevant integrals (which we denote by \( \hat{I}_N \) to distinguish them from their dimensionally regularized cousins \( I_N \)) then are

\[
\hat{I}_N(m^2) = i \int_{\mu^2 \leq p_E^2 \leq \Lambda^2} \frac{d^4p_E}{(2\pi)^4} \frac{1}{(p_E^2 + m^2)^N}, \quad \hat{I}_N^{\lambda\rho}(m^2) = i \int_{\mu^2 \leq p_E^2 \leq \Lambda^2} \frac{d^4p_E}{(2\pi)^4} \frac{p_E^\lambda \cdots p_E^\rho}{(p_E^2 + m^2)^N},
\]

and are given by

\[
\hat{I}_1(m^2) = \frac{i}{(4\pi)^2} \left( \Lambda^2 - \mu^2 + m^2 \log \frac{m^2 + \mu^2}{m^2 + \Lambda^2} \right),
\]

\[
\hat{I}_2(m^2) = \frac{i}{(4\pi)^2} \left( \frac{m^2}{\Lambda^2 + m^2} - \frac{m^2}{\mu^2 + m^2} - \log \frac{m^2 + \mu^2}{m^2 + \Lambda^2} \right),
\]

\[
\hat{I}_N(m^2) = \frac{i}{(4\pi)^2} \left( \frac{1}{N - 2} \frac{1}{(\mu^2 + m^2)^{N-2}} - \frac{1}{N - 1} \frac{m^2}{(\mu^2 + m^2)^{N-1}} + \mathcal{O}\left(\frac{1}{\Lambda}\right) \right), \quad N \geq 3,
\]

as well as

\[
\hat{I}_N^{\lambda\rho}(m^2) = \frac{1}{4} \delta^{\lambda\rho} \left( \hat{I}_{N-1}(m) - m^2 \hat{I}_N(m) \right),
\]

\[
\hat{I}_N^{\nu\lambda\sigma}(m^2) = \frac{1}{24} \left( \delta^{\nu\lambda} \delta^{\rho\sigma} + \delta^{\nu\rho} \delta^{\lambda\sigma} + \delta^{\nu\sigma} \delta^{\lambda\rho} \right) \left( \hat{I}_{N-2}(m) - 2m^2 \hat{I}_{N-1}(m) + m^4 \hat{I}_N(m) \right).
\]

Using these integrals we get from (3.3)

\[
i \gamma_{\mu,1-loop} \bigg|_{A^2} = \left\{ \begin{array}{c}
(-2 + 1) \frac{1}{2} \hat{I}_1(0) \text{tr}_{adj} A^\lambda A_\lambda \\
+ \left( \hat{I}_1(m^2) + m^2 \hat{I}_2(m^2) \right) \text{tr}_R A^\lambda A_\lambda \end{array} \right\},
\]

with the first line coming from the gauge field and ghost loop and the second line from the fermion matter loop. Explicitly one has

\[
i \gamma_{\mu,1-loop} \bigg|_{A^2} = \frac{i}{(4\pi)^2} \left\{ \begin{array}{c}
- \frac{1}{2} \left( \Lambda^2 - \mu^2 \right) \text{tr}_{adj} A^\lambda A_\lambda + \left( \Lambda^2 - \frac{\mu^4}{\mu^2 + m^2} - m^2 \right) \text{tr}_R A^\lambda A_\lambda + \mathcal{O}\left(\frac{1}{\Lambda}\right) \\
\end{array} \right\}. \tag{3.9}
\]

Had we used dimensional regularization together with the IR cutoff \( \mu \), the quadratic UV divergences would have been absent and we would have obtained instead

\[
i \gamma_{\mu,1-loop} \bigg|_{A^2} = \frac{i}{(4\pi)^2} \left\{ \begin{array}{c}
\frac{\mu^2}{2} \text{tr}_{adj} A^\lambda A_\lambda - \frac{\mu^4}{\mu^2 + m^2} \text{tr}_R A^\lambda A_\lambda + \mathcal{O}(\epsilon) \\
\end{array} \right\}. \tag{3.10}
\]
Both expressions (3.9) and (3.10) in general are non-vanishing for $\mu \neq 0$, thus explicitly breaking the gauge invariance of the Wilsonian effective action.\footnote{Note that (3.9) only has quadratic divergences, while the logarithmic divergences have cancelled. Similarly (3.10) has no divergences at all. Nevertheless, the finite part of (3.9) does not equal (3.10), since the latter gets an extra finite contribution $\sim (4-d)^2 m^2$, which can be traced to the difference between (2.11) and (3.7). Note also that we mentioned in sect. 2.3 that one can opt for dimensional reduction (i.e. first doing all $\gamma$-matrix and tensor algebra in four dimensions and only then dimensionally continuing the integral) or ordinary dimensional regularization. In the latter case, in (3.3) one should set $\eta_{\mu\nu} \eta^{\mu\nu} = d$ and the 2 in the second line becomes $2^{1-\epsilon/2}$. However, this only changes the $O(\epsilon)$ term in (3.10).} Note that these non-invariant terms get contributions not only from the massless gauge and ghost fields but also from the massive fermion fields. This is somewhat contrary to the naive expectation that for a massive field it does not matter whether one imposes an IR cutoff or not. What remains true is that in dimensional regularization for $m \gg \mu$ the non-invariant contribution of the massive fields is suppressed by a factor $\mu^2/m^2$.

**Supersymmetric gauge theories**

Now consider what happens in a supersymmetric gauge theory. We already noted in the footnote above that the vacuum energy density vanishes, independently of the IR-cutoff, thus leaving supersymmetry unbroken. Concerning the quadratic terms, first look at the vector multiplet. The contributions of the gauge fields and the ghosts are unaltered, but for the fermions there are several modifications: they are massless Majorana fermions in the adjoint representation. Thus in the second line in (3.8) we must set $m = 0$, include an extra factor $\frac{1}{2}$ and replace $\text{tr}_R A^\Lambda A^\Lambda$ by $\text{tr}_{\text{adj}} A^\Lambda A^\Lambda$. As a result $i\gamma_{\mu,1-\text{loop}}|_{A^2}$ vanishes. Alternatively, this can be seen directly from (3.3). Similarly for a chiral multiplet we have a complex boson and a Majorana fermion of the same mass $m$ and in the same representation $R$. The contribution of the complex boson can be obtained from that of the ghost in (3.3) by replacing the massless propagator by a massive one, replacing $\text{tr}_{\text{adj}} A^\Lambda A^\Lambda$ by $\text{tr}_R A^\Lambda A^\Lambda$ and changing the overall sign. Including a factor $\frac{1}{2}$ for the Majorana fermions it is then immediately clear from (3.3) that both contributions cancel. Thus

$$\gamma_{\mu,1-\text{loop}}|_{A^2} = \gamma_{\mu,1-\text{loop}}|_{A^2} = 0 \quad \text{even for } \mu \neq 0 \quad (3.11)$$

This is valid whether the UV divergences have been regularized dimensionally or by the explicit cutoff $\Lambda$.

**3.1.2 Quartic terms**

**General gauge theories**

Next, we look at the terms in $\gamma_{\mu,1-\text{loop}}$ that are quartic in the background gauge field. In particular this will yield the $\mu$-dependence of the one-loop Wilsonian gauge coupling. We will also find non-gauge-invariant terms in the presence of massive matter, that cancel however when considering full susy multiplets. Again, we first use an explicit UV cutoff $\Lambda$ and an explicit IR cutoff $\mu$ and
work in 4 dimensions, and below compare with dimensional regularization. After the relevant
algebra one finds for the gauge and ghost contributions

\[
\left. i\gamma_{\mu,1\text{-}\text{loop}}^{A^4} \right|_{A^4} = -\frac{1}{2} \text{tradj} \left\{ -2 \left( (A_\lambda A_\lambda)^2 + F_{\lambda\rho} F^{\lambda\rho} \right) \hat{I}_2(0) + 16 A_\nu A_\rho A_\lambda A_\lambda A_3^{\mu\nu}(0) -16 A_\nu A_\rho A_\lambda A_\sigma \hat{I}_4^{\mu\nu\lambda\sigma}(0) \right\} = \frac{5}{6} \hat{I}_2(0) \text{tradj} F_{\lambda\rho} F^{\lambda\rho}, \tag{3.12}
\]

and

\[
\left. i\gamma_{\mu,1\text{-}\text{loop}}^{\omega^\prime} \right|_{A^4} = \text{tradj} \left\{ \frac{1}{2} (A_\lambda A_\lambda)^2 \hat{I}_2(0) + 4 A_\nu A_\rho A_\lambda A_\lambda \hat{I}_3^{\mu\nu}(0) -4 A_\nu A_\rho A_\lambda A_\sigma \hat{I}_4^{\mu\nu\lambda\sigma}(0) \right\} = \frac{1}{12} \hat{I}_2(0) \text{tradj} F_{\lambda\rho} F^{\lambda\rho}, \tag{3.13}
\]

which are both manifestly gauge invariant, even though the \( \hat{I}_N(0) \) are the IR and UV cutoff integrals (3.6). Next we give the contribution of the Dirac fermion of mass \( m \). After some standard but lengthy algebra one finds

\[
\left. i\gamma_{\mu,1\text{-}\text{loop}}^{\psi^\prime} \right|_{A^4} = -\frac{1}{4} \int_\mu^A \frac{d^4p}{(2\pi)^4} \text{tr} \left( \phi + im \right) \gamma^\nu \left( \phi + im \right) \gamma^\lambda \left( \phi + im \right) \gamma^\sigma \text{tr}_R A_\nu A_\rho A_\lambda A_\sigma
\]

\[
= \frac{1}{3} \left( 2\hat{I}_2(m^2) + 2m^2\hat{I}_3(m^2) - m^4\hat{I}_4(m^2) \right) \text{tr}_R A_\lambda A_\rho A_\lambda A_\rho
\]

\[
-\frac{1}{3} \left( 2\hat{I}_2(m^2) + 2m^2\hat{I}_3(m^2) + 2m^4\hat{I}_4(m^2) \right) \text{tr}_R A_\lambda A_\rho A_\lambda A_\rho
\]

\[
= -\frac{1}{3} \left( \hat{I}_2(m^2) + 2m^2\hat{I}_3(m^2) + m^4\hat{I}_4(m^2) \right) \text{tr}_R F_{\rho\lambda} F^{\rho\lambda} - m^4\hat{I}_4(m^2) \text{tr}_R A_\lambda A_\rho A_\lambda A_\rho. \tag{3.14}
\]

In the massless case one just gets the gauge invariant \(-\frac{1}{3} \hat{I}_2(0) \text{tr}_R F_{\rho\lambda} F^{\rho\lambda}\) reproducing together with (3.12) and (3.13) the well-known \( \beta \)-function. However, for \( m \neq 0 \) we also get a non-gauge invariant term.\(^{15}\) We will also need the contribution of the complex scalar \( \phi \). Again, this is similar to the contribution of the ghost, but with non-zero mass, an extra minus sign and the replacement \( \text{tradj} \rightarrow \text{tr}_R \). We obtain

\[
\left. i\gamma_{\mu,1\text{-}\text{loop}}^{\sigma^\prime} \right|_{A^4} = -\frac{1}{12} \left( \hat{I}_2(m^2) - 2m^2\hat{I}_3(m^2) - m^4\hat{I}_4(m^2) \right) \text{tr}_R F_{\lambda\rho} F^{\lambda\rho} + \frac{m^4}{2} \hat{I}_4(m^2) \text{tr}_R A_\lambda A_\rho A_\lambda A_\rho, \tag{3.15}
\]

again with a non gauge-invariant term \( \sim m^4\hat{I}_4(m^2) \).

\(^{15}\)Note that when using dimensional regularization \textit{without} IR cutoff there is a subtle cancellation and this non-invariant term is absent. Indeed, in dimensional regularization, in the second expression (3.14) the coefficient of \( \text{tr}_R A_\lambda A_\rho A_\lambda A_\rho \) is replaced by \( 1/3 \) \((2 - \frac{7}{4} \varepsilon) \hat{I}_2(m^2) + 2m^2\hat{I}_3(m^2) - m^4\hat{I}_4(m^2)\) and that of \( \text{tr}_R A_\lambda A_\rho A_\lambda A_\rho \) is replaced by \(-1/3 \((2 - \frac{7}{4} \varepsilon) \hat{I}_2(m^2) + 2m^2\hat{I}_3(m^2) + 2m^4\hat{I}_4(m^2)\)\), where the \( I \) now are the corresponding dimensionally regularized integrals. The \( \mathcal{O}(\varepsilon) \) terms in front of \( I_2 \) together with the \( 1/\varepsilon \) pole of \( I_2 \) now produce another non-gauge-invariant term \( \sim \frac{5}{8} \left( \frac{3}{16} \varepsilon - \frac{7}{4} \varepsilon \right) \frac{1}{(4\pi)^2} \) which exactly cancels the non-invariant term \( \sim m^4\hat{I}_4(m^2) = \frac{1}{64\pi^2} \).
Thus again, just as what happened for the quadratic terms, the quartic terms in the Wilsonian effective action are not gauge-invariant due to the introduction of the explicit IR-cutoff. Somewhat contrary to naive expectations, the contributions to the non-invariant quartic terms only come from massive fields and not from the massless ones.

*Supersymmetric gauge theories*

How does this conclusion get modified in a supersymmetric theory? For the vector multiplet, the above computation applies but with the fermion mass set to zero, taking $R$ to be the adjoint representation, and including a factor $\frac{1}{2}$ for the Majorana fermions. Since $m = 0$, all terms are gauge invariant. Similarly, for the chiral multiplet, the non-invariant terms cancel between the Majorana fermion and the complex scalar. We get

\[ i\gamma_\mu,1\text{-loop}\bigg|_{A^4}^{\text{vector multiplet}} = \left(\frac{5}{6} + \frac{1}{12} - \frac{1}{6}\right) \hat{I}_2(0) \text{tr}_{\text{adj}} F_{\lambda\rho} F^{\lambda\rho} = \frac{3}{4} \hat{I}_2(0) \text{tr}_{\text{adj}} F_{\lambda\rho} F^{\lambda\rho} , \quad (3.16) \]

and

\[ i\gamma_\mu,1\text{-loop}\bigg|_{A^4}^{\text{chiral multiplet}} = -\frac{1}{4} \hat{I}_2(m^2) \text{tr}_R F_{\lambda\rho} F^{\lambda\rho} , \quad (3.17) \]

all obviously again gauge invariant.

For gauge theories with extended supersymmetry, note that the $\mathcal{N} = 2$ vector multiplet consists of an $\mathcal{N} = 1$ vector and an $\mathcal{N} = 1$ chiral multiplet (all in the adjoint), while the $\mathcal{N} = 2$ hyper multiplet consists of two $\mathcal{N} = 1$ chiral multiplets in the same representation $R$. Hence

\[ i\gamma_\mu,1\text{-loop}\bigg|_{A^4}^{\mathcal{N}=2 \text{ vector}} = \frac{1}{2} \hat{I}_2(0) \text{tr}_{\text{adj}} F_{\lambda\rho} F^{\lambda\rho} , \quad i\gamma_\mu,1\text{-loop}\bigg|_{A^4}^{\mathcal{N}=2 \text{ hyper}} = -\frac{1}{2} \hat{I}_2(m^2) \text{tr}_R F_{\lambda\rho} F^{\lambda\rho} . \quad (3.18) \]

Of course, the $\mathcal{N} = 4$ multiplet consists of an $\mathcal{N} = 2$ vector and a massless hyper multiplet in the adjoint, and hence

\[ i\gamma_\mu,1\text{-loop}\bigg|_{A^4}^{\mathcal{N}=4} = 0 . \quad (3.19) \]

*Using dimensional regularization instead*

It is again interesting to see how these conclusions are modified if instead of the UV cutoff $\Lambda$ we use dimensionally regularized integrals. We can treat the usual dimensional regularization (with all tensor and $\gamma$-matrix algebra in $d$ dimensions) and dimensional reduction (with $\gamma$-matrix and tensor algebra in 4 dimensions and only the integrals dimensionally regularized) simultaneously: the only difference is a factor $d_A = \eta_{\mu\nu}\eta^{\rho\sigma}$ appearing in the $A'$ contribution ($d_A = d$, resp. 4), and a factor $d_\psi$ in the $\psi'$ contribution from the trace over $\gamma$-matrices ($d_\psi = 2^{d/2}$, resp. 4). One then
finds (the relevant integrals are now given by (2.10) and (2.11))

\[ i \gamma_\mu, 1-loop \bigg|_{A^4}^{A'} = \left[ 1 - \frac{d_A}{24} \left( 1 + \frac{2 \epsilon}{3} \right) \right] I_2(0) \, \text{tr}_{adj} F_{\lambda\rho} F^{\lambda\rho} - \frac{d_A}{24} \frac{i}{(4\pi)^2} \text{tr}_{adj} A_\lambda A_\rho A^\lambda A^\rho , \]  

(3.20)

\[ i \gamma_\mu, 1-loop \bigg|_{A^4}^{\omega'} = \left( \frac{1}{12} + \frac{\epsilon}{18} \right) I_2(0) \, \text{tr}_{adj} F_{\lambda\rho} F^{\lambda\rho} + \frac{i}{12(4\pi)^2} \text{tr}_{adj} A_\lambda A_\rho A^\lambda A^\rho , \]  

(3.21)

\[ i \gamma_\mu, 1-loop \bigg|_{A^4}^{\psi'} = \frac{d_\psi}{2} \left[ - \left( \frac{1}{6} - \frac{\epsilon}{18} \right) I_2(m^2) - \frac{m^2}{6} I_3(m^2) - \frac{m^2}{6} I_4(m^2) \right] \text{tr}_R F_{\lambda\rho} F^{\lambda\rho} + \frac{1}{2} \left[ \frac{i}{12(4\pi)^2} - \frac{m^2}{2} I_4(m^2) \right] \text{tr}_R A_\lambda A_\rho A^\lambda A^\rho , \]  

(3.22)

and

\[ i \gamma_\mu, 1-loop \bigg|_{A^4}^{\phi'} = \left[ - \left( \frac{1}{12} + \frac{\epsilon}{18} \right) I_2(m^2) + \frac{m^2}{6} I_3(m^2) + \frac{m^2}{6} I_4(m^2) \right] \text{tr}_R F_{\lambda\rho} F^{\lambda\rho} - \frac{i}{12(4\pi)^2} \frac{m^2}{2} I_4(m^2) \text{tr}_R A_\lambda A_\rho A^\lambda A^\rho . \]  

(3.23)

This time, each contribution contains non-gauge invariant terms.\(^{16}\) Again, in a supersymmetric theory, they exactly cancel for the \( \mathcal{N} = 1 \) vector and chiral multiplets, provided \( d_A = d_\psi = 4 \).

As expected, we must use the dimensional reduction procedure rather than the usual dimensional regularization. We then get:

\[ i \gamma_\mu, 1-loop \bigg|_{A^4}^{\mathcal{N}=1 \text{ vector}} = \frac{3}{4} I_2(0) \, \text{tr}_{adj} F_{\lambda\rho} F^{\lambda\rho} , \]  

(3.24)

\[ i \gamma_\mu, 1-loop \bigg|_{A^4}^{\mathcal{N}=1 \text{ chiral}} = - \frac{1}{4} I_2(m^2) \, \text{tr}_R F_{\lambda\rho} F^{\lambda\rho} . \]  

(3.25)

Not only are these gauge invariant, they also take exactly the same form as the corresponding quantities derived above with the UV cutoff \( \Lambda \) (i.e. all the extra terms \( \sim \epsilon I_2 \) present in the individual non-supersymmetric contributions have also cancelled).

### 3.2 Quadratic terms for non-constant background gauge fields

#### 3.2.1 General gauge theories

One might wonder whether the cancellation of the non-gauge invariant terms within the supermultiplets is a special feature for constant background fields or whether it continues to hold even at non-zero momenta. We will now compute the one-loop Wilsonian effective action \( \Gamma_{\mu, 1-loop} \) in the presence of the IR-cutoff \( \mu \) up to second order in an arbitrary non-constant gauge field \( A_\mu(x) \), thus involving arbitrarily many derivatives. It is not difficult to adapt the previous computation to the present case, and we will skip most of the details. Again, \( \Gamma_{\mu, 1-loop} \) is given by the sum of

\(^{16}\)It is amusing to remark that there are more non-gauge invariant terms when using dimensional regularization than in the computation above done with an explicit UV cutoff.
logarithms of the various determinants, but now all the momentum modes\textsuperscript{17} $\tilde{A}_\nu(q)$ will contribute. We write:

$$\Gamma_{\mu, \text{1-loop}} \bigg|_{A^2} = \frac{1}{2} \int \frac{d^4q}{(2\pi)^4} \Gamma_{\lambda\nu}^{(2)}(q) \tr \tilde{A}_\lambda(q) \tilde{A}_\nu(-q),$$  \hspace{1cm} (3.26)

where it is implicitly understood that $\Gamma_{\lambda\nu}^{(2)}(q)$ is meant to be one loop and that the trace is to be taken in the appropriate representation for each contribution. Explicitly, the different fields contribute

$$i \frac{2}{2} \Gamma_{\lambda\nu}^{(2)}(q) \bigg|^{A'} = -\frac{1}{2} \left\{ \eta_{\rho\sigma} \eta^{\rho\sigma} \int \frac{d^d p}{(2\pi)^d} \left( \frac{\eta_{\lambda\nu}}{p^2} - \frac{1}{2} \frac{(2p + q)_\lambda (2p + q)_\nu}{p^2 (p + q)^2} \right) + 4 (q_\lambda q_\nu - q^2 \eta_{\lambda\nu}) \int \frac{d^d p}{(2\pi)^d} \frac{1}{p^2 (p + q)^2} \right\},$$  \hspace{1cm} (3.27)

$$i \frac{2}{2} \Gamma_{\lambda\nu}^{(2)}(q) \bigg|^{\omega'} = \int \frac{d^d p}{(2\pi)^d} \left( \frac{\eta_{\lambda\nu}}{p^2} - \frac{1}{2} \frac{(2p + q)_\lambda (2p + q)_\nu}{p^2 (p + q)^2} \right),$$  \hspace{1cm} (3.28)

$$i \frac{2}{2} \Gamma_{\lambda\nu}^{(2)}(q) \bigg|^{\psi'} = 2 \int \frac{d^d p}{(2\pi)^d} \frac{-p_\lambda (p + q)_\nu - p_\nu (p + q)_\lambda + p \cdot (p + q) \eta_{\lambda\nu} + m^2 \eta_{\lambda\nu}}{[p^2 + m^2][(p + q)^2 + m^2]},$$  \hspace{1cm} (3.29)

$$i \frac{2}{2} \Gamma_{\lambda\nu}^{(2)}(q) \bigg|^{\phi'} = -\int \frac{d^d p}{(2\pi)^d} \left( \frac{\eta_{\lambda\nu}}{p^2 + m^2} - \frac{1}{2} \frac{(2p + q)_\lambda (2p + q)_\nu}{[p^2 + m^2][(p + q)^2 + m^2]} \right),$$  \hspace{1cm} (3.30)

where, as before, $\phi'$ is a complex scalar and $\psi'$ is a Dirac fermion. For Majorana fermions the factor 2 in (3.29) is absent.

This time we have opted for dimensional regularization (actually dimensional reduction) to deal with the UV divergences.\textsuperscript{18} Indeed, before introducing the IR cutoff $\mu$, the integrands must be brought into the “standard form” according to the rules discussed in sect. 2.3: first introduce a Feynman parameter $x$ to rewrite the denominators $\frac{1}{[p^2 + m^2][(p + q)^2 + m^2]} = \int_0^1 dx \frac{1}{[(p + xq)^2 + R(x)]^2}$ where we define

$$R(x) = m^2 + (1 - x)q^2, \hspace{1cm} R_0(x) = x(1 - x)q^2.$$  \hspace{1cm} (3.31)

Then we shift the loop momentum from $p$ to $p' = p + xq$ which, of course, is a well-defined operation only for convergent integrals, and this is why it is much more convenient to deal with dimensionally regularized integrals from the start. It is only then that we impose the IR cutoff $\mu$.

\textsuperscript{17}Our normalisation is $A_\nu(x) = \int \frac{d^4x}{(2\pi)^4} e^{-iq.x} \tilde{A}_\nu(q)$ so that the tree-level action $S_{\text{YM}} = -\frac{1}{4\beta} \int d^4x \tilde{F}_{\lambda\sigma} \tilde{F}_{\lambda\sigma}$ corresponds to $\Gamma_{\lambda\nu}^{(2)}(q)_{\text{tree}} = \frac{1}{2} (q_\lambda q_\nu - q^2 \eta_{\lambda\nu}) \frac{1}{C_{\text{adj}}}$, where $tr_{\text{adj}} \epsilon^{\mu}_a \epsilon^{\nu}_b = C_{\text{adj}} \delta^{ab}$. Of course, we want to consider background gauge fields that are non-vanishing only for $\frac{\sqrt{2}}{\rho} \lesssim 1$ in order to get a Wilsonian action that can be expanded in powers of $\frac{\rho^2}{\sigma^2}$.

\textsuperscript{18}It is again easy to get the results for the usual dimensional regularization: then $\eta_{\rho\sigma} \eta^{\rho\sigma} = d$ and $\Gamma_{\lambda\nu}^{(2)}(q) \bigg|^{\psi'}$ gets an extra factor $2^{-\epsilon/2}$. 
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We get

\[
\frac{i}{2} \Gamma_{\lambda\nu}^{(2)}(q) \Big|^{A'} = -\frac{1}{2} \int_0^1 dx \left\{ \eta_{\rho\sigma} \eta^{\rho\sigma} \left( \eta_{\lambda\nu} I_1(0) - 2 I_{2,\lambda\nu}(R_0) - \frac{(1 - 2x)^2}{2} q_{\lambda\nu} I_2(R_0) \right) \right. \\
+ 4(q_{\lambda\nu} - q^2 \eta_{\lambda\nu}) I_2(R_0) \Big\},
\]

(3.32)

\[
\frac{i}{2} \Gamma_{\lambda\nu}^{(2)}(q) \Big|^{\omega'} = \int_0^1 dx \left( \eta_{\lambda\nu} I_1(0) - 2 I_{2,\lambda\nu}(R_0) - \frac{(1 - 2x)^2}{2} q_{\lambda\nu} I_2(R_0) \right),
\]

(3.33)

\[
\frac{i}{2} \Gamma_{\lambda\nu}^{(2)}(q) \Big|^{\psi'} = 2 \int_0^1 dx \left( \eta_{\lambda\nu} I_1(1) - 2 I_{2,\lambda\nu}(R) + 2(q_{\lambda\nu} - q^2 \eta_{\lambda\nu})x(1 - x) I_2(R) \right),
\]

(3.34)

\[
\frac{i}{2} \Gamma_{\lambda\nu}^{(2)}(q) \Big|^{\phi'} = -\int_0^1 dx \left( \eta_{\lambda\nu} I_1(m^2) - 2 I_{2,\lambda\nu}(R) - \frac{(1 - 2x)^2}{2} q_{\lambda\nu} I_2(R) \right),
\]

(3.35)

with the integrals \( I_1 \) and \( I_2 \) given in (2.9), (2.10) and (2.11). The remaining integrals over the Feynman parameter \( x \) are elementary. We found it convenient to introduce

\[
\xi = \frac{q^2}{\mu^2}, \quad \rho = \frac{q^2}{\mu^2 + m^2}, \quad g(\xi) = \frac{1}{\sqrt{1 + 4/\xi}} \frac{\log \sqrt{1 + 4/\xi} + 1}{\sqrt{1 + 4/\xi} - 1},
\]

(3.36)

as well as the following functions

\[
f_2(\xi) = \frac{(2 - \xi)(\xi + 4)}{12 \xi^2} g(\xi) - \frac{1}{3\xi} + \frac{5}{36} = -\frac{\xi}{60} + \frac{\xi^2}{560} + \mathcal{O}(\xi^3),
\]

\[
f_3(\xi) = \frac{g(\xi)}{\xi^2} - \frac{1}{2\xi} + \frac{1}{12} = \frac{\xi}{60} - \frac{\xi^2}{280} + \mathcal{O}(\xi^3),
\]

(3.37)

which are such that \( f_i(\xi) \) and \( f_i(\rho) \) all vanish at \( q^2 = 0 \). The various contributions to the part of the Wilsonian one-loop effective action that is quadratic in \( A \) then are

\[
\Gamma_{\mu,1\text{-loop}} \bigg|_{A^2}^{A'} = c_d \int \frac{d^4q}{(2\pi)^4} \left\{ \frac{5}{6} \left( \frac{2}{\epsilon} - \log \mu^2 \right) + 10 f_2(\xi) - 8 f_3(\xi) \right\} \text{tr}_{adj} F_{\lambda\sigma}^{lin}(q) F_{\lambda\sigma}^{lin}(-q) \\
+ \mu^2 \left[ 1 + 2\xi f_3(\xi) - \frac{\xi}{6} \right] \text{tr}_{adj} A_\lambda(q) A^\lambda(-q),
\]

(3.38)

\[
\Gamma_{\mu,1\text{-loop}} \bigg|_{A^2}^{\omega'} = c_d \int \frac{d^4q}{(2\pi)^4} \left\{ \frac{1}{12} \left( \frac{2}{\epsilon} - \log \mu^2 \right) + f_2(\xi) \right\} \text{tr}_{adj} F_{\lambda\sigma}^{lin}(q) F_{\lambda\sigma}^{lin}(-q) \\
- \frac{\mu^2}{2} \left[ 1 + 2\xi f_3(\xi) - \frac{\xi}{6} \right] \text{tr}_{adj} A_\lambda(q) A^\lambda(-q),
\]

(3.39)
and

\[
\Gamma_{\mu,1\text{-loop}}^{\psi'} \big|_{A^2} = 2c_d \int \frac{d^4q}{(2\pi)^4} \left\{ -\frac{1}{6} \left( \frac{2}{\epsilon} - \log(\mu^2 + m^2) - \frac{m^2}{\mu^2 + m^2} \right) - 2f_2(\rho) + 2f_3(\rho) \right. \\
- \frac{2m^2}{\mu^2 + m^2} f_3(\rho) \right. \\
\left. - \frac{1}{2} \frac{\mu^4}{\mu^2 + m^2} \left[ 1 + 2\rho f_3(\rho) - \frac{\rho}{6} \right] \text{tr} R \tilde{F}_\lambda^{\lin}(q) \tilde{F}_\lambda^{3\sigma}(-q) \right. \\
\left. + \frac{m^2}{\mu^2 + m^2} \left( \frac{4 + \rho}{2f_3(\rho)} - \frac{\rho}{24} \right) \text{tr} R \tilde{F}_\lambda^{\lin}(q) \tilde{F}_\lambda^{3\sigma}(-q) \right. \\
\left. + \frac{1}{2} \frac{\mu^4}{\mu^2 + m^2} \left[ 1 + 2\rho f_3(\rho) - \frac{\rho}{6} \right] \text{tr} R \tilde{A}_\lambda(q) \tilde{A}^\lambda(-q) \right\}, \tag{3.40}
\]

\[
\Gamma_{\mu,1\text{-loop}}^{\phi'} \big|_{A^2} = c_d \int \frac{d^4q}{(2\pi)^4} \left\{ -\frac{1}{12} \left( \frac{2}{\epsilon} - \log(\mu^2 + m^2) - \frac{m^2}{\mu^2 + m^2} \right) - f_2(\rho) \right. \\
+ \frac{m^2}{\mu^2 + m^2} \left( \frac{4 + \rho}{2f_3(\rho)} - \frac{\rho}{24} \right) \text{tr} R \tilde{F}_\lambda^{\lin}(q) \tilde{F}_\lambda^{3\sigma}(-q) \right. \\
\left. + \frac{1}{2} \frac{\mu^4}{\mu^2 + m^2} \left[ 1 + 2\rho f_3(\rho) - \frac{\rho}{6} \right] \text{tr} R \tilde{A}_\lambda(q) \tilde{A}^\lambda(-q) \right\}, \tag{3.41}
\]

where

\[
c_d = \frac{1}{(4\pi)^{d/2} \Gamma\left(\frac{d}{2}\right)}, \tag{3.42}
\]

and \( \tilde{F}_\lambda^{\lin}(q) = -i(q_{\lambda\nu} \tilde{A}_\nu(q) - q_{\nu\lambda} \tilde{A}_\nu(q)) \) is the linearized part of the field strength. Again, for Majorana fermions the factor of 2 is absent in \( \Gamma_{\mu,1\text{-loop}}^{\psi'} \big|_{A^2} \).

There are a few simple checks we can make: First we note that for \( q^2 = 0 \), and hence \( \rho = \xi = 0 \), we have \( f_i = 0 \) and \( \tilde{F}_\lambda^{\lin}(q) = 0 \) and we recover the results obtained above for constant \( A \), see eq. (3.10). We can also compare the \( q \)-independent coefficients of \( \int \frac{d^4q}{(2\pi)^4} \text{tr} \tilde{F}_\lambda^{\lin}(q) \tilde{F}_\lambda^{3\sigma}(-q) = \int d^4x \text{tr} F_\lambda^{\lin}(x) F_\lambda^{3\sigma}(x) \) with the corresponding coefficients of \( \text{tr} F_\lambda A^\lambda \) in \( \gamma_{\mu,1\text{-loop}}^{\psi'} \big|_{A^4} \) obtained above for constant \( A \), see (3.12)-(3.14). Modulo the replacement \( \log \Lambda \rightarrow \frac{2}{\epsilon} \) we get again perfect agreement.\(^\text{19}\)

### 3.2.2 Supersymmetric gauge theories

Next, we see that the different \( \Gamma_{\mu,1\text{-loop}}^{\psi'} \big|_{A^2} \) contribute different non-gauge invariant terms \( \sim \text{tr} \tilde{A}_\lambda(q) \tilde{A}^\lambda(-q) \), with \( q \)-dependent coefficients. For a general theory these non invariant terms do not cancel. However, there is again a perfect cancellation for the \( \mathcal{N} = 1 \) vector and the \( \mathcal{N} = 1 \)

\(^{19}\)Of course, in eq. (3.14) there is an ambiguity concerning the \( m^4I_4(m^2) \) coefficient of \( \text{tr} FF \) because we can change this coefficient by writing the non-gauge invariant term as \( \text{tr} A_\lambda A^\lambda A_\sigma A^\sigma \) instead of \( \text{tr} A_\lambda A_\sigma A^\lambda A^\sigma \). However since the non invariant terms cancel when adding \( \gamma_{\mu,1\text{-loop}}^{\psi'} \big|_{A^4} \) and \( \gamma_{\mu,1\text{-loop}}^{\phi'} \big|_{A^4} \) one can compare the corresponding sums and one gets again perfect agreement. Due to this same ambiguity it is not useful to compare directly with (3.20)-(3.23).
chiral multiplets:

\[
\Gamma_{\mu,1\text{-loop}}^{N=1 \text{ vector}} = \frac{3}{4} c_d \int \frac{d^4 q}{(2\pi)^4} \hat{\gamma}_\mu(0, \xi) \, \text{tr}_{\text{adj}} \tilde{F}^{\text{lin}}_{\lambda\sigma}(q) \tilde{F}^{\lambda\sigma}_{\text{lin}}(-q) ,
\]

\[
\Gamma_{\mu,1\text{-loop}}^{N=1 \text{ chiral}} = -\frac{1}{4} c_d \int \frac{d^4 q}{(2\pi)^4} \hat{\gamma}_\mu(m, \rho) \, \text{tr}_{R} \tilde{F}^{\text{lin}}_{\lambda\sigma}(q) \tilde{F}^{\lambda\sigma}_{\text{lin}}(-q) ,
\]

where we defined

\[
\hat{\gamma}_\mu(m, \rho) = \left( \frac{2}{\epsilon} - \log(\mu^2 + m^2) \right) + 12 f_2(\rho) - 8 f_3(\rho) - \frac{m^2}{\mu^2 + m^2} \left( 1 + 2 \rho f_3(\rho) - \frac{\rho}{6} \right) - \frac{\rho}{3} + \frac{\rho^2}{20} - \frac{m^2}{\mu^2 + m^2} \left( 1 - \frac{\rho}{6} + \frac{\rho^3}{30} \right) + O(\rho^3).
\]

Thus, we see again that, in supersymmetric gauge theories, the terms of the Wilsonian effective action we computed indeed are gauge invariant. Similarly for the \(N=2\) vector and hyper multiplets:

\[
\Gamma_{\mu,1\text{-loop}}^{N=2 \text{ vector}} = \frac{1}{2} c_d \int \frac{d^4 q}{(2\pi)^4} \hat{\gamma}_\mu(0, \xi) \, \text{tr}_{\text{adj}} \tilde{F}^{\text{lin}}_{\lambda\sigma}(q) \tilde{F}^{\lambda\sigma}_{\text{lin}}(-q) ,
\]

\[
\Gamma_{\mu,1\text{-loop}}^{N=2 \text{ hyper}} = -\frac{1}{2} c_d \int \frac{d^4 q}{(2\pi)^4} \hat{\gamma}_\mu(m, \rho) \, \text{tr}_{R} \tilde{F}^{\text{lin}}_{\lambda\sigma}(q) \tilde{F}^{\lambda\sigma}_{\text{lin}}(-q) .
\]

Finally, for the \(N=4\) multiplet, one gets the sum of (3.46) and (3.47) with \(m = 0\) and \(R\) taken to be the adjoint:

\[
\Gamma_{\mu,1\text{-loop}}^{N=4} = 0 ,
\]

and we explicitly see (at one loop) that for \(N=4\) not only the Wilsonian gauge coupling is not renormalized, but there also are no higher derivative terms in the quadratic part of the Wilsonian effective action. One can consider other one-loop finite theories like \(N=4\) broken to \(N=2\) by giving a mass \(m\) to the hyper multiplet. It is actually known [31] that \(N=2\) theories that are finite at one loop are finite to all orders in perturbation theory. Although being finite, the one-loop contributions to the effective action for this theory are non-vanishing and e.g. the terms quadratic in the gauge field are

\[
\Gamma_{\mu,1\text{-loop}}^{N=4 \rightarrow N=2} = \frac{1}{2} c_d \int \frac{d^4 q}{(2\pi)^4} \left[ \hat{\gamma}_\mu(0, \xi) - \hat{\gamma}_\mu(m, \rho) \right] \, \text{tr}_{\text{adj}} \tilde{F}^{\text{lin}}_{\lambda\sigma}(q) \tilde{F}^{\lambda\sigma}_{\text{lin}}(-q) .
\]

### 3.3 Higher-derivative Wilsonian couplings in susy gauge theories

Let us write the first few terms in a derivative expansion of the Wilsonian effective action in a general \(N=1\) susy gauge theory with one vector multiplet and \(n_i\) chiral multiplets with masses
\(m_i\) in representations \(R_i\). We let \(\text{tr}_{\text{adj}} t^a t^b = C_{\text{adj}} \delta^{ab}\) as well as \(\text{tr}_{R_i} t^a t^b = C_{R_i} \delta^{ab}\). Then

\[
\int \frac{d^4 q}{(2\pi)^4} \rho_i^n \text{tr}_{\text{adj}/R_i} \tilde{F}_{\text{lin}}^\alpha(q) \tilde{F}_{\text{lin}}^\beta(-q) = \frac{C_{\text{adj}/R_i}}{(\mu^2 + m_i^2)^n} \int d^4 x (\partial_{\nu_1} \ldots \partial_{\nu_n} F_{a\lambda\sigma}^\text{lin}(x)) \partial^{\nu_1} \ldots \partial^{\nu_n} F_{a\lambda\sigma}^\text{lin}(x),
\]

(3.50)

and similarly for \(\xi^n\) with \(m^2 = 0\). If we assume that all terms in \(\Gamma_{1\text{-loop}}\) are gauge invariant, \(F_{a\lambda\sigma}^\text{lin}\) must actually be the full \(F_{a\lambda\sigma}\) and the derivatives must be covariant derivatives. Thus we deduce from (3.43), (3.44) and (3.45) that the terms involving two \(F\)'s and an arbitrary number of their derivatives\(^{20}\) in the Wilsonian effective action in an \(\mathcal{N} = 1\) susy gauge theory are

\[
\Gamma_\mu = \int d^4 x \left[-\frac{1}{4g_{(0)}^2(\mu)} F_{a\lambda\sigma}^a F_{a\lambda\sigma}^\alpha + \sum_{n=1}^{\infty} g_{(2n)}(\mu)(D_{\nu_1} \ldots D_{\nu_n} F_{\lambda\sigma}^\alpha)(D^{\nu_1} \ldots D^{\nu_n} F_{\lambda\sigma}^\alpha) + \ldots\right],
\]

(3.51)

with the first few Wilsonian couplings given up to one-loop order (i.e. now including also the tree-level and counterterm contributions) by

\[
\frac{1}{g_{(0)}^2(\mu)} = \frac{1}{g^2} + \frac{1}{(4\pi)^2} \left[3C_{\text{adj}} \log \mu^2 - \sum_i n_i C_{R_i} \left(\log(\mu^2 + m_i^2) + \frac{m_i^2}{\mu^2 + m_i^2}\right) + \hat{c}\right],
\]

\[
g_{(2)}(\mu) = -\frac{1}{12(4\pi)^2} \left[3C_{\text{adj}} \frac{1}{\mu^2} - \sum_i n_i C_{R_i} \frac{2\mu^2 + m_i^2}{2(\mu^2 + m_i^2)^2}\right],
\]

\[
g_{(4)}(\mu) = \frac{1}{80(4\pi)^2} \left[3C_{\text{adj}} \frac{1}{\mu^4} - \sum_i n_i C_{R_i} \frac{3\mu^2 + m_i^2}{3(\mu^2 + m_i^2)^3}\right].
\]

(3.52)

The precise value of the finite constant \(\hat{c}\) depends on the choice of renormalization condition. Of course, the expansions of \(f_2\) and \(f_3\) immediately allow us to extract similarly all the one-loop Wilsonian couplings \(g_{(2n)}\). Obviously also, there are many more terms in the Wilsonian action that we did not compute.

***

In this section, we have seen that the introduction of the IR cutoff \(\mu\) spoils the gauge invariance of the one-loop effective action, but when summing the contributions over full \(\mathcal{N} = 1\) susy multiplets the non-invariant terms cancel. This is reminiscent of anomalies where the contributions of individual chiral fermions to the effective action are not invariant but when summing over appropriate sets of fields the anomaly cancels. In this case there is a powerful theorem that no anomaly can occur at more than one loop. Of course, our non-gauge invariant terms have a structure that is very different from the topological character of “ordinary anomalies”. Nevertheless, it is tempting to speculate that one can prove a similar theorem also in the present case.

\(^{20}\)As is well known, terms with different orderings of the covariant derivatives can be rewritten in the same form plus terms involving less derivatives and more than two \(F\)'s, see e.g. [32].
4 Conclusion

In this note we have given a detailed critical discussion of the properties of Wilsonian effective actions $\Gamma_\mu$. In particular, we have given a precise prescription how to implement the infrared cutoff $\mu$ in any loop integral. At least at one loop, it is completely obvious that the full momentum integrals are reproduced when using $\Gamma_\mu$ as the action now with a UV cutoff $\mu$. This prescription is manifestly Lorentz invariant and also preserves global linear symmetries such as e.g. supersymmetry. We have given a long discussion of the issue of gauge invariance of effective actions in general and in particular when using background field gauge. We have also discussed the approaches in the literature based on the exact renormalization group which are somewhat different in spirit. Our prescription of IR cutoff (as any similar prescription) breaks the gauge symmetry. Using our prescription, we have explicitly computed, at one loop, many terms of the Wilsonian effective action for general gauge theories involving bosonic and fermionic matter fields of arbitrary masses and in arbitrary representations, exhibiting the non-gauge invariant (as well as the gauge invariant) terms. We have seen that for supersymmetric gauge theories all non-gauge invariant terms cancel within each supermultiplet. This is similar to the cancellation of anomalies for certain “sets” of chiral fermions, and we have speculated that cancellation at one-loop is maybe enough to prove cancellation at any order. In any case, the cancellation provides strong evidence that in supersymmetric gauge theories one can indeed define a Lorentz, susy and gauge invariant Wilsonian action, which is the basic ingredient for the elegant proof of the non-renormalization theorems in [4]. We have given explicit formula in a general supersymmetric gauge theory for the one-loop Wilsonian couplings of various higher-derivative terms in the Wilsonian effective action.
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Appendix: Explicit IR cutoffs for $L$-loop integrals and a complete 2-loop computation

A.1 The IR cutoff one-loop integrals

First, let us indicate how one obtains the IR cutoff one-loop integrals in dimensional regularization, as given in eq. (2.10). After the obvious integration over the $S^{d-1}$ and setting $k_E^2 = y$ they read

$$I_N(R) = \frac{i}{(4\pi)^{\frac{d}{2}} \Gamma(\frac{d}{2})} \int_0^\infty dy \frac{y^{\frac{d}{2}-1}}{(y+R)^N}. \quad (A.1)$$

For general $d = 4 - \epsilon$ they are given in terms of incomplete Beta-functions. However, it is easy to extract the expansion for small $\epsilon$. For $N = 2$ one rewrites

$$\frac{1}{(y+R)^2} = -\frac{R}{y(y+R)^2} - \frac{R}{y^2(y+R)} + \frac{1}{y^2}. \quad (A.2)$$

The first two terms lead to integrals that converge for $\epsilon = 0$ and hence can be evaluated directly at $\epsilon = 0$ where they are elementary, while the last term yields $\frac{2}{\epsilon} \mu^{-\epsilon} = \frac{2}{\epsilon} - \log \mu^2 + O(\epsilon)$. For $N = 1$ one rewrites

$$\frac{1}{y+R} = \frac{R^2}{y^2(y+R)} - \frac{R}{y^2} + \frac{1}{y}, \quad (A.3)$$

with the first term giving a convergent integral when evaluated at $\epsilon = 0$, the second leading to $-\frac{2}{\epsilon} R + R \log \mu^2 + O(\epsilon)$, and the last one, obtained by continuation from the region $\epsilon > 2$, yields $-\mu^2$. Finally, for $N \geq 3$ the integrals are convergent and can be evaluated at $\epsilon = 0$. This leads to the integrals (2.10).

A.2 The prescription for $L$-loop integrals

Now we will show how to extend our prescription for the IR cutoff to arbitrary $L$-loop diagrams. After introducing Feynman parameters $x_a$, an arbitrary $L$-loop diagram $G$ involving $r$ propagators leads to a dimensionally regularized integral of the form

$$I_G(p_s) = (r-1)! \left( \prod_{a=1}^r \int_0^1 dx_a \right) \delta \left( \sum_{a=1}^r x_a - 1 \right) \left( \prod_{i=1}^L \frac{d^d k_i}{(2\pi)^d} \right) I_G, \quad (A.4)$$

where

$$I_G = Q(k_i, p_s) \left[ \sum_{i,j=1}^L a_{ij}(x_a) k_i \cdot k_j + 2 \sum_{i=1}^L k_i \cdot P_i(x_a, p_s) + C(x_a, p_s, m_a) \right]^{-r}. \quad (A.5)$$

Here $k_i$ is the loop-momentum in the $i$th loop, the $p_s$ are external momenta and the $m_a$ are the masses of the internal propagators. For generic values of the Feynman parameters, $[\ldots]$ is a non-degenerate, positive quadratic form in the $k_i$ which one can diagonalize by an orthogonal
transformation $k_i = J_{ij} k'_j$. After appropriately shifting the $k'_i$ this assumes what we call the standard form

$$I_G(p_s) = (r - 1)! \left( \prod_{a=1}^r \int_0^1 dx_a \right) \delta \left( \sum_{a=1}^r x_a - 1 \right) \left( \prod_{i=1}^L \frac{d^d k'_i}{(2\pi)^d} \right) T'_G ,$$

where now

$$T'_G = \tilde{Q}(k'_i, p_s) \left[ \sum_{i=1}^L A_i(x_a) k'^2_i + R(x_a, p_s, m_a) \right]^{-r} ,$$

the $A_i$ being the eigenvalues of $(a_{ij})$. It is again on this standard form, after Wick rotating each $k'_i$, that one imposes the IR cutoff on each $(k'_i)^2$:

$$(k'_i)^2 \geq \tilde{\mu}_G^2 .$$

It should be clear that this $\tilde{\mu}_G^2$ does not necessarily need to be identical with $\mu^2$ (which is the same for all diagrams), but may differ from it by a numerical factor depending on the topology of the diagram $G$. Indeed, one may convince oneself that $\tilde{\mu}_G^2$ and $\mu^2$ should be related by

$$\tilde{\mu}_G^2 = \mu^2 \left[ (r - 1)! \left( \prod_{a=1}^r \int_0^1 dx_a \right) \delta \left( \sum_{a=1}^r x_a - 1 \right) \sum_{i=1}^L A_i(x_a) \right]^{-1} .$$

Clearly, for a one-loop diagram (where $A = 1$) this gives back $\tilde{\mu}_G^2 = \mu^2$. For multi-loop diagrams that do not have several loops sharing a common propagator one has $\sum_i A_i(x_a) = 1$ and this also gives $\tilde{\mu}_G^2 = \mu^2$. However, if several loops share a common propagator there is no reason why $\tilde{\mu}_G^2$ should equal $\mu^2$ and (A.9) provides the required correction factor. We will see an explicit example for both situations below and check that (A.9) is indeed necessary for the consistency.

It is clear that this prescription for implementing the IR cutoff $\mu$ is universal and unambiguous and that it preserves the various linear global symmetries. As repeatedly emphasized, an important consistency requirement is that, when computing correlation functions starting from the Wilsonian effective action and imposing a UV cutoff $\mu$ using exactly the same prescription, the $\mu$-dependence should cancel. This is obviously the case at one-loop. However, we were not able to provide a general proof beyond one loop. It might also be the case that a complete cancellation requires some further refinement of our prescription for higher loop diagrams. Of course, the difficulty is due to multi-loop diagrams containing different loops sharing a common propagator. It is similar to the complications encountered in the BPHZ renormalization program when dealing with overlapping UV divergences. In the latter case the parametric representation can be useful to simplify this problem [33], and maybe these techniques could be implemented here as well.

### A.3 A complete two-loop computation

To see how our prescription for multi-loop integrals works in practice, we will compute $\Gamma^{(2)}_\mu$ up to order $g^2$ in scalar $\varphi^4$-theory. In particular, this involves computing the two two-loop diagrams shown in Fig. 3, using our IR-cutoff $\mu$. 
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Figure 3: Shown are the $\mathcal{O}(g^2)$ contributions to $\Gamma^{(2)}_\mu$: there are two two-loop diagrams (a) and (b) as well as two one-loop diagrams (c) and (d) involving counterterms, and the $\mathcal{O}(g^2)$ wave function renormalization counterterm (e).

We will first compute the simpler diagram (a) shown on the left of Fig. 3. The relevant integral for this diagram is $p$-independent and is simply

$$I_{(a)}^{(2)} = \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \frac{1}{k^2 + m^2} \frac{1}{l^2 + m^2}.$$  

(A.10)

This factorizes as a product of two one-loop integrals, and one clearly should impose the IR cutoff for each loop separately as $k_E^2 \geq \mu^2$ and $l_E^2 \geq \mu^2$ which simply gives

$$I_{(a)}^{(2)}(\mu) = I_2(m^2) I_1(m^2),$$  

(A.11)

with $I_1$ and $I_2$ given in (2.10). Let us alternatively apply our general prescription explained above and check that it leads to the same result:

$$I_{(a)}^{(2)} = 2 \int_0^1 dx \, dy \, dz \, \delta(x + y + z - 1) \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} \mathcal{I}_{(a)},$$  

(A.12)

with

$$\mathcal{I}_{(a)} = \left[ x l^2 + (y + z) k^2 + m^2 \right]^{-3} \equiv \left[ A l^2 + B k^2 + m^2 \right]^{-3}.$$  

(A.13)

This already is in the standard form and, according to (A.8), the IR cutoff is $l_E^2 \geq \tilde{\mu}^2$ and $k_E^2 \geq \tilde{\mu}^2$. We have $A + B = 1$ and thus (A.9) gives $\tilde{\mu}^2 = \mu^2$. Thus, in the present case, our general prescription reduces to the obvious IR cutoff $k_E^2 \geq \mu^2$ and $l_E^2 \geq \mu^2$ for each loop, and we get just (A.11).

For $m \neq 0$, (A.11) contains $\frac{1}{\epsilon^2}$ poles. The result is somewhat simpler for $m = 0$, where only $I_2$ has a $\frac{1}{\epsilon}$ pole while $I_1(0) = -\frac{i}{(4\pi)^2} \mu^2 \left[ 1 + (2 - \gamma + \log 4\pi - \log \mu^2) \frac{\epsilon}{2} + \mathcal{O}(\epsilon^2) \right]$ is finite. We then get

$$I_{(a)}^{(2)}(\mu) = \frac{1}{(4\pi)^4} \left( \frac{1}{\epsilon} + \frac{3}{2} - \gamma + \log 4\pi - \log \mu^2 \right) 2 \mu^2, \quad \text{for } m = 0.$$  

(A.14)

Now we turn to the other two-loop diagram (b) shown in Fig. 3, which is somewhat more complicated. Labelling the loop-momenta by $k$, $l$ and letting $p$ be the external momentum, the
relevant integral is

\[ I^{(2)}_{(b)}(p) = \int \frac{d^dk}{(2\pi)^d} \frac{d^dl}{(2\pi)^d} \frac{1}{[(p + k + l)^2 + m^2][l^2 + m^2][k^2 + m^2]} \]

\[ = 2 \int_0^1 dx \, dy \, dz \, \delta(x + y + z - 1) \bar{I}(x, y, z) , \quad (A.15) \]

with

\[ \bar{I}(x, y, z) = \int \frac{d^dk}{(2\pi)^d} \frac{d^dl}{(2\pi)^d} [(p + k + l)^2 + yl^2 + zk^2 + m^2]^{-3} . \quad (A.16) \]

The quadratic form in \( k \) and \( l \) appearing in the denominator is diagonalized by the orthogonal transformation

\[ \begin{pmatrix} k \\ l \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} q \\ r \end{pmatrix} , \quad \cos 2\theta = \sqrt{\frac{(y - z)^2}{(y - z)^2 + 4x^2}} . \quad (A.17) \]

One then shifts \( q \) and \( r \) to bring the integrand in the standard form. After some algebra one gets

\[ \bar{I}(x, y, z) = \int \frac{d^dq}{(2\pi)^d} \frac{d^dr}{(2\pi)^d} [A q^2 + B r^2 + R]^3 , \quad (A.18) \]

where \( A, B \) and \( R \) depend on \( x, y \) and \( z \) and are given by

\[ A = x + \frac{y + z}{2} - \frac{1}{2} \text{sgn}(y - z) \sqrt{(y - z)^2 + 4x^2} , \]

\[ B = x + \frac{y + z}{2} + \frac{1}{2} \text{sgn}(y - z) \sqrt{(y - z)^2 + 4x^2} , \]

\[ R = m^2 + \frac{xyz}{xy + xz + yz} p^2 . \quad (A.19) \]

It is on this standard form (A.18), after Wick rotating each of the two integrations, that we impose the IR cutoff: \( s \equiv q_0^2 \geq \mu^2 \) and \( t \equiv r_0^2 \geq \mu^2 \). Thus

\[ \bar{I}_\mu(x, y, z) = -\frac{1}{(4\pi)^d\Gamma(d/2)^2} \int_{\mu^2}^\infty ds \, s^{\frac{d}{2}-1} \int_{\mu^2}^\infty dt \, t^{\frac{d}{2}-1} [As + Bt + R]^{-3} \]

\[ = -\frac{(AB)^{-\frac{d}{2}}}{(4\pi)^d\Gamma(d/2)^2} \int_{\mu^2 A}^\infty ds \int_{\mu^2 B}^\infty dt \, \frac{(st)^{\frac{d}{2}-1}}{(s + t + R)^3} . \quad (A.20) \]

Even if this integral were UV convergent in \( d = 4 \) one should not set \( d = 4 \) at this stage since the integrals over the Feynman parameters \( x, y \) and \( z \) typically are divergent for \( d = 4 \), and \( d \neq 4 \) also regularizes these integrals. To perform the latter one lets \( x = 1 - u, y = uv \) and \( z = u(1 - v) \) so that

\[ I^{(2)}_{(b) \mu}(p) = 2 \int_0^1 dv \int_0^1 du \, \bar{I}_\mu(1 - u, uv, u(1 - v)) . \quad (A.21) \]
With this parametrization we have

\[ AB = u(1 - \sigma(v)u), \quad A + B = 2 - u, \]

\[ R = m^2 + \frac{u(1-u)(1-\sigma(v))}{(1-\sigma(v)u)} p^2, \quad \sigma(v) = 1 - v(1-v). \]  

(A.22)

Then eq. (A.9) gives

\[ \hat{\mu}^2 = \mu^2 \left[ 2 \int_0^1 dv \int_0^1 du (A + B) \right]^{-1} = \frac{3}{4} \mu^2. \]  

(A.23)

Divergences arise in (A.21) either as \( u \to 0 \), or as \( u \to 1 \) and \( \sigma(v) \to 1 \). To see this, consider first the case \( \mu = 0 \) where the integral (A.20) is easily evaluated:

\[ \tilde{I}_{\mu=0} = -\frac{\Gamma(3-d)}{2(4\pi)^d} (AB)^{-\frac{d}{2}} R^{d-3}. \]  

(A.24)

For \( m^2 \neq 0 \) the corresponding integrand in (A.21) is singular as \( u^{-1+\frac{d}{2}} \) for \( u \to 0 \) and as \( (1-\sigma(v)u)^{-2+\frac{d}{2}} \) for \( u \to 1 \), \( \sigma(v) \to 1 \). Both lead to a \( \frac{1}{\epsilon} \) pole. Together with \( \Gamma(3-d) \) this produces a double pole. However, we will be mostly interested in the case \( m = 0 \). Then the integrand is less singular since it behaves as \( u^\frac{d}{2} \) for \( u \to 0 \) and as \( (1-\sigma(v))(1-\sigma(v)u)^{-3+\frac{d}{2}} \) for \( u \to 1, \sigma(v) \to 1 \), giving a finite result even at \( \epsilon = 0 \) (apart from the \( \frac{1}{\epsilon} \) pole from \( \Gamma(3-d) \)). Thus, expanding the integrand to first order in \( \epsilon \), one obtains quite easily

\[ I^{(2)}_{(b)\mu=0}(p) \bigg|_{m=0} = -\frac{\Gamma(3-d)}{(4\pi)^d} (p^2)^{d-3} \int_0^1 u du \int_0^1 dv \frac{[u^2(1-u)v(1-v)]^{d-3}}{[u[1-u(1-v)]]} \]

\[ = \frac{1}{2(4\pi)^4} \left\{ \left( \frac{1}{\epsilon} + \frac{13}{4} - \gamma + \log 4\pi \right) p^2 - p^2 \log p^2 + O(\epsilon) \right\}, \]  

(A.25)

exhibiting a divergent \( p^2 \) piece and a finite \textit{non-local} term \( p^2 \log p^2 \), as expected in a massless theory in the absence of an IR-cutoff.

Let us now return to \( \tilde{I}_\mu \) in the presence of the IR cutoff \( \mu \). We will now 	extit{restrict ourself to the massless case} which is really the interesting one. To compute this double integral (A.20) one has to resort to the same type of rewriting of the integrand as we already used to evaluate the one-loop diagrams, see (A.2) and (A.3), namely \( (s+t+R)^{-3} = [(s+t+R)^{-3} - g(s,t,R)] + g(s,t,R) \) with \( g(s,t,R) \) chosen such that the first term \( [...] \) yields a UV convergent integral for \( \epsilon = 0 \) and such that the second term can be explicitly evaluated even for \( \epsilon \neq 0 \). We will take

\[ g(s,t,R) = \frac{1}{(s+t)^3} - \frac{3R}{(s+t)^4}. \]  

(A.26)
This corresponds to separating off the first two terms in a Taylor expansion in $R$. Accordingly we have $\tilde{I}_\mu = \tilde{I}_{\mu,1} + \tilde{I}_{\mu,2}$ with

$$\tilde{I}_{\mu,1} = -\frac{(AB)^{-\frac{d}{2}}}{(4\pi)^d \Gamma\left(\frac{d}{2}\right)^2} \int_{\bar{\mu}^2 A}^{\infty} ds \int_{\bar{\mu}^2 B}^{\infty} dt \left( st \right)^{\frac{d}{2}-1} \frac{1}{(s+t+R)^3} - g(s,t,R),$$

$$\tilde{I}_{\mu,2} = -\frac{(AB)^{-\frac{d}{2}}}{(4\pi)^d \Gamma\left(\frac{d}{2}\right)^2} \int_{\bar{\mu}^2 A}^{\infty} ds \int_{\bar{\mu}^2 B}^{\infty} dt \left( st \right)^{\frac{d}{2}-1} g(s,t,R). \quad (A.27)$$

Let us first compute $\tilde{I}_{\mu,1}$. The integrals over $s$ and $t$ are convergent for $d < 5$ and $\tilde{I}_{\mu,1}$ can be expanded in powers of $\epsilon = 4 - d$: $\tilde{I}_{\mu,1} = \tilde{I}_{\mu,1}^{(0)} + \epsilon \tilde{I}_{\mu,1}^{(1)} + \ldots$. As explained above, the integrations over the “Feynman parameters” $u$ and $v$ potentially lead to singularities, so that one might have to keep the pre-factor $(AB)^{-\frac{d}{2}}$ as such. However, one can convince oneself\(^{21}\) that no such singularities are generated when integrating $\tilde{I}_{\mu,1}^{(0)}$ or $\tilde{I}_{\mu,1}^{(1)}$, and hence we can set $\epsilon = 0$ and obtain

$$\tilde{I}_{\mu,1}^{(d=4)} = -\frac{(AB)^{-2} R}{2(4\pi)^d} \left\{ \log\left(1 + \frac{R}{\bar{\mu}^2 (A+B)}\right) + \frac{AB}{(A+B)^2} \frac{R}{\bar{\mu}^2 (A+B) + R} \right\}. \quad (A.28)$$

Next, the integral $\tilde{I}_{\mu,2}$ decomposes in an obvious way as

$$\tilde{I}_{\mu,2} = -\frac{(AB)^{-\frac{d}{2}}}{(4\pi)^d \Gamma\left(\frac{d}{2}\right)^2} \left( J^{(3)} - 3 R J^{(4)} \right),$$

$$J^{(n)} = \int_{\bar{\mu}^2 A}^{\infty} ds \int_{\bar{\mu}^2 B}^{\infty} dt \left( st \right)^{\frac{d}{2}-1} (s+t)^n. \quad (A.29)$$

The $J^{(n)}$ can be expressed in terms of hypergeometric functions which one can then expand in $\epsilon$. Alternatively, with some care, one can obtain the leading and subleading terms in an expansion in $\epsilon$ directly as elementary integrals. The result is\(^{22}\)

$$J^{(3)} = \frac{\left(\bar{\mu}^2\right)^{1-\epsilon}}{2} \left\{ \frac{AB}{A+B} - (A+B) + \frac{\epsilon}{2} \left[ (A+B) \left( \log(A+B) - 1 \right) + A^2 \log A + B^2 \log B \right] \right\},$$

$$J^{(4)} = \frac{\left(\bar{\mu}^2\right)^{-\epsilon}}{6} \left\{ \frac{1}{\epsilon} + \frac{AB}{(A+B)^2} - \log(A+B) \right\}. \quad (A.30)$$

It remains to perform the integrations over the “Feynman parameters” $u$ and $v$. For $\tilde{I}_{\mu,1}$ we get

$$2 \int_0^1 dv \int_0^1 du \ u \tilde{I}_{\mu,1}^{(d=4)} = -\frac{1}{(4\pi)^d} p^2 \frac{F(p^2)}{\bar{\mu}^2}, \quad (A.31)$$

\(^{21}\)This will be obviously the case for $\tilde{I}_{\mu,1}^{(0)} = \tilde{I}_{\mu,1}^{(d=4)}$ given below. We have also computed $\tilde{I}_{\mu,1}^{(1)}$ and checked explicitly that its integrals over $u$ and $v$ are non-singular, too.

\(^{22}\)As usual in dimensional regularization, quadratically divergent integrals like $J^{(3)}$ or the one-loop integral $I_1$ are defined by continuation from their region of convergence which is $d < 2$. This is why $J^{(3)}$, just as $I_1^{(0)}$, has no $\frac{1}{\epsilon}$ pole. We have scaled out a factor $\bar{\mu}^{2-2\epsilon}$, resp. $\bar{\mu}^{-2\epsilon}$, from $J^{(3)}$, resp. $J^{(4)}$, before expanding in $\epsilon$. 
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with

\[
F(\xi) = \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} \frac{(1-u)(1-\sigma)}{(1-\sigma u)^3} \left\{ \log \left( 1 + \frac{u(1-u)(1-\sigma)}{(2-u)(1-\sigma u)} \xi \right) \right. \\
+ \frac{u^2(1-u)(1-\sigma)}{(2-u)^3} \left( 1 + \frac{u(1-u)(1-\sigma)}{(2-u)(1-\sigma u)} \xi \right)^{-1} \left. \right\} \\
\approx 0.02687 \xi - 0.00091 \xi^2 + 0.00005 \xi^3 + \mathcal{O}(\xi^4),
\]

(A.32)

with \( \sigma = \sigma(v) = 1 - v(1-v) \). When performing the integral of \( \tilde{I}_{\mu,2} \), the part coming from \( J^{(4)} \) gives no further singularity and one can expand \( (AB)^{-\frac{\xi}{2}} = (AB)^{-2}(1 + \frac{\xi}{2} \log(AB)) \). The integrals then are elementary.\(^{23}\) On the other hand, the part coming from \( J^{(3)} \) generates a \( \frac{1}{\epsilon} \) pole plus a finite piece. To get the finite part correctly requires some care.\(^{24}\) We get

\[
2 \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} \tilde{I}_{\mu,2} = \frac{1}{(4\pi)^4} \left[ \left( \frac{1}{\epsilon} + a + \log \frac{3}{4} - \log \bar{\mu}^2 \right) 8\bar{\mu}^2 + \left( \frac{1}{\epsilon} + b + \log \frac{3}{4} - \log \bar{\mu}^2 \right) \frac{p^2}{2} \right],
\]

(A.33)

with

\[
a = 2 - \gamma - \frac{C}{4} + \log 2\pi + \frac{1}{2} \log 2 - \log \frac{3}{4},
\]

\[
b = \frac{3}{4} - \gamma + \log 2\pi - \log \frac{3}{4},
\]

(A.34)

where \( C \approx 0.915966 \) is Catalan’s constant. Thus, collecting all the pieces, and substituting \( \bar{\mu}^2 = \frac{3}{2} \mu^2 \) (cf. (A.23)), we finally get

\[
I^{(2)}_{(b)\mu}(p) = \frac{1}{(4\pi)^4} \left[ \left( \frac{1}{\epsilon} + a - \log \mu^2 \right) 6\mu^2 + \left( \frac{1}{\epsilon} + b - \log \mu^2 \right) \frac{p^2}{2} - p^2 F(\frac{4p^2}{3\mu^2}) \right].
\]

(A.35)

Note that this corresponds to a local contribution to the Wilsonian action \( \Gamma_\mu \), since \( F\left(\frac{4p^2}{3\mu^2}\right) \) and hence \( I^{(2)}_{(b)\mu}(p) \) can be expanded in a series in \( p^2 \), as long as \( |p^2/\mu^2| \) is not too large. In fact, it is easy to see numerically that \( F(\xi) \) has a singularity at \( \xi \approx -11.5 \), so the expansion is possible as long as \( |p^2/\mu^2| \lesssim 8.6 \). If \( p^2 \) is too large, or \( \mu^2 \) too small one sees again the cross-over to the non-local behavior, just as in the one-loop examples studied in section 2.2.

\(^{23}\)We have \( \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} (AB)^{-2+\epsilon/2}R = \frac{p^2}{2} \) and \( \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} (AB)^{-2+\epsilon/2}R \left[ \frac{1}{2} \log(AB) - \log(A+B) + \frac{AB}{(A+B)^2} \right] = -(\log 2 + \frac{1}{4}) \frac{p^2}{2} \).

\(^{24}\)First, the part in \( J^{(3)} \) that multiplies \( \epsilon \), only contributes at the singularities of \( u(AB)^{-2+\epsilon/2} = u^{-1+\epsilon/2}(1 - \sigma u)^{-2+\epsilon/2} \) which are at \( \{u = 0\} \) and \( \{u = 1, \sigma(v) = 1\} \). This leads to \( \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} (AB)^{-2+\epsilon/2} \left[ (A+B) \left( \log(A+B) - 1 \right) + \frac{A^2 \log A + B^2 \log B}{A+B} \right] = 4 \log 2 - 4 \). Then, in the integral \( \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} (AB)^{-2+\epsilon/2} \left( \frac{AB}{(A+B)} - (A+B) \right) \) one extracts the singular parts which are \( \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} (1 - \sigma(v)u)^{-2+\epsilon/2}(-1) = -\frac{1}{\epsilon} \) and \( \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} (1 - \sigma(v)u)^{-2+\epsilon/2}(-1) = -\frac{3}{\epsilon} - 2 \), the remainder then is non-singular and can be evaluated at \( \epsilon = 0 \) yielding \( 2C - 2 \), \( C \) being Catalan’s constant. Thus \( \int_0^1 \frac{1}{\pi^4} \frac{d\nu}{\nu} \int_0^1 \frac{d\mu}{\mu} (AB)^{-2+\epsilon/2}J^{(3)} = \frac{1}{2} (\bar{\mu}^2)^{-\epsilon} \left( -\frac{8}{\epsilon} + 2C - 8 + 4 \log 2 \right) \).
It is interesting to take the limit $\mu \to 0$ and see how (A.35) matches (A.25). In this limit one needs the asymptotics of $F(\xi)$ for $\xi \to \infty$. It is then easy to perform the integrals in $F(\xi)$ and one gets

$$F(\xi) \sim \frac{1}{2} \left( \log \xi - \frac{5}{2} - \log 2 \right).$$  \hspace{1cm} (A.36)

We see that the $p^2 \log \mu^2$ term then cancels and we get

$$I_{(b)\mu}^{(2)}(p) \sim \frac{1}{2(4\pi)^4} \left[ \left( \frac{1}{\epsilon} + b + \frac{5}{2} + \log 2 + \log \frac{3}{4} \right) p^2 - p^2 \log p^2 \right].$$  \hspace{1cm} (A.37)

Given the value (A.34) of $b$, this matches (A.25) exactly.

Let us now give the contributions of these two two-loop diagrams to the Wilsonian $\Gamma^{(2)}_\mu$. Each integral gets multiplied by a $(-g)^2$ for the two vertices and a $(-i)^2$ for the two loops. More importantly, diagram $(a)$ comes with a symmetry factor $\frac{1}{4}$ while diagram $(b)$ has a symmetry factor $\frac{1}{6}$. Thus from (A.14) and (A.35)

$$\left. \Gamma^{(2)}_\mu(p) \right|_{2\text{-loop}} = -g^2 \left( \frac{1}{4} I_{(a)\mu}^{(2)}(p) + \frac{1}{6} I_{(b)\mu}^{(2)}(p) \right)$$

$$= -\frac{g^2}{(4\pi)^4} \left[ \left( \frac{3}{2\epsilon} - \frac{3}{2} \log \mu^2 + \tilde{a} \right) \mu^2 + \left( \frac{1}{\epsilon} + b - \log \mu^2 \right) \frac{p^2}{12} - \frac{p^2}{6} F \left( \frac{4p^2}{\mu^2} \right) \right],$$  \hspace{1cm} (A.38)

where $\tilde{a} = a + \frac{3}{4} - \frac{7}{2} + \frac{1}{2} \log 4\pi$, and $a$ and $b$ are given in (A.34). Note that the coefficient $\frac{3}{2}$ of $\mu^2$ originates as $\frac{1}{4} \times 2 + \frac{1}{6} \times 6$ where the last 6 arose from converting the $8\tilde{\mu}^2$ to $6\mu^2$.

There are two more $O(g^2)$ contributions to $\Gamma^{(2)}_\mu$ which are one-loop and involve counterterms. The first corresponds to the one-loop diagram $(c)$ of Fig. 3 involving the $\varphi^4$ counterterm needed to make the $\Gamma^{(4)}_\mu$ finite at one loop. As discussed in section 2.4.1, this counterterm is $\int d^4 x \left( -\frac{1}{4} \right) \frac{3g^2}{(4\pi)^2} \left( \frac{1}{\epsilon} + \hat{c}_0 \right) \varphi^4$, where the value of the finite constant $c_0$ depends on the renormalization condition. Thus the contribution of diagram $(c)$ to $\Gamma^{(2)}_\mu(p)$ is (still for $m = 0$)

$$\left. \Gamma^{(2)}_\mu(p) \right|_{1\text{-loop/counterterm}} = \frac{1}{2} \left( -\frac{3g^2}{(4\pi)^2} \right) \left( \frac{1}{\epsilon} + \hat{c}_0 \right)(-i)I_1(0)$$

$$= -\frac{g^2}{(4\pi)^4} \left( \frac{1}{\epsilon} + \frac{3}{4} \log \mu^2 + \hat{c}_0 \right) \mu^2 ,$$  \hspace{1cm} (A.39)

where $\hat{c}_0 = -\frac{3}{2}(c_0 + 2 - \gamma + \log 4\pi)$. Diagram $(d)$ involves the $O(g)$ (mass renormalization) counterterm. The latter is $\sim m^2$ and, since we are restricting ourselves here to $m = 0$, it is absent and diagram $(d)$ gives no contribution. Finally, there is the wave-function renormalization counterterm of diagram $(e)$ which just gives a

$$\left. \Gamma^{(2)}_\mu(p) \right|_{\text{counterterm}} = \frac{g^2}{(4\pi)^4} \left( \frac{1}{\epsilon} + b - \hat{b} \right) \frac{p^2}{12} ,$$  \hspace{1cm} (A.40)
designed to cancel the $\frac{p^2}{\epsilon}$ term in (A.38). Again, the value of $\hat{b}$ depends on the renormalization conditions.

Adding (A.38), (A.39) and (A.40), we finally obtain the full $O(g^2)$ contribution to $\Gamma^{(2)}_{\mu}$:

$$\Gamma^{(2)}_{\mu}(p)\big|_{g^2} = - \frac{g^2}{(4\pi)^4} \left[ \left( \hat{a} - \frac{3}{4} \log \mu^2 \right) \mu^2 + \left( \hat{b} - \log \mu^2 \right) \frac{p^2}{12} - \frac{p^2}{6} F \left( \frac{4p^2}{3\mu^2} \right) \right], \quad (A.41)$$

where $\hat{a} = \hat{a} + \hat{c}_0$ is given by

$$\hat{a} = - \frac{3}{4} \left( c_0 + \gamma - \log 4\pi \right) + \frac{5}{4} - \frac{C}{4} - \frac{1}{2} \log \frac{9}{8}, \quad (A.42)$$

and depends, via $c_0$, on the renormalization conditions. We observe that the terms $\sim \frac{\mu^2}{\epsilon}$ have cancelled, as they indeed should. Clearly, the presence of such a $\mu$-dependent diverging term would have been a disaster since we are not allowed to add a $\mu$-dependent counterterm to the action. The cancellation of these terms constitutes a non-trivial consistency check of our two-loop computation and in particular of the relation (A.9) giving $\tilde{\mu}$ in terms of $\mu$. Furthermore, loosely speaking, the $\mu^2 \log \mu^2$ and $p^2 \log \mu^2$ terms are the remnants in the renormalized $\Gamma^{(2)}_{\mu}$ of the UV divergences of the loop diagrams. It is then not too difficult to see that, when computing the 1PI $\Gamma^{(2)}|_{g^2}$, the various $\mu^2 \log \mu^2$ and $p^2 \log \mu^2$ terms cancel.
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