Effect of inhomogeneous Dzyaloshinskii-Moriya interaction on antiferromagnetic spin-wave propagation
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Abstract

We investigate the effect of inhomogeneous Dzyaloshinskii-Moriya interaction (DMI) on antiferromagnetic spin-wave propagation theoretically and numerically. We find that antiferromagnetic spin waves can be amplified at a boundary where the DMI varies. The inhomogeneous DMI also provides a way to construct a magnonic crystal with forbidden and allowed antiferromagnetic spin-wave bands in terahertz frequency ranges. In contrast to ferromagnetic spin waves, antiferromagnetic spin waves experience a polarization-dependent phase shift when passing through the inhomogeneous DMI, offering a magnonic crystal that also serves as a spin-wave polarizer.
I. Introduction

Recently, much effort has been expended in employing antiferromagnets for spintronics research [1,2]. An important motivation is that spin dynamics in antiferromagnets is much faster than in ferromagnets. Net zero spin density of two antiferromagnetically coupled sub-lattices suppresses the rotational motion of antiferromagnetic spin textures, which allows antiferromagnetic domain walls move much faster than ferromagnetic domain walls [3-11] and also results in vanishing skyrmion Hall effect in antiferromagnets [12,13] or compensated ferrimagnets [14]. Antiferromagnetic exchange interaction between neighboring spin moments provides a high resonance frequency in the terahertz (THz) ranges [15,16] leading to recent research efforts on THz spin oscillators [17-21].

Spin waves are low-energy collective excitations in magnetism. The ferromagnet has been considered as a core material for spin-wave devices where spin waves are used as information carriers [22-41]. As spin waves are able to deliver information without involving moving charges, they offer a computing scheme operated at low-power consumption [25,29,36,40]. Because the spin-wave resonance frequency of antiferromagnets can reach THz, which is much higher than that of ferromagnetic spin waves, it is expected that antiferromagnetic spin waves may allow fast operation of spin-wave devices [42,43]. Another distinct feature of antiferromagnetic spin waves is that both right-handed and left-handed spin waves are allowed in antiferromagnets. These energetically degenerate two spin-wave modes offer rich spin-wave physics and additional knobs to operate antiferromagnetic spin-wave devices.

When magnetic systems are subject to the structural inversion asymmetry and spin-orbit coupling, the anti-symmetric exchange energy, called Dzyaloshinskii-Moriya interaction
DMI), emerges [44,45]. The DMI causes the nonreciprocal spin-wave propagation [46-48], providing a way to quantify the strength of DMI [49-52]. The DMI also offers widespread applications in functional spin-wave devices, by enabling unidirectional caustic beams [53], spin-wave diodes [31], and spin-wave fibers [32,33]. When combined with antiferromagnets and thus the spin-wave polarization (i.e., left- and right-handed), the DMI makes it possible to realize spin-wave transistor [54] and spin-wave phase shifter and retarder [43].

We have recently investigated the role of inhomogeneous DMI in spin-wave propagation [55], domain wall motion [56], and magnetic skyrmion motion [57], which are all for ferromagnets. We found that a spatial inhomogeneity of DMI creates a potential landscape for spin waves and magnetic solitons, which in turn affects spin-wave propagation [55] and soliton motion [56,57] substantially. Moreover, the inhomogeneous DMI acts as an effective equilibrium dampinglike spin-orbit torque proportional to the DMI gradient [55,57], which tilts the equilibrium magnetization direction [55-58] and causes a large transverse motion of a magnetic skyrmion, similar to the skyrmion Hall effect [57].

These interesting consequences of the inhomogeneous DMI for ferromagnetic spin waves and solitons motivate us to investigate antiferromagnetic spin-wave propagation in the presence of inhomogeneous DMI, theoretically and numerically, in this work. We first derive a boundary condition for antiferromagnetic spin waves at a DMI step at which the DMI strength changes. Then we combine this boundary condition with antiferromagnetic spin-wave dispersion and show that a concerted action of antiferromagnetic spin waves with the inhomogeneous DMI offers a high-frequency magnonic crystal, which allows not only frequency-dependent but also polarization-dependent control of spin-wave propagation.
II. Antiferromagnetic spin-wave propagation across a DMI step

We consider a one-dimensional antiferromagnetic spin chain along the \( x \) direction [Fig. 1(a)]. The Lagrangian energy density is expressed as [59-61]

\[
\mathcal{L} = -s \hat{n} \cdot (\mathbf{n} \times \mathbf{m}) - \mathcal{U},
\]

where \( s = M_s / \gamma \) is the local spin density, \( M_s \) is the magnitude of magnetization, \( \gamma = 1.76 \times 10^{11} \text{T}^{-1} \text{s}^{-1} \) is the gyromagnetic ratio, \( \mathbf{n} \equiv (\mathbf{S}_1 - \mathbf{S}_2)/2 \) is the staggered order parameter, \( \mathbf{m} \equiv (\mathbf{S}_1 + \mathbf{S}_2)/2 \) is the magnetic order parameter, \( \mathbf{S}_{1,2} \) are the unit vectors along the magnetic moment at each sub-lattice, and \( \mathcal{U} \) is given as

\[
\mathcal{U} = \frac{A}{2} (\nabla \mathbf{n})^2 + \frac{a}{2} (\mathbf{m})^2 - \frac{K}{2} (\mathbf{n} \cdot \hat{p})^2 - \frac{D(x)}{2} \mathbf{n} \cdot \left( \mathbf{\hat{y}} \times \frac{\partial \mathbf{n}}{\partial x} \right) - \frac{1}{4} \frac{dD(x)}{dx} \mathbf{n} \cdot (\mathbf{\hat{y}} \times \mathbf{n}),
\]

where \( \hat{p} \) is the easy-axis for uniaxial magnetic anisotropy, and \( A, a, K, \) and \( D(x) \) are the inhomogeneous exchange, homogeneous exchange, anisotropy, and position-dependent DMI, respectively. In the strong exchange limit (i.e., \(|\mathbf{m}| \ll |\mathbf{n}|\)), the equation of motion for spin dynamics without damping is simplified as

\[
\mathbf{n} \times \frac{\partial^2 \mathbf{n}}{\partial t^2} = \alpha^* \gamma^2 \mathbf{n} \times \left[ J^* \nabla^2 \mathbf{n} + K^* (\mathbf{n} \cdot \hat{p}) \hat{p} + D^*(x) \left( \mathbf{\hat{y}} \times \frac{\partial \mathbf{n}}{\partial x} \right) + \frac{1}{2} \frac{dD^*(x)}{dx} (\mathbf{\hat{y}} \times \mathbf{n}) \right],
\]

where \( \alpha^* = \frac{2a}{M_s} = -\frac{8A}{M_s d^2}, J^* = \frac{2A}{M_s}, K^* = \frac{2K}{M_s}, D^*(x) = \frac{2D(x)}{M_s} \), and \( d \) is the atomic distance. The last term proportional to \( \frac{dD^*(x)}{dx} \) describes an equilibrium dampinglike spin-orbit torque originating from the inhomogeneous DMI. We call this last term as an equilibrium dampinglike spin-orbit torque because it arises without a current injection and its symmetry resembles the symmetry of a non-equilibrium (electrically induced) dampinglike spin-orbit torque. The reason that the inhomogeneous DMI creates an equilibrium spin torque is as
follows: (i) the DMI can be interpreted as an equilibrium spin current [62,63], which survives even after integrating over whole Fermi surface, due to the inversion symmetry breaking. (ii) It is well-known that a divergence of spin current is one of the sources for spin torques [64], satisfying the angular momentum conservation. Combining (i) with (ii), one finds that the inhomogeneous DMI creates a non-zero divergence of spin current in equilibrium and thus causes an equilibrium spin torque. For ferromagnetic cases, previous studies found that this term tilts the equilibrium magnetization at a DMI step [55-58], creates an energy barrier for domain wall and skyrmion [56,57], and amplifies the spin-wave amplitude [55].

For numerical simulations, we solve the atomistic Landau-Lifshitz-Gilbert equation [4,65], given as

$$\frac{\partial S_i}{\partial t} = -\gamma S_i \times H_{\text{eff},i} + \alpha S_i \times \frac{\partial S_i}{\partial t}, \quad (4)$$

where $S_i$ is the unit vector along the magnetic moment at a site $i$, $H_{\text{eff},i} = -\frac{1}{M_s} \frac{\partial W}{\partial S_i}$, and the magnetic energy density $W$ is given as

$$W = \frac{2A}{d^3} \sum_i S_i \cdot S_{i+1} - K \sum_i (S_i \cdot \hat{p})^2 - \frac{2D(x)}{d} \sum_i \hat{y} \cdot (S_i \times S_{i+1}) - M_s \mu_0 \sum_i S_i \cdot H. \quad (5)$$

We use following parameters for numerical simulations: Atomic distance $d = 0.4$ nm, exchange stiffness constant $A = -6.4$ pJ/m, easy-axis anisotropy constant $K = 0.1$ MJ/m$^3$, Gilbert damping constant $\alpha = 1 \times 10^{-4}$, and magnetic moment density $M_s = 400$ kA/m. Spin waves are excited by applying circular magnetic fields with the magnitude of 1 mT.
A. Easy axis aligned with y axis

We first consider the case for \( \vec{n} = \hat{y} \), where the staggered order \( \vec{n} \) is aligned along the \( y \)-axis in equilibrium. In this case, the last term in Eq. (3) vanishes and \( \vec{n} \) is uniform in equilibrium. From Eq. (3) and using \( \vec{n} = \vec{n}_0 + \delta \vec{n} \), where \( \vec{n}_0 \) is the position-independent staggered order, \( \delta \vec{n} = (0, s_\theta, s_\phi) \) is the spin-wave contribution in the spherical coordinate \((s_\theta^2 \ll 1, s_\phi^2 \ll 1)\), and \( \theta \) and \( \phi \) are the polar and azimuthal angles, respectively, we obtain the Schrödinger-like equation for spin-wave wave function \( \psi = s_\theta + is_\phi \) for antiferromagnets, given as

$$
\frac{\partial^2 \psi}{\partial x^2} = a^* \gamma^2 \left[ J^* \nabla^2 + K^* n_y + i n_y \left( D^*(x) \frac{\partial}{\partial x} \frac{1}{2} \frac{\partial D^*(x)}{\partial x} \right) \right] \psi. \tag{6}
$$

From the continuity of Eq. (6) and integrating Eq. (6) for \( x \), we obtain the boundary conditions for \( \psi \) at a DMI step [i.e., \( D = D_1 \) for \( x < 0 \) (region 1) and \( D = D_2 \) for \( x \geq 0 \) (region 2); see Fig. 1(a)], given as

$$
\psi_1(x = 0) = \psi_2(x = 0), \tag{7}
$$
$$
\left. \frac{d\psi_1}{dx} \right|_{x=0} - \left. \frac{d\psi_2}{dx} \right|_{x=0} = \pm \Delta D \frac{i n_y}{2A} \psi(x = 0), \tag{8}
$$

where the positive (negative) sign corresponds to the right (left)-handed spin-wave mode, and \( \Delta D \equiv D_2 - D_1 \).

To verify the boundary conditions, we consider incident \( (\psi_1 = I_0 e^{ik_1x}, \) and reflected \( (\psi_R = A_0 e^{ik_2x}) \) spin waves in the region 1, and transmitted \( (\psi_T = B_0 e^{ik_3x}) \) spin waves in the region 2, where \( I_0, A_0, \) and \( B_0 \) \((k_1, k_2, \text{and } k_3)\) are the amplitude (wave vector) of incident, reflected, and transmitted waves. The spin-wave dispersion is given as
\[ k(\pm) = \pm \frac{D^*(x)}{2J^*} \pm \sqrt{\frac{K^*}{J^*} - \frac{\omega^2}{J^*y^2a^2} + \left(\frac{D^*(x)}{2J^*}\right)^2}, \quad (9) \]

where \( \hbar \omega \) is the spin-wave energy and the positive (negative) sign corresponds to the right (left)-handed spin-wave mode. From Eqs. (7)-(9), we obtain the analytic expression of spin-wave transmittance at a DMI step of antiferromagnets:

\[ \frac{B_0}{I_0} = \frac{2\sqrt{D^2 + 4J^*H^*}}{\sqrt{D_1^2 + 4J^*H^*} + \sqrt{D_2^2 + 4J^*H^*}}, \quad (10) \]

where \( H^* = K^* - \omega^2/\alpha y^2 \). Equation (10) predicts that the spin-wave transmittance does not depend on the spin-wave polarization (left- or right-handed) and spin waves can be amplified \((B_0/I_0 > 1)\) at a DMI step when \(|D_1^*| > |D_2^*|\). In particular, the spin-wave amplification becomes maximum when \(D_2 = 0\).

In Fig. 1(b), we compare numerically-obtained spin-wave transmittances (symbols) with Eq. (10) (dotted lines) and find that they are in agreement, verifying the validity of the boundary conditions. As predicted by Eq. (10), the spin-wave transmittance is an even function of \(D_2\) and the largest at \(D_2 = 0\).

**B. Easy axis aligned with z axis**

We next consider the case for \( \hat{\mathbf{p}} = \hat{\mathbf{z}} \), where the staggered order \( \mathbf{n} \) is aligned along the \(z\)-axis in equilibrium. In this case, the last term in Eq. (3) does not vanish and makes \( \mathbf{n} \) tilt from the easy axis. Following Ref. [58], we obtain the equilibrium tilted texture for staggered order \( \mathbf{n} \) in antiferromagnets, based on the Euler-Lagrange method. The equilibrium \( \mathbf{n} \) texture in the present of a DMI step is given as
\[ n = (\sin \theta(x), 0, \cos \theta(x)), \quad (11) \]

where \( \theta(x) = 2 \arctan \left[ e^{-|x|/\xi} \tan \frac{\theta_0}{2} \right] \), \( \xi = \sqrt{-A/K} \), and the tilting angle at the DMI step is \( \theta_0 = \arcsin \left[ \frac{-\Delta D}{4\sqrt{-AK}} \right] \).

For propagating spin waves through non-uniform spin textures (e.g. magnetic domain walls), the spin wave acquires an additional phase due to the position-dependent effective field [34,51]. To calculate the phase shift in our case, we use the Wentzel-Kramers-Brillouin (WKB) approximation with the following rotation matrix \( R \),

\[
R(\theta(x)) = \begin{bmatrix}
\cos \theta(x) & 0 & -\sin \theta(x) \\
0 & 1 & 0 \\
\sin \theta(x) & 0 & \cos \theta(x)
\end{bmatrix}.
\quad (12)
\]

We transform the coordinate from \( xyz \) to \( \eta \zeta \) (\( \eta = y \)). In the transformed coordinate, the staggered order parameter is rewritten as \( n = n_0 + \delta n_{\xi} \hat{e} + \delta n_{\eta} \hat{n} \), where \( n_0 = (0, 0, 1) \) and \( \delta n_{\xi} = s_{\xi} \sin(k_{\xi}x) \), \( \delta n_{\eta} = s_{\eta} \sin(k_{\eta}x + \pi/2) \). Spin-wave dispersions for \( \delta n_{\xi} \) and \( \delta n_{\eta} \), which are linear components for individual oscillating planes, are given as [43,66]

\[
[k_{\xi}(x)]^2 = \left( \frac{K^*}{J^*} \cos[2\theta(x)] - \frac{\omega^2}{J^*ay^2} \right),
\quad (13)
\]

\[
[k_{\eta}(x)]^2 = \left( \frac{K^*}{J^*} \cos[2\theta(x)] + \frac{D^*(x)}{J^*} \theta'(x) - \frac{\omega^2}{J^*ay^2} \right).
\quad (14)
\]

Here we find that the two linear components \( \delta n_{\xi}, \delta n_{\eta} \) have different wave vectors in the tilted region \([i.e., \theta'(x) \neq 0]\). On the other hand, in the uniform spin state \([x \to \pm \infty \text{ or } \theta'(x) = 0]\), the wave vector of both linear components reduces to \( \pm \sqrt{K^*/J^* - \omega^2/(J^*a^2y^2)} \).

This difference in the wave vector generates an additional phase shift for spin waves passing
through a spin tilted region. The additional phase shift is calculated from the WKB approximation, given as

$$\Delta \phi_{x,y} = \int_{-\infty}^{\infty} (k^{e,\eta}(x) - q) \, dx,$$

where $q$ is the spin-wave wave vector in a region sufficiently far from the DMI step ($x \to \pm \infty$). Here we use subscripts $x$ and $y$, instead of $\varepsilon$ and $\eta$, for the phase shift $\Delta \phi$ because the phase shift is determined by comparing spin waves between far left and far right sides of the DMI step, where we can treat $k_\varepsilon$ ($k_\eta$) as $k_x$ ($k_y$).

Figure 2 shows the spin-wave phase shift originating from a DMI step. Here we excite spin waves with a left-handed circular polarization, which can be decomposed to two linear polarizations (i.e., $x$-linear and $y$-linear polarizations). Figure 2(a) shows $\Delta \phi_x$ and $\Delta \phi_y$ as a function of $F^2$ when $F^1 = -1$ mJ/m$^2$ and frequency $f = 0.6$ THz. For $F^2 = -1$ mJ/m$^2$, $\Delta \phi_x - \Delta \phi_y$ is 0 and thus there is no additional phase shift, because the DMI is homogeneous. For $F^2 = +0.8$ mJ/m$^2$, $\Delta \phi_x - \Delta \phi_y$ is $\pi/2$ so that the initially circularly-polarized spin waves become linear one after passing through the DMI step. In Fig. 2(a, b), we compare numerical phase shifts (symbols) with analytical ones (lines) and find that they are in reasonable agreement.

III. Antiferromagnetic magnonic crystals with inhomogeneous DMI

Next, we consider a one-dimensional magnonic crystal composed of antiferromagnetic spin chain with alternating DMI ($D_1$ and $D_2$). We assume that other magnetic properties are uniform for simplicity. The spatial distribution of $D(x)$ is assumed to be
where \( l/2 \) is the width of a region with a homogeneous DMI. This alternating DMI serves as a periodic potential for spin waves and creates allowed and forbidden spin-wave bands.

In this section, we show how the spin-wave band structure can be engineered by inhomogeneous DMI in antiferromagnets. As the DMI is related with the inversion symmetry breaking and spin-orbit coupling, the spatial DMI strength can be modulated by either external electric fields [67-70] or locally varying the layer thickness [71-74].

A. Easy axis aligned with y axis

Using the boundary conditions shown in Sec. II. A. and the Bloch’s theorem, we obtain following spin-wave dispersion relation in a magnonic crystal with spatially modulated DMI constants (\( D_1 \) and \( D_2 \)).

\[
\begin{align*}
\cos \left[ \frac{1}{4} l \left( 4k + \frac{D_1 + D_2^*}{J^*} \right) \right] &= \cos \left[ \frac{1}{2} l\mu \right] \cos \left[ \frac{1}{2} l\nu \right] - \frac{(\mu^2 + \nu^2)}{2\mu\nu} \sin \left[ \frac{1}{2} l\mu \right] \sin \left[ \frac{1}{2} l\nu \right],
\end{align*}
\]

where \( \mu = \sqrt{\left( \frac{D_1}{2J^*} \right)^2 + \frac{H^*}{J^*}} \) and \( \nu = \sqrt{\left( \frac{D_2^*}{2J^*} \right)^2 + \frac{H^*}{J^*}} \). Equation (17) shows that the forbidden band is arisen for \( D_1^* \neq D_2^* \) because the magnitude of right-hand side is greater than the unity.

Figure 3(a) and 3(b) show spin-wave forbidden (black) and allowed (white) bands as a function of lattice constant \( l \) of magnonic crystal and DMI strength \( D_2 \) in the region 2, respectively, when \( D_1 = 0 \) mJ/m\(^2\). We find that the numerically-obtained boundaries between the allowed and forbidden bands, indicated by blue symbols, are in agreement with Eq. (17). The allowed bands become narrower when either the lattice constant or the DMI
strength in the region 2 increases because either potential width or potential height increases. We note that the frequencies of the allowed and forbidden bands are located in the sub-THz ranges, which is much higher than gigahertz frequency ranges in ferromagnets. This result suggests that magnonic crystal operated at high frequencies can be constructed using DMI-modulated antiferromagnets.

**B. Easy axis aligned with z axis**

In this case, when we ignore the equilibrium magnetization tilting, there is no DMI effect on the spin-wave dispersion because the DM vector \( \mathbf{\gamma} \) is orthogonal to the easy axis. Therefore, alternating allowed and forbidden bands, shown in Fig. 3, do not exist in this case. As described in the Sec. II. B., however, two linearly polarized spin waves experience different dispersions due to the magnetization tilting at the DMI step, which in turn results in different phase shifts for two linearly-polarized spin waves [see Eqs. (13) and (14)]. These polarization-dependent phase shift provides a way to construct a magnonic band structure, which is qualitatively and quantitatively different from that shown in the previous section.

We consider a one-dimensional magnonic device having a magnonic crystal, which is connected to homogeneous DMI regions [see Fig. 4(a) for schematic]. In the homogeneous region, we attach a metallic layer (i.e., Pt layer) to measure spin accumulation through the inverse spin Hall effect. Here we consider that the metallic layer covers 1000 magnetic moments. In a low spin memory loss limit, the spin accumulation originating from spin dynamics is given as \( \mathbf{\mu} = -\hbar \Sigma_i (\mathbf{S}_i \times \mathbf{S}_i) \) [75,76].

The left panel in Fig. 4(b) shows spin-wave forbidden band and allowed band as a
function of DMI strength $D_2$ in the region 2. We find that three distinguishable regions are formed in the frequency domain. In the white region, both two linearly-polarized spin waves are allowed, whereas in the black region, both spin waves are forbidden. The grey region corresponds to the polarization-dependent spin-wave band. In this grey region, incident circular-polarized spin waves changes to linearly ($\hat{x}$)-polarized spin waves. Therefore, in this grey region, the DMI step (thus, corresponding magnetization tilting) serves as a spin-wave polarizer.

The right panel in Fig. 4(b) shows the time average of the $z$-component of spin accumulation ($\langle \mu_z \rangle$) as a function of frequency when $D_2 = 1.2$ mJ/m$^2$. We find that $\langle \mu_z \rangle$ oscillates as a function of frequency in the white region of the left panel. This oscillation can be understood as follows. As shown in Fig. 2, a spin wave acquires a frequency-dependent phase shift when passing through a DMI step. Since a magnonic crystal consists of many DMI steps, the frequency-dependent phase shift becomes large. As a result, the output spin accumulation measured at the Pt layer shows a strong oscillation as a function of spin-wave frequency. We also find that $\langle \mu_z \rangle$ is zero in the grey region because this region corresponds to a linearly-polarized spin wave, which carries no angular momentum. This frequency-dependent spin accumulation signal shows that the phase shift induced by the magnetization tilting can be used as another type of magnonic crystal, which allows a spin wave with a specific polarization to pass through the magnonic crystal.

IV. Summary

In this work, we investigate antiferromagnetic spin-wave propagation in the presence of inhomogeneous DMI. We find that propagating antiferromagnetic spin waves have distinct
properties depending on the easy-axis direction because the equilibrium spin torque originating from the inhomogeneous DMI varies with a relative orientation of the equilibrium magnetization with respect to the DM vector. When the easy axis is aligned with the DM vector (\( \mathbf{y} \)), the inhomogeneous DMI affects the boundary condition of spin waves at a DMI step, making the spin-wave amplification possible. Moreover, it also affects the spin-wave dispersion, allowing a magnonic crystal with alternating DMI.

When the easy-axis is orthogonal to the DM vector, there is no DMI effect on the spin-wave dispersion but the equilibrium spin torque emerges, which tilts the staggered order \( \mathbf{n} \) in antiferromagnets. This locally-tilted antiferromagnetic order makes a difference in the spin-wave dispersion for two linearly-polarized spin waves. As a result, a DMI step causes different phase shifts for two linearly-polarized spin waves, which can be used to construct another type of magnonic crystal, based on the spin-wave polarization. Even though not studied here, one can combine these two cases by making the easy axis neither aligned along the DM vector, nor orthogonal to the DM vector. Then both features of allowed and forbidden bands shown in Figs. 3 and 4 coexist.

Our work provides a theoretical tool to investigate the aforementioned rich antiferromagnetic spin-wave physics in the presence of inhomogeneous DMI and would be useful to realize high-frequency spin-wave magnonic crystals based on antiferromagnets.
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FIG. 1. (a) A schematic illustration of a DMI step. (b) Spin-wave transmittance at a DMI step for $D_1 = -1$ mJ/m$^2$. Symbols are numerical results and dotted lines are Eq. (10).
FIG. 2. (a) Phase shift ($\Delta \phi_x$, $\Delta \phi_y$, and $\Delta \phi_x - \Delta \phi_y$) as a function of $D_2$ ($f = 0.6$ THz). (b) Relative phase shift between two linear spin waves ($= \Delta \phi_x - \Delta \phi_y$) as a function of $D_2$. The $\Delta \phi_x - \Delta \phi_y$ decreases with increasing frequency ($D_1 = -1$ mJ/m$^2$). Symbols are results from numerical calculation of atomistic LLG equation and lines are calculated from Eq. (15).
FIG. 3. (a) The spin-wave frequency versus $D_2$ ($l = 40$ nm, and $D_1 = 0$ mJ/m$^2$). (b) The spin-wave frequency versus the lattice constant $l$ of an alternating DMI region ($D_1 = 0$ mJ/m$^2$, and $D_2 = 1$ mJ/m$^2$). The black (white) regions are forbidden (allowed) bands calculated from analytical dispersion relation in magnonic crystals. Symbols are obtained from numerical simulations.
FIG. 4. (a) Schematic diagram for a magnonic crystal based on spin-wave polarization. We assume the DMI of green regions is zero. (b) Left: the spin-wave frequency versus $D_2$ ($l = 40$ nm, and $D_1 = 0$ mJ/m$^2$). Symbols are numerically obtained boundaries between allowed and forbidden bands. Black and white regions correspond to forbidden and allowed bands, respectively. Grey regions are the forbidden bands for $y$-polarized spin wave but the allowed bands for $x$-polarized spin wave. Right: the $z$-component of spin accumulation at the output region in the schematic diagram for $D_2 = 1.2$ mJ/m$^2$. Yellow (blue) regions are forbidden (allowed) spin-wave bands. Red regions correspond to forbidden bands for $y$-polarized spin wave but allowed bands for $x$-polarized spin wave.