A note on the real part of complex chromatic roots
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Abstract

A chromatic root is a root of the chromatic polynomial of a graph. While the real chromatic roots have been extensively studied and well understood, little is known about the real parts of chromatic roots. It is not difficult to see that the largest real chromatic root of a graph with $n$ vertices is $n - 1$, and indeed, it is known that the largest real chromatic root of a graph is at most the tree-width of the graph. Analogous to these facts, it was conjectured in [8] that the real parts of chromatic roots are also bounded above by both $n - 1$ and the tree-width of the graph.

In this article we show that for all $k \geq 2$ there exist infinitely many graphs $G$ with tree-width $k$ such that $G$ has non-real chromatic roots $z$ with $\Re(z) > k$. We also discuss the weaker conjecture and prove it for graphs $G$ with $\chi(G) \geq n - 3$.
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1 Introduction

Let $G$ be a simple graph of order $n$ and size $m$, and let $\chi(G)$ denote the chromatic number of $G$. The chromatic polynomial $\pi(G, x)$ of $G$ counts the number of proper colourings of the vertices with $x$ colours. If $z \in \mathbb{C}$ satisfies $\pi(G, z) = 0$, then $z$ is called a chromatic root of $G$ (the chromatic roots of graphs of order 8 are shown in Figure 1). A trivial observation is that all of 0, 1, \ldots, $\chi(G) - 1$ are chromatic roots – the chromatic number is merely the first positive integer that is not a chromatic root. The Four Colour Theorem is equivalent to the fact that 4 is never a chromatic root of a planar graph, and interest in chromatic roots began precisely from this connection. The roots of chromatic polynomials have subsequently received a considerable amount of attention in the literature. Chromatic polynomials also have strong connections to the Potts model partition function studied in theoretical physics, and the complex roots play an important role in statistical mechanics (see, for example, [12]).
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A central problem has been to bound the moduli of the chromatic roots in terms of graph parameters. There have been several results regarding this. Brown [2] showed that the chromatic roots of $G$ lie in $|z − 1| ≤ m − n + 1$ and Sokal [12] proved that the chromatic roots lie within $|z| ≤ 7.963907 \Delta(G)$, where $\Delta(G)$ is the maximum degree of the graph.

Another approach has been to study the real chromatic roots of graphs. It is not difficult to see that if $r$ is a real chromatic root of $G$ then $r ≤ n − 1$ with equality if and only if $G$ is a complete graph. In [5] it was proven that among all real chromatic roots of graphs with order $n ≥ 9$, the largest non-integer real chromatic root is $\frac{n − 1 − \sqrt{(n − 3)(n − 7)}}{2}$, and extremal graphs were determined. Moreover, Dong et.al [6, 7] showed that real chromatic roots are bounded above by $5.664 \Delta(G)$ and $\max\{\Delta(G), \lfloor n/3 \rfloor − 1\}$.

The tree-width of a graph $G$ is the minimum integer $k$ such that $G$ is a subgraph of a k-tree (given $q \in \mathbb{N}$, the class of $q$-trees is defined recursively as follows: any complete graph $K_q$ is a $q$-tree, and any $q$-tree of order $n + 1$ is a graph obtained from a $q$-tree $G$ of order $n$, where $n ≥ q$, by adding a new vertex and joining it to each vertex of a $K_q$ in $G$). Thomassen [13] proved that the real chromatic roots are bounded above by the tree-width of the graph.

The problem of finding the largest real part of complex chromatic roots seems more difficult. In [8] the following conjectures on the real part of complex chromatic roots were proposed.

**Conjecture 1.1.** Let $G$ be a graph with tree-width $k$. If $z$ is a root of $\pi(G, x)$ then $\Re(z) ≤ k$. 

![Figure 1: Chromatic roots of graphs of order 8.](image-url)
Conjecture 1.2. Let $G$ be a graph of order $n$. If $z$ is a root of $\pi(G, x)$ then $\Re(z) \leq n - 1$.

It is clear that the Conjecture 1.2 is weaker than Conjecture 1.1. In this work, first we present infinitely many counterexamples to Conjecture 1.1 for every $k \geq 2$ (Theorem 2.5). Then, we consider Conjecture 1.2 and prove it for all graphs $G$ with $\chi(G) \geq n - 3$ (Theorem 2.11). (Our numerical computations suggest that graphs which have large chromatic number are more likely to have chromatic roots whose real parts are close to $n$.)

2 Main Results

A polynomial $f(x)$ in $\mathbb{C}[x]$ is called Hurwitz quasi-stable or just quasi-stable (resp. Hurwitz stable or just stable) if every $z \in \mathbb{C}$ such that $f(z) = 0$ satisfies $\Re(z) \leq 0$ (resp. $\Re(z) < 0$). Observe that $z$ is a root of $f(x)$ if and only if $z - c$ is a root of $f(x + c)$, so that every root $z$ of a polynomial $f(x)$ satisfies $\Re(z) \leq c$ (resp. $\Re(z) < c$) if and only if the polynomial $f(x + c)$ is quasi-stable (resp. stable). Thus, bounding the real parts of roots of polynomials is closely related to the Hurwitz stability of polynomials. In the sequel, we will make use of this observation to prove both of our main results.

2.1 Treewidth and the real part of complex chromatic roots

It is not difficult to see that the tree-width of the complete bipartite graph $K_{p,q}$ is equal to $\min(p,q)$, and our counterexamples to Conjecture 1.1 will be these graphs. Note that this conjecture clearly holds for $k = 1$ since the tree-width of a graph is equal to 1 if and only if the graph is a tree. Hence, our counterexamples are for $p \geq 2$.

We shall make use of a particular expansion of the chromatic polynomial. Let $G$ be a graph of order $n$ and size $m$. Suppose that $\beta : E(G) \rightarrow \{1, 2, \ldots, m\}$ is a bijection and $C$ a cycle in $G$. If $C$ has an edge $e$ such that $\beta(e) > \beta(e')$ for any $e'$ in $E(C) - \{e\}$ then the path $C - e$ is called a broken cycle in $G$ with respect to $\beta$. Whitney’s Broken-Cycle Theorem (see, for example, [8]) states that

$$\pi(G, x) = \sum_{i=1}^{n} (-1)^{n-i} h_i(G)x^i,$$

where $h_i(G)$ is the number of spanning subgraphs of $G$ that have exactly $n - i$ edges and that contain no broken cycles with respect to $\beta$.

For two graphs $H$ and $G$, we denote by $\eta_G(H)$ (resp. $i_G(H)$) the number of subgraphs (respectively induced subgraphs) of $G$ which are isomorphic to $H$. For example, for the graph $H$ in Figure 2 we have $\eta_H(K_3) = i_H(K_3) = 2$, $\eta_H(2K_2) = 8$ and $i_H(2K_2) = 0$. The following result gives formulas for the first few coefficients of the chromatic polynomial by counting certain (induced) subgraphs of the graph.
Theorem 2.1. [8] pg. 31-32] Let $G$ be a graph of order $n$ and size $m$, and let $g$ be the girth of the graph. Then

$$\pi(G, x) = \sum_{i=1}^{n} (-1)^{n-i} h_i(G) x^i$$

is a polynomial in $x$ such that

$$h_{n-i} = \binom{m}{i} \quad \text{for} \quad 0 \leq i \leq g - 2,$$

$$h_{n-g+1} = \binom{m}{g-1} - \eta_G(C_g),$$

$$h_{n-3} = \binom{m}{3} - (m - 2)\eta_G(K_3) - i_G(C_4) + 2\eta_G(K_4), \quad \text{and}$$

$$h_{n-4} = \binom{m}{4} - \binom{m-2}{2} \eta_G(K_3) + \left(\frac{\eta_G(K_3)}{2}\right) - (m - 3)i_G(C_4) - (2m - 9)\eta_G(K_4) - i_G(C_5) + i_G(K_{2,3}) + 2i_G(H) + 3i_G(W_5) - 6\eta_G(K_5),$$

where $H$ is the graph shown in Figure 2 and $W_5$ is the wheel of order 5.

The first two items of Theorem 2.1 follow immediately from Whitney’s Broken-Cycle Theorem and the expressions for $h_{n-3}$ and $h_{n-4}$ were obtained by Furrell in [9]. A direct application of the previous result yields explicit formulas for the first few coefficients of the chromatic polynomials of complete bipartite graphs.
Lemma 2.2. Let $p, q \geq 2$, $n = p + q$ and $\pi(K_{p,q}, x) = \sum_{i=1}^{n} (-1)^{n-i}h_i(G)x^i$, then

$$
\begin{align*}
    h_n &= 1, \\
    h_{n-1} &= pq, \\
    h_{n-2} &= \left(\frac{pq}{2}\right), \\
    h_{n-3} &= \left(\frac{pq}{3}\right) - \left(\frac{q}{2}\right)\left(\frac{p}{2}\right), \text{ and} \\
    h_{n-4} &= \left(\frac{pq}{4}\right) - \left(pq - 3\right)\left(\frac{q}{2}\right)\left(\frac{p}{2}\right) + \left(\frac{q}{2}\right)\left(\frac{p}{3}\right) + \left(\frac{p}{2}\right)\left(\frac{q}{3}\right).
\end{align*}
$$

\[\square\]

A polynomial is called standard if it is either identically zero or has positive leading coefficient, and is said to have only nonpositive roots if it is either identically zero or has all of its roots real and nonpositive. Suppose that $f, g \in \mathbb{R}[x]$ both have only real zeros, that those of $f$ are $\zeta_1 \leq \cdots \leq \zeta_a$ and that those of $g$ are $\theta_1 \leq \cdots \theta_b$. We say that $f$ interlaces $g$ if $\deg g = 1 + \deg f$ and the zeros of $f$ and $g$ satisfy $\theta_1 \leq \zeta_1 \leq \theta_2 \leq \cdots \leq \zeta_a \leq \theta_{a+1}$. We also say that $f$ alternates left of $g$ if $\deg f = \deg g$ and the zeros of $f$ and $g$ satisfy $\zeta_1 \leq \theta_1 \leq \zeta_2 \leq \cdots \leq \zeta_a \leq \theta_a$. The notation $f \prec g$ stands for either $f$ interlaces $g$ or $f$ alternates left of $g$. The following result which is known as Hermite-Biehler Theorem (see [14]) characterizes Hurwitz quasi-stable polynomials via interlacing property.

Theorem 2.3 (Hermite-Biehler Theorem). Let $f(x) \in \mathbb{R}[x]$ be standard, and write $f(x) = f^e(x^2) + xf^o(x^2)$. Set $t = x^2$. Then $f(x)$ is Hurwitz quasi-stable if and only if both $f^e(t)$ and $f^o(t)$ are standard, have only nonpositive zeros, and $f^o(t) \prec f^e(t)$.

The Sturm sequence of a real polynomial $f(t)$ of positive degree is a sequence of polynomials $f_0, f_1, f_2, \ldots$, where $f_0 = f, f_1 = f'$, and, for $i \geq 2$, $f_i = -\text{rem}(f_{i-1}, f_{i-2})$, where $\text{rem}(h, g)$ is the remainder upon dividing $h$ by $g$. The sequence is terminated at the last nonzero $f_i$. The Sturm sequence of $f$ has gaps in degree if there exist integers $j \leq k$ such that $\deg f_j < \deg f_{j-1} - 1$. Sturm’s well known theorem (see, for example, [4]) is the following:

Theorem 2.4 (Sturm’s Theorem). Let $f(t)$ be a real polynomial whose degree and leading coefficient are positive. Then $f(t)$ has all real roots if and only if its Sturm sequence has no gaps in degree and no negative leading coefficients.

We are now ready to show that for complete bipartite graphs a chromatic root with real part greater than its tree width.

Theorem 2.5. Suppose that $p \geq 2$ is fixed. Then, $\pi(K_{p,q})$ has a non-real root $z$ with $\Re(z) > p$ for all sufficiently large $q$. 
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Proof. Set \( n = p + q \) and \( \pi(K_{p,q}, x) = \sum_{i=1}^{n} (-1)^{n-i}h_ix^i \). We will show that
\[
\pi(K_{p,q}, x + p) = \sum_{i=1}^{n} (-1)^{n-i}h_i(x + p)^i
\]
is not Hurwitz quasi-stable. Rewriting \( \pi(K_{p,q}, x + p) = \sum_{i=1}^{n} a_ix^i \), we have
- \( a_n = 1 \);
- \( a_{n-2} = \left( \frac{n}{2} \right) p^2 - (n - 1)ph_{n-1} + h_{n-2} \);
- \( a_{n-4} = \left( \frac{n}{3} \right) p^4 - \left( \frac{n-1}{2} \right) p^3 h_{n-1} + \left( \frac{n-2}{2} \right) p^2 h_{n-2} - (n - 3)ph_{n-3} + h_{n-4} \).

Now we write \( \pi(K_{p,q}, x + p) = f^e(x^2) + xf^o(x^2) \). First, we suppose that \( n \) is even and we look at the first three polynomials in the Sturm sequence \( (f_0, f_1, f_2, \ldots) \) of \( f^e(t) \):
\[
\begin{align*}
f_0 &= t^\frac{n}{2} + a_{n-2}t^{\frac{n-2}{2}} + a_{n-4}t^{\frac{n-4}{2}} + \ldots \\
f_1 &= \frac{n}{2} t^{\frac{n-2}{2}} + a_{n-2} \frac{n-2}{2} t^{\frac{n-4}{2}} + a_{n-4} \frac{n-4}{2} t^{\frac{n-6}{2}} + \ldots \\
f_2 &= -\frac{2}{n^2} \left( 2na_{n-4} - (n-2)a_{n-2}^2 \right) t^{\frac{n-4}{2}} + \ldots
\end{align*}
\]
We can write \( a_{n-4} \) and \( a_{n-2} \) in terms of \( p \) and \( q \) by using Lemma 2.2 and then we can write \( 2na_{n-4} - (n-2)a_{n-2}^2 \) as a quartic polynomial in \( q \) where the coefficients are polynomial functions of \( p \). More precisely, calculations show that \( 2na_{n-4} - (n-2)a_{n-2}^2 \) is equal to
\[
\begin{align*}
&\left( \frac{1}{6} p^2 - \frac{1}{6} p \right) q^4 + \left( \frac{1}{2} p^4 - \frac{5}{3} p^3 + \frac{11}{6} p^2 - \frac{2}{3} p \right) q^3 + \left( \frac{5}{6} p^5 - \frac{5}{3} p^4 - \frac{5}{6} p^3 - \frac{1}{3} p^2 + \frac{1}{3} p \right) q^2 + \\
&\left( \frac{1}{6} p^8 + \frac{1}{3} p^6 + \frac{1}{2} p^5 - \frac{5}{6} p^4 - \frac{1}{6} p^3 + \frac{1}{3} p^2 \right) q + \left( \frac{1}{6} p^9 + \frac{1}{3} p^7 - \frac{1}{3} p^5 \right).
\end{align*}
\]
Because \( \frac{1}{6} p(p-1) > 0 \) for fixed \( p \geq 2 \), it follows that the leading coefficient of \( f_2 \) is negative for all sufficiently large \( q \). Therefore, by Theorem 2.4, we find that \( f^e \) does not have all real roots and hence \( \pi(K_{p,q}, x + p) \) is not Hurwitz quasi-stable by Theorem 2.3

Thus, we obtain that \( \pi(K_{p,q}, x) \) has a root \( z \) with \( \text{Re}(z) > p \) for all sufficiently large \( q \) (that root cannot be a real number as we already noted that real chromatic roots are bounded by the tree-width of the graph). A similar argument works for \( n \) odd but in this case one would work with the Sturm sequence of \( f^o \) instead of \( f^e \) (we leave the details to the reader). \( \square \)

Since the tree-width of \( K_{p,q} \) is equal to \( \min(p, q) \), the following corollary follows immediately.

**Corollary 2.6.** For any integer \( k \geq 2 \), there exist infinitely many graphs which have tree-width \( k \) and chromatic roots \( z \) with \( \text{Re}(z) > k \).
2.2 Bounding the real part of complex chromatic roots by $n - 1$

In this section we will use another form of the chromatic polynomial which is known as the factorial form [11]. The chromatic polynomial of $G$ is equal to

$$\sum_{i=\chi(G)}^{n} a_i(x)_{\downarrow i}$$

where $(x)_{\downarrow i} = x(x-1) \cdots (x-i+1)$ is the falling factorial of $x$. The following lemma gives an interpretation of the coefficient $a_{n-i}$ in terms of the number of certain subgraphs in the complement of the graph.

**Lemma 2.7.** [3, 10] Let $\pi(G, x) = \sum a_i(x)_{\downarrow i}$, then $a_{n-i}$ counts the number of subgraphs of the form $\cup_{j=1}^{k} K_{m_j+1}$ in $\overline{G}$ where $\sum_{j=1}^{k} m_j = i$ and $m_j \in \mathbb{Z}^+$. From this lemma, we find that

$$a_n = 1,$$

$$a_{n-1} = \eta_G(K_2) = \left(\begin{array}{c} n \\ 2 \end{array}\right) - \left| E(G) \right|,$$

$$a_{n-2} = \eta_G(K_3) + \eta_G(2K_2),$$

$$a_{n-3} = \eta_G(K_4) + \eta_G(K_3 \cup K_2) + \eta_G(3K_2).$$

We will need the following two results for the proof of Theorem 2.11. We omit the proofs as the results are elementary.

**Lemma 2.8.** Let $H$ and $K$ be two subgraphs of $G$, then

$$\eta_G(H) \eta_G(K) \geq \eta_G(H \cup K).$$

**Lemma 2.9.** Let $H_1, H_2, \ldots, H_k$ be subgraphs of $G$ and $r = \sum_{i=1}^{k} |V(H_i)|$. Then,

$$\eta_G(\cup_{i=1}^{k} H_i) \geq \eta_G(K_r).$$

For our next result, we shall also need specific conditions for a low degree polynomial to be stable (see, for example, [1, pg.181]).

**Theorem 2.10** (Stability tests for polynomials of degree $\leq 3$). The following are necessary and sufficient conditions for stability of polynomials of degree at most 3:

- A linear or quadratic polynomial is stable if and only if all the coefficients are of the same sign.

- A cubic monic polynomial $f(x) = x^3 + bx^2 + cx + d$ is stable if and only if all its coefficients are positive and $bc > d$. 


We now conclude with showing that Conjecture 1.2 holds for graphs with chromatic number at least $n - 3$:

**Theorem 2.11.** Let $G$ be a graph with $\chi(G) \geq n - 3$. If $z$ is a root of $\pi(G, x)$ then $\Re(z) \leq n - 1$ with equality if and only if $\chi(G) = n$.

**Proof.** If $\chi(G) = n$ then $G = K_n$, and if $\chi(G) = n - 1$ then $G - u \cong K_{n-1}$ for some vertex $u$ of $G$. In both cases $G$ is chordal and hence $G$ has all integer roots, so the result follows as the largest integer roots is equal to $\chi(G) - 1$. So we assume that $\chi(G) \geq n - 2$. We show that $\pi(G, x + n - 1)$ is stable. First, we write

$$\pi(G, x + n - 1) = f(G, x) \prod_{i=1}^{\chi(G)} (x + n - i)$$

and now it suffices to show that $f(G, x)$ is Hurwitz stable. Also, let $\pi(G, x) = \sum a_i(x)_{\chi i}$. If $\chi(G) = n - 2$, then

$$f(G, x) = a_{n-2} + a_{n-1}(x + 1) + (x + 1)x$$

$$= x^2 + (1 + a_{n-1})x + a_{n-1} + a_{n-2}$$

Since all the coefficients are positive, the result is clear by Theorem 2.10. Now, if $\chi(G) = n - 3$, then

$$f(G, x) = a_{n-3} + a_{n-2}(x + 2) + a_{n-1}(x + 2)(x + 1) + (x + 2)(x + 1)x$$

$$= x^3 + (3 + a_{n-1})x^2 + (2 + 3a_{n-1} + a_{n-2})x + 2a_{n-1} + 2a_{n-2} + a_{n-3}$$

Because $f(G, x)$ is a cubic polynomial with all coefficients positive, by Theorem 2.10 $f(G, x)$ is Hurwitz stable if and only if

$$(3 + a_{n-1})(2 + 3a_{n-1} + a_{n-2}) > 2a_{n-1} + 2a_{n-2} + a_{n-3}$$

which is equivalent to

$$6 + 9a_{n-1} + a_{n-2} + 3a_{n-2} + a_{n-1}a_{n-2} > a_{n-3}. \quad (1)$$

Observe that the left hand side of (1) is equal to

$$6 + 9\eta_G(K_2) + \eta_G(K_3) + \eta_G(2K_2) + 3(\eta_G(K_2))^2 + \eta_G(K_2) \cdot \eta_G(K_3) + \eta_G(K_2) \cdot \eta_G(2K_2).$$

By Lemma 2.8 $\eta_G(K_2)\eta_G(K_3) \geq \eta_G(K_3 \cup K_2)$ and $\eta_G(K_2)\eta_G(2K_2) \geq \eta_G(3K_2)$. Also, by combining Lemma 2.8 and Lemma 2.9 we get $(\eta_G(K_2))^2 \geq \eta_G(2K_2) \geq \eta_G(3K_2)$. Thus, the left hand side of (1) is strictly larger than

$$a_{n-3} = \eta_G(K_4) + \eta_G(K_3 \cup K_2) + \eta_G(3K_2).$$

Hence, the inequality in (1) is established. \qed
3 Concluding Remarks

As we already mentioned, among all real chromatic roots of graphs with order \( n \geq 9 \), the largest non-integer real chromatic root is \( \frac{n - 1 - \sqrt{(n - 3)(n - 7)}}{2} \). We pose the following question:

**Question 3.1.** Among all non-real chromatic roots of graphs with order \( n \), what is the largest real part of a chromatic root of a graph of order \( n \)?

This problem seems more difficult and the answer must be at least \( n - 5/2 \) (which is much bigger than the largest non-integer real root) as the graph \( K_n - 2K_2 \) has non-real chromatic roots with real part equal to \( n - 5/2 \). Indeed, we believe that this should be the true value.

Finally, we pose the following question:

**Question 3.2.** Let \( G \) be a graph of order \( n \). Is it true that if \( z \) is a chromatic root of \( G \) then \( |z| \leq n - 1 \)?
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