Synchronization of frustrated phase oscillators in the small-world networks
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Abstract We numerically study the synchronization of an identical population of Kuramoto–Sakaguchi phase oscillators in Watts–Strogatz networks. We find that, unlike random networks, phase shift could enhance the synchronization in small-world networks. We also observe abrupt phase transition with hysteresis at some values of phase shifts in small-world networks, signs of an explosive phase transition. Moreover, we report the emergence of Chimera states at some values of phase shift close to the transition points, which consist of spatially coexisting synchronized and desynchronized domains.

1 Introduction

The emergence of synchronization in a network of coupled nonlinear oscillators plays a crucial role in many real biological, chemical, mechanical and ecological systems [1–5]. A limit cycle oscillator in these systems is often modeled as nonlinear multi-dimensional differential equations. However, through phase reduction theory, one can systematically simplify these multi-dimensional differential equations to a one-dimensional phase equation that approximately describes the oscillator dynamics [6]. One of the most studied models for phase synchronization is the Kuramoto model, where the synchronization mechanism is due to a nonlinear coupling associated with the sinus of the phase difference between oscillators [7, 8].

The interplay between the structure and dynamics in complex networks has been attracting much interest within the scientific community for several decades [9, 10]. Several efforts have been made to find the optimal structure for synchronization of the coupled identical and nonidentical oscillators. Most of these studies used linear reformulation of the synchronization model, particularly the Kuramoto model, to obtain their results [11]. However, linearization gives rise to a significant error for the Kuramoto model on modular and small-world (SW) networks [12].

Small-world properties make a network very efficient in communication and are the characteristics of many real-world systems. The SW networks have two primary features: a short average shortest path length and a high clustering coefficient. A well-known random rewiring procedure was introduced by Watts and Strogatz that produces random graphs with SW properties by interpolating between a regular ring lattice and a random network [13, 14].

Previous studies have revealed that the Kuramoto model in SW networks displays extremely rich dynamical behaviors [15–18]. For instance, it has turned out that an SW network of identical phase oscillators interacting by the Kuramoto coupling has various attractors characterized by different integer winding numbers. Starting from different initial phase distributions, the stationary state exhibits some phase-locked patterns in the form of isolated defects or quasi-periodic states [16]. Moreover, it has been shown that noise [16, 17] and time delay [18] can enhance synchronization in the SW networks by washing out those phase-locked patterns.

To describe the realistic oscillatory systems, modified phase coupling models seem to be more relevant than the original ones. To this end, the introduction of a frustration parameter to the coupling has attracted increasing attention in recent years. Previous researches have reported that frustration, in general, can enrich and diversify the dynamics of the phase models such as Heisenberg XY model [19], Frenkel–Kontorova model [20] and Josephson junction arrays [21].

The Sakaguchi–Kuramoto model [22, 23] is a modification of the well-known Kuramoto model, in which a frustration parameter in the form of a phase shift is added to the coupling of each phase oscillator’s pair. Quantitative and qualitative studies have shown that including even a small amount of frustration makes the analysis of the model more difficult than the original Kuramoto model. For example, the existence of frustration destroys a gradient flow structure of the original Kuramoto equation [24].

A constant phase shift can be considered as an approximation for modeling time-delayed couplings when the delay is small [25]. A method based on the linearization of the frustrated Kuramoto model is applied to evaluate the global synchrony in coupled oscillators in the presence of constant frustration. The results show that even in the limit of infinite coupling, perfect phase synchronization is unattainable in the steady state [26]. In addition, employing Ott–Antonson method, unusual types of synchronization transitions have been reported for the globally coupled oscillators with constant frustration [27]. Another study has shown that one can enhance
synchronization by tuning frustrations using local connectivity and the intrinsic frequency of each oscillator [28]. Moreover, the Kuramoto–Sakaguchi model has been used as a basis for studying chimera states, where identical symmetrically coupled oscillators display a remarkable spatiotemporal pattern in which regions of coherence and incoherence coexist [29–34].

In this work, we investigate the dynamics of the frustrated Kuramoto model in Watts–Strogatz networks of identical phase oscillators. As we mentioned before, the linearization error is too large for SW topologies. So we cannot necessarily extend the results found by linearization for the SW networks. We show that small values of the frustration parameter could increase the synchronization by weakening the defects. Furthermore, we found chimera states for the frustration parameters for which the oscillator’s frequencies start to spread with skewed distributions. In fact, unlike previous studies that found chimera states in networks with nonlocal coupling between oscillators, here we found chimera states in SW networks with constant coupling and frustration parameters. This paper is organized as follows: In Sect. 2, we introduce the model and method of characterizing the global and local synchronizations in the system. We discuss the numerical results in SW and random networks in Sect. 3, and Sect. 4 is devoted to the conclusion.

2 Model and method

In this section, we briefly describe the networks and models that we used in the paper.

2.1 Network model

In this paper, we study the phase synchronization of SW and random networks in the presence of frustration. Therefore, the Watts–Strogatz (WS) algorithm [13, 14] has been used to construct the networks. According to this algorithm, starting from a regular ring lattice of \( N \) nodes, each connected to its \( K \) nearest neighbors, the links are rewired with probability \( p \). In this way, \( p = 0 \) describes the regular network, while \( p = 1 \) leads to the random networks. Furthermore, for the small rewiring probability, \( 0.005 \lesssim p \lesssim 0.05 \), SW networks appear. These small-world networks have two main desired features: short average shortest path lengths and high clustering coefficients. Throughout this paper, we constructed our networks with \( N = 1000 \) and \( (K) = 10 \), and for the SW networks, we use the rewiring probability \( p = 0.03 \).

2.2 Synchronization model

The Sakaguchi–Kuramoto model is a modification of the well-known Kuramoto model, in which a frustration factor is added to a network of phase-coupled oscillators. The model is defined as,

\[
\frac{d\theta_i}{dt} = \omega_i + \lambda \sum_{j=1}^{N} a_{ij} \sin (\theta_j(t) - \theta_i(t) - \alpha),
\]

where \( \theta_i \) and \( \omega_i \) denote the phase and intrinsic frequency of the \( i \)th oscillator. \( N, \lambda, \) and \( \alpha \) represent the number of oscillators, coupling constant and the frustration parameter, respectively. The elements of the adjacency matrix are indicated by \( a_{ij} \)'s, where \( a_{ij} = 1 \) indicates direct link between elements and \( a_{ij} = 0 \) indicates indirect relationship.

Linearizing the Sakaguchi–Kuramoto model around the synchronized state gives:

\[
\frac{d\theta_i}{dt} = \omega_i - \lambda d_i \sin \alpha + \lambda \sum_{j=1}^{N} a_{ij}(\theta_j - \theta_i) \cos \alpha, \tag{2}
\]

in which \( d_i \) is the degree on node \( i \) and \( i = 1, \ldots, N \).

Setting \( \omega'_i = \omega_i - \lambda d_i \sin \alpha \) and \( \lambda' = \lambda \cos \alpha \), Eq.(2) can be rewritten as:

\[
\frac{d\theta}{dt} = \omega' - L'\theta, \tag{3}
\]

where \( \omega' = [\omega'_1 \cdots \omega'_N]^T \) and \( L' \) is the Laplacian matrix for the weighted adjacency matrix \( A' = \lambda' A \). Therefore, the linearized frustrated Kuramoto model resembles the linearized ordinary Kuramoto model with frustration-dependent coupling and intrinsic frequencies. A recent study shows that the linearization error would be very large for the SW networks [12]. Using the linearization method, Ghorban et al. [12] found a lower bound for the order parameter of identical Kuramoto–Sakaguchi oscillators, which is decreased by frustration.

The level of global synchrony in a network is quantified by the order parameter \( r \), which is determined by the following equation,

\[
r(t) = \frac{1}{N} \left| \sum_{j=1}^{N} e^{i\theta_j(t)} \right|, \tag{4}
\]
where $0 \leq r \leq 1$, in which $r = 1$ shows the fully synchronized state, while $r = 0$ indicates the incoherent state. The time average of $r$ after achieving the steady state is represented by $r_\infty$. To get the structure of phase configurations in the network, correlation matrix ($D$) is defined as follows

$$D_{ij} = \lim_{\Delta t \to \infty} \frac{1}{\Delta t} \int_{t_i}^{t_i+\Delta t} \cos(\theta_i(t) - \theta_j(t)) \, dt$$

where $t_s$ is the time to reach steady state [35]. The elements of the correlation matrix are in the range of $[-1, 1]$, in which +1 and −1 indicate in-phase and anti-phase relationships between any two nodes $i$ and $j$. Throughout this paper, we used $2.5 \times 10^5$ time steps for the stationary time $t_s$ and $1.5 \times 10^5$ time steps for the averaging window $\Delta t$.

The local order parameter, which measures the degree of synchrony for each node and its $2m$ nearest neighbors along the initial ring-shaped network, can be calculated from the following equation

$$R_i(t) = \frac{1}{2m} \sum_{j=-m}^{i+m} e^{i\theta_j(t)}$$

where $R_i$ lies in the interval $[0, 1]$, in which 0 and 1 indicate whether the $i$th node is synchronized with its neighbors or not, respectively.

Finally, the angular frequency of the $i$th oscillator in the rotating frame is calculated by $\tilde{\omega}_i = \dot{\theta}_i - \langle \omega_i \rangle$. Therefore, the average collective angular frequency over a long time period in the rotating frame is defined as,

$$\Omega = \frac{1}{N} \sum_{i=1}^{N} \lim_{\Delta t \to \infty} \frac{1}{\Delta t} \int_{t_s}^{t_s+\Delta t} \tilde{\omega}_i$$

where $t_s$ is the time to reach steady state.

Throughout this paper, the fourth-order Runge–Kutta integration method is used for numerical simulation with a time step size 0.02. Moreover, it is assumed that all oscillators have equal intrinsic frequencies $\omega_0$ which can be set to zero by moving to the rotating frame. Rescaling the time as $t' = \lambda t$ makes the steady states independent of the value of the coupling constant, so allowing us to fix the coupling constant $\lambda$ to unity.

### 3 Results and discussion

Figure 1 displays the time evolution of the Kuramoto order parameter ($r$) in the SW network for different values of frustration parameter, i.e., $\alpha = 0, 0.1\pi, 0.2\pi, 0.3\pi, 0.35\pi, 0.4\pi, 0.5\pi, \pi$. In this figure, one can see that as the frustration parameter increases, the global phase synchrony first rises but then falls, becoming almost zero for large enough $\alpha$ values. As we mentioned before, using linearization error a lower bound has found for the global order parameter of Skaguchi–Kuramoto model which is decreasing by frustration [12]. These results show that this lower bound is not a good representative of order parameter for the global synchrony of the SW networks. In other words, in SW networks, a smaller lower bound for the order parameter may correspond to larger synchrony, which is the result of the high linearization error in SW networks. Therefore, our results show that previous theory cannot predict dynamics of frustrated Kuramoto model on SW networks.

**Fig. 1** Time evolution (in logarithmic scale) of the order parameter for a SW network with various frustration parameters. Different curves correspond to $a \alpha = 0$, $b \alpha = 0.1\pi$, $c \alpha = 0.2\pi$, $d \alpha = 0.3\pi$, $e \alpha = 0.35\pi$, $f \alpha = 0.4\pi$, $g \alpha = 0.5\pi$ and $h \alpha = \pi$. Except frustration, similar parameters and initial phase values have been assigned for all the curves. The network parameters are $N = 1000$, $(k) = 10$, $p = 0.03$
**Fig. 2** Time evolution (in logarithmic scale) of the order parameter for a random network with various frustration parameters. Different curves correspond to 

- **a** \( \alpha = 0 \),
- **b** \( \alpha = 0.1 \pi \),
- **c** \( \alpha = 0.2 \pi \),
- **d** \( \alpha = 0.3 \pi \),
- **e** \( \alpha = 0.35 \pi \),
- **f** \( \alpha = 0.4 \pi \),
- **g** \( \alpha = 0.5 \pi \), and
- **h** \( \alpha = \pi \).

Other parameters and initial phase values are those used in Fig. 1.

**Fig. 3** Density plots of the correlation matrix elements in a SW network for various frustration parameters. Different panels correspond to 

- **a** \( \alpha = 0 \),
- **b** \( \alpha = 0.1 \pi \),
- **c** \( \alpha = 0.2 \pi \),
- **d** \( \alpha = 0.3 \pi \),
- **e** \( \alpha = 0.35 \pi \),
- **f** \( \alpha = 0.4 \pi \),
- **g** \( \alpha = 0.5 \pi \), and
- **h** \( \alpha = \pi \).

The axes show label of oscillators, and the color bars display the values of correlations as defined in Eq. (5). Other parameters and initial phase values are those used in Fig. 1.

Figure 2 illustrates a similar plot for the random networks. We can notice that the results obtained for random networks are significantly different. In the random network, the Synchronization is always decreasing as the phase shift \( \alpha \) increases from 0 to \( \pi/2 \). This is in agreement with previous studies, based on linearization of the Sakaguchi–Kuramoto model, indicating that perfect synchronization becomes unattainable in steady state, even in the limit of infinite coupling strength [26].

To gain more detailed information on the local dynamics, we compute the correlations between all pairs of nodes in the frustrated SW networks using Eq. (5). Different panels in Fig. 3 illustrate the heat maps of the time-averaged correlation matrices \( (D_{ij}) \) for different values of \( \alpha \) at the stationary period. One observes various types of collective behavior for different values of frustration parameters. Panel (a) displays an inhomogeneous phase-locked state with isolated point-like defects for \( \alpha = 0 \). Turning on the frustration makes the steady state homogeneous by destroying the defects and ending up the system’s dynamic to the fully synchronized state for \( \alpha = 0.1 \pi \) (panel (b)). Further increase of the frustration parameter \( \alpha > 0.1 \pi \) has a destroying effect on the synchronization, so giving rise to decreasing the global synchrony either by a homogeneous weakening of the pair-wise correlations (panel (c)) or by stabilizing a quasi-periodic phase-locked state (panels (d) and (e)) or by reaching the system to a dynamic or static incoherent state (panels (g) and (h) respectively). Panel (f) shows the mixture of dynamic and static incoherent states.

However, for the random networks, the heat maps of the time-averaged correlation matrices at the stationary period shown in Fig. 4 indicate the homogeneous states for all frustration parameters and also the continuous decline of pair correlations by increasing the frustration from \( \alpha = 0.1 \pi \) to \( \alpha = 0.4 \pi \) (panels (b) to (f)), then reaching to an incoherent state at \( \alpha = 0.5 \pi \) (panel (g)) and eventually ending up the system in a freezing state at \( \alpha = \pi \) (panel (h)).
Fig. 4 Density plots of the correlation matrix elements in a random network for various frustration parameters. Different panels correspond to a $\alpha = 0$, b $\alpha = 0.1\pi$, c $\alpha = 0.2\pi$, d $\alpha = 0.3\pi$, e $\alpha = 0.35\pi$, f $\alpha = 0.4\pi$, g $\alpha = 0.5\pi$ and h $\alpha = \pi$. The axes show label of oscillators, and the color bars display the values of correlations as defined in Eq. (5). Other parameters and initial phase values are those used in Fig. 2.

Fig. 5 Probability density function of the stationary frequencies of the oscillators in a SW network with different frustrations. Different panels correspond to a $\alpha = 0.1\pi$, b $\alpha = 0.4\pi$, c $\alpha = 0.45\pi$, d $\alpha = 0.5\pi$, e $\alpha = \pi$, f $\alpha = 1.5\pi$, g $\alpha = 1.55\pi$, h $\alpha = 1.6\pi$, i $\alpha = 1.64\pi$ and j $\alpha = 1.9\pi$.

Fig. 6 Probability density function of the stationary frequencies of the oscillators in a random network with different frustrations. Different panels correspond to a $\alpha = 0.1\pi$, b $\alpha = 0.4\pi$, c $\alpha = 0.45\pi$, d $\alpha = 0.5\pi$, e $\alpha = \pi$, f $\alpha = 1.5\pi$, g $\alpha = 1.55\pi$, h $\alpha = 1.6\pi$, i $\alpha = 1.64\pi$ and j $\alpha = 1.9\pi$.

The stationary frequency distribution functions of the oscillators in the SW network, in the rotating frame ($\omega_0$), are plotted in Fig. 5 for different values of $\alpha$. In the absence of frustration, all oscillators are phase-locked and rotate with natural frequency ($\omega_0$) in the lab frame. A small change in $\alpha$ causes the peak of $P(\omega)$ to shift to the left or right, depending on $\sin(\alpha)$ has a positive or negative
value, respectively. An explanation for this comes from the linearization of the frustrated Kuramoto model for the small values of $\alpha$, where the frustrated Kuramoto model turns to the linearized Kuramoto model with frustration-dependent natural frequencies and coupling strength ($\omega'_i = \omega_0 - d_i \sin \alpha$). Therefore, for small values of $\alpha$ the peak of $P(\omega)$ will be around $\langle \omega'_i \rangle$. The system is in the dynamic incoherent state for $\alpha = \pi/2$ and $\alpha = 3\pi/2$, where $P(\omega)$ is a normal distribution with zero mean. The frustrated Kuramoto model with $\alpha = \pi/2$ or $\alpha = 3\pi/2$ resembles the phase model with type 1 PRC oscillators. Previous studies have shown that type 1 PRC oscillators do not tend to synchronize via weak mutual excitations [36, 37]. Therefore, incoherent collective behavior emerges out of self-organization at $\alpha = \pi/2$ and $\alpha = 3\pi/2$. On the other hand, $\alpha = \pi$ corresponds to static incoherent states, where the oscillators are phase-locked at random phases around the unit circle (glassy phase). Indeed, the frustrated Kuramoto model with $\alpha = \pi$ and excitatory interactions corresponds to the ordinary Kuramoto model with inhibitory interactions. That is why the system reaches the static incoherent state at $\alpha = \pi$. In summary, we can say that frequency distribution is shifted and broadened during the transition from coherent to static random phase-locked states. Qualitatively similar probability density functions of the oscillator’s frequency are found for random networks, even though their dynamics are different (see Fig. 6).
In order to get a better insight into how frustration changes the frequency distribution, mean, variance and skewness of the frequency distribution versus frustration are plotted for SW and random networks (see Fig. 7a, b). One can see that the average frequency oscillates by varying $\alpha$ in both SW and random networks.

The collective behaviors of oscillators in the two networks are different where $|\Omega|$ reaches its highest point, i.e., $\alpha = 0.35\pi$. In fact, oscillators coupled in the random networks are close to synchrony in their fast dynamics. On the other hand, small-world networks enter fast dynamics for the frustration parameter that corresponds to a quasi-periodic state (see panel (e) of Figs. 3 and 4). The curve $\Omega$ versus $\alpha$ is a smooth function for both small-world and random networks, while sharp jumps in the mean frequency has been reported considering time delay [18]. We see sharp changes in the variance of the frequency distribution in small-world networks, but not in random networks. In addition, we can find more skewed frequency distributions in random networks than in SW networks. These differences must be related to their structural differences.

Figure 8 indicates the long time-averaged order parameter in SW networks of size $N = 500$, $1000$, $2000$ and $4000$ and a random network of size $N = 1000$ when $\alpha$ varies from $0$ to $2\pi$. The values of the stationary order parameters were averaged over $30$ independent realizations of random initial phases. One can see that the averaged curves are almost symmetric around $\alpha = \pi$. However, that is not necessarily true for the curves corresponding to the single realizations. The reason is that Eq. (1) is not invariant under transformation $(\alpha) \rightarrow (2\pi - \alpha)$. The results show that regardless of the choice of the initial phases, small values of frustration increase the synchrony in the SW but not the random networks. In the interval $\pi/2 \lesssim \alpha \lesssim 3\pi/2$, the order parameter is precisely
zero with no fluctuation, indicating the random phase-locked or spin glass states in both SW and random networks. One can see that larger SW networks show better the effects of frustration.

Figure 9a, b illustrates the variation of the order parameter versus the frustration parameter in forward and backward directions. This figure shows an explosive transition with a hysteresis loop in the dynamics of the SW network, while this is not observed in the random network. This observation suggests the existence of memory in the transition from the coherent state to the incoherent state in the frustrated Kuramoto model in SW networks.

Interestingly, we found the chimera states for some values of the frustrations close to the explosive transition in the SW network. Figure 10a, b displays the evolution of the local order parameter and a phase snapshot at $\alpha = 1.64\pi$, where the frequency distribution starts to broaden and skewed. These figures show a few clusters of nearly synchronized phase oscillators, coexisting with incoherent clusters. We need to mention that we did not find such chimera states in the frustrated Kuramoto model in random networks. The existence of the Chimera states in an array of identical phase oscillators with nonlocal coupling was first discovered by Abrams and Strogatz [30], but it is not well understood yet.

4 Conclusion

In summary, we studied the dynamics of identical frustrated Kuramoto oscillators in SW and random networks with a uniform frustration parameter and observed rich dynamical behaviors in the collective dynamics of the SW networks. Depending on the value of frustration, the stationary state of the model can be inhomogeneously phase-locked with isolated defects or quasi-periodic patterns, coherent, partially synchronized or dynamically incoherent state. Our results show that frustration can derive the dynamics toward synchrony by destroying the defect patterns in SW networks. However, it monotonically decreases synchrony in the random networks. The enhancement of synchronization using frustration has also been reported in previous studies, where the synchrony is achieved by adjusting the frequency and frustration of each node for different network structures [28]. We also found an explosive transition accompanied by a hysteresis loop for the synchronization of SW networks. On the other hand, the phase transition from coherent to incoherent state for the random networks is continuous. We also found the chimera states in the SW networks, for the frustration values close to transition, where the frequency distribution is started to be skewed. This work is evidence of the rich dynamical behavior of SW topologies in which even a population of identical coupled oscillators represents novel collective phenomena. We hope our findings lead to a better understanding of real-world networks that are often prone to phase-frustrated couplings.

Data Availability Statement Data sharing is not applicable to this article as no datasets were generated or analyzed during the current study.
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