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Multiple two-dimensional materials are being na"ively termed stable on the grounds of displaying phonon dispersions with no negative frequencies, and of not collapsing on molecular dynamics calculations at fixed volume. But, if these phases do not possess the smallest possible structural energy, how does one understand and establish their actual meta-stability? To answer this question, twelve two-dimensional group-IV monochalcogenide monolayers (SiS, SiSe, SiTe, GeS, GeSe, GeTe, SnS, SnSe, SnTe, PbS, PbSe, and PbTe) with a buckled honeycomb atomic structure—belonging to symmetry group P\textit{3m}1—and an out-of-plane intrinsic electric polarization are shown to be metastable by three independent methods. First, we uncover a coordination-preserving structural transformation from the low-buckled honeycomb structure onto the lower-energy Pm\textit{m}2\textsubscript{1} (or Pm\textit{m}n for PbS, PbSe, and PbTe) phase to estimate energy barriers \(E_B\) that must be overcome during such structural transformation. 

Using the curvature of the local minima and \(E_B\) as inputs to Kramers escape formula, large escape times are found, implying the structural metastability of the buckled honeycomb phase (nevertheless, and with the exception of PbS and PbSe, these phases display escape times ranging from 700 years to multiple times the age of the universe, and can be considered “stable” for practical purposes only in that relative sense). The second demonstration is provided by phonon dispersion relations that include the effect of long-range Coulomb forces and display no negative vibrational modes. The third and final demonstration of structural metastability is furnished by room-temperature \textit{ab initio} molecular dynamics for selected compounds. The magnitude of the electronic band gap evolves with chemical composition. Different from other binary two-dimensional compounds such as transition metal dichalcogenide monolayers and hexagonal boron nitride monolayers which only develop an in-plane piezoelectric response, the twelve group IV monochalcogenide monolayers with a buckled honeycomb structure also display out-of-plane piezoelectric properties.

\textbf{I. INTRODUCTION}

Stereochemistry studies the multiple possible atomistic arrangements of chemical compounds. As an incipient example of stereochemical behavior, graphite is the most stable carbon allotrope under standard temperature and pressure conditions. Nevertheless—and despite it being a structural ground state—diamond is a metastable carbon allotrope at room temperature and atmospheric pressure. But, if these phases do not possess the smallest possible structural energy, how does one understand and establish their actual meta-stability? To answer this question, twelve two-dimensional group-IV monochalcogenide monolayers (SiS, SiSe, SiTe, GeS, GeSe, GeTe, SnS, SnSe, SnTe, PbS, PbSe, and PbTe) with a buckled honeycomb atomic structure—belonging to symmetry group P\textit{3m}1—and an out-of-plane intrinsic electric polarization are shown to be metastable by three independent methods. First, we uncover a coordination-preserving structural transformation from the low-buckled honeycomb structure onto the lower-energy Pm\textit{m}2\textsubscript{1} (or Pm\textit{m}n for PbS, PbSe, and PbTe) phase to estimate energy barriers \(E_B\) that must be overcome during such structural transformation. 

Using the curvature of the local minima and \(E_B\) as inputs to Kramers escape formula, large escape times are found, implying the structural metastability of the buckled honeycomb phase (nevertheless, and with the exception of PbS and PbSe, these phases display escape times ranging from 700 years to multiple times the age of the universe, and can be considered “stable” for practical purposes only in that relative sense). The second demonstration is provided by phonon dispersion relations that include the effect of long-range Coulomb forces and display no negative vibrational modes. The third and final demonstration of structural metastability is furnished by room-temperature \textit{ab initio} molecular dynamics for selected compounds. The magnitude of the electronic band gap evolves with chemical composition. Different from other binary two-dimensional compounds such as transition metal dichalcogenide monolayers and hexagonal boron nitride monolayers which only develop an in-plane piezoelectric response, the twelve group IV monochalcogenide monolayers with a buckled honeycomb structure also display out-of-plane piezoelectric properties.

We make a case for the lack of discussions of structural metastability, which should be addressed as new 2D materials are laid out.

Indeed, when introducing blue phosphorene (a low-buckled honeycomb two-dimensional form of phosphorus), the following is said concerning structural stability: “blue and black phosphorus are equally stable,” “the relative energy with respect to the black phosphorus structure illustrate ... that the blue phosphorus structure is equally stable.” “We find blue phosphorus to be nearly as stable as black phosphorus, the most stable phosphorus allotrope.” Germanene and stanene have a nine-fold coordination in their most stable two-dimensional phases. Low-buckled phases, on the other hand, are three-fold coordinated. Nevertheless, it has been said that “germanium can have stable, two-dimensional, low-buckled, honeycomb structures,” that “the stability of low-buckled structures of ... Ge are further tested by extensive \textit{ab initio} finite temperature molecular dynamics calculations,” and that “the present analysis together with calculated phonon dispersion curves provides a stringent test for the stability of LB honeycomb structure of ... Ge.” Similarly, one reads that “a low-buckled configuration is found to be more stable for stanene.” In what follows, we focus on diamond and on the low-buckled phases of group IV monochalcogenide monolayers with a buckled honeycomb structure, and demonstrate processes to understand the relative stability of phases located at local minima in the elastic energy landscape. We then provide a study of...
the electronic, elastic, and piezoelectric properties of the latter compounds.

GeS, GeSe, SnS, and SnSe monolayers with a buckled honeycomb structure were studied in Ref. 5. In that work, ab initio molecular dynamics (AIMD) within the NVT ensemble (an ensemble with a constant number of atoms \( N \), constant volume \( V \), and constant temperature \( T \)) were performed for up to 10 ps at room temperature. Vibrational frequencies at the \( \Gamma \)-point were also calculated, to find no vibrational modes with imaginary frequencies. Binding energies were reported, as well as electronic structures that show these materials to be semiconductors with indirect electronic band gaps. The out-of-plane intrinsic electric polarization, phonon dispersions, and AIMD calculations using the NVT ensemble were reported in Ref. 6 for GeS and GeSe.

Duerloo and coworkers calculated the piezoelectric properties of hexagonal boron nitride (hBN) monolayers and of transition metal dichalcogenide (2H-MoS\(_2\), 2H-MoSe\(_2\), 2H-MoTe\(_2\), 2H-WS\(_2\), 2H-WSe\(_2\), and 2H-WTe\(_2\)) monolayers, and piezoelectricity has been experimentally confirmed for MoS\(_2\) and hBN monolayers since. Unlike the group-IV monochalcogenide monolayers with a buckled honeycomb structure studied here, these 2D materials are mirror-symmetric with respect to the plane defined by the hBN monolayer, or by the plane defined by Mo or Te atoms in the 2H-dichalcogenide monolayers, and hence do not develop an out-of-plane piezoelectric response.

Using Duerloo and coworkers’ procedure, the in-plane piezoelectric coefficients were reported for GeS, GeSe, SnS, and SnSe monolayers with a buckled honeycomb structure. Nevertheless, inversion symmetry is broken in this 2D phase, and we will report the resulting out-of-plane intrinsic electric polarization and the out-of-plane piezoelectric response that is missing in Ref. 5. The existence of (i) an out-of-plane intrinsic polarization and of (ii) a tunable electronic bandgap by material thickness or by in-plane strain makes honeycomb buckled group-IV monochalcogenide monolayers relevant materials for water-splitting applications. As it will be shown here, further band gap tunability may be achieved via chemical composition when the twelve possible compounds in this family are considered (only five such compounds—GeS, GeSe, SnS, SnSe, and GeTe—have been studied thus far).

The manuscript is structured as follows: Computational methods are disclosed in Sec. II. Then, the concepts of the energy barrier \( E_B \) separating two structural phases, and of Kramers escape time are exemplified in a diamond-to-graphite transformation in Sec. III. The group symmetries of group-IV monochalcogenide monolayers with a buckled honeycomb structure are determined in Sec. IV, and their structural metastability at room temperature is established in Sec. V using three complementary approaches, including: (i) The determination of an energy path joining the high-energy P3\(\bar{1}\)m1 phase to the low-energy Pnn\(\bar{2}\)1 (or Pmmn) structure; the path shows tall energy barriers, and escape times are obtained using Kramers escape formula. (ii) Phonon dispersion calculations—in which the long-range effective charge contribution to the dynamical matrix is included—displaying no negative frequencies. (iii) AIMD calculations within the NPT ensemble at room temperature for two such compounds that show small variations in interatomic distances from the reference, zero-temperature structure. Chemical composition is shown to be an additional handle to engineer the magnitude of the electronic band gap. This work ends with a revision of the piezoelectric properties of these materials in Sec. VII, including their out-of-plane piezoelectric response. Conclusions are provided in Sec. VIII.

II. COMPUTATIONAL METHODS

Ab initio calculations were performed with the VASP code on freestanding monochalcogenide monolayers with a buckled honeycomb structure. We employed a \( 18 \times 18 \times 1 \) \( k \)-point grid and a cutoff energy of 500 eV. The energy and force convergence criteria were set to \( 10^{-6} \) eV and \( 10^{-3} \) eV/Å, respectively. We employ exchange-correlation functionals that include self-consistent van der Waals corrections with the optPBE-vdW functional. Dipole corrections were employed unless explicitly indicated.

Phonon dispersion calculations were performed with PHONOPY and VASP on a \( 7 \times 7 \times 1 \) supercell. Finite atomic displacements were set at 0.005 Å. In these supercell calculations, the \( k \)-point grid was set to \( 5 \times 5 \times 1 \) and the cutoff energy remained at 500 eV. The energy convergence remained at \( 10^{-6} \) eV as well. Importantly, the effect of Born charges was included in the phonon dispersion calculations in order to properly describe their long-wavelength behavior. The magnitude of the polarization vector \( \mathbf{P} \) was obtained using the modern theory of polarization.

Additionally, we performed room-temperature AIMD calculations with the SIESTA code without dipole corrections for two representative SiS and PbS monolayers for 15 ps on a rectangular supercell containing 336 atoms, and AIMD calculations for a PbS monolayer at 2,000 K for 2 ps. This computer code employs localized numeric atomic orbitals (NAOs) and norm-conserving Troullier-Martins pseudopotentials tuned in-house with van der Waals corrections of the Berland-Per Hyldgaard (BH) type as implemented by Román-Pérez and Soler. Not needing to fill vacuum with plane waves, the use of NAOs makes AIMD calculations more economic; hence this choice of code for these calculations. The AIMD calculations were performed using the NPT ensemble (constant number of electrons \( N \), and at a target ambient pressure \( P \) at selected temperatures \( T \)) using methods described elsewhere.

Periodic images along the direction perpendicular to the 2D material were separated by a distance \( a_3 = 20 \) Å
in all calculations involving 2D materials.

III. STRUCTURAL METASTABILITY OF DIAMOND

We begin by reminding the reader that atomistic configurations having higher energy than ground-state structures are metastable. A classical example is presented by diamond and graphite, well-known carbon allotropes available under ordinary temperature and pressure conditions.

Figure 1(a) describes a structural transformation whereby diamond turns into ABC graphite. The leftmost structural diagram atop Fig. 1(a) contains side and top views of diamond. There, the $z-$axis is oriented along the (111) crystallographic direction on a cell containing six atoms; the cell is characterized by lattice parameters $a$ and $c$, and atomic positions are given by $(0,0,0)$, $(a/\sqrt{3},0,\Delta z)$, $(a/\sqrt{3},0,c/3)$, $(2a/\sqrt{3},0,c/3+\Delta z)$, $(2a/\sqrt{3},0,2c/3)$, and $(0,0,2c/3+\Delta z)$. The point is that the structure can be fully characterized by three independent variables $(a,c,\Delta z)$. Being nonpolar compounds, no dipole corrections are necessary at this stage.

One may employ the nudged elastic band method\textsuperscript{43,44} to estimate the energy barrier in between diamond and graphite. Nevertheless, such method may overestimate the energy barrier (see, e.g., Ref. 45). The alternative approach followed here is a full sampling of the $(a,c,\Delta z)$ space over a sufficiently wide parameter range: being explicit, $a$ was sampled from 2.38 to 2.53 Å in fifteen steps, $c$ ran from 6.0 to 11 Å in fifty six steps, and $\Delta z$ varied from 0.0 to 0.6 Å in fifteen steps, for a total of 12,375 individual calculations. Any energy value shown in Fig. 1(a) is acquired on the optimal structure for a given choice of $c$, and Fig. 1(a) depicts the lowest possible energy barriers in between diamond and graphite. The additional structural plots (B to G) in Fig. 1(a) illustrate the structural evolution of the six-atom cell into ABC graphite (G) as $c$ increases; capital letters match structures seen on top to the points shown in red along the energy versus $c$ path in the Figure. Naïvely, the lower energy $\Delta E = -8,150$ K of graphite with respect to diamond may imply that diamond is not stable. Nevertheless, a large $E_B$ of 19,881 K is the key energetic variable guaranteeing diamond’s structural metastability.

The inset in Fig. 1(a) depicts a horizontal line that represents the—comparatively tiny—energy difference between ABC and Bernal graphite (the energy of Bernal graphite—whose unit cell contains four atoms—has been multiplied by 3/2 for a direct comparison). A standard construct in the theory of glasses—i.e., materials that display multiple local minima—is Kramers escape formula,\textsuperscript{24} which permits estimating escape times $\tau$ from a metastable minimum onto the ground state structure qualitatively; $\tau$ is proportional to the classical oscillation frequency $\omega = \sqrt{\frac{K}{m}}$ at the metastable local minimum centered at point $B$, to the barrier height $E_B$, and to $T$, through the following relation:\textsuperscript{21,46}

$$\tau(T) = \frac{2\pi}{\omega} \exp \left( \frac{E_B}{T} \right),$$

with $E_B$ given in $K$, as it is the case in Fig. 1(a), and $\lambda$ being a dimensionless prefactor. We will consider the predominant contribution of the exponential to the escape time, and will assume $\lambda$ to be of the order of unity. The parameter $k$ is obtained by fitting the energy around the local minimum (point $B$) $E = \frac{k}{2}(c-c_D)^2$, where $c_D = 6.21$ Å is the magnitude of $c$ for the diamond supercell, and $m$ is the mass of the 6-atom supercell. The frequency $\omega$ turns out to be 43.4 THz, and the escape time is estimated to be $10^9$ years at room temperature. Similar estimates based on the WKB approximation\textsuperscript{47} yield an even larger $\tau = 10^{11}$ years. Given that the age of the universe is roughly $10^{10}$ years, such astronomical escape times provide additional rationale for the apparent stability of diamond, which is additionally confirmed by the lack of negative/imaginary frequencies in Fig. 1(b). Fig. 1(c) shows phonon dispersions for ground-state Bernal graphite which, expectedly, display no negative/imaginary frequencies either.

IV. STRUCTURE AND CRYSTAL SYMMETRIES OF GROUP-IV MONOCHALCOGENIDE MONOLAYERS WITH A BUCKLED HONEYCOMB STRUCTURE

Fig. 2(a) depicts a cis-to-trans reconstruction similar to the one outlined in Ref. 16 whereby blue phosphorene (two-dimensional phosphorus with a buckled honeycomb structure) was argued for. This transformation may be relevant to create two-dimensional buckled honeycomb phases out of layered group-IV monochalcogenides (SiS, SiSe, GeS, GeSe, SnS, and SnSe). Two-dimensional buckled honeycomb compounds could be grown along the (111) directions on materials with rhombic or cubic bulk structures (SiTe, GeTe, SnTe, PbS, PbSe, and PbTe)\textsuperscript{48} on suitable commensurate substrates. Growth techniques advance at a fast pace, and two-dimensional films can be created by growth and subsequent wet chemistry.\textsuperscript{49} Fig. 2(c) shows another possible structure which may compete with the buckled honeycomb one: a 2H dichalcogenide, which has been reported experimentally\textsuperscript{50–52} and theoretically\textsuperscript{53} already. Similarly, Fig. 2(d) illustrates the creation of a 1T dichalcogenide by the subsequent growth of a chalcopyrite layer on the film grown along the (111) direction of monochalcogenides with a non-layered bulk structure. We acknowledge that the buckled honeycomb structures have not been observed in experiment, and the challenges that their realization entails.

The group symmetry of buckled honeycomb group-IV monochalcogenides is derived here following a process that starts with graphene’s symmetry operations
(symmetry group p6mm). According to the International Tables for Crystallography, and as shown in Fig. 3, the standard choice for lattice vectors is one in which \( \mathbf{a}_1 = a \left( -\frac{1}{2}, -\frac{\sqrt{3}}{2}, 0 \right) \) and \( \mathbf{a}_2 = a (1,0,0) \).\(^{54} \) In standard Crystallography notation, atomic coordinates are expressed in direct format (cartesian positions of atoms are given by \( xa_1 + ya_2 \) in 2D, or \( xa_1 + ya_2 + za_3 \) in 3D). The twelve symmetry operators for graphene (space group 17) have the following coordinates: \( x, y \) (symmetry operation 1); \( \bar{y}, x-y \) (2); \( \bar{x}+y, \bar{x} \) (3); \( \bar{x}, \bar{y} \) (4); \( y, \bar{x}+y \) (5); \( x-y, x \) (6); \( \bar{y}, \bar{x} \) (7); \( \bar{x}+y, y \) (8); \( x, x-y \) (9); \( y, x \) (10); \( x-y, \bar{y} \) (11); and \( \bar{x}, \bar{x}+y \) (12).\(^{54} \) (Here, \( \bar{x} = -x \) and \( \bar{y} = -y \)).\(^{54} \) Taking \( x = 2/3 \) and \( y = 1/3 \), symmetry operations (1), (2), (3), (7), (8), (9) leave atoms within the same sublattice (say, \( A \)), while atoms in the \( B \) sublattice are reached through symmetry operations (4), (5), (6), (10), (11) and (12) from an atom originally belonging to the \( A \)–sublattice.

Turning into a hBN monolayer, the six symmetry operations above [(4), (5), (6), (10), (11), and (12)] taking a boron atom (\( A \)–sublattice) and landing it into a nitrogen atom (\( B \)–sublattice) are forbidden. The six allowed symmetry operations are \( x, y; \bar{y}, x-y; \bar{x}+y, \bar{x}; \bar{y}, \bar{x}; x+y, \bar{x}; \bar{x}+y, y; \) and \( x, x-y \); which correspond to symmetry group p3m1.\(^{54} \) Coordinates \( x_A = 2/3 \), and \( y_A = 1/3 \) \((x_B = 1/3, \) and \( y_B = 2/3)\) give atomic positions of the \( A \) (\( B \)) sublattice.

The main structural difference between a hBN monolayer and buckled honeycomb group-IV monochalcogenide monolayers is the out-of-plane buckling in the latter, which requires supplementing the 2D coordinates of the hBN monolayer with a relative height. We write \( x_A = 2/3, y_A = 1/3, z_A = z_{1V}/a_3, \) and \( x_B = 1/3, y_B = 2/3, z_B = z_{2V}/a_3 \) with \( z_{1V} \) and \( z_{2V} \) atomic heights in \( \AA \) such that \( \Delta z = a_3(z_B - z_A) \). The allowed symmetry operations turn out to be: \( x, y, z \) (1); \( \bar{y}, x-y, z \) (2); \( \bar{x}+y, \bar{x}, z \) (3); \( \bar{y}, \bar{x}, z \) (4); \( \bar{x}, y, z \) (5); and \( \bar{x}, x-y, z \) (6), corresponding to symmetry group 156 (P3m1, or \( C_{3v} \)).\(^{54} \)

Group P3m1 has a three-fold rotational symmetry (shown by green axial lines in Fig. 3, top view), a mirror symmetry shown by a black dotted line, and it lacks an out-of-plane inversion symmetry, as clearly observed in both side views on that Figure. Symmetry operations (1) through (6) were explicitly applied to a SiS monolayer.

FIG. 1. Computational demonstration of the metastability of diamond. (a) When the \( z \)–axis is oriented along the (111) crystallographic direction, diamond can be turned into ABC graphite by following the lowest-energy structural path depicted by the structures shown above. (The structural energy of Bernal graphite is seen as a horizontal straight line at the inset.) Despite of having an energy 8,150 K higher than ABC graphite, it takes an astronomical time of \( 10^9 \) years for diamond to tunnel along the horizontal dashed line through the energy barrier \( E_B \). (b) The large barrier height guarantees the existence of phonon dispersions with no imaginary frequencies for diamond. (c) Phonon dispersion for the ground-state carbon allotrope, Bernal graphite.
FIG. 2. Conceptual rendering of group-IV monochalcogenide monolayers with a buckled honeycomb structure: (a) Layered group-IV monochalcogenides (SiS, SiSe, GeS, GeSe, SnS, and SnSe) on the unit cell with Pnm2\(_1\) symmetry (horizontal structure) and on a buckled honeycomb structure reminiscent of blue phosphorene. (b) Rhombic and cubic group-IV monochalcogenides (SiTe, GeTe, SnTe, PbS, PbSe, and PbTe) grown along the (111) direction can also give rise to buckled honeycomb structures if grown on an appropriate substrate. (c and d) Additional possible structures could be created, too. The unit cell area is highlighted within orange diamonds in subplots (b) and (d).

in Fig. 3, top view, and Table I lists the lattice constant \(a_P\) and a (signed) buckling height \(\Delta z_h\) of the optimal buckled honeycomb (h) structures. The lack of inversion symmetry confers these materials with an intrinsic out-of-plane electric intrinsic polarization \(P_{h,3}\) (also listed in Table I), and an out-of-plane piezoelectric coefficient that is missing in Ref. 5. Lattice constants are comparable to these reported previously, with differences arising from the different choice of exchange-correlation functional (vdW here, and PBE\(^{55}\) in previous reports; see Table I). The magnitude of the lattice constant on a planar structure, \(a_p\), is also listed in Table I for reasons that will become apparent later. The average atomic number \(Z = \frac{Z_{IVA} + Z_{IVA}}{2}\) [with \(Z_{IVA}\) (\(Z_{IVA}\)) the atomic number of the group-IVA (VIA) atom] is listed in subsequent Figures and Tables, to emphasize structural trends in this family of compounds that depend on that variable\(^{40,56}\) such as the increase of \(a_h\), \(|\Delta z_h|\), \(a_p\), and \(P_{h,3}\) with \(Z\) in Table I.

When dealing with two-dimensional materials, it has become customary to list polarization in units of C/m\(^2\) (see, e.g., Refs. 5, 20, 41, and 57, among many others) or in Debye per unit cell (D/u.c.) as in Ref. 6. C/m\(^2\) units are employed here for direct comparison with the relevant literature.

V. STRUCTURAL METASTABILITY

The methods illustrated in Fig. 1 plus AIMD will now be applied to establish the structural metastability of the buckled phase of two-dimensional group-IV monochalcogenides.

A. Local minimum and Kramers escape times

In direct analogy to the process we followed to determine the energy barrier \(E_B\) underpinning the transformation from diamond to graphite, we first envision a structural transformation that preserves the three-fold atomistic coordination, and converts a structure with P\(3m1\) symmetry onto the lower-energy Pnm2\(_1\) one (or P\(mmm\) for PbS, PbSe, and PbTe for reasons to be explained later on). This transformation is, in fact, the cis-to-trans conformal change alluded to in Fig. 2(a).

As it turns out, the transformation traverses through a planar structure (\(\Delta z = 0\)) with p\(3m1\) symmetry, whose lattice constant \(a_p\) is listed in Table I as well. The lack of inversion symmetry with respect to the \(XY\)–plane leads to a net intrinsic electric polarization \(P_3\) for \(\Delta z \leq 0\),
FIG. 4. Top: Selected atomistic configurations for a coordination-preserving transformation from a buckled honeycomb structure A onto a unit cell with Pnm2₁ symmetry, as exemplified on a SiS monolayer. A rectangular cell containing four atoms is drawn in light green. Bottom: Energy versus Δz for twelve two-dimensional group-IV monochalcogenide monolayers. ΔE, E_B, and the locations along the path of the local minimum buckled honeycomb (h, structure B), planar (p, structure E), and ground state rectangular (r, structure H) unit cell with Pnm2₁ symmetry are highlighted. Insets show the energy cost to turn the rectangular unit cell into a square unit cell with Pmmn symmetry. PbS, PbSe, and PbTe have a ground state structure with Pmmn symmetry hosting a square (s) unit cell.

whose magnitude is depicted in Fig. 5(b) (X, Y, and Z axes are illustrated in Fig. 4, structure E). The in-plane three-fold and mirror symmetries of the P3m1 symmetry group are preserved in this structural transformation, rendering P₁ and P₂ equal to zero. (When piezoelectric properties are considered later on, the in-plane strain will break the in-plane three-fold symmetry, hence inducing a non-zero P₁ and P₂.)

The low-energy Pnm2₁ phase has the following symmetries: (i) the identity E; (ii) \( \bar{C}_{2X} \): a two-fold rotation around the X-axis \( (C_{2X}) \), followed by a translation \( \mathbf{R} = (a'_1 + a'_2)/2 \) where \( a'_1 = (a'_1, 0, 0) \) and \( a'_2 = (0, a'_2, 0) \) are the lattice vectors of the rectangular cell (the magnitudes of \( a'_1 \) and \( a'_2 \) are provided as Supplemental Material in Ref. 56); (iii) a glide-reflection plane \( \bar{M}_{XY} \): a reflection by the XY plane followed by \( \mathbf{R} \); and (iv) a reflection about the xz plane \( (\bar{M}_{XZ}) \). The glide-reflection symmetry quenches the out-of-plane intrinsic polarization \( (P_3 = 0) \) for \( \Delta z > 0 \), while the mirror symmetry along the XZ plane renders \( P_2 = 0 \) for all values of \( \Delta z \) in Fig. 5. Structures F to H show the process in which nearby atoms buckle in opposite directions (this is why the two-atom honeycomb structure turns into a four-atom unit cell), explaining in graphical terms why \( P_3 \) for \( \Delta z > 0 \). We used the pair of atoms highlighted in solid red and open black colors to define \( \Delta z \); this pair
swaps the sign $\Delta z$ on structures $F$ to $H$ with respect to its value in structures $A$ to $D$, hence giving the change of sign on the $\Delta z$ parameter we used to describe the transformation.

A transformation of the Pmmn unit cell into a four-fold symmetric (square, $s$) Pmnn structure with a net $P = 0$ takes place within the dark-blue section of the energy versus $\Delta z$ plots for nine compounds (SiS, SiSe, SiTe, GeS, GeSe, GeTe, SnS, SnSe, and SnTe)\textsuperscript{40,42,56,58} for which the Pmnn structure has a larger energy, as verified by the increase in energy in Fig. 4. Zoom-ins were inserted to some subplots to emphasize the increase in energy. Two-dimensional PbS, PbSe, and PbTe display a global minimum with Pmnn symmetry already;\textsuperscript{40,42,56,58} and $\Delta z$ was just enlarged in these structures to highlight such (global) minima. More specific technical details of the transformation can be found as Supplemental Material.\textsuperscript{59} Here, it suffices to say that the energies shown in Fig. 4 take on their minimum possible magnitudes for fixed values of $\Delta z$, following an explicit optimization procedure similar to the one employed in Fig. 1.

Summarizing, the energy versus $\Delta z$ plots are divided in three sections. The first one, colored in light blue, corresponds to the P3m1 to p3m1 (buckled honeycomb to planar honeycomb) part of the transformation. The second portion, in white color, takes the p3m1 structure onto either the Pmm2 structure (for SiS, SiSe, SiTe, GeS, GeSe, GeTe, SnS, SnSe, and SnTe) or the Pmnn structure (for PbS, PbSe, and PbTe). Figure 4 demonstrates, without exception, that the energy barrier $E_B$ takes its maximum value for the planar structure. Values of $E_B$, $\Delta E$, and $\omega$ are listed in Table II. We note that $E_B$ is of the same order of magnitude than the one listed for the diamond to graphite transformation, and Eqn. (1) yields escape times ranging from a month for PbS, up to multiple ages of the universe for SnTe, GeTe, GeSe, SiTe, SiSe, and SiS monolayers with a buckled honeycomb structure (Table III).

### 1. Evolution of polarization along the structural transformation

Figure 5 depicts the evolution of the intrinsic electric polarization $\mathbf{P} = (P_1, P_2, P_3)$ of the SiS monolayer along the $\Delta z$ path depicted in Fig. 4. From left to right, vertical dashed lines label structures $h$, $p$, and $r$ (B, E, and H in Fig. 4, respectively). Structures with a honeycomb unit cell ($\Delta z \leq 0$) are three-fold symmetric and hence lack an intrinsic in-plane electric polarization ($P_1 = P_2 = 0$ in Fig. 5)\textsuperscript{59} Shaded vertical areas indicate structures that yield a metallic electronic structure,\textsuperscript{59} for which the polarization cannot be computed within the standard approach,\textsuperscript{32} leading to a slight discontinuity for $P_1$ for $\Delta z$ in between 0 and 0.5 Å.

### Table I. Optimized lattice constant $a_h$, signed buckling height $\Delta z_h$, and out-of-plane intrinsic polarization $P_{h,3}$ for group-IV monochalcogenide monolayers with a buckled honeycomb structure. The optimized lattice constant for a planar structure ($a_p$) is listed as well. Additional data from the literature was added for a direct comparison.

| Compound | $Z$ | $a_h$ (Å) | $\Delta z_h$ (Å) | $a_p$ (Å) | $P_{h,3}$ (pC/m) | $P_{h,3}$ (D/u.c.) |
|----------|-----|------------|-----------------|----------|-----------------|-------------------|
| SiS      | 15  | 3.342      | −1.328          | 4.242    | −0.7            | −0.02             |
| SiSe     | 24  | 3.551      | −1.428          | 4.951    | −1.2            | −0.04             |
| SiTe     | 33  | 3.858      | −1.543          | 4.758    | −2.0            | −0.08             |
| GeS      | 24  | 3.324      | −1.370          | 4.424    | 9.5             | 0.31              |
| GeSe     | 33  | 3.697      | −1.466          | 4.597    | 7.5             | 0.27              |
| GeTe     | 42  | 3.980      | −1.579          | 4.915    | 4.6             | 0.19              |
| SnS      | 33  | 3.799      | −1.473          | 4.719    | 13.3            | 0.49              |
| SnSe     | 42  | 3.922      | −1.575          | 4.922    | 9.3             | 0.37              |
| SnTe     | 51  | 4.193      | −1.710          | 5.243    | 7.3             | 0.33              |
| PbS      | 49  | 3.944      | −1.468          | 4.844    | 24.6            | 1.00              |
| PbSe     | 58  | 4.064      | −1.593          | 5.014    | 21.5            | 0.93              |
| PbTe     | 67  | 4.323      | −1.722          | 5.373    | 17.2            | 0.83              |

*: PBE, VASP; Ref. 5. †: PBE, VASP (DF3 van der Waals corrections for few-layer stacks); Ref. 6. ‡: PBE, VASP (DF3 van der Waals corrections for few-layer stacks); Ref. 15. §: PBE, VASP; Ref. 7.

### Table II. Energy difference $\Delta E$, energy barrier $E_B$, and $\omega$ for two-dimensional group-IV monochalcogenide compounds.

| Compound | $z$ | $\Delta E$ (K) | $E_B$ (K) | $\omega$ (THz) |
|----------|-----|----------------|----------|---------------|
| P3m1 to Pmm2, SiS | 15 | −858 | 32.927 | 9.1 |
| P3m1 to Pmm2, SiSe | 24 | −115 | 27.749 | 6.6 |
| P3m1 to Pmm2, SiTe | 33 | −12.7 | 25.630 | 5.1 |
| P3m1 to Pmm2, GeS | 24 | −2.511 | 24.230 | 6.4 |
| P3m1 to Pmm2, GeSe | 24 | −1.794 | 22.282 | 5.2 |
| P3m1 to Pmm2, GeTe | 42 | −2.344 | 21.849 | 4.2 |
| P3m1 to Pmm2, SnS | 33 | −5.358 | 20.461 | 4.7 |
| P3m1 to Pmm2, SnSe | 42 | −3.979 | 19.731 | 4.1 |
| P3m1 to Pmm2, SnTe | 51 | −3.512 | 20.617 | 3.5 |
| P3m1 to Pmmn, PbS | 49 | −11.016 | 12.393 | 3.4 |
| P3m1 to Pmmn, PbSe | 58 | −9.023 | 13.194 | 3.0 |
| P3m1 to Pmmn, PbTe | 67 | −7.625 | 15.185 | 2.7 |

### Table III. Estimated escape times $\tau$ for group-IV monochalcogenides with a (P3m1) buckled honeycomb structure. (The age of the universe is of the order of $10^{10}$ years.)

| Compound | $Z$ | $\tau$ (years) |
|----------|-----|----------------|
| SiS      | 15  | 1.0×10$^{28}$ |
| SiSe     | 24  | 4.5×10$^{20}$ |
| SiTe     | 33  | 5.0×10$^{17}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
| GeS      | 24  | 3.7×10$^{15}$ |
Nevertheless, and as indicated in Ref. 6 and observed in Fig. 5(b), an out-of-plane intrinsic polarization $P_3$ ensues in binary compounds with P3m1 group symmetry. The magnitude of $P_3$ at the local buckled honeycomb energy minimum is labeled $P_{h,3}$ and its magnitude is listed in Table I for the twelve studied compounds. In order to understand the sign of $P_3$, we remark that all compounds with a P3m1 symmetry have their chalcogen atoms below group-IVA atoms. As seen in Fig. 5(b), the magnitude of $P_3$ on the P3m1 phase is tunable by a change in structure ($\Delta z$). This fact is an incipient demonstration of out-of-plane piezoelectric behavior, a discussion omitted in previous work\textsuperscript{5} that will be provided in Sec. VII. \textcolor{red}{Belonging to another symmetry group, structures labeled with $\Delta z > 0$ suppress their out-of-plane polarization $P_3$, and may develop a net in-plane polarization $P_1$.} \textcolor{red}{[The exception is the Pmmm (s) phase for which $P_1 = P_2 = P_3 = 0$.]}\textsuperscript{41,42,56,58} It is illustrative to look at the vibrational spectra at the top of the barrier (point p in Fig. 4), and Fig. 7 serves this purpose. All materials, with the exception of SiS, show a single negative mode at the $\Gamma$-point, corresponding with an out-of-plane optical vibration, and thus verifying that point $p$ indeed corresponds with the maximum value of the energy barrier. SiS was known to have another ground state since earlier versions of this manuscript (Reference 14); that compound displays an out-of-plane optical vibration, and two degenerate in-plane vibrations accordingly.

B. Phonon dispersion calculations

The phonon dispersions shown in Fig. 6 were computed at the local energy minima (labeled h) in Fig. 4. The lower band at the $\Gamma$-point does not have a quadratic dispersion, like the one seen in graphene. There are two reasons for such a discrepancy. Direct inspection into (i) the force constant tensor and (ii) into the disposition of atoms in the supercell from which phonons are computed permits observing the force matrices for pairs of atoms lying along the $x-$axis explicitly—and corresponding to first, third, fifth, and eight nearest neighbors. These matrices are diagonal in graphene (see Equation 9.9 in Ref. 61), but they couple substantially along the $x -$ and $z -$directions in group-IV monochalcogenide monolayers with a buckled honeycomb structure. For instance, the matrix coupling among the central Si atom and a first-neighbor S atom (located to its left along the $x-$axis and a distance $|\Delta z_h|$ above) is given by:

$$K_{SiS}(1) = \begin{pmatrix} -2.7497 & 0.0000 & 3.6220 \\ 0.0000 & -0.8307 & 0.0000 \\ 1.8594 & 0.0000 & -3.6082 \end{pmatrix}$$

in units of eV/Å$^2$. The coupling among in-plane and out-of-plane directions has an obvious origin: a horizontal relative displacement necessarily modifies the relative height among atoms, and vice versa. In graphene, on the other hand, a horizontal displacement does not necessarily require a change on the relative vertical distances among atoms. The second reason for the discrepancy among the dispersion of the lowest energy phonon band and the one seen in graphene has to do with the low wavelength behavior, which couples to the long-range electrostatic interaction among ions in these binary materials: as indicated in Sec. II, the effect of Born charges turned crucial to describe the long-wavelength vibrational behavior appropriately.\textsuperscript{24} Lacking negative frequencies, and providing additional credence to the escape time argument provided in Table III, the phonon dispersion calculations in Fig. 6 represent the second proof of structural metastability of group IV monochalcogenide monolayers with a buckled honeycomb structure.

C. \textit{Ab initio} molecular dynamics

Table II indicates that SiS has the highest energy barrier $E_B$, and PbS has the lowest one among the twelve compounds studied. Therefore, if PbS turns to be metastable at room temperature in AIMD calculations, one may be able to conclude that the remaining eleven compounds should be metastable, too. Such assertion could be checked by performing AIMD on a second compound, say SiS.

\textcolor{red}{It is important to be judicious when choosing the type of molecular dynamics calculations to be performed: structural transformations that require the materials’ area to change—such as the one illustrated in Fig. 4—may display a forced stability in NVT AIMD calculations at a given temperature, because of the constant area constraint, that is inconsistent with the structural transformation (observe the change in area on the top views in...}
FIG. 6. Phonon dispersion for the twelve group-IV monochalcogenide monolayers with a buckled honeycomb structure at the local energy minima (h) depicted in Fig. 4: no negative modes can be seen, and these results constitute the second proof of the structural stability of group-IV monochalcogenide monolayers with a buckled honeycomb structure. The blue dashed curves were obtained with dipole corrections.

In the structural transformations studied by this team, we have shown that structural instabilities are triggered at lower temperatures when employing the NPT ensemble, as the area of these 2D materials is allowed to change. This explains our choice of an NPT ensemble for the AIMD calculations reported here.

The distributions of interatomic distances at 300 K for NPT AIMD calculations on SiS or PbS supercells containing 336 atoms, and running for up to 15 ps, are shown in Fig. 8. The peaks of these distributions match the...
FIG. 7. Phonon dispersion for the twelve group-IV monochalcogenide monolayers with a planar honeycomb structure at the energy maxima (p) depicted in Fig. 4 (no dipole corrections are required given that the structure is planar): With the exception of SiS, all materials show a single negative mode at the Γ-point, corresponding with an out-of-plane optical vibration, thus verifying that point p indeed corresponds with the maximum value of the energy barrier.
FIG. 8. Distribution of interatomic distances at 300 K for the (a) SiS monolayer and (b) PbS monolayer with a buckled honeycomb structure. The dashed vertical lines—which match the distribution’s peaks—are interatomic distances at zero temperature. AIMD thus confirms the structural metastability of these buckled honeycomb phases at room temperature.

TABLE IV. Melting temperature $T_M$ of bulk group-IV monochalcogenides according to Ref. 62. (Data for Si-based compounds is lacking.)

| Compound | $T_M$ (K) |
|----------|-----------|
| GeS      | 938       |
| GeSe     | 948       |
| GeTe     | 997       |
| SnS      | 1,153     |
| SnSe     | 1,153     |
| SnTe     | 51        |
| PbS      | 49        |
| PbSe     | 58        |
| PbTe     | 67        |

zero-temperature interatomic distances shown by vertical dashed lines. The supercell size and runtimes in our calculations are much larger than these employed in earlier works,\textsuperscript{5,6} and these AIMD results contribute the third and final demonstration of structural metastability of this family of compounds at room temperature.

The next question concerns the feasibility of realizing the elastic structural transformation depicted in Fig. 4 thermally: after all, the Pnm$_2$\textsubscript{1} to Pmm transformation can be achieved with temperature.\textsuperscript{8,40–42,58} Figure 9 shows that the barrier is too high, such that thermal fluctuations in an AIMD calculation at 2,000 K turn the honeycomb PbS structure onto an amorphous material that even undergoes dimerization. This result appears to be consistent with a melting temperature $T_M$ not larger than 1,200 K (Table IV) for the corresponding bulk phase. One then concludes that the energy barrier $E_B$ is too tall for all twelve compounds for the elastic transformation depicted in Fig. 4 to take place solely by temperature.

VI. ELECTRONIC BAND STRUCTURES

Now that the metastability of these honeycomb phases has been demonstrated using three independent methods, it is time to turn to the electronic properties of these compounds, which were obtained with the spin-orbit coupling turned on (in black), and with the HSE06 hybrid functional\textsuperscript{63} without spin-orbit coupling turned on (in cyan) and displayed in Fig. 10. (HSE06 corrections provide bandgaps in closer agreement with experimental estimates.) With the exception of PbSe and PbTe, these
FIG. 10. Electronic band structures with spin-orbit coupling included (in black) for the twelve group-IV monochalcogenide monolayers with a buckled honeycomb structure at the local energy minima (h) depicted in Fig. 4. The band structures in cyan were obtained with the HSE06 functional and without spin-orbit coupling.
P3m1 two-dimensional phases feature indirect bandgaps, and DFT band gaps within 2.12 and 3.40 eV when HSE06 corrections are considered (see Table V): the electronic band gap is a relevant parameter for applications argued for in previous work, and its magnitude can be further tuned by the choice of chemical elements in these compounds.

VII. ELASTIC AND PIEZOELECTRIC PROPERTIES

The in-plane symmetry operations of hexagonal boron nitride (wallpaper, two-dimensional, symmetry group p3m1) apply to the buckled hexagonal compounds, but the latter lacks out-of-plane inversion symmetry and thus belong to the (three-dimensional) symmetry group P3m1 (Sec. IV). The three-fold symmetry of these compounds renders \( C_{22} = C_{11} \), and \( C_{66} = \frac{C_{11}-C_{12}}{2} \). \( C_{66} = C_{1212} \) is the elastic coefficient due to in-plane shear strain \( \epsilon_{12} \), \( C_{21} = C_{12} \), and Voigt notation has been employed throughout.) The magnitudes of an elastic coefficients \( C_{11} \) and \( C_{12} \) are calculated using a fully relaxed atomic configuration (relaxed ion) and listed in Table VI.

Elastic constants are calculated following the procedure established by Duerloo and coworkers. A rectangular unit cell with four atoms is set, and the following expression is employed:

\[
\Delta E(\epsilon_{11}, \epsilon_{22}) = \frac{C_{11}}{2} (\epsilon_{11}^2 + \epsilon_{22}^2) + C_{12} \epsilon_{11} \epsilon_{22}. \tag{2}
\]

\( C_{11} \) is obtained by applying uniaxial strain along the \( \epsilon_{11} \) direction, which yields:

\[
\Delta E(\epsilon_{11}, 0) = \frac{C_{11}}{2} \epsilon_{11}^2. \tag{3}
\]

The quadratic coefficient in Eq. (3) shown in Fig. 11 is thus \( C_{11}/2 \).

\( C_{12} \), in turn, is obtained by applying biaxial strain \( (\epsilon_{11}, \epsilon_{22}) \) with \( \epsilon_{22} = \epsilon_{11} \), which yields:

\[
\Delta E(\epsilon_{11}, \epsilon_{11}) = C_{11} \epsilon_{11}^2 + C_{12} \epsilon_{11}^2 = 2\Delta E(\epsilon_{11}, 0) + C_{12} \epsilon_{11}^2, \tag{4}
\]

where the presence of a contribution from uniaxial strain is made explicit. A quadratic fitting of Eq. (4) yields \( \Delta E(\epsilon_{11}, \epsilon_{11}) = \alpha \epsilon_{11}^2 \) as shown in Fig. 12. Using Eqs. (3) and (4) we get:

\[
C_{12} \epsilon_{11}^2 = \Delta E(\epsilon_{11}, \epsilon_{11}) - 2\Delta E(\epsilon_{11}, 0) = (\alpha - C_{11}) \epsilon_{11}^2. \tag{5}
\]

It is customary practice to divide these coefficients by the equilibrium area of the unit cell, and to write these constants in units of N/m. The area of the four atom unit cell at the local minimum is given by \( \sqrt{3}a_h^2 \), with \( a_h \) given in Table I. The constants obtained from the quadratic fitting as shown Fig. 11 and Fig. 12 are thus multiplied by \( \frac{1.0202 \times 10^{-19} C/e}{\sqrt{3}a_h^2} \) to get the values listed in Table VI.

Elastic and piezoelectric properties have a strong dependence on the choice of exchange-correlation functional, because forces and dipole moments depend directly on the charge distribution. Even though it is the default choice for many calculations, the PBE functional was never developed to account for materials with a large amount of vacuum, while \( \textit{ab initio} \) vdW functionals are explicitly developed to account for drastic changes in density at interstitials and vacancy regions. As indicated before, the elastic coefficients reported in Table VI were obtained under \( \textit{relaxed-ion} \) conditions; i.e., atomic positions were optimized as strain was applied.

Materials with a P3m1 group symmetry follow the in-plane symmetry rules that were developed in Ref. 20, but...
out-of-plane piezoelectric properties ought to be added to the discussion of these novel phases. The symmetries of the P3m1 group render the piezoelectric coefficients $e_{21}$, $e_{22}$, $e_{16}$, and $e_{36}$ equal to zero because mirror symmetry is preserved upon the application of normal strain, and because the in-plane and out-of-plane polarization are not sensitive to the sign (direction) of the in-plane shear strain. The $e_{11}$ piezoelectric coefficient is different from zero, and $e_{12} = e_{26} = -e_{11}$. Here, the atomistic structure is defined so that $e_{11}$ is positive, as in Ref. 20 and $e_{12}$ is shown in Fig. 10 for a direct comparison with the PBE results from Ref. 5 (in which an overall negative sign appears related to their choice of $X$ direction, which corresponds to the $-X$ direction in Ref. 20 and in the present work). The remaining non-zero coefficients are the out-of-plane piezoelectric responses $e_{31} = e_{32}$, which were not studied in previous work.5

The $e_{31}$ coefficient is negative because the buckling height $\Delta z$ turns closer to zero for tensile strain, hence quenching the intrinsic electric polarization [see structures A to E in Fig. 4, and $P_3$ in Fig. 5(b)]. $\Delta P_i$ versus strain plots—whose slopes are the non-zero piezoelectric coefficients $e_{11}$ and $e_{31}$ listed in Table VII—are shown in Fig. 10.

The non-zero direct piezoelectric coefficients are $d_{11} = \frac{e_{11} C_{11} - e_{12} C_{12}}{C_{66}}$, $d_{12} = \frac{e_{11} C_{11} - e_{12} C_{12}}{C_{66}}$, $d_{26} = -\frac{e_{11} C_{11} - e_{12} C_{12}}{C_{66}}$, and $d_{31} = \frac{e_{31} C_{31} + e_{32} C_{32}}{C_{66}}$ ($d_{32} = d_{31}$). The magnitudes of $d_{12}$ and $d_{31}$ are listed in Table VII. Coefficients $e_{31}$ and $d_{31}$ supplement the in-plane coefficients reported in previous

![Figure 11](image-url)
FIG. 12. Quadratic fitting of energy versus biaxial strain.

VIII. CONCLUSIONS

The following contributions are contained in the present work: (a) We determined the group symmetry of group-IV monochalcogenide monolayers with a buckled honeycomb structure. (b) We expanded the list of metastable group-IV monochalcogenide monolayers with a honeycomb structure to all twelve compounds on this material family: SiS, SiSe, SiTe, GeS, GeSe, GeTe, SnS, SnSe, SnTe, PbS, PbSe, PbTe. (c) The electronic band structure and electronic band gap were contributed, too. (d) We also contributed the out-of-plane intrinsic electric polarization and the piezoelectric response; changes on the out-of-plane electric polarization due to in-plane strain have not been provided before. This study enriches the knowledge of the physical properties of two-dimensional group-IV monochalcogenides.
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FIG. 13. Non-zero piezoelectric responses of group-IV monochalcogenide monolayers with a buckled honeycomb structure.

TABLE VII. Relaxed-ion piezoelectric coefficients $e_{12}$ and $e_{31}$ for group-IV monochalcogenides with a (P3m1) buckled honeycomb structure. Direct piezoelectric coefficients $d_{12}$ and $d_{31}$ are listed as well. When available, additional data from the literature was added for a direct comparison.

| Compound | $Z$ | $e_{12}$ ($\text{pC/m}$) | $e_{31}$ ($\text{pC/m}$) | $d_{12}$ ($\text{pm/V}$) | $d_{31}$ ($\text{pm/V}$) |
|----------|-----|--------------------------|--------------------------|--------------------------|--------------------------|
| SiS      | 15  | -558                     | -92                      | -13.60                   | -2.24                    |
| SiSe     | 24  | -515                     | -95                      | -15.95                   | -2.93                    |
| SiTe     | 33  | -425                     | -90                      | -14.17                   | -3.00                    |
| GeS      | 24  | -500                     | -121                     | -19.67                   | -4.26                    |
| GeSe     | 33  | -554                     | -103                     | -24.67                   | -4.58                    |
| GeTe     | 42  | -449                     | -101                     | -19.78                   | -4.43                    |
| SnS      | 33  | -574                     | -135                     | -29.07                   | -6.82                    |
| SnSe     | 42  | -537                     | -125                     | -30.67                   | -7.12                    |
| SnTe     | 51  | -475                     | -116                     | -31.56                   | -7.68                    |
| PbS      | 49  | -567                     | -150                     | -37.15                   | -9.79                    |
| PbSe     | 58  | -550                     | -145                     | -46.72                   | -12.30                   |
| PbTe     | 67  | -490                     | -126                     | -37.72                   | -9.68                    |

* $\text{PBE, VASP}$, Ref. 5.
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