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Abstract—This paper describes an open-access database focusing on the study of mental workload (MW) assessment system for wearable devices. A wristband photoplethysmogram (PPG) was provided as a representative of wearable devices. In addition, a clinical device that can record Electrocardiography (ECG), galvanic skin response (GSR) and, fingertip PPG was included in the database as a reference. The MW was induced by performing the N-back task with 22 subjects. The participants were asked to answer the Pittsburgh Sleep Quality Index (PSQI) questionnaire at the beginning of the experiment and the NASA Task Load Index (NASA-TLX) questionnaire after each N-back task. The result of data analysis show the potential uses of the recorded modalities and the feasibility of the MW elicitation protocol. Finally the MAUS dataset is now available for academic use. Besides, we also present a reproducible baseline system as a preliminary benchmark which testing accuracy are 71.6 %, 66.7 %, and 59.9 % in ECG, fingertip PPG, wristband PPG, respectively.

Index Terms—Electrocardiogram (ECG), photoplethysmogram (PPG), galvanic skin response (GSR), wearable sensors, mental workload, n-back, open access dataset

I. INTRODUCTION

Mental Workload (MW) refers to the portion of operator information processing capacity or resources that are required to meet system demands [1]. A high mental workload means a more significant amount of information processing capacity or resources in performing a task. The MW assessment helps understand human operators in terms of processing capability or subjective psychological experiences [2]. Hence, MW assessment is an essential consideration for avoiding task error or working under "overload" conditions. It possesses numerous applications, ranging from safety to smart technology, including driver awareness, mental health monitoring, and Brain-Computer Interfacing (BCI).

Mental workload is normally assessed through several physiological signals, such as electroencephalogram (EEG) [3]–[7], electrocardiogram (ECG) [8], galvanic skin response (GSR) [9], photoplethysmogram (PPG) [10], [11]. EEG-based methods offer an accurate assessment of MW with complex settings, while ECG, PPG, and GSR-based methods offer a moderate accuracy with simpler settings. Hence, we believe that ECG, PPG, and GSR-based methods will be the main solution in applying continuous MW assessment.

Several works [8]–[11] have employed wearable sensors in assessing MW, but only validated on their in-house experimental database, usually without releasing data online. Hence, it is difficult for other researchers to make a fair comparison between methods. Thus, it motivated us to establish open access database for MW assessment with wearable sensors.

Our database consists of several physiological signals, includes single-lead ECG, GSR, fingertip PPG, and wristband PPG. We collected them under different MW conditions, which stimuli through the short-term memory task called N-back. A larger N will stimuli a higher MW condition, while a smaller N will do the opposite. N is the golden objective reference of MW. We used it to discriminate different MW statuses. Besides that, for each subject, we had also collected the NASA Task Load Index questionnaire [13] as a golden subjective reference of MW.

One of the distinguishing features of our database is that we have collected synchronized wristband PPG, fingertip PPG, and ECG. To achieve long-term continuous monitoring of MW, wristband PPG is preferred. However, wristband PPG typically has worse signal quality than fingertip PPG. The proposed database provides both signals for a future feasibility study or wristband PPG enhancement for MW assessment applications.

In the following, we summarize the main contribution of the proposed dataset:

1) We provide an open dataset consisting of the physiological signal acquired from wearable devices, allowing researchers to compare and validate their MW assessment method fairly.
2) Our dataset provides synchronized ECG, fingertip-based PPG, and wrist-based PPG. Our dataset is the only dataset that provides synchronized ECG, wrist, and fingertips PPG to the best of our knowledge. Our dataset allows more comparative research between wrist and fingertip-based PPG in the application of MW assessment.
3) We have provided a baseline system for MW assessment for future comparison (with code available). Thus, researchers can make fair comparisons based on our baseline system.

The remaining parts of this paper are organized as follows: Introduction and comparison between related databases will be presented in Section II. Next, we introduce the experimental setup of the proposed database in Section III. In Section IV, we analyzed collected data and participant’s subjective ratings.
to verify the correctness of the experiment flow. The baseline system and corresponding result will be introduced in Section V. Lastly, we will make some discussion on Section VI and conclude this paper in Section VII.

II. RELATED DATABASE

Our goal is to establish a database that allows researchers to develop their algorithms and compare results. Since we only focused on long-term MW monitoring scenarios. Hence, we considered only those easy-acquired physiological signals. In this case, we do not consider EEG-related databases, yet we compared the MW database that consists of some easy-acquired signals such that ECG, PPG, and GSR. To the best of our knowledge, few open-access databases collect these easy-acquired signals, which are,

- CLAS [14]
- WAUC [15]
- MMOD-COG [16]
- Simultaneous physiological measurements with five devices at different cognitive and physical loads [17]
- Datasets for Cognitive Load Inference Using Wearable Sensors and Psychological Traits [18]

In this section, we provide a brief review of the literature related to the proposed database. Then, we will compare these databases based on stimuli selection, physiological modalities and, MW level annotations.

A. Stimuli

Databases [14]–[18] have different strategies in generating different MW conditions. Different stimuli can make huge differences between databases. Some stimuli can make obvious physiological response while other making no physiological changes. Hence, stimuli selection could be an essential factor in the practical usage of MW assessment. It also affects a lot in assessment performance.

CLAS [14] used a series of interactive tasks to elicit different MW levels. Those tasks include solving sequences of Math problems, Logic problems, and the Stroop test. Participants in CLAS requested to answer those assignments in a short time. It claimed that these tasks are designed to evaluate different aspects of the momentary cognitive load. Besides that, WAUC [15] employed MATB-II [19] task to elicit two levels of MW. This set of tasks was initially devised to simulate different activities that need to be performed by an aircraft pilot. On the other hand, MW in MMOD-COG [16] was induced by way of performing the primary arithmetic task. Participants in MMOD-COG were asked to perform two tasks with different complexity. The high complexity task presents 4-operand arithmetic operations, while the low complexity task uses 2-operand arithmetic operations. Next, [17] used the auditive 2-back task to elicit high MW status. By comparing 2-back and resting status, two different MW levels are obtained. Furthermore, [18] used the N-back task during the experiment. 2-back and 3-back tasks were used during the experiment session. The larger number of N will elicit a higher MW level.

B. Physiological Modalities

Most MW databases provide EEG measurements for exploration. In this paper, we focused on easy-acquired physiological signals, which can be measure by smartwatches. The physiological measurements appeared in [14]–[18] are,

- EEG
- Skin Temperature
- GSR
- Fingertip PPG
- 3-Axis Acc.
- ECG
- Breathing Rate
- Wrist PPG

These signals were monitored using wearable or off-the-shelf devices. These databases used different instruments for recording signals. Hence, the sampling rate varies among databases. On the other hand, different MW stimuli and experiment settings made the signal length in the database different. For example, each person in the database CLAS is represented with a 30-minutes recording of the physiological signal. In contrast, each person in WAUC represented a 60-minutes of the physiological signal.

C. Reference of Mental Workload Level

Reference of MW level generally consists of subjective and objective assessment. A subjective MW assessment relies on participants periodically filling in a questionnaire with ratings related to their mental status. Popular questionnaires include the Subjective Workload Assessment Technique (SWAT), NASA Task Load Index (NASA-TLX), and Modified Cooper-Harper Scale. Then, we can obtain a quantitative score based on these questionnaires.

Objective MW reference regards stimuli tags during experiment steps. For example, the WAUC database used MATB-II as their MW stimuli. The modulation of MW relies on changing parameters in MATB-II. For the lower MW case, sliding bar speed, aim speed, the volume of fuel in the reservoirs, and failure rate of the pumps were set to lower values. These changes could be a stimuli tag that can be treated as an objective MW reference. Moreover, MMOD-COG used the stimuli tags of 2-operand and 4-operand arithmetic tasks as the reference low and high MW level, respectively.

At the end of this section, we summarized the related database in Table I. We have compared related databases to ours. The number of participants, stimuli selection, collected signal, and signal length of each participant are compared. Compared to other databases, our database provides synchronized wrist-based PPG, fingertip-based PPG, and ECG signals. These signals allow the researcher to make comparisons and study how to make wrist-based PPG better to achieve fingertip-based PPG or ECG performance. We think it will pave the way toward long-term MW monitoring.

III. EXPERIMENT SETUP

In this section, we first introduce information about the participants performing this experiment. Then, the apparatus used for data acquisition is presented. Finally, the experimental procedures, including the self-assessment, are described in detail.
TABLE I: Publicly available databases from related work

| Database          | Participants | Stimuli                             | Collected Signals                  | Signal Length/minutes |
|-------------------|--------------|-------------------------------------|------------------------------------|-----------------------|
| CLAS [14]         | 62           | Math & Logic Problem                | ECG, GSR, PPG (Ear Lobe)           | 30                    |
| WAUC [15]         | 48           | MATH-II                             | ECG, ECG, GSR, PPG (Wrist), TEMP, ACC | 60                    |
| MMOD-COG [16]     | 40           | Arithmetic Task                     | ECG, GSR                           | 14.3                  |
| Cognitive & Physical Load [17] | 13          | Auditive 2-back Task                | ECG, PPG (Fingertip), ACC          | 32.9                  |
| CogLoad [18]      | 23           | N-back Task                         | GSR, TEMP, ACC                     | 18                    |
| Proposed Database | 22           | N-back Task                         | ECG, GSR, PPG (Fingertip), PPG (Wrist) | 35                    |

A. Participants

Our database contains 22 healthy participants (2 females) from the university’s graduate students. The average age among the participants was 23 years with a 1.7 standard deviation. Prior to the experiment, each subject signed a consent form. Next, they were informed of a set of instructions explaining experimental procedures and the meaning of the self-assessment questionnaires.

B. Data Acquisition

Participants were seated in a room with moderate temperature, controlled illumination, and noise, at a table with physiological signal recording equipment, a computer monitor for delivering tasks, and a keyboard for reacting to the stimuli.

In this database, two devices were employed to acquire four channels of data simultaneously, as summarized in Table II. The Procomp Infiniti can provide high signal fidelity for multi-channel measurement in real-time. It offers internal, user-activated calibration to ensure that the highest quality signal can be obtained, which can be viewed as a golden reference. The PixArt PPG watch provides the signal measured from a wearable device. It offers the opportunity to study data processing methods for using wearable devices. Fig. 1 illustrates the electrode placement for the acquisition of peripheral physiological signals.

1) Procomp Infiniti: The Procomp Infiniti was used to record ECG, GSR, and PPG at a sampling rate of 256 Hz. Single lead ECG was measured by electrodes placed on both shoulders and one on the abdomen. GSR was measured via two electrode straps fastened around the index and ring finger of participants’ non-dominant hands. PPG was measured by a sensor pressed against the palmar surface of the middle fingertip with an elastic strap fastened tightly to acquire better signal quality.

2) PixArt PPG Watch: The PPG was recorded from wrist-type PPG sensors with green LED at a sampling rate of 100 Hz. The watch was worn on the non-dominant hand to avoid the movement of answering on the keyboard. The data would then be transmitted to a tablet through Bluetooth.

C. Experimental Procedure

The entire experiment procedure with session duration is summarized in Fig. 2. It contains three kinds of sessions:

1) Pre-task Pittsburgh Sleep Quality Index (PSQI): At the start of the experiment, there would be five minutes resting session, and participants were asked to fill out the Pittsburgh Sleep Quality Index (PSQI) [20] questionnaires, commonly used to assess a subject’s sleep quality over the past one month. The PSQI contains seven subscales, including subjective sleep quality, sleep latency, sleep duration, habitual sleep efficiency, sleep disturbances, use of sleeping medication, and daytime dysfunction. The component scores range from 0 to 3 and are summed to give a total score ranging from 0 to 21. The higher PSQI score suggests more significant sleep disturbance, and a global score higher than 5 indicates a significant disturbance. Previous studies have shown the validity and reliability of the Persian version PSQI [21].

2) N-back Task: After the resting session, there would be six trials of the N-back task [22]. In the N-back task, the user had to memorize the last N one-digit numbers of a series of rapidly flashing numbers in succession. When a stimulus was identical to the n-th number preceding the stimulus number, the subject had to respond by pressing the space bar on the keyboard. As N increased, the task’s difficulty increased, as subjects had to memorize more numbers and keep shifting...
the memorized sequence. Therefore, adjusting the N could stimulate different levels of MW. There would be 0-, 2-, and 3-back three kinds of tasks. The 0-back task could be viewed as a lower MW state, while the 2- and 3-back tasks were regarded as a higher MW state. These three kinds of tasks were arranged in a counterbalanced order (i.e., 0→2→3→2→3→0) for a total of six trials. A single trial began with instruction showing the type of task (0- or 2- or 3-back). After the subject pressed the space bar for continuing, the trial presented a random one-digit number every 3 s. Each number was displayed for 2 s, followed by a fixation cross for the remaining 1 s. A total of 100 numbers were presented in a trial with 25 targets (25%). The answers and the response time were recorded for performance evaluation. Each task was followed by two minutes resting period for the subjective rating of the MW of the task.

3) Post-task NASA-TLX: As mentioned above, each n-back task was followed by a subjective evaluation. In this step, NASA Task Load Index (NASA-TLX) questionnaire was adopted. The NASA-TLX is a widely used, multidimensional subjective assessment tool for rating the perceived load of doing a task. The NASA-TLX questionnaire consists of six subscales to evaluate MW: mental demand, physical demand, temporal demand, performance, effort, and frustration. Each subscale is evaluated from 0 to 100 in intervals of 5. After the six scores were obtained, the subject had to compare the six subscales pairwise based on their perceived importance to create individual weighting on those subscales. The number of times each subscale was selected was its weight. Each subscale score was multiplied by the corresponding weight, summed, and then divided by 15 to obtain a workload score from 0 to 100 as the global score. The score represented the overall subjective rating of MW in the task.

IV. DATA ANALYSIS

This section provides the analysis of the collected data, including analysis of the pre-task questionnaire, user performance, subjective rating, and psychophysiological recordings.

A. User Performance and Subjective Rating Analysis

To verify that subjects perceived different mental workload states through different n-back conditions, we analyzed user performance and subjective ratings. Fig. 3 shows user performance and subjective evaluation of the experiment, including mean values and standard deviation.

1) Performance measurement: We evaluated the wrong amount as the performance in the n-back task. The one-way analysis of variance (ANOVA) indicated significant differences in the wrong amount for the three n-back levels (p < 0.05). The wrong amount included missed target and incorrect responses, respectively. A subject failed to press the key when a target stimulus was present, and the subject incorrectly identified a letter as a target. The wrong amount increased from a mean of 0.2 (times) for the 0-back to 7.5 for the 2-back to 17.8 for the 3-back task, which clearly indicates that the three tasks differ significantly in difficulty. We also evaluated the reaction time, i.e., when a subject pressed the space bar when the target appeared. The response time is significantly influenced by the n-back level. The difference between 0 and 2-back and 0 and 3-back are significant (ANOVA, p < 0.001), while the difference between 2 and 3-back is not statistically significant. These two performance-related factors suggest that n-back tasks with higher N can stimulate higher MW states.

2) Subjective measurement: A weighted score of NASA-TLX was calculated from the six subscales, representing the overall workload of subjective rating. The ANOVA of NASA-TLX score showed a significant difference between the three levels of n-back tasks (p < 0.001). Post hoc comparisons indicated that MW during high n-back (2,3-back) tasks was significantly greater than those during the low n-back task (0-back), suggesting n-back tasks with higher N require higher mental workload than those with lower N. In addition, the mean value of the six NASA-TLX subscales was showed in Fig. 4 considering the MW from low to high (0,2,3-back) and representing in blue, orange, and green, respectively. The Radar charts provided us with a visualization of the six-dimensional distributions in NASA-TLX. Overall, all six subscales grew together as N increases. We can also found a slight degradation in scores between the first Fig. 4(b) and second-round Fig. 4(c).

B. Pittsburgh Sleep Quality Index (PSQI) Analysis

The subjective sleep quality scores of each subject were listed in Table III. Ten subjects were reported as having poor sleep quality based on the PSQI (PSQI > 5). To investigate the relationship between subjective sleep quality and cognitive performance, we analyzed the wrong amount in the n-back task for the poor sleepers and good sleepers, as shown in
Fig. 3: User performance and subjective evaluation in the n-back tasks (a) Average wrong amount, (b) Average response time, (c) Average subjective evaluation of task difficulty (NASA-TLX score). Significance is represented by **: p-value < 0.001, *: 0.001 ≤ p-value < 0.05, n.s.: p-value ≥ 0.05. Error bars indicate standard errors of the mean.

Fig. 4: Distribution of NASA TLX Dimensions of (a) Mean of two round (0-,2-,3-,2-,3-,0-) , (b) First round of (0-,2-,3-) trials, (c) Second round of (2-,3-,0-) trials.

TABLE III: Participants’ PSQI

| Subject ID | PSQI | Subject ID | PSQI |
|------------|------|------------|------|
| 002        | 5    | 015        | 5    |
| 003        | 9    | 016        | 7    |
| 004        | 6    | 017        | 6    |
| 005        | 6    | 018        | 12   |
| 006        | 1    | 019        | 7    |
| 008        | 5    | 020        | 2    |
| 010        | 4    | 021        | 6    |
| 011        | 7    | 022        | 4    |
| 012        | 4    | 023        | 5    |
| 013        | 11   | 024        | 2    |
| 014        | 0    | 025        | 2    |

These poor sleepers tended to have more false reactions in the n-back tasks than those good sleepers. However, there was no statistical significance between the two groups in both the 2-back task (ANOVA, p = 0.46) and the 3-back task (ANOVA, p = 0.68), indicating that the subjects’ data in this database were not affected by sleep quality and were valid. Also, Pearson’s r correlation coefficient shows no correlation between the wrong amount and the PSQI scores (r = 0.056 in 2-back task and r = 0.079 in 3-back task).

C. Comparison between Wrist and Fingertip PPG

In our dataset, ECG, fingertip PPG, and wristband PPG were collected simultaneously, providing the opportunity for comparative studies between these signals. PPG is more prone to motion artifacts and sensor positioning comparing to ECG. In addition, wristband PPG tends to have worse signal quality than fingertip PPG and suffers various distortions. Fig. 6 shows three signals with about 12 seconds acquired during a five minutes n-back task. For the ECG, the inter-beat intervals (IBI) extracted from R-peaks could be considered as a golden reference since the electrode measurement was stable in this experiment. The IBIs from fingertip PPG were slightly affected by the motion, while IBIs from wristband PPG were more incorrect due to the baseline wandering caused by motion. The incorrect IBIs could lead to accuracy degradation of HRV.
to ECG (golden reference). The signal of fingertip PPG was more stable than wrist PPG, which made the features extracted from fingertip PPG closer to ECG: ECG (top), PPG (fingertip) (middle), PPG (wrist-worn) (bottom).

![Fig. 6: Comparison between 3 channel signals with detected peaks/valleys, red translucent regions represent incorrect inter-beat intervals comparing to ECG: ECG (top), PPG (fingertip) (middle), PPG (wrist-worn) (bottom).](image)

**D. Statistical Analysis on HRV Features**

The ANOVA was adopted for statistical analysis of all extracted HRV features. It was used to determine which HRV features could discriminate between low and high MW states ($p < 0.05$). We extracted 13 commonly used time and frequency domain features recommended in [24], details of which are presented in the next section. The $p$-value for each feature between low and high MW (0 vs. 2-back, 0 vs. 3-back) was presented in Table IV including three channel signals for comparison. In both scenarios (0 vs. 2-back and 0 vs. 3-back), significant differences could be observed for the features SDNN and HF of ECG and fingertip PPG, while no statistical differences were observed in these two features of wrist PPG. Overall, it could be observed that the statistical significance of HRV features for ECG and fingertip PPG were consistent. However, the statistical significance of HRV features from wrist PPG showed a more inconsistent trend than the other two signals, reflecting the signal quality difference of the three signals described in the previous subsection. That is, the signal of fingertip PPG was more stable than wrist PPG, which made the features extracted from fingertip PPG closer to ECG (golden reference).

**V. Baseline System**

In this section, we present a baseline system for predicting the MW (low or high) using physiological signals. Our goal is to provide a reproducible baseline system that can be used to investigate the feasibility of detecting MW using wrist-worn PPG. The signal quality of wrist-worn PPG is usually poor due to motion artifacts. Therefore, our database provides simultaneously recorded ECG and fingertip PPG from Procomp Infinity as references with higher signal quality. With the golden reference, our database offers researchers the opportunity to study enhanced algorithms for MW assessment using wrist-worn PPG and make a fair comparison with others. First, the pre-processing and peak detection methods from the employed signals are described. Then, the extracted features that were used for classification are introduced. Finally, our method and results for single-trial classification using a single modality are presented. The processing flow is shown in Fig. 7.

**A. Peak Detection**

The following peripheral nervous signals such as ECG, PPG were used to record the subject’s MW responses to the stimuli. Several studies [25] consider that physiological activity is an essential component for MW assessment. For the ECG signal, a bandpass filter was performed between 3 and 45 Hz to enhance the QRS complex peaks. Then an R-peak detection algorithm [26] was applied, which is an adaption of the popular Pan & Tompkins algorithm [27]. As for the PPG signal, a median filter with the kernel size 13 was applied and followed by a peak detection algorithm [28]. Finally, commonly used features were extracted from each session using 2 minutes windows with 30 seconds overlap. The selection of window size was suggested in [29] since 2 minutes was the minimum length for various HRV metrics.

**B. HRV Feature Extraction**

Heart rate variability (HRV) is suggested to correlate with MW changes and tends to diminish when a higher MW is generated [20]. HRV is a measure of the heartbeats variance. It is calculated by analyzing the time series of the beat-to-beat intervals from ECG or PPG. There are various methods for extracting HRV, which can basically be divided into time-domain and frequency-domain two analysis methods. **Time-domain Features:** Several classical metrics have been used as indicators of the total variability of heartbeats using statistical methods [24], including the standard deviation of inter-beat intervals (IBI) (SDNN), the square root of the mean squared differences between adjacent IBI (RMSSD), the standard deviation of differences between adjacent IBI (SDSD), the count or percentage of successive beats lengths that differed more than 50 ms (NN50, pNN50), the IBI triangular index and the triangular interpolation of IBI histogram (Trilindex, TINN). The extracted time-domain HRV features were listed in Table V. **Frequency-domain Features:** For the frequency-domain features, a spectrum estimation was calculated for the IBI series. We estimated the power spectrum by fast Fourier transform Welch’s periodogram techniques. The spectrum was then divided into very low frequency (VLF, 0-0.04 Hz), low frequency (LF, 0.04-0.15 Hz), and high frequency (HF, 0.15-0.4 Hz). Since the signal length for calculating HRV features was 2 minutes, the VLF would be calculated with an incorrect value and therefore not taken. The total power (TF) and LF/HF ratio were also calculated. The LF and HF were also represented as the normalized units (nLF, nHF) to extract the sympatho-vagal component of the HRV better. The extracted frequency-domain HRV features were listed in Table V.

**C. Classification**

The extracted HRV features would then be used for MW classification. Considering the physiological response was inherently participant independent, the participant-based feature
TABLE IV: Analysis of variance (ANOVA) for HRV features of the three modalities

| Feature | 0 vs 2 back | 0 vs 3 back |
|---------|-------------|-------------|
| Time    |             |             |
| SDNN    | 0.002760    | 0.000017*   |
| NN50    | 0.121902    | 0.007757*   |
| PNN50   | 0.099391    | 0.011236*   |
| RMSSD   | 0.062794    | 0.010403*   |
| SDSDF   | 0.049761*   | 0.003506*   |
| TINN    | 0.503672    | 0.39293*    |
| TRI Index | 0.080009  | 0.326209*   |
| Frequency |         |             |
| FFT     | 0.011977    | 0.000011*   |
| LF      | 0.095668    | 0.000060*   |
| HF      | 0.003378*   | 0.000666*   |
| LF0     | 0.218682    | 0.027004*   |
| HF0     | 0.035799    | 0.032769*   |
| LF/HF   | 0.135790    | 0.032769*   |

*: p-value < 0.001, *: 0.001 ≤ p-value < 0.05, NO SYMBOL: p-value ≥ 0.05. Bold value indicates significant difference (p-value < 0.05).

Fig. 7: Processing flow of the baseline system.

standardization was applied [10]. The detection of MW was a two-class classification problem using the difficulty of the N-back tasks as the ground truth. Since higher N would stimulate a higher MW state, we considered the 2-, 3-back tasks as the “high” MW states and the 0-back task as the “low” MW state. Support vector machine (SVM) [31] classifiers with a linear kernel were used for MW classification. The adjustable regularization term $C$ of the linear SVM was fine-tuned by grid-search in the range [10e-3, 300]. The parameters of SVM were listed in Table VI. The single modality classifier was trained separately for each channel (ECG, fingertip PPG, and wrist-worn PPG). To validate the classification accuracy in this experiment, we considered two cross-validation methods to train and evaluate classifiers:

1) Leave-one-subject-out (LOSO) [32]: The LOSO validation was used to ensure that the trained model had no subject bias. In the LOSO validation, the classifier was trained with data from all subjects except one and evaluated on data from excluded subjects. Thus, the training procedure would be finished after all participants’ data were evaluated.

2) Mixed-Subject 5-fold [33]: The data pool consists of all subjects. We used the 5-fold cross-validation method to split and validate the data pool. The process was repeated 50 times, and the data pool was shuffled to obtain different fold combinations. Finally, the average performance would be presented.

D. Results

The classification results were shown in Table VII. The results contained average accuracy and f1-scores (average f1-scores of two classes) for each modality and each validation method, and the standard deviation of each test was also shown after the averaged score. Overall, we observe that the ECG presented the best average performance among the three modalities in both metrics and validation methods. Due to its patch-type measurement, it is least subject to motion interference. The wrist-worn PPG, however, presented the lowest average performance for its poor signal quality. As for

TABLE V: Feature list table

| Feature Type     | Features                  |
|------------------|---------------------------|
| Time-Domain      | SDNN, NN50, PNN50, RMSDD, SDSDD, TINN, TRI Index |
| Frequency-Domain | Total Freq. (TF), High Freq. (HF), normalized High Freq. (nHF), Low Freq. (LF), normalized Low Freq. (nLF), LF/HF |

TABLE VI: SVM parameters

| Parameter                  | Setups        |
|----------------------------|---------------|
| Kernel                     | Linear        |
| Regularization C           | (10e-3 ~ 300) |
| Class                      | 2             |
| Class weight               | (0: 0.67, 1: 0.33) |
Besides the experiment procedure description, analysis of NASA-TLX questionnaire as subjective workload ratings and database as a reference. The N-back tasks were used to record ECG, GSR and, fingertip PPG was included in the algorithms for MW detection. The ECG could provide a reference for the development of an MW detection system on wearable PPG. While Comparing these two validation methods, the overall performance was similar in terms of average scores. The variance in LOSO was apparently larger than the mixed-subject validation. Since in the LOSO, the left-out subject for testing never appeared in the training data. At the time of testing, unseen data might cause some performance degradation due to differences in individual physiological responses. Therefore, LOSO appeared to a suitable evaluation metric when applying the MW detection system in the real world, as a trained classifier could be used when new subjects needed to be monitored.

VI. DISCUSSION
To our knowledge, MAUS is the first database that includes wristband PPG and fingertips PPG. We provide this database to researchers aiming to develop wearable devices in MW assessment applications. The signal noise, limited quality of subjective rating, and physiological differences between subjects make the assessment of MW challenging. In addition, the gap between ECG and wristband PPG provides an opportunity for further researches to improve wristband PPG performance. The ANOVA analysis of HRV features showed consistent significant trends between ECG and fingertip PPG, while wristband PPG showed differences to these two signals. Considering the complementarity of the significance of features from these signals, this might suggest the possibility of multimodal fusion. We believe our database will enable the researches of developing wristband PPG enhancement algorithms for MW detection.

VII. CONCLUSION
This paper presented an open-access database focusing on the study of MW assessment systems for wearable devices. Therefore, a wristband PPG was provided as a representative of wearable devices. In addition, a clinical device that can record ECG, GSR and, fingertip PPG was included in the database as a reference. The N-back tasks were used to stimulate different MW levels. Each participant answered the NASA-TLX questionnaire as subjective workload ratings and the PSQI questionnaire as subjective sleep quality ratings. Besides the experiment procedure description, analysis of subjective rating and physiological signals was also provided. The database, including raw signals, subjective ratings, task performance, and codes supporting the results of this paper is available at IEEE Dataport. Besides, we provide a simple baseline system that could be easily reproduced.
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