Photoacoustic inversion formulas using mixed data on finite time intervals
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Abstract

We study the inverse source problem in photoacoustic tomography (PAT) for mixed data, which denote a weighted linear combination of the acoustic pressure and its normal derivative on an observation surface. We consider in particular the case where the data are only available on finite time intervals, which accounts for real-world usage of PAT where data are only feasible within a certain time interval. Extending our previous work, we derive explicit formulas up to a smoothing integral on convex domains with a smooth boundary, yielding exact reconstruction for circular or elliptical domains. We also present numerical reconstructions of our new exact inversion formulas on finite time intervals and compare them with the reconstructions of our previous formulas for unlimited time wave measurements.

Keywords: image reconstruction, wave equation, Abel integral equations, inversion formula, photoacoustic computed tomography

1. Introduction

In recent decades, PAT has attracted considerable attention in biomedical optics. This imaging method aims at recovering the spatially varying absorption coefficient of an internal source by measuring the resulting acoustic waves detected outside of the object. Here, the absorption coefficient is with respect to external electromagnetic radiation. The acoustic measurements...
are acquired by so-called ultrasound detectors, which lie on a surface surrounding the imaged object [1–5]. Such wave phenomena can be modeled by the $n$-dimensional standard wave equation

$$
\partial^2_t u(x,t) - \Delta u(x,t) = 0 \quad \text{for } (x,t) \in \mathbb{R}^n \times (0, \infty),
$$

$$
u(x,0) = f(x) \quad \text{for } x \in \mathbb{R}^n,$n

$$
\partial_t u(x,0) = g(x) \quad \text{for } x \in \mathbb{R}^n,
$$

(1.1)

where $f$ and $g$ are the initial data and $u : \mathbb{R}^n \times [0, \infty) \rightarrow \mathbb{R}$ the solution of the wave equation. Extensions of the standard wave model in PAT have also been considered and are presented in [6–8], for example.

In PAT, it is commonly assumed that $g$ is the zero function and $f$ has compact support in some open domain $\Omega \subset \mathbb{R}^n$. The function $f$ describes the optical absorption coefficient at different positions whereby various types of the biological tissues can be detected, including brain tumor and skin melanoma (see, for example, [9–11]). In PAT, one is interested to determine this physical quantity by using the measured pressure waves on the observation surface $\partial \Omega$.

Most analytic reconstruction methods in PAT assume that the measurements correspond to the values of the solution $u$ on $\partial \Omega \times (0, \infty)$, which is also known as the Dirichlet trace or Dirichlet data on $\partial \Omega \times (0, \infty)$. Depending on the measurement surface $\partial \Omega$, there exist, for example, explicit inversion formulas for the determination of $f$ that require only knowledge of $u|_{\partial \Omega \times (0, \infty)}$. To name a couple of references, inversion formulas have been established for bounded smooth surfaces like spheres [4, 12–16], ellipses [17–22] and also for unbounded smooth surfaces [4, 16, 23–30] including planar, quadric hypersurfaces and cylindrical surfaces. In [21, 31–33], non-smooth and finite open measurement surfaces have been considered.

As pointed out in [34, 35], for example, the measured data from piezoelectric transducers is generally a complex combination of the acoustic field $u$ and its normal gradient (normal derivative) of $u$ on the observation surface $\partial \Omega$ and therefore, corresponding to the output $\Phi(u|_{S \times (0, \infty)}, \partial_n u)$ of some function $\Phi$. Theoretical results on the problem of recovering $f$ from the normal derivative of $u$ (which is also referred to as the Neumann trace of $u$) are rather rare in the literature. In [34, 36], an inversion formula for a smooth function $g$ from the normal gradient of $u$ in (1.1) with initial data $(0, g)$ on spheres in 3D is presented. Recently, in [37], a series formula for spheres and in [38, 39] an exact inversion formula of back-projection type for ellipsoids in arbitrary dimensions has been derived.

Accounting for more realistic measurement models, which additionally depends on the normal derivative, we use a linearization of $\Phi$, resulting in data

$$u_{a,b}(x,t) := au(x,t) + b\partial_n u(x,t), \quad (x,t) \in \partial \Omega \times (0, \infty),$$

for some weights $a, b \in \mathbb{R}$. Throughout this article, we refer to these measurements as mixed data or mixed trace. Recovering the absorption coefficient from mixed data has previously been studied in [37] for spheres in arbitrary dimensions and in [38] for circles in two dimensions. Another mathematical model for piezoelectric sensors is proposed, for example, in [40].

1.1. Inversion from finite time intervals

In this paper, we study the inverse problem in PAT, where the acoustic measurements of the photoacoustic sensors are given only on a finite time interval. Specifically, we assume a finite end time $T \in (0, \infty)$ for measuring the acoustic signals and consider mixed data on the time
interval \((0, T)\) as an output signal of the transducers. As opposed to the previous articles \([38, 39]\), where we assumed that Neumann traces in arbitrary dimensions as well as mixed data in two dimensions are available on the whole time interval \((0, \infty)\), this justifies truncating data at finite values of \(T\). The problem of recovering the initial data \((f, 0)\) from Dirichlet traces on a finite time interval has already been discussed in \([12]\), where an inversion formula in dimension two has been developed. More precisely, they used Abel transform inversion for recovering the spherical means with centers lying on a circle in \(\mathbb{R}^2\) from its Dirichlet traces. As a consequence, the values of the solution of the wave equation for time points greater than the diameter of the circle can be recovered by knowing only the values for time points smaller than the diameter, which has been rearranged as single finite time inversion formula. In this article, we use a similar approach and derive relations between spherical means and Dirichlet traces as well as the \textit{weighted spherical means} (which will be defined later) and Neumann traces in even dimensions. In case of odd dimensions, such additional considerations are not necessary, as we will see in the next subsection.

1.2. Previous work

The subsequent calculations are based on our previous work in \([38, 39]\), where we derived the reconstruction formulas

\[
f(x) = \frac{1}{2^\frac{n-2}{2} \pi^{\frac{n-2}{2}}} \int_{\partial \Omega} \int_0^\infty \left( \frac{\partial_t t^{-\frac{n-2}{2}}}{} \right) \frac{\partial_x u(y, t)}{\sqrt{t^2 - \|x - y\|^2}} \, dt \, d\sigma(y) - K_\Omega f(x),
\]

(1.2)

and

\[
f(x) = \frac{1}{(2\pi)^{\frac{n-2}{2}}} \left( -1 \right)^{\frac{n-1}{2}} \int_{\partial \Omega} \left( \frac{1}{t} \right)^{\frac{n-2}{2}} \left( \frac{1}{t} \right)^{n-2} \partial_x u(y, \|x - y\|) \, dt \, d\sigma(y) - K_\Omega f(x),
\]

(1.3)

over unbounded time intervals for Neumann traces, holding true in even and odd dimensions and for smooth functions \(f \in C^\infty_c(\Omega)\) with compact support in an open convex domains \(\Omega \subset \mathbb{R}^n\) with smooth boundary. For the Dirichlet data case, we make use of the explicit inversion formula (see \([19]\))

\[
f(x) = \frac{1}{2^\frac{n-2}{2} \pi^{\frac{n-2}{2}}} \left( -1 \right)^{\frac{n-2}{2}} \nabla_x \int_{\partial \Omega} \nabla_y \int_0^\infty \left( \frac{\partial_t t^{-\frac{n-2}{2}}}{} \right) \frac{u(y, t)}{\sqrt{t^2 - \|x - y\|^2}} \, dt \, d\sigma(y) + K_\Omega f(x),
\]

(1.4)

being valid in even dimensions under the assumptions presented above. Existing formulas for Dirichlet traces in odd dimensions such as in \([19, 36]\), for example, as well as formula (1.3) for Neumann traces only require finite time measurements, because they are equal to zero on the boundary \(\partial \Omega\) for all time points greater than or equal to the diameter of \(\Omega\). For that reason, we only investigate finite time inversion formulas for mixed traces in even dimensions.

At this point, we remark that \(K_\Omega f = 0\) for circular or elliptical domains \([19, 39]\). Therefore, in this article whenever an explicit formula for \(f\) depends on \(K_\Omega f\), the formula is exact for circular or elliptical domains.
Formulas (1.2)–(1.4), which are used in the derivation of our new formulas, are based on two integral identities for the standard wave equation. These integral identities include the free-space Green function twice (two boundary integrals) and are a kind of Kirchhoff integral formula. Formulas (1.2)–(1.4) are derived by expressing one boundary integral via the other. Further methods for inverting the initial pressure are, for example, so-called far-field approximations (see [41], for example), where the pressure field is approximated by Radon projections instead of spherical means of the initial pressure, or the delay and sum (DAS) algorithm, which is a simple beamforming algorithm [42].

1.3. Outline

The paper is organized as follows. First, we start with some notations being used throughout the article. Then, we derive our main results in section 3, where we derive explicit inversion formulas for Neumann and Dirichlet traces on convex domains $\Omega \subset \mathbb{R}^n$ with a smooth boundary as well as for mixed traces on circular domains over finite intervals $(0, T)$. Our restriction on the end time is that $T$ has to be greater than or equal to the diameter of the domain $\Omega$. Note that although only knowledge of the measurements on the time interval from zero to the diameter of $\Omega$ are theoretically necessary, the numerical results in section 5 do not show the same numerical reconstructions for different end times. We will also compare the numerical results of our new inversion formulas with numerical results of formulas (1.2) and (1.4) for unbounded time intervals. Section 4 studies the inversion problem in odd dimensions. Before ending our article in appendix A with some auxiliary results, we will give a short conclusion in section 6.

2. Notation

Let $\Omega \subset \mathbb{R}^n$ be an open set, $x \in \Omega$ and $f : \Omega \to \mathbb{R}$ differentiable at $x$. For a vector $v \in \mathbb{R}^n$ we denote by $D_v f(x)$ the directional derivative of $f$ at $x$ along the vector $v$, that is, for a sufficient small $\varepsilon > 0$, the derivative of the function $(\varepsilon, \varepsilon) \to \mathbb{R} \ni t \mapsto f(x + tv)$ at zero. If $\Omega$ is a bounded domain with smooth boundary and $x \in \partial \Omega$, we use the abbreviation $\partial_v f(x) := D_{\nu(x)} f(x)$, indicating the normal derivative of $f$ at $x$, where $\nu : \partial \Omega \to \mathbb{R}^n$ is the outward unit normal vector field of $\Omega$. For a function $f : \mathbb{R}^n \times [0, \infty) \to \mathbb{R}$, we also use the notation $D_v f(x, t)$ and $\partial_v f(x, t)$ to denote the directional derivative and normal derivative of $f$ at $(x, t) \in \mathbb{R}^n \times [0, \infty)$ with respect to the spatial variable. Note that the chain rule gives

$$D_v f(x, t) = \langle v, \nabla f(x, t) \rangle, \quad (x, t) \in \mathbb{R}^n \times [0, \infty),$$

(2.1)

where $\nabla f(x, t)$ denotes the gradient of $f$ in the spatial variable.

The spherical mean operator of an integrable function $f : \mathbb{R}^n \to \mathbb{R}$ is defined as

$$Mf : \mathbb{R}^n \times [0, \infty) \to \mathbb{R} : (x, r) \mapsto \frac{1}{n \omega_n} \int_{S^{n-1}} f(x + ry) \sigma(y),$$

(2.2)

where $\omega_n$ denotes the volume of $n$-dimensional unit ball, $S^{n-1}$ the $n - 1$-dimensional unit sphere in $\mathbb{R}^n$ and $\sigma$ the standard volume measure on $S^{n-1}$ (without any angular weighting). Moreover, for brevity we write
\( \mathcal{M}_0 f : \mathbb{R}^n \times [0, \infty) \to \mathbb{R} : (x, r) \mapsto \partial_r \mathcal{M}_0 f(x, r), \)

denoting the normal derivative of \( \mathcal{M}_0 f \) in the spatial variable or the weighted spherical mean transform.

For any function \( f : (a, c) \cup (c, b) \to \mathbb{R} \) with \( a < b \) and \( c \in (a, b) \), which is integrable on \((a, c - \varepsilon) \cup (c + \varepsilon, b)\) for all \( 0 < \varepsilon < \min\{c - a, b - c\} \), we write
\[
p. v. \int_a^b f(x)dx := \lim_{\varepsilon \to 0} \left( \int_a^{c-\varepsilon} f(x)dx + \int_{c+\varepsilon}^b f(x)dx \right),
\]
provided the above limit exists. This form of integral is known as the Cauchy principle value.

Lastly, we use \( \mathcal{P} \) to denote the operator which takes a function \( g \in C_0^\infty(\mathbb{R}^n) \) with compact support in the open unit ball in \( \mathbb{R}^n \) to the restriction of the solution of wave equation (1.1) with initial data \((0, g)\) on \( S^{n-1} \times [0, \infty) \). Moreover, we use the symbol \( \mathcal{N} \) to indicate the operator which maps a function \( f \in C_0^\infty(\mathbb{R}^n) \) to the restriction of \( \mathcal{M}^{n-2} f \) on \( S^{n-1} \times [0, \infty) \).

From now on, we assume that \( \Omega \subset \mathbb{R}^n \) is a convex domain with smooth boundary and
\( T \geq \text{diam}(\Omega) := \sup \{ ||x - y|| \mid x, y \in \Omega \} \). Furthermore, for the rest of this article, we denote by \( u : \mathbb{R}^n \times [0, \infty) \to \mathbb{R} \) the solution of the wave equation with initial data \((f, 0)\), for a given function \( f \in C_0^\infty(\Omega) \).

### 3. Inversion in even dimensions

In this section, we present our main results for the even-dimensional case. The following theorems are based on the relations given in propositions A.1 and A.3 and the reconstruction formulas derived from them in theorem 3.2 for inverting the weighted spherical mean transform. We will also see that explicit inversion formulas depend on a measurable kernel \( k_T : (0, T)^2 \to \mathbb{R} \), which is independent of the spatial dimension \( n \geq 2 \).

#### 3.1. Inversion from Neumann data on finite time intervals

The first theorem presents an explicit inversion formula for determining the initial data of the wave equation from Neumann traces on the bounded manifold \( \partial \Omega \times (0, T) \).

**Theorem 3.1.** Let \( n \geq 2 \) be an even number, \( f \in C_0^\infty(\Omega) \) be a smooth function with compact support in \( \Omega \) and \( k_T : (0, T)^2 \to \mathbb{R} \) be the kernel function defined by
\[
k_T(r_1, r_2) := \frac{2}{\pi \sqrt{r_1^2 - r_2^2}} \sum_{i=1}^{n} \frac{\partial_r^i}{n!} \mathcal{M}_0 \mathcal{M}_0 f(x, r),
\]
for \( r_1 \neq r_2 \), where
\[
\tilde{k}_T(r_1, r_2) := \begin{cases} \frac{1}{2} \log \left( \frac{\sqrt{T^2 - r_2^2} - \sqrt{T^2 - r_1^2}}{\sqrt{T^2 - r_2^2} + \sqrt{T^2 - r_1^2}} \right), & r_1 > r_2, \\ \arctan \left( \frac{\sqrt{T^2 - r_2^2}}{\sqrt{T^2 - r_1^2}} \right), & r_1 < r_2, \end{cases}
\]
and \( k_T(r_1, r_2) = 0 \) for \( r_1 = r_2 \). Then, for every \( x \in \Omega \), we have
\[
f(x) = \frac{2(-1)^{\frac{n-2}{2}}}{\omega_n \gamma_n} \int_{\partial \Omega} \int_0^T k_T(||x - y||, t) \left( \frac{1}{2} \log \left( \frac{\sqrt{T^2 - r_2^2} - \sqrt{T^2 - r_1^2}}{\sqrt{T^2 - r_2^2} + \sqrt{T^2 - r_1^2}} \right) \right) \partial_r u(y, t)\,dt\,d\sigma(y) - \mathcal{K}_n f(x),
\]
(3.1)

This completes the proof of the theorem.
where \( \omega_n \) denotes the volume of the \( n \)-dimensional unit ball and \( \gamma_n = 2 \times 4 \ldots (n-2) \cdot n \).

The following two identities, which are explicit inversion formulas for the weighted spherical mean transform, are essential for the derivation of our reconstruction formula in theorem 3.1.

**Theorem 3.2.** For \( f \in C^\infty_c(\Omega) \) and \( x \in \Omega \), the relations

\[
f(x) = \frac{2n(-1)^{\frac{n-1}{2}}}{\omega_n \gamma_n^2} \int_{\partial \Omega} \int_0^T \left( \partial_r r (r^{-1} \partial_r) r^{-2} M_r f(y, r) \right) dr \, ds(y) - K_\Omega f(x)
\]

and

\[
f(x) = \frac{2n(-1)^{\frac{n-1}{2}}}{\omega_n \gamma_n^2} \int_{\partial \Omega} \int_0^T r (r^{-1} \partial_r) r^{-2} M_r f(y, r) \frac{dr \, ds(y) - K_\Omega f(x)}{r^2 - \|x - y\|^2}
\]

in even dimensions hold.

**Proof.**

(a) Inserting relation (A.4) into the reconstruction formula (1.2) lead to

\[
f(x) = \frac{2n(-1)^{\frac{n-1}{2}}}{\omega_n \gamma_n} \int_{\partial \Omega} \int_0^\infty \int_0^T \frac{r \partial_r r (r^{-1} \partial_r) r^{-2} M_r f(y, r)}{t \sqrt{t^2 - \|x - y\|^2} \sqrt{r^2 - r^2}} dr \, dt \, ds(y) - K_\Omega f(x).
\]

Since \( \|x - y\| < t \) and \( 0 < r < \min \{T, t\} \) for \( (t, r) \in (0, \infty)^2 \) if and only if \( 0 < r < T \) and \( \max \{r, \|x - y\| \} < t \), we obtain from Fubini’s theorem

\[
\int_{\partial \Omega} \int_0^\infty \int_0^T \frac{r \partial_r r (r^{-1} \partial_r) r^{-2} M_r f(y, r)}{t \sqrt{t^2 - \|x - y\|^2} \sqrt{r^2 - r^2}} dr \, dt \, ds(y)
\]

\[
eq \int_{\partial \Omega} \int_0^T \int_0^\infty \frac{r \partial_r r (r^{-1} \partial_r) r^{-2} M_r f(y, r)}{t \sqrt{t^2 - \|x - y\|^2} \sqrt{r^2 - r^2}} dr \, dt \, ds(y)
\]

\[
\leq C \int_{\partial \Omega} \int_0^T \int_0^\infty \frac{r}{t \sqrt{t^2 - \|x - y\|^2} \sqrt{r^2 - r^2}} dr \, dt \, ds(y),
\]

where \( C := \sup \left\{ \left| \partial_r r (r^{-1} \partial_r) r^{-2} M_r f(y, r) \right| (y, r) \in \partial \Omega \times (0, T) \right\} \). Next, from lemma A.5 we see that the above triple integral equals
\[ \int_{0}^{T} \frac{1}{2 \|x - y\|} \log \left( \frac{r + \|x - y\|}{|r - \|x - y\||} \right) \, dr \, d\sigma(y). \]

Then, the monotonicity and rules of the logarithmic-function yield the boundedness of the above triple integral. Hence, the application of Fubini’s theorem on the triple integral in (3.4) and the same calculations as before yield the first identity.

(b) Treating the inner integral in the principle value sense, applying integration by parts and using that \( r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, \cdot) \) has compact support in \((0, T)\) for \( y \in \partial \Omega\), we observe that the inner integral on right-hand side in (3.2) is equal to the limit of

\[
\begin{align*}
\frac{r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r)}{2c} & \left. \log \left( \frac{r + c + \varepsilon}{\varepsilon} \right) \right|_{r = c-\varepsilon} \\
- \frac{r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r)}{2c} & \left. \log \left( \frac{r + c + \varepsilon}{\varepsilon} \right) \right|_{r = c+\varepsilon} \\
+ \int_{(0,T) \setminus (c-\varepsilon, c+\varepsilon)} \frac{r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r)}{r^2 - c^2} \, dr
\end{align*}
\]

as \( \varepsilon \searrow 0 \), where we set for brevity \( c := \|x - y\| \). Expanding the logarithm and applying the mean value theorem, the boundary term can be estimated by the sum of the two terms on right-hand side in

\[
\frac{1}{2c} \left. r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r) \log(r + c) \right|_{r = c-\varepsilon} \\
- \left. r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r) \log(r + c) \right|_{r = c+\varepsilon} \\
\leq \frac{\varepsilon}{c} \sup_{r \in [c-\delta, c+\delta]} \left| \partial_{r} r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r) \log(r + c) \right|
\]

and

\[
\frac{|\log(\varepsilon)|}{2c} \left. \left| r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r) \right|_{r = c-\varepsilon} - \left. \left| r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r) \right|_{r = c+\varepsilon} \right|
\]

\[
\leq \frac{\varepsilon |\log(\varepsilon)|}{c} \sup_{r \in [c-\delta, c+\delta]} \left| \partial_{r} r (r^{-1} \partial_{r})^{n-2} M_{\nu} f(y, r) \right|
\]

for sufficient small \( \delta > 0 \). Hence, letting \( \varepsilon \searrow 0 \) shows that the limit of the boundary terms equals zero and therefore, equation (3.3) holds.

Proof of theorem 3.1. For better readability, we divide the proof into several parts.

(a) Inserting relation (A.11) into the inner integral on the right-hand side in (3.3), using the definition of the integral in the principle value sense and applying Fubini’s theorem lead to
In the next step, we compute above inner integrals separately. The first inner integral can be split up into two integrals which, by lemma A.6, can be evaluated to

\[
f_1,\varepsilon(t) := \int_{c-\varepsilon}^{c-\varepsilon} \frac{r}{(r^2 - c^2)\sqrt{r^2 - t^2}} dr
\]

\[
= \frac{1}{2\sqrt{c^2 - t^2}} \log \left( \frac{\sqrt{c^2 - t^2} - \sqrt{(c + \varepsilon)^2 - t^2}}{\sqrt{c^2 - t^2} + \sqrt{(c + \varepsilon)^2 - t^2}} \right)
\]

and

\[
f_2,\varepsilon(t) := \int_{c+\varepsilon}^{c+\varepsilon} \frac{r}{(r^2 - c^2)\sqrt{r^2 - t^2}} dr
\]

\[
= \frac{1}{2\sqrt{c^2 - t^2}} \log \left( \frac{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2} \sqrt{(c + \varepsilon)^2 - T^2} + \sqrt{c^2 - T^2}}{\sqrt{T^2 - t^2} + \sqrt{c^2 - T^2} \sqrt{(c + \varepsilon)^2 - T^2} - \sqrt{c^2 - T^2}} \right).
\]

Again by lemma A.6, we see that the second inner integral also corresponds to

\[
f_3,\varepsilon(t) := \frac{1}{2\sqrt{c^2 - t^2}} \log \left( \frac{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2} \sqrt{(c + \varepsilon)^2 - T^2} + \sqrt{c^2 - T^2}}{\sqrt{T^2 - t^2} + \sqrt{c^2 - T^2} \sqrt{(c + \varepsilon)^2 - T^2} - \sqrt{c^2 - T^2}} \right),
\]

whereas the last inner integral is equal to

\[
f_4,\varepsilon(t) := \frac{1}{\sqrt{r^2 - c^2}} \left( \arctan \left( \frac{T^2 - t^2}{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2}} \right) - \arctan \left( \frac{\max \{t, c + \varepsilon\}^2 - c^2}{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2}} \right) \right).
\]

(c) In the last step of the proof, we show

\[
\lim_{\varepsilon \searrow 0} \int_{c-\varepsilon}^{c-\varepsilon} \frac{r}{(r^2 - c^2)\sqrt{r^2 - t^2}} \frac{\varepsilon^2}{\varepsilon^2} \partial_t u(y, t) dr
\]

\[
= \int_{0}^{\varepsilon} \log \left( \frac{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2} \sqrt{(c + \varepsilon)^2 - T^2} + \sqrt{c^2 - T^2}}{\sqrt{T^2 - t^2} + \sqrt{c^2 - T^2} \sqrt{(c + \varepsilon)^2 - T^2} - \sqrt{c^2 - T^2}} \right) \frac{\varepsilon^2}{2\sqrt{c^2 - t^2}} dr,
\]
\[
\lim_{\varepsilon \to 0} \int_{c-\varepsilon}^{c} f_{2,\varepsilon}(t) \left( \partial_t t^{-1} \right)^{\frac{\alpha + 2}{2}} \partial_y u(y, t) \, dt = 0
\]
and
\[
\lim_{\varepsilon \to 0} \int_{c}^{T} f_{2,\varepsilon}(t) \left( \partial_t t^{-1} \right)^{\frac{\alpha + 2}{2}} \partial_y u(y, t) \, dt \\
= \int_{c}^{T} \arctan \left( \frac{\sqrt{T^2 - c^2}}{\sqrt{T^2 - c^2}} \right) \left( \partial_t t^{-1} \right)^{\frac{\alpha + 2}{2}} \partial_y u(y, t) \, dt,
\]
which yield the claimed identity.

First, we write
\[
f_{1,\varepsilon}(t) + f_{2,\varepsilon}(t) = \frac{1}{2\sqrt{c^2 - t^2}} \left[ \log \left( \frac{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2}}{\sqrt{T^2 - t^2} + \sqrt{c^2 - t^2}} \right) \right.
\]
\[
+ \log \left( \frac{\sqrt{c^2 - t^2} - \sqrt{(c-\varepsilon)^2 - t^2}}{\sqrt{c^2 - t^2} + \sqrt{(c-\varepsilon)^2 - t^2}} \right) \left. \right],
\]
Then, from lemma A.7 we have
\[
\int_{0}^{c-\varepsilon} \left| f_{1,\varepsilon}(t) + f_{2,\varepsilon}(t) \right| \left| \left( \partial_t t^{-1} \right)^{\frac{\alpha + 2}{2}} \partial_y u(y, t) \right| \, dt \\
\leq C_1 \int_{0}^{c-\varepsilon} \frac{1}{2\sqrt{c^2 - t^2}} \left( \left| \log \left( \frac{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2}}{\sqrt{T^2 - t^2} + \sqrt{c^2 - t^2}} \right) \right| + \log(6 + \sqrt{2}) \right) \, dt,
\]
where \( C_1 := \sup \left\{ \left| \left( \partial_t t^{-1} \right)^{\frac{\alpha + 2}{2}} \partial_y u(y, t) \right| \big| t \in (0, \infty) \right\} \). Hence, Lebesgue’s theorem and the second statement in lemma A.6 show the first identity.

The second limit can be seen to vanish by expanding the logarithm similarly and using the estimate
\[
\int_{c-\varepsilon}^{c} \left| f_{3,\varepsilon}(t) \right| \left| \left( \partial_t t^{-1} \right)^{\frac{\alpha + 2}{2}} \partial_y u(y, t) \right| \, dt \\
\leq C_1 (C_2 + \log(6 + \sqrt{2})) \int_{c-\varepsilon}^{c} \frac{1}{2\sqrt{c^2 - t^2}} \, dt \\
= C_1 (C_2 + \log(6 + \sqrt{2})) \frac{\pi}{2c} \arcsin \left( \frac{c - \varepsilon}{c} \right),
\]
where \( C_2 := \sup \left\{ \left| \log \left( \frac{\sqrt{T^2 - t^2} - \sqrt{c^2 - t^2}}{\sqrt{T^2 - t^2} + \sqrt{c^2 - t^2}} \right) \right| \big| t \in [0, \varepsilon] \right\} \).

Finally, since \( \arctan \) is bounded by \( \pi/2 \), applying Lebesgue’s theorem again on the third limit yield the final statement. \( \square \)
3.2. Inversion from Dirichlet data on finite time intervals

Now, we consider the inverse problem for Dirichlet data \( u \) on \( \partial \Omega \times (0, T) \). By using the back-projection formula for the spherical mean operator in [19] and the ideas for Neumann traces from the previous subsection, we deduce the following result.

**Theorem 3.3.** Let \( n \geq 2 \) be an even number, \( f \in C^\infty_c(\Omega) \) be a smooth function with compact support in \( \Omega \) and \( k_T : (0, T)^2 \to \mathbb{R} \) be the kernel function as defined in theorem 3.1. Then, for every \( x \in \Omega \), we have

\[
 f(x) = \frac{2(-1)^{n-2}}{\omega_n \gamma_n} \nabla_x \cdot \int_{\partial \Omega} \nu(y) \int_0^T k_T(\|x - y\|, t) (\partial_t t^{-1})^{\frac{n-2}{2}} u(y, t) \mathrm{d}t \mathrm{d}\sigma(y) + \mathcal{K}_\Omega f(x),
\]

(3.5)

where \( \omega_n \) denotes the volume of the \( n \)-dimensional unit ball and \( \gamma_n = 2 \times 4 \ldots (n - 2) \cdot n \).

**Proof.** In [19], it has been shown that

\[
 f(x) = \frac{2n(-1)^{n-2}}{\omega_n \gamma_n} \nabla_x \cdot \int_{\partial \Omega} \nu(y) \int_0^{\mathrm{diam}(\Omega)} \frac{r (r^{-1} \partial_t)^{n-2} \mathcal{M} f(y, r)}{r^2 - \|x - y\|^2} \mathrm{d}r \mathrm{d}\sigma(y) + \mathcal{K}_\Omega f(x).
\]

As we observe in the above formula, the inner integral has the same form to that one in (3.3). Thus, by inserting (A.10) into the above equation and using the same arguments as in the proof of theorem 3.1, we immediately obtain (3.5). \( \square \)

3.3. Inversion from mixed data on finite time intervals

In this section, we consider the problem of determining the initial data of the wave equation from measurements of the type \( u_{a,\omega} \) on the boundary of open balls \( B_\rho^\omega(z) \) with radius \( \rho > 0 \) and center \( z \in \mathbb{R}^n \). The main result is as follows.

**Theorem 3.4.** Let \( n \geq 2 \) be an even number, \( B_\rho^\omega(z) \subset \mathbb{R}^n \) the open ball with radius \( \rho > 0 \) and center \( z \in \mathbb{R}^n \), \( f \in C^\infty_c(B_\rho^\omega(z)) \), \( a, b \in \mathbb{R} \) with \( b \neq 0 \) and \( k_T : (0, T)^2 \to \mathbb{R} \) be the kernel function as defined in theorem 3.1. Then, for every \( x \in B_\rho^\omega(z) \), we have

\[
 f(x) = \frac{2(-1)^{n-2}}{b \omega_n \gamma_n} \int_{B_\rho^\omega(z)} \int_{(0, T)} \frac{(\partial_t t^{-1})^{\frac{n-2}{2}} u_{a,\omega}(y, t)}{\sqrt{t^2 - \|x - y\|^2}} \mathrm{d}t \mathrm{d}\sigma(y)
\]

(3.6)

and

\[
 f(x) = \frac{2(-1)^{n-2}}{b \omega_n \gamma_n} \int_{B_\rho^\omega(z)} \int_0^T k_T(\|x - y\|, t) (\partial_t t^{-1})^{\frac{n-2}{2}} u_{a,\omega}(y, t) \mathrm{d}t \mathrm{d}\sigma(y),
\]

(3.7)

where \( \omega_n \) denotes the volume of the \( n \)-dimensional unit ball and \( \gamma_n = 2 \times 4 \ldots (n - 2) \cdot n \).
For the proof, we first derive formula (3.6), which requires measurements for every time point \( t > 0 \). Similarly as in the previous sections, we use then the derived exact inversion formula for unbounded time intervals to establish formula (3.7) that requires only measurements on the finite time interval \((0, T)\).

For the derivation of the first result, we make use of the inversion formulas in even dimensions (see [12])

\[
 f(x) = -2(\mathcal{P}^* \partial_t \mathcal{P} f)(x) \quad (3.8)
\]

\[
 f(x) = -2(\mathcal{P}^* \partial_t \mathcal{P} f)(x) \quad (3.9)
\]

for recovering \( f \in C^\infty_c(\mathbb{B}^n) \) from \( \mathcal{P} f \). Here, \( \mathcal{P}^* \) denotes the formal adjoint operator of \( \mathcal{P} \). We use an analytic expression of the adjoint \( \mathcal{P}^* \) for certain functions \( F : \mathbb{S}^{n-1} \times [0, \infty) \) from which we are able to deduce a range condition for the solution of the wave equation with initial data \((f, 0)\) presented in lemma 3.5.

Note that in [12], there has been derived an expression of \( \mathcal{P}^* \) in the two-dimensional case for continuous functions \( F : \mathbb{S}^{n-1} \times [0, \infty) \) with sufficient small decay, i.e., \( F(y, t) = O(t^{-\alpha}) \) as \( t \to \infty \) for some \( \alpha > 0 \). For higher dimensions \( n > 2 \), we additionally assume that \( F \) is \((n - 2)/2\) times continuously differentiable on \((0, \infty)\) in the second component, \((t^{-1} \partial_t)^{k-1} F(y, t) = O(t^{-\alpha}) \) for \( 0 < k < (n - 4)/2 \) and \((t^{-1} \partial_t)^{n-2}/2 F(y, t) = O(t^{-\alpha}) \) as \( t \to \infty \). Then, the adjoint of \( \mathcal{P} \) can be expressed as (see [36])

\[
 \mathcal{P}^* F(x) = \frac{(-1)^{n+1}}{\gamma_n \omega_n^2} \int_{\mathbb{S}^{n-1}} \int_0^{\infty} \frac{(\partial_t t^{-1})^{(n-2)/2} F(y, t)}{\sqrt{t^2 - \|x - y\|^2}} \, dt \, d\sigma(y), \quad x \in \mathbb{R}^n. \quad (3.10)
\]

**Lemma 3.5.** Let \( n \geq 2 \) be an even number, \( \mathbb{B}^n_{\rho, z} \subset \mathbb{R}^n \) the open ball with radius \( \rho > 0 \) and center \( z \in \mathbb{R}^n \) and \( f \in C^\infty_c(\mathbb{B}^n_{\rho, z}(z)) \). Then, for every \( x \in \mathbb{B}^n_{\rho, z}(z) \), we have

\[
 0 = \int_{\partial \mathbb{B}^n_{\rho, z}(z)} \int_{|x-y|}^{\infty} \frac{(\partial_t t^{-1})^{(n-2)/2} u(y, t)}{\sqrt{t^2 - \|x - y\|^2}} \, dt \, d\sigma(y). \quad (3.11)
\]

**Proof.** In the following, we assume without loss of generality that \( z = 0 \) and \( \rho = 1 \). The remaining statement follows from a translation and rescaling argument. Note that from the product rule we have \( \partial_t \partial_t \mathcal{P} f = \partial_t \mathcal{P} f + t \partial_t^2 \mathcal{P} f \) and therefore \( \partial_t \mathcal{P} f = \partial_t \partial_t \mathcal{P} f - t \partial_t^2 \mathcal{P} f \).

Hence, subtracting (3.9) from (3.8) gives

\[
 0 = \mathcal{P}^* (\partial_t \partial_t \mathcal{P} f - t \partial_t^2 \mathcal{P} f)(x) = (\mathcal{P}^* \partial_t \mathcal{P} f)(x).
\]

Since \( \partial_t \mathcal{P} f \) fulfills the conditions for the analytic expression of \( \mathcal{P}^* \) in (3.10) (see, for example, (A.1) and [39, lemma 3.4]), we deduce

\[
 0 = \int_{\mathbb{S}^{n-1}} \int_{|x-y|}^{\infty} \frac{(\partial_t t^{-1})^{(n-2)/2} \partial_t \mathcal{P} f(y, t)}{\sqrt{t^2 - \|x - y\|^2}} \, dt \, d\sigma(y).
\]

From (1.1) we easily see that \( \partial_t \mathcal{P} f \) solves the wave equation with initial data \((f, 0)\) and therefore, (3.11) is proved. \( \square \)

**Proof of formula (3.6).** From (1.2) we have
Lemma 3.7. Let $n \geq 2$ be an even number, $\mathbb{B}^n_\rho(z) \subset \mathbb{R}^n$ the open ball with radius $\rho > 0$ and center $z \in \mathbb{R}^n$ and $f \in C^\infty_c(\mathbb{B}^n_\rho(z))$. Then, for every $x \in \mathbb{B}^n_\rho(z)$, we have

$$
0 = \int_{\partial \mathbb{B}^n_\rho(z)} \int_0^T k_T(\|x - y\|, t)(\partial_t t^{-1})^{\frac{n-2}{2}} u(y, t) \, dt \, d\sigma(y).
$$

Proof. Similarly to the proof of theorem 3.1, we observe that inner integral in the range condition of (3.15) has the same form as in (3.3). Thus, by inserting the relation for the spherical mean transform (A.10) into (3.15) and using the same arguments as in the proof for Neumann traces, the right-hand side in (3.15) can be transformed to the double integral in (3.16). \qed

Proof of formula (3.6). Again, this follows from an addition of (3.1) and (3.16). \qed
4. Inversion in odd dimensions

Subsequently to the previous section, where the even-dimensional case has been studied, we now present new results for recovering the initial data of the wave equation from measurements on finite time intervals in odd dimensions. As already mentioned at the beginning of this article, we only study the inverse problem for mixed traces, since existing filtered backprojection formulas for Neumann and Dirichlet traces require only finite time measurements. Again, we consider open balls $\mathbb{B}_\rho^n(z)$ and their boundary as their measurement surface.

4.1. Inversion from mixed data on finite time intervals

The inverse problem of determining $f$ from the wave data $u_{\nu,\partial}$ on the boundary of open balls $\mathbb{B}_\rho^n(z)$ between the time points zero and $2\rho$ can be solved similarly to the even-dimensional case. The main statement reads as follows.

**Theorem 4.1.** Let $n \geq 3$ be an odd number, $\mathbb{B}_\rho^n(z) \subset \mathbb{R}^n$ the open ball with radius $\rho > 0$ and center $z \in \mathbb{R}^n$, $f \in C^\infty_c(\mathbb{B}_\rho^n(z))$ and $a, b \in \mathbb{R}$ with $b \neq 0$. Then, for every $x \in \mathbb{B}_\rho^n(z)$, we have

$$f(x) = \frac{2(-1)^{n+1}}{bn^2\gamma_n\omega_n} \int_{\partial\mathbb{B}_\rho^n(z)} \left( (t^2 \partial_t^2 - t^{-1})^{-1} \right) u_{\nu,\partial}(y, \|x - y\|) d\sigma(y),$$

(4.1)

where $\omega_n$ denotes the volume of the $n$-dimensional unit ball and $\gamma_n = 1 \times 3 \ldots (n - 2)$.

The proof of theorem 4.1 is based on the reconstruction formulas (see [36])

$$f(x) = c_n (N^* \mathcal{P} D^{n-3/2})^{-1} \partial_t^2 \mathcal{P} f(x)$$

(4.2)

$$f(x) = c_n (N^* \mathcal{P} D^{n-3/2})^{-1} \partial_t \partial_y \mathcal{P} f(x),$$

(4.3)

for $x \in \mathbb{B}_\rho^n$, which are valid in odd dimensions for recovering $f \in C^\infty_c(\mathbb{B}_\rho^n(z)$ from $\mathcal{P} f$. Here, $N^*$ denotes the formal $L^2$ adjoint of $N$, $D := \frac{1}{2\pi} \partial_y$ and $c_n := \frac{2(-1)^{n+1}}{bn^2\gamma_n\omega_n}$. In [13], there has been derived the explicit expression

$$N^* F(x) = \frac{1}{nu_n} \int_{\partial\mathbb{B}_\rho^n(z)} \frac{F(y, \|x - y\|)}{\|x - y\|} d\sigma(y), \quad x \in \mathbb{R}^n,$$

(4.4)

provided that $F : \mathbb{S}^{n-1} \times [0, \infty) \to \mathbb{R}$ is smooth and zero to infinite order in the time variable at $t = 0$. Equation (4.4) and reconstruction formulas (4.2) and (4.3) can be used to deduce the following range condition for the Dirichlet trace in odd dimensions, which looks slightly different to that in even dimensions.

**Lemma 4.2.** Let $n \geq 3$ be an odd number, $\mathbb{B}_\rho^n(z) \subset \mathbb{R}^n$ the open ball with radius $\rho > 0$ and center $z \in \mathbb{R}^n$ and $f \in C^\infty_c(\mathbb{B}_\rho^n(z))$. Then, for every $x \in \mathbb{B}_\rho^n(z)$, we have

$$0 = \int_{\partial\mathbb{B}_\rho^n(z)} \left( (t^2 \partial_t^2 - t^{-1})^{-1} \right) u(y, \|x - y\|) d\sigma(y).$$

(4.5)

**Proof.** As in the even-dimensional case, we deduce from the product rule the relation $\partial_t \mathcal{P} f = \partial_t^2 \mathcal{P} f - \partial_y \partial_y \mathcal{P} f$. Then, subtracting (4.3) from (4.2) gives
\[
0 = N^* \left( \partial_t (tD^{(n-3)/2} \partial_t f) - tD^{(n-3)/2} \partial_t \partial_t f \right)(x)
\]
\[
= N^* \left( tD^{(n-3)/2} \partial_t \partial_t f \right)(x).
\]

Finally, using the explicit expression of (4.4) leads to
\[
0 = \int_{\partial B^n(z)} \frac{(tD^{(n-3)/2} \partial_t \partial_t f)(y, \|x - y\|)}{\|x - y\|} \, d\sigma(y)
\]
\[
= \int_{\partial B^n(z)} \left( t^{-1} \partial_t \right) \frac{a t^{n-3}}{2} \left( t^{-1} \partial_t \right) \left( au + b \partial_n u \right)(y, \|x - y\|) \, d\sigma(y),
\]
where we used again in the last step that \( \partial_t \partial_t f \) is the unique solution of (1.1) with initial data \((f, 0)\).

**Proof of theorem 4.1.** In [39, theorem 4.1], it has been shown
\[
f(x) = \frac{2(-1)^{\frac{n-3}{2}}}{b n \gamma_n \omega_n} \int_{\partial B^n(z)} \left( t^{-1} \partial_t \right) \frac{a t^{n-3}}{2} \left( t^{-1} \partial_t \right) \left( au + b \partial_n u \right)(y, \|x - y\|) \, d\sigma(y).
\]

Then, using (4.5) leads to
\[
f(x) = \frac{2(-1)^{\frac{n-3}{2}}}{b n \gamma_n \omega_n} \int_{\partial B^n(z)} \left( t^{-1} \partial_t \right) \frac{a t^{n-3}}{2} \left( t^{-1} \partial_t \right) \left( au + b \partial_n u \right)(y, \|x - y\|) \, d\sigma(y),
\]
which shows the final result.

**5. Numerical implementation and experiments**

Following the theoretical results in sections 3 and 4, we now present numerical implementations in two dimensions of our new inversion formulas for wave measurements on finite time intervals and compare them with old formulas requiring unlimited time wave measurements. We will consider all three types of traces. For the sake of completeness, we briefly discuss how we discretized initial data and the corresponding wave measurements and elaborate how we numerically implemented our new inversion formulas. Throughout this section, we suppose that \( f \) has compact support in some ball \( B^n(z) \subset \mathbb{R}^2 \) with radius \( \rho > 0 \) and center \( z \in \mathbb{R}^2 \).

**5.1. Discretization of simulated data and numerical implementation of new inversion formulas**

Let \( N \) denote the number of samples in one direction, \( \Delta x = \frac{2\rho}{N} \) the step size and \( T \geq 2\rho \) the end time. Our goal is to determine discrete values of \( f \) on the uniform grid \( \{ -\rho + i\Delta x | i \in \{0, \ldots, N - 1\} \} \) from discrete wave data \( \mathbf{m}_f[k, l] \) given on the points of the circle
\[
y_k := z + \rho \cos(\varphi_k), \sin(\varphi_k), \quad k = 0, \ldots, N_\varphi - 1
\]
with \( N_\varphi := \lceil 2\rho \Delta x / \Delta \varphi \rceil \), \( \varphi_k := k \Delta \varphi \) and \( \Delta \varphi := 2\rho \pi / N_\varphi \), and time points
\[ t_l = l\Delta t, \quad l = 0, \ldots, N_l - 1, \]
where \( 0 < \Delta t < T \) and \( N_l := \lfloor T/\Delta t + 1 \rfloor \). The measurements \( \mathbf{m}_T[k, l] \) correspond either to the discrete values of a weighted weighted Dirichlet trace or a weighted Neumann trace or a mixed trace

\[
\begin{align*}
\mathbf{d}_T[k, l] &:= a u(y_k, t_l), \\
\mathbf{n}_T[k, l] &:= b \partial_\nu u(y_k, t_l), \\
\mathbf{mix}_T[k, l] &:= a u(y_k, t_l) + b \partial_\nu u(y_k, t_l),
\end{align*}
\]

at \((y_k, t_l)\) for some weights \(a, b \neq 0\). For the numerical simulation, we computed them by solving the wave equation with the fast Fourier transform on the whole grid and using interpolation to obtain the corresponding values on the detector points \(y_k\).

### 5.1.1. Implementation of formula for Neumann/mixed traces.

First, we give details on the numerical realization of formula (3.1). Formula (3.7) can be implemented analogously. Now, given the discrete values of the Neumann trace \( \mathbf{n}_T[k, l] = \partial_\nu u(y_k, t_l) \), we approximate (3.1) by

\[
f(x_{i,j}) = \frac{\rho}{\pi} \int_0^{2\pi} \int_0^T k_T(||x_{i,j} - h(\varphi)||, t_l) \partial_\nu u(h(\varphi), t) dt d\varphi
\]

\[
\approx \frac{\rho \Delta \varphi}{\pi} \sum_{k=0}^{N_x-1} \int_0^T k_T(||x_{i,j} - y_k||, t_l) \partial_\nu u(y_k, t) dt,
\]

where \( h : (0, 2\pi) \to \mathbb{R}^2 : \varphi \mapsto z + \rho (\cos(\varphi), \sin(\varphi))^T \) denotes a parametrization of \( \partial \mathbb{B}_2^2(z) \) and \( x_{i,j} = (-R + i\Delta x, -R + j\Delta x)^T \) a point on the grid for some \( 0 \leq i, j \leq N - 1 \). In order to approximate the above inner integral, we first compute

\[
\begin{align*}
\int_0^T k_T(t_l, t) \partial_\nu u(y_k, t) dt &\approx \sum_{m=1}^{N_t-1} \int_{t_{m-1}}^{t_m} k_T(t_l, t) \partial_\nu u(y_k, t) dt \\
&\approx \frac{2}{\pi} \sum_{m=1}^{N_t-1} \int_{t_{m-1}}^{t_m} \frac{t_m}{\sqrt{\lvert t_m^2 - t_l^2 \rvert}} t_m^{-1} k_T(t_l, t_m) \partial_\nu u(y_k, t_m) dt \\
&= \frac{2}{\pi} \sum_{m=1}^{N_t-1} \left| \sqrt{\frac{t_m^2}{\lvert t_m^2 - t_l^2 \rvert}} - \sqrt{\frac{t_{m-1}^2 - t_l^2}{\lvert t_{m-1}^2 - t_l^2 \rvert}} \right| t_m^{-1} k_T(t_l, t_m) \mathbf{n}_T[k, m]
\end{align*}
\]

for \( 0 \leq l \leq N_t - 2 \). Defining \( \mathbf{A}_T[l, m] := \left| \sqrt{\frac{t_m^2}{\lvert t_m^2 - t_l^2 \rvert}} - \sqrt{\frac{t_{m-1}^2 - t_l^2}{\lvert t_{m-1}^2 - t_l^2 \rvert}} \right| t_m^{-1} k_T(t_l, t_m) \) and \( \mathbf{A}_T[l, 0] = 0 \) for \( 0 \leq l \leq N_t - 2 \) and \( 1 \leq m \leq N_l - 1 \), we finally use

\[
\mathbf{F}_T(\mathbf{n}_T)[i, j] := \frac{2 \rho \Delta \varphi}{\pi^2} \sum_{k=0}^{N_x-1} \text{interpolate} \left( \left( \mathbf{n}_T \ast \mathbf{A}_T^T \right) [k, :], ||x_{i,j} - y_k|| \right)
\]

as a discretization of formula (3.1), where the inner term expresses the interpolated value of \( ||x_{i,j} - y_k|| \) respectively the array \( \left( \mathbf{n}_T \ast \mathbf{A}_T^T \right) [k, :] \) and time points \( t_l \) for \( l = 0, \ldots, N_l - 1 \). Here, \( \mathbf{A}_T^T \) denotes the transpose of the matrix \( \mathbf{A}_T \). Formula (1.2) for unbounded time intervals can be
discretized in a similar way

\[
F_{\infty}(n_T)[i, j] := \rho \frac{\Delta \varphi}{\pi} \sum_{k=0}^{N_\varphi-1} \text{interpolate} \left( (n_T * A')[k, :], \|x_{i,j} - y_k\| \right)
\]

by using the matrix \( A \in \mathbb{R}^{N_t \times N_t} \) defined by

\[
A[i, j] := \begin{cases} 
\sqrt{t_j^2 - t_i^2} - \sqrt{t_{j-1}^2 - t_i^2}, & i < j, \\
0, & \text{else},
\end{cases}
\]

and cutting off the inner integral in (1.2) from \( T \) to infinity. As can be observed in the definition of \( F_T(n_T) \) and \( F_{\infty}(n_T) \), beside the factor \( 2/\pi \) the main difference between these two formulas is the kernel function \( \tilde{k}_T \), which appears in the definition of \( F_T \) in \( A_T \), whereas in the definition of \( F_{\infty} \) no kernel function in \( A \) is being used.

The corresponding discretized versions of formulas (3.6) and (3.7) are denoted by \( F_{\infty}(\text{mix}_T) \) and \( F_T(\text{mix}_T) \).

5.1.2. Implementation of formula for Dirichlet traces. From (3.5) we see that implementing the formula for Dirichlet data requires the numerical computation of the double integral for each component. Writing \( \nu(y_k) = (\cos(\varphi_k), \sin(\varphi_k))^T \) for \( 0 \leq k \leq N_\varphi - 1 \), the double integrals can be numerically evaluated to

\[
G_T(d_T)[i, j] := \sum_{k=0}^{N_\varphi-1} \cos(\varphi_k) \text{interpolate} \left( (d_T * A_T')[k, :], \|x_{i,j} - y_k\| \right)
\]

\[
G_T(d_T)[i, j] := \sum_{k=0}^{N_\varphi-1} \sin(\varphi_k) \text{interpolate} \left( (d_T * A_T')[k, :], \|x_{i,j} - y_k\| \right),
\]

resulting in the discretized formula

\[
G_T(d_T)[i, j] := \frac{2 \rho \Delta \varphi}{\pi^2} \left( CD^1(G_T(d_T)^T)[i, j] + CD^2(G_T(d_T)^2)[i, j] \right),
\]

where \( CD^1 \) and \( CD^1 \) denote the central differences in \( x \) and \( y \) direction, respectively. The discretization \( G_{\infty}(d_T) \) of formula (1.4) can be approximated similarly by cutting off the inner integral from \( T \) to infinity, using \( A \) instead of \( A_T \) and changing the coefficient to \( \rho \Delta \varphi / \pi \).

5.2. A numerical experiment

In the following, we perform our numerical computations on a \([-1, 1] \times [-1, 1]\) grid with \( N := 257 \) coordinate points. As initial data of the wave equation we use the phantom presented in figure 1, which has been similarly created as the phantom in [38, figure 1], and denoted it by \( F \in \mathbb{R}^{257 \times 257} \). Note that the phantom has compact support in the open unit ball and the entries of \( F \) lie in the interval \([0, 1]\). We therefore assume that \( S^1 \) is the detection surface and \( \Delta t = 10^{-4} \) the time difference in which the simulated acoustic waves are measured. The end time is \( T = 2 (= \text{diam}(\mathbb{B}^2)) \), the shortest time for which our inversion formulas yield theoretically exact reconstruction. Figure 2 shows the different wave measurements of the head phantom with and
without Gaussian noise added to the data. Here, 20% Gaussian noise added data means that normally distributed data with standard deviation 0.2 of the maximum was added to the original data. The two weights are set to $a = 1$ and $b = 1/10$. Note that we have chosen the weights such that discrete values of the Neumann trace and the Dirichlet trace are approximately equally balanced in the sense that both parts significantly contribute to the frequency response of the
mixed trace. Such a behavior has been actually observed in practical applications, for example for data of piezoelectric detectors often employed in PAT [43].

Figure 3 shows the numerical approximations of our previous filtered backprojection formulas in the left column ($F_{\infty}(n_T)$ and $G_{\infty}(d_T)$) and our new inversion formulas over finite time intervals for noisy-free Neumann and Dirichlet data in the right column ($F_T(n_T)$ and $G_T(d_T)$). Due to the cut off of the improper integrals in (1.2) and (1.4) from $T$ to infinity, we can detect a slight error inside the detection surface which does not belong to the phantom itself. The gray value outside of the phantom in the left reconstruction from Neumann data has approximately the constant value 0.12, whereas the right reconstruction with our new inversion formula hardly shows any error. A similar behavior can be observed in the reconstructions from Dirichlet traces: the gray value on the left image below has here an approximate value of $-0.05$ and the right image below has values in the range of thousands.

In order to study the stability of our inversion formulas, we also applied the discretized formulas on noisy data. Figure 4 shows the obtained reconstructions using 20% Gaussian noise added data. Despite the added noise, we conclude that the disturbed data did not strongly affect the recovery of our head phantom. The artefacts outside of the phantom in the left reconstructions have become a bit stronger, whereas the right phantoms almost show no difference to the reconstructions with exact data.

In addition, we added more noise to the exact data and computed the numerical approximations of our inversion formulas with 40% Gaussian noise. The approximated phantoms are
Figure 4. Reconstructions with 20% Gaussian noise added data. Top, left: $F_{\infty}(n_T)$. Top, right: $F_T(n_T)$. Below, left: $G_{\infty}(d_T)$. Below, right: $G_T(d_T)$.

shown in figure 5. Because of the higher noise rate in the data, we now obtain discrete values within the interval $[-0.0157, 0.4821]$ and $[-0.1225, 0.373]$ outside of the phantom for $F_{\infty}(n_T)$ and $F_T(n_T)$, respectively. The approximated formulas for Dirichlet traces yield the ranges $[-0.1626, 0.3276]$ in $G_{\infty}(d_T)$ and $[-0.1207, 0.3487]$ in $G_T(d_T)$. Despite similar ranges, the discrete approximations of the exact formulas over finite time intervals show better results.

A clear difference can be detected between the two rows in figure 6 showing the numerical implementation of the two range conditions on the right-hand side in (3.11) and (3.16), which both should be theoretically to zero. The left reconstruction in the second row, which corresponds to $F_T(d_T)$ and equals the discretization of range condition (3.16), is nearly seven times lower than the error in the left reconstruction in the first row, which is the numerical implementation of range condition (3.11) for unbounded time intervals and is computed by $F_{\infty}(d_T)$. The middle and right images in figure 6 illustrate the same numerical reconstructions as in the left column with 20% and 40% noisy data.

Lastly, we present the numerical reconstructions of the head phantom obtained by the new formulas (3.6) and (3.7) for mixed data. As demonstrated in figure 7, the difference between the first row, which shows the reconstructions $F_{\infty}(\text{mix}_T)$ with our previous inversion formula for unbounded time intervals, and the second row, which illustrates the discretizations of $F_T(\text{mix}_T)$ with our new inversion formula for finite time intervals, is much more obvious than the reconstructions $F_{\infty}(n_T)$ and $F_T(n_T)$ in figures 3–5. This can be explained as follows: the discrete formulas for mixed data $F_{\infty}(\text{mix}_T)$ and $F_T(\text{mix}_T)$ can be expressed as the sum of the two discrete formulas $F_{\infty}(d_T)$ and $F_{\infty}(n_T)$, and $F_T(d_T)$ and $F_T(n_T)$, respectively. Because of the
additional term $F_T(d_T)$, which is nearly seven times smaller than $F_\infty(d_T)$ as we already have seen in figure 6, the error gets beside the use of $F_T(n_T)$ additionally smaller. This observation also holds for disturbed data (see figure 6, middle, right).

The corresponding discrete $L^2$-errors of all reconstructions have also been evaluated and are summarized in table 1. The discrete $L^2$-error of $F_\infty(n_T)$, for example, is defined as

$$
\left( \sum_{(i,j) \in \Omega_{\Delta x}} |F_\infty(n_T)[i,j] - F[i,j]|^2 \Delta x^2 \right)^{1/2},
$$

where $\Omega_{\Delta x} := \{ (i,j) \in \{0, \ldots, N-1\}^2 | x_i, j \in B^2 \}$. The errors for the other reconstructions are defined in an analogous way.

\begin{table}[h]
\centering
\begin{tabular}{llllllllll}
Noise & $F_\infty(n_T)$ & $F_T(n_T)$ & $G_\infty(d_T)$ & $G_T(d_T)$ & $F_\infty(d_T)$ & $F_T(d_T)$ & $F_\infty(mix_T)$ & $F_T(mix_T)$ \\
\hline
Exact & 0.19439 & 0.09607 & 0.09622 & 0.08303 & 0.11905 & 0.02143 & 1.36884 & 0.18521 \\
20\% & 0.20181 & 0.09962 & 0.09927 & 0.08664 & 0.11915 & 0.02139 & 1.35957 & 0.19395 \\
40\% & 0.22693 & 0.11669 & 0.10759 & 0.09607 & 0.11914 & 0.02141 & 1.39782 & 0.18419 \\
\end{tabular}
\caption{Discrete $L^2$-error of all reconstructions for $T = 2$.}
\end{table}
In the last section of the article, we conclude our numerical results by calculating the single reconstructions for various end times $T$ and compute their discrete $L^2$-error. In figure 8, the corresponding error plots of the single numerical reconstructions are shown. Note that the diagrams show the error of the reconstructions with exact data, 20% Gaussian noise and 40% Gaussian noise added data.
Gaussian noise added data. Moreover, due to the higher computation time for the simulation of the wave data, we selected a bigger time difference of $\Delta t = 10^{-3}$.

We can clearly see that biggest difference between the reconstructions are for the shortest end time $T = 2$. With very few exceptions, the four discretized versions of the inversion formulas using finite time intervals have a smaller $L^2$-error for all end times as the ones using infinite time measurements. Moreover, we can see that the error values are tending to decrease as $T$ is getting larger. We also observe that the larger the end time $T$ is, the smaller the difference between the solid and dashed lines gets. Nevertheless, since in practice the acoustic waves are measured as shortly as possible due to external influences, the use of the new formulas offers a clear advantage for recovering the initial data of the wave equation.

6. Conclusion

In this article, we presented new reconstruction formulas for the inverse source problem in PAT requiring only measurements on finite time intervals. To the best of our knowledge, these are the first reconstruction formulas which utilize photoacoustic measurements in the form of Dirichlet, Neumann and mixed traces on finite time intervals $(0,T)$. The formulas for the Dirichlet and Neumann data yield exact reconstruction for elliptical domains and the formula for mixed data exact reconstruction for spheres in $\mathbb{R}^n$. Similar to existing explicit wave inversion formulas in [12–15, 19] using data on $(0,\infty)$, they are of the filtered backprojection type and serve...
as basis of efficient and stable reconstruction algorithms. However, the differential operator $(\partial_t^{-1})^{(n-2)/2}$ for even dimensions and $(\partial_t^{-1})^{(n-3)/2}$ for odd dimensions inside integrals leads to an amplification of noise, which can be reduced by regularization similar to [44].

In the even-dimensional case, we found a kernel function $k_T : (0, T)^2 \to \mathbb{R}$ that can be used to recover the absorption coefficient independently of the spatial dimension $n$ from all three traces. We also observe that the formulas (1.2), (1.4) and (3.6) for unbounded time intervals can also be written in the form of a kernel function defined by

$$k_\infty : (0, \infty)^2 \to \mathbb{R} : (r_1, r_2) \mapsto \begin{cases} \frac{1}{\sqrt{r_2^2 - r_1^2}}, & r_2 > r_1, \\ 0, & \text{else}. \end{cases}$$

Then, it is not hard to see that $(k_T)_{T \to \infty}$ converges pointwise by a zero extension on $(0, \infty)^2$ to $k_\infty$ for $T \to \infty$. Note that the formulas for mixed traces (3.6), (3.7) and (4.1), except the weight $b$ of the Neumann trace, which appears as a factor in front of integral, are independent of the weighting factors $a$, $b$. This follows from the range conditions (3.11), (3.16) and (4.5), since the application of the formula for Neumann traces on Dirichlet traces equals zero. It could be of great interest to derive specific inversion formulas, which use filters that are adjusted to the weights $(a, b)$ and might offer improved robustness.

In the simulations, we have seen that the numerical reconstructions of our new inversion formulas clearly show better results than the old formulas for unlimited time measurements, in particular the formula for mixed data. The relevance of our new inversion formulas for real-world data is that only data up to finite time $T$ are required. Other formulas using $T = \infty$ suggest that $T$ should be taken as large as possible in the actual measurement. This, however, results in an increased amount of noise and fake signals in the data, which are avoided by finite time inversion formulas. Therefore, the new photoacoustic inversion formulas provide a significant improvement to existing inversion formulas for unbounded time intervals, and thus for real-world applications in PAT.

Appendix A

A.1. Solution formulas for the wave equation

As can be observed in [38, 39], the derivation of the inversion formulas for Neumann traces are largely based on the analytic expression of the solution of the standard wave equation (1.1). For example, in [45], there is presented the well-known solution formula

$$u(x, t) = \frac{1}{\gamma_n \omega_n} \left[ \frac{1}{t} \partial_t \left( \frac{1}{t} \partial_t \right)^{\frac{n-2}{2}} \left( \int_{B^n_t(x)} \frac{f(y)}{\sqrt{t^2 - \|y - x\|^2}} \, dy \right) \right. \right.$$

$$\left. + \left( \int_{B^n_t(x)} \frac{g(y)}{\sqrt{t^2 - \|y - x\|^2}} \, dy \right) \right],$$

\hspace{1cm} (A.1)

for even dimensions $n \geq 2$ and $f, g \in C_c^\infty(\Omega)$, where $B^n_t(x)$ is the open ball with radius $t$ and center $x$ in $\mathbb{R}^n$ and $\gamma_n := 2 \times 4 \ldots (n - 2) \cdot n$. Another representation formula is given by
Remark A.2. Similarly as in proposition A.1, one can show that the formula
given in [12, proposition 3.1]. Based on (A.2), we now present an analytic expression for the directional derivative of the solution of the wave equation along a vector \( v \in \mathbb{R}^n \), being used in section 3.

**Proposition A.1.** Let \( n \geq 2 \) be even, \( v \) be a vector \( \mathbb{R}^n, \Omega \subset \mathbb{R}^n \) an open domain and \( f, g \in C_c^\infty(\Omega) \). Moreover, let \( u : \mathbb{R}^n \times [0, \infty) \to \mathbb{R} \) be the solution of (1.1).

(a) For all \( (x, t) \in \mathbb{R}^n \times (0, \infty) \) we have

\[
D_v u(x, t) = \frac{n}{\gamma_1} \left[ \partial_t \left( \int_0^t \frac{r}{\sqrt{t^2 - r^2}} \left( r^{-1} \partial_r \right) \left( r^{n-2} M f(x, r) \right) dr \right) + \left( \int_0^t \frac{r}{\sqrt{t^2 - r^2}} \left( r^{-1} \partial_r \right) \left( r^{n-2} M g(x, r) \right) dr \right) \right],
\]

(see, for example, [39, lemma 2.2]). Based on (A.2), we now present an analytic expression for the directional derivative of the solution of the wave equation along a vector \( v \in \mathbb{R}^n \), being used in section 3.

(b) For \( x \in \partial \Omega \) and \( k \in \mathbb{N} \) it holds

\[
(\partial_t t^{-1})^k D_v u(x, t) = \frac{n}{\gamma_1} \left[ \left( \int_0^t \frac{r}{t \sqrt{t^2 - r^2}} \left( \partial_r r (r^{-1} \partial_r) \right) \left( r^{n-2} M f(x, r) \right) dr \right) + \left( \int_0^t \frac{r}{t \sqrt{t^2 - r^2}} (r^{-1} \partial_r) \left( r^{n-2} M g(x, r) \right) dr \right) \right].
\]

**Proof.** Identity (A.3) follows from solution formula (A.2) and relation (2.1). The second identity can be deduced from the first identity, Leibniz’s integral rule and the integral identity given in [12, proposition 3.1].

**Remark A.2.** Similarly as in proposition A.1, one can show that the formula

\[
(\partial_t t^{-1})^k u(x, t) = \frac{n}{\gamma_1} \left[ \left( \int_0^t \frac{r}{t \sqrt{t^2 - r^2}} \left( \partial_r r (r^{-1} \partial_r) \right) \left( r^{n-2} M f(x, r) \right) dr \right) + \left( \int_0^t \frac{r}{t \sqrt{t^2 - r^2}} (r^{-1} \partial_r) \left( r^{n-2} M g(x, r) \right) dr \right) \right]
\]

for all \( (x, t) \in \mathbb{R}^n \times (0, \infty) \) holds.
A.2. Abel integral equations

Typical Abel integral equations have the form

$$\int_a^b \frac{u(r)}{(x-r)^{1+\alpha}} \, dr = f(x), \quad (A.6)$$

where $-\infty < a < b < \infty$, $a < x < b$ and $\alpha \in (0, 1)$. Here, $\gamma : (a, b) \rightarrow \mathbb{R}$ is a given function and $u : (a, b) \rightarrow \mathbb{R}$ the function to be determined. In [46], it is mentioned that, for example, if $f$ is absolute continuous, then (A.6) has a unique solution in $L^1((a, b))$ and $u$ is given by the formula

$$u(r) = \frac{1}{\Gamma(1-\alpha)\Gamma(\alpha)} \frac{d}{dr} \left[ \frac{f(x)}{(r-x)^{1+\alpha}} \right] \, dx, \quad r \in (a, b). \quad (A.7)$$

Under the assumption $x \in \partial \Omega$, we can transform equations (A.2) and (A.3) into the standard form of the Abel integral equation (A.6) for $\alpha = 1/2$, which together with (A.7) allows to derive the following result:

**Proposition A.3.** Let $n \geq 2$ be even, $x \in \partial \Omega$, $v \in \mathbb{R}^n$ and $u : \mathbb{R}^n \times [0, \infty) \rightarrow \mathbb{R}$ the solution of (1.1) with initial data $(f, 0)$. Then, we have for every radius $r > 0$

$$\left(\frac{1}{r} \partial_r\right) \frac{2\gamma_n}{\pi n} \int_0^r u(x, t) \frac{d}{dt} \left(\frac{t}{\sqrt{t^2 - r^2}}\right) \, dt, \quad (A.8)$$

and

$$\left(\frac{1}{r} \partial_r\right) \frac{2\gamma_n}{\pi n} \int_0^r D_r u(x, t) \frac{d}{dt} \left(\frac{t}{\sqrt{t^2 - r^2}}\right) \, dt. \quad (A.9)$$

**Proof.** We give a proof for (A.8). Relation (A.9) can be proved analogously. First, we apply integration by parts to obtain for $t > 0$

$$\int_0^t \frac{r}{\sqrt{t^2 - r^2}} \left(\frac{1}{r} \partial_r\right) \left(\frac{2\gamma_n}{\pi n} \int_0^r u(x, t) \frac{d}{dt} \left(\frac{t}{\sqrt{t^2 - r^2}}\right) \, dt\right) \, dr$$

$$= \int_0^t \frac{r}{\sqrt{t^2 - r^2}} \partial_r \left(\frac{1}{r} \partial_r\right) \left(\frac{2\gamma_n}{\pi n} \int_0^r u(x, t) \frac{d}{dt} \left(\frac{t}{\sqrt{t^2 - r^2}}\right) \, dt\right) \, dr,$$

where we used that $Mf(x, \cdot)$ has compact support. Hence, the Leibniz-rule for integrals and (A.2) imply

$$u(x, t) = \frac{n}{\gamma_n} \int_0^t \frac{r}{\sqrt{t^2 - r^2}} \partial_r \left(\frac{1}{r} \partial_r\right) \left(\frac{2\gamma_n}{\pi n} \int_0^r u(x, t) \frac{d}{dt} \left(\frac{t}{\sqrt{t^2 - r^2}}\right) \, dt\right) \, dr,$$

and therefore

$$\frac{1}{\sqrt{t}} \frac{2\gamma_n}{\pi n} u(x, \sqrt{t}) = \left. \int_0^t \frac{1}{\sqrt{t^2 - r^2}} \partial_r \left(\frac{1}{r} \partial_r\right) \left(\frac{2\gamma_n}{\pi n} \int_0^r u(x, t) \frac{d}{dt} \left(\frac{t}{\sqrt{t^2 - r^2}}\right) \, dt\right) \right|_{r=\sqrt{t}} \, dr.'
Lemma A.5. Let \( r' = r^2 \). Now, we make use of formula (A.7) and the relation \( \Gamma\left(\frac{1}{2}\right) = \sqrt{\pi} \) to deduce for \( r > 0 \)

\[
\left. \frac{1}{2\sqrt{r}} \partial_r \left( \frac{1}{r} \partial_r \right)^{\frac{n-2}{2}} \left( r^{n-2} Mf(x,r) \right) \right|_{r=\sqrt{r'}} = \frac{\gamma_n}{\pi n} \left. \frac{d}{dr} \int_0^r \frac{u(x,\sqrt{r'})}{\sqrt{r' r - t'}} \, dt' \right|_{r=\sqrt{r'}}.
\]

Next, multiplying both sides with \( 2\sqrt{r} \) and applying the chain rule lead to

\[
\partial_r \left( \frac{1}{r} \partial_r \right)^{\frac{n-2}{2}} r^{n-2} Mf(x,r) = \frac{\gamma_n}{\pi n} \frac{d}{dr} \int_0^r \frac{u(x,\sqrt{r'})}{\sqrt{r' r - t'}} \, dt' = \frac{2\gamma_n}{\pi n} \frac{d}{dr} \int_0^r \frac{u(x,t)}{\sqrt{r^2 - t^2}} \, dt,
\]

where we substituted \( t \) with \( \sqrt{r} \) in the last step. Finally, integrating both sides from zero to \( r \), we see that (A.8) holds.

\[ \square \]

Corollary A.4. Under the assumptions of proposition A.3, we have

\[
\left( \frac{1}{r} \partial_r \right)^{\frac{n-2}{2}} r^{n-2} Mf(x,r) = \frac{2\gamma_n}{\pi n} \int_0^r \frac{\partial_r t^{-1} u(x,t)}{\sqrt{t^2 - t'}} \, dt \tag{A.10}
\]

and

\[
\left( \frac{1}{r} \partial_r \right)^{\frac{n-2}{2}} r^{n-2} D_v Mf(x,r) = \frac{2\gamma_n}{\pi n} \int_0^r \frac{\partial_r t^{-1} D_v u(x,t)}{\sqrt{t^2 - t'}} \, dt. \tag{A.11}
\]

Proof. Again, we only show (A.10). Applying integration by parts on the right-hand side in (A.8) gives the sum of two boundary terms plus the integral

\[
\frac{2\gamma_n}{\pi n} \int_0^r \frac{\partial_r t^{-1} u(x,t)}{\sqrt{t^2 - t'}} \, dt.
\]

From solution formula (A.1) we see that \( t^{-1} u(x,t) = 0 \) for sufficient small \( t > 0 \) and therefore both boundary terms equal zero. Then, using the integral rule of Leibniz implies

\[
\frac{1}{r} \partial_r \left( \frac{1}{r} \partial_r \right)^{\frac{n-2}{2}} r^{n-2} Mf(x,r) = \frac{2\gamma_n}{\pi n} \int_0^r \frac{\partial_r t^{-1} u(x,t)}{\sqrt{t^2 - t'}} \, dt.
\]

The remaining claim follows by applying above arguments inductively.

\[ \square \]

A.3. Remaining lemmas

Lemma A.5. Let \( a, b, c, d > 0, a \neq b \) and \( \max \{a, b\} < c < d \). Then, the following integral can be evaluated to

\[
\int_c^d \frac{1}{x \sqrt{x^2 - a^2 \sqrt{x^2 - b^2}}} \, dx = F(d) - F(c), \tag{A.12}
\]
where $F(x)$ is defined by the term

$$
\frac{1}{2ab} \log \left( \frac{x^2 - \max \{a, b\}^2}{x^2 - \min \{a, b\}^2} \right) \left/ \left( \frac{\max \{a, b\}}{\min \{a, b\}} \right) \right. \right) \left/ \left( \frac{x^2 - \max \{a, b\}^2}{x^2 - \min \{a, b\}^2} \right) \right.
$$

for $x > \max \{a, b\}$, i.e., $F$ is an indefinite integral of the integrand in (A.12). Moreover,

$$
\int_{\max(a,b)}^{\infty} \frac{1}{x^2 - a^2} \sqrt{x^2 - b^2} \, dx = \frac{1}{2ab} \log \left( \frac{1 + \max \{a, b\}}{\min \{a, b\}} \right) \left/ \left( \frac{\max \{a, b\}}{\min \{a, b\}} - 1 \right) \right.
$$

**Proof.** Assume, without loss of generality, that $a < b$. First, using the substitution $x = \sqrt{a^2 + u^2}$ gives

$$
\int_{u(\infty)}^{u(c)} \frac{1}{(a^2 + u^2) \sqrt{a^2 - (b^2 - u^2)}} \, du.
$$

Next, we substitute $u$ with $\sqrt{b^2 - a^2} \sec(\theta)$ to obtain

$$
\int_{\sec(\theta(\infty))}^{\sec(\theta(c))} \frac{\sec(\theta)}{(b^2 - a^2) \sec^2(\theta) + a^2} \, d\theta = \int_{\sec(\theta(\infty))}^{\sec(\theta(c))} \frac{\cos(\theta)}{b^2 - \sin^2(\theta) a^2} \, d\theta,
$$

where we inserted the relation $\sec(\theta) = \frac{1}{\cos(\theta)}$ and used the trigonometric identity $\cos^2(\theta) = 1 - \sin^2(\theta)$ afterwards. Thus, the final substitution $w = \sin(\theta)$ leads to the standard integral

$$
\frac{1}{a^2} \int_{w(\sec(\theta(\infty)))}^{w(\sec(\theta(c)))} \frac{1}{w^2 - u^2} \, dw = \frac{1}{2ab} \left( \int_{w(\sec(\theta(\infty)))}^{w(\sec(\theta(c)))} \frac{1}{w + \frac{b}{a} - w} \, dw \right).
$$

Finally, using the relation $\sin(\arccos(x)) = \sqrt{1 - x^2}$ and inserting the upper and lower limit into the above integral yield the claimed identity.

The second statement is a consequence of the first integral identity, since $F(\max \{a, b\}) = 0$ and the limit $\lim_{d \to \infty} F(d)$ coincides with the right term in the second equality in lemma A.5. \qed

**Lemma A.6.** Let $a, b, c, d \in \mathbb{R}$, $a < b$, $c \in [a, b]$, $d \leq a$ and $c \neq d$. Then, we have the following identities:

(i)

$$
\int_{a}^{b} \frac{x}{(x^2 - c^2) \sqrt{x^2 - d^2}} \, dx = \frac{1}{\sqrt{|c^2 - d^2|}} \left\{ \begin{array}{ll}
\arctan \left( \frac{\sqrt{b^2 - c^2}}{\sqrt{d^2 - c^2}} \right) - \arctan \left( \frac{\sqrt{a^2 - c^2}}{\sqrt{d^2 - c^2}} \right), & c < d, \\
\frac{1}{2} \log \left( \frac{\sqrt{c^2 - d^2} - \sqrt{b^2 - d^2}}{\sqrt{c^2 - d^2} + \sqrt{b^2 - d^2}} \right), & \text{else},
\end{array} \right.
$$

(A.13)

(b) For $c > d$ we have
Lemma A.6. Let $c > 0$ be a positive number.

(a) Define

$$g_c : \mathbb{R} \to \mathbb{R}^+ : t \mapsto \begin{cases} \log \left( \frac{\sqrt{(c + \varepsilon)^2 - d^2} + \sqrt{c^2 - t^2}}{\sqrt{(c + \varepsilon)^2 - d^2} - \sqrt{c^2 - t^2}} \right), & t \in [c - \varepsilon, c], \\
0, & \text{else,} \end{cases}$$

Proving (a) We first substitute $x$ with $\sqrt{u^2 + d^2}$ to obtain the integral

$$\int_{u(a)}^{u(b)} \frac{1}{u^2 + d^2 - c^2} \, du.$$

If $c < d$, then using the substitution $u = \sqrt{d^2 - c^2} v$ gives

$$\int_{v(a)}^{v(b)} \frac{1}{1 + v^2} \, dv = \frac{1}{\sqrt{d^2 - c^2}} \left( \arctan \left( \frac{\sqrt{b^2 - c^2}}{\sqrt{d^2 - c^2}} \right) - \arctan \left( \frac{\sqrt{a^2 - c^2}}{\sqrt{d^2 - c^2}} \right) \right).$$

If $d < c$, then

$$\int_{u(a)}^{u(b)} \frac{1}{u^2 - (c^2 - d^2)} \, du = \frac{1}{2\sqrt{c^2 - d^2}} \int_{u(a)}^{u(b)} \frac{1}{u - \sqrt{c^2 - d^2}} - \frac{1}{u + \sqrt{c^2 - d^2}} \, du.$$

Hence, the above integral equals

$$\frac{1}{2\sqrt{c^2 - d^2}} \log \left( \frac{\sqrt{c^2 - d^2} - \sqrt{b^2 - d^2} \sqrt{c^2 - d^2} + \sqrt{a^2 - d^2}}{\sqrt{c^2 - d^2} + \sqrt{b^2 - d^2} \sqrt{c^2 - d^2} - \sqrt{a^2 - d^2}} \right)$$

for $b < c$ and

$$\frac{1}{2\sqrt{c^2 - d^2}} \log \left( \frac{\sqrt{b^2 - d^2} - \sqrt{c^2 - d^2} \sqrt{b^2 - d^2} + \sqrt{a^2 - d^2}}{\sqrt{b^2 - d^2} + \sqrt{b^2 - d^2} \sqrt{a^2 - d^2} - \sqrt{c^2 - d^2}} \right)$$

for $b > c$.

(b) Applying L’Hospital’s rule gives

$$\lim_{c \searrow 0} \frac{\sqrt{(c + \varepsilon)^2 - d^2} - \sqrt{(c - \varepsilon)^2 - d^2}}{\sqrt{(c + \varepsilon)^2 - d^2} + \sqrt{c^2 - t^2}} = \lim_{c \searrow 0} \frac{c - \varepsilon}{\sqrt{(c + \varepsilon)^2 - d^2}} = 1,$$

which implies the second statement in lemma A.6. 

Lemma A.7. Let $c > 0$ be a positive number.

(a) Define

$$g_c : \mathbb{R} \to \mathbb{R}^+ : t \mapsto \begin{cases} \log \left( \frac{\sqrt{(c + \varepsilon)^2 - t^2} + \sqrt{c^2 - t^2}}{\sqrt{(c + \varepsilon)^2 - t^2} - \sqrt{c^2 - t^2}} \right), & t \in [c - \varepsilon, c], \\
0, & \text{else,} \end{cases}$$
for $\varepsilon > 0$. Then, $g_\varepsilon$ is a monotonically decreasing on $[c - \varepsilon, c]$ and $|g_\varepsilon| \leq \log(6 + \sqrt{2})$.

(b) Let $0 < \varepsilon < c$ and

$$h_\varepsilon : \mathbb{R} \rightarrow \mathbb{R}^+$$

$$t \mapsto \begin{cases} 
\log \left( \frac{\sqrt{c^2 - t^2} - \sqrt{(c - \varepsilon)^2 - t^2}}{\sqrt{c^2 - t^2} + \sqrt{(c - \varepsilon)^2 - t^2}} \right), & t \in [0, c - \varepsilon], \\
0, & \text{else}.
\end{cases}$$

Then, $h_\varepsilon$ is a monotonically increasing on $[0, c - \varepsilon]$ and $|h_\varepsilon| \leq \log(6 + \sqrt{2})$.

**Proof.**

(a) By differentiating the inner fraction in $g_\varepsilon$, one easily verifies that the derivative is smaller than zero. Hence, from the monotonicity of the logarithmic function we imply that $g_\varepsilon$ is a monotonically decreasing on $[0, c - \varepsilon]$. Furthermore, note that the inner fraction is greater than or equal to one for $t \leq c$ and

$$g_\varepsilon(c - \varepsilon) = \log \left( \frac{\sqrt{4c + \sqrt{2c + \varepsilon}}}{\sqrt{4c - \sqrt{2c - \varepsilon}}} \right).$$

Therefore, using that $\varepsilon \mapsto \frac{\sqrt{4c + \sqrt{2c + \varepsilon}}}{\sqrt{4c - \sqrt{2c - \varepsilon}}}$ is decreasing for $0 \leq \varepsilon \leq 2c$, the first statement holds.

(b) Differentiating the inner function in $h_\varepsilon$ for $t < c - \varepsilon$ with the product rule and a subsequent factorization lead to the expression

$$2t \frac{G(t)}{\sqrt{c^2 - t^2}} \left( \frac{1}{\sqrt{(c - \varepsilon)^2 - t^2}} - \frac{1}{\sqrt{(c + \varepsilon)^2 - t^2}} \right) > 0,$$

where $G(t)$ denotes the inner function in $h_\varepsilon$. This implies the monotonicity of $h_\varepsilon$ on $[0, c - \varepsilon]$. Then, the same arguments as in (i) show the remaining statement. \qed
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