A self-organized critical model of rearranging hydrogen-bonded network in ice
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A dynamical four-vertex model of rearranging hydrogen-bonded network in ice, with a dynamics similar to the Grotthuss mechanism, is proposed. The model qualitatively explains the unusually high proton-conductivity in ice. It also serves as an interesting example of self-organized criticality with a non-conservative dynamics. The model is solved on a linear chain and its steady state is determined. Using numerical simulations, the model is further studied on a square lattice, and it is observed that it relaxes by three different avalanches, each of which follows a simple finite-size scaling.
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up or down and left or right orientations. This breaks the tetration of a water molecule by a pair of Ising-spins, taking Tonian are easy to determine, if we represent each orien-
tations allowed, i.e., the orientations where two hydrogens are diametrically opposite to each other, are not allowed.

Any orientational arrangement of the molecules may have empty edges or edges occupied by two hydrogen atoms. These are known as L- and D-defects, respectively. Hydrogens in the neighboring molecules interact via repulsive electrostatic interaction, and the D-defects cost energy. Let the energy be $U$ for a D-defect, and zero for the singly- or un-occupied edges. Further, to specify the orientations of the water molecules, we introduce a set of variables $\tau_{i,j}$ such that $\tau_{i,j} = 1$, when a hydrogen atom from the $i$th site is along the $i$-j edge, and $\tau_{i,j} = 0$, otherwise. The energy of a configuration is then described by an effective Hamiltonian

$$\mathcal{H} = \frac{U}{2} \sum_{\langle i,j \rangle} \tau_{i,j} \tau_{j,i},$$

where the angular brackets indicate that $i$ and $j$ are nearest neighbors, and $\tau_{i,j} = 0$ for sites outside the boundary. The equilibrium properties corresponding to this Hamiltonian are easy to determine, if we represent each orientation of a water molecule by a pair of Ising-spins, taking up or down and left or right orientations. This breaks the system into mutually uncoupled horizontal and vertical linear chains of Ising-spins, which is exactly solvable.

As mentioned before, the translocation of the defects determines the effective mobility of $H^+$. and this is what we study in the non-equilibrium steady state of our model. We assume the configurations with D-defects as unstable. In an ice crystal, the defects are formed mostly by thermal excitations and their diffusion takes place by the reorientation of water molecules. We generate the defects by forcibly reorienting a randomly chosen molecule by $90^\circ$ clockwise rotation, calling it an external drive. If this creates a D-defect, we use the following odd-even update rule to relax the configuration (see Fig. 2). We divide the lattice into two sub-lattices according to the parity of $x+y$, where $x$ and $y$ are the Cartesian coordinates of a site. We pick one sub-lattice and select all sites on it contributing to a D-defect and simultaneously rotate the corresponding water molecules by $90^\circ$ clockwise. This may create or annihilate D-defects and/or move them by one lattice unit. We do the same for the other sub-lattice and repeat until the system reaches a stable configuration. At this stage we again disturb the system by forcibly rotating another randomly chosen molecule and repeat.

We refer to a complete relaxation process, starting from the driving to reaching a stable configuration, as an avalanche. The number of D-defects is not conserved in an avalanche. The reorientation of the molecules in a relaxation step may create more D-defects which move on the lattice until they meet an empty edge or the lattice boundary, where they annihilate. Unlike the conserved sandpile models, the activity during a relaxation is not coupled to any conserved quantities.

There are a large number of stable configurations, all of which appear with a non-zero probability in the steady state. This can be verified from the fact that the configuration with all water molecules in the same orientation can be reached from any stable configuration, and vice versa. In a stable configuration, each row and column in the lattice has at most one empty edge whose positions uniquely determine the configuration. For each row with $L$ sites, there are $L+1$ ways of placing the empty edge (we consider the configuration with no empty edges as the one with empty edges outside the lattice). Then for an $L \times M$ lattice, there are

$$\Omega_{\text{square}} = (L + 1)^M (M + 1)^L$$

ways of placing the empty edges, thus, so many stable configurations.

We first study an $L \times 1$ chain and show that all the $2^L (L + 1)$ stable configurations are equally probable in the steady state. Let $|C\rangle$ be a stable configuration. Define an operator $a_i$ by the relation $a_i |C\rangle = |C_i\rangle$, where $|C_i\rangle$ is the configuration reached by driving at site $i$ of the chain in configuration $|C\rangle$, and relaxing. The D-defect created by the driving, moves toward the empty edge and vanishes by annihilating with it. It is always the molecule at the site next to the empty edge, which rotates last. For the present case, let that site be $j$. We define an operator $R$, corresponding to the reflection of the system across a line parallel to the chain, which maps any allowed configuration to another unique allowed configuration. Then it

![Diagram](image-url)  
**FIG. 2.** An illustration of the relaxation, started by rotating the molecule at the top-left site of a $2 \times 2$ lattice. The covalent O-H bonds are denoted by solid lines, and the rotation of molecules are indicated by arrows. The four orientations of a molecule are denoted by 1, 2, 3 and 4.
can be shown that there exists an avalanche corresponding to the equation $a_j R(C') = R(C)$. Similar argument applies for all the driving operators, implying that they all have an inverse. Thus the Markov evolution satisfies the pairwise balance \[14\], and hence the steady state is equally probable.

Let $s$ be the total number of $90^\circ$ rotations of the water molecules in an avalanche, and $P(s, L)$ be the probability of such events on a linear chain of $L$ sites. As noted, the D-defect generated by the driving moves toward the empty edge, and vanishes by annihilating with it. All the sites in its path rotate at least once. If the driving site is on the right of the empty edge, then, before relaxation, the sites in between are either in state 3 or 4 (Fig. 2). From this it is easy to show that the probability

$$P(s + 1, L) = \sum_{k=0}^{\lfloor s/3 \rfloor} \binom{s - 2k}{k} 2^{2k-s} L/(L+1) + \frac{1}{2} s, 0, \quad (3)$$

where $\lfloor x \rfloor$ is the largest integer less than or equal to $x$ and $\delta_{i,j}$ is the Kronecker delta, which corresponds to the fact that half of the times the driving does not create any D-defect. For a large $s$, the expression reduces to a simple scaling form

$$P(s, L) \approx L^{-1} g(s/L), \quad (4)$$

where $g(x) = 2^{-1} (1 - x/2)$.

Let us now consider an $L \times L$ lattice. Our numerical studies show that, in the steady state, the empty edges are more likely to be found near the center of the lattice. This implies that the stable configurations in the steady state are not equally probable.

On this lattice there are three types of avalanches. A schematic of these avalanches are shown in Fig. 3. In type I, the activity is confined along a single row or a column. In the other two types, the activity spreads on a two-dimensional area. In one of these, the activity moves like a single wave crossing the sites in its path only once, and the water molecules rotate less than five times. This is the type II avalanche. In the other, the waves move back and forth on the lattice, until the system reaches a stable configuration. This is the type III avalanche. The number of rotations increases for the sites which are away from the boundary of the affected region, and has a maximum value of the order $L$. Then the cutoff in the total number of rotations, $s$, in an avalanche, scales as $L$, $L^2$ and $L^3$ for the three types of avalanches, respectively. In such a case, the probability distribution is expected to have a scaling form

$$P(s, L) = \frac{1}{L^5} f\left(\frac{s}{L}\right) + \frac{1}{L^5} g\left(\frac{s}{L^2}\right) + \frac{1}{L^5} h\left(\frac{s}{L^3}\right), \quad (5)$$

with the scaling functions $f, g$ and $h$, which vanish as their argument approaches $0$ (1). A similar linear combination of simple scaling forms was found in a few other models \[15, 16\].

We have analyzed our Monte-Carlo simulation results for five different values of $L$, each averaged over $10^6$ trials. The best data collapse of the numerical results is obtained for the values $\alpha \approx 9/8$, $\beta \approx 11/4$ and $\nu \approx 3$ (Fig. 4). This implies that the probability of type I and type II avalanches decreases as $L^{-1/8}$ and $L^{-3/4}$, for large $L$. This is consistent with the numerical results in Fig. 4. Thus, in the thermodynamic limit, there will be mostly type III avalanches.

The geometry of the lattice is important in deciding the
criticality of the steady state. To see this, we consider a straight-forward generalization of our model on to other lattices. First we consider a three-coordinated Caley tree. Using an argument similar to the one-dimensional chain, one can see that all the stable configurations are equally probable in the steady state. Then using the tree structure of the lattice, it is easy to show that the probability of an avalanche in which \( r \) distinct water molecules rotate, has a form \( 2^r \exp\left(-kr/\log v\right) \), where \( v \) is the number of vertices on the Caley tree and \( k \) is a numerical constant. Then the steady state is not critical. On any other three-coordinated lattice, e.g., hexagonal lattice, there will be lesser freedom for the water molecules. However, on lattices like square or Kagome lattice, where each site is connected to four neighbors, the probability distribution has a power-law tail, implying that the steady state is critical. On a lattice with coordination number greater than four, e.g., cubic lattice, the water molecules become stable more easily, and the probability of getting large avalanches decreases exponentially.

In an ice crystal, the water molecules are arranged on a four-coordinated diamond-like lattice. Such a lattice is more like the Kagome lattice, and the steady state of the icepile model is expected to be critical. Although the dynamics of the model in its present form is not very realistic (a more careful modeling of the intra-molecular interaction and the dynamics is required), it does show an important qualitative property of ice – there is a long-range correlation in the hydrogen-bonded network [4].

In the Grotthuss mechanism, because the molecular re-orientation is slower than the \( \text{H}^+ \) hopping, the effective mobility of \( \text{H}^+ \) is limited by that of the defects. However, when the defect-mobility was estimated [9] using experimental value of water rotation time [10] and assuming a simple diffusion, it was found that it is much less compared to the experimental value of \( \text{H}^+ \) mobility, at low temperatures. This discrepancy can be resolved qualitatively, staying within the Grotthuss formalism, if one considers the long-range correlation in the hydrogen-bonded network. The correlated walk on the network increases the mobility of the defects significantly, and this in turn increases the mobility of \( \text{H}^+ \).

In summary, we have proposed a dynamical model of the hydrogen-bonded network in ice, the steady state of which, in the slow driving limit, has a long-range correlation. Ignoring this correlation in the study of proton conduction in real ice, can be misleading. The model is also an example of SOC with non-conservative dynamics. Another important aspect of the model is that its dynamics is non-abelian, i.e., the final configuration depends on the order in which the system is driven. All the known undirected models of SOC with exact solutions are abelian [13]. There are only a handful of analytical results available for the non-abelian models [13, 19], but those are all in the special limit, where the dynamics essentially becomes abelian. In fact, even the one-dimensional non-abelian models also are highly non-trivial. We solved the icepile model in one dimension, and determined its steady state. We also calculated the exact number of recurrent configurations on a square lattice. A similar calculation is possible on a Kagome lattice, and it can be shown that the number of recurrent configurations

\[
\Omega_{\text{Kagome}} = L^2 \times 4^L(L + 1)^L,
\]

on a \( 2L \times 2L \) Kagome lattice lattice with open boundaries.

I thank Deepak Dhar for introducing the central idea of the work and his critical suggestions in the process of preparing the manuscript. The idea of this model was originated from a computer game, first brought to our attention by James Propp. I also acknowledge Shaista Ahmad for her thorough and meticulous proofreading of the manuscript.

\[1\] P. Ball, Nature 452, 291 (2008).
\[2\] M. Chaplin, http://www.lsbu.ac.uk/water/anmilies.html.
\[3\] R. Ruepp and M. Kass, in Physics of ice, eds. N. Riehl, B. Bullemer and W. Engelhardt (Plenum, New York, 1969), p. 555.
\[4\] C. Dellago, M.M. Naor and G. Hummer, Phys. Rev. Lett. 90, 105902 (2003).
\[5\] S. Cukierman, Biochimica et Biophysica Acta - Bioenergetics 1757, 876 (2006).
\[6\] N. Agmon, J. Chim. Phys. 93, 1714 (1996).
\[7\] D.P. Shelton, Chem. Phys. Lett. 325, 513 (2000).
\[8\] B. Drossel and F. Schwabl, Phys. Rev. Lett. 69, 1629 (1992).
\[9\] Z. Olami, H.J.S. Feder and K. Christensen, Phys. Rev. Lett. 68, 1244 (1992).
\[10\] J.A. Bonachela and M.A. Muoz, J. Stat. Mech. 2009, P09009 (2009).
[11] G. Pruessner and H.J. Jenson, Europhys. Lett. 58, 250 (2002).
[12] E.H. Lieb and F.Y. Wu, in Phase Transitions and Critical Phenomena, Vol. 1, eds. C. Domb and M.S. Greene (Academic Press, New York, 1972), p. 331.
[13] D. Dhar, Physica A 369, 29 (2006).
[14] G.M. Schtz, R. Ramaswamy and M. Barma, J. Phys. A 29, 837 (1996).

[15] A.A. Ali and D. Dhar, Phys. Rev. E 52, 4804 (1995).
[16] V.B. Priezzhev and K. Sneppen, Phys. Rev. E 58, 6959 (1998).
[17] M. Nakahara and C. Wakai, J. Mol. Liq. 65-66, 149 (1995).
[18] A.F. Boer, R. Meester, C. Quant and F. Redig, Comm. Math. Phys. 280, 351 (2008).
[19] S.-C. Lee, N.Y. Liang and W.-J. Tzeng, Phys. Rev. Lett. 67, 1479 (1991).