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Abstract

In the current work, we present a unified variational mechanics framework for the cavitating turbulent flow and the structural motion via a stabilized finite element formulation. To model the finite mass transfer rate in cavitation phenomena, we employ the homogenous mixture-based approach via phenomenological scalar transport differential equations given by the linear and nonlinear mass transfer functions. Stable linearizations of the finite mass transfer terms for the mass continuity equation and the reaction term of the scalar transport equations are derived for the robust and accurate implementation. The linearized matrices for the cavitation equation are imparted a positivity-preserving property to address numerical oscillations arising from high-density gradients typical of two-phase cavitating flows. The proposed formulation is strongly coupled in a partitioned manner with an incompressible 3D Navier-Stokes finite element solver, and the unsteady problem is advanced in time using a fully-implicit generalized-\( \alpha \) time integration scheme. We first verify the implementation on the benchmark case of Rayleigh bubble collapse. We demonstrate the accuracy and convergence of the cavitation solver by comparing the numerical solutions with the analytical solutions of the Rayleigh-Plesset equation for bubble dynamics. We find our solver to be robust for large time steps and the absence of spurious oscillations/spikes in the pressure field. The cavitating flow solver is coupled with a hybrid URANS-LES turbulence model with a turbulence viscosity corrected for the presence of vapor. We validate the coupled solver for a very high Reynolds number turbulent cavitating flow over a NACA0012 hydrofoil section. Finally, the proposed method is solved in an Arbitrary Lagrangian-Eulerian framework to study turbulent cavitating flow over a pitching hydrofoil section and the coupled FSI results are explored for the characteristic features of cavitating flows such as re-entrant jet and periodic cavity shedding.
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1. Introduction

Cavitation is ubiquitous in natural and industrial industrial systems such as hydrofoils, nozzles, pumps, underwater vehicles and marine propellers. While cavitation can be a major source of noise, vibration and material erosion in these systems as unwanted effects \[10, 34\], useful applications of cavitation have been developed in underwater cleaning \[55, 12\], ultrasonic cleaning \[11, 60\], biomedical procedures such as lithotripsy \[5, 43\] and enhanced drug delivery \[56, 27\], etc. The phenomenon of cavitation involves the phase change of liquid into vapor and a highly complex interaction between the vapor and the liquid phases. Most liquids have inherent points of weaknesses in the form of entrained microscopic gas bubbles, suspended particles, crevices along the shared boundaries with solid structures, and ephemeral voids created by the thermal motions of the liquid. When the flowing liquid encounters a region of low pressure, it has a propensity to rupture at these locations of weaknesses due to the tensile forces \[7\]. This rupturing creates cavities in the fluid, which can be filled with the original entrained gas or by vapor generated by evaporation at the cavity interface. These cavities can then be convected by the flow until they encounter a region of high pressure, where they can undergo violent collapse. Cavitation is often encountered in marine propeller operations where fluid acceleration over propeller blades
generates low-pressure regions near the blade surface. At these locations, nuclei present in seawater are prone to rupturing and forming vapor/gas-filled cavities. The cavities can then remain attached to or be shed from the blade surface in the form of cavitating structures with varying energy content \cite{15}. The onset of cavitation influences the fluid-structure dynamics of propeller operation and can have several undesirable effects including performance degradation, vibration, material erosion and noise emission \cite{7}. Traditional approaches to model the coupled fluid-structure dynamics in cavitating flows have often focused on a one-way coupling between a flow solver for the cavitation hydrodynamics and a separate finite element solver for structural deformation.

The reduction of noise emission in marine vessels is of interest both from an industrial and a marine-environmental perspective. For example, \cite{58} showed that in the cavitating regime, propeller noise dominates all other sources of self-noise from ships, including electrical noise, machinery noise and boundary layer noise. Recently, \cite{10} provided an excellent review of noise from cavitating propellers and identified two broad categories: (i) a broadband noise component resulting from the sudden collapse of cavities and vortices, and (ii) tonal noise components from periodic fluctuations in the cavity volumes. In a classical work, \cite{34} identified that tonal noise emission in propellers was a result of blade vibration due to irregular cavitation and vortex-shedding dynamics. Several experimental studies \cite{10} have since confirmed this. In addition, \cite{3, 39, 4} showed that resonance in cavity-filled vortices shed from the blade tip can also emit intense tonal noise. Thus, a numerical study of propeller cavitation noise needs to consider this complex hydrodynamic interplay between cavitation and vortex shedding, and their FSI effects with the propeller blades. Figure 1 demonstrates some of these predominant noise-generating mechanisms in hydrodynamic cavitation, with $\Omega^f$ representing the fluid domain, $\Omega^s$ the solid structural domain and $\Gamma_{fs}$ the fluid-structure interface.
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Figure 1: Representative schematic demonstrating some of the prominent noise sources from cavitating blades. $\Omega^f$ and $\Omega^s$ are the fluid and solid domains, $\Gamma_{fs}$ represents the interface between them. The emitted noise can be decomposed into two main components: (i) tonal noise originating from blade vibration and resonance in tip vortex cavities, and (ii) broadband noise resulting from violently collapsing cavities and vortices.

1.1. Transport-equation based modeling of cavitating flows

Cavitation in propellers manifests in the form of cavitating structures that exist across multiple orders of spatial and temporal scales \cite{4, 7}, making the study of marine cavitation a challenging task. Thus, each of the different approaches developed for the numerical modeling of cavitating flows is generally computationally feasible only for a select set of flow configurations. A popular approach is to represent the fluid as a homogeneous mixture of liquid and vapor. The homogeneous mixture-based approaches differ in the estimation of the density field and can be broadly classified into two categories.

The first category assumes equilibrium flow theory and the density is calculated using equations of state (EoS) \cite{48, 52}. For isothermal flows, a barotropic equation of state is used to represent the density field as a function of the pressure \cite{16, 13}. The equilibrium flow approach has the advantage of easier implementation. It also does not require the use of empirical coefficients for modeling and relies on
well-established equations of state. However, these models are generally used with the compressible Euler equations and solved using density-based solvers. In [21], the authors compared a compressible density-based method and an incompressible pressure-correction method to study cavitating flows with the barotropic EoS and reported better correlations with the compressible approach. Thus, this approach requires very small time-steps to capture the pressure wave propagations in the compressible fluid [19]. Another limitation of the equilibrium flow models based on barotropic EoS is that the gradients of the density and the pressure fields are parallel. Thus, the baroclinic torque which is proportional to the cross product ($\nabla \rho \times \nabla p$) of these gradients is zero. This can result in inaccurate estimates of the vorticity production, which is an important feature of cavitating flows particularly in the closure region of attached cavities [22]. Hence this approach may not be appropriate for modeling the physics of cavitating flows over hydrofoils.

The second category of homogeneous mixture-based approaches assumes the pure liquid and vapor phases to be incompressible. The two-phase mixture density is interpolated based on a phase indicator. This phase indicator is generally in the form of the local phase fraction of either the liquid or the vapor phase. The phase indicator in the computational domain is obtained as the solution of a scalar transport equation. We refer to these transport-equation based models as TEMs in the rest of the article. The TEMs employ a source term, which is indicative of a finite mass transfer rate between the two phases by the process of cavitation. TEMs generally vary in the formulation of the source term based on phenomenological arguments. Merkle et al. [41] used dimensional arguments for bubble clusters to relate the source term to the local pressure and phase fraction of liquid. Kunz et al. [45] considered a similar source term as [41] to model the evaporation process, but modified the condensation term employing a simplified form of the Ginzburg-Landau potential. Later models by Schmerr-Sauer [41], Zwart et al. [61] and Singhal et al. [54] assumed the cavities to be present in the form of clusters of spherical bubbles and used directly a simplified form of the Rayleigh-Plesset equation [7] for spherical bubble dynamics to model the mass transfer rate. These models differ in multiplier terms that were derived using different phenomenological arguments for the underlying bubble-bubble interaction. TEMs have been applied to the study of several cavitating flow configurations, including hydrodynamic cavitation over hydrofoils [49, 20, 29].

Despite wide applicability, one limitation of the TEM approach is the use of semi-empirical coefficients in the source terms that need to be tuned for particular flow configurations. In addition, since the density is interpolated using the phase indicator, large spatial gradients in the density field exist across the cavity interface. This can result in unphysical oscillations/spikes in the pressure in the vicinity of the interface. For incompressible flow simulations, these pressure spikes can propagate rapidly throughout the computational domain, leading to numerical instability. These numerical artifacts have been reported in several works such as [19], and special treatments are required for discontinuity capturing across the interface. [50] suggested the ability to handle these spurious pressure spikes as one of the conditions for a robust solver for cavitating flows.

1.2. Review of numerical studies of two-phase FSI in marine propellers

The last decade has seen advances in the numerical study of FSI effects in non-cavitating marine propeller operations. Simpler approaches have used methods based on inviscid potential flow theories. [37] and [40] used a coupled potential theory-based boundary element method (BEM) and finite element method (FEM) approach for studying the hydro-elastic response of flexible marine propellers. [39] presented an optimization methodology for propellers considering FSI of the fluid and propeller blades using the panel method (PM), which is derived from BEM. A loosely coupled PM-FEM approach is used for the fluid-structure interaction between the hull wake and the propeller. While inviscid models have been demonstrated to be effective for making general design decisions for propellers because of low computational cost, they are unable to capture the vortex-shedding process which is an important feature of cavitating flows. In addition, multiple modeling decisions have to be made on a case-by-case basis for different propeller geometry and inflow conditions. Within the purview of viscous flow modeling, [36] used a tightly coupled CFD-FEM solver to study high Reynolds number flow over a flexible blade undergoing vortex-induced vibration. The authors presented the requirement of tightly-coupled FSI solvers for studying large-amplitude 3D vibrations at high Reynolds numbers.

Although hydrodynamic studies of cavitating flows over propellers abound in literature, only limited examples of studies that consider FSI have been found. [25] used a one-way coupled commercial computational fluid dynamics (CFD) solver to determine hydrodynamic loads on a cavitating hydrofoil.
undergoing prescribed pitching motion. [2] used a loose hybrid coupling to couple a commercial 2D URANS solver with a 2DOF hydrofoil model to study the effect of cavitation on the hydroelastic stability of hydrofoils. [5] used a similar approach to study the cavity shedding dynamics and flow-induced vibration over a hydrofoil section. Reasonable agreements were reported with experimental measurements. However, there is a need for a robust and accurate unified framework for the strongly-coupled FSI studies of cavitating flows over propellers.

The finite element method lends suitably to this purpose of modeling the cavitating flows with fluid-structure interaction. It has long been staple for the study of structural deformations, and has also been successfully applied to fluid flow studies [32, 33]. However, not much work has yet been done on the modeling of cavitation using the finite element method. [6] presented a variational framework for cavitating flows applied to prescribed motions of hydrokinetic turbines. A monolithic approach was taken for the coupling of the cavitation TEM and flow equations. However, not much discussion has been made on the cavity collapse pressures, shedding dynamics or the numerical stability at high liquid-vapor density ratios seen in marine flows. Recently, Joshi and Jaiman [32] presented a variational finite element framework to study the 3D hydroelastic response of marine riser in turbulent marine flows, undergoing high-amplitude vortex-induced vibrations. A strongly-coupled partitioned approach was taken to solve the governing equations for the fluid flow, the structural deformation and the transport of the eddy viscosity. Further, Joshi and Jaiman [33] presented a positivity preserving variational (PPV) scheme for the numerical solution of two-phase flow of immiscible fluids. A discrete upwind operator was used locally in the interface region demonstrating oscillations. This acted in the form of added diffusion, ensuring positivity of the underlying element-level matrices. The scheme was demonstrated to be effective in reducing spurious pressure oscillations in fluids with high-density ratios. Numerical solutions of cavitating flows using TEMs can benefit from similar treatment. The current work extends this framework by introducing the physics involved in the modeling of cavitating flows.

1.3. Current work and contributions

In the current work, we propose a novel finite element formulation for the numerical modeling of cavitating flows. The objective is to integrate numerical modeling of cavitation into the framework of the stabilized finite element methods. Two cavitation TEMs based on homogeneous flow theory are used to model finite mass transfer rates between the liquid and vapor phases by the process of cavitation. The cavitation TEMs used are by Merkle et al. [41] and Schnerr-Sauer [47]. We present stable linearizations of the two models for our proposed variational formulation. The linearized formulations are implemented in a variational finite element framework and the elemental matrices are imparted a positivity-preserving property for numerical stability in regions dominated by large density ratios. The fluid flow and cavitation solvers are coupled in a staggered partitioned manner for versatility, and predictor-corrector iterations are used for convergence stability and accuracy. A fully-implicit generalized-α time integration scheme [28] with user-controlled high-frequency damping is used to advance the solution in time, allowing for numerical stability at relatively coarse spatial and temporal discretizations. Consistent with the suggestions in [50], the efficacy of the proposed method is demonstrated with respect to the requirements for a robust computational method for cavitating flows. The requirements can be summarized as (i) the accurate prediction of the pressure field, (ii) the ability to handle large density ratios of the order of 100-1000, and (iii) absence of spurious pressure spikes across the cavity interface.

In the sections that follow, the governing equations and the proposed formulation are first presented. Next, a benchmark test of spherical vaporous bubble collapse is used to verify the numerical implementation. The implementation is then validated on a turbulent cavitating flow configuration over a hydrofoil section. Before concluding, the case of a pitching hydrofoil is considered to explore the compatibility of the formulation with FSI and its ability to predict flow features characteristic of cavitating flows. Finally, we close our paper with some concluding remarks.

2. Numerical formulation and implementation

In this section, we present a positivity preserving variational finite element implementation for the numerical solution of TEMs applied to cavitation modeling. In particular, we consider two types of TEM-based homogeneous mixture models classified as follows:

- Model A: Cavitation model with nonlinear mass transfer rate by Schnerr and Sauer [47]
2.1. Governing equations

The strong forms of the governing equations are presented before introducing the variational formulation. We consider the fluid physical domain $\Omega^f(x^f, t)$ with an associated fluid boundary $\Gamma^f(t)$, where $x^f$ and $t$ represent the spatial and temporal coordinates. The working fluid, consisting of the liquid and vapor phases, is assumed to be present in the form of a continuous homogeneous mixture. The phase indicator $\phi^f(x^f, t)$ is used to represent the phase fraction of the liquid phase at any coordinate $(x^f, t)$ in the homogeneous two-phase liquid-vapor mixture. The fluid density ($\rho^f$) and dynamic viscosity ($\mu^f$) are taken as linear combinations of $\phi^f$:

$$\rho^f = \rho_l \phi^f + \rho_v (1 - \phi^f),$$  
$$\mu^f = \mu_l \phi^f + \mu_v (1 - \phi^f),$$

where $\rho_l$ and $\rho_v$ are the densities of the pure liquid and vapor phases, respectively, and $\mu_l$ and $\mu_v$ are the dynamic viscosities of the liquid and the vapor phases.

2.1.1. Cavitation TEM

In the TEM approach, $\phi^f$ is obtained as the solution of a scalar transport equation, which can be written in the conservative form in the ALE framework as:

$$\frac{\partial \phi^f}{\partial t} + \phi^f \nabla \cdot \mathbf{u}^f + (\mathbf{u}^f - \mathbf{u}^m) \cdot \nabla \phi^f = \frac{\dot{m}}{\rho_l},$$

on $(x^f, t) \in \Omega^f$ (3)

where $\chi$ is the referential coordinate system, $\mathbf{u}^f = \mathbf{u}^f(x^f, t)$ is the fluid velocity at each spatial point $x^f \in \Omega^f$ and $\mathbf{u}^m$ is the relative velocity of the spatial coordinates $x^f$ with respect to the referential coordinate system $\chi$. The source term $\dot{m}$ is representative of a finite mass transfer rate that governs the rates of destruction and production of liquid by the process of cavitation. Cavitation TEMs vary in the way $\dot{m}$ is modeled.

Cavitation Model A

For model A by \[47\], $\dot{m}$ is given as a non-linear function of $\phi^f$ and $p^f$:

$$\dot{m}_A = \frac{3\rho_l \rho_v}{\rho^f R_B^3} \sqrt{\frac{2}{3\rho_l |p^f - p_v|}} \left[ C_c \phi^f (1 - \phi^f) \max (p^f - p_v, 0) \right.$$  
$$+ C_v \phi^f (1 + \phi_{nuc} - \phi^f) \min (p^f - p_v, 0) \left. \right].$$

Model A attempts to relate the finite mass transfer rate to the rate of growth/collapse of an equivalent spherical bubble under an external pressure field, using a simplification of the Rayleigh-Plesset equation. Cavitation is assumed to initiate from nucleation sites present in the flow by a heterogeneous nucleation process \[7\]. The initial concentration of nuclei per unit volume ($n_0$) with an associated nuclei diameter($d_{nuc}$) and is assumed to be a constant. It is also assumed that only vaporous cavitation occurs, and the effect of non-condensable gases is not considered. $R_B(x^f, t)$ in Eq. (4) is representative of the equivalent radius of the vapor volume at the coordinates $(x^f, t)$, while $\phi_{nuc}$ is the phase fraction of the initial nucleation sites in an unit volume. These are calculated as

$$R_B = \left( \frac{3}{4\pi n_0} \frac{1 + \phi_{nuc} - \phi^f}{\phi^f} \right)^{1/3} \quad \text{and} \quad \phi_{nuc} = \frac{\pi n_0 d_{nuc}^3}{6} \frac{1}{1 + \frac{\pi n_0 d_{nuc}^3}{6}} (5)$$
The vapor phase at any spatial location is assumed to be present in the form of a concentration of bubbles with identical radii. The model requires as input the condensation coefficient $C_c$ and the evaporation coefficient $C_v$, which require calibration for specific flow configurations. It has been applied to the study of different cavitating flow configurations, including the collapse of vaporous bubbles \cite{19} and cavitating flow over hydrofoils \cite{29}.

We see from Eq. (4) that $\dot{m}_A$ depends on the local pressure $p_f$ as

$$\dot{m}_A \propto \frac{p_f - p_v}{\sqrt{|p_f - p_v|}} \quad p_f(x^f, t) \in \mathbb{R} - \{0\} \quad (6)$$

It is observed that $\dot{m}_A$ is not defined when $p_f = p_v$ and can lead to numerical instability. In the current work, we take

$$\dot{m}_A|_{p_f = p_v} = \lim_{p_f \to p_v} \frac{p_f - p_v}{\sqrt{|p_f - p_v|}} = 0 \quad (7)$$

**Cavitation model B**

For model B, $\dot{m}_B$ is a linear function of both $\phi^f$ and the local pressure $p_f$

$$\dot{m}_B = C_{dest} \rho \frac{p_v^2}{\rho_0 U_\infty^2 t_v} \min (p_f - p_v, 0)$$

$$+ C_{prod} \rho U_\infty \frac{1 - \phi^f}{\rho_0 U_\infty^2 t_v} \max (p_f - p_v, 0) \quad (8)$$

where $p_v$ is the saturation vapor pressure, $U_\infty$ is the free-stream velocity and $t_v$ is the mean flow timescale. For hydrofoils, $t_v$ is taken as $t_v = C/\bar{U}_\infty$, where $C$ is the chord length. $C_{dest}$ and $C_{prod}$ are semi-empirical coefficients influencing the rates of destruction and production of liquid by the process of cavitation. In the current work, we assume $C_{dest} = 1$ and $C_{prod} = 80$ \cite{51, 25}. Model B has been derived using dimensional arguments for clusters of large bubbles and has been applied to macro-scale cavitation over hydrofoils \cite{25, 6}.

### 2.1.2. Fluid momentum and mass conservation

The unsteady Navier-Stokes equations for the fluid momentum and mass conservation can be written in an ALE framework as

$$\rho^f \frac{\partial \mathbf{u}^f}{\partial t} + \rho_f (\mathbf{u}^f - \mathbf{u}^m) \cdot \nabla \mathbf{u}^f - \nabla \cdot \mathbf{\sigma}^f = \mathbf{f}^f, \quad \text{on } (x^f, t) \in \Omega^f, \quad (9)$$

$$\frac{\partial P^f}{\partial t} + \rho^f \nabla \cdot \mathbf{u}^f + (\mathbf{u}^f - \mathbf{u}^m) \cdot \nabla \rho^f = 0, \quad \text{on } (x^f, t) \in \Omega^f, \quad (10)$$

where $\mathbf{f}^f$ is the body force applied on the fluid and

$$\mathbf{\sigma} = \mathbf{\sigma}^f + \mathbf{\sigma}^{des} \quad (11)$$

where $\mathbf{\sigma}^f$ and $\mathbf{\sigma}^{des}$ are the Cauchy stress tensor for a Newtonian fluid and the turbulent stress tensor respectively, given by

$$\mathbf{\sigma}^f = -p^f \mathbf{I} + \mu^f (\nabla \mathbf{u}^f + (\nabla \mathbf{u}^f)^T), \quad (12)$$

$$\mathbf{\sigma}^{des} = \mu_T (\nabla \mathbf{u}^f + (\nabla \mathbf{u}^f)^T), \quad (13)$$

where $p^f$ denotes the fluid pressure and $\mu_T$ is the turbulent viscosity. $\mathbf{\sigma}^{des}$ is modeled using the Boussinesq approximation and in the current work a hybrid URANS-LES turbulence model is applied. The details of the turbulence model implementation can be found in Joshi and Jaiman [32].
2.1.3. Convective form of TEM and local fluid compressibility

In the present work, the conservative form of the transport equation is re-arranged in the form a convection-reaction equation. Taking the material derivative of Eq. (1) in the ALE framework, we obtain

\[
\frac{\partial \rho^f}{\partial t} + (u^f - u^{in}) \cdot \nabla \rho^f = (\rho_l - \rho_v) \left( \frac{\partial \phi^f}{\partial t} + (u^f - u^{in}) \cdot \nabla \phi^f \right)
\]  

(14)

Combining equations (3), (10) and (14), the following forms of the mass continuity equation and the phase indicator transport equation are obtained, which are used in the current implementation.

\[
\nabla \cdot u^f = \left( \frac{1}{\rho_l} - \frac{1}{\rho_v} \right) \dot{m}_s, \quad \text{on } (x^f, t) \in \Omega^f,  
\]  

(15)

\[
\frac{\partial \phi^f}{\partial t} + (u^f - u^{in}) \cdot \nabla \phi^f = \frac{\rho_f}{\rho_l \rho_v} \dot{m}_s, \quad \text{on } (x^f, t) \in \Omega^f.  
\]  

(16)

It is observed that the divergence of the velocity field is no longer zero, and local dilation effects are introduced that are governed by the finite mass transfer rate. This local compressibility exists only within the two-phase mixture and the pure phases are incompressible, since for the cavitation models chosen no mass transfer occurs when \( \phi^f \) equals 0 or 1.

2.1.4. Turbulence viscosity modification

The URANS implementations were developed for incompressible turbulent flows, and are not fully capable of accounting for the local compressibility induced by the presence of vapor. For cavitating flows over hydrofoils, this leads to an over-prediction of the turbulent stresses at the cavity closure and has been reported by [15]. This reduces the momentum of the characteristic re-entrant jet in cavitating flows and does not allow it to penetrate the cavity. Thus, the periodic cavity breakup and shedding is undermined and the cavity remains attached to the surface in a quasi-steady state. This has also been observed by the authors in preliminary investigations, although not presented here. Hence, in the current work the turbulent viscosity is modified in the presence of vapor. An approach similar to that adopted in [15] is taken. The turbulent viscosity \( \mu_T \) is modified as

\[
\mu_{T,mod} = \frac{f(\rho_f)}{\rho_f} \mu_T  
\]  

(17)

\[
f(\rho_f) = \rho_v + \left( \frac{\rho_v - \rho_l}{\rho_v - \rho_l} \right)^n (\rho_l - \rho_v), \quad n \gg 1
\]  

(18)

A value of \( n = 10 \) is used in the current work, which has been shown to agree well with experimental observations of cavity shedding [15].

2.1.5. FSI boundary conditions and fluid mesh deformation

In Section 5, we study cavitating flow over a pitching hydrofoil. We briefly review the FSI boundary conditions and the ALE mesh motion in the continuum setting. The modeling of FSI requires the satisfaction of the velocity continuity and traction equilibrium at the fluid-structure boundary \( \Gamma^{fs} \). Let us consider a structural domain \( \Omega^s \subset \mathbb{R}^3 \) with an associated structural boundary \( \Gamma^s(0) \) at time \( t = 0 \). Let the mapping \( \varphi^s(x^s, t) \) map the deformation of the structure from its initial configuration \( \Omega^s \) to a deformed configuration \( \Omega^s(t) \) at time \( t \), where \( x^s \) denote the material coordinates. We denote the initial fluid-structure interface at \( t = 0 \) by \( \Gamma^{fs}(0) = \Gamma^f(0) \cap \Gamma^s(0) \). At time \( t \) the interface will then be deformed as \( \Gamma^{fs}(t) = \varphi^s(\Gamma^{fs}, t) \). The following kinematic and dynamic conditions are satisfied on \( \Gamma^{fs} \)

\[
u^f(\varphi^s(x^s, t), t) = u^s(x^s, t), \quad \forall x^s \in \Gamma^{fs}  
\]  

(19)

\[
\int_{\varphi^s(\gamma, t)} \sigma^f \cdot n^f d\Gamma + \int_{\gamma} \sigma^s \cdot n^s d\Gamma = 0, \quad \forall \gamma \subset \Gamma^{fs}  
\]  

(20)

where \( u^s \) is the velocity of the structural domain, \( n^f \) and \( n^s \) are the unit normals to the deformed fluid elements \( \varphi^s(\gamma, t) \) and their corresponding structural elements \( \gamma \) on the interface \( \Gamma^{fs} \) respectively. The structural stress tensor \( \sigma^s \) is modeled depending on the type of material.
The fluid spatial coordinates are updated to conform to the structural deformation. The motion of the coordinates which are not at $\Gamma^\infty$ is modeled as an elastic material in equilibrium and the mesh equation is solved as

\begin{align}
\nabla \cdot \sigma^m &= 0, & \text{on } \Omega^f, \\
\eta^f &= \eta^f_D, & \forall \mathbf{x}^f \in \Gamma^m_D
\end{align}

where $\sigma^m = (1 + k_m) \left[ \nabla \eta^f + (\nabla \eta^f)^T + (\nabla \cdot \eta^f) \mathbf{I} \right]$ is the stress experienced at the fluid spatial coordinates due to the strain induced by the deformation of the interface, $\eta^f$ is the displacement of the fluid spatial coordinates. The amount of deformation of the spatial coordinates is controlled using the local stiffness parameter $k_m$. Dirichlet conditions for the fluid mesh displacement $\eta^f_D$ are satisfied on the boundary $\Gamma^m_D$.

2.2. Temporal Discretization

Both the fluid mass and momentum equations and the phase indicator transport equation are discretized in time using a generalized-$\alpha$ predictor-corrector time integration method \[14, 28\]. For linear problems, the generalized-$\alpha$ method can be second-order accurate and unconditionally stable. This also enables the use of a single parameter called the spectral radius $\rho_\infty$, to achieve user-controlled high-frequency damping.

2.2.1. Cavitation TEM

Let $\partial_t \phi^t_{n+\alpha m}$ be the temporal derivative of $\phi^t$ at time $t^{n+\alpha m}$. Using the generalized-$\alpha$ method, $\phi^t$ is solved for at the $n + \alpha$ time-level and integrated in time $t \in [t^n, t^{n+1}]$ according to the rules

\begin{align}
\phi^{t,n+1} &= \phi^{t,n} + \Delta t \partial_t \phi^{t,n} + \gamma \Delta t (\partial_t \phi^{t,n+1} - \partial_t \phi^{t,n}), \\
\partial_t \phi^{t,n+\alpha m} &= \partial_t \phi^{t,n} + \alpha_m (\partial_t \phi^{t,n+1} - \partial_t \phi^{t,n}), \\
\phi^{t,n+\alpha} &= \phi^{t,n} + \alpha (\phi^{t,n+1} - \phi^{t,n}),
\end{align}

where $\Delta t$ is the time step size and $\partial_t \phi^{t,n+\alpha m}$ is the temporal derivative of $\phi^t$ at the $n + \alpha_m$ time level. $\alpha_m$, $\alpha$ and $\gamma$ are generalized-$\alpha$ parameters based on $\rho_\infty$ \[14\].

The transport equation is arranged in the following convection-reaction form for numerical solving

\begin{equation}
G(\partial_t \phi^{t,n+\alpha m}, \phi^{t,n+\alpha}) = \partial_t \phi^{t,n+\alpha m} + (\mathbf{u}^t - \mathbf{u}^m) \cdot \nabla \phi^{t,n+\alpha} + s \phi^{t,n+\alpha} - f = 0,
\end{equation}

where $\mathbf{u}^t - \mathbf{u}^m$ is the convection velocity. The reaction coefficient $s$ and the source term $f$ for model A are given by

\begin{align}
s_A &= -\frac{3}{K_B} \sqrt{\frac{2}{3 \rho_l |\mathbf{u}|^2 - \rho_v}} \left[ C_c (1 - \phi^t) \max (p^t - p_c, 0) + C_c (1 + \phi_{\text{nuc}} - \phi^t) \min (p^t - p_c, 0) \right], \\
f_A &= 0.
\end{align}

while for model B, we have

\begin{align}
s_B &= \frac{\rho_f}{\rho_v} \left[ \frac{p}{\rho_v} - \frac{C_{\text{dest}}}{3 \rho_l U_{\infty} t_\infty} \min (p - p_c, 0) + \frac{C_{\text{prod}}}{\frac{3}{2} \rho_l U_{\infty}^2 t_\infty} \max (p - p_c, 0) \right], \\
f_B &= \frac{\rho_f}{\rho_v} \left[ \frac{C_{\text{prod}}}{\frac{3}{2} \rho_l U_{\infty}^2 t_\infty} \max (p - p_c, 0) \right].
\end{align}

2.2.2. Navier-Stokes equations

The Navier-Stokes equations are also discretized using the generalized-$\alpha$ time integration for consistency with the phase indicator transport equation. The variational formulation employs the following relations
for time integration during \( t \in [t^n, t^{n+1}] \)
\[
\begin{align*}
\mathbf{u}^{f,n+1} &= \mathbf{u}^{f,n} + \Delta t \partial_t \mathbf{u}^{f,n} + \gamma \Delta t (\partial_t \mathbf{u}^{f,n+1} - \partial_t \mathbf{u}^{f,n}), \\
\mathbf{u}^{f,n+\alpha} &= \mathbf{u}^{f,n} + \alpha (\mathbf{u}^{f,n+1} - \mathbf{u}^{f,n}), \\
\partial_t \mathbf{u}^{f,n+\alpha m} &= \partial_t \mathbf{u}^{f,n} + \alpha_m (\partial_t \mathbf{u}^{f,n+1} - \partial_t \mathbf{u}^{f,n}).
\end{align*}
\] (29) (30) (31)

The semi-discrete forms of the Navier-Stokes equations are written as
\[
\rho \partial_t \mathbf{u}^{f,n+\alpha m} |_\chi + \rho \mathbf{f} \left( \mathbf{u}^{f,n+\alpha} - \mathbf{u}^{m,n+\alpha} \right) \cdot \nabla \mathbf{u}^{f,n+\alpha} - \nabla \cdot \sigma^{n+\alpha} - f^{n+\alpha} = 0,
\] (32)
\[
\nabla \cdot \mathbf{u}^{f,n+\alpha} - \left( \frac{1}{\rho_t} - \frac{1}{\rho_c} \right) \hat{n} = 0,
\] (33)

### 2.3. Spatial discretization and variational statement

Next, we present the stabilized variational form of the governing equations. We first present the positivity preserving variational form of the cavitation model, followed by the Navier-Stokes equations. The stabilized variational form for the incompressible Navier-Stokes has been discussed in detail in other work \([22, 31]\), which we shall not reproduce here. However, the presence of the non-zero divergence of the fluid velocity introduces additional terms to the formulation, which merits a brief discussion.

#### 2.3.1. Cavitation TEM

The fluid computational domain \( \Omega^f \) is spatially discretized into \( n_{el} \) number of elements such that \( \Omega^f = \bigcup_{e=1}^{n_{el}} \Omega^f_e \) and \( \Omega = \bigcap_{e=1}^{n_{el}} \Omega^f_e \). The test solutions are taken from the space \( S^h \), which equal the given Dirichlet boundary condition at the boundary \( \Gamma_D \). The test functions are taken from the space \( V_h^f \), which vanish on the Dirichlet boundary. We state the variational form of the phase indicator transport equation to find \( \phi_h^N \left( x^f, t^{n+\alpha} \right) \in S^h \) such that \( \forall \mathbf{w}_h \in V_h^f \),
\[
\int_{\Omega^f} \left( w_h \partial_t \phi_{h}^{f,n+\alpha m} + w_h \left( \mathbf{u}^{f,n+\alpha} - \mathbf{u}^{m,n+\alpha} \right) \cdot \nabla \phi_{h}^{f,n+\alpha} + w_h s_{h}^{f,n+\alpha} - w_h f \right) d\Omega^f
\]
+ \[
\sum_{e=1}^{n_{el}} \int_{\Omega^f_e} \left( \left( \mathbf{u}^{f,n+\alpha} - \mathbf{u}^{m} \right) \cdot \nabla w_h \right) \tau_{\phi} \partial_t \phi_{h}^{f,n+\alpha m} + \left( \mathbf{u}^{f,n+\alpha} - \mathbf{u}^{m} \right) \cdot \nabla \phi_{h}^{f,n+\alpha} + s_{h}^{f,n+\alpha} - f \right) d\Omega^f_e
\]
+ \[
\sum_{e=1}^{n_{el}} \int_{\Omega^f_e} \chi | \nabla \phi_{h}^{f,n+\alpha} |_{c}^{\text{add}} \nabla w_h \cdot \left( \mathbf{u}^{f,n+\alpha} - \mathbf{u}^{m} \right) \otimes \left( \mathbf{u}^{f,n+\alpha} - \mathbf{u}^{m} \right) \cdot \nabla \phi_{h}^{f,n+\alpha} d\Omega^f_e
\]
+ \[
\sum_{e=1}^{n_{el}} \int_{\Omega^f_e} \chi | \nabla \phi_{h}^{f,n+\alpha} |_{c}^{\text{add}} \nabla w_h \cdot \left( \mathbf{I} - \mathbf{u}^{f,n+\alpha} \otimes \mathbf{u}^{f,n+\alpha} \right) \cdot \nabla \phi_{h}^{f,n+\alpha} d\Omega^f_e = 0,
\]

where the first line represents the standard Galerkin finite element terms. The second line consists of linear stabilization terms with the stabilization parameter \( \tau_{\phi} \) given by \([53]\)
\[
\tau_{\phi} = \left[ \frac{2}{\Delta t} + \left( \mathbf{u}^{f} - \mathbf{u}^{m} \right) \cdot \mathbf{G} \left( \mathbf{u}^{f} - \mathbf{u}^{m} \right) + s \right]^{-1/2},
\] (35)
where \( \mathbf{G} \) is the element contravariant metric tensor, which is defined as
\[
\mathbf{G} = \frac{\partial x^f}{\partial \xi} \frac{\partial x^f}{\partial \xi}^T.
\] (36)

where \( x^f \) and \( \xi \) are the physical and parametric coordinates respectively. \( \mathbf{R}_{\phi} \) is the residual of the phase indicator transport equation given as
\[
\mathbf{R}_{\phi} = \partial_t \phi_{h}^{f,n+\alpha} + \left( \mathbf{u}^{f,n+\alpha} - \mathbf{u}^{m} \right) \cdot \nabla \phi_{h}^{f,n+\alpha} + s_{h}^{f,n+\alpha} - f.
\] (37)

The linear stabilization terms are used to address spurious oscillations in the solution when convection and reaction effects are dominant. However, separate treatment is required to address oscillations in
the solution near the regions of high gradients [33]. Across the cavity interface, the transition from the liquid to the vapor phase takes place over the span of a few elements, and the spatial gradient of $\phi^f$ is very high. As seen in Eq. (1) and Eq. (2), physical properties of the fluid such as the density and the viscosity are obtained as weighted linear interpolations of $\phi^f$. Unbounded oscillations in $\phi^f$ can result in negative values of $\rho^f$ and $\mu^f$, which are unphysical and can induce numerical instability. To address this, we introduce additional non-linear stabilization terms that impart a positivity property to the underlying element-level matrices. The third and fourth lines of Eq. (34) contain the positivity preserving nonlinear stabilization terms in the streamwise and crosswind directions respectively [33]. These essentially act as added diffusion in the region of high gradients and ensure that the element-level matrix is an $M$-matrix.

The PPV parameters $\chi, k^\text{add}_a$ and $k^\text{add}_c$ for the phase indicator transport equation are obtained as:

\begin{align}
\chi &= \frac{2}{|s|h + 2} \left| |(u^f - u^m)| - \frac{\tau_\phi}{s} h + \frac{\tau_\phi}{s} \phi \right|, \\
k^\text{add}_a &= \max \left\{ \frac{|(u^f - u^m)| - \frac{\tau_\phi}{s} h + \frac{\tau_\phi}{s} \phi \right|}{h, 0}, \\
k^\text{add}_c &= \max \left\{ \frac{|(u^f - u^m)| h - \frac{sh^2}{6}, 0}{} \right\},
\end{align}

where $|(u^f - u^m)|$ is the magnitude of the convection velocity and $h$ is the characteristic element length [31]. We next present the Navier-Stokes equations and its variational form for the two-phase solver.

### 2.3.2. Navier-Stokes equations

The trial solution is taken from the function space $S^h$, the values of which satisfy the Dirichlet boundary condition at the Dirichlet boundary $\Gamma_D$. Let $V^h$ be the space of test functions which vanish on $\Gamma_D$. We formulate the variational statement for the fluid flow equations to find $[u_h^{n+\alpha}, p_h^{n+1}] \in S^h$ such that $\forall [\psi_h, q_h] \in V^h$,

\begin{align}
&\int_{\Omega^f} \psi_h^f \left( \rho^f \partial_t u_h^{f,n+\alpha} + \rho^f (u_h^{f,n+\alpha} - u^m) \cdot \nabla u_h^{f,n+\alpha} \right) d\Omega \\
&+ \int_{\Omega^f} \nabla \psi_h^f : \sigma_h^{f,n+\alpha} d\Omega + \int_{\Gamma^{(n+1)}} q_h \left( \nabla \cdot u_h^{f,n+\alpha} \right) d\Gamma \\
&+ \sum_{c=1}^{n+1} \int_{\Omega^c} \tau_m \left( \rho^f \left( u_h^{f,n+\alpha} - u^m \right) \cdot \nabla \psi_h^f + \nabla q_h \right) \cdot (R_m d\Omega^c + \sum_{c=1}^{n+1} \int_{\Omega^c} \nabla \cdot \psi_h^f \tau_m \sigma_h^{f,n+\alpha} \cdot R_c d\Omega^c \right) \\
&- \sum_{c=1}^{n+1} \int_{\Omega^c} \tau_m \left( \nabla \psi_h^f \cdot (R_m \cdot \nabla \psi_h^f) + \sum_{c=1}^{n+1} \int_{\Omega^c} \nabla \psi_h^f \cdot (\nabla \psi_h^f) \right) d\Omega^c + \int_{\Omega^f} \psi_h^f \cdot f_h^{f,n+\alpha} d\Omega + \int_{\Gamma^N} \psi_h^f \cdot h_h^{f,n+\alpha} d\Gamma + \int_{\Omega^c} q_h \left( \frac{1}{\rho_l} - \frac{1}{\rho_e} \right) \eta_h^{f,n+\alpha} d\Omega,
\end{align}

where the first and second lines contain the standard Galerkin finite element terms of the momentum and the continuity equation. The third line contains the Galerkin Least Squares stabilization terms for the momentum and mass continuity equations. The fourth line contains stabilization terms based on the multi-scale argument [29, 21]. The fifth line contains the Galerkin terms for the body force and the Neumann boundary in the momentum equation. The term in under-braces corresponds to the Galerkin projection of the term in the mass conservation equation dependent on $\rho^f$, and has been introduced in this formulation. The element-wise residual of the momentum and the continuity equations denoted by $R_m$ and $R_c$ respectively are given by

\begin{align}
R_m(u^f, \rho^f) &= \rho^f \partial_t u_h^{n+\alpha} + \rho^f (u_h^{f,n+\alpha} - u^m) \cdot \nabla u_h^{f,n+\alpha} - \nabla \cdot \sigma_h^{f,n+\alpha} - f_h^{f,n+\alpha}, \\
R_c(u^f, \rho^f, \phi^f) &= \nabla \cdot u_h^{f,n+\alpha} - \left( \frac{1}{\rho_l} - \frac{1}{\rho_e} \right) \eta_h^{f,n+\alpha}.
\end{align}
\[ \tau_m = \left( \frac{2}{\Delta t} \right)^2 + u_h \cdot G u_h + C_I \left( \frac{\mu(\phi)}{\rho(\phi)} \right)^2 G : G \right]^{-1/2}, \quad (44) \]

\[ \tau_c = \frac{1}{f_t(G)\tau_m}. \quad (45) \]

where \( C_I \) is a constant derived from the element-wise inverse estimate \[23\] and \( \text{tr}(G) \) denotes the trace of \( G \).

2.4. Finite element matrix form

The Navier-Stokes equations are coupled with the phase fraction transport equation in a partitioned manner as shown in Eq. \[16\] and Eq. \[17\]. The equations are linearized with a Newton-Raphson technique to solve for the incremental velocity, pressure and phase indicator which are advanced in time using the Generalized-\( \alpha \) time integration method. The linearized matrices for the fluid flow and the phase indicator transport equations are arranged in the form

\[ [K_\phi] \{ \Delta \phi^{l,n+\alpha} \} = \{ \mathcal{R}_\phi \} \quad (47) \]

where \( K_\phi \) is the stiffness matrix of the momentum equation, \( G_\phi \) is the discrete gradient operator and \( C_\phi \) is the divergence operator. \( C_\phi \) consists of the pressure-pressure stabilization term and the terms in the mass continuity equation having dependency on the pressure. \( K_\phi \) is the stiffness matrix for the phase indicator transport equation, consisting of the transient, convection, reaction, linear stabilization terms and the non-linear PPV stabilization terms. \( \Delta u^{l,n+\alpha}, \Delta p^{l,n+1} \) and \( \Delta \phi^{l,n+\alpha} \) are the increments in velocity, pressure and the phase indicator respectively.

Linearization of the phase indicator transport equation requires the derivative of the terms in Eq. \[2.2.1\] with respect to \( \phi^{l,n+\alpha} \).

\[ \frac{\partial G}{\partial \phi^{l,n+\alpha}} = \frac{\partial (\phi^{l,n+\alpha})}{\partial \phi^{l,n+\alpha}} + \frac{\partial \left((u^m - u^l) \cdot \nabla \phi^{l,n+\alpha}\right)}{\partial \phi^{l,n+\alpha}} + \frac{\partial (s \phi^{l,n+\alpha})}{\partial \phi^{l,n+\alpha}} - \frac{\partial f}{\partial \phi^{l,n+\alpha}} \quad (48) \]

\[ = \frac{\alpha_m}{\alpha_m \Delta t} \frac{\partial \phi^{l,n+\alpha}}{\partial \phi^{l,n+\alpha}} \quad (49) \]

where the derivative of the transient term reduces to a constant obtained from the generalized-\( \alpha \) relations in Eq. \[23\]. Owing to the symmetrical property of second order cross-derivatives, the convective term also reduces to zero. The derivative of the reaction term \( \frac{\partial \phi^{l,n+\alpha}}{\partial \phi^{l,n+\alpha}} \) needs to be calculated. Similarly, in the linearization of the mass continuity equation we encounter the term \( \frac{\partial \phi^{l,n+\alpha}}{\partial \phi^{l,n+\alpha}} \). Care must be taken in forming the terms \( \frac{\partial \hat{m}}{\partial \phi^{l,n+\alpha}} \) and \( \frac{\partial \phi^{l,n+\alpha}}{\partial \phi^{l,n+\alpha}} \) for a stable linearization of the matrices \( C_\phi \) and \( K_\phi \) respectively. In model A, \( \hat{m} \) varies non-linearly with both \( p \) and \( \phi^l \), along with a discontinuity at \( p = p_c \). Model B presents a simpler linearization with \( \hat{m} \) being a linear function of both \( p \) and \( \phi^l \). We propose linearizations for the said terms in Tables. \[\text{I} \] and \[\text{II} \] respectively. The presented linearizations have been tested to be stable over a range of temporal and spatial discretizations on two different cavitating flow configurations.

2.5. Implementation details

Algorithm \[\text{I} \] shows the algorithm for the staggered partitioned coupling of the implicit Navier-Stokes and cavitation solvers. This provides two unique advantages compared to monolithic couplings - (i) simplicity of linearization and implementation, and (ii) the flexibility to couple additional governing
\[
\begin{align*}
&\text{Model A} & & \text{Model B} \\
\text{\(p_{h}^{n+1} > p_v\)} & C_c \phi_h^{f, n+1} (1 - \phi_h^{f, n+1}) \frac{\rho f p_v}{\rho B} \sqrt{\frac{3}{2} (p_{h}^{n+1} - p_v)} & C_{prod} \frac{1 - \phi_h^{f, n+1}}{\frac{1}{2} \rho U_{\infty}^2 t_{\infty}} \\
\text{\(p_{h}^{n+1} < p_v\)} & C_c \phi_h^{f, n+1} (1 + \phi_{\text{nuc}} - \phi_h^{f, n+1}) \frac{\rho f p_v}{\rho B} \sqrt{\frac{3}{2} (p_v - p_{h}^{n+1})} & C_{dest} \frac{\rho f p_v}{\rho B} \frac{1}{2} \rho U_{\infty}^2 t_{\infty} \\
\text{\(p_{h}^{n+1} = p_v\)} & 0, \text{ using } \lim_{p_{h}^{n+1} \to p_v} \frac{p_{h}^{n+1} - p_v}{\sqrt{|p_{h}^{n+1} - p_v|}} = 0 & 0
\end{align*}
\]

Table 1: \(\frac{\partial m_{f, n+1}^{f}}{\partial p_{f, n+1}^{f}}\) in linearized matrix \(C_{\Omega f}\)

\[
\begin{align*}
&\text{Model A} & & \text{Model B} \\
\text{\(p_{h}^{n+1} > p_v\)} & -C_c (1 - 2 \phi_h^{f, n+1}) \frac{3}{R_B} \sqrt{\frac{2}{3} \left( p_{h}^{n+1} - p_v \right)} & \frac{\rho f}{\rho B} \frac{1}{2} \rho_U^2 \frac{t_{\infty}}{p_v} \left( p_{h}^{n+1} - p_v \right) \\
\text{\(p_{h}^{n+1} < p_v\)} & C_c (1 + \phi_{\text{nuc}} - 2 \phi_h^{f, n+1}) \frac{3}{R_B} \sqrt{\frac{2}{3} \left( p_v - p_{h}^{n+1} \right)} & \frac{\rho f}{\rho B} \frac{1}{2} \rho_U^2 \frac{t_{\infty}}{p_v} \left( p_{h}^{n+1} - p_v \right) \\
\text{\(p_{h}^{n+1} = p_v\)} & 0, \text{ using } \lim_{p_{h}^{n+1} \to p_v} \frac{p_{h}^{n+1} - p_v}{\sqrt{|p_{h}^{n+1} - p_v|}} = 0 & 0
\end{align*}
\]

Table 2: \(\frac{\partial (s \phi_h^{f, n+1} \phi_{f, n+1})}{\partial \phi_h^{f, n+1}}\) in linearized matrix \(K_\phi\)

equations as demanded by the case being studied. For example, in Sections 4 and 5 the additional equations for turbulence modeling and the ALE mesh update are similarly coupled using a staggered partitioned approach. For stable and accurate convergence, non-linear predictor-multicorrector iterations are performed within each time step. Let us consider the time level \(t^n\) and the associated velocity \(u^f(x, t^n)\), pressure \(p^f(x, t^n)\) and phase indicator \(\phi^f(x, t^n)\) fields. Each non-linear predictor-corrector iteration consists of one pass through the steps [A], [B], [C] and [D]. In step [A] of the predictor-corrector iteration \(k\), a predictor fluid velocity \(u_{f, n+1}^{(k+1)}(x)\) and pressure \(p_{f, n+1}^{(k+1)}(x)\) is obtained from the solution of the Navier-Stokes equations (Eq. 46). These are passed to the cavitation solver in step [B]. An updated phase indicator \(\phi_{h, n+1}^{(k+1)}(x)\) is obtained in step [C] by solving Eq. 47, which is then passed to the Navier-Stokes solver in step [D]. This updated phase indicator value is used to interpolate the fluid density and dynamic viscosity, and prepare the Navier-Stokes matrices for the next iteration \(k + 1\). This cyclic process is continued till the solvers have achieved the convergence criteria. Then the coupled solver is advanced to the next time level \(t^{n+1}\).
Algorithm 1 Partitioned coupling of implicit Navier-Stokes and cavitation solvers

Input: $u_f^{0,n}, p_f^{0,n}, \phi_f^{0,n}$

for $n \leftarrow 0$ to $n_{last}$ do

Predict solution

$$[u_f^{n+1} p_f^{n+1} \phi_f^{n+1}] \leftarrow [u_f^n p_f^n \phi_f^n]$$

Interpolate density and viscosity fields

$$\rho_f(\phi_f^{n+1}), \mu_f(\phi_f^{n+1})$$

for $k \leftarrow 0$ to convergence/$k_{max}$ do

[A] Navier-Stokes Solver

1. Interpolate solution

$$u_{f(k+1)}^{n+\alpha} \leftarrow u_f^n + \alpha(u_{f(k)}^{n+1} - u_f^n)$$

2. Solve

$$\Delta u_f^{n+\alpha} \text{ and } \Delta p_f^{n+1} \text{ in Eq. (46)}$$

3. Correct solution

$$u_{f(k+1)}^{n+1} \leftarrow u_{f(k+1)}^{n+\alpha} + \Delta u_f^{n+\alpha}$$

$$p_{f(k+1)}^{n+1} \leftarrow p_{f(k+1)}^{n+\alpha} + \Delta p_f^{n+1}$$

4. Update solution

$$u_{f(k+1)}^{n+1} \leftarrow u_f^n + \frac{1}{\alpha}(u_{f(k+1)}^{n+1} - u_f^n)$$

[B] 1. Interpolate solution

$$\phi_{f(k+1)}^{n+1} \leftarrow \phi_f^n + \alpha(\phi_{f(k)}^{n+1} - \phi_f^n)$$

[D] 2. Solve

$$\Delta \phi_f^{n+\alpha} \text{ in Eq. (47)}$$

[C] Cavitation Solver

1. Interpolate solution

$$\phi_{f(k+1)}^{n+1} \leftarrow \phi_f^n + \alpha(\phi_{f(k+1)}^{n+1} - \phi_f^n)$$

2. Solve

$$\Delta \phi_f^{n+\alpha}$$

Non-linear iterations

3. Correct solution

$$\phi_{f(k+1)}^{n+1} \leftarrow \phi_{f(k+1)}^{n} + \Delta \phi_f^{n+\alpha}$$

4. Update solution

$$\phi_{f(k+1)}^{n+1} \leftarrow \phi_f^n + \frac{1}{\alpha}(\phi_{f(k+1)}^{n+1} - \phi_f^n)$$

[B] 1. Interpolate solution

$$u_{f(k+1)}^{n+1} \leftarrow u_f^n + \frac{1}{\alpha}(u_{f(k+1)}^{n+1} - u_f^n)$$

[B] 2. Solve

$$\Delta u_f^{n+\alpha} \text{ and } \Delta p_f^{n+1} \text{ in Eq. (46)}$$

[B] 3. Correct solution

$$u_{f(k+1)}^{n+1} \leftarrow u_{f(k+1)}^{n+\alpha} + \Delta u_f^{n+\alpha}$$

[B] 4. Update solution

$$u_{f(k+1)}^{n+1} \leftarrow u_f^n + \frac{1}{\alpha}(u_{f(k+1)}^{n+1} - u_f^n)$$

end do

end do

A similar partitioned iterative coupling is used between the ALE fluid-cavitation and the structural displacement. In the current study, the structural displacement is dictated by the prescribed motion. Alternatively, for fully-coupled FSI studies the structural displacement can be obtained by solving the governing equations for the structural mechanics as presented in Joshi and Jaiman [32]). At time $t^n$, let us consider a predictor structural displacement $\eta_s^p(x_s^n, t^n)$ obtained from the structural update in the Lagrangian reference frame. These structural displacements are then passed to the fluid solvers, while satisfying kinematic conditions at the fluid-structure interface $\Gamma_{fs}$ as follows. At the time $t^{n+1}$, the displacement $\eta_f$ of the fluid spatial coordinates (i.e., Eulerian mesh coordinates) at the wetted boundary $\Gamma_{fs}$ are equated to the structural displacement $\eta_s^p$.

$$\eta_f^{n+1} = \eta_s^p,$$

on $\Gamma_{fs}$

(50)

In addition, the velocity continuity is satisfied at the interface is satisfied at the time $t^{n+\alpha}$ as

$$u_f^{n+\alpha} = u_s^{n+\alpha},$$

on $\Gamma_{fs}$

(51)
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with the mesh velocity at the interface evaluated as
\[
\mathbf{u}^{m,n+\alpha} = \frac{\eta^{f,n+1} - \eta^{f,n}}{\Delta t}, \quad \text{on } \Gamma^{fs}
\] (52)

Away from the interface \(\Gamma^{fs}\) and any Dirichlet conditions on \(\eta^f\) on the Dirichlet boundary \(\Gamma^{D}_D\), Eq. (21) is solved for updating the fluid spatial coordinates. The flow-cavitation equations are then solved with the updated kinematic boundary conditions and the displaced fluid spatial coordinates. The updated hydrodynamic forces are passed to the structural solver to correct the deformations. This sequence is repeated iteratively till converged solutions are obtained.

For the finite element discretization of the variables \(u^f, p^f\) and \(\phi^f\), we consider equal-order interpolations. The Harwell-Boeing sparse matrix format is used to form and store the matrices for the linear system of equations. A Generalized Minimal RESidual (GMRES)\[46\] algorithm is used to solve the linear system. We observe that 2-3 non-linear iterations (as described in Algorithm 1) are sufficient to obtain a converged solution at each time-step. The solver uses communication protocols based on standard message passing interface \[1\] for parallel computing on distributed memory clusters.

3. Numerical verification and convergence

A stabilized numerical method for the solution of cavitating flows has been presented. In this section we verify the implementation and discuss its convergence and efficacy.

3.1. Analytical solution of vaporous spherical bubble collapse

The numerical implementation is verified by comparison with the analytical solution of the Rayleigh-Plesset equation for spherical bubble dynamics. It has influenced several works on the study of cavitation and bubble dynamics, and has seen many adaptations over the last century. We present here only salient features relevant to the current study and interested readers are directed to comprehensive texts such as \[7, 17\].

We consider the case of an iso-thermal collapse of a spherical vaporous bubble. A bubble of radius \(R_0\) is initialized in an infinite domain of liquid with a constant far-field pressure \(p_\infty\). It is assumed that the bubble contents are homogeneous and consist only of saturated vapor and no non-condensable gases. It is also assumed that the pure liquid is incompressible. In the absence of any non-condensable gases, the uniform pressure \(p_B(t)\) inside the bubble equals \(p_v\). Fig. (2) shows the schematic of the domain. Spherical symmetry is assumed and a one-dimensional analysis is performed along the radial direction.

![Figure 2: Representative schematic for iso-thermal collapse of a vaporous spherical bubble](image)

Using mass conservation in the incompressible liquid outside the bubble, the radial outward velocity \(u(r,t)\) at a radial distance \(r\) from the center of the bubble can be shown to follow an inverse square law of the form

\[
u(r, t) \propto \frac{1}{r^2}
\] (53)
Assuming that the liquid at the interface is in thermal equilibrium with the vapor at the saturation temperature, no mass transfer in the form of evaporation or condensation occurs at the interface. Thus, at the interface the velocity \( u(R, t) = \frac{dR}{dt} \). Thus Eq. (53) can be written as

\[
\frac{dR}{dt} = \left[ \frac{\partial p}{\rho_l \partial r} + \frac{\partial u}{\partial t} \right] + \frac{1}{r^2} \left[ \frac{\partial}{\partial r} \left( r^2 \frac{\partial u}{\partial r} \right) - \frac{2u}{r^2} \right]
\]

Substituting the expression for \( u \) from Eq. (54) the following relation is obtained

\[
- \frac{1}{\rho_l} \frac{\partial p}{\partial r} = 2 \left( \frac{dR}{dt} \right)^2 \left( \frac{R}{r^2} - \frac{R^4}{r^5} \right) + \frac{R^2}{r^2} \frac{d^2 R}{dt^2}
\]

Assuming surface tension and viscous effects to be negligible, and the absence of any mass transfer at the interface, \( p_r = p_b(t) = p_v \). Using this assumption, spatial integration of Eq. (56) between \( r = R \) and \( r \to \infty \), gives the well-known Rayleigh equation [44]:

\[
\frac{p_v - p_{\infty}}{p_l} = R \frac{d^2 R}{dt^2} + \frac{3}{2} \left( \frac{dR}{dt} \right)^2
\]

Eq. (57) can be integrated to obtain the interface velocity during the collapse

\[
\frac{dR}{dt} = - \sqrt{\frac{2}{3} \frac{p_v - p_{\infty}}{p_l} \left( 1 - \frac{R^3}{R^3} \right)}
\]

The interface acceleration is obtained as

\[
\frac{d^2 R}{dt^2} = \frac{p_v - p_{\infty}}{p_l} \frac{R^3}{R^2}
\]

Using the kinematic relations in Eq. (58) and Eq. (59), Eq. (56) can be integrated between \( r \) (in the liquid outside the bubble) and \( r \to \infty \) to obtain the pressure \( p(r, t) \) at the radial distance \( r \) from the centre of the bubble

\[
\frac{p(r, t) - p_{\infty}}{p_{\infty} - p_v} = - \frac{4}{3} \left( 1 - \frac{R_0^3}{R^3} \right) \left( \frac{R}{r} - \frac{1}{4} \frac{R^4}{r^4} \right) - \frac{R_0^3}{R^2 r}
\]

In the absence of thermal effects and non-condensable gas content, we encounter the special case of a vaporous bubble collapsing to zero volume. The total time \( t_{tc} \) taken by such a bubble to collapse from an initial radius \( R_0 \) is presented by Rayleigh’s relation [44]:

\[
t_{tc} = 0.915 R_0 \left( \frac{\rho_l}{p_{\infty} - p_v} \right)^{1/2}
\]

3.2. Numerical case setup

As we discussed in Section 1, the numerical modeling of cavitation requires careful consideration of the cavitation model based on the spatial-temporal scales of the particular flow configuration. We use cavitation model A for the numerical study of this case of micro-scale bubble collapse because of its origins in the Rayleigh-Plesset equation. In addition, model A has been previously used to study this configuration in [19], where an implementation based on the finite volume method was used. For comparison of the efficacy of the present variational finite element implementation, we set up our numerical case using similar geometrical parameters and model coefficients as in [19].

For the numerical study we consider a 3D spherical domain of \( R_{\infty} = 0.5m \), consisting of quiescent liquid. A spherical vaporous bubble of radius \( R_0 = 4 \times 10^{-4}m \) is initialized in the centre of the domain. The spherical domain is discretized using 840264 hexahedral elements, with 49 nodes in the radial direction resolving the initial bubble. The initial phase indicator and pressure inside the bubble are set
to 0.01 and $p_v = 2320\text{Pa}$ respectively, corresponding to the vapor phase. Outside the bubble, the phase indicator is set to 1. The pressure in the liquid is initialized according to Eq. (60). Fig. (3) shows the initial conditions for the phase indicator. A far-field pressure $P_\infty = 1 \times 10^5\text{ Pa}$ is weakly enforced over the outer surface boundary of the domain using a traction boundary condition. The densities of the pure liquid and vapor phases are taken as $\rho_l = 1000\text{ kg m}^{-3}$ and $\rho_v = 0.01389\text{ kg m}^{-3}$, giving a density ratio $\rho_l/\rho_v \approx 72000$. The dynamic viscosities of the two phases are set to $\mu_l = 0.001\text{ kg m}^{-1}\text{s}^{-1}$ and $\mu_v = 10^{-5}\text{ kg m}^{-1}\text{s}^{-1}$. The model parameters $n_0$ and $d_{nuc}$ are assumed to be $10^8$ and $10^{-4}\text{ m}$ respectively. The condensation and evaporation coefficients are set to $C_c = C_v = 100$.

3.3. Results and discussion

The results of the numerical study are first compared to the exact solution of Eq. (58). Fig. (4a) shows the evolution of the bubble radius $R(t)$ with time. In the numerical study, we consider the bubble radius to be the effective radius of the volume of vapor in the domain.

$$R = \left( \frac{3}{4\pi} \int_{\Omega^l} (1 - \phi^l) \, d\Omega^l \right)^{1/3} \tag{62}$$

Since no evaporation occurs outside the bubble, and no convection of vapor occurs though the boundary at $R_\infty \left( \frac{\partial \phi^l}{\partial r} = 0 \right)$, the only vapor content in the domain is in the bubble. This is also confirmed later in Fig. (6a). Thus, Eq. (62) is seen to represent the bubble radius well. The bubble radius and the solution time are non-dimensionalized using the initial bubble radius $R_0$ and the Rayleigh collapse time $t_{rc}$ respectively. We consider predictions obtained using four different values of the numerical time-step $\Delta t$. It can be observed from Fig. (4a) that solutions obtained using $\Delta t \leq 1 \times 10^{-7}\text{ s}$ are able to capture the evolution of the bubble radius well. To proceed, we sample the error between the numerical and exact bubble radius at four instances during the collapse process. These sampling instances correspond to the physical times $0.405t_{rc}$, $0.810t_{rc}$, $0.945t_{rc}$ and $0.972t_{rc}$. We compute the Root Mean Square Percentage

\begin{align*}
\text{RMSE} &= \frac{1}{N} \sum_{i=1}^{N} (R_i - \bar{R})^2 \\
\text{RMSPE} &= \frac{1}{N} \sum_{i=1}^{N} \left( \frac{R_i - \bar{R}}{\bar{R}} \right)^2
\end{align*}
Error (RMSPE) using the sampled results as

\[
\text{RMSPE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \Delta R_{\text{rel},i}^2} \cdot 100\% 
\]

with

\[
\Delta R_{\text{rel},i} = \frac{R_{\text{num},i}}{R_{\text{exact},i}} - 1 
\]

where \( R_{\text{num},i} \) is the numerically obtained bubble radius and \( R_{\text{exact},i} \) is the exact solution and \( i \) denotes the index of the sampling time. Figure (4b) shows the calculated RMSPE for different values of \( \Delta t \). We observe that the RMSPE is below 2.5% for \( \Delta t \leq 5 \times 10^{-8} \) s, indicating good agreement with the exact solution. Thus, for the rest of this study we present results obtained with \( \Delta t = 5 \times 10^{-8} \) s.

Remark 1. The solution is observed to be convergent and stable across a range of time-step sizes, even at large values of the order of \( \Delta t = 1 \times 10^{-6} \) s. No numerical oscillations are seen in the solution fields in the domain. [19] reported the presence of spurious pressure pulses in the domain for \( \Delta t > 5 \times 10^{-8} \) s. We note the efficacy of the present implementation in suppressing these spurious oscillations.

We next look at the predicted pressure field, which is another quantity of interest in cavitating flows. It is well known that the cavity collapse process can result in high pressures in the domain, several times the magnitude of the collapse driving pressure \( p_\infty \). Thus, for any effective study of the fluid-structure interaction and noise effects in cavitating flows, it is important that the cavitation solver is able to accurately capture the pressure field. Figure (5a) shows the non-dimensional pressure \( \Pi = \frac{p^f - p_\infty}{p_\infty - p_v} \) in the domain at different times during the bubble collapse, compared to the analytical solution of Eq. (60). The pressure \( p^f \) is taken in the radial direction along the \( z \)-coordinate axis, with \( r = 0 \) at the center of the bubble. The numerically obtained pressures are observed to be in good agreement with the analytical solution. The peak pressures are close to the expected values, and an improvement in accuracy is obtained compared to results presented in [19]. No spurious spikes or numerical oscillations are observed in the pressure.

However, it is observed that at the final stages of the collapse process, the pressure inside the bubble is higher than \( p_v \). This deviates from the assumption that the bubble pressure \( p_B(t) \) equals \( p_v \) at all times. Increasing the coefficients \( C_c \) and \( C_v \) appears to resolve this. Fig. (5a) compares the pressure profile at \( t = 0.945 \tau_R \) for three values of the evaporation and condensation coefficients. At \( C_c = C_v = 175 \), the pressure profile nearly matches the analytical solution. The pressure inside the bubble is also observed to approach closer to the theoretical value of the vapor pressure. On further increasing the \( C_c = C_v \) to 250, the vapor pressure inside the bubble is recovered. However, the peak pressure is observed to be under-predicted. Thus, a systematic tuning of the semi-empirical coefficients is required, which is one of the limitations of such phenomenological models. However, further tuning of these parameters is beyond the scope of the current work.

Unlike in [19] where spherical symmetry was assumed in the numerical simulation, in the current study we consider the full 3D spherical domain. Numerical discretization and the weakly enforced far-field pressure boundary condition can introduce asymmetry in the solution field. To determine the ability of the solver to preserve the symmetrical nature of the solution, the non-dimensional pressure \( \Pi \) is plotted along the three cartesian directions. Fig. (5c) shows the comparison of \( \Pi \) (at \( t = 0.972 \tau_c \), \( C_c = C_v = 100 \)) in the \( x \), \( y \) and \( z \) directions as a function of the distance from the centre of the bubble. It is observed that the 3D solver is able to naturally preserve the symmetry of the collapsing bubble.

Remark 2. We note the ability of the present implementation to accurately predict the pressure in the domain, and the absence of spurious pressure oscillations across the bubble interface. The vapor pressure inside the cavity is also recovered, although it requires careful calibration of the model coefficients. It is possible that an adaptive calibration (e.g., deep learning models [42]) of these coefficients can aid in generalizing the model to multiple flow configurations. This can be explored in future studies.

Next, we investigate the predicted values of the phase indicator \( \phi^f \) in the domain. As discussed previously, presence of large spatial gradients of \( \phi^f \) across the bubble interface can result in unbounded numerical oscillations in the density field, and in turn the pressure field. Fig. (6a) shows the distribution of \( \phi^f \) along...
Figure 4: Numerical assessment of spherical bubble collapse problem: (a) comparison of bubble radius against analytical solution of the Rayleigh equation (b) root mean square percentage error in bubble radius calculation at different values of the numerical time-step size $\Delta t$
Figure 5: Spherical bubble collapse problem: (a) comparison of non-dimensional pressure $\Pi$ with the analytical solution at different time steps, (b) sensitivity of non-dimensional pressure $\Pi$ on the coefficients $C_c$ and $C_v$, and (c) assessment of spherical symmetry.

Remark 3. We note the ability of the present implementation to recover monotone and bounded solutions across the bubble interface. The absence of spurious oscillations in $\phi^f$ in the vicinity of the interface...
Figure 6: Spherical bubble collapse problem: Distribution of $\phi^f$ and $\left(\frac{\partial\phi^f}{\partial r}\right)$ in the vicinity of the bubble surface allows the solver to be stable at large values of the density ratio $\frac{\rho_l}{\rho_v}$. It is worth emphasizing, in the current study, the density ratio is taken $\approx 72000$. 
4. Turbulent cavitating flow over a hydrofoil: A validation study

In this section, we validate the proposed numerical method on the case of turbulent cavitating flow over a hydrofoil. This is an often-encountered scenario in marine propellers where fluid acceleration over the hydrofoil surface can result in very low pressures and cavity inception near the blade leading edge. For this study, we use cavitation model B because of its origins in flows involving large bubble clusters. It is computationally less expensive, and has been previously applied to the study of macro-scale cavitation over hydrofoils. The turbulence model is validated first on non-cavitating flow before proceeding to the case of cavitating flow. Fig. (7) shows the general schematic of the computational domain used in the sections to follow. $C$ is the hydrofoil chord length, $\alpha$ is the angle of attack of the incoming flow, $H$ is the channel height and $\nu_T$ is the kinematic turbulence viscosity. Specific details are given in the respective case descriptions.

\[ u_f \cdot n_f = 0, \sigma \cdot n_f = 0 \]
\[ \sigma \cdot n_f = 0 \]
\[ \nabla \phi^f \cdot n_f = 0 \]

\[ u_f = [U_\infty, 0, 0] \]
\[ \phi^f = 1 \]
\[ u^f = 0, \nu_T = 0 \]

Figure 7: Representative computational domain and associated boundary conditions for cavitating flow over hydrofoil

4.1. Turbulence model validation

In the current study, we employ a hybrid URANS-LES model to model turbulence. We validate the turbulence model on non-cavitating flow over a hydrofoil section. A NACA66 hydrofoil with chord length $C = 0.15m$ and a span equal to $0.3C$ is used in the study. The height of the channel $H = 1.28C$. Fig. (8) shows the computational grid. The grid consists of 76364 hexahedral elements (eight-node bricks) resolving the cross-section. 30 nodes resolve the spanwise direction. A target $y^+ = y u_\tau / \nu = 1$ was maintained in the discretization of the hydrofoil boundary layer, where $y$ is the height of the first node from the wall, $u_\tau$ is the friction velocity and $\nu$ is the kinematic viscosity of the single phase liquid. The flow Reynolds number is $8 \times 10^5$, with a free-stream velocity $U_\infty = 5.333 \text{ m s}^{-1}$. Liquid water at 25$^\circ$C is taken as the working fluid, with a single-phase density of $\rho_l = 999.19 \text{ kg m}^{-3}$. A Dirichlet velocity condition equal to $U_\infty$ is set at the inlet with a natural traction-free outflow condition at the flow exit. A symmetric boundary condition is used on the top and bottom surfaces with periodic conditions on the spanwise surfaces. The time-step $\Delta t$ of the numerical simulation is set to $1.407 \times 10^{-4} (T_{ref}/200$, where $T_{ref} = C/U_\infty$).

For our validation, the angle of attack $\alpha$ of the hydrofoil is varied between $0^\circ - 4^\circ$ for the non-cavitating flow condition, and the time-averaged lift ($C_L$) and drag ($C_D$) coefficients were monitored. Fig. (9) shows the comparison of $C_L$ and $C_D$ obtained from the numerical simulation with the experimental results in [38]. The predicted numerical results are observed to agree well with the experimental values in the non-cavitating regime, and are within the uncertainties for $C_L (\Delta C_L = 0.012)$ and $C_D (\Delta C_D = 0.002)$ reported in [38].
4.2. Cavitation flow over a hydrofoil

To proceed further, the case of turbulent cavitating flow over a hydrofoil is studied using our numerical solver. A NACA0012 hydrofoil with $\alpha = 1^\circ$ is considered with a Reynolds number of $2 \times 10^6$. The chord length $C = 1$ with the height of the channel $H = 6C$. Figure (10) shows the computational grid used in the study. The domain is discretized with 90340 hexahedral elements and a 2D periodic boundary condition is applied in the spanwise direction. A target $y^+$ equal to 1 is enforced at the hydrofoil surface. The fluid domain is initialized with a liquid phase fraction of $\phi^f = 1$. A freestream velocity of $U_\infty = 1\text{m s}^{-1}$ is applied at the inlet as a Dirichlet boundary condition. A traction-free outflow boundary condition is used, weakly setting $p_\infty = 0$. The phase fraction is set to 1 at the inlet, along with a Neumann boundary condition at the outflow. A density ratio $(\rho_l/\rho_v)$ of 1000 is used in the study. The cavitation number of the flow is defined as $\sigma = p_\infty - p_v/0.5\rho_lU_\infty^2$, where $p_\infty$ is the free-stream hydrostatic pressure. In the current study, the cavitation number of the flow is set to 0.42. The vapor pressure is set to meet the cavitation number of the flow. A time-step of $\Delta t = 1 \times 10^{-4}$s ($t_{ref}/1000$) is utilized for the study.

Figure (11) shows the result of the numerical study. The pressure coefficient $C_p = (p_f - p_\infty)/0.5\rho_lU_\infty^2$ on the
suction surface of the hydrofoil is compared against the numerical results of [49] based on Kunz et al. [35] model. A good agreement can be seen between these two numerical studies. The cavity pressure has been captured consistently, which is important for the prediction of hydrodynamic loads on the hydrofoil surface. A sharp gradient in the pressure over the hydrofoil suction surface can be observed,

Figure 10: Computational mesh for NACA0012 hydrofoil. Inlay showing mesh in the vicinity of the hydrofoil

Figure 11: Comparison of predicted pressure coefficient $C_p$ with results presented in [49]
corresponding to the cavity closure location. Inlay shows the partial sheet cavity on the suction surface of the hydrofoil, marked by an iso-contour of $\phi_f = 0.95$. Notably, it is observed to stabilize over time to form a thin attached partial cavity on the hydrofoil surface. A slight shift in the cavity closure location is observed which is attributed to the difference in the cavitation and turbulence models used in the two studies. In addition, the model coefficients used in the current study are taken from [25] and [51] where the geometries studied were different. No cavity separation and shedding are observed, and a fully attached turbulent flow exists over the hydrofoil surface. The absence of a re-entrant jet is consistent with the observations of [22] for thin cavities.

5. Application to fluid-structure interaction of caviating hydrofoil

In this closing section, we explore the ability of the proposed implementation to model freely moving cavitating hydrofoil and to predict some key features of cavitating flow over hydrofoils. We also test the compatibility of the solver on configurations with moving solid boundaries. Before proceeding to our fully-coupled cavitation and FSI demonstration, the primary objective of this section is to evaluate the feasibility of the implementation for turbulent cavitating flows over a stationary hydrofoil section. We consider the same NACA0012 hydrofoil geometry as in Sec. 4.2 with the following modifications. The height of the channel $H$ is reduced to 1.28C. The computational grid is also modified to a hybrid grid system comprising hexahedral (8-node brick) and prism (6-node wedge) elements. This is to prevent the formation of highly skewed elements (in fully hexahedral grids) resulting from mesh deformations at high angles of attack. Figure (12) shows the representative computational grid in the vicinity of the hydrofoil, demonstrating deformation to $\alpha = 10^\circ$. Cavitation model B is used for the following studies. The values of the model coefficients and fluid properties defined in Section 4.2 are used. The cavitation number $\sigma$ is increased to 1.2 and the flow Reynolds number $Re$ is set to $1 \times 10^6$, with $U_\infty = 1 \text{ m s}^{-1}$. A traction-free outflow is used, setting the pressure weakly to 0 at the outflow boundary.

![Hybrid computational grid for NACA0012 hydrofoil deformed to $\alpha = 10^\circ$](image)

5.1. Stationary hydrofoil

Leading-edge cavitation over hydrofoils can behave in different ways based on flow conditions defined by the flow Reynolds number $Re$, the cavitation number $\sigma$ and the angle of attack $\alpha$ of the incoming flow. Under certain combinations of these flow parameters, periodic cavity growth and shedding can be observed. Integral to this cavity shedding process is the formation of a periodic re-entrant jet along the hydrofoil surface. This jet periodically flows along the hydrofoil surface from the cavity closure location towards the leading edge, detaching the attached cavity. The capturing of this flow phenomena is of interest to the study of propeller vibration and noise because of two reasons. First, the periodic shedding of the cavity leads to periodic fluctuations in the hydrodynamic loading on the propeller blade. If the frequency of this loading is close to the natural frequency of the blade, it can result in structural excitation - leading to vibration and tonal noise emission. Second, the shed cavities exist in the form of
clouds of vaporous bubbles. These bubbles are prone to collapsing near the trailing edge of the blade with localized high-amplitude water hammer impacts. This can contribute to broadband underwater noise emission. We investigate here the turbulent cavitating flow over a hydrofoil section at $\alpha = 10^\circ$.

Figure (13) shows the results of the study at different instances during one cavity shedding cycle. An iso-contour of $\phi = 0.95$ (in red) is used to represent the cavity surface. Also shown are the contours of the vorticity in the direction $z$ out of the plane of the figure. Fig. (13a) shows the inception of a leading-edge cavity. The cavity is observed to grow, primarily collocated with a leading-edge vortex (LEV), to the extent of the hydrofoil chord. In Fig. (13d) the clockwise rotating LEV interacts with a counter-clockwise trailing edge vortex (TEV). We observe that the interaction, along with a reverse pressure gradient, leads to the formation of a re-entrant jet along the hydrofoil suction surface. This detaches the cavity which is shed in the form of pockets (clouds) and is convected with the mean flow. Fig. (14) shows the streamlines in the domain at the beginning of the shedding process. The formation of the re-entrant jet can be observed to originate at the intersection of the LEV and TEV.

Remark 4. We note the ability of the present implementation to capture some select physics of interest in turbulent cavitating flow over hydrofoils. Only preliminary results are presented for demonstration. The accuracy of the shedding frequency needs to be investigated, and can require careful calibration of coefficients in the cavitation model and the modified turbulent viscosity. Detailed investigation is beyond the scope of the current work, and will be explored in future studies.

5.2. Pitching hydrofoil

We next investigate turbulent cavitating flow over the NACA0012 section subject to a prescribed periodic pitching motion. By using our ALE-based FSI framework, we linearly ramp the angle of attack of the hydrofoil between $0^\circ$ and $15^\circ$. Fig. (15) shows the first four cycles of the prescribed motion. The frequency $f_{\text{pitch}}$ of the motion is 2 Hz. The rest of the study parameters are kept the same as in Section (5.1). Figure (16) shows the cavities in the domain marked by the iso-contour $\phi = 0.95$. Also plotted are the contours of $z$-vorticity. At the high pitching frequency $f_{\text{pitch}} = 2$ Hz and the associated hydrofoil acceleration, cavities are observed to originate on both surfaces because of the low pressures during the pitching motion. The primary cavity generation is at the hydrofoil leading edge. The cavity shedding frequency is low compared to the pitching frequency and the hydrofoil suction surface is seen to be perennially covered by cavities that are continuously being shed and convected with the mean flow. The collocation between the vortices and the cavities can be discerned. Detailed investigations on the influence of the pitching frequency on the cavity and vortex shedding frequency are reserved for future work.

We note the compatibility of the cavitation and the flow solvers with structural deformation. The versatility provided by the partitioned coupling was exploited to couple the additional solvers for turbulence modeling and ALE mesh update. The numerical solution obtained is stable and $2 - 3$ non-linear predictor-corrector iterations are seen to give a converged solution at each time-level. This sets the stage for large-scale fully coupled FSI studies in cavitating flows, and will be of interest for future work.

6. Conclusion

A robust and accurate variational finite element formulation for the numerical study of cavitating flows has been presented for stationary and moving hydrofoils. We introduced novel stabilized linearizations of two cavitation transport equation models based on the two-phase homogeneous mixture theory. The numerical implementation has been employed to study two cavitating flow configurations with vastly different temporal and spatial scales. An initial verification study on the micro-scale collapse of a spherical vaporous bubble has been shown to maintain stability across a range of time steps. Accurate solutions of the pressure field were obtained, devoid of spurious numerical oscillations. The solution of the phase indicator is demonstrated to be bounded, and the solver is numerically stable at large density ratios. The implementation has been validated on fully turbulent cavitating flow over a hydrofoil with good agreement with previous numerical and experimental studies. We also explored the ability of the implementation to predict select characteristic features of macro-scale cavitating flows, including re-entrant jets, periodic cavity shedding and cavity-vortex interaction. Further, we examined the versatility of the implementation to be coupled with solvers for studying fluid-structure interaction, demonstrating the case of a pitching hydrofoil. In future work, the authors plan to extend the implementation to
Figure 13: Contours of Z-vorticity (positive is clockwise, negative is anti-clockwise) during one shedding cycle. Cavity (in red) marked by iso-contour of $\psi = 0.95$. First figure marked by time $t_0$ for reference. Subsequent figures marked in terms of $t_0$ and $t_\infty = C/U_\infty$. 
Figure 14: Vortex interaction and formation of re-entrant jet at trailing edge of hydrofoil. Cavity (in red) marked at iso-contour of $\phi = 0.95$.

Figure 15: Representative prescribed pitching motion

study fully-coupled FSI studies in cavitating flows. One potential application is cavitating flow-induced vibrations taking into account the hydroelastic response of structures. Another potential application is the study of material erosion resulting from cavitation bubble collapse using fully-Eulerian fluid-solid formulations.
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