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Members of the aerospace fan community have systematically developed computational methods over the last five decades. The complexity of the developed methods and the difficulty associated with their practical application ensured that, although commercial computational codes date back to the 1980s, they were not fully exploited by industrial fan designers until the beginning of the 2000s. The application of commercial codes proved to be problematic as, unlike aerospace fans, industrial fans include electrical motors and other components from which the flow will invariably separate. Consequently, industrial fan designers found the application of commercial codes challenging. The decade from 2000 to 2010 was focused on developing techniques that would facilitate converged solutions that predicted the fans’ performance characteristics over the stable part of their operating range with reasonable accuracy, using a practical computational effort. In this paper, we focus on elucidating aspects of the flow physics that one cannot easily study in a laboratory environment, discussing the challenges involved and the relative merits of the available modelling techniques. The paper ends with a discussion of the practical problems associated with the use of commercial codes in a development environment and finally the legislation that is driving the need for aerospace style computation methods.

1. Introduction

Industrial fan designers have historically relied on empirical design methodologies based upon an Euler analysis of velocity triangles [1], empirical correlations [2], experimental fluid dynamics [3], and fan noise measurements [4, 5]. Engineers have developed these empirical design methodologies over many decades, with each industrial fan manufacturer developing its own proprietary empirical correlations that aid in applying the basic methodology in specific applications. Unlike aerospace fan designers, industrial fan designers have to apply their design methodologies into a wide range of different applications. At one extreme are the cooling fans required for electronic equipment that can be no more than a few centimetres in diameter [6], and at the other extreme are fans absorbing up to 25 MW in induced draft power plant applications [7]. It is this breadth of application that has resulted in the different empirical approaches adopted by competing industrial fan manufacturers, each treating their proprietary empirical approaches as a source of competitive advantage.

The historic view that the empirical approaches to industrial fan design constitute a form of competitive advantage has resulted in a lack of cooperation and collaboration between industrial fan manufacturers. In contrast, aerospace fan designers have cooperated and collaborated, with the result that the available computational methods have progressed steadily over the last five decades. A result has been steadily improving aerospace fan efficiencies, with the drive for improved fan efficiency originating from efficiency as a source of competitive advantage. In the industrial fan community low cost has historically been the primary source of competitive advantage. However, this focus on lowest cost has recently changed because of new regulations in the European Community and planned regulation in the USA.

Within the European Union (EU), Commission Regulation number 327/2011 became legally binding on 1 January 2013, setting minimum fan and motor efficiency grades
(FMEGs) for commercial and industrial fans [8]. For applicable fans the 2013 minimum fan and motor efficiency grades have resulted in approximately 33 percent of those fans being sold before 1 January 2013, now illegal within Europe [9]. Moreover, these minimum fan and motor efficiency grades will become more stringent on 1 January 2015 [9].

In the USA, the US Department of Energy has been monitoring activity within the European Union. On 1 February 2013 the US federal government published a framework document in the Federal Register, outlining the approach to fan efficiency regulation within the USA [10]. The framework reflected a desire to be consistent with many elements of the European approach in EU Commission Regulation number 327/2011 [10].

With both Europe and the US now regulating or declaring intent to do so, it is likely that Asian countries will introduce regulations setting minimum industrial fan or fan and motor efficiencies. Currently, Malaysia, Korea, and Taiwan have considered adopting fan efficiency requirements based on the Air Movement and Control Association (AMCA) Standard 205 Energy Efficiency Classification for Fans, as a mandatory requirement for government and private-sector projects [11].

Given today’s regulatory environment it is reasonable to assume that in all global regions, minimum fan or fan and motors efficiencies will become mandatory and then increase over time. As a direct result, the pressure on industrial fan designers will increase to both develop fans with high peak efficiency and specify them such that they operate closer to their peak efficiency point when installed. In response to this pressure, industrial fan designers have started to adapt aerospace fan design methodologies for application in the industrial fan design process [12], with a particular emphasis on the use of computational fluid dynamics (CFD). Unlike aerospace fan designers who have the resources to develop their own CFD codes, industrial fan designers must rely on commercial CFD codes. The industrial fan community is fragmented, with no individual fan manufacturers having the resources to develop in-house CFD codes.

Commercial CFD codes first became available in the early 1980s. However, modeling the physical flow equations involved significantly simplifying assumptions. The mesh generation techniques were rudimentary, and the available hardware to run the codes lacked computational power with the result that meshes were inevitably coarse. Over the last three decades, engineers have systematically addressed these issues, and today commercially available CFD codes model the flow equations accurately. Engineers can construct well-conditioned meshes and the available hardware is adequate to achieve mesh-independent results. Consequently, it is now possible to predict an industrial fan’s performance characteristics using commercially available CFD codes with reasonable accuracy.

In this paper, we first provide an overview of the computational methods utilised in the industrial fan design process. We start with a description of Reynolds-Averaged Navier-Stokes (RANS) turbulence modelling. We then move on to consider how one may apply the RANS technique in practice, followed by a consideration of the application of unsteady RANS, hybrid large eddy simulation (LES)/RANS, and Large Eddy Simulation as part of the industrial fan design process. We conclude with a consideration of the potential of open-source CFD codes.

2. RANS Turbulence Modelling

An issue when considering using CFD in any turbomachinery application is that, even in the most favourable cases, Reynolds numbers are high resulting in complex flowfields. A direct numerical simulation (DNS) of the Navier-Stokes equations would require fine computational grids and therefore a computational effort beyond that available within the industrial fan community. Consequently, the only viable approach available to industrial fan designers when attempting to solve the Navier-Stokes equations is RANS. A key aspect of a RANS simulation is using turbulence models that constitute a range of simplifying computational approaches for modelling aspects of the blade-to-blade flowfield fluid dynamics [13–17]. These simplifying assumptions allow Reynolds-averaging to reduce the computational effort that occurs with a direct numerical simulation of the Navier-Stokes equations and therefore facilitate simulation of high Reynolds number flows.

Reynolds-Averaged Navier-Stokes equations refers to a process of Reynolds-averaging the quantities within the equations. We express the generic \( \varphi \) quantity as the sum of its mean value \( \overline{\varphi} \) and the fluctuating value \( \varphi' \):

\[
\varphi = \overline{\varphi} + \varphi'.
\]

Successive averaging of the equations themselves results in the creation of a series of additional unknowns called Reynolds stresses and in the case of heat transfer, Reynolds fluxes. Solving the RANS equations requires a closed system of equations modelling these additional unknowns.

Moving from a direct numerical simulation to a RANS simulation reduces the required computational effort for a converged solution to a level practical within the industrial fan community. However, the tradeoff is a need to develop methods of modelling the turbulent flow’s underlying physics. This requirement is responsible for the significance of turbulence models in RANS codes. The appropriate choice of turbulence model for the application has a primary influence on the accuracy of the fan blade-to-blade flowfield’s resulting prediction.

2.1. RANS Models. For incompressible flows (without heat transfer), the RANS equations read

\[
\frac{\partial U_i}{\partial t} + U_k \frac{\partial U_i}{\partial x_k} = - \frac{1}{\rho} \frac{\partial P}{\partial x_i} + \nu \frac{\partial^2 U_i}{\partial x_i \partial x_j} - \frac{\partial}{\partial x_k} \left( u'_i u'_k \right). \tag{3}
\]

In (3) the term in parentheses is the additional unknown Reynolds stress that requires modelling. Most models assume
that one can model Reynolds stresses following a Bossiness approximation that utilises a single gradient diffusion hypothesis [18]:

\[ \overline{u_i u_j} = \frac{2}{3} \kappa \delta_{ij} - \nu_t \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right), \]  

(4)

which reduces the closure problem and requires an expression for eddy viscosity. One may model eddy viscosity using Prandtl’s mixing length approximation [18]:

\[ \nu_t = \frac{|du|}{dy} \left( \kappa y_n \right)^2 \]  

(5)

which results in an accurate model for wall-bounded, attached flows with small pressure gradients. Although potentially useful in some applications, a modelling approach that is accurate with attached flows and small pressure gradients is not applicable in industrial fan applications where separated flow is inevitable. This lack of applicability is the primary drawback of a RANS approach. In practice, the models are derived from a series of simplifying assumptions that one can use to generate and calibrate coefficients using a series of benchmark cases. The benchmarking cases are not representative of the separated flow and large pressure gradients in industrial fans. This results in a very real risk that computational solutions do not adequately model the flowfield physics. This negative aspect that occurs with RANS solutions is unknown to many of those using commercial codes, and consequently they do not take the necessary care when setting up the solver.

The limitations that occur with using Prandtl’s mixing length approximation are a reason why the majority of eddy viscosity models rely on one or more transport equations to derive a value for eddy viscosity. Spalart-Allmaras’ one-equation model [19] has become the established eddy viscosity model, used in the majority of commercial codes. The industrial fan community typically utilises the Spalart-Allmaras model in two ways:

(i) computation of lift and drag coefficients of isolated aerofoils,
(ii) forming a baseline RANS closure for Detached Eddy Simulations (DES).

When studying the modelling of lift and drag coefficients, Rábai and Vad [20] reported that the Spalart-Allmaras model was capable of correctly predicting an isolated aerofoil’s pressure distribution, lift and drag coefficients (Figure 1). Despite its success with isolated aerofoils, Šarić et al. [21] concluded that the model did not lend itself to application with the complex geometries that occur with internal flow calculations. In this context, we define an internal flow as a flow through turbomachinery blading, as opposed to the external flow that occurs with isolated aerofoil or aircraft wing flowfield predictions.

Figure 1: Two-dimensional Spalart-Allmaras computations of pressure coefficient for an isolated compressor blade (line) and three-dimensional measurements of pressure coefficient made in a compressor cascade at midspan (dots), from Rábai and Vad [20].
When dealing with internal flows, one can overcome the limitations of a one-equation model with a two-equation model. The currently favoured two-equation models are either the k-ε model [22] or the k-ω model [23, 24]. Both models require one to solve two transport equations to compute eddy viscosity as an algebraic expression of turbulent kinetic energy (k) and dissipation rate of turbulent kinetic energy (ε) or turbulence frequency (ω). In two-equation models the first equation is typically for turbulent kinetic energy (k) and the second for either dissipation (ε) or turbulence frequency (ω). Both the k-ε model and the k-ω model rely on an assumption that one can link eddy viscosity to a time and length scale that characterises turbulence that in turn links to the computed flow-field’s characteristics. A feature of the k-ε and k-ω models is that the additional transport equations for k, ε, and ω share the same form, and, therefore, for a generic φ quantity, it reads

$$\frac{D\phi}{Dt} = -e_\phi + \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\nu_T}{\sigma_\phi} \right) \frac{\partial \phi}{\partial x_j} \right]$$  \hspace{1cm} (6)

On the left-hand side of (6) is the quantity’s material derivative. On the right-hand side are one or more production terms, a dissipation term, a diffusion term dependant on molecular viscosity, and another given as the turbulent viscosity’s function, corrected using the Prandtl number σ_ϕ. The primary difference between the k-ε and k-ω models is the different trend of ε and ω at the wall and the definition of the wall boundary conditions for the same variables. When one studies normalised values of ε and ω for an attached flow, it is evident that ω is less dependent on the Reynolds number than ε in the wall’s near vicinity (Figure 2).

There is a general consensus within the computational fluid dynamics community that the k-ε model better reproduces the energy cascade of large-scale structures in the main flow core, whilst the k-ω model performs better near the wall [25]. A realisation that k-ε models perform better in the main flow whilst the k-ω models perform better near the wall leads to the natural conclusion that, ideally, one would use the two models in combination. Hanjalić et al. [15] observed that it is possible to combine k-ε and k-ω models as one can reformulate every two-equation model into every other by changing model coefficients. This realisation has enabled engineers to formulate the k-ω shear stress transport (k-ω SST) model [26] that solves the equation for ω near the wall and ε elsewhere.

The use of two-equation models has become established within the industrial fan community. Pinelli et al. [27] reported a series of simulations with the objective of optimising a double inlet centrifugal fan’s design by utilising a k-ω SST model. Pinelli et al. [27] were able to select the best geometry from three competing alternatives and correctly predict the pressure rise, volume flow rate characteristic curve (Figure 3). Corsini et al. [28] and Sheard et al. [29] reported a series of computations to predict the characteristic curve for an axial fan using a RANS simulation with a two-equation k-ε model. Other researchers [30–36] report similar studies with two-equation models.

2.2. Wall Treatment. When studying and modelling the fluid mechanics of industrial fans, researchers have concluded that the key phenomena of interest are induced by large velocity gradients that occur with the presence of solid walls. When using a RANS approach to wall treatment, one can formulate...
Figure 3: Characteristics computed using a RANS simulation with a $k-\omega$ SST turbulence model and experimentally measured characteristics of a double-inlet impeller centrifugal fan, from Pinelli et al. [27].

Figure 4: Channel flow computed using a Direct Numerical Simulation (DNS). Normalised velocity ($U^+$) against normalised wall distance ($y^+$) calculated over a range of Reynolds number based on friction velocity ($Re_f$) illustrating the range of normalised wall distance associated with the viscous sublayer, buffer layer, and logarithmic layer.

every model into what we may characterise as either a high- or low-Reynolds formulation. The difference between the two is integrating transport equations at the walls into the computational method.

When one studies the normalised velocity profile for channel flow at increasing Reynolds numbers, it is apparent that the profile is independent of Reynolds number. Researchers have studied the impact of Reynolds number on near-wall flow; [13, 14, 17, 18] have characterised the profile into three zones, a viscous sublayer for $y^+ < 5$, a logarithmic layer for $y^+ > 30$, and a buffer layer for the range of $5 < y^+ < 30$. It is the viscous sub-layer that is the most critical zone when modelling the flow-field (Figure 4).

The high-Reynolds formulation integrates transport equations into the computational method using wall functions that model fluid behaviour through the viscous sub-layer to the wall. The first node of the computational grid is placed in the flow’s fully turbulent region ($y^+ = 40$), reducing the grid density and therefore the required computational effort for a simulation. A drawback of this approach is that the wall function must be defined in a way that accounts for the wall’s presence. Whilst this is practical, one typically derives wall functions from a series of assumptions:

(i) the boundary layer is attached,

(ii) the local turbulent energy is in equilibrium.

The above assumptions are not valid when the flow is separated, there is an adverse pressure gradient, or there is a wall curvature or impinging flow onto the wall. Those in the field inevitably associate industrial fans with separated flow. Their geometry induces adverse pressure gradients in the flow-field as a consequence of the fan blades’ curvature. Impinging flow onto walls is inevitable because of blade tip-to-casing flow and blade wake impingement on static components. Consequently, the use of wall functions in a high-Reynolds formulation facilitates a reduction in the computational effort required for the simulation, but the wall functions themselves have their deficiencies.

A RANS model may address these deficiencies by integrating up to the wall. However, in order to integrate up to the wall, we must reformulate the RANS equations to account for viscous effects in the near-wall region. We may reformulate the equations by incorporating a logarithmic function of either Reynolds number based on friction velocity ($Re_f$) and normalised velocity ($U^+$) or normalised wall distance ($y^+$) and normalised velocity ($U^+$). This makes it possible to account for the viscous effect in the viscous sub-layer (Figure 4). Davidson [14] provides a comprehensive description of the use of wall functions for high-Reynolds representations of (6) and their reformulation into a low-Reynolds form of (6).

2.3. Grid Refinement and Grid Independency. We may reformulate the RANS equations to at least partly account for viscous effects in the near-wall region by using a low-Reynolds formulation. When using a low-Reynolds formulation the mesh needs to be refined in the wall-normal direction. The objective is to ensure that the first grid node lies in the viscous sub-layer (1 < $y^+ < 5$). Both low- and high-Reynolds formulations place requirements on the computational grid. The low-Reynolds formulation requires the first grid node to lie in the viscous sub-layer. The high-Reynolds formulation requires placing the first node of the computational grid in...
the flow’s fully turbulent region. However, it is not possible to know a priori if the first node lies in either the viscous sub-layer or the flow’s fully turbulent region. In practice industrial fan designers must rely on experience, using validated results from similar fan geometries operating over a range of similar mass flow rate. This experience informs two key choices:

(i) grid spacing near the solid boundaries (blades, hub and casing) in order to fulfil the requirements of either low- or high-Reynolds formulations,

(ii) estimating the number of cells required in order to achieve a grid independent solution.

When considering the required number of cells to achieve a grid independent solution, it is noteworthy that not all the computational domain parts are equally important. For example, we associate the blade tip-to-casing region with a tip-leakage vortex, and in order to model this flow feature, it requires a relatively high grid density. However, we must associate this cell clustering in regions of known flow-field features with a smooth transition from regions of low to high cell density. We must avoid cells with a large aspect ratio or those that are heavily distorted. Despite this caveat, we can minimise the required number of cells to achieve a grid independent solution through a grid refinement process, and therefore industrial fan designers routinely employ grid refinement.

One may also use grid refinement to cluster cells near to every wall. This maximises the probability that there will be a node in the viscous sub-layer and hence that a low-Reynolds formulation will accurately model the flow-field physics. A way to check that grid refinement has successfully resulted in a node in the viscous sub-layer is to adopt the RANS formulation, with the formulation now checking the \( y^+ \) value during a simulation. If the \( y^+ \) value is greater than the first node’s distance from the wall, the RANS formulation dynamically switches from a low- to high-Reynolds formulation. Popovac and Hanjalić [42] characterised this dynamic switching from a low- to high-Reynolds formulation as a compound wall treatment. Popovac and Hanjalić [42] concluded that a compound wall treatment resulted in significantly more accurate computational simulation results.

A low-Reynolds formulation typically requires a grid with twice the number of required cells for a grid-independent high-Reynolds formulation. Despite the increase in computational effort that occurs with low-Reynolds formulations, industrial fan designers have judged the improvement in accuracy that occurs with low-Reynolds formulations to be more important than the increase in computational effort. Therefore, the majority of industrial fan designers use a RANS formulation with low-Reynolds formulation to predict overall fan performance over the stable part of the fan’s characteristic.

2.4. Anisotropic Modelling of Eddy Viscosity. A limiting factor in a RANS formulation occurs with the definition of eddy viscosity, (5). Modelling eddy viscosity using Prandtl’s mixing length approximation results in the Reynolds stress tensor aligning with the velocity’s gradient. The Reynolds stress tensor is not aligned with the velocity’s gradient in regions of separated flow or impingement, and therefore the modelling approach for eddy viscosity does not accurately model the flow-field physics. A method to improve the accuracy with which one models the flow-field physics without increasing the computational effort required is to use a nonlinear eddy viscosity model. Non-linear eddy viscosity models utilise a cubic definition of eddy viscosity [37, 43]. A cubic definition of eddy viscosity results in the definition of Reynolds stresses in (4) assuming a more complex form:

\[
u' \nu'' = \frac{2}{3} k \delta_{ij} - v_1 S_{ij} + c_1 \nu \left( S_{ik} S_{kj} - S_{ik} S_{kl} \frac{1}{3} \delta_{ij} \right) + c_2 \nu \left( \Omega_{ik} S_{kj} + \Omega_{jk} S_{ki} \right) + c_3 \nu \left( \Omega_{ik} \Omega_{kj} - \Omega_{kl} \Omega_{ij} \frac{1}{3} \delta_{ij} \right) + c_4 \nu \left( \frac{k}{\nu} \right)^2 \left( S_{ik} \Omega_{kj} + S_{kj} \Omega_{ki} - S_{km} \Omega_{ln} \frac{2}{3} \delta_{ij} \right) S_{kl} + c_5 \nu \left( \frac{k}{\nu} \right)^2 \left( S_{ik} S_{jl} - S_{km} S_{ln} \frac{1}{3} \delta_{ij} \right) S_{kl} + c_6 \nu \left( \frac{k}{\nu} \right)^2 S_{ij} S_{kl} S_{dl} + c_7 \nu \left( \frac{k}{\nu} \right)^2 S_{ij} \Omega_{kl} \Omega_{kl}.
\]

(7)

The eddy viscosity’s third order tensorial formulation in (7) partially accounts for surface curvature. The formulation is therefore better able to account for producing turbulent kinetic energy in impingement regions as it constitutes a more realistic anisotropic reproduction of Reynolds stresses with respect to linear eddy viscosity. Non-linear eddy viscosity models are a key feature of the formulation that enables a RANS simulation to simulate the flow-field in both turbomachinery [44] and fan applications [28]. Corsini et al. [36] illustrated the effectiveness of an advanced cubic \( k - \epsilon \) turbulence model. They were able to accurately predict the axial flow fan’s characteristics within the uncertainty with which they could experimentally measure the fan’s characteristics (Figure 5).

An alternative to a non-linear eddy viscosity model when accounting for the anisotropy of Reynolds stresses is the elliptic relaxation models \( v' - f \) [44] and \( \zeta' - f \) [45]. By solving two additional transport equations these elliptic relaxation models are able to account for the effect of wall blockage on Reynolds stresses and increase the RANS simulation’s accuracy without a significant increase in computational effort [46].

Incorporating either a non-linear eddy viscosity model or an elliptic relaxation model constitutes an increase in complexity over that of a basic RANS formulation. The next level of complexity is the addition of second moment closure (SMC), also known as Reynolds stress models (RSM). The addition of SMC requires the RANS formulation to solve additional transport equations for the Reynolds stresses [47–51] whilst correctly reproducing anisotropy. Durbin [52]
observed that the addition of second moment closure significantly increases a RANS simulation’s accuracy when modelling the complex flow-fields that occur with turbomachinery applications [49, 53]. A drawback of the addition of Second Moment Closure into a RANS formulation is the increase in computational effort as one must solve at least six additional transport equations. A further disadvantage is that the increase in numerical stiffness can lead to the solver’s nonconvergence, and, consequently, industrial fan designers do not favour RANS formulations with Second Moment Closure.

2.5. Rotation, Swirl, and Transition. As we discussed at the beginning of this paper, a drawback of a RANS approach is the assumptions on which the model relies. When studying physical transport phenomenon, Hanjalić et al. [15] observed that the equation for \( k \) in RANS formulations is not sensitive to rotation, and that this is a primary deficiency of any RANS formulation. A way to improve a RANS formulation is to include terms into the formulation that account for the effect of rotation [54, 55]. Although potentially helpful, in practice these attempts to account for the effect of rotation have not improved the accuracy of results. In practice, the RANS formulations that give the best results are those that design engineers have adapted to the specific application [56, 57]. Therefore, a focus for a researcher working in the field is to identify specific RANS formulation deficiencies when applied into a specific application, with the objective of correctly reproducing the laminar to turbulent transition of boundary layers [57–60]. Ability to better model laminar to turbulent boundary layer transition is a key factor in modelling the blade-to-blade flow-field more accurately, and the subject remains an active research area.

The above provides an insight into the difficulty that occurs with using a RANS simulation to predict an industrial fan’s blade-to-blade flow-field. The active research that occurs with tailoring RANS simulations to specific applications indicates that we cannot assume “standard” RANS models to give an accurate prediction of either an industrial fan’s blade-to-blade flow-field or its overall performance. In essence, one must select or develop a RANS model to reproduce the flow-field physics relevant to each application. Pope [18] provides a good overview of the literature characterising RANS solution limitations, and the various ways in which design engineers have addressed those limitations.

3. Unsteady RANS (URANS)

A way to improve results with the Reynolds-averaged approach without adding application specific models is to solve the unsteady RANS equations. An unsteady RANS approach still does not account for the turbulence energy cascade from large-scale structures. However, an unsteady RANS is able to reproduce unsteady flow phenomena such as the blade tip-to-casing leakage vortex and the development of secondary flow features in the blade hub region. Piotrowski et al. [61] used an unsteady RANS approach and were able to compute the flow-field through a linear compressor cascade. They concluded that the blade tip-to-casing leakage vortex evolved over time, but with its position remaining fixed. In contrast, the hub secondary flow vortex did not remain in a fixed position. The hub secondary flow vortex development was characterised by shedding at a characteristic frequency. Yang et al. [62] studied the flow-field through a centrifugal fan using an unsteady RANS approach. He concluded that the predicted fan characteristic was more accurate using the unsteady RANS approach than has been possible previously using a steady RANS approach with the same \( k-\omega \) SST turbulence model.

The primary drawback that engineers associate with an unsteady RANS approach when compared with a RANS approach is the increase in the required computational effort to compute a solution. The increase in computational effort is a consequence of the need to simulate the flow-field over a period of time to correctly model the time varying fluctuation of velocity, pressure, and flow-field features. Yang et al. [62] observed that an additional factor that impacts on the required computational effort for an unsteady RANS solution is the length of time step that one selects for the computation. The Courant-Friedrichs-Lewy (CFL) number limits the time step which is a necessary condition for convergence whilst solving partial differential equations numerically. It arises in the numerical analysis of explicit time-marching schemes. The time step must be less than a certain time; otherwise the simulation will produce incorrect results. The CFL number’s limiting value is

\[
\text{CFL}_{\text{max}} < 1. \quad (8)
\]

If the CFL number remains below its maximum allowable value, the flow-field’s time based resolution remains adequate.
for the mesh's spatial resolution that one uses for the computations. In essence, the finer the mesh, the smaller the maximum allowable time step in an unsteady RANS computation. Within the industrial fan community it is common practice to increase the time step such that \( \text{CFL}_{\text{max}} < 1.5 \) without the accuracy of the resultant simulation degrading to the point at which conclusions that one draws from the results become error prone. However, a \( \text{CFL}_{\text{max}} < 1.5 \) will only give valid results if the CFL number's average value over the entire computational domain remains below unity.

### 4. Axial Fans

The challenges that occur with computing both the blade-to-blade flow-field and overall fan characteristic are application specific. We may split the applications into two basic groups, axial and centrifugal fans. First, we will consider axial fans.

#### 4.1. Rotor-Only Computations, Pitchwise Periodicity, and Turbulent Structures

When modelling an axial industrial fan's blade-to-blade flow-field the least complex configuration that one can model is the rotor alone. If one neglects static components then one can carry out the computations in the rotating frame of reference, and, consequently, there is no requirement to account for the computational mesh's movement. Those researchers who have used a rotor-only approach augment the RANS momentum equation with terms that represent Coriolis and centrifugal forces [13, 14, 17, 18]. Denton and Dawes [63] and Denton [64] observed that one may use periodic boundary conditions at midpitch in order to compute the flow-field through a single blade or vane passage (e.g., see [28, 29]).

A disadvantage that occurs with applying periodic boundary conditions is that they fail to model accurately turbulent structures if one associates those structures with long wavelengths or length scales. The limitations that occur with applying periodic boundary conditions are not an issue with a RANS approach as the approach itself does not model the turbulent structures that periodic boundary conditions fail to model. Consequently, the use of periodic boundary conditions does not degrade the RANS simulation's accuracy.

An unsteady RANS simulation is able to model major unsteady blade-to-blade flow-field features [12, 61]. An example of a flow-field feature that an unsteady RANS simulation can model is the vortex shedding that occurs with blade wakes. Vanella [65] observed that when conducting an unsteady RANS simulation it can be advantageous to extend the computational domain to more than a single blade or vane passage. A reason for extending the computational domain when the studied fan has a high solidity is the possibility that turbulent structures that generate in one blade or vane passage may impinge upon the next. Consequently, an unsteady simulation that models only one blade or vane passage will not model the flow-field physics accurately.

It is only necessary to extend an unsteady RANS computational domain to the entire fan when attempting to gain insight into phenomena that affect the entire rotor. Vanella et al. [65] reported an example of phenomena that affects the entire rotor. They studied the onset of stall in an axial compressor using a Spalart-Allmaras unsteady RANS simulation, discretizing each rotor's blade-to-blade passage using a total of \( 74 \times 10^6 \) cells. They considered this number of cells as the minimum required to adequately model the flow-field physics that occurs with rotor stall. The number of cells that Vanella et al. [65] used is approximately one order of magnitude larger than that which industrial fan designers routinely use and is consequently beyond that which is practical at the time of writing.

A further consideration when using a rotor-only simulation for either a RANS or unsteady RANS simulation is the computational domain's axial extent up- and downstream of the blade leading and trailing edge. For a fan with well-conditioned inflow characteristics, Corsini and Rispoli [28] concluded that one could achieve a mesh-independent solution with a computational domain that extended at least half a blade chord up- and downstream of the blade leading and trailing edge. When simulating the blade-to-blade flow-field for a fan with a distorted inflow, Thiart and von Backström [66] concluded that the computational domain must extend more than half a blade chord upstream of the blade leading edge, with the required distance dependent on the inflow distortion's extent.

A final consideration when using a rotor-only simulation for either a RANS or unsteady RANS simulation is the definition of inflow conditions. Engineers typically associate industrial fans with relatively low inlet flow velocities, and therefore it is reasonable to assume that the inflow is incompressible. It is therefore possible to define an inlet velocity profile and either a fixed turbulence level or a turbulence profile that accounts for the inlet velocity profile. A typical velocity profile would be the profile that engineers associate with fully developed pipe flow. A typical midstream turbulence level would be three percent, rising to ten percent in the near-wall region as velocity reduces [29].

When considering compressible flows an alternative approach is the fix static pressure at the outlet and total pressure and mass flow rate at the inlet. Hirsch [17] found this approach to result in an accurate simulation of the blade-to-blade flow-field, if the computational domain was extended to more than one blade chord length forward of the blade leading edge. The assumption implicit in the assertion that outlet static pressure, inlet total pressure, and mass flow rate can be fixed is that the fan is operating in an ideal system. In practice, industrial fans are more usually operating in a complex system, and, consequently, heavily distorted inflow is the norm rather than the exception. When the inflow is heavily distorted an experimentally measured inflow velocity and turbulence profile are required. If experimentally measured inflow velocity and turbulence profiles are not available then one must add a portion of the inlet duct system to the simulation if the resulting solution is to be accurate.

#### 4.2. Rotor-Stator Interaction and Contrarotating Fans

A practice that has become established in the industrial fan community is to prerotate the flow into an axial fan inlet [67]. Prerotating the air into the fan can facilitate a seven to ten percent increase in fan pressure developing capability with little or no reduction in fan efficiency. As an industrial fan motor...
is typically specified with between 10 and 15 percent reserve, adapting in-service fans to include the inflow's prerotation is a way to increase a fan's pressure developing capability. Increasing a fan's pressure developing capability may be required in the event that one incorrectly specified the fan which needs up to a ten percent increase in pressure developing capability in its application. One may model the effect of preswirl in a RANS or unsteady RANS simulation by distorting the inflow velocity profile to account for the pre-swirl effect [36].

When the required pressure developing capability exceeds that of a single fan by a factor of between two and two and a half, a common practice within the industrial fan community is to configure two fans, counterrotating in series [68]. The use of two counterrotating fans is common in tunnel ventilation systems, and engineers occasionally have adopted it in wind tunnel applications. An advantage of the counter rotating configuration is that the second fan removes the exit swirl from the first, resulting in axial flow downstream of the fan. A disadvantage is the relatively high blade passing velocity of the counter-rotating blades that result in two counter rotating fans producing approximately 15 dB more noise than one fan running alone. Modelling two counter rotating fans in either a RANS or an unsteady RANS simulation requires the model to account for the two blade rows' relative motion. We may model this in three ways, using

(i) mixing plane,

(ii) frozen rotor, or

(iii) an unsteady coupling with moving mesh.

The mixing plane approach is the approach that researchers first developed when they attempted to model the interaction of counter-rotating blade rows or the interaction between a rotating and static blade row. The approach is based on the assumption that one could undertake separate steady-state simulations for each rotor or the rotor and the stator. One would then calculate circumferentially averaged velocity, pressure, and turbulence variables at the rotor's outlet and use these calculated values as the inflow conditions for the second rotor or stator [63].

A disadvantage of the mixing plane approach is that wakes that form the first rotor mix out at the mixing plane, rather than mix out gradually as they wash downstream into the second rotor or the stator. Mixing out wakes instantaneously at the mixing plane results in the inability of the mixing plane approach to simulate the wake's impact from the first rotor on the second rotor or stator. The effect of wakes from a rotor on a downstream stator is real, and one should model them. If one neglects them, the resultant simulation is still capable of predicting with reasonable accuracy the blade-to-blade flow-field and the rotor and stator's overall performance. However, this is not the case with a counter-rotating fan. The effect of wakes from the first rotor on the second is significant enough for a mixing plane approach to reduce the second rotor blade-to-blade flow-field prediction's accuracy so far that it is no longer possible to accurately compute the overall fan performance.

A better approximation of rotor-rotor or rotor-stator interaction than the mixing plane approach is the frozen rotor approach. The primary advantage of the frozen rotor approach is that the rotor to rotor or rotor to stator coupling does not require a moving mesh. The relative position of the two rows is fixed in time, with relative motion managed using different frames of reference and adding Coriolis and centrifugal forces to the momentum equation in the rotating frame of [68]. In contrast to the mixing plane approach, the frozen rotor approach is able to account for a nonuniform circumferential distribution of velocity and pressure. Nonuniform circumferential distribution of velocity and pressure leads to a more realistic representation of wake mixing and, consequently, a more accurate simulation of the blade-to-blade flow-field in the second rotor or stator.

Industrial fan designers have favoured the frozen rotor approach, as the resultant RANS or unsteady RANS simulations are able to predict the overall fan performance characteristic with good accuracy. This does not mean that the approach is without drawbacks. Adding Coriolis and centrifugal forces to the momentum equation in the rotating frame of reference constitutes an approximation of the flow-field physics that limits the resulting simulations' accuracy. To accurately simulate the flow-field physics it is necessary to undertake a fully unsteady coupling of the two blade rows. This requires a moving-mesh that can increase the required computational effort by up to an order of magnitude compared to a frozen rotor simulation. The increase in computational effort is a consequence of the required time to account for the interaction between the blade rows. The minimum number of interactions depends on clocking the two rows, with Yang et al. [62] proposing that computing one and a half rotor revolutions is sufficient to account for rotor-stator interaction. Despite the advantages of a moving mesh approach, the additional computational effort associated with a moving mesh is the reason industrial fan designers have accepted the limitations of a frozen rotor approach.

5. Centrifugal Fans

The modelling considerations that apply to an axial fan are unchanged for a centrifugal fan, with one exception. When modelling centrifugal fans, one cannot reduce the computational effort by modelling a single blade passage with imposed periodic boundary conditions. Centrifugal fan simulations must be full rotor simulations, and, consequently, they inherently require more computational effort than an axial fan single blade passage flow-field simulation.

Issues with inflow and outflow boundary conditions are similar for both axial and centrifugal fans. However, centrifugal fans require additional consideration of the computational domain's extent up- and downstream of the rotor. At the fan inlet it is customary to add a hemisphere with a diameter two to three times the fan inlet's diameter or location at which total pressure is specified [38, 69]. The fan outlet is complicated because centrifugal fans are typically coupled with an exhaust volute that discharges through a diffuser. Consequently, to correctly predict a fan's characteristics it is customary to extend the computational domain three duct
diameters down-stream of the diffuser tongue. Fan mass flow rate is then specified at the down-stream limit of the computational domain [38, 69].

With a centrifugal fan simulation it is not possible to use the mixing plane approach when modelling the fan rotor and stator. The mixing plane approach relies on circumferentially averaging velocity and pressure. A high circumferential pressure imbalance characterises centrifugal fans, and, therefore, any simulation must be capable of modelling this unbalance [38]. Within the industrial fan community the established approach for modelling a centrifugal fan impeller is to use the frozen rotor approach. Researchers have used the frozen rotor approach using both RANS and unsteady RANS simulations to predict centrifugal fan characteristics. Son et al. [70] utilised a RANS simulation with frozen rotor and k-ε turbulence model in high-Reynolds formulation to study the effect of varying inlet bell mouth geometry on a centrifugal fan’s flow rate characteristics.

In practice, an unsteady RANS simulation is best able to simulate the flow features that occur with fan stall. Yang et al. [62] was able to use an unsteady RANS simulation to predict a centrifugal fan’s characteristics up to its stall point. Lee et al. [38] were able to demonstrate that a high-Reynolds number formulation, standard k-ε turbulence model, and frozen rotor approach proved to be sufficient to correctly predict a large centrifugal fan’s characteristics for process industry applications both at peak efficiency and at peak pressure operating points (Figure 6).

6. Simulation of Ventilation Systems with Synthesised Methods

The computational methods that we have discussed so far have been concerned with predicting the blade-to-blade flow-field through the blade passage of either axial or centrifugal fans. In a development environment the objective is to facilitate a prediction of the fan’s characteristic for either an existing geometry or a proposed new geometry. Although the computational methods can account for inflow and out-flow boundary conditions, the simulations are essentially standalone fan simulations. One does not account for the system within which the fan is to be embedded.

The majority of industrial fans are embedded into a system. These systems may be complex, with multiple fans and dampers interacting and, consequently, inducing significant variations in fan inflow and out-flow conditions. As industrial fans must operate in a system, there is a need to be able to predict the system’s performance and the impact of that system on the fans embedded within it. However, the computational approaches that work well when modelling an axial or centrifugal fan’s blade-to-blade flow-field are not suitable for modelling a system. A fan’s characteristic time scale is invariably related to the fan’s rotation speed, with high speed centrifugal blowers operating at up to 10,000 rpm. In contrast, the complex systems within which industrial fans are embedded have characteristic time scales related to the speed of sound, and, consequently, in large systems the system’s characteristic time scale is typically between one and ten seconds.

To model the flow-field accurately through a system the computation must extend over a time period longer than the system’s characteristic time scale. In practice, this would require one to calculate the fan’s blade-to-blade flow-field over hundreds or thousands of revolutions. The required computational effort to calculate a blade-to-blade flow-field over so many revolutions is orders of magnitudes greater than that available to industrial fan designers. Consequently, the computational methods that they apply to an axial or centrifugal blade-to-blade flow-field’s predictions are not suitable for predicting system performance. Therefore, one must predict system performance by synthesising the fan’s effect on the system within which it is embedded.

6.1. Fans as Pressure Discontinuities. When considering how to model the fan’s impact on the system within which it is embedded the least complex approach is to treat the fan as a discontinuity of static pressure. This requires knowing the fan’s pressure and volume characteristic, such that one may relate correctly the flow rate through the fan to the pressure discontinuity across it. The system model then treats the fan as a surface or single layer of cells across which it applies the discontinuity. In this way, the effect of a fan on a system may be synthesised using a “volume condition.” Angeli [71] used the volume condition approach to synthesise the presence of jet fans in the Mont Blanc tunnel. This simulation’s aim was to model the entire Mont Blanc tunnel system to enable the impact of different tunnel operating scenarios on the average air velocity induced in the tunnel by the jet fans. In practice, jet fans are required to induce an average air velocity of at least
three metres per second if they are to clear smoke and keep escape routes clear in the event of a fire.

6.2. Actuator Disc and Actuator Line Methods. The least complex approach to modelling a fan installed in a system is the volume condition approach. More complex approaches are the actuator disc and actuator line approaches. Betz [72] developed these approaches for modelling wind turbines. Engineers have now applied these approaches to fans when installed in a system [73]. They involve the introduction of an additional body force in the momentum equation that accounts for the exchange of momentum between blades and fluid. They require that the computational method has incorporated into its code lift and drag coefficients for the fan blades at a series for spanwise blade sections. Engineers use the computational method to compute the incoming fluids angle of attack at each blade spanwise location. They then use the angle of attack in combination with the lift and drag coefficients to compute the additional body force on the fluid, following which the code is able to redistribute the exchange of momentum within the fluid.

More sophisticated codes are able to compute the exchange of momentum between the blades and fluid at runtime using the boundary element method (BEM) to dynamically recompute the blade’s lift and drag as a function of the current velocity profile. With the actuator disc approach the exchange of momentum is treated as constant at different radial positions and not dependant on the azimuthal coordinates [72]. Meyer and Kröger [73] utilised the actuator disc approach to successfully predict a fan’s characteristics. They also reported that the approach resulted in a slight underprediction of fan power consumption that they attributed to the approach’s inability to account for tip-clearance phenomena. Moreover, the streamwise velocity profile downstream of the fan was slightly underpredicted due to the modelling assumptions. Despite these reservations, van der Spuy et al. [39] were able to use the actuator disc approach to accurately simulate the performance of an array of 288 axial flow fans (Figure 7).

The actuator line approach is similar to the actuator disc approach. However, unlike the actuator disc approach, the actuator line approach considers every fan blade and the fan blades’ rotation within the computational domain. Sørensen and Shen [74] originally developed the actuator line approach for modelling wind turbines. The approach involves mapping each blade with a series of actuator points along actuator lines. One computes body forces at each point using the actuator disc approach methodology. One then applies the body force at the actuator point via a three-dimensional Gaussian function to avoid singularities. As the actuating lines rotate inside the computational domain, it is possible to both account for unsteady wake release and simulate the rotating blades’ interaction with a stator.

7. Modelling of Erosion

Erosion of both axial and centrifugal fan blades is a major issue for industrial fan designers. Engineers classically associate axial fans in induced draft power and centrifugal fans in cement application with gas passing through the fan containing erosive particles. These particles both change the aerodynamic profile and reduce the fan blades’ chord length. The combined effect is a reduced fan pressure developing capability and efficiency. Predicting erosion patterns is critical during blade design optimisation to minimise susceptibility to erosion and, subsequently, to predict the rate of material loss and, consequently, the fan maintenance schedule. Therefore, developing computational methods that can predict erosion is critical when developing new industrial fans intended for application in erosive environments.

We may achieve numerical prediction of erosion in one of two ways: Lagrangian computation of particle dispersion via single particle tracking [75] or via cloud particle tracking [76]. Single particle tracking involves computing single particle trajectories at runtime using the calculated flowfield parameters at the particle’s current location. In contrast, cloud particle tracking involves tracking a statistical representation of an entire particle cloud, only computing the cloud’s centre trajectory. Single particle tracking is the more accurate approach. However, Venturini [75] observed that the computational effort required for single particle tracking is between one and two orders of magnitude larger than that required for cloud particle tracking. For this reason, industrial fan designers favour cloud particle tracking.

Once one has computed the particle trajectory, either via single particle tracking or via cloud particle tracking, erosion may be predicted by considering the velocity and angle at which particles impact solid walls. Erosion is a function of velocity, angle of impact, and impact energy.

Tabakoff et al. [77] developed an erosion model that Corsini et al. [40] applied in a RANS code. They were able to successfully predict the axial fan blade’s erosion rate in an
induced draft power plan fan (Figure 8). Corsini et al. [40] were able to identify the blade pressure surface area (A) and suction surface area (F) that particle impact did not affect. Additionally, they were able to identify the pressure surface areas which particle impact most affected. These included the pressure surface outer 20 percent of blade span at the leading edge (B), an area affected by the tip leakage vortex (C), an area close to the blade trailing edge (D), and areas close to the blade hub (E). In contrast, the suction surface was primarily affected in the blade tip region (G), along the entire blade span at the leading edge (H), and at the trailing edge in the near-hub area (I). Ghenai et al. [78] also used Tabakoff et al.’s [77] erosion model to study the effect of sand ingestion into a ventilation system. Consequently, we may conclude that although predicting erosion is challenging, it is possible, and the particle cloud tracking approach provides industrial fan designers with a practical method for doing so.

8. Flow Induced Vibrations and Computational Aeroacoustics

The success of those researchers who have used computational methods to predict erosion illustrates that computational methods have progressed beyond an isolated prediction of the blade-to-blade flow-field through a fan rotor. This progress manifests itself in two primary areas of research, the computation of aeroelastic induced vibration and computation of overall noise level and noise spectrum. Using the three-dimensional computational fluid dynamic code of He and Denton [79] as a basis for predicting the blade-to-blade flow-field, researchers have calculated the flutter of turbomachinery blades. A full discussion of the application of computational methods to both the prediction of aeroelastic induced vibration and overall noise level and noise spectrum is beyond the scope of this paper. A comprehensive review of aeroelastic computational methods as applied to turbomachinery is provided by Marshall and Imregun [80]. A comprehensive review of computational aeroacoustics (CAA) is provided by Envia et al. [81].

9. Future Trends

When modelling the physics of all turbomachinery flow, RANS approach limitations hinder the accuracy with which one can model the blade-to-blade flow-field. Consequently, a RANS approach limits the accuracy with which one may calculate industrial fan performance characteristics. The RANS approach is not able to model the turbulence’s spectral content and is not sensitive to the flow-field’s multiscale features. Scholars who have studied the flow-field physics within all turbomachinery classes are increasingly turning to large Eddy simulations (LES) to overcome RANS approach limitations.

The principle issue with all large Eddy simulations is the formidable computations effort. The computational effort is simply beyond the reach of even the largest industrial fan manufacturers at the time of writing. The required computational hardware to successfully run a large Eddy simulation is between two and three orders of magnitude greater than that currently available to industrial fan designers. Despite this reservation, high performance computing (HPC) facilities are developing rapidly, exploiting massively parallel clusters of individual processors. Despite the promise of the high performance computing facilities, at the time of writing the costs to use them is beyond the reach of industrial fan manufacturers.

Further, the use of high performance computing facilities requires that an expert rewrites and optimises the
computational methods to run across thousands of individual processors. To further compound matters, the commercial CFD code industry sells commercial CFD codes on a “per processor” basis that effectively makes the cost of running the codes across more than a handful of processors prohibitive. We may therefore conclude that it is likely to be another five years before industrial fan manufacturers can realistically consider a large Eddy simulation approach to predict a fan’s performance characteristic.

Despite the challenges that large Eddy simulation poses, turbomachinery designers are moving towards large Eddy simulation based computational methods. This movement has been difficult, in part, as a consequence of Large Eddy Simulation based computational methods requiring a higher level of user capability than RANS based computational methods. However, Large Eddy Simulation based methodologies offer the possibility to compute unsteady phenomena, such as those that occur with stall inception, unsteady blade and bearing loads, vibration, and noise. The industrial fan community widely anticipates predicting the unsteady flow-field parameters responsible for generating overall fan noise and spectrum. A computational method that could give a reliable prediction of not only a fan's aerodynamic characteristics, but also acoustic characteristics would be useful during new fan design, development, and optimisation.

Although full Large Eddy Simulation methodologies are still some years away from routine application within the industrial fan community, there is progress with “hybrid” approaches. These hybrid approaches are based on sensitising an unsteady RANS approach to instabilities. Notable examples are detached Eddy simulations (DES) and scalar-adaptive simulations (SAS). Other hybrid methods utilise a combined Large Eddy Simulation and RANS approach, with the actuator disc and actuator line approaches also offering the possibility of combining with a Large Eddy Simulation approach.

The detached Eddy simulation approach is a sensitised Large Eddy Simulation method based on the unsteady RANS Spalart-Allmaras model. The Detached Eddy Simulation approach is the most widely used of the available hybrid methodologies as it is able to account for the turbulence spectral content in turbomachinery simulations. At the time of writing, industrial fan designers have not reported in the literature the use of the Detached Eddy Simulation approach. Therefore, we may conclude that the computational effort that engineers associate with a Detached Eddy Simulation approach remains beyond that available within the industrial fan community at the present time.

The scalar-adaptive simulation approach is similar to the Detached Eddy Simulation approach as it utilises a methodology based on an unsteady RANS methodology [82–84]. The Scalar-Adaptive Simulation approach is based on a $k-\omega$ SST turbulence model sensitised to more than one characteristic length scale by introducing second order derivatives of velocity. Yang et al. [62] utilised the Scalar-Adaptive Simulation approach to compute the flow-field through a centrifugal fan to facilitate the study of unsteady loads on the fan impeller and to predict the pressure fluctuation magnitude. Wolfram and Carolus [69] also used the Scalar-Adaptive Simulation approach to compute the flow-field through a centrifugal fan. They were able to identify vortical structures that developed in the fan inlet and went on to study the mechanism by which these vortical structures entered the fan impeller and their role in generating the fan's acoustic signature.

Finally, hybrid Large Eddy Simulation/RANS methodologies solve the unsteady RANS equations in the near-wall region and the Large Eddy Simulation equations in the flow's main core. This hybrid approach reduces the required computational effort for a full Large Eddy Simulation whilst still accounting for large-scale structures in the majority of the flow. This model a part of the turbulence spectrum. Piotrowski et al. [61] observed that this hybrid approach is facilitated as the discretised system of Large Eddy Simulation and RANS equations share the same form, and, consequently, bridging the two within a single computational code is relatively easy to accomplish.

A challenge of using a hybrid Large Eddy Simulation/RANS methodology is the interface between the two. Borello et al. [85] studied the practicality of interfacing Large Eddy Simulations and RANS computations in a single hybrid simulation. They studied the relative merits of both a moving and a fixed surface to create a buffer zone between the Large Eddy Simulation and the RANS computations, with the buffer zone thickness comprising typically three to five cells. Borello et al’s hybrid approach [85] is noteworthy in that it is based on an elliptic relaxation RANS model. They demonstrated that this model could correctly reproduce the tip leakage vortex in a linear cascade without an increase in grid resolution when compared to an unsteady RANS computation based on the same RANS closure. Consequently, the required computational effort for the hybrid Large Eddy Simulation/RANS computation does not increase in comparison to an unsteady RANS because of mesh density. However, the hybrid Large Eddy Simulation/RANS computation does require more throughflow time steps than the unsteady RANS computation to achieve convergence, and one must reduce the time step amplitude to maintain the Courant-Friedrichs-Lewy (CFL) number below unity. As a result, a hybrid Large Eddy Simulation/RANS simulation required approximately twice the computational effort of a comparable unsteady RANS simulation.

In theory, one can couple the actuator disk and actuator line approaches with a RANS or Large Eddy Simulation computation. This would allow the resulting hybrid simulation to reproduce large-scale structures’ unsteady interaction. Sørensen and Shen [74] noted that at the present time there are no examples of hybrid methodology applications based on either the actuator disk or actuator line approaches applied to fans. However, engineers have successfully applied both approaches to wind turbines and therefore have the potential to apply them into industrial fan applications.

Finally, Davidson [86] noted that a theoretically possible hybrid approach would be to use low-resolution grids coupled with advanced subgrid scale models. Borello et al. [41] were able to demonstrate the potential of this approach by incorporating a subgrid scale model sensitive to each grid cell’s size. Using this approach, Borello et al. [41] were able to recover part of the turbulence spectrum that is lost with
a RANS approach and were able to analyse the turbulent structures within a tunnel ventilation fan's blade-to-blade passage (Figure 9).

As Borello et al.'s methodology [41] is inherently unsteady, they were able to utilise it to study the effects of train induced pressure pulses on tunnel ventilation fans. Borello et al. [41] concluded that the quasi-instantaneous changes of the operating conditions did not influence predicted large-scale turbulent structures. In contrast, the operating condition's quasi-instantaneous changes did impact small scale turbulent structures (Figure 10). However, Borello et al.'s [41] most significant conclusion was that the operating condition's quasi-instantaneous changes resulted in doubling the unsteady blade loads, despite the fan not driving into stall (Figure 11). They concluded that doubling the unsteady blade load was likely the cause of recent tunnel ventilation fans’ in-service mechanical failures in tunnel systems with large pressure pulses.

Authors of commercial CFD codes do not champion hybrid methodology development. They are slow to respond to market demands for more advanced hybrid methodologies, preferring instead to exploit a monopolistic position in the market with well-proven RANS based methodologies that converge reliably. As a direct result the last decade has seen the widespread adoption of open-source codes. Foremost, amongst the open-source CFD codes that industrial fan designers have adopted are OpenFOAM [87] and CODE.. SATURNE [88]. These open-source codes are free and customisable. The industrial fan community is fragmented, with the majority of industrial fan designers working in small to medium size organisations that do not have the financial resources to pay the multiprocessor licence fees associated with commercial codes. Additionally, industrial fan designers typically develop products for a wide range of applications, and, consequently, the ability to customise a code is attractive.

The current generation of open-source codes meets the scalability standards of large High Performance Computing facilities, and, consequently, they can take advantage of rapidly developing massively parallel computation capabilities. An additional advantage of open-source computational fluid dynamic codes is that one can couple them with other codes. For example, the open-source optimising code DAKOTA [89] is able to operate in conjunction with a computational fluid dynamics code, passing back a revised set of parameters to optimise blade geometry through a Pareto optimisation study. When attempting to optimise an aerofoil, Spisso [90] combined OpenFOAM and Point Wise, a commercial mesh generator with built-in scripting capabilities for automated mesh generation and DAKOTA. The industrial fan industry has a long history of producing either design-to-order or heavily adapted-to-order fan designs. Therefore, the emergence of viable optimisation tools represents an exciting development that is likely to become increasingly relevant to industrial fan designers over the next five years.

10. Conclusions

Computational methods have become established within the industrial fan community. Despite the inevitability of separated flow through industrial fans, engineers have developed computational methods that simulate both the blade-to-blade flow-field and overall fan performance and to an accuracy that is of practical use to industrial fan designers.

For the first time, the legislative environment within Europe and the planned legislative environment in the USA are setting minimum fan and motor efficiency levels. This change in legislative environment is driving industrial fan designers to adopt computational methods as they are now legally required to improve fan performance to at least the legal minimum. This legislative imperative is resulting in industrial fan designers adopting open-source code in an ongoing effort to spread the use of computational codes from analysis based research applications into development and order related engineering application. Within the next five years it is likely that the industrial fan community will have abandoned commercial codes in favour of open-source alternatives.

10.1 CFD as a Design Tool. Today the industrial fan community routinely uses computational fluid dynamic codes as design tools. Commercial codes incorporating a basic RANS methodology with either a k-ε or k-ω wall function approach are able to predict both axial fan and centrifugal fan performance characteristics. Over the stable part of the fan’s characteristic these predictions are accurate enough to be of practical use to industrial fan designers. Further, they achieve the predictions with a computational effort that is realistic for the majority of industrial fan designers.

As either an axial or centrifugal fan approaches peak pressure, and therefore its stability limit, classical RANS based methodologies with wall functions reach their capability limit. The hypotheses that engineers used to derive all RANS methodologies are no longer valid. As a fan approaches stall, flow-field structures become more complex, and, consequently, it is no longer possible to accurately predict the fan's performance characteristics.
Figure 10: The numerically predicted vortical structures through a tunnel ventilation fan’s blade passage, computed using a Large Eddy Simulation (LES). These structures are visualised with isosurfaces of vortical structure deduction parameter \((\dot{Q})\) and coloured with pressure coefficient \((C_p)\), from Borello et al. [41].

Despite the inability of RANS based methodologies to predict a fan’s characteristic when stalled, the numerical prediction is still able to identify that the fan is stalling. Industrial fan designers are primarily focused on ensuring that their designs do not operate in stall. Consequently, it is enough for a computational method to predict that the fan will stall, and that is why RANS based methodologies remain the favoured methodologies within the industrial fan community. If the computational method is required to predict a fan’s characteristic performance when stalled, a methodology that better models the flow-field physics is required. Moving from a high- to low-Reynolds formulation in the RANS methodology improves the flow-field physics’ modelling. However, a low-Reynolds formulation requires a substantial increase in grid resolution close to walls. Consequently, a low-Reynolds formulation typically requires twice the computational
effort required for a high-Reynolds formulation. Despite the increase in computational effort, today industrial fan designers favour RANS methodologies with a low-Reynolds formulation.

10.2. CFD as an Analysis Tool. Computational fluid dynamics codes offer industrial fan designers the possibility of simulating in detail the blade-to-blade flow-field. Codes incorporating a basic RANS methodology predict a fan’s overall performance characteristics well, but the limitations inherent in their formulation make them less suitable for studying the blade-to-blade flow-field. Real insight requires a code based on an unsteady RANS methodology incorporating advanced low-Reynolds models, a Detached Eddy Simulation (DES) or a Scalar-Adaptive Simulation (SAS). These unsteady RANS based methodologies have the potential to simulate the blade-to-blade flow-field as a fan approaches stall. They can predict critical flow-field structures within the blade passage, providing industrial fan designers with the necessary insight to develop a design.

An industrial fan designer would classically develop a design to delay the onset of stall or improve fan efficiency at a desired operating point. However, insight into, for example, the nature of blade tip leakage flow features can facilitate the development of blade tip features that minimise the tip leakage vortex’s intensity while maintaining its vorticity above a critical threshold value such that it does not burst. Thus, an industrial fan designer is able to effectively develop blade tip treatments that minimise fan acoustic emissions. As such, insight into an axial or centrifugal fan’s blade-to-blade flow-field facilitates the achievement of a broad range of development goals.

10.3. Future Trends. Industrial fan designers have successfully integrated commercial computational fluid dynamic codes into the design process. The cost of the necessary computer hardware to run these codes has become progressively more affordable. Despite the reduced computer hardware costs, commercial computational fluid dynamic codes remain out of reach of many industrial fan designers working for smaller fan companies. This is because the cost of a licence for a commercial code remains high. The code author’s policy of charging a licence fee for each processor results in a commercial code licence for a multiprocessor computer being typically an order of magnitude larger than the hardware’s cost.

Industrial fan designers are increasingly working with the codes OpenFOAM and CODE_SATURNE. These codes are licence-free and can run on clusters of computers. This offers industrial fan designers the possibility of networking office computers. Computers that the engineering department uses during the day with design software may be used at night as part of a cluster to run open-source computational fluid dynamics codes. At the time of writing OpenFOAM and CODE_SATURNE have user interfaces that are less user friendly than commercial codes. Despite this caveat,
the open-source movement generally has made dramatic progress over the last five years. Therefore, it is likely that open-source computational fluid dynamic codes will become dominant within the industrial fan community, as that community struggles to develop more efficient products in response to current and planned future legislation mandating minimum fan and motor efficiency.

**Nomenclature**

**Latin**

\[ U: \text{Velocity [m/s]} \]
\[ x, y, z: \text{Cartesian coordinates [m]} \]
\[ i, j, k: \text{Indices [-]} \]
\[ K: \text{Turbulent kinetic energy [m}^2/\text{s}^2] \]
\[ y_n: \text{Distance from the wall [m][-]} \]
\[ \text{CFL} = U \times \Delta t / \Delta x: \text{Courant-Friedrichs-Lewy number, usually referred to as CFL or Courant number [-]} \]
\[ \overline{u_i' u_j'}: \text{Reynolds stresses [m}^2/\text{s}^2] \]
\[ \gamma: \text{Normalised wall distance [-]} \]
\[ \text{Re} = U_{	ext{ref}} \times L_{	ext{ref}} / v: \text{Reynolds number based on reference velocity and length} \]
\[ \text{Re}_f: \text{Reynolds number based on friction velocity} \]
\[ P_\phi: \text{Production of } \phi \]
\[ u_z = r^{0.5}: \text{Friction velocity [m/s]} \]
\[ T: \text{Time [s]} \]

**Greek**

\[ \varepsilon: \text{Dissipation of } \phi \]
\[ \Delta_1: \text{Distance from the wall of the first cell centre [m]} \]
\[ \tau_w: \text{Wall shear stress [m}^2/\text{s}^2] \]

\[ \xi = v^2 / k: \text{Zeta [-]} \]
\[ \Omega_{ij}: \text{Rate of rotation tensor (antisymmetric component of the velocity gradient)} [1/\text{s}] \]

**Acronyms**

BEM: Boundary element method
CFD: Computational fluid dynamics
DES: Detached eddy simulations
DNS: Direct numerical simulation
HPC: High performance computing
LES: Large eddy simulations
RSM: Reynolds stress models (same as SMC)
SAS: Scale adaptive simulations
SMC: Second moment closure (same as RSM)
URANS: Unsteady Reynolds-averaged Navier-Stokes
SST: Shear stress transport
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