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Abstract: This article discusses the modification of three step iteration method to solve nonlinear equations \( f(x) = 0 \). The new iterative method is formed from a combination of Newton, Halley, and Chebyshev methods. To reduce the number of evaluation functions, some derivatives in this method are estimated by Taylor polynomials. Using analysis of convergence we show that the new method has the order of convergence fourteen. Numerical computation shows that the new method are comparable to other methods discussed.
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1. Introduction

Nonlinear equation is an important discussion in numerical analysis. A method of finding a solution of nonlinear equation is one of the topics that is often discussed in numerical analysis literatures. A nonlinear equation is presented in the form

\[ f(x) = 0. \]  

The solution of nonlinear equation (1) can be found in various ways, among others use the iterative methods. The solution by an iterative method gives a good approach to the true solution.

Let \( x \) be a solution of nonlinear equation (1), if \( x_n \) is a given initial value then nonlinear equation (1) can be approached by using Taylor expansion of \( f(x) \) about \( x = x_n \) by

\[ f(x) = f(x_n) + f'(x_n)(x - x_n) + \frac{f''(x_n)(x-x_n)^2}{2!} + \cdots \]  

First two terms of the equation (2) give an iterative method that is often used to solve nonlinear equation (1). The method is as follows:

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} f'(x_n) \neq 0, n = 0, 1, 2, ... \]  

The iterative method (3) is known as Newton's method having quadratically convergence [1]. Some modifications of Newton's method have been made in some papers [7, 14] to increase the convergency.

Then from three terms of (2) we get an iterative method having cubically convergence as follows:

\[ x_{n+1} = x_n - \frac{2 f(x_n)f'(x_n)}{2f'(x_n)^2 - f''(x_n)f'(x_n)}, n = 0, 1, 2, ... \]  

Iterative method (4) is known as Halley's method. The method (4) has been developed and discussed in some papers [5, 6, 8, 11, 12] so as to produce a diverse order of convergence.

Then by using different algebraic manipulation of (2), another iterative method is obtained in the form

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} - \frac{f'(x_n)(x-x_n)^2}{2f'(x_n)^3}, n = 0, 1, 2, ... \]  

The iterative method (5) is known as Chebyshev's method having cubically convergence [4].

Then from three iterative methods (3), (4) and (5), Bahgat and Hafiz [2] introduce an iterative method to solve nonlinear equation. The iterative method is defined by

\[ y_n = x_n - \frac{f(x_n)}{f'(x_n)} \]
\[ z_n = y_n - \frac{2f(y_n)f'(y_n)}{f'(y_n)^2 - f(y_n)f''(y_n)} \]  
(7)

\[ x_{n+1} = z_n - \frac{f'(z_n)}{f'(x_n)} \frac{f''(z_n)f'(x_n) - f'(z_n)^2 f'(x_n)}{2f'(x_n)^3} \]  
(8)

In this article we discuss an iterative method without second derivative to solve nonlinear equation (1). The discussed method is obtained by changing the calculation of function \( f''(z_n) \) at (8) by \( f''(y_n) \). Then \( f''(y_n) \) is approached by Taylor polynomial. In section 3 we present the numerical computation of some test functions.

2. Proposed Methods

Newton-Halley-Chebyshev's iterative method without second derivatives is a modification of Bahgat-Hafiz's method (6) by changing the calculation of function \( f''(z_n) \) in equation (6) by \( f''(y_n) \). The equation (6) can be written as

\[ y_n = x_n - \frac{f'(x_n)}{2f'(x_n)} \]  
(9)

\[ z_n = y_n - \frac{2f(y_n)f'(y_n)}{f'(y_n)^2 - f(y_n)f''(y_n)} \]  
(10)

\[ x_{n+1} = z_n - \frac{f'(z_n)}{f'(x_n)} \frac{f''(z_n)f'(x_n) - f'(z_n)^2 f'(x_n)}{2f'(x_n)^3} \]  
(11)

Then \( f''(y_n) \) in equations (10) and (11) are approached by a polynomial obtained using Taylor expansion of \( f(x) \) and \( f'(x) \) about \( x = y_n \) up to third derivative, then \( f(x) \) and \( f'(x) \) are evaluated in \( x = x_n \), after the simplification we have

\[ f''(y_n) \approx \frac{2}{y_n - x_n} \left( 2f'(y_n) + f'(x_n) - 3 \frac{f(y_n) - f(x_n)}{y_n - x_n} \right) = \frac{2f'(y_n)}{y_n - x_n} \]  
(12)

By substituting (12) into (10) and (11) we have the iterative method as follows:

\[ y_n = x_n - \frac{f'(x_n)}{2f'(x_n)} \]  
(13)

\[ z_n = y_n - \frac{2f(y_n)f'(y_n)}{2f'(y_n)^2 - f(y_n)f''(y_n)} f'(x_n - x_n) \]  
(14)

\[ x_{n+1} = z_n - \frac{f'(z_n)}{f'(x_n)} \frac{f''(z_n)f'(x_n) - f'(z_n)^2 f'(x_n)}{2f'(x_n)^3} \]  
(15)

In Theorem 1 we show the convergence of iterative method (13)-(15). Theorem 1 (Order of Convergence) Let \( f : D \to \mathbb{R} \) be a differentiable function in an open interval \( D \). Then assume that \( \alpha \) is a simple root of \( f(x) = 0 \). Suppose \( x_0 \) is a given initial value that is sufficiently close to \( \alpha \), then iterative method (13)-(15) have the order of convergence fourteen and satisfying the following error equation:

\[ e_{n+1} = (7c_2^4c_4^2 + c_2^2c_4^2 - 5c_2^2c_3^2 + 2c_2^2c_3^2 - 3c_2c_3^2 + 6c_2^2c_4^2 + c_2c_4^2 - 3c_2^2c_3 - 8c_2c_3c_4)e_{14} + O(e_{14}^{15}) \]

Proof. Let \( \alpha \) be a simple root of the equation \( f(x) = 0 \), then \( f(\alpha) = 0 \) and \( f'(\alpha) \neq 0 \). By using Taylor expansion of \( f(x) \) and \( f'(x) \) about \( x = \alpha \), \( f(x) \) and \( f'(x) \) are evaluated in \( x = x_n \) so that we have

\[ f(x_n) = f'(\alpha)(e_n + c_2e_n^2 + c_3e_n^3 + \ldots) \]  
(16)

and

\[ f'(x_n) = f'(\alpha)(1 + 2c_2e_n + 3c_3e_n^2 + \ldots) \]  
(17)

where \( e_n = x_n - \alpha \) and \( c_k = \frac{f^{(k)}(\alpha)}{k!f'(\alpha)^k} \). If (16) is divided by (17) then we have

\[ \frac{f(x_n)}{f'(x_n)} = e_n - c_2e_n^2 + 2(c_2^2 - c_3^2)e_n^3 + \ldots \]  
(18)

By substituting (18) into (13) and \( x_n = \alpha + e_n \) is given we have

\[ y_n = \alpha + c_2e_n^2 + 2(c_3 - c_2^2)e_n^3 + \ldots \]  
(19)

By using (19) and applying Taylor expansion of \( f(y) \) and \( f'(y) \) about \( y = \alpha \), \( f(y) \) and \( f'(y) \) are evaluated in \( y = y_n \). After simplification we have

\[ f(y_n) = f'(\alpha)\left( c_2e_n^2 + 2(c_3 + c_2^2)e_n^3 + \ldots \right) \]  
(20)

and

\[ f'(y_n) = f'(\alpha)(1 + 2c_3e_n + 2(c_2^2 - c_3^2)e_n^3 + \ldots) \]  
(21)

From (20) and (21) doing calculation for \( 2f(y_n)f'(y_n) \), after simplification, we get

\[ 2f(y_n)f'(y_n) = f'(\alpha)^2(2c_2^2e_n^2 + 4(c_2^2 - c_3^2)e_n^3 + \ldots) \]  
(22)

Furthermore from (21) we have

\[ 2f'(y_n)^2 = f'(\alpha)^2(2 + 8c_2^2e_n^2 + \ldots) \]  
(23)

Then \( P_f(x_n, y_n) \) at (12) is calculated by substituting (16), (17), (19), (20), and (21) into (12) and \( x_n = \alpha + e_n \) is given we obtain

\[ P_f(x_n, y_n) = f'(\alpha)(2c_2 + (6c_2c_3 + 2c_4)e_n^2 + \ldots) \]  
(24)

If (20) is multiplied by (24), we obtain

\[ f(y_n)P_f(x_n, y_n) = f'(\alpha)^2(2c_2^2e_n^2 + 4(c_2c_3 - 4c_2^2)e_n^3 + \ldots) \]  
(25)

By substituting (19), (22), (23), and (25) into (14), after simplification, we have

\[ z_n = \alpha + (c_2^2c_4 + c_2^2 - c_2c_3)e_n^6 + \ldots \]  
(26)

Then by using (26) and applying Taylor expansion of \( f(z) \) and \( f'(z) \) about \( z = \alpha \), \( f(z) \) and \( f'(z) \) are evaluated in \( z = z_n \), after simplification, we have

\[ f(z_n) = f'(\alpha)((c_2^2c_4 + c_2^2 - c_2c_3)e_n^6 + \ldots) \]  
(27)

and

\[ f'(z_n) = f'(\alpha)(1 + (2c_2^2c_4 + c_2^2 - 2c_2c_3)e_n^6 + \ldots) \]  
(28)
Dividing (27) by (28) we get
\[ \frac{f(x_n)}{f'(x_n)} = \left( c_2^2 + c_2^3 - c_2 c_4 \right) x_n^2 + \ldots. \] (29)

If (27) is squared and then multiplied by (24) we have
\[ f(x_n)^2 f'(x_n, y_n) = f'(a)^3 \left( 4 c_2^0 c_4 + c_2^3 c_4 + 2 c_2^2 c_3 \right) = 2 c_2^4 - 4 c_2^3 c_3 c_4 + 4 c_2^2 c_3 c_4 + \ldots \] (30)

Then from (28), doing calculation for \( f(x_n)^3 \) and we have
\[ x_{n+1} = \alpha + \left( 7c_2^6 c_4 c_6 + c_2^3 c_4^3 - 5c_2^5 c_3 c_4^2 + 2c_2^2 c_4^3 c_3 + 3c_2^3 c_4^3 + 6c_2^4 c^5 + c_2^6 c^5 - 3c_2^2 c_5^2 + 3c_2^2 c_4^2 - 3c_2^2 c_5 + 3c_2^2 c_3 + 6c_2^3 c_4 + c_2^6 c_3 - 3c_2^2 c_5 - 8c_2^3 c_3 c_4 e^N + O(e^N) \]

Since \( e_{n+1} = x_{n+1} - \alpha \),
\[ e_{n+1} = \left( 7c_2^6 c_4 c_6 + c_2^3 c_4^3 - 5c_2^5 c_3 c_4^2 + 2c_2^2 c_4^3 c_3 + 3c_2^3 c_4^3 + 6c_2^4 c^5 + c_2^6 c^5 - 3c_2^2 c_5^2 + 3c_2^2 c_4^2 - 3c_2^2 c_5 + 3c_2^2 c_3 + 6c_2^3 c_4 + c_2^6 c_3 - 8c_2^3 c_3 c_4 e^N + O(e^N) \]

From the definition of the order of convergence [9], this ends the proof of the method (13)-(15). So, the method has the order of convergence fourteen.

### 3. Numerical Experiments

In this section, we present the numerical computation to compare the number of iterations and the order of convergence of Bahgat-Hafiz’s method (MB) in (6)-(8), Raffiullah-Haleem’s method (RH) [13], Matinfar et al.’s method (MAA) [10], and Newton-Halley-Chebyshev’s method without second derivatives (NHC) (13)-(15) to find the solution of nonlinear equation. Tolerance is given by 1.0 x 10^-50. The criteria to stopping the computing program is if \(|f(x_{n+1})| \leq\) Tolerance, or the number of iterations reaches 100 iterations. Table 1 gives some nonlinear equations as test functions.

In Table 2, first column shows some test functions denoted by \( f \), second column includes initial value denoted by \( x_0 \) and some iterative methods, third column is number of iterations of each method, fourth column is absolute value of test function for root approximation to \( n \), fifth column is difference of value between two adjacent roots, and sixth column is computational order of convergence (COC) of each method. The symbol • in iteration column shows that the resulting number of iterations exceeds the maximum number of iterations specified. The symbol * shows that the iterative method convergent to other root. The symbol NaN represents the computational results that cannot be expressed numerically.

In Table 2 we have the first function \( f_1 \) with initial value \( x_0 = 1.5 \) and \( x_0 = 2.6 \). All of comparison methods are convergent to the approximation root and there is no significant difference of number of iterations of each method. The second function \( f_2 \) for \( x_0 = -0.3 \), all of comparison methods convergent to predetermined root. However the number of iterations of MB and NHC less than the others, i.e. two iterations. Then for \( x_0 = 0.6 \), only NHC converges to the predetermined root. While the three other methods MB, RH, and MAA are not convergent.

The third function \( f_3 \) for initial value \( x_0 = -1.2 \), the visible difference is in the number of iterations of RH and others. While the number of iterations of MB exceeds the maximum number of iterations specified. Then for initial value \( x_0 = 2.0 \), all of methods are convergent.

The fourth function \( f_4 \) for initial value \( x_0 = -0.6 \), all the methods are convergent. Then for \( x_0 = 1.1 \), MAA is the only method that does not converge to predetermined root, since \( f_4 \) has two roots.

From computational order of convergence (COC) of each method with different initial values, MB and NHC has a convergency higher order than others, so that MB and NHC move faster in reaching the root of nonlinear equation. For overall, from all compared functions, it can be seen that NHC is better than other methods discussed, so that NHC method may be considered as a method to find a root of nonlinear equation.

| Test function | \( \alpha \) |
|---------------|--------------|
| \( f_1(x) = x^3 - 10 \) | 2.15443469003188372175929356651935049529534494219210 |
| \( f_2(x) = 10xe^{-x^2} - 1 \) | 0.1010258483156851973675632156868923217496969891262 |
| \( f_3(x) = \cos(x) - x \) | 0.7390851321516641655312087673734040134175890075 |
| \( f_4(x) = \sin(x) - e^x + 3x \) | 0.3604217029603244013693295158302812656360697795004 |

| Function \( f_1(x) \) | Method | Iteration | \( |f(x_n)| \) | \( |x_n - x_{n-1}| \) | COC |
|----------------------|--------|-----------|----------------|----------------|---|
| \( x_0 = 1.5 \) | MB | 2 | 4.17773166e-143 | 2.28216431e-08 | 18.2207 |
| | RH | 4 | 8.78308099e-234 | 1.50417300e-39 | 6.0000 |
| | MAA | 3 | 4.86246493e-141 | 3.82025284e-18 | 7.9981 |
| | NHC | 2 | 8.60453184e-08 | 1.08151455e-06 | 14.2244 |
| \( x_0 = 2.6 \) | MB | 2 | 4.17773166e-143 | 2.28216431e-08 | 18.2207 |
| | RH | 4 | 8.78308099e-234 | 1.50417300e-39 | 6.0000 |
| | MAA | 3 | 4.86246493e-141 | 3.82025284e-18 | 7.9981 |
| | NHC | 2 | 8.60453184e-08 | 1.08151455e-06 | 14.2244 |
4. Conclusions

In this paper we present the modify of Bahgat-Hafiz’s method by removing the second derivative using Taylor polynomial. This method requires three functions and three first derivative evaluations per iteration. We have that the order convergence of this method is fourteen. Analysis of the efficiency shows that this method is better than Bahgat-Hafiz’s method, and some discussed methods.
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