Domain Composition and Attention for Unseen-Domain Generalizable Medical Image Segmentation
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Abstract. Domain generalizable model is attracting increasing attention in medical image analysis since data is commonly acquired from different institutes with various imaging protocols and scanners. To tackle this challenging domain generalization problem, we propose a Domain Composition and Attention-based network (DCA-Net) to improve the ability of domain representation and generalization. First, we present a domain composition method that represents one certain domain by a linear combination of a set of basis representations (i.e., a representation bank). Second, a novel plug-and-play parallel domain preceptor is proposed to learn these basis representations and we introduce a divergence constraint function to encourage the basis representations are as divergent as possible. Then, a domain attention module is proposed to learn the linear combination coefficients of the basis representations. The result of linear combination is used to calibrate the feature maps of an input image, which enables the model to generalize to different and even unseen domains. We validate our method on public prostate MRI dataset acquired from six different institutions with apparent domain shift. Experimental results show that our proposed model can generalize well on different and even unseen domains and it outperforms state-of-the-art methods on the multi-domain prostate segmentation task. Code is available at https://github.com/HiLab-git/DCA-Net.

Keywords: Attention · Domain generalization · Segmentation.

1 Introduction

Deep learning with Convolutional Neural Networks (CNNs) have achieved remarkable performance for medical image segmentation[12,17,18]. Their achievements heavily rely on the training process with images from a similar domain
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distribution for test images. However, for clinical model deployment, the training and test images are commonly acquired from different sites (hospitals) with different imaging protocols and scanner vendors, leading to evident data distribution discrepancy between them and thus substantial performance degradation at test time \cite{14,6,9}. Recently, Domain Adaptation (DA) methods \cite{6,5,16} provide a promising way to solve this problem by aligning the source and target domain distributions. While, most of the DA methods require repeated model re-training with involvement of images from the target domain, which is time-consuming and impractical when the images from a new domain are not available for training in clinical applications \cite{2}. Therefore, it is desirable to enable a model to generalize well to unseen domains, where no images in the new domain are available for retraining the model. Nowadays, domain generalization is still a challenging task but full of practical clinical significance.

Recently, there are some researches have tried to solving the domain generalization problem \cite{10,11,1}, and some methods has been applied on medical imaging. From the aspect of data, Zhang et al. \cite{21} proposed a data augmentation-based method assuming that the shift between source and target domains could be simulated by applying extensive data augmentation on a single source domain. However, the configuration of augmentation operations, such as the type and the number of transformation, requires empirical settings and even data-specific modifications. From the aspect of algorithm, Dou et al. \cite{4} proposed a meta-learning paradigm benefited from its model-agnostic manner and providing a flexible way to solve the domain generalization problem. It splits a set of source domains into meta-train and meta-test subsets, and adopts a gradient-based meta-optimization that iteratively updates model parameters to improve performance on both meta-train and meta-test datasets. Subsequently, Liu et al. \cite{13} further introduced shape constraint based on meta-learning for generalizable prostate MRI segmentation. Although meta-learning exhibits remarkable performance for domain generalization \cite{10}, it still has two-big limitations. First, the meta-optimization process is highly time-consuming since all potential splitting results of meta-train and meta-test should be considered and involved during training. The process would be even more complicated and hard for convergence when dealing with a larger set of source domains. Second, as meta-learning is used to optimize a unidirectional transfer from meta-train to meta-test domains, it still needs to distinguish distribution discrepancy among source domains by domain-specific statistics, which brings more restricts for data acquirement and storage in clinical practice. And from the aspect of self-ensemble, Wang et al. \cite{19} introduced a domain-oriented feature embedding framework that dynamically enriches the image features with additional domain prior knowledge learned from multi-source domains to make the semantic features more discriminative. However, \cite{19} extracts one domain prior knowledge from each of the $K$ source domains, where they are limited by one-to-one correspondence. Meanwhile, it simply takes an average of features from one domain as its prior knowledge, which may lead to redundancy of prior vectors when two domains are similar and limit the representation power.
Nowadays, attention mechanism is increasingly used because of its powerful self-expression ability, and plays a great role in semantic segmentation. Inspired by channel attention, Wang et al. proposed a domain attention method to construct a universal model for multi-site object detection, leading to a striking performance. However, this method was only validated with domains presented for training, and its generalizability to unseen domains was not explored. For multi-site images, the segmentation model is expected to achieve high performance not only on different domains that have been seen during training, but also on unseen domains that are often involved in the model deployment stage. To deal with this problem, we propose a Domain Composition and Attention-based Network (DCA-Net) for generalizable multi-site medical image segmentation.

The contributions of our work are: 1) we propose a novel Domain Composition and Attention (DCA) method to represent a certain (seen or unseen) domain by a linear combination of a set of basis domain representations, so that the generalizability of segmentation models are improved. 2) We design a Parallel Domain Preceptor (PDP) to learn the basis domain representations, and propose a divergence constraint function to encourage the basis domain representations to be divergent, which improves the domain composition power for generalization. 3) We propose a network using DCA (i.e., DCA-Net) for generalizable segmentation, and experimental results on multi-site prostate MRI segmentation showed that our DCA-Net outperformed state-of-the-art domain generalization methods in the same experimental settings.

2 Methods

Let $D = \{D_1, D_2, ..., D_M\}$ be the set of $M$ source domains. The $k$-th image and its label in domain $D_m$ are denoted as $x^k_m$ and $y^k_m$, respectively. An unseen target domain for testing is denoted as $D_t$. To achieve robust segmentation results for both source domains and unseen target domains, we proposed a Domain Composition and Attention (DCA) method to recalibrate the feature maps of an input image to obtain high segmentation performance across different domains. Inspired by shape composition, our domain composition represents a certain domain by a linear combination of elements in a domain representation bank consisting of a set of basis representations. As shown in Fig. 1(a), the domain representation bank is learned by a Parallel Domain Preceptor (PDP) and the linear combination coefficients are learned by a domain attention module. The DCA block is combined with a U-Net backbone to achieve generalizability across different domains, which is named as DCA-Net and shown in Fig. 1(b). In the following, we first introduce our DCA block and then describe the DCA-Net.

2.1 Domain Composition and Attention Block

As shown in Fig. 1(a), the goal of our DCA block is to calibrate a feature map $F$ of an image from a certain domain adaptively to neutralize its domain bias
Fig. 1. Overview of the proposed Domain Composition and Attention (DCA) method for multi-site domain generalizable segmentation. (a) Details of the proposed DCA block with a Parallel Domain Preceptor (PDP) and a domain attention module for domain composition. (b) Structure of DCA-Net, which combines the DCA block with the decoder of a U-Net backbone.

for improving the generalizability. DCA includes a PDP module for constructing a domain representation bank and a domain attention module for domain composition, the output of which is used for the feature neutralization.

Parallel Domain Preceptor (PDP). The PDP is used to learn a set of \(N\) basis representations in the domain representation bank. We use one basis preceptor for each basis representation, which is designed to capture a specific domain information that are different from the others. For the input feature map \(F\) with \(C\) channels, its avg-pooled result is denoted as \(f \in \mathbb{R}^{C \times 1}\). The \(n\)-th basis preceptor \(p_n\) converts \(f\) into the \(n\)-th basis representation \(p_n(f) \in \mathbb{R}^{C \times 1}\), thus the domain representation bank can be donated as \(B = \{p_1(f), p_2(f), ..., p_N(f)\}\). As the basis preceptors are independent, they can be implemented by a set of parallel subnetworks. To improve the efficiency, we propose to use a Grouped Convolution (GC) subnetwork as the structure for PDP, where each group corresponds to a basis preceptor. Specifically, the GC subnetwork has two convolutional layers each with \(N\) groups, and they are followed by group normalization + ReLU and group normalization + sigmoid, respectively, as illustrated in Fig. 1(a). Thus, the output of group \(n\) obtains \(p_n(f)\). As there is no interactions between different groups in GC, the \(N\) preceptors (groups) are independent to capture different basis representations.

Divergence Constraint for Representation Bank. To encourage the preceptors to capture different domain information, we propose a divergence constraint function \(L_{div}\) that enforces outputs of the \(N\) preceptors to be different from each other, which makes DCA be capable of capturing a wide-range domain representations. During training, we randomly choose out three basis preceptors
\[ L_{\text{div}} = 1 - \left[ \frac{1}{3} \left( ||p_i(f) - p_j(f)||^2 + ||p_i(f) - p_k(f)||^2 + ||p_j(f) - p_k(f)||^2 \right) \right]^{\frac{1}{2}} \] (1)

where \( || \cdot ||_2 \) is the L2 norm, and \( p_i, p_j, p_k \) (\( i \neq j \neq k \)) are randomly selected in each iteration. As a result, the basis representations are encouraged to be divergent and \( \mathcal{B} \) will have a strong representation ability with its diverse elements.

**Domain Attention Module.** With the basis domain representations, we represent a corresponding domain calibration vector \( \alpha(f) \in \mathbb{R}^{C \times 1} \) for the input feature map \( F \) as a linear combination of them:

\[ \alpha(f) = \beta_1 p_1(f) + \beta_2 p_2(f) + ... + \beta_N p_N(f) \] (2)

where \( \beta_n \) is the coefficient for \( p_n(f) \). The coefficient vector \( \beta = (\beta_1, \beta_2, ..., \beta_N) \) is adaptively predicted by a domain attention module, as shown in Fig. 1(a). For the input feature map \( F \), we use a \( 1 \times 1 \) convolution followed by avg-pooling in a second branch to convert it to a vector, which is then followed by a Fully Connected (FC) block and a softmax, where the last layer of FC has a length of \( N \), thus the output of the domain attention module is taken as the coefficient vector \( \beta \). Given \( \beta \), we obtain \( \alpha(f) \) based on Eq. 2, and the output of DAC is \( \hat{F} = F \otimes \alpha(f) \), where \( \otimes \) means tensor multiplication with broadcasting.

### 2.2 DCA-Net

Without loss of generality, we chose the powerful U-Net [17] as the backbone for its simple structure and good performance for segmentation. We use a DCA in each convolutional block at different levels in the decoder of U-Net, as shown in Fig. 1(b). Thus, in our DCA-Net, each convolutional block in the decoder consists of two convolutional layers that are connected by the DCA. During training, we combine a standard segmentation loss (i.e., Dice loss) \( L_{\text{seg}} \) with deep supervision to improve the performance. We also adopt the shape compactness constraint loss \( L_{\text{comp}} \) suggested by Liu et al. [13] as regularization to improve the robustness. Considering that we also need a divergence constraint function \( L_{\text{div}} \) as explained above, the overall loss function for our DCA-Net is:

\[ L_{\text{all}} = L_{\text{seg}} + \lambda_1 L_{\text{comp}} + \lambda_2 L_{\text{div}} \] (3)

where \( \lambda_1 \) and \( \lambda_2 \) are the weights of \( L_{\text{comp}} \) and \( L_{\text{div}} \), respectively.

### 3 Experiments and Results

**Datasets and Implementation.** For experiments, we used the well-organized multi-site T2-weighted MRI dataset\(^4\) for prostate segmentation [13] which was

\(^4\) https://liuquande.github.io/SAML/
acquired from 6 institutes with different patient numbers and acquisition protocols: Data of Site A and B are from NCI-ISBI13 dataset containing 30 samples each; data of Site C are from I2CVB dataset containing 19 samples; data of Site D, E and F are from PROMISE12 dataset containing 13, 12 and 12 samples, respectively. The images were preprocessed in the same way as SAML [13]. To assess the generalizability to unseen domains, we follow the leave-one-domain-out strategy in SAML [13], where each time one domain is used as unseen and the others are used for seen domains. All the images in the seen domains are used for training, and we split the unseen domain into 20% and 80% at patient level for validation and testing, respectively.

Our DCA-Net with UNet as backbone [17] was implemented in 2D due to the large variance on through-plane spacing among different sites. The encoder is kept the original settings with the channel numbers of 16, 32, 64, 128 and 256 at five scales, respectively [17]. We concatenate every three slices into an input with three channels, and use DCA-Net to predict the segmentation in the central slice. The loss function weights \( \lambda_1 \) and \( \lambda_2 \) are set as 1.0 and 0.1, respectively. The segmentation model was trained using Adam optimizer and the learning rate was \( 5e^{-4} \). We trained 20k iterations with batch size of 4 and the basis representation number \( N \) was 8 in the domain representation bank. Training was implemented on one NVIDIA Geforce GTX 1080 Ti GPU. For fair comparison, we kept the most parameters be same as those in SAML [13]. We adopt Dice score (Dice) and Average Surface Distance (ASD) as the evaluation metrics.

**Generalizability of DCA-Net on Unseen Domains.** We used the ‘DeepAll’ as a baseline which means training all source domains jointly using a standard supervised learning strategy with U-Net [17] and testing on the unseen domain. Furthermore, we compared our DCA-Net with several state-of-the-art generalization methods, including the data-augmentation based method (BigAug) [11], a meta-learning based domain generalization method (MASF) [4], and a shape-aware meta-learning method (SAML) [13].

The ‘Unseen’ section of Table 1 shows the quantitative evaluation results, where the values of of BigAug, MASF and SAML are from [13] due to the same experimental setting as ours. It demonstrates that BigAug and MASF are effective for domain generalization, which shows advantage over the lower bound DeepAll. SAML using shape-aware meta-learning achieved the best performance among existing methods, which gets and average Dice of 87.16% and average ASD of 1.58 mm across the 6 domains. Remarkably, our proposed DCA-Net achieved higher performance in terms of average Dice score and ASD, which are 88.16% and 1.29 mm, respectively. We achieved the highest performance in 5 out of the 6 domains. It is noted that though DCA-Net has a lower Dice score than SAML on the I2CVB site, it has a lower ASD, which means the contour of segmentation obtained by DCA-Net is closer to the ground truth. Fig. 2 provides 2D and 3D visual comparisons between SAML and DCA-Net for images from the 6 domains respectively. The 3D visualization shows that the results of our
Table 1. Generalizable segmentation performance of various methods on Dice (%) and ASD (mm). * means training with $L_{seg}$ and $L_{comp}$.

| Scene   | Method       | ISBI | ISBI1.5 | I2CVB | UCL | BIDMC | HK | Average |
|---------|--------------|------|---------|-------|-----|-------|-----|---------|
| Seen    | DeepAll*     | 91.37| 0.77    | 80.67 | 0.84| 88.39 | 1.18| 89.34   |
|         | DCA-Net      | 91.83| 0.72    | 91.59 | 0.81| 89.03 | 0.77| 91.99   |
|         | BigAug       | 88.62| 1.70    | 86.22 | 1.56| 83.76 | 2.72| 87.35   |
|         | MASF         | 88.70| 1.69    | 86.20 | 1.54| 84.16 | 2.39| 87.43   |
|         | SAML         | 88.89| 1.38    | 87.17 | 1.46| 85.60 | 2.07| 86.96   |
| Unseen  | DCA-Net(N=4) | 90.22| 1.11    | 88.12 | 1.16| 82.45 | 1.76| 88.28   |
|         | DCA-Net(N=8) | 90.24| 1.11    | 87.06 | 1.31| 83.62 | 1.63| 88.00   |
|         | DCA-Net(N=16)| 90.24| 1.11   | 87.24 | 1.31| 84.18 | 1.90| 88.64   |
|         | DCA-Net(ours)| 90.61| 1.12    | 88.31 | 1.14| 84.89 | 1.76| 89.22   |

Ablation Study. To validate the role of our $L_{div}$, we removed this term in the loss function and used $L_{seg}$ with $L_{comp}$ to train DCA-Net, and the corresponding model is referred to as DCA-Net*. The results in Table 1 show that DCA-Net* already outperformed DeepAll, BigAug, MASF, and SAML, which achieves 0.2% average Dice and 0.26 mm ASD improvements compared with that of SAML, with average Dice and ASD of 87.36% and 1.32 mm, respectively. Introducing $L_{div}$ to DCA-Net further improved the average Dice to 88.16%, and decreased the average ASD to 1.29 mm, demonstrating the importance of learning divergent basis representations for our PDP module. Besides, we investigated the effect of the number of basis preceptors of PDP (i.e., size of domain representation bank) by setting $N$ to 4, 8 and 16 respectively. Results in Table 1 show that ‘DCA-Net(ours)’ with $N = 8$ achieved the best performance. This demonstrates that a small number of basis preceptors is not enough to represent the different domains on multi-site datasets, while a very large number of basis preceptors or domain representation bank size does not lead to much gain in performance.

Performance on Seen Domains. We also investigated the performance of our method on the seen source domains. We followed [13] to split each source domain dataset at patient level into 70%, 10% and 20% for training, validation and testing. We retrained DeepAll with $L_{seg}$ and $L_{comp}$ under the new data setting, which is referred to as DeepAll*, and compared with ‘Intra-site’ that means training and testing 6 domain-specific models, where each model only uses the data from a single domain. The ‘seen’ section of Table 1 shows that Intra-site got a good performance by requiring each domain to provide images for training. DeepAll* can improve the performance due to the access to a larger dataset from multiple sites. What’s more, DCA-Net outperformed DeepAll*, which demonstrates...
that the proposed domain composition and attention method also improves the segmentation performance on multiple seen domains.

**Fig. 2.** Visual comparison between DCA-Net and SAML [13]. The first and last three rows are corresponding 2D and 3D visualizations, respectively. Each column shows the results of one domain used for testing and the others for training.

### 4 Conclusion

We present a Domain Composition and Attention-based model (DCA-Net) to tackle the commonly faced domain generalization problem in medical image segmentation. We propose a Parallel Domain Preceptor (PDP) that synchronously uses domain preceptors to construct a domain representation bank with a set of basis domain representations. Then, the domain attention module learns to predict coefficients for a linear combination of basis representations from the representation bank, which is used to calibrate and neutralize the domain bias of the
input feature. Meanwhile, we introduce a novel divergence constraint function to
guide the preceptors to capture divergent domain representations, which is im-
portant for improving the generalizability. Experimental results showed the effec-
tiveness of our proposed DCA-Net for achieving robust performance in prostate
segmentation from multiple sites and even unseen domains. In the future, it is
of interest to apply our DCA to other backbone networks and validate it with
other segmentation tasks with more seen and unseen domains.
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