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Abstract—We introduce a method for solving Optimal Power Flow (OPF) problems, which can substantially reduce solve times. A neural network that predicts the binding status of constraints of the system is used to generate an initial reduced OPF problem, defined by removing the predicted non-binding constraints. This reduced model is then extended in an iterative manner until guaranteeing an optimal solution to the full OPF problem. The classifier is trained using a meta-loss objective, defined by the total computational cost of solving the reduced OPF problems constructed during the iterative procedure. Using a wide range of DC- and AC-OPF problems we demonstrate that optimizing this meta-loss objective results in a classifier that significantly outperforms conventional loss functions used to train neural network classifiers. We also provide an extensive analysis of the constructed during the iterative procedure. Using a wide range of DC- and AC-OPF problems we demonstrate that optimizing this meta-loss objective results in a classifier that significantly outperforms conventional loss functions used to train neural network classifiers. We also provide an extensive analysis of the investigated grids as well as an empirical limit of performance of machine learning techniques providing optimal OPF solutions.
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I. INTRODUCTION

A central task of electricity grid operators is to frequently solve some form of Optimal Power Flow (OPF), which is at its core a constrained optimization problem. The goal of OPF is to dispatch generation in order to meet demand at minimal cost, while respecting reliability and security constraints. This is a challenging problem for several reasons. First, OPF is a non-convex and non-linear constrained optimization problem that can take a mixed-integer form when solving the unit commitment problem. Second, it is computationally expensive due to the size of power grids, requiring a large number of divergent constraints to be satisfied. Further, grid operators must typically meet (at least) N−1 reliability requirements (e.g. North American Electric Reliability Cooperation requirement for the US grid operators), resulting in additional constraints that significantly increase the computational complexity of OPF. Finally, with increasing uncertainty in grid conditions due to the integration of renewable resources (such as wind and solar), OPF problems need to be solved near real-time to have the most accurate inputs reflecting the latest state of the system. This in turn requires the grid operators to have the computational capacity of running consecutive instances of OPF problems with fast convergence time.

OPF problems are typically solved through interior-point methods, also known as barrier methods. One of the most widely used approaches is the primal-dual interior-point technique with a filter line-search. These methods are robust but expensive, as they require the computation of the second derivative of the Lagrangian at each iteration. Nevertheless, interior-point methods can be considered standard baseline approaches to solve general OPF problems.

In order to reduce computational costs, various approximations are used. The most typical approximation, called DC-OPF, makes the problem convex and reduces the number of variables and constraints. Black-box machine learning approaches are also being deployed to predict the solution of OPF, shifting computational effort away from real-time to offline training. These roughly fall into two categories.

One black-box approach is based on predicting the optimal OPF solution through regression techniques. Note that because OPF is a constrained optimization problem, the solution is not a smooth function of the grid parameters, so properly training such regression models requires substantial training data. There is also no guarantee that the solution satisfies all constraints, and violation of important constraints could lead to severe security issues for the grid. Nevertheless, the predicted solution can instead be utilized as a set-point to initialize an interior-point method. This approach can significantly reduce the number of optimization iterations compared to the original problem, but the computational gain realized in practice is marginal for several reasons. First, because only primal variables are initialized, the duals still need to converge, as interior-point methods require a minimum number of iterations even if the primal values are set to their optimal values. Trying to predict the duals as well makes the task even more challenging. Second, if the initial values of primal variables are far from optimal, the optimization can lead to a different local minimum. Finally, even if the predicted values are close to the optimal solution, the initialization can be located in a region that could result in substantially longer solve times, or even convergence failure.

The second black-box approach leverages the observation that only a fraction of constraints are actually binding at the optimum, so a reduced OPF problem can be formulated by keeping only the binding constraints. Since this reduced problem still has the same objective function as the original, the solution should be equivalent to that of the original full problem. This suggests a classification formulation, in which grid parameters are used to predict the binding status of each constraint. Unfortunately, this method can also lead to security issues through false negative predictions of the binding status of important constraints. However, by iteratively checking and adding violated constraints, and then solving the reduced OPF problem until all constraints of the full problem are satisfied, this issue can be avoided.
As the reduced OPF problem is much cheaper than the full problem, this procedure (if converged in few iterations) can be very efficient.

This approach is compatible with current practices of some grid operators to solve OPF, where the transmission security constraints are enforced through an iterative procedure in which the solution at each iteration is checked against the base-case and N−1 contingency constraints: all violated constraints are added to the model, and the procedure continues until no more violations are found [12]. We hereafter refer to this approach as the iterative feasibility test.

Focusing on the computational cost of obtaining a solution of the full OPF problem suggests the use of another loss function that measures this cost. In recent work we combined the regression approach with such an objective by minimizing the total number of OPF solver iterations by predicting an appropriate warm-start for the interior-point primal variables [8]. We refer to this objective as a meta-loss and its optimization as meta-optimization — expressing the fact that we tune the parameters of the OPF optimization via a predictor.

Inspired by recent work in predicting active constraint sets [10], [11], [13], the main contribution of this paper is to combine the classifier approach with meta-optimization, to obtain a reduced OPF model where the computational cost of the iterative feasibility test is minimized. We demonstrate the capability of our method on several DC- and AC-OPF problems. To understand the theoretical limits of each approach, we explore a perfect regressor and classifier, as guides for further research in this direction. To understand the scalability of this method, a wide range of grid sizes are tested, some of which have not been explored before due to computational cost.

In order to facilitate research reproducibility in the field, we have made the generated DC- and AC-OPF samples publicly available (https://github.com/invenia/OPFSampler.jl).

II. Methods

A. Meta-optimization for Regression

To introduce the concept of a meta-loss as an alternative objective function, we briefly describe a previous regression-based model [8].

Conventional supervised regression techniques typically use loss functions based on a distance between the training ground-truth and predicted output value, such as mean squared error or mean absolute error [14]. In general, each dimension of the target variable is treated equally in the loss function. However, the shape of the Lagrangian landscape of the OPF problem [15] as a function of the optimization variables is far from isotropic, implying that optimization under such an objective does not necessarily minimize the warm-started OPF solution time.

Instead, we proposed a meta-loss function that directly measures the computational cost of solving the OPF problem. As the number of OPF optimization steps is roughly proportional to the solve time, the meta-loss function is defined to be the number of iterations of the interior-point method required to reach the optimal solution from the starting point, as predicted by the regression model. We applied a neural network (NN), with parameters determined by minimizing the meta-loss function (meta-optimization) on the training set (Figure 2). As this meta-loss is a non-differentiable function with respect to the NN weights, back-propagation cannot be used. As an alternative, we employed the Particle Swarm Optimization (PSO) [16], a gradient-free optimization method.

Meta-optimization requires solving OPF multiple times (as the predictor changes) and is therefore computationally demanding: with \( N_l \) meta-training samples, \( N_p \) PSO particles and \( N_s \) meta-optimization steps, \( N_l \times N_p \times N_s \) full OPF problems with warm-start must be solved. However, it is straightforward to start the meta-optimization from a pre-trained NN, under a conventional regression loss. We demonstrated the capability of this meta-optimization for two synthetic grids using DC-OPF problems [3].

B. Meta-optimization for Classification

The first step of our new method is to train a NN-based classifier using grid parameters as features, to predict the binding status of the constraints of the full OPF problem. A reduced OPF problem has the same objective function as the full problem, but only retains those constraints that were predicted to be binding by the classifier. As there may be violated constraints not included in the reduced model, we use the iterative feasibility test to ensure convergence to an optimal solution of the full problem. The procedure has the following steps (Figure 3):

1) An initial reduced set of constraints \( \mathcal{A}_1 \) is proposed by the classifier. A solution \( p^*_1 \) is then obtained by solving the reduced problem.
We define the meta-loss objective as the total computation with $N$. As the meta-loss is a non-differentiable function of the classifier with weights $\theta$, we initialize the NN classifier by training under a conventional loss, which provides initial weights $\theta$, followed by a meta-optimization of the meta-loss. $\Phi_{grid}$ is the vector of grid parameters, $\text{NN}_\theta$ represents the classifier with weights $\theta$. The meta-loss is computed within the iterative feasibility test, where $C$ denotes the full set of constraints of the original OPF problem, $A_k$ is the actual set used in the reduced problem and $N_k$ is the set of violated constraints. $p^*_K$ is the solution of the corresponding reduced problem, where $k = 1 \ldots K$ is the iteration index. The final solution $p^*_K = p^*$ at $k = K$ is obtained when $N_K = \emptyset$.

2) In each feasibility iteration, $k \in 1 \ldots K$, the solution $p^*_k$ of the reduced problem is validated against the constraints $C$ of the original full formulation.

3) At each step $k$, the violated constraints $N_k$ are added to the set of considered constraints to form $A_{k+1} = A_k \cup N_k$.

4) This procedure repeats until no violations are found (i.e. $N_K = \emptyset$), and the solution $p^*_K$ satisfies all original constraints $C$. At this point, we have found a solution to the full problem ($p^*$).

We define the meta-loss objective as the total computation time of the iterative feasibility test procedure, and the meta-optimization as the optimization of the NN weights under the meta-loss objective over a training data set.

The meta-loss objective therefore includes the solution time of a sequence of reduced OPF problems. Similarly to the meta-loss defined for the regression approach, it measures the computational cost of obtaining a solution of the full problem. As the meta-loss is a non-differentiable function of the classifier weights, we optimize it using the gradient-free PSO method. The meta-optimization has the following computational cost: with $N_1$ meta-training examples, $N_p$ particles, and $N_s$ meta-optimization steps, $\sum_{i=1}^{N_1} K_i$ reduced OPF calculations are performed, where $N = N_1 \times N_p \times N_s$, and $K_i$ is the number of feasibility test iterations of the $i$th reduced OPF problem.

Of all these parameters, $N_1$, $N_p$ and $N_s$ are the hyper-parameters we control. The values $\{K_i\}_{i=1}^{N_1}$, however, are dependent upon the classifier performance. In our experience, the procedure usually converges within a few iterations to the full solution (typically 1–10 for tested grids). We further note that instead of just extending the previous set of active constraints with violations, an alternative to step 3 would be to also discard constraints that were found to be non-binding in $A_k$. This alternative approach can theoretically lead to infinite loops when competing constraints switch their binding status from one to another between consecutive iterations. We also found it to converge more slowly in practice than the extension-only version we recommend in step 3.

To reduce the required number of steps of meta-optimization, we initialize the NN classifier by training under a conventional objective for classification. As discussed previously for regression, optimizing such an objective does not necessarily minimize the computational cost of obtaining a solution of the full problem. In practice, we achieve reasonable results by training with a cheap surrogate objective (conventional loss) first, followed by training under the more expensive meta-loss objective. We summarize the differences between regression and classification approaches in Table 1.
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**Table 1**

| Property                  | Regression | Classification |
|---------------------------|------------|----------------|
| Input                     | $\Phi_{grid}$ | $\Phi_{grid}$ |
| Output                    | $p_0^*$    | $p_0^*$        |
| OPF problem type to solve | full OPF with warm-start | reduced OPF formulations |
| Meta-loss                 | $\Phi_{full-OPF}$ | $\Phi_{warm-start}$ |
| Meta-optimizer            | PSO varying NN weights | PSO varying NN weights |
| Cost of meta-optimization  | $N_1 \times N_p \times N_s$ | $N_1 \times N_p \times N_s + \sum_{i=1}^{K_1}$ |

**C. OPF Framework**

Several synthetic grids from the Power Grid Library were used. DC- and AC-OPF models were solved within the PowerModels.jl OPF package written in Julia. For interior-point methods, Ipopt was primarily used, with further comparisons to the ECOS and OSQP solvers.

**D. Input Sample Generation**

In order to explore a variety of distinct active sets of constraints for the synthetic cases and mimic the time-varying behavior of the OPF input parameters, grid parameter samples with feasible OPF solutions were generated by varying the original values in the grid data-set. In particular, for each grid 10k DC-OPF samples were produced by re-scaling nodal load active power by factors drawn from uniform distribution of the form $U((0.5, 1.15))$, and re-scaling maximum active power output of generators, line thermal ratings and line reactance values by scaling factors drawn from $U((0.9, 1.1))$. For AC-OPF, 1k samples were generated for the studied synthetic grids. Beside the parameters that were changed for DC-OPF, re-scaled nodal load reactive power, maximum reactive power output of generators, and line resistance values were produced by scaling factors sampled from $U((0.9, 1.1))$.

**E. Technical Details of the Model**

1) **NN Architecture:** Each constraint was predicted to be binding or non-binding by a multi-label classifier. Correspondingly, a binary cross-entropy loss was used with the following architecture, in the Julia Flux.jl package. Two fully connected hidden layers were each followed by a BatchNorm layer and a ReLU activation function. A Dropout layer with a dropout fraction of 0.4 was added after
each BatchNorm layer. The final output layer had a sigmoid activation function. The input and output sizes of the NN were determined by the number of grid parameters, and the cardinality of all inequality constraints, respectively (see Tables [I] and [II] for details), while the middle layer size was 50 × 50.

2) Conventional Optimization: Samples were split randomly into training, validation, and testing sets of 70%, 20% and 10%, respectively. Hereafter, when referring to 10k or 1k samples, we refer to the total data set split as such. Mini-batch sizes of 10 and 100 were used with 1k and 10k samples, respectively. Training was carried out using the ADAM optimizer [26] (with learning-rate $\eta = 10^{-4}$ and parameters $\beta_1 = 0.9$ and $\beta_2 = 0.999$), using early stopping with a patience of 10 determined on a validation set after a 50 epoch burn-in period.

3) Binding Status of Constraints: As the power flow equality constraints are always binding, we limited binding-state prediction to inequality constraints only. The binding status of generator output power lower-bound constraints was not predicted (but force-set to be always binding) as the reduced OPF problem may become unbounded with their removal. For similar optimization stability reasons, for AC-OPF the binding status of lower and upper bound limits of voltage magnitudes were not predicted either, and always set to binding. The binding status of the constraints was assigned by checking each side of the inequality constraints. We considered a constraint binding if either it was violated or the absolute value of the difference between the two sides was less than a fixed threshold value set at $10^{-5}$.

4) Meta-optimization: During meta-optimization, the NN weights obtained from conventional optimization were further varied to optimize the meta-loss objective, defined as the total computational time to solve each OPF problem in the meta-training data. At each evaluation, meta-training data was randomly sub-sampled from the training data with $N_k = 100$. For each investigated grid, 10 particles and 50 iterations of PSO were run, using the Optim.jl package [27]. The package was slightly modified to improve the particle initialization. The starting position of the particles in the NN weight space was derived from the weights of the conventionally optimized NN and each component was perturbed by a random number drawn from a normal distribution with zero mean and standard deviation set at the absolute value of the component.

Finally, in order to avoid converging to trivial minima of the meta-loss (discussed in Section III-E), a penalty term was introduced during meta-optimization: if the number of predicted active constraints was higher than the twice the average number of the active constraints in the training data, the value of the meta-loss function was set to infinity.

III. RESULTS

A. Distinct Active Sets in DC- and AC-OPF Samples

Based on the generated samples, we first investigated the number of unique active sets (congestion regimes) of several synthetic grids. Table [I] shows the results for DC-OPF samples with 10k and a random 1k subset. It also provides the number of grid parameters $\dim(\Phi_{\text{grid}})$ (i.e., the classifier input size), the number of inequality constraints ($|C_{\text{ineq}}|$), where the binding status is predicted (the classifier output size) and also the number of equality constraints ($|C_{\text{eq}}|$) that are always binding.

For the 1k subset, we compared the number of distinct active sets to those reported in [13], which were generated by scaling nodal load with a factor drawn from a normal distribution with $\mu = 1.0$ and $\sigma = 0.03$. In the data presented here, the number of unique active sets is generally significantly higher that can be attributed to two major intentional differences: 1) varying more parameters beyond load, and 2) selecting a wider deviation for the load scaling values.

It is also clear from this setup that a sample size of 1k is too limited to cover all possible distinct active sets for these grids. When extending the number of samples to 10k we observe a further increase in the number of active sets. For larger grids, this is capped at the number of samples. This indicates that under the sampling distribution of grid parameters, convergence to the real distribution of active-sets becomes increasingly poor particularly for the larger grids with realistic sampling numbers.

We performed a similar analysis of grid properties for AC-OPF cases using 1k samples (Table III). As expected, the number of grid parameters and number of constraints are significantly higher than those of the corresponding DC-OPF cases. In Table III we split the number of equality constraints— that are always binding—into two sets: convex and non-convex. The number of convex equality constraints ($|C_{\text{eq}}^{\text{cvx}}|$) is very similar to those of DC-OPF, but there is also a great number of the non-convex equality constraints ($|C_{\text{eq}}^{\text{non-cvx}}|$). We note that the computation of the non-convex equality constraints and their first and second derivatives is the most expensive part of an interior-point optimization. Given that the systems are larger, it is not surprising that the number of distinct active sets is higher than those of the corresponding DC-OPF cases.

B. Maximum Achievable Gains

To compare the utility of a regression or classification approach, we begin with the estimation of the expected empirical limit of the achievable computational gain for different solvers. In practice, this is equivalent to computing the gain of computational cost of the perfect regressor or
classifier: performing a warm-start OPF calculation using the value of the primal variables at the solution for the former and performing a reduced OPF problem with the exact set of binding constraints for the latter. Therefore, we computed the average maximum achievable gain for several grids using DC- and AC-OPF formulations with 1k samples. We define the gain of the computational cost to the full OPF problem as:

$$G(t_{ML}) = 100 \frac{t_f - t_{ML}}{t_f}$$  

(1)

where $t_f$ and $t_{ML}$ are the computational times (or meta-losses) of the original full OPF problem and the machine-learning based approach, respectively. Here, we evaluate the average of $G(t_{ML}^*) \geq G(t_{ML})$, where $t_{ML}^*$ is the computational time (meta-loss) of the corresponding perfect predictors.

Among the interior-point solvers used, only Ipopt had warm-start capability for the primal variables and therefore the maximum achievable gain for regression was investigated only for this solver, where the value of its bound_push and bound_frac parameters were set to $10^{-5}$. For DC-OPF classification, besides Ipopt, we also computed the maximal gain using two other (convex) solvers: ECOS and OSQP. For each sample we compared the optimal value of the objective of the warm-start and reduced OPF formulations to the solution of the full problem and found that they were indeed equal. This was especially necessary for AC-OPF cases, where finding the same solution is less evident due to the non-convex nature of the problem.

Table IV presents the results for both formulations. In the case of the DC formulation, for Ipopt we observe that the maximum achievable gain of the regression approach is in general somewhat lower than that of the classification approach, especially for larger grids. Further, while the maximal gain for regression shows little correlation with the grid size, there is a much stronger correlation for classification, indicating a better scaling when moving to larger grids.

For classification, the other two solvers show slightly better performance on the gain, though the correlation with the grid size is less strong. We also note that OSQP resulted in the highest maximum achievable gain among the investigated solvers. Given the DC-OPF is a linear problem we can draw some qualitative conclusions regarding the system size and gain. In the case of perfect regression the size of the optimization problem is equal to the original OPF problem and the gain is determined by the convergence of dual variables that does not seem to depend on the size. However, the gain of a perfect classifier is primarily governed by the size of the reduced OPF problem compared to the full problem and it roughly depends on the ratio of the number of inequality constraints and number of all constraints of the full OPF formulation (assuming that only a fraction of inequality constraints are actually active).

For AC-OPF we found that the maximum achievable gain is more moderate for both regression and classification compared to those of DC-OPF. With the AC-OPF formulation, the gain of the perfect regression did not show a correlation with the system size, and for some cases we observed even negative gain with the warm-start OPF. Unlike the DC-OPF case, the gain of the perfect classification cannot be related simply to the ratio of inequality and equality constraints anymore: the computationally most expensive part is the calculation of the first and second derivatives of the non-convex equality constraints that are always binding (see Table III). In conclusion, we found that for DC-OPF the maximum achievable gain is significantly larger for classification (≈ 50%) than for regression (at least for larger grid sizes). No correlation was found between the system size and the gain of perfect regression, while a weak correlation was observed between the grid size and the gain of perfect classification. For AC-OPF, the maximum achievable gains are significantly lower than those for DC-OPF but for larger grids classification can still provide some improvement. We note that although the OSQP solver provided the highest gains of perfect classification for most of the grids, we still used Ipopt in the rest of this work to be consistent between AC and DC formulations and for other practical considerations.

### C. Meta-loss as a Function of False Negative and False Positive Predictions

We extended the empirical investigations away from perfect performance and examined the asymmetric effect of error in binding-constraint classification. Specifically, we investigated the effect of increasing false negative (i.e. binding constraints missing in the reduced formulation) and false positive (i.e. non-binding constraints predicted as binding) predictions on the meta-loss. We demonstrate our findings on grids 162-ieee-dtc.
and 300-ieee with both DC and AC formulations using their default grid parameters. First, we solved the full OPF models and determined the binding constraints. To investigate the effect of false negative predictions we randomly removed one, two, three, etc., binding inequality constraints from the active set and computed the meta-loss. For false positive predictions we extended the active set by a given number of randomly selected constraints from the non-binding set.

For each case we ran 20 independent experiments and the results are presented in Figure 5. The left panel shows the actual meta-loss values, while the right panel presents the number of required iterations in the iterative feasibility test. For all cases vertical dashed lines indicate the position of the perfect classification, i.e. the exact active set when no false positive or false negative predictions are present. When all active constraints are found, including false positive constraints (moving right from the perfect classification) has a marginal effect, however, they slowly but surely increase the computational cost. The iterative feasibility test converges always within a single step and the cost of the OPF problem depends only on its size. False negative predictions (moving left from the perfect classification) have much more severe effect: they require more iterations in the feasibility test that significantly increases meta-loss even in the lack of few active constraints. Since for small grids the computational cost of the perfect prediction is only ~ 50% of the full problem (Table IV) even a few iterations can have a meta-loss exceeding that of the full OPF problem. In all cases, different constraints represented (or removed) can have a different impact on the meta-loss, particularly in the false negative region where the deviation is larger.
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**Fig. 4.** Profile of the meta-loss (left) and number of iterations within the iterative feasibility test (right) as functions of the number of constraints for two grids, and a comparison of DC vs AC formulations. Perfect classifiers with the active set (AS) are indicated by vertical dashed lines, false positive (FP) region is to the right and false negative (FN) region is to the left.

**D. Loss and Meta-loss During Conventional Optimization**

To demonstrate that conventional loss optimization is not necessarily able to improve the meta-loss, we performed the following experiment on a smaller (73-ieee-rt) and a larger (162-ieee-dtc) grid with DC-OPF formulations using the standard grid parameters on 1k samples. During the optimization of cross-entropy, we saved the actual NN weights every 5 epochs and computed both the loss and meta-loss values on the test set. The results are collected in Figure 5. For the smaller grid, which has only 8 distinct active sets in the training data (see Table I), the meta-loss also decreases progressively due to a near-perfect performance of the classifier for such a simple system. However, for the larger 162-ieee-dtc grid the meta-loss seems to be insensitive to the optimization of the conventional loss.

**E. Improving the Meta-loss using Meta-optimization**

Finally, we present our results of the meta-optimization using 10k and 1k samples. We first carried out a conventional optimization of the cross-entropy loss and starting from this parameterization of the NN we further optimized the meta-loss through PSO. We computed the accumulated meta-loss of a test set before (pre) and after (post) the meta-optimization and computed the gain in the meta-loss relative to the full OPF problem in each case.

First we review the results for the DC-OPF formulation. For smaller grids up to grid 73-ieee-rt we found marginal improvement using meta-optimization. The reason is similar to what we found in Section III-D: for such small systems with a limited number of distinct active sets (Table I) the classifiers were able to predict binding constraints almost perfectly and the meta-loss was already close to optimal.

For larger systems (from 118-ieee up to 1354-pegase) meta-optimization significantly improved the meta-loss. However, in many cases, we observed two trivial local minima the meta-optimization could converge to. The first trivial (Type 1) minimum mostly occurred with smaller training data and the classifier predicted most of the inequality constraints binding. This is a consequence of the fact that adding false positive predictions to the genuine active set only marginally increases the computational cost as it requires a single feasibility test iteration (Figure 4). This results in little signal (via the meta-loss) driving optimization away from prediction of all constraints binding to the active set. The second trivial (Type 2) minimum was observed with larger training data, and in this case the classifier essentially memorized all potentially active constraints in the training set. Both are the results of a classifier that has little discriminative power as in each case there is little sensitivity to the actual grid parameters with the optimization learning to allow only a single iteration of iterative feasibility test. Recalling that the maximum achievable gain of the grids we investigated is around 50% (Table IV), this means that even a single false negative prediction requires an extra iteration of the feasibility test, increasing the total computational time in comparison to the full problem. For
larger grids we expect a much higher number of possibly binding constraints (Table II) and more significant difference of the meta-loss between the reduced OPF formulations and full model that reduce the possibility of the appearance of these trivial minima. To avoid the above pathological behaviour we introduced the penalty term discussed in Section II-E3. This strategy resulted in a meta-loss-sensitive classifier (Figure 6).

The average gains of the meta-loss with two side 95% confidence intervals using 10 independent runs before and after the meta-optimization are collected in Table V. Gains are computed on the corresponding test sets relative to the meta-loss of the full OPF models as $\sum_{i=1}^{N_{test}} t_i$ and $t_{ML} = \sum_{i=1}^{N_{test}} t_i$.

For DC-OPF cases we carried out experiments using 10k and 1k samples. Using 10k samples for 118-ieee, conventional optimization already results in a gain (38.2%) that was improved only slightly by meta-optimization. Given the limited number of distinct active sets (122) this training data size seems to be sufficient to obtain a fairly good classifier using the conventional loss. However, as the grid size increases, the gain provided by conventional training becomes drastically worse, resulting in poorer performance compare to that of the full problem. For each case, meta-optimization was able to improve the meta-loss significantly and bring the gain into the positive regime. To demonstrate how the meta-optimization works for very limited number of samples, where conventional training of the classifier would fail, we performed the above experiments using only 1k samples total. As expected, the gains after conventional optimization are very poor compared to the experiments with 10k samples. Using meta-optimization, however, provides an even larger improvement of the gains, indicating that even from this limited information the classifier can be optimized further with an appropriate objective function.

Finally, AC-OPF cases for 3 grids were also investigated using 1k samples. As the system sizes are much larger than their DC counterparts, it is not surprising that conventional training resulted in a poor gain for all cases. Meta-optimization again was able to improve all of them into the positive regime.

F. Improving the Initial State of Meta-optimization

Given the importance of a good initialization for meta-optimization we investigated whether further improvement can be attained if the NN weights are initialized at a point closer to a local minimum of the meta-loss. Moreover, treating the conventional objective as a surrogate objective [28] for the meta-loss, we investigated if it can be modified to better represent this. For example, we can use a weighted cross-entropy loss that introduces an asymmetry between the false negative and false positive penalty terms:

$$-y \log (\hat{y}) w - (1-y) \log (1-\hat{y}) (1-w),$$

where $\hat{y} \in [0, 1]$ is the predicted probability of an arbitrary constraint’s binding status, $y \in \{0, 1\}$ is the ground truth, and $w \in [0, 1]$ is the weight (note that a value of 0.5 corresponds to the unweighted classical cross-entropy). As we observed earlier, the meta-loss is much more sensitive to false negative predictions (Figure 4). To express this in the weighted cross-entropy expression we used $w = 0.75$ and performed DC-OPF experiments as before using 10k samples (using the same setup for meta-optimization). The results are collected in Table VI. With this modification the gain was improved significantly compared to the conventional cross-entropy, and the corresponding meta-optimization also resulted in further improvement, outperforming the previous results.

Finally, we note that an even more representative loss function can be constructed by using individual weights for each constraint. These weights can then be optimized as hyperparameters using the meta-loss as the optimization target through a similar PSO framework. However, our preliminary experiments for DC-OPF showed that although there is a further reduction of the meta-loss, it still required a subsequent meta-optimization of the NN to have competitive performance to the above results. This suggests that under this parameterization of the classical objective, although the meta-loss can be minimized to a limited extent, in order to achieve further improvement a direct meta-optimization of the NN is needed. We leave a more thorough exploration to future work.

IV. Conclusion

A promising approach to reduce the computational time of solving OPF problems is to solve a reduced formulation, which is a considerably smaller problem. By training models offline, predictions of the active constraint set based on the real-time grid parameters can be performed with negligible cost. However, possible false negative predictions and the potential subsequent violation of the corresponding constraints can lead to infeasible solutions of the original (full) problem. This can

TABLE V

| Case   | Form | 10k Gain (%) | 1k Gain (%) |
|--------|------|--------------|-------------|
| 118-ieee | DC   | 38.2 ± 0.8 | 13.9 ± 2.1 |
| 162-ieee-dtc | DC | 8.9 ± 0.9 | 21.1 ± 3.7 |
| 500-ieee | DC   | −47.1 ± 0.5 | −4.7 ± 9.4 |
| 388-sdet | DC   | −56.0 ± 0.5 | −4.4 ± 5.8 |
| 1354-pegase | DC | −94.6 ± 2.8 | −33.8 ± 6.0 |
| 118-ieee | AC   | −33.1 ± 2.9 | 15.8 ± 3.9 |
| 162-ieee-dtc | AC | −69.3 ± 7.3 | 0.51 ± 8.3 |
| 300-ieee | AC   | −60.2 ± 3.4 | −9.4 ± 8.1 |
easily appear for large grids, which have a significant number of distinct active sets.

This issue can be resolved by the iterative feasibility test used by certain grid operators. In this procedure, the solution of a reduced OPF problem is tested against all constraints of the full problem, the active set is extended by constraints that are violated, and a new reduced OPF problem is constructed and solved. The iteration is then terminated when no new constraint is violated, guaranteeing a solution of the full OPF problem.

In this paper we introduced a method for predicting active sets of constraints of OPF problems using neural network based classifiers and meta-optimization. The key ingredient of our approach is to replace the conventional loss function with an objective that measures the computational cost of the iterative feasibility test. This meta-loss function is then optimized by varying the weights of the NN.

For various synthetic grids, using DC- and AC-OPF formulations we demonstrated that NN classifiers optimized by meta-optimization outperformed that of conventional training, as optimized by meta-optimization. For several DC-OPF cases the meta-loss as optimized by meta-optimization outperformed that of the full OPF problem. For AC-OPF the performance was more moderate due to the large number of non-convex equality constraints, which are responsible for the majority of the computational cost of the OPF calculation. When comparing the performance for different grid sizes, meta-optimization appears to be an increasingly important component in identifying reduced formulations of OPF problems for larger grids.

Finally, we found that cross-entropy objective can be modified to obtain an improved meta-loss after conventional training, by weighting the contribution of the two types of classification errors. However, particularly for larger-grids, this meta-loss is still higher than that obtained after meta-optimization of the NN parameters directly, indicating that the conventional classification objective is insufficient to capture the meta-loss. Nevertheless, these approaches can be straightforwardly used as initialization step for meta-optimization.
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| Case   | Gain (%) |        |        |
|--------|----------|--------|--------|
|        | Pre      | Post   | Weighted Post |
| 118-ieee | 38.2 ± 0.8 | 42.1 ± 2.7 | 43.0 ± 0.5 | 44.8 ± 1.2 |
| 162-ieee | 8.9 ± 0.9  | 31.2 ± 1.3 | 21.2 ± 0.7 | 36.9 ± 1.0 |
| 300-ieee | -47.1 ± 0.5 | 11.8 ± 5.2 | -10.2 ± 0.8 | 23.2 ± 1.8 |
| 588-sdet | -56.0 ± 0.5 | 11.9 ± 9.2 | -11.8 ± 1.0 | 24.6 ± 2.0 |
| 1354-pegase | -97.1 ± 3.8 | -30.0 ± 4.5 | -54.9 ± 2.4 | -9.9 ± 5.4 |