Simulation of structural phase transitions by metadynamics
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We describe here in detail the recently introduced methodology for simulation of structural transitions in crystals. The applications of the new scheme are illustrated on various kinds of crystals and the advantages with respect to previous schemes are emphasized. The relevance of the new method for the problem of crystal structure prediction is also discussed.

I. INTRODUCTION

The constant-pressure molecular dynamics (MD) method of Parrinello and Rahman[12] enabled for the first time the study of structural phase transitions in bulk solid crystals by computer simulation. Starting from a known initial structure it allowed the identification of possible candidates for the new structure without any previous knowledge. It thus achieved predictive power, in particular in combination with ab-initio methods[13], and has been successfully applied many times to a variety of crystalline systems (for few selected applications, see Refs.[3, 4, 5, 6, 7, 8, 9]). In the practical use of the method, however, several problems arise related mainly to the fact that structural transitions are often first order. This is by necessity the case when the symmetries of the two crystal structures are not in a group-subgroup relation. Experimentally, such transitions proceed via nucleation of the new phase, which often starts on the surface or on structural defects. For simulations of crystals, however, periodic boundary conditions that eliminate surface are commonly used. The systems used in simulations are typically relatively small and therefore contain no structural defects. The simulation setup therefore suppresses the possibilities for a heterogeneous nucleation of the new phase. As a consequence, the transformation of the system proceeds in a collective way, involving all atoms, which results in a high barrier. This might cause a metastability of the initial phase far beyond the thermodynamic transition point and large hysteretic effects are frequently observed. Should there be a substantial difference in volume between the phases, increasing pressure favors the new phase with a smaller volume, due to the contribution of the PV term in the Gibbs potential. In order to observe the transition within the accessible simulation time one often has to overpressurize the system close to the point of mechanical instability[10]. Un-
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MD simulation, which is of the order of ns in the case of classical force fields and ps in the case of ab-initio methods.

A new general approach for escaping free-energy minima and systematic exploration of free-energy surfaces has recently been developed by Laio and Parrinello\cite{12}. It has been called metadynamics and is capable of dramatically speeding up the simulation of activated processes involving barrier crossing\cite{15,16,17,18}, including first-order phase transitions. The general algorithm has been adapted by Martoňák, Laio and Parrinello\cite{13} for simulating structural transitions in crystals. We note that this method represents a conceptual extension of the idea of constant-pressure simulation. Instead of the latter, we perform a search for new minima by exploring the surface of the Gibbs potential. In order to reduce the complexity of the problem, an order parameter or collective variable is needed that allows us to discriminate between different crystalline structures. A natural one for a crystal is the structure factor \( S(k) \) which provides a unique fingerprint of the spatial arrangement of the atoms in a periodic lattice. The structure factor, however, is not a convenient order parameter to use for our purpose, because it has high dimensionality (in principle infinite). Instead, we follow in this point the approach of Parrinello and Rahman and use as order parameter directly the three supercell edges \( a, b, c \), arranged as a \( 3 \times 3 \) matrix \( h = (a, b, c) \). For relatively small systems, where the creation of defects is too costly, the box matrix \( h \) is likely to be simply related to the unit cell \( u \) via relation \( h = um \), where \( m \) is an integer matrix. The matrix \( h \) can therefore distinguish between different unit cells and crystal structures. Out of the 9 independent degrees of freedom of the matrix \( h \) only 6 determine the shape of the box, while the remaining 3 are related to the global rotation of the box. The latter is irrelevant and only complicates the analysis of the results. Therefore it is convenient to freeze it, thus reducing the number of degrees of freedom to 6. In Ref.\cite{13} we followed the idea of Nosé and Klein\cite{13} and used a symmetric matrix \( h \). An equally good choice is to constrain \( h \) to an upper triangular form and here we follow this way. Since our aim is to simulate a phase transition at a pressure \( P \) and a temperature \( T \) we will explore the Gibbs potential \( G(h) = F(h) + PV \) as a function of \( h \) where \( F(h) \) is the Helmholtz free energy of the system at fixed box and \( V = \text{det}(h) \) is the volume of the box. The six non-zero components of \( h \) can be conveniently arranged as \( h = (h_{11}, h_{22}, h_{33}, h_{12}, h_{13}, h_{23}) \) and represent a 6-dimensional order parameter. This distinguishes the different local minima of \( G \) corresponding at pressure \( P \) to stable or metastable crystal structures.

The metadynamics requires calculation of derivatives of the free energy with respect to the order parameter. In our case such a derivative has a simple form

\[
- \frac{\partial G}{\partial h_{ij}} = V [h^{-1}(p - P)]_{ji} ,
\]

where \( p \) is the internal pressure tensor, which can be easily evaluated in MD or Monte Carlo simulations at constant \( h \) from the averaged microscopic virial tensor\cite{20}.

The order parameter is now evolved according to a steepest-descent-like discrete evolution with a stepping parameter \( \delta h \) (metadynamics)

\[
h_{t+1} = h_t + \delta h \phi^t |\phi^t| .
\]

Here, the driving force \( \phi^t = - \frac{\partial G}{\partial h} \) is derived from a history-dependent Gibbs potential \( G(h) \) where a Gaussian has been added to \( G(h) \) at every point \( h^t \) already visited in order to discourage it from being visited again. Hence we have

\[
G^t(h) = G(h) + \sum_{t' < t} W e^{-\frac{|h_t - h'|^2}{2 \delta h^2}}
\]

and the force \( \phi^t \) is thus a sum of a thermodynamical driving force \( F = - \frac{\delta G}{\delta h} \) and the term \( F^C \) coming from a potential constructed as a superposition of Gaussians. As time proceeds the history-dependent term in Eq. (3) fills the initial well of the free-energy surface and the system is driven out of the local minimum.

The metadynamics algorithm described above can be implemented as follows (Fig. 1). We start from an equilibrated box \( h \) containing the initial structure at a given pressure \( P \) and temperature \( T \) and evaluate the pressure tensor \( p \) in a constant-\( h \) MD run long enough to allow relaxation to equilibrium and sufficient averaging of \( p \). The box \( h \) is then updated using the forces \( F \) and metadynamics equations (2,3) to a new value \( h' \). After the box is modified the particle positions are rescaled in order to fit the new box using the relation \( r' = h' h^{-1} r \). In the case of molecular crystals we only scale the centers of mass of the molecules but not the intramolecular degrees of freedom. As the initial free energy well is gradually filled the box undergoes a sequence of progressively larger deformations until a transition occurs and the system enters into the basin of attraction of a new state. This can be detected by monitoring the structure factor \( S(k) \) and is often apparent also on a visual inspection of the atomic configuration. At this stage one can switch off the Gaussian term, so that the metadynamics becomes purely steepest-descent-like and drives the system towards the equilibrium state for the new structure. In this equilibrium state the pressure will be equal to \( P \). Once the new structure is characterized one can switch the Gaussians on again, thus filling the new minimum, and move to other minima, if available.

The important point for the success of the method is the judicious choice of the parameters \( W \) and \( \delta h \). In principle, these depend on the \( G(h) \) landscape. The parameter \( \delta h \) determines the resolution in \( h \) and should be smaller than the typical size of the well. A simple way to estimate the order of magnitude of \( \delta h \) is to perform a short Parrinello-Rahman simulation and compute the
fluctuations of the box $\mathbf{h}$. However, we note that a very small value of $\delta h$ is not likely to be useful. Since the volume of the 6-dimensional Gaussian is proportional to the sixth power of its size, a small $\delta h$ means that many Gaussians would be needed to fill the well, resulting in a long run. In order to achieve the necessary energy resolution, $W$ should be chosen as a fraction of the relevant energy barriers. These are, however, not known at the beginning, since one does not know the exact mechanism of the transition to the new phase. A practical guideline for the choice of $W$ and $\delta h$ can be based on the requirement that the Gaussians should not be too “sharp”, or in other words, for an optimal filling the curvature of the Gaussians should be smaller than that of the well (see Ref. [12] for a more general discussion of the choice of $W$ and $\delta h$). This leads to the condition $\frac{W}{\delta h^2} \leq K$ where $K$ is the smallest eigenvalue of the $\mathcal{G}(\mathbf{h})$ Hessian at the minimum $\mathbf{h}_0$. For a cubic system we can estimate $K$ from the approximate expansion of $\mathcal{G}(\mathbf{h})$ around $\mathbf{h}_0$

$$\mathcal{G}(\Delta \mathbf{h}) \approx \mathcal{G}(\mathbf{h}_0) + \frac{1}{2} V c (\Delta h/L)^2$$

(4)

where $L$ is the cell edge and $c$ is of the order of magnitude of the elastic constants. This provides an estimate $K \approx L c$ and a condition

$$\frac{W}{\delta h^2} \lesssim L c$$

(5)

we stress here that the right-hand side of the inequality $W$ contains the box size $L$ and therefore the choice of the parameters $W$ and $\delta h$ is dependent on the size of the simulation box. In the examples that follow the criterion (5) was found to provide a good working procedure.

We now discuss several aspects of the algorithm. First we note an important difference with respect to the general method [12]. In principle, metadynamics may allow the free energy profile to be recovered. As shown in Ref. [12], the sum of the Gaussians in Eq.(3) converges to $-\mathcal{G}(\mathbf{h})$ up to an additive constant, provided $W$ and $\delta h$ are properly chosen, the system is confined to a finite region of the order parameter space and several crossings between the minima occur. Such information would, of course, be very valuable, since it would allow an accurate determination of the transition pressure. The latter is, in general, difficult to calculate once the anharmonic effects start to play a role and one cannot apply the quasiharmonic or self-consistent quasiharmonic approximation. The recovering of the free energy, however, implicitly assumes (similarly to thermodynamic integration) that the system always evolves in a reversible way, and the free energy never decreases discontinuously. This is generally not guaranteed in the case of solid-solid transitions when box $\mathbf{h}$ is used as an order parameter. In this case the metadynamics should be effectively regarded as an “engine” which by inducing a progressively larger deformation of the initial structure guarantees at some point the transition to a new one. Whether such a transition proceeds in a reversible or irreversible way, as well as the particular mechanism involved, is clearly very much system dependent. It can proceed via the creation of defects, such as grain boundaries or stacking faults, or in a collective way, as when a mechanical instability is reached by increasing the pressure in the Parrinello-Rahman method. There is, however, a substantial difference related to the symmetry. In the constant-pressure Parrinello-Rahman simulation the internal stress tensor is on average equal to a prescribed value, which is usually chosen as the hydrostatic pressure $P$. Such compression preserves the initial symmetry of the system and unless the system is close to an instability point, the symmetry is only slightly broken by instantaneous thermal fluctuations. Metadynamics, however, is not a constant-pressure simulation but rather a method aimed at exploring the free-energy surface. Starting from an initial minimum, the exploration consists of applying various symmetry-breaking deformations of the initial structure, which clearly facilitates reaching a structure with a different symmetry. The internal stress tensor during the exploration may become substantially anisotropic and its fluctuations around the prescribed (hydrostatic) value $P$ are much stronger than the thermal ones. For this reason, the role of $P$ does not appear to be critical. As
long as a given structure is at least metastable at pressure $P$, it can in principle be found by our algorithm; as discussed at the beginning of the previous section, the phases are usually metastable in a broad pressure interval around the equilibrium transition pressure $P_e$. However, the value of $P$ affects the number of steps necessary to reach the transition. If its value is too low compared to $P_e$, a lot of Gaussians may be needed to fill the initial well before a transition is observed.

A second remark should be made concerning the possibility that the system might change box $h$ without really changing the structure. This usually proceeds via plane sliding and is a manifestation of the fact that one structure can be described by many equivalent choices of box $h$, known as modular invariance \cite{ref21}. This phenomenon cannot be avoided completely as it is related to the very nature of the order parameter $h$. Its frequent occurrence, however, together with a failure of the algorithm to find a new structure, might be a manifestation of either too wrong a pressure or the fact that box $h$ is not a good order parameter for a given system (see section \ref{II}). According to our experience the choice of a not too small value of $\delta h$, inducing substantial volume fluctuations, helps to suppress the transitions to the same structure, as these obviously conserve the volume. Too large a value might, however, cause a transition to an amorphous structure; a suitable compromise has to be found by trial and error.

Our original application to an atomic system, silicon crystal, is described in the paper \cite{ref13}; the method worked very well in that case. To assess its applicability to a wider class of systems we also performed a case study of two other crystals of a rather different kind. These are presented in the following subsections. Zeolite is an example of a crystal having an extended network while benzene represents an organic molecular crystal.

A. Application to zeolite

As our first example we provide here a summary of the main results obtained by the application of the above method to reconstructive transitions on a complex framework structure like a zeolite \cite{ref22}.

Zeolites are tectosilicates, with a structure formed by corner sharing SiO$_4$ or AlO$_4$ tetrahedra and characterized by having cages or channels able to accommodate alkaline or earth-alkaline cations and small molecules (generally water) \cite{ref23, ref24}. We have focused on the Li-ABW zeolite (Li[AlSiO$_4$.H$_2$O]), first synthesized by Barrer and White in 1951 \cite{ref21}. The framework structure has an orthorhombic symmetry \cite{ref26} and is formed by directly connected hexagonal rings sheets in the $bc$ plane. Water molecules and Li cations are located inside monodimensional 8 membered channels developing along the $c$ axis. If the temperature is raised in dry environment, the Li-ABW zeolite undergoes two phase transitions. A first displacive transition occurs to the framework when dehy-
other attractive feature of the procedure we outlined in the previous section is that it allows a systematic exploration of the different polymorphs in which a given system can exist. Starting from an initial structure, several metadynamics runs can be performed at different conditions of pressure and temperature until a transition is observed. Any classical potential providing a qualitative description for the system can be employed, and performing the metadynamics with an accurate model (e.g. DFT) might be a waste of computer time. In fact, the Gibbs free energy difference between the candidate structures found by metadynamics can be computed with the high level method once the structures are known at a relatively small computational price.

For the system under investigation, we performed several metadynamics runs starting from the Li-ABW structure in the pressure range between 10 and 100 kbar, obtaining seven new structures characterized by a different connectivity of the atoms. To illustrate the excellent capability of the technique to find new polymorphs we report here a brief description of two of the structures we find (these results will be described in detail in a separate publication [28]). The phase pictured in Fig. 4 (a) is formed by ordered sheets, balanced by the presence of Li cations in the intra-layers space. Each layer is formed by alternating Si-centered and Al-centered tetrahedra that form four-membered rings. The structure reported in Fig. 4 (b) has the same connectivity of γ-eucryptite, but in this case there is no perfect alternation of Si-centered and Al-centered tetrahedra, whereas there are some Al-O-Al and Si-O-Si bridges. The Al-O-Al bridge is normally not found in zeolitic frameworks (Löwenstein’s rule [29]) because it shows larger stability for angles around 180° which are generally not present in zeolites, but in conditions of high external pressure such configuration can be stabilized. For these two phases and the other five new structures found by the metadynamics procedure we determined the ab-initio equation of state and the phonon spectrum in order to estimate the entropic contribution to the free energy, thus obtaining a phase diagram for the system at the DFT level and without any a priori knowledge of the possible phases of the system [28].
FIG. 4: Zeolite: two phases obtained by performing metadynamics at high external pressure. More details will be provided in a forthcoming publication \[28\].

**B. Application to benzene**

The possibility of predicting all of the stable crystalline structures and thus the physical and chemical properties for a given compound is extremely important for pharmaceuticals\[30\] and benzene is a good case study to prove the applicability of our technique to organic molecules. Benzene, though being a simple molecule has a quite complex phase diagram. Since the late 60’s many authors studied solid benzene and in the literature two different notations for its crystalline phases can be found. In this paper we follow the notation used by Thiéry and Léger in Ref. \[32\]. At room temperature and ambient pressure benzene crystallizes in an orthorhombic structure, \(Pbca\), which is stable up to 1.4 GPa \[32\]. Beyond this pressure a sluggish transition to benzene II is observed \[32, 33, 34\]. Determining the crystalline structure of this phase was a big challenge and only 10 years after its first observation theoretical calculations could determine that it is orthorhombic and belongs to the \(P_{6_3}22\) space group \[35\]. Benzene II is stable up to 4 GPa and then it transforms into benzene III, which is monoclinic and belongs to the \(P2_1/c\) space group \[32 \; 33 \; 34\]. Upon increasing pressure two more phases are observed: benzene III, which is stable between 11 and 24 GPa, and benzene IV, which is stable at even higher pressure \[32 \; 33 \; 34\]. These latter two structures are not well characterized and there is still some debate on whether they are real phases or not. In particular, benzene III is supposed to be only a modification of benzene III \[32\] and benzene IV to be polymorphic \[33\]. Beyond these five, another phase has been hypothesized: benzene I, which should be stable at low temperatures (\(\sim 100 \text{ K}\)) \[32\] and normal pressure.

In this work we focus our attention only on benzene I, II and III. These are indeed the only three phases for which the structure is well understood both by experiment and by theory. In a different publication we tackle the problem of determining all stable structures of benzene \[33\] and show that the method can indeed identify the structure of all experimentally proposed phases.

All our MD simulations were done using the GROMOS96 force field \[37\]. The molecule is fully flexible and the long range electrostatic interaction is calculated with the Particle Mesh Ewald (PME) summation. We note that the intermolecular potential can reproduce the stability of all the three phases, though not their correct transition pressures. At 0 K, benzene II is less stable than benzene III and, at variance with the experiments, the common tangent construction suggested a transition pressure of about 1.5 GPa for both the I to II and I to III transformation \[32 \; 33\].

We apply metadynamics to study the transitions among those phases. During the metadynamics both the equilibration and the averaging of the internal stress tensor are performed by NVT runs of 1 ps, the external pressure \(P\) is always fixed at 2 GPa and the temperature at 300 K. For what concerns the parameters entering the time dependent potential, we tried a wide range of values, however, good results are obtained only when the Gaussian width, \(\delta h\), is chosen between 2 and 3 A and the Gaussian height, \(W\), between 120 and 600 kcal/mol. Given the elastic constants of benzene of about 6 GPa and the box vectors varying between about 10 and 50 A we notice that the working parameters fulfill the empirical guideline given in section II (Eq. 4). We experienced that the correct choice of \(\delta h\) is extremely important. In fact, if \(\delta h < 2\) A during metadynamics run we only observe a useless plane sliding, which is indeed a much less expensive deformation than a genuine solid–solid phase transition. For molecular solid this is even more easy than in covalent crystals because of the weak nature of the intermolecular interactions. Moreover, if \(\delta h > 3\) A the deformation of the cell was too large to be accommodated by the molecules and amorphization is always observed. On the other hand, choosing a too small value for \(W\) causes a slow escaping from the energy basin resulting in a waste of time.

The structure factor provides a unique fingerprint of each crystalline structure and can be compared with the experimental x-ray powder diffraction pattern. Characteristic reflection peaks of a given structure often vanish for other crystalline structures and by monitoring the intensity of the strongest reflections during the metadynamics loop we can easily detect when a phase transition occurs. For a typical metadynamics run, where the phase I transforms into phase III, we show in Figure 5 the behavior of the box lengths and angles (top panels) as well as the intensity of a selected peak of the structure factor, relative to the strongest reflection.

We tried tens of starting configurations with either of the three phases and with different dimensions of the simulation cell, containing from 4 to 256 molecules. We observed that by increasing the cell dimension the number of metasteps necessary to escape from the energy basin decreases. At the same time the formation of defects becomes easier and in the cells larger than about hundred molecules we sometimes observe stacking faults. We stress, however, that we never observe “point” de-
flects, such as vacancies or misoriented molecules. In particular, we could never observe a clean transition between benzene I and II if the simulation cell was larger than 32 molecules. With larger cells benzene I always transforms either to benzene III, which is lower in energy than benzene II, or to a defective structure. In Figure 6 we show the plane stacking along the c axis for benzene II and III and also for a typical defective configuration obtained by metadynamics.

For comparison, we performed also a limited amount of Parrinello-Rahman simulations, starting from phase I. We observed in this case only a transition to phase III, but not to phase II. Moreover, no phase transition is observed at pressures lower than 10 GPa. The results of metadynamics simulations clearly demonstrate that the new method works very well also for molecular crystals.

III. METADYNAMICS USING AN INTERNAL ORDER PARAMETER

The new method described in section II still suffers from some limitations in common with the original Parrinello-Rahman method. For instance it is less effective for the study of phase transitions for which the primary order parameter is an internal coordinate instead of the cell edges. This is the case for phase transformations under pressure described in terms of solid state chemical reactions such as the 2D [38] and 3D [39] polymerizations of C_{60} or the topochemical solid-state polymerizations of alkenes, alkynes and aromatic hydrocarbons [3, 40]. For instance, in the 2D polymerization of C_{60} the activation barrier for the [2+2] cycloaddition reaction is overcome by a suitable deformation of the fullerenic cage which is not induced by simply decreasing the intercage distances down to the density of the 2D polymer [31]. In the perspective to address the study of phase transformations in this class of materials, we have extended the metadynamics scheme recently devised by Iannuzzi, Laio and Parrinello (ILP) [42] to constant-pressure MD simulations [13]. The ILP scheme can be dubbed reactive molecular dynamics since suitably defined reaction coordinates are introduced as dynamical variables.

By combining the ideas behind the Parrinello-Rahman and ILP methods we have introduced a constant-pressure reactive MD described by a Lagrangian of the form

\[ L = \frac{1}{2} \sum_{i=1}^{N} m_i (\dot{s}_i^t \dot{h}_i \dot{h}_i - \dot{s}_i) - E(\{s_i\}, h) + \frac{1}{2} W \gamma \dot{h} \dot{h} \\
- p\Omega + \sum_{\alpha} \frac{1}{2} M_\alpha \eta_\alpha^2 - \sum_{\alpha} \frac{1}{2} k_\alpha (\eta_\alpha(\{s_i\}, h) - \eta_\alpha)^2 \\
- V(t, \{\eta_\alpha\}), \tag{6} \]

where the first line is the Parrinello-Rahman Lagrangian and the second line is the ILP Lagrangian [42]. Here, \( s_i \) are scaled ionic coordinates, \( \Omega \) is the cell volume, \( p \) the external pressure and \( \eta_\alpha \) are collective variables as in the ILP scheme [42] with a fictitious kinetic energy and mass \( (M_\alpha) \). A harmonic potential restrains the values of the collective coordinates \( \eta_\alpha(\{s_i\}, h) \) close to the corresponding dynamical collective variables \( \eta_\alpha \). The values of \( M_\alpha \) and \( k_\alpha \) control the time scale of the evolution of the collective variables and are chosen according to the prescription given in Ref. [13]. The collective coordinates \( \eta_\alpha(\{s_i\}, h) \) are functions of the scaled ionic coordinates and of the cell edges and should be able to discriminate between the initial and final phases. \( E(\{s_i\}, h) \) is the total internal energy while \( V(\{\eta_\alpha\}, t) \) is the history-dependent potential acting on the collective variables and given by

\[ V(t, \{\eta_\alpha\}) = \sum_{\alpha} W \prod_{t' < t} e^{-|t_a - t'_{\alpha}|^2 / 2\sigma_\alpha^2}, \tag{7} \]

where \( W \) and \( \sigma_\alpha \) are suitably chosen parameters as de-
FIG. 6: Benzene: comparison of the molecular arrangement of phases II and III with that observed in a typical defective structure obtained during metadynamics. Note that benzene II has a typical \( a b c d \) plane stacking while benzene III has an \( ab \) stacking. The defective structure can be viewed either as a crystal of benzene II with two stacking faults (along the planes marked by a star) or as benzene III with two stacking faults (in the planes marked by a prime).

scribed in Ref. [12]. The equations of motion corresponding to the Lagrangian [10] are reported in Ref. [14].

A. Application to graphite

To demonstrate the validity of the new scheme described above we have simulated the conversion of carbon from graphite to diamond under pressure [14]. This transformation can be seen as driven by an internal order parameter such as the corrugation of the graphitic planes which leads to the change of hybridization of carbon from \( \text{sp}^2 \) to \( \text{sp}^3 \). As a measure of the hybridization type of the carbon atoms, we have defined as collective variable the coordination number of the atoms of a single graphitic plane in the simulation cell with respect to the atoms of the two neighboring planes, i.e.

\[
\eta = \sum_{i \in \text{plane}} \sum_{j \notin \text{plane}} c_{ij},
\]

(8)

with

\[
c_{ij} = \frac{1 - \left( \frac{r_{ij}}{d} \right)^6}{1 - \left( \frac{d}{\sigma} \right)^6},
\]

(9)

where \( r_{ij} \) is the distance between atoms \( i \) and \( j \) and \( d = 2.2 \) Å. The graphite to diamond conversion has been already reproduced in the ab-initio Parrinello-Rahman molecular dynamics simulations of Ref. [9], although at a pressure of 90 GPa, six times larger than the experimental estimate (15 GPa, [9]), due to the aforementioned limitations of the Parrinello-Rahman method. In the present work graphite is described by the tight-binding (TB) potential of Ref. [12] supplemented by an empirical two-body van der Waals (vdW) interaction, necessary to describe the interplanar distance in graphite [14] [14].

This model Hamiltonian describes with good accuracy the lattice parameters and compressibility of graphite and diamond at equilibrium, but drastically overestimates the compressibility of graphite at high pressure. As a consequence the theoretical transition pressure to diamond is as high as 129 GPa and the volume jump at the transition pressure is very small, the volume being 4.70 Å\(^3\)/atom for graphite and 4.60 Å\(^3\)/atom for diamond (cf. the ab-initio EOS of graphite and diamond of Ref. [9]). Nevertheless this model graphite represents a good testing case for the new simulation scheme. In fact, the small volume jump at the theoretical transition pressure prevents the reduction of the activation barrier by overpressurization and consequently the transition to diamond does not take place in a Parrinello-Rahman simulation (70 ps long) even by increasing the pressure up to 700 GPa and temperature up to 1000 K. Conversely, within the new simulation scheme the transformation to diamond occurs very close to the theoretical transition density. We have performed a metadynamics simulation of graphite at 15 GPa and 300 K with a supercell containing 128 atoms initially arranged in the graphite structure with four graphitic planes per cell in the ABAB (hexagonal) stacking [9]. During the simulation run, 28 ps long, we have observed several (of the order of 15) forward and backward transitions between graphite and diamond. A clear monitoring of the phase transition is given by the time evolution of the indicator \( \chi \) which provides a sharp distinction between the hybridization states of carbon atoms as

\[
\chi = \frac{1}{N} \sum_i \frac{1}{n_i} \sum_{j>k} n_{ij} n_{ik} \cos^3 \theta_{jik}
\]

(10)

where

\[
n_i = \sum_{j \neq i} n_{ij},
\]

(11)
with $d = 1.8$ Å and $\Delta = 0.05$ Å. The index $i$ runs over all the $N$ atoms of the simulation cell and $n_i$ is the coordination number of atom $i$-th. The index $k$ and $j$ run over atoms neighboring to atom $i$-th and $\theta_{ijk}$ is the angle subtended by the tern $ijk$ whose contribution to $\chi$ is weighted by the product of the partial coordination number $n_{ik}$ and $n_{ij}$. The cosine function in Eq. (10) is able to discriminate between the hybridization $sp^2$ and $sp^3$. In fact the indicator $\chi$ has a value of -0.125 for graphite and -0.06 for diamond at 15 GPa and 300 K. For the sake of clarity the time evolution of $\chi$ is reported in Fig. 7 only for the first part of the run. Two transitions from graphite to diamond are clearly identified at 10.5 ps and at 14.0 ps. Similarly, other twelve transformations can be identified in the other 12 ps of simulation. The Gaussian potential fills first the free-energy basin corresponding to graphite and, once the system is driven to the new phase, the basin corresponding to the final structure is then progressively filled. Once both basins are filled, the system is able to oscillate from one structure to the other. In agreement with the ab-initio Parrinello-Rahman simulation of Ref. [9], some of the structures observed during the oscillations from graphite to diamond are a mixture of cubic and hexagonal diamond. The transformation at 10.5 ps (14.0 ps) starts at a volume of 4.45 Å$^3$/atom (4.70 Å$^3$/atom), very close to the theoretical transition volume of 4.70 Å$^3$/atom obtained from the theoretical equation of state of graphite and diamond. These results demonstrate the effectiveness of the metadynamics scheme presented above. The phase transition occurs spontaneously at the theoretical transition density whereas it does not take place in a Parrinello-Rahman simulation (within the tight-binding model) even by overpressurizing the system up to five times the theoretical transition pressure. This metadynamics scheme would be particularly suitable and probably superior to the one based on the $h$ matrix (as presented in section IV) for the simulation of phase transitions described in terms of solid state chemical reactions.

**IV. CONCLUSIONS AND OUTLOOK**

The methodology based on exploration of the free energy surface results in a substantial improvement of simulation of structural transitions in crystals. Using several inorganic and organic crystals as examples we demonstrated its general applicability as well as heuristic value in various cases where the plain constant-pressure simulations fail. The main advantages that emerge can be summarized as follows. Starting from an initial structure, the new approach is able to find a number of realistic polymorphs, as demonstrated by the examples of zeolite and benzene crystals. For the search for new structures, a classical force-field can be used resulting in a simulation cost comparable to that of a standard classical MD sim-

---

[1] Parrinello, M.; Rahman, A.: Crystal Structure and Pair Potentials: A Molecular-Dynamics Study. Phys. Rev. Lett. 45 (1980) 1196-1199. Parrinello, M.; Rahman, A.: Polymorphic transitions in single crystals: A new molecular dynamics method. J. Appl. Phys. 52 (1981) 7182-7190.
Car-Parrinello Molecular Dynamics. Phys. Rev. Lett. 90 (2003) 238302.

[43] Xu, C.H; Wang, C.Z.; Chan, C.T. and Ho, K.M.: A transferable tight-binding potential for carbon. J. Phys. Condens. Matt. 4 (1992) 6047-6054.

[44] We verified that this modification of the TB potential has a negligible effect on the equation of state of the diamond phase.