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Abstract

E-commerce is the fastest-growing segment of the economy. Online reviews play a crucial role in helping consumers evaluate and compare products and services. As a result, fake reviews (opinion spam) are becoming more prevalent and negatively impacting customers and service providers. There are many reasons why it is hard to identify opinion spammers automatically, including the absence of reliable labeled data. This limitation precludes an off-the-shelf application of a machine learning pipeline. We propose a new method for classifying reviewers as spammers or benign, combining machine learning with a message-passing algorithm that capitalizes on the users’ graph structure to compensate for the possible scarcity of labeled data. We devise a new way of sampling the labels for the training step (active learning), replacing the typical uniform sampling. Experiments on three large real-world datasets from Yelp.com show that our method outperforms state-of-the-art active learning approaches and also machine learning methods that use a much larger set of labeled data for training.

Introduction

In the era of e-commerce, consumers typically buy products or services based on reviews. Therefore reviews are increasingly valuable for sellers and service providers due to the benefits of positive reviews or the damage from negative ones. In light of this, fake reviews are flourishing and pose a real threat to the proper conduct of e-commerce platforms. A group of reviewers (we will call them opinion spammers) post fake reviews to promote their products or demote their competitors’ products.

Fake reviews are often written by experienced professionals who are paid to write high-quality, believable reviews. Detecting opinion fraud is a non-trivial and challenging problem that has been extensively studied in the literature using various approaches. Some approaches are based solely on the review content [Jindal and Liu 2008; Li, Cardie, and Li 2013; Ott et al. 2011], reviewer behavior [Lim et al. 2010; Mukherjee et al. 2013b] and the tripartite relationships between reviewers, reviews, and products [Mukherjee, Liu, and Glance 2012; Rayana and Akgül 2015, 2016; Wang et al. 2011, 2018]. While each paper presented a method that is useful to some extent for detecting certain kinds of spamming activities, there is no one-size-fits-all solution. This is because spammers keep changing their strategies, many times in an adaptive manner to the spam detection policies. Therefore, there is a need to study and incorporate as many approaches as possible.

Another challenge is the fact that most datasets are imbalanced, as the three datasets that we used for evaluation, where only about 20% of the users are spammers (Table 1).

Despite the vast commercial impact of opinion spam detection, most machine-learning-based solutions for this problem do not achieve very high performance due to insufficient labeled data to properly train an ML model. In addition, standard ML models often treat each sample separately, disregarding the underlying graph structure of the spammer group. Indeed, this graph is often latent and should be derived from the data in an ad-hoc manner. One can use deep graph learning methodology to automatically embed the users, and thus infer the underlying graph structure, but such an approach requires a large training set, which is often not available or costly to obtain.

The setting where only part of the data is labeled is often called “semi-supervised learning”. When very few examples are labeled, this setting is also termed “few-shot learning”. When in addition one is given the possibility to choose which set of users will be labeled (given a budget, one can decide for which users to invest the budget in order to acquire their label), this is called the active-learning setting. In this paper we study the few-shot active learning setting for the opinion spam detection problem.

The few-shot active learning setting is very reasonable for the opinion-spam detection problem because labeled data never comes labeled for free, and operators of e-commerce websites choose de-facto which users they want to check manually and label, and typically only a small fraction of the users are labeled.

Our Contribution

We propose a classification algorithm, *Clique Reviewer Spammer Detection Network, CRSDnet*, for detecting fake reviews in the few-shot active learning setting. *CRSDnet* harnesses the power of both machine learning algorithms and classical graphical models algorithms such as
Belief Propagation. We show that this combination yields a better performance than each approach separately.

We evaluate our algorithm on a golden-standard dataset for the spammer detection task, the Yelp Challenge Data [Yelp 2014]. The performance of our algorithm is better than all previous work in almost every metric. We also outperform other methods that use the graph structure, such as graph embedding, and neural graph networks algorithms [Liu et al. 2020; Wang et al. 2019a; Shehnepoor et al. 2021]. These algorithms use much more labeled data for training (30% and over, compared to at most 2.5% that we use).

We show that using both machine learning and the graph structure (via label propagation algorithms) improves over stand-alone machine learning by at least 10% in AUC measure.

We attribute the success of our algorithm to the following key innovations in our approach:

- We derive from the raw data a user-user graph, where two users share an edge if they wrote a review for the same item. Figure 1 illustrates this graph, which is a clique graph by definition. In previous work a tripartite user-review-product graph was used.
- The user-user graph may be much denser than the tripartite user-review-product graph. To overcome computational issues that such density entails, we design a careful edge sparsification procedure to speed up the algorithm without compromising performance much. The sparsification is guided by the rule that each node will end up having just enough edges connecting it to nodes both from his own class (spammer or not) and from the opposite class.
- We run a label-propagation algorithm (concretely, Belief Propagation), but some parameters of that algorithm (the node and edge potentials) are determined using a machine learning model. This is the first time that such a combination of approaches is undertaken, and its usefulness demonstrated.
- We propose a new way of choosing the set of users whose labels will be obtained (active learning). Instead of randomly choosing a set of users up to the allowed budget, we choose random users from the largest clique of the user-user graph. The intuition behind this rule comes from the work of Wang et. al. [Wang et al. 2020] where it was shown that collusive spamming (or, co-spamming) is a useful lens to identify spammers.

Related Work

Opinion spam detection has different nuances such as fake review detection [Jindal and Liu 2008; Ott et al. 2011; Xie et al. 2012; Xu et al. 2007], fake reviewer detection [Lim et al. 2010; Wang et al. 2011; Xu et al. 2013] and spammer group detection [Mukherjee, Liu, and Glance 2012; Ye and Akoglu 2015; Wang et al. 2020, 2018; Wang, Gu, and Xu 2018]. Two survey papers, [Crawford et al. 2015; Viviani and Pasi 2017], provide a broad perspective on the field.

Our method is part of the graph-based models, which take into account the relationships among reviewers, comments, and products. The key algorithm in this approach is Belief Propagation (BP) [Pearl 2014] which is applied to a carefully designed graph and the Markov Random Field (MRF) associated with it. The first to use this approach were Akoglu et al. [Akoglu, Chandy, and Faloutsos 2013] who suggested FraudEagle, a BP-based algorithm that runs on the bipartite reviewer-product graph, where the edge potentials are based on the sentiment in the review. In later work, Rayana et al. [Rayana and Akoglu 2015] introduced SPEagle, where node and edge potentials are derived from a richer set of meta-data features, improving significantly over the performance of FraudEagle. Wang et al. [Wang et al. 2011] consider the tripartite user-review-product network and define scores for trustiness of users, honesty of reviews, and reliability of products. They use an ad-hoc iterative procedure to compute the scores, rather than BP. In [Shehnepoor et al. 2017] an algorithm called NetSpam was introduced which utilizes spam features for modeling review datasets as heterogeneous information networks.

A graph-based approach was suggested in [Fei et al. 2013] but this time the graph contains edges for reviews that were written within a certain time difference from each other (a “burst”). The authors use a different dataset to evaluate their method, reviews from Amazon.com.

The authors of [Wang et al. 2020] present ColluEagle, a graph-based algorithm to detect both review spam campaigns and collusive review spammers. To measure the collusiveness of pairs of reviewers, they identify reviewers that review the same product in a similar way.

A different approach to the problem of spammer detection is via Graph Neural Networks (GNNs) and Graph Convolutional Networks (GCNs). These are deep learning architectures for graph-structured data. The core idea is to learn node representations through local neighborhoods [Kipf and Welling 2016]. In [Liu et al. 2020], the authors design a new GNN framework, GraphConsis, to tackle the fraud detection task. The authors evaluated the method on four data sets, where one of them is used by us too. GraphConsis is benchmarked on different training set sizes, from 40% to 80% of the data. GraphConsis with 80% training set size achieves
AUC of 0.742 on the Yelp Chicago dataset, and our method achieves 0.754 with only 2.5%. Note that GraphConsis uses all the metadata that we use as well (the graph structure, and the reviews).

A GCN-based algorithm was designed in [Wang et al. 2019b], and tested on reviews from Tencent Inc. The algorithm outperformed four baseline algorithms (Logistic Regression, Random Forest, DeepWalk [Perozzi, Al-Rfou, and Skiena 2014], LINE [Tang et al. 2015]).

Our work departs from previous work in several ways. Compared to the works where label-propagation algorithms were used, we use machine learning to predict the edge and node potentials rather than hand-crafted threshold functions. Second, we consider the user-user graph and not a bi/tripartite user-review-product graph. To overcome the computational challenge incurred by the density of the user-user graph, we apply a new rule for edge sparsification, based on the ML prediction. Finally, in the active learning setting, we introduce a new sampling rule. All these modifications have led to an improvement over FraudEagle [Akoglu, Chandy, and Faloutsos 2013] and SPEagle [Rayana and Akoglu 2015].

**Active Learning:** The active learning approach aims to achieve high accuracy by using few queries, and therefore the “most informative” points are natural candidates for label acquisition. Various heuristics were proposed to determine the “most informative” nodes, e.g., uncertainty sampling [Lewis and Catlett 1994; Culotta and McCallum 2005; Settles and Craven 2008] and variance reduction [Flaherty, Arkin, and Jordan 2006; Schein and Ungar 2007]. In our setting, we chose a rule that is native to the problem itself — sampling from the largest clique, following the take-home message from the work of [Wang et al. 2020] about collusive spamming.

Many works on active learning choose the train set using adaptive rules, point by point. This however is infeasible in our case as re-running the entire pipeline for every new example is computationally prohibitive for datasets as large as ours. Therefore we choose all users for labelling in bulk.

**Methodology**

In this section we describe our pipeline, end to end. The flow chart is depicted in Figure 2.

We formulate the spam detection problem as a classification task on the user network. The dataset consists of $n$ reviewers who write reviews on $m$ products from the set $P$. The vertex set of the graph $G = (V, E)$ is the set of users (reviewers); user $i$ and $j$ share an undirected edge if there exists some product $p \in P$ such that user $i$ and $j$ wrote a review for $p$. The resulting graph consists of interconnected cliques, each corresponds to a different product. Figure 1 illustrates such a network. Each node $i \in V$ has in addition a vector of features $F_i$ associated with it, and a binary class variable $v_i \in \{-1, 1\}$, for spammer (1) or benign (-1).

The classification task is given the graph $G$ (with the nodes’ features), and possibly a set of labeled users $\{i_1, \ldots, i_k\}$ (the “few shots” training set), predict the value of $v_i$ for the remaining nodes (the test set).

Ideally, to solve the classification task, we would find an assignment $s : \{-1, 1\}^n \to V$ that maximizes

$$Pr [v_1 = s_1, \ldots, v_n = s_n | u_{i_1} = s_{i_1}, \ldots, v_{i_k} = s_{i_k}, G].$$

This Maximum Likelihood Estimation (MLE) task is in general NP-hard. However, in practice, a useful solution $s$ (perhaps not the maximizer) may be obtained by using a Markov Random Field modelling for the probability space.

**Markov Random Field**

Markov Random Field (MRF) is often used to model a set of random variables having a Markov property described by an undirected dependency graph. A pairwise-MRF (pMRF) is an MRF satisfying the pairwise Markov property: a random variable depends only on its neighbors and is independent of all other variables.

![Figure 2: The flow chart of our pipeline, from raw data, through sampling users for labeling, using them to train an ML algorithm for predicting edge and node potentials, sparsification of the graph using trusted edges, running LBP, and completing the classification task.](image)
A pMRF model involves two types of potentials, node potentials, and edge potentials. Our node potentials, \( \phi_i(v_i) \), stand for the probability that reviewer \( i \) belongs to either class (spam/benign):

\[
\phi_i(v_i) = \begin{cases} 
    a_i, & v_i = 1 \ (i \text{ is a spammer}) \\
    1 - a_i, & v_i = -1 \ (i \text{ is a benign}).
\end{cases}
\]

(2)

The edge potential \( \psi_{ij}(v_i, v_j) \) signifies the affinity of reviewer \( i \) and \( j \), namely, the probability \( p_{ij} \) that both belong to the same class. Formally,

\[
\psi_{ij}(v_i, v_j) = \begin{cases} 
    p_{ij}, & v_i = v_j \\
    1 - p_{ij}, & v_i \neq v_j.
\end{cases}
\]

(3)

The parameters \( a_i \) and \( p_{ij} \) satisfy \( a_i, p_{ij} \in [0, 1] \) for all \( i, j \). To determine the values of these parameters we use machine learning applied to features that are extracted from the metadata of the reviewers dataset.

The pMRF model is used to approximate the expression for \( \Pr(s|G) \) in Eq. (1):

\[
\Pr(s) = \frac{1}{Z} \prod_{v_i \in V} \phi_i(v_i) \prod_{(i,j) \in E} \psi_{ij}(v_i, v_j),
\]

(4)

where \( Z \) is a normalization factor, the sum over the energies of all possible \( 2^{|V|} \) assignments \( s \).

Finding the assignment \( s \) that maximizes the probability in Eq. (4) is still an intractable problem; LBP (loopy belief propagation) is the go-to heuristic for approximating the intractable maximization problem.

The LBP algorithm [Pearl 2014] is based on an iterative message passing along the edges of the graph. Messages are initialized according to some user-defined rule. At iteration \( t \), a message \( m^{(t)}_{ij} \) is sent from node \( i \) to each neighboring node \( j \). The message represents the belief of \( i \) about the label of \( j \). If \( G \) is a tree, then BP is guaranteed to converge; if \( G \) contains cycles then convergence is not guaranteed (hence the name loopy), but in practice, a cap on the number of iterations is set. We use the standard LBP messages, omitted for brevity, and can be found in [Pearl 2014].

Each iteration of LBP takes \( O(|V| + |E|) \) time, hence the number of edges, which may be quadratic in \( |V| \), plays a key role in the computational complexity. The more iterations one can perform for the same time budget, the better the performance. In the next section, we describe how to address the computational aspect using graph sparsification.

**Running LBP on a Sparse Graph**

Recall that our graph is defined over users, and not as a tripartite user-product-review graph. This may result in a rather dense graph, which poses a computational impediment even on LBP, when the number of nodes is large. For example, the graph created from the Yelp Chicago dataset is very dense (average degree 1193). Therefore our first step is to sparsify the graph by choosing a linear number of “useful” edges (linear in the number of nodes).

**Sparsification and Edge Potentials**

In practice, we have the true labels of a small set of nodes, and we use it to learn and predict the edge potentials between the remaining unlabelled nodes. We shall use this prediction for a sparsification procedure similar to what was just described. Our sparsification proceeds as follows:

1. The first step is to train a machine learning algorithm on the set of users whose labels we know with the objective of predicting \( p_{ij} \); the probability that a pair of reviewers \( i, j \) belongs to the same class (either both spammers or both spam/benign).
The exact choice of ML algorithm, along with the parameters is explained in experimental setting section. (2) Compute \( p_{ij} \) using the ML model for all the remaining edges of the graph (edges that do not connect two users from the training set). (3) Choose all edges for which \( p_{ij} \in [0.95, 1] \) or \( p_{ij} \in [0.05, 0] \) and set the potential in Eq. (3) accordingly. We call these edges the “trusted” edges. LBP will be run on the graph containing the trusted edges.

The input to the machine learning algorithm in steps (1) and (2) is a set of features that is extracted from the metadata of both the users and the reviews. Typical metadata includes the text of the review, the rating that the reviewer gave the product, the total number of reviews that the reviewer wrote, and (2) is a set of features that is extracted from the metadata of the graph containing the trusted edges.

We call these edges the “trusted” edges. LBP will be run on the graph containing the trusted edges.

Additional sparsification of the graph can be obtained by removing edges that connect users whose reviews of the same product were written in faraway times. Namely, two users \( i \) and \( j \) share an edge only if they wrote a review for the same product, and these reviews were written within a period of \( T \) days (following previous work, we fixed \( T = 7 \)). Such a graph with time-dependent edges is called a bursty graph and was introduced in [Fei et al. 2013]. We tested our pipeline with and without the bursty variant. The bursty sparsification, if applied, is done before the trusted edges are selected.

**Node Potential**

In the experiment just described, all node potentials were set to \( \{0.5, 0.5\} \), and only edge potentials played a role. However, there may be a gain in using the node potentials according to the metadata features rather than ignoring it.

Similar to the way we set the edge potential, we use machine learning to predict \( a_i \) in Eq. (2). The machine learning algorithm is trained on the set of users chosen for labeling (active learning setting) with the objective of predicting spam or benign. The value of \( a_i \) is predicted for all the remaining users using the trained model (which gives the “probability” of being a spammer or benign, alongside the discrete label).

**Active learning: Sampling Users**

The final component in our methodology is the way we choose the set of users for training. In this work we explore two sampling rules with the same budget of \( k \) users:

1. *Random Sampling:* Pick \( k \) reviewers uniformly at random from \( V \).
2. *Sampling from largest clique:* In this strategy, we sample \( k \) users that belong to the largest clique. The largest clique corresponds to the product on which the largest number of reviews were written. If the budget is not consumed, we sample the remainder from the second-largest clique, and so on.

**Data Description**

To evaluate our methodology we use three datasets that contain reviews from Yelp.com, summary statistics of which are presented in Table 8. The datasets contain reviews of restaurants and hotels and were collected by [Mukherjee et al. 2013b; Rayana and Akoglu 2015]. YelpChi covers the Chicago area, YelpNYC covers NYC and YelpZip is the largest, and it includes ratings and reviews for restaurants in a continuous region including NJ, VT, CT, PA, and NY. They differ in size (YelpChi is the smallest and YelpZip is the largest), as well as in the percentage of spammers out of the total number of users. Yelp has a filtering algorithm that identifies fake/suspicious reviews. The three datasets contain these labels. We partition the users into spammers: authors of at least one filtered review and benign: authors with no filtered reviews.

Alongside the text of the reviews, the dataset contains additional metadata such as ratings, timestamps. From the text and the additional data, various features are extracted, which were used in previous work that studied these datasets [Rayana and Akoglu 2015; Mukherjee et al. 2013b; Lim et al. 2010]. Tables 2 and 3 include brief descriptions of these features. Most of them are self-explanatory, and hence we omit detailed explanations for brevity. Note that we used exactly the same set of features as [Rayana and Akoglu 2015] to allow a fair comparison.

The features are used to compute both the node and the edge potentials as explained in the Methodology section.

**Evaluation**

In this section, we describe the results of the experiments we ran on the three Yelp datasets. We report our results and results obtained by previous work on the same datasets.

**Evaluation Metrics**

We evaluated the performance of CRSDnet using four popular metrics, which were used by previous work as well.

The Average Precision (AP), which is the area under the precision-recall curve, the ROC AUC, and the precision@k. To compute precision@k we rank the reviewers according to the probability that LBP assigned each one to be a spammer. We compute the fraction of real spammers among the top \( k \) places. We compute precision@k for \( k = 100, 200, \ldots, 1000 \).

Finally, we use the Discounted Cumulative Gain (DCG@k) which provides a weighted score that favors correct spammer predictions at the top indices. Formally, 

\[
DCG@k = \sum_{i=1}^{k} \frac{2^{l_i} - 1}{\log_2(i+1)}
\]

where \( l_i = 1 \) if the user

| Dataset   | #Reviews (fake %) | #Users (spammer %) | #Products |
|-----------|-------------------|--------------------|-----------|
| Y'Chi     | 67,395 (13.23 %)  | 38,063 (20.33%)    | 201       |
| Y'NYC     | 359,052 (10.27%)  | 160,225 (17.79%)   | 923       |
| Y'Zip     | 608,598 (13.22%)  | 260,277 (23.91%)   | 5,044     |

Table 1: Summary statistics of the three Yelp datasets [Mukherjee et al. 2013b; Rayana and Akoglu 2015].
The Experimental Setting

There are four choices that effect the performance of CRSDnet: (a) the way the node potentials are computed, using ML or using a threshold function as in [Rayana and Akoglu 2015]; (b) the way the edge potentials are computed, again using ML or using a threshold function [Rayana and Akoglu 2015]; (c) the active learning sampling rule which specifies how to choose the users for which the label is revealed; (d) with the time-dependent bursty sparsification or without.

Table 4: Various configurations of running CRSDnet. The first two columns say how potentials were computed: using ML or the threshold method of [Rayana and Akoglu 2015]. The sampling rule corresponds to the two options mentioned at the end of the Methodology section. Bursty refers to time-dependent sparsification. Setting #1 consists of only using ML to predict nodes class, without LBP.

In Table 4 we summarize the seven different configurations with which we tested CRSDnet. Each configuration was tested with a labeled set of users that is of size 0.25%, 0.5%, 1%, 2.5% of the entire set of users. In total we have $7 \times 4 = 28$ experiments, each was run 10 times with fresh randomness.

The machine learning algorithm that we used to compute the edge and node potentials was random forest, written in the Wolfram Language. The code is available on Github. We chose this implementation as Wolfram has a good support for graph structures, on which LBP can be easily run. All the parameters of the random forest are the default ones besides the following: 950 trees, a maximum tree depth of 16, and a maximum of 0.65-fraction of the features are considered per split. The features that we used are the ones in Tables 2 and 3.
Finally, a "spam score" $S_u$ is computed for every user $u$ via

$$S_u = 1 - \sqrt{\frac{\sum_{i=1}^{r} P_{u,i}}{r}}$$

The potential of reviewer $v_i$ is set to $\phi(v_i) \leftarrow \{1 - S_u, S_u\}$. A similar procedure is carried out to determine edge potentials.

**Results**

Tables 5, 6 and 7 present the results of running CRSDnet according to the aforementioned experimental setting, reporting the different evaluation metrics.

We compared the performance of CRSDnet to other algorithms that were evaluated on the same dataset: SpEagle$^+$ [Rayana and Akoglu 2015], FraudEagle [Akoglu, Chandy, and Faloutsos 2013], NetSpam [Shehnepoor et al. 2017], Wang et al. [Wang et al. 2011] and ColluEgale [Wang et al. 2020]. The results that we report are taken from the relevant papers and are not reproductions that we carried out.

Different papers report different metrics and for different budgets. Hence some cells in the tables are left empty. Some papers and are not reproductions that we carried out.

2020]. The results that we report are taken from the relevant algorithms that were evaluated on the same dataset: SpEagle$^+$ [Rayana and Akoglu 2015], FraudEagle [Akoglu, Chandy, and Faloutsos 2013], NetSpam [Shehnepoor et al. 2017], Wang et al. [Wang et al. 2011] and ColluEgale [Wang et al. 2020]. The results that we report are taken from the relevant papers and are not reproductions that we carried out. Previous work. The most interesting comparison is with SpEagle$^+$ [Rayana and Akoglu 2015]. That work reports only results for a budget of 1% of the users. For all three datasets, we already obtain a better result than SpEagle$^+$ when using only 0.25% of the users (6% better for the Chicago dataset, 10% better for the NYCD dataset and 17% for the ZIP).

Table 6 reports the AP measure. Here the difference is even more dramatic. Our results are between 2 to 3 times better than SpEagle$^+$ on all three datasets.

Table 7 reports the precision@k measure when using 1% of the users and our best configuration, #5. For the Chicago and ZIP dataset, our algorithm has the upper hand; for NYC, SpEagle$^+$ outperforms CRSDnet for $k = 200$ up to $k = 700$, but the difference is very small. When our algorithm outperforms the other competitors, it is by a very large margin in most cases.

Tables 5 and 6 suggest that the best way to run CRSDnet is according to configuration #5 in Table 4. Namely, both edge and node potentials are set using ML, and the budget is spent on users from the largest clique. Comparing settings 2,3 vs 4 we see that using ML for both nodes and edges (setting 4) is preferable to using ML only on one of them (settings 2,3). Settings 6 and 7 show that adding the time-dependent aspect, bursty edges, only harms the performance. Configuration #1, using only ML applied to the user’s features, gave the worse performance in the AUC measure, with a big gap.
Table 7: Precision@k of compared methods when using 1% of the users for training. The best results are in bold. CRSDnet runs in setting 5.

| Dataset | Method                      | AUC  |
|---------|-----------------------------|------|
| Y'Zip   | DFraud (80%) [Shehnepoor et al. 2021] | 0.733 |
| Y'Zip   | RF (30%))                   | 0.740 |
| Y'Zip   | CRSDnet (2.5%)              | 0.847 |
| Y'Chi   | GraphConsis [Liu et al. 2020] (80%) | 0.742 |
| Y'Chi   | RF (30%)                    | 0.735 |
| Y'Chi   | CRSDnet (2.5%)              | 0.754 |

Table 8: comparison with NN-based algorithms and a RF baseline. The percentage of data used for training appears in parenthesis.

Figures 4, 5 and 6 plot the NDCG@k measure for k between 0 and 1000. Here, all five competing algorithms are represented. Again, CRSDnet outperforms all algorithms for most values of k, in all three datasets.

Table 8 shows a comparison with two GNN-based approaches, [Shehnepoor et al. 2021] and [Liu et al. 2020]. These approaches use much more data for training (80%). As an additional baseline, we trained our Random Forest classifier this time on 30% of the data, and predicted the reviewers’ class. As evident from the table, more data is not a guarantee for better performance. One possible reason for the relative poor performance of NN-based methods is that much more data (in absolute value) is needed for successfully training the NN.

**Conclusion**

In this work, we proposed a new holistic framework called CRSDnet for detecting review spammers. Our method combines both machine learning and more classical algorithmic approaches (Belief Propagation) to better exploit the relational data (user–review–product) and metadata (behavioral

Figure 4: NDCG@k of compared methods on YelpChi

Figure 5: NDCG@k of compared methods on YelpNYC
and text data) to detect such users. Adding to previous work in this line of research, we come up with two new components: using machine learning to predict the edge and node potentials, and a new sampling rule in the active learning setting – sample users from the largest clique.

Our results suggest that the two components improve performance one on top of the other, and when combined, give the best result obtained so far for the Yelp dataset.

Another point that our work highlights is that while in many settings, NN-based methods give the best results, this is highly contingent upon having sufficient data for training. The spammer detection problem is exactly one of those problems where obtaining a lot of labeled data is expensive and non-trivial. Fake reviews are many times written by professionals, and it takes an experienced person to identify them. Hence platforms like Amazon Turk may not provide an easy solution to the shortage of data problem. In such cases, old-school algorithmic ideas become relevant again (Belief Propagation), and as we demonstrate in this paper, their performance may be boosted by incorporating ML in a suitable manner (computing potentials in our case) alongside domain expertise (sampling from the largest clique, following the insight about collusive spamming [Wang et al. 2020]).

One limitation of our work is the fact that we only tested on one platform, Yelp. Future work should run our pipeline on other datasets, once they become publicly available (as far as we know there is only one more dataset in English from Amazon which is publicly available). Also, we only considered the problem of user classification. It will be interesting to extend our method for the task of review classification.
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