StelNet: Hierarchical Neural Network for Automatic Inference in Stellar Characterization
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Abstract

Characterizing the fundamental parameters of stars from observations is crucial for studying the stars themselves, their planets, and the galaxy as a whole. Stellar evolution theory predicting the properties of stars as a function of stellar age and mass enables translating observables into physical stellar parameters by fitting the observed data to synthetic isochrones. However, the complexity of overlapping evolutionary tracks often makes this task numerically challenging, and with a precision that can be highly variable, depending on the area of the parameter space the observation lies in. This work presents STELNET, a Deep Neural Network trained on stellar evolutionary tracks that quickly and accurately predicts mass and age from absolute luminosity and effective temperature for stars with close-to-solar metallicity. The underlying model makes no assumption on the evolutionary stage and includes the pre-main-sequence phase. We use bootstrapping and train many models to quantify the uncertainty of the model. To break the model’s intrinsic degeneracy resulting from overlapping evolutionary paths, we also built a hierarchical model that retrieves realistic posterior probability distributions of the stellar mass and age. We further test and train STELNET using a sample of stars with well-determined masses and ages from the literature.

Unified Astronomy Thesaurus concepts: Computational methods (1965); Stellar astronomy (1583)

1. Introduction

Stellar evolution theory allows us to predict the luminosity and radius of a star of a given initial mass and metallicity as a function of age. Under the blackbody approximation, it also predicts stellar effective temperature. However, astronomers usually deal with the converse problem of retrieving fundamental stellar parameters from observable quantities like apparent magnitude and photometric color. This problem is often nontrivial because stellar evolutionary tracks are not of functional form and sometimes cross each other in the Hertzsprung–Russell parameter space leading to degeneracies. In addition, the difficulty of fitting an observation to evolutionary tracks and the probabilistic security of the result strongly depend on the region of the parameter space of the observation in question.

To estimate stellar masses and ages, one usually needs first to determine the distance and then use interpolation within model stellar evolutionary tracks or isochrones (e.g. Jørgensen & Lindegren 2005; Jurić et al. 2008; Breddels et al. 2010; Burnett & Binney 2010; Binney et al. 2014; Morton 2015). Pont & Eyer (2004) and Takeda et al. (2007) pointed out that interpolating between evolutionary tracks or isochrones does not account for the nonlinear mapping of time onto the H–R diagram, and neither for the nonuniform stellar-mass distribution observed in the galaxy. This introduces a bias toward older derived ages than expected from stellar evolution theory.

Neural networks (NNs) are more flexible compared to classical interpolation methods, and they are also much faster at making predictions once trained. They become especially convenient when a large number of predictions are expected from a model trained on a single data set. In addition, and unlike interpolation methods where all data needs to be stored and used to make each prediction, a NN uses all training data only once. Then only the weights and biases need to be stored and used for future predictions. Here, we train a NN on synthetic evolutionary data computed using the Modules for Experiments in Stellar Astrophysics (MESA) suite of programs as implemented in the MESA Isochrones and Stellar Tracks (MIST) project (Paxton et al. 2011, 2013, 2015; Choi et al. 2016; Dotter 2016) and use it to predict masses and ages of stars given their effective temperatures \(T_{\text{eff}}\) and bolometric luminosities \(L\).

The confidence levels of the evolutionary track and isochrone-based estimates of stellar parameters have historically been ignored. Such confidence levels encompass two kinds of errors of different nature: the epistemic error, which reflects the ability of the model to describe the relationship between variables; and the aleatory error, the one that arises from the limited precision of observations. The uncertainties of track- and isochrone-based inference are crucial for any physical interpretation. Recently, Cargile et al. (2020) have quantified those for their model using mocks drawn from the model space, on a case-by-case basis.

In this work, we attempt to quantify the uncertainty of a model (the epistemic error) that retrieves physical stellar parameters from close-to-observable quantities. Historically, this has been neglected, an approach justified by the fact that aleatory errors are typically much larger. However, it is important (and good practice) to have bounds for the model’s reliability as a function of the parameter space. This is especially the case when the precision of observations has increased dramatically in recent years due to advances like the Gaia mission that have reduced the aleatory error and comparatively increased the impact of the epistemic (or systematic) errors.
Quantifying uncertainty is a challenge for deep learning since any reliable method for estimating posterior probability distributions, e.g., Markov chain Monte Carlo, scales badly with the number of parameters. As a consequence, all Bayesian neural networks (BNNs) provide approximate posteriors and, therefore, credible intervals. A reliable way of estimating the epistemic error in deep NNs (DNNs) is to train a number of networks on bootstrapped versions of the data. It can be shown that this is equivalent to having a BNN where the priors of the model are the different initializations of the networks to be trained (Osband et al. 2018).

Finally, to properly treat the degeneracies that arise from evolutionary track crossovers, and to address the biases toward older ages introduced by simple interpolation methods, we build a hierarchical model that probabilistically combines multiple predictions, making use of the relative abundances of stellar masses and stars of different ages in the galaxy. Hierarchical probabilistic models are well studied (see Bishop 2006 and references therein for details) and deal with observations that belong to different populations.

In our case, the main degeneracy arises from the evolutionary tracks of young stars, before reaching the so-called zero-age main sequence (ZAMS), and after ZAMS. For that reason, the degeneracy in the input parameters largely breaks if we separate the data into two populations: pre- and post-ZAMS. We build a predictive model for each population and then combine them in a hierarchical way to get a prediction, both a deterministic and probabilistic one.

In this paper:

1. We present STELNET, a method to perform inference on the mass and age of solar metallicity stars of any age (including pre-main-sequence) given their absolute luminosity and effective temperature, based on MESA evolutionary tracks (Paxton et al. 2011, 2015), which is:
   - Accurate: provides accurate predictions for both stellar mass and age.
   - Computationally efficient: significantly reduces the run time to perform inference in large data sets by circumventing the need to perform interpolation for each observation and the use of full probabilistic methods such as MCMC.
   - Advantageous for low storage and high reusability: significantly reduces the amount of synthetic data storage needed for interpolation methods.
   - Able to quantify uncertainty: a model with quantified epistemic uncertainty as a function of the parameter space.

2. We developed a hierarchical NN for inference and a mixture of models to properly treat the degeneracies of the data.

3. We obtain realistic posterior probability distributions on the output parameters.

2. Background and Previous Work

Stellar evolution theory allows us to generate synthetic evolutionary tracks (such as MESA tracks and isochrones) that predict the physical parameters of stars of a given initial mass and metallicity throughout their life. Traditionally, these tracks are interpolated to derive fundamental properties from the observed quantities. Interpolation methods are susceptible to grid size and discretization. Therefore, the amount of storage required will increase with the size of the grid, as will the computational time of the interpolation (see, e.g., Morton 2015). While there are workarounds for this (see, e.g., Cargile et al. 2020), these generally involve some form of simplification of the interpolation method and are more a tool of necessity than desirability.

2.1. MIST Data

We take advantage of this potentially unlimited amount of synthetic data and train models to learn the relationship between stellar mass and age and their $T_{\text{eff}}$ and $L$. The goal is to reverse it to retrieve the fundamental properties of stellar mass and age. We use MIST evolutionary tracks (Choi et al. 2016; Dotter 2016), computed with the MESA codes, due to their extensive grid and ready public availability. Figure 1 shows the evolutionary tracks for a grid of stellar masses between 0.01$M_{\odot}$ and 300$M_{\odot}$, with grid spacing of 0.1$M_{\odot}$, for stars with masses $M_{\odot}$ for $3 < M_{\odot} < 8$, 1$M_{\odot}$ for $8 < M_{\odot} < 20$, 2$M_{\odot}$ for $20 < M_{\odot} < 40$, 5$M_{\odot}$ for $40 < M_{\odot} < 150$, and 50$M_{\odot}$ for $150 < M_{\odot} < 300$.

![Figure 1. MIST isochrones of stars with masses between 0.01$M_{\odot}$ and 300$M_{\odot}$, with grid spacing of 0.1$M_{\odot}$, for stars with masses $M_{\odot}$ for $3 < M_{\odot} < 8$, 1$M_{\odot}$ for $8 < M_{\odot} < 20$, 2$M_{\odot}$ for $20 < M_{\odot} < 40$, 5$M_{\odot}$ for $40 < M_{\odot} < 150$, and 50$M_{\odot}$ for $150 < M_{\odot} < 300$.](http://waps.cfa.harvard.edu/MIST/)

2.2. Methods

Building a mathematical model is particularly challenging when dealing with degeneracies. A way to deal with this is through so-called hierarchical models that separate populations to break the degeneracy and then combine predictions with a mixture of distributions. NN have proven to be very powerful tools for accurate predictions of complex problems, providing a framework that results in impressive performance (see, e.g., Lecun et al. 2015 and references therein). However, deep learning faces the challenge of uncertainty quantification. For most real-world applications, a prediction gains more meaning when accompanied by an uncertainty level. This is crucial when models are used to make decisions since the uncertainty will translate into risk.
Traditional neural networks use fixed weights and biases that determine how an input is transformed into an output and, therefore, are unable to quantify the confidence of their estimations. Instead, BNNs use probability distributions as their weights and biases. An estimate is obtained making multiple runs (forward passes) of the network, each time with a new set of sampled weights and biases. Each output has now multiple values instead of a single estimate. This set of output values represents a probability distribution that can be interpreted as a point estimate and an uncertainty for each of the outputs.

The Markov chain Monte Carlo (MCMC) is one of the most robust techniques for finding posterior distributions, since it guarantees convergence. However, NNs parameter space’s high dimensionality and the strong scaling of MCMC run times with the number of free parameters makes it challenging (when not impossible) to find these posteriors on weights and biases. For this reason, there has been a lot of development in alternative methods for BNNs. However, these are all approximations with different levels of success.

Hamiltonian Monte Carlo (HMC; Neal 2012), which is de facto MCMC, methods are believed to be accurate for finding posterior distributions on BNNs parameters. Unfortunately, they scale poorly with parameter dimensionality and data-set sizes (Chen et al. 2014; Wel 2011). Stochastic gradient Langevin dynamics and stochastic gradient HMC can fix this dependency but assume a good estimation of the gradient noise. The need to address this issue resulted in a lot of interesting new approaches.

The mainstream variational approximation to MCMC for models with a high number of parameters is mean-field variational inference (Graves 2011; Blundell et al. 2015). However, it is known that it can severely underestimate uncertainties and (and because) it neglects the correlation of the posterior parameters (Giordano et al. 2015). These shortcomings have resulted in many proposed alternatives. In particular, some methods were designed to capture the correlation of parameters in the posterior probabilities (Hernández-Lobato & Adams 2015; Hernández-Lobato et al. 2016; Louizos & Welling 2016; Pawlowski et al. 2018). The most salient of these methods were recently compared by Yao et al. (2019). They generate a simple synthetic data set, use HMC as the ground truth, and they find all of these methods to suffer from the same overconfidence in regions with no training data.

The linear response (LR) methods for accurate covariance estimates from mean-field variational Bayes (MFVB; Giordano et al. 2015) and the LR-GLM–high-dimensional Bayesian inference using LR data approximations (Trippe et al. 2019)– preprocess or summarize data sets and provide posteriors very similar to the ones by MCMC. However, these methods are applicable only when the posterior approximation is in the exponential family. Dropout as a Bayesian approximation (Gal & Ghahramani 2016) is another method that provides posterior distributions but is mathematically equivalent to MFVB and, therefore, we expect it to inherit the same shortcomings.

Finally, some methods focus on assessing and calibrating MFVB. For example, practical posterior error bounds from variational objectives (Huggins et al. 2020) provides efficient error bounds on the quality of the posterior, a useful diagnostic on the quality of a given MFVB output. Prado et al. (2019) propose to use a dual neural network architecture to calibrate their BNN, which can be useful for problems that have data for all regions of the input parameters. A similar approach has been recently published by Amini et al. (2019).

In sight of these limitations, variational inference becomes a useful tool since it provides an approximation to find the closest to real posterior probability distributions from a certain family of functions, using the nonsymmetric Kullback–Leibler divergence. The mean-field approximation is the simplifying assumption that variables are independent. MFVB is known for severely underestimating variances even for even simple multivariate Gaussian distributions. The reason is that the MFVB approximate normal will lie inside the real posterior equating the standard deviation for all variables. As a consequence, we would expect this effect to get exacerbated in deep neural networks (DNNs) due to the large number of interdependent parameters.

Bootstrapping is another approach to quantifying a model’s epistemic uncertainty; in particular, it is very convenient for DNNs since it circumvents the issue of large run times of methods like MCMC. Predictive uncertainty is estimated by training multiple models on the same data set. The prediction of the final model is the mean of the predictions of the multiple models, and the standard deviation is the area that contains 95% of the models. Using a simple model, we show that the results of this bootstrapping technique are consistent with the ones of MCMC (Figure 2).

3. STELNET

We build a probabilistic hierarchical model using bootstrapping of a mixture of models. To do that, we start with a deterministic model (Section 3.1), composed of two different NNs. We then combine the results using a mixture of models (Section 3.2) that take into account the stellar abundances in the galaxy, and finally we convert them to probabilistic ones using bootstrapping (Section 3.4). For each of the two NNs, we train a number of models using different bootstrap ed samples (with replacement) of the same data set and different, random initializations. We then do forward runs with our data through all trained models. For each NN, that provides a predictive distribution from which an expectation value and an uncertainty level can be estimated, and even the shape of this distribution, provided we have enough models trained.

3.1. Deterministic Model

From the MIST data described in Section 2.1, it becomes clear that there is a degeneracy that cannot be circumvented in the two-dimensional log(L/L_☉)–log(T_{\text{eff}}[K]) parameter space (see Figure 1). Stars evolve with time toward lower luminosities and hotter effective temperatures until they reach ZAMS. Their luminosity then starts to increase, and the temperature slowly decreases. Pre- and post-ZAMS tracks cross over as a consequence. To deal with this, we build two models, one for before and one for after ZAMS. These two networks have the same architecture and activation function described in Section 3.4 but are trained on different sets of data. Each one performs very well on the respective test sets.

Each model is a fully connected neural network of 10 hidden layers with 50 nodes each, which accurately predicts stellar mass and age from T_{\text{eff}} and L for stars of solar metallicity. Since NNs are shown to be universal approximations, one increases the complexity of the model by increasing the number of layers and the number of nodes until overfitting becomes
masses and ages evolve at different rates. Stellar lifetimes vary from a few million to tens of billions of years from the most massive down to the least massive stars. This means the errors associated with age predictions will not exactly be normal. We train our network on \( \log(\text{age}) \) because this guarantees a closer to normal distribution and because it reduces the issue of different timescales involved in stellar evolution.

3.2. Mixture of Models

While it is easy to split the synthetic data into pre- and post-ZAMS, when dealing with observations—in the absence of other diagnostics or prior information, such as proximity to young star-forming regions that might strongly suggest a pre-main-sequence evolutionary phase, for example—there is no way of knowing a priori at which stage a star might be in. We use a mixture of models to deal with this problem (see Figure 3). Given an observation, we use both networks to make predictions, so we get two sets of masses and ages for each observation. We validate this model on the test data by computing the errors in the prediction that lies closer to the true value. The rationale behind this is to see how good our best prediction is. We obtain MSE of 0.01 for age and 0.005 for mass predictions on normalized data.

Notice that there is no aleatory error included here and this network is intended to learn the MESA tables and circumvent the evolutionary track fitting.

To combine these predictions, we assign a probability to each prediction based on the abundance of that stellar mass and age in the galaxy (IMF and time evolution) and on the possibility of observing it (luminosity function). We use the ratio of the time a star of the predicted mass, \( m \), spends before and after ZAMS to decide which model is more likely to be appropriate. We then weight it by the IMF from Kroupa (2001), \( m^{-\alpha} \), with \( \alpha = 0.3 \) for \( m < 0.08 \), \( \alpha = 1.3 \) for \( 0.08 < m < 0.5 \), and \( \alpha = 2.3 \) for \( m > 0.5 \), to account for how much more likely some stellar masses occur than others. We assign probabilities \( p_{\text{pre}} \) and \( p_{\text{post}} \) to our predictions from the pre- and post-ZAMS models:

\[
p_{\text{pre}} = \frac{t_{ZAMS}(m_{\text{pre}})}{t_{h}(m_{\text{pre}})} \cdot m^{-\alpha(m_{\text{pre}})} \quad (1)
\]

\[
p_{\text{post}} = \frac{[t_{h}(m_{\text{post}}) - t_{ZAMS}(m_{\text{post}})]}{t_{\text{hit}}(m_{\text{post}})} \cdot m^{-\alpha(m_{\text{post}})} \quad (2)
\]

where \( t_{ZAMS}(m) \) is the age of a star of mass \( m \) at ZAMS, \( t_{h} \) is the lifetime of a star of mass \( m \), and \( mass_{\text{pre}} \) and \( mass_{\text{post}} \) are the mass predictions from the pre- and post-ZAMS models, respectively. Thus now our predictions \( y_{\text{pre}} = (age_{\text{pre}}, mass_{\text{pre}}) \) and \( y_{\text{post}} = (age_{\text{post}}, mass_{\text{post}}) \) will have assigned probabilities given by \( p_{\text{pre}} \) and \( p_{\text{post}} \).

3.3. Neural Network for Inference

Ideally, we would like to know the posterior probability distribution of the predictions instead of two single predictions (one coming from each model). That would require lifting our models to probabilistic ones.

3.4. Bootstrapping for Epistemic Uncertainty Quantification

We train a number of models using bootstraps (sampling with replacement) of the MIST data set. We then run our test
data (forward) through all trained models. That provides a predictive distribution from which an expectation value and an uncertainty level can be estimated. Bootstrapping is usually used to avoid overfitting and lower the variance of a model. Adding a slight perturbation is another (empirical) approach to avoid overfitting and, therefore, help regularize and generalize a model. It is worth noting that our data have no aleatory error and, therefore, there is no risk of fitting the noise. The reason for using bootstrapping here is to estimate the uncertainty of the model. By taking different samples of the data and seeing where the models vary more, we can have an idea of the areas in the input parameter space where the model is robust and confident versus where it has high variance is highly dependent on the particular sample the model was trained on.

We resample the MIST data twenty times and train both pre- and post-MS models on each of them, using different, random, initializations. We then run the test data forward through each of the twenty models and get as an output twenty values from which statistics we can get an approximation of the posterior probability distribution for the pre- and post-MS predictions on age and mass.

In principle, the epistemic uncertainty could be arbitrarily reduced by increasing the density of the model grid and the rigor of the training procedure. However, in practice, our goal is more modest: to reduce the epistemic error to be sufficiently small that it does not induce any significant additional uncertainty in the derived masses and ages over and above that resulting from aleatory uncertainty—the observational uncertainties in $T_{\text{eff}}$ and $L$. We will show in Section 4.2 that for typical uncertainties in temperature and luminosity, our model grid and training satisfy this requirement.

### 4. Evaluation

Our predictions are distributions and we want to compare them to the ground truth values. For the purpose of comparing distributions, we assume the posteriors of our two models, the pre- and post-ZAMS ones, are Gaussians (before combining them into a bipeaked distribution using a mixture of models).

Our ground truth values, both synthetic and observed, have an associated error: the reported and the typical observation error associated with the ground truth only in the first case, in which log $\tau < 1$.

We use a test data randomly selected from MIST synthetic isochrones, created in the same way as our training set. This data has no noise, so if our model is trained enough, it should perform well in terms of prediction. We note that these test data (or synthetic observations) do not represent the distribution of stars in the galaxy, but instead simply reflect the time resolution.
in the data and the mass spacing between tracks, since we have made no attempt to selectively sample them. We then validate on a data set of real observations. We use a sample of field stars with estimated $T_{\text{eff}}, L$, $\text{age}$, and $\text{mass}$ from D&T. Finally, we test our predictions on a well-known triple system to check if we get consistent ages for the three stars with the same age (and well-determined one) even when having different $T_{\text{eff}}$ and $L$.

4.1. Evaluation on Synthetic Data

As mentioned above, we randomly split the MIST synthetic data into a set for training and a set for testing data. We validate the model on the test set. Figure 4 shows one prediction and its true value, while Figure 5 shows the same for a number of randomly selected points in the test data set. Notice that these distributions usually have two local maxima. The reason can be seen from the overlapping data in Figure 1. For each point in the $\log(T_{\text{eff}}) - \log(L)$ space, there are usually two possible answers. The way we combine those two predictions was explained in detail in Section 3.2 and it is based on the likelihood of observing a star of a certain mass and age.

The MIST data set provides one data point at each step of the evolutionary track of a star. This time step depends on how quick the evolution is at every stage and does not reflect how long a star spends in that stage. For that reason, the relative probability of each prediction corresponding to pre- and post-MS does not match the frequency of occurrence of the test data set. In addition, the grid of models we use is uniformly distributed in stellar mass, which also does not reflect the initial mass function, which describes the mass dependence of star formation, and that we took into account in order to combine the two models.

We find that, for synthetic test data, $98.3\%$ of age predictions and $98.7\%$ of mass predictions fall in the $\log \tau > 1$ regime, and, therefore, are consistent with the data (see top panel of Figure 6).

4.2. Comparison of Epistemic and Aleatory Errors

An essential advantage of having control over the epistemic error is that we can make it as small as necessary. A good metric is to compare it to the impact of the observational error on the overall uncertainty of the predictions. If our model’s error is small compared to the error introduced by the observational constraints, then we can ensure that the model error is not significantly contributing to the overall uncertainty. Figure 5 and shows a randomly selected subset of age predictions (blue) from using the STELNET MIST test set and the true age from MIST (red). As described in 4, we assume that observations will have Gaussian noise, and we propagate a typical error on the observed quantities, $\Delta L = 0.1L$ and $\Delta T_{\text{eff}} = 50$, to the predictions. We can then represent this ground truth by a Gaussian distribution with mean equal to the age and standard deviation equal to the propagated error. Figure 7 shows our predictions of age and mass for both pre and post-ZAMS models (left panels of top and bottom plots, respectively) for the whole space of parameters, as well as the standard deviations of the model (right panel). Differentiating these grids we are able to propagate the typical errors in $T_{\text{eff}}$ and $L$. We can see from Figure 5 that the epistemic error (the width of the blue distribution) is typically smaller than the expected observational error.

Moreover, when we predict on observed data (Figure 8), we find that the difference between the model’s error (epistemic, blue lines) and the reported observational errors (red lines) is much larger, making our model very reliable.

4.3. Evaluation on Observed Data

A more challenging test is to validate our model using real observations. So far, we have trained our models only on synthetic data, and, therefore, we expect to see a difference with real observations.

As a first test to see how our models perform without having seen any real observations before, we use the catalog by (David & Hillenbrand 2015, hereafter D&H) shown in Figure 9. This catalog contains measurements of the physical parameters $T_{\text{eff}}, \text{mass}$ and $\text{age}$ for early type (BAF) stars. In this work, authors perform a full Bayesian approach to estimate stellar masses and ages from photometry with isochrone fitting, using PARSEC solar-metallicity isochrones (Bressan et al. 2012). A reliable yet much more computationally expensive method. Therefore we use it as our ground truth. We expect some systematic biases to be introduced by the the difference in isochrone data choice.

Of the provided $\text{age}$ estimates, we used the average. This catalog uses the Hipparcos identifier which is used to match with other catalogs. We obtain luminosity measurements from the test input catalog (TIC; Stassun et al. 2019) and the Gaia DR2 stellar parameters (Andrae et al. 2018). We prefer the TIC reported value over the Gaia one, as the former is based on spectra.

We validate the model on the observed data. Figure 10 shows one prediction (blue) and its true value (red) for age (left) and mass (right), while Figure 8 shows the same for a number of randomly selected points in the data set. In the MIST synthetic data, the test and training sets were generated using the same evolutionary code. In this case, even if stellar evolution is a good predictive theory, it is never perfect, and the models will differ from the observations. We therefore expect an overall lower accuracy in this test.

To quantify the performance on this data set, we calculate the distribution of errors shown in Figure 11 for $\log(\text{age})$ and $\log(\text{mass})$. We find that, as expected, mass predictions are better than age predictions. The average error in $\log(\text{age})$
Figure 5. Random selection of STELNET posterior probability distributions on age (blue) and Gaussian representing the ground truth from MIST tables propagated with the expected observational error (red).
prediction is $\sim -0.09$ with a standard deviation of $\sim 0.37$, and the average error in log(mass) predictions are $\sim 0.02$ with a standard deviation of $\sim 0.05$. As discussed above, systematic biases are expected to result from the different set of evolutionary tracks D&H use for their fitting.

Looking at these errors as a function of the input parameter space might be useful for understanding where the model performs well and where it needs improvement. In Figure 12 we show the log of the absolute errors, log(abs(pred(log(age)) − true(log(age)))) and log(abs(pred(log(mass)) − true(log(mass)))), as a function of the input parameter space. We find that the model has issues predicting age to the left of the ZAMS where the turnaround point of the evolutionary tracks is located. This is not surprising since the D&H data set contains stars with observed parameters beyond that turning point. This should of course be prohibited from a stellar evolution perspective, but happens because of both observational error, and because the tracks are not “perfect” and real data can deviated from them. This situation shows a general bias coming from the lack of calibration of our model to real data. We will show in the next section a way to improve the model’s performance.

In addition, we calculate the tension of each prediction with the reported values of age and mass. We find that 88.8% of the D&H age predictions (1660 out of 1869) have $\tau < 1$ and are, therefore, consistent with the reported ones (see middle panel of Figure 6), and 89.8% (1679 out of 1869) for mass.

4.4. Transfer Learning for Real Data

So far, we have built and trained our model on synthetic data with no observational error. In reality, the observed stellar properties will differ from those predicted by the MESA tracks due to stellar evolution being an approximation, and, in addition, the observations of real stars will include an aleatory uncertainty that will place them at a commensurately offset point in the parameter space compared with their true locations. These two effects will result in systematic biases and less accurate predictions from our model, as reflected in Section 4.3. And this effect is emphasized by the fact that there are areas of the input parameter space where some predicted parameters change very quickly, for example, stellar age at the final stages of evolution.

Machine-learning methods work well under the assumption that the training and test data belong to the same distribution. In our case, the distributions are similar but not the same, limiting the model’s performance. To mitigate this issue, we used transfer learning (see Pan & Yang 2009 for a review). We used the network trained on synthetic data as a starting point and then fine-tune the weights using real data. This approach requires fewer real examples while enabling the use of a vast number of simulations.

4.5. Evaluation on Observed Data after Transfer Learning

We use transfer learning to retrain our network for 100 epochs on a hybrid of synthetic data (0.02% of MIST training data) and observed data (20% of the D&H data) to improve the accuracy on real data. We train in the same way as we did before, without freezing any part of the network. However, the relative probabilities between pre- and post-MS models should be reproduced better since they reflect the abundances of each stellar mass and age in the galaxy. In Figure 8 we show the posterior probability distribution of log(age) from our model for a randomly selected set of D&H observations and the estimated age for each of them. In addition, we show the propagated observational error on age and mass estimates. We took 20% of the observed data set (D&H) that has mass and age estimations, and we trained the network for a few (100) more epochs. That allows to retain the general trends of the model trained on synthetic data while calibrating on real data.
We tested our new model on the D&H data set and found much better agreement than before performing transfer learning (see Figure 8). To quantify the performance on this data set we, once again, calculate the distribution of errors for log(age) and log(mass), shown in Figure 13. The average error in log(age) predictions is now $\sim-0.06$ with a standard deviation of $\sim0.15$, ...
Figure 8. Random selection of STELNET posterior probability distributions for D&H data on age (blue) and Gaussian representing observation with reported error (red) after TL.
and the average error in log(mass) predictions is ∼0.02 with a standard deviation of ∼0.047. This represents a significant improvement in age predictions and their uncertainties, with no significant change in mass predictions. The reason behind this is that transfer learning has helped reduced systematic biases introduced by the choice of evolutionary tracks, which were affecting mainly the age predictions. This becomes clear when comparing Figure 14 to Figure 12.

In addition, after performing transfer learning training we find that 97.8% (1827 out of 1869) of the D&H age predictions have log τ < 1 and, therefore, are consistent with the reported ones (see middle bottom Figure 6), while 92% of the mass estimates are similarly consistent.

The reason for this improvement becomes more clear when looking, again, at the errors as a function of input parameter space after transfer learning (See Figure 14). We can see that the ill behavior to the left of the turnaround points (ZAMS) gets fixed or, at least, becomes much less noticeable. This has served as a calibration of our model to observed data.

4.6. Evaluation on a Triple System: α Centauri

Multiple star systems typically are formed from a single cloud of gas and dust and, therefore, the stars in it all have the same age. An interesting test is to predict the age of a triple system of stars with different input parameters T eff and L, and compare the overlap in log(age) probabilities with the correct age. We do this test on the well-studied triple system α Centauri, 1.3 parsecs away, composed by α Centauri A, with L = 1.519 ± 0.018 L⊙ and T eff = 5790 ± 30 K, α Centauri B, with L = 0.5002 ± 0.016 L⊙ and T eff = 5260 ± 50 K (Thévenin et al. 2002), and α Centauri C (also known as Proxima Centauri), with L = 0.0017 ± 0.0002 L⊙ and T eff = 3042 ± 50 K (Doyle & Butler 1990; Ségransan et al. 2003).
The α Cen system is generally considered coeval, with an age that has been well constrained over the last two decades by asteroseismic studies to be slightly older than the Sun, with various estimates ranging between 4.8 and 6.5 Gyr (Thévenin et al. 2002; Thoul et al. 2003; Eggenberger et al. 2004; Miglio & Montalbán 2005; Bazot et al. 2012; Joyce & Chaboyer 2018). Mamajek & Hillenbrand (2008) note that ages estimated from asteroseismology, "gyrochronology" (rotation period), and chromospheric activity level are generally consistent. We adopt the error-weighted mean of the literature asteroseismology age results and their standard deviation of 5.73 ± 0.73 Gyr as a fiducial age for α Cen with which to compare our estimates.

The masses of the α Cen AB components have been tightly constrained from the orbital elements of the system as $M_A = 1.1055 ± 0.004$ and $M_B = 0.9373 ± 0.003$ (e.g. Kim 1999; Kervella et al. 2016, 2017). The mass of Proxima C has been estimated from mass–luminosity relations (e.g. Delfosse et al. 2000) and 2MASS $K_s$ magnitude (Mann et al. 2015). We adopt the latter value here, $M_C = 0.1221 ± 0.0022M_\odot$.

Comparison of STELNET age and mass predictions for the α Cen components is illustrated in Figure 15. Our predictions have a significant overlap with the values from the literature, although are not in perfect agreement. The predicted probability of age is mildly consistent with the well-established age of the system (see top panel of Figure 15). For all three stars, the masses reported in the literature fall closer than 1.3 standard deviations away from STELNET’s predictions (see top panel of Figure 15).

Less than perfect agreement is expected in the case of α Cen, keeping in mind that STELNET is at present limited to solar metallicity stars and α Cen’s metallicity is higher than solar by 0.25 dex (or $Z/X = 0.04$ (e.g. Thévenin et al. 2002; Porto de Mello et al. 2008). Well-constrained systems like α Cen will be used to calibrate our models in a follow-up paper using methods like transfer learning (see Section 4.4).

4.7. The Sun

Finally, we verify that STELNET retrieves acceptable parameters for the Sun. The Sun presents an interesting case because its parameters are known to greater precision than for any other star. At the same time, reproducing exactly the observed solar characteristics is challenging for stellar evolution models because of the various approximations made in the models themselves, and because of imprecise knowledge of requisite input parameters such as element abundances and opacities.

Using a canonical effective temperature of the Sun of 5771 K (Heiter et al. 2015), and $L_\odot$, STELNET retrieves an age of 4.9 ± 0.7 Gyr and a mass of 0.97 ± 0.03 $M_\odot$. 

---

Figure 13. The distributions of the D&H data prediction errors for age and mass after TL.

Figure 14. D&H prediction errors on log(age [yr]) after having performed transfer learning.

Figure 15. Predicted posterior probability distributions for α Centauri stars A, B, and C (solid lines) on age (top) and mass (bottom), and estimates from the literature (dashed lines).
5. Future Work

This work is a first step toward building a probabilistic model to accurately and quickly retrieve physical stellar parameters from observations. Here we have presented the “vanilla” model that predicts stellar mass and age for solar metallicity stars, one for before and one for after they reach ZAMS.

The first planned enhancement will consist of including the evolutionary timescales for each step in the evolutionary models to fold into the probability of finding a star in a given evolutionary phase. Currently we use this idea but only to separate between the probability of being a pre-MS star versus one that has reached ZAMS.

We are currently training STELNET to achieve a one-step model that retrieves the same parameters directly from observations. We will then train them directly on photometric data. The Gaia-ESO benchmark stars with effective temperature and luminosity determined through largely model-independent means (e.g. Jofré 2016) would make a natural additional training set.

The next step is to include metallicity as a new output dimension. This will increase the degeneracies, which we plan to circumvent using the same hierarchical model strategy we presented here.

Finally, we will include more predictors to improve the model. The natural one to constrain age predictions is rotation periods (see, e.g., Angus et al. 2019). We will use MIST models that self-consistently include rotation in their stellar evolution (Gossage et al. 2020). Other inputs that correlate with age are X-ray emission and space velocities. As expected, whenever asteroseismic observations are available, the age and mass determination will become more precise (see, e.g., Bellinger et al. 2016; Verma et al. 2016; Bellinger et al. 2019, and references therein).

This model replaces the need to interpolate within tables of evolutionary tracks, dramatically reducing the data storage requirements. In addition, it is computationally efficient and allows for inference in very large data sets by circumventing the need of full probabilistic models like MCMC. In short, it can be useful as a quick estimate of parameters for large photometric data sets with epistemic errors and requires little data storage and computational run time.

6. Conclusions

We have built two deterministic DNNs that convert $T_{\text{eff}}$ and $L$ to mass and age for solar metallicity stars, one for before and one for after they reach ZAMS. Using bootstrapping, we have lifted these models into inference ones that quantify their epistemic uncertainties. We then built a hierarchical model to combine these models in a probabilistic way that considers the likelihood of observing a star of certain mass and age, and deals with the degeneracies of pre- and post-ZAMS stars, inherent to the color–magnitude diagram parameter space. Our final model, STELNET, takes as inputs $T_{\text{eff}}$ and $L$ and provides realistic posterior probability distributions on the physical parameters mass and age, typically bimodal due to the degeneracy between pre- and post-ZAMS stars.

We have trained this model on a fraction of a MIST isochrones data set and have validated it on the remaining fraction. We find that 98.3% of predictions are consistent with our predictions.

In addition, we validated our model against an observed D&H data set with reliable mass and age estimates. We find that 88.8% of predictions are consistent with our predictions, which is a good agreement considering that our only input features are $T_{\text{eff}}$ and $L$, these observations have errors, and that the synthetic data our model was built on does not exactly reflect the evolution of real stars.

In order to boost the performance of our model on real data, we used transfer learning. We used the model trained on synthetic data as a starting point and used a small set of the observed data set D&H together with a small set of MIST data to calibrate our model. After this step we find that our performance increased, significantly, to 97.8% of predictions being consistent with the observed data.

Finally, we tested our model on the well-studied triple system ζ Cen. The three stars in this system have different input parameters $T_{\text{eff}}$ and $L_s$, but their ages are the same. We find that the age of the system reported in the literature, 5.73 Gyr, is not far from the range of largest overlap in age posterior probability prediction for age (6–10 Gyr), which is good agreement if we take into account that ζ Cen is metal-rich and STELNET was designed for solar metallicity stars.
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