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ABSTRACT
Deep Neural Networks (DNNs) are being adopted in various domains, including safety critical ones. The wide-spread adoption also calls for ways to guide the testing of their accuracy and robustness, for which various test adequacy criteria and input generation methods have been recently introduced. In this paper, we explore the natural subsequent step: given an input that reveals unexpected behaviour in a trained DNN, we propose to repair the DNN using input-output pairs as a specification. This paper introduces Arachne, a novel program repair technique for DNNs. Arachne first performs sensitivity based fault localisation to limit the number of neural weights it has to modify. Subsequently, Arachne uses Particle Swarm Optimisation (PSO) to directly optimise the localised neural weights until the behaviour is corrected. An empirical study using three different benchmark datasets shows that Arachne can reduce the instances of the most frequent misclassification type committed by a pre-trained CIFAR-10 classifier by 27.5%, without any need for additional training data. Patches generated by Arachne tend to be more focused on the targeted misbehaviour than DNN retraining, which is more disruptive to non-targeted behaviour. The overall results suggest the feasibility of patching DNNs using Arachne until they can be retrained properly.
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1 INTRODUCTION
Deep Neural Networks (DNNs) have been rapidly being adopted in many application areas [19], ranging from image recognition [17, 31], speech recognition [11], machine translation [13, 30], to safety critical domains such as autonomous driving [2, 3] and medical imaging [21]. With the widening application areas, there has been a growing concern that these DNNs should be tested, both in isolation and as a part of larger systems, to ensure dependable performance. The need for testing resulted in two major classes of techniques. First, to evaluate sets of test inputs, many test adequacy criteria have recently been proposed [15, 24, 32]. Second, ways to synthesise new inputs by applying small perturbations (such as emulation of different lighting or weather conditions) to given inputs have been introduced [22, 38]. Newly synthesised inputs can not only improve the proposed test adequacy due to the increased input diversity, but also actually reveal unexpected behaviour of DNNs under test.

Compared to the traditional software developed by human engineers, however, the stages after the detection of unexpected behaviour remain relatively unexplored for DNNs. This is due to the major difference between the way DNNs and code are developed: one is trained by algorithms based on training data, while the other is written by human engineers based on specifications. Consequently, existing efforts to repair the unexpected behaviour mostly focus on how to efficiently and effectively retrain the DNNs. For example, Ma et al. [23] try to identify the features that are the most responsible for the unexpected behaviour, and synthesise inputs for retraining based on their relevance to these features. Given that DNNs are initially trained by algorithms, retraining as repair can be considered as a natural solution. One weakness of retraining as a repair technique, however, is its stochastic nature. Unlike human debugging, there is no guarantee that, at the end of the retraining process, the unexpected behaviour will be removed while all correct behaviour are retained. The retraining may, or may not, correct the misbehaviour, and it may do so at the expense of other, initially correct, behaviour. Even when compared to stochastic Automated Program Repair (APR) techniques [10, 27, 37], retraining is less focused on the misbehaviour as the loss function usually focuses only on the overall accuracy improvement. We argue that a need for focused repairs can be realistic in real-world use cases: for example, users may prioritise higher accuracy for a specific label of a DNN classifier in safety critical applications, even if it requires a trade-off with accuracy for lower priority labels.

This paper introduces Arachne, a search-based automated program repair technique for DNNs. Instead of retraining, Arachne directly manipulates the neural weights and searches the space of possible DNNs, guided by a specifically designed fitness function following Generate and Validate APR techniques [10, 27, 37]. Arachne resembles APR techniques for traditional code in many aspects: it adopts a fault localisation technique, and uses both positive and negative inputs to retain correct behaviour and to generate a patch, respectively. Its internal representation of a patch is even simpler than the representation for code, as a set of neural weights can be represented as a vector of real numbers. Consequently, Arachne uses Particle Swarm Optimisation (PSO) [14, 35] as its search algorithm. During a fitness evaluation, Arachne updates the chosen neural weights of the DNN under repair with values from the PSO candidate solution, executes the inputs, and computes the fitness value based on the outcomes.

We have empirically evaluated Arachne on three image classification benchmark datasets and three corresponding DNN classifiers: Fashion MNIST [36], CIFAR-10 [16], and German Traffic Sign Recognition Benchmark (GTSRB) [29]. Initially, to study the impact that fault localisation and a particular choice of misbehaviour has on the success rate of the repair, we evaluate the feasibility of Arachne against faults that are artificially induced via under-training of DNNs. Subsequently, we also show that Arachne can repair a fully trained DNN as newly incoming inputs reveal previously unknown unexpected behaviour. This adaptive repair process does not require any additional data, apart from the new inputs that revealed the unexpected behaviour.

The technical contributions of this paper are as follows:
The paper introduces Arachne, a novel search-based repair technique for DNNs. Unlike existing approaches that retrain a DNN model using more inputs, Arachne aims to directly repair a pre-trained model by adjusting neural weights.

- We empirically evaluate Arachne against three widely studied image classification benchmarks, using under-training to induce unexpected behaviour. Arachne can produce repairs more focused on targeted misbehaviour, while only minimally perturbing other behaviour. Retraining, on the other hand, can significantly change untargeted behaviour.

- We show how Arachne can be used, in practice, to repair unexpected behaviour revealed by new incoming inputs. Arachne can repair misclassification results, while minimising disruptions to existing behaviour of a DNN.

The remainder of this paper is organised as follows. Section 2 describes the components of our DNN repair technique, Arachne. Section 3 sets out the research questions and describes experimental protocols. Section 4 outlines the set-up of the empirical evaluation, the results of which is discussed in Section 5. Section 6 discusses the implications and the future work. Section 7 presents the related work and Section 8 concludes.

2 ARACHNE: SEARCH BASED REPAIR FOR DEEP NEURAL NETWORKS

This section motivates the development of Arachne and describes its internal components.

2.1 Motivation

Arachne aims to repair an existing DNN. By repairing a DNN, we mean improving its performance with respect to the accuracy of decisions it makes. Given that DNNs are machine learning models, the natural way of improving its performance would be either additional or better prepared learning. Improvement by learning would typically involve a larger volume of trained data, curated more carefully to avoid the unexpected behaviour. Unfortunately, preparing training data is known to be the major bottleneck to practical application of machine learning due to the high cost [1, 26].

Our motivation for Arachne is not to replace well designed learning process as a means of improving general learning capability and model accuracy. Rather, we want to introduce an alternative repair technique that can introduce a direct and focused improvement over a small set of unexpected behaviour, without requiring larger and better curated training datasets. In this sense, we expect Arachne to complement other training based techniques. Note that Arachne targets unexpected behaviour that can be repaired by neural weight manipulations alone: if a DNN model underperforms due to its inappropriate neural network model architecture, we do not expect Arachne to be effective at repairing it.

2.2 Overview

Arachne performs two main operations: localisation and patch generation. In the localisation phase, given a set of inputs that cause unexpected behaviour, Arachne identifies a set of neural weights that are likely to be related to the observed misbehaviour. This phase is called localisation; the intuition is that changing the values of these neural weights is likely to affect the model behaviour, possibly to the correct direction.

Subsequently, in the patch generation phase, Arachne augments the negative inputs (i.e., inputs that lead to the unexpected behaviour) with a fixed number of positive inputs (i.e., inputs that are processed correctly). Similarly to Generate and Validate (G&V) Automated Program Repair techniques such as GenProg [33] and Arja [37], the positive inputs are used by the fitness function of Arachne to retain the initially correct behaviour of the DNN under repair. Following a fitness function based on execution of both positive and negative inputs, Arachne uses Particle Swarm Optimisation [14] to search for the set of neural weights that would correct the behaviour of the DNN under repair. Details of localisation and patch generation phases are discussed in the following subsections.

2.3 Localisation Phase

Attempting to adjust all neural weights of a DNN model for repair would be too costly, as even relatively simple DNNs consist of thousands of weight parameters. To reduce the search space, Arachne only considers the neural weights connected to the final output layer, as depicted in Figure 1. In addition, Arachne adopts a simple localisation method to identify weights that are likely to be responsible for the targeted misbehaviour.

Algorithm 1 presents pseudo-code of the localisation method. First, Arachne sorts the neural weights according to the gradient loss of the faulty input backpropagated to the corresponding neuron (Line 1 to 6), and subsequently only considers top \(N_p\) neural weights to narrow down the number of candidate weights (Line 8). In Figure 1, for the neural weight \(w_{i,j}\) that connects the \(i\)th neuron in layer \(L_{n-1}\) to the \(j\)th neuron in our target layer, the gradient loss backpropagated from the final loss, \(L\), is computed as \(\frac{\partial L}{\partial w_{i,j}} = \frac{\partial L}{\partial o_j} \frac{\partial o_j}{\partial w_{i,j}}\) (\(o_j\) is the output activation value of the \(j\)th neuron in \(L_n\)).

In addition to gradient loss, Arachne also considers how much impact each neural weight has on the final outcome, when forward-propagating the faulty input (Line 8 to 12). The forward impact of a neural weight on the final outcome, \(f_{wd_{imp}}\), is computed simply as the product of the given weight and the activation value of the corresponding neuron in the previous layer: for example, \(o_i w_{i,j}\) for the neural weight \(w_{i,j}\) in Figure 1. This computation is performed by ComputeForwardImpact (Line 10).
Note that, ideally, we want to target neural weights that are both responsible for the unexpected behaviour (i.e., large gradient loss) and the most influential to the outcome (i.e., high impact). However, since a weight value that has the highest impact is not necessarily the cause of the unexpected behaviour, we treat these two factors separately. Consequently, Arachne considers gradient loss and forward impact as two competing objectives to be maximised. The result of localisation is the set of weights that constitutes the Pareto front for these two objectives (Line 13).

**Algorithm 1: Localisation method of Arachne**

| input             | A DNN model to be repaired, $M$, a set of neural weights, $W$, a set of inputs that reveal the fault, $I_{neg}$, a loss function, $L$; and the number of neural weight candidates to choose based on gradient loss, $N_g$ |
|-------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| output            | a set of neural weights to target for repair, $W_t$                                                                                       |
|                   | **1. candidates ← {}**;                                                                                                                 |
|                   | **2. for weight in $W$ do**                                                                                                             |
|                   |   **3. grad_loss ← ComputeGradient(weight, $M$, $I_{neg}$, $L$);**                                                                    |
|                   |   Add tuple (weight, grad_loss) to candidates ;                                                                                         |
|                   | **5. end**                                                                                                                                |
|                   | **6. Sort candidates w.r.t. gradient loss;**                                                                                             |
|                   | **7. pool ← {}**                                                                                                                        |
|                   | **8. for $i = 0$ to $N_g$ do**                                                                                                          |
|                   |   **9. (weight, grad_loss) ← candidates[i];**                                                                                           |
|                   |   **10. fwd_imp ← ComputeForwardImpact(weight, $M$, $I_{neg}$);**                                                                       |
|                   |   Add tuple (weight, grad_loss, fwd_imp) to pool;                                                                                       |
|                   | **12. end**                                                                                                                               |
|                   | **13. $W_t ← ExtractParetoFront(pool)$;**                                                                                            |
| **return**        | $W_t$                                                                                                                                     |

### 2.4 Patch Generation

Arachne uses Particle Swarm Optimisation (PSO) algorithm to generate patches that repair the misbehaviour of a DNN model. Here, we describe how PSO is configured for DNN repair.

#### 2.4.1 Particle Swarm Optimisation (PSO)

PSO is known to be particularly effective for optimisation in continuous domains [25] and, consequently, a suitable choice for repairing DNNs by modifying their neural weights. A patch generated by Arachne is essentially a set of new neural weight values to be applied to specified weights. Arachne represents this set of new weight values as a vector, which in turn represents the location of a particle in PSO.

PSO updates the location vector, $\vec{x}$, at timestep $t + 1$, using a velocity vector (Equation 1). The velocity vector itself is computed based on current velocity, $\vec{v}_t$, the location of the best fitness value the particle has locally observed so far, $\vec{p}_l$, and the location of the best fitness value the entire swarm has globally observed so far, $\vec{p}_g$, each multiplied with uniform random bias vectors. The parameter $\chi$ is a constant multiplier computed from weights to the local and global components, $\phi_1$ and $\phi_2$ (Equation 3): these parameters, collectively called “constriction coefficients”, control the convergence of particles in a swarm without setting an explicit boundary of velocity [5]. We use the same value for $\phi_1$ and $\phi_2$. 

$$\vec{x}_{t+1} \leftarrow \vec{x}_t + \vec{v}_{t+1}$$ 

$$\vec{v}_{t+1} \leftarrow \chi (\vec{v}_t + \vec{U}(0, \phi_1) \cdot (\vec{p}_l - \vec{x}_t) + \vec{U}(0, \phi_2) \cdot (\vec{p}_g - \vec{x}_t))$$ 

$$\chi \leftarrow \frac{2}{\phi - 2 + \sqrt{\phi^2 - 4\phi}}$$ where $\phi = \phi_1 = \phi_2$ 

#### 2.4.2 Initialisation

PSO is a population based global search algorithm, and requires the location of each particle to be initialised at the beginning. While uniform random initialisation is a widely accepted method, Arachne attempts to repair an already trained DNN model and may benefit from exploiting the learnt weight values. Consequently, Arachne initialises the location of each particle based on the distribution of the learnt weights. Each element of a particle vector is sampled from a normal distribution defined by the mean and the standard deviation of all sibling neural weights. By sibling weights, we refer to all weights corresponding to connections between our target layer and the one preceding it, i.e., all weights between $L_n$ and $L_{n-1}$ in Figure 1. The initial velocity of each particle is set to zero, following the literature [8] as well as our own experimental results.

#### 2.4.3 Fitness Function

PSO updates each particle based on the best known location, which is decided by a fitness function. Similarly to other G&V techniques, Arachne uses a fitness function that consists of two main parts: fixing the unexpected behaviour, and retaining correct behaviour. The fitness function is defined as follows:

$$fitness = \frac{N_{patched} + 1}{Loss(I_{neg}) + 1} + \frac{N_{intact} + 1}{Loss(I_{pos}) + 1}$$

The set $I_{neg}$ contains inputs that reveal the unexpected behaviour, whereas the set $I_{pos}$ contains inputs that are processed correctly: both sets are fixed by Arachne when beginning the repair attempt. Section 4.3 describes the details of how these sets are composed. On the contrary, $N_{patched}$ is the number of inputs in $I_{neg}$ whose output is corrected by the current patch, whereas $N_{intact}$ is the number of inputs in $I_{pos}$ whose output is still correct. The model loss values obtained from these input sets, $Loss(I_{neg})$ and $Loss(I_{pos})$, are used to reflect improvements and damages that do not amount to changes to $N_{patched}$ and $N_{intact}$. Note that we add one to both numerators and denominators so that one can provide guidance when the other becomes zero, and vice versa.

### 3 EXPERIMENTAL PROTOCOLS

This section outlines the experimental protocols for the empirical study, and presents the research questions.

#### 3.1 Faults for DNNs

This paper uses the term repair to refer to the process of correcting the unexpected behaviour of a DNN, for the sake of convenience. The nomenclature of the cause of the unexpected behaviour can, however, lead to a philosophical question: is it possible to state that a DNN contains a fault when it misbehaves? Faults in code are committed by humans, but the misbehaviour of DNNs simply emerge and are actually anticipated. We expect this difference to have a significant impact on future work on DNN testing and repair.

The more pressing and practical issue is that it is not possible to curate, document, and create a benchmark of the causes of DNN...
misbehaviour, as they are not explicitly committed. Consequently, in lieu of external fault benchmarks, the empirical evaluation of Arachne uses two classes of faults: those artificially induced by under-training, and those naturally emerging after full training. Note that the use of the term fault and faulty input is for the sake of convenience, and is not intended to answer the question about the nature of faults in DNNs.

3.1.1 Artificially Induced Faults. Code is written, while DNNs are trained. Extending this parallel, we posit that: faults are committed when code is poorly written, and emerge when DNNs are poorly trained. To create a sufficient number of unexpected behaviour of DNNs under a controlled setting, we simply under-train a DNN using a given training dataset by reducing the number of epochs spent for training. Inspired by the competent programmer hypothesis [6], the margin of under-training is set to be relatively small: we constrain the maximum accuracy of under-trained models to be under 90%. We test the feasibility of Arachne, as well as the impact of fault localisation and target input selection, using models that are more likely to contain faults, i.e., models with lower accuracy.

3.1.2 Naturally Emerging Faults. Fully trained DNNs will still show some level of unexpected behaviour. We collect and call these naturally emerging faults. There are fewer of these faults, and we expect these faults to be harder to repair without disrupting already correct behaviour. We show that Arachne can be used to repair a DNN model as new incoming inputs reveal unexpected behaviour, using naturally emerging faults.

3.2 Use Case Scenarios And Their Evaluations

We envision and evaluate the following two distinct use case scenarios for Arachne.

3.2.1 Corrective Repair. This scenario corresponds to repairing unexpected behaviour revealed by the training dataset at the end of training. In this case, Arachne can use an input in the training dataset to repair its outcome. We use the term corrective in the sense that Arachne patches a fault that occurred despite the information about the correct outcome being available in the training dataset. RQ1 to RQ4 concern the corrective repair scenario with under-trained models and artificially induced faults described in Section 3.1.1. For the evaluation of corrective repair, we only need to collect fault inducing inputs from the training dataset.

3.2.2 Adaptive Repair. Reflecting a more realistic use case, this scenario corresponds to repairing unexpected behaviour revealed by a previously unseen input, possibly after the deployment of a DNN model. We use the term adaptive in the sense that Arachne adapts the model regarding how to handle a previously unseen input. Note that our intention is not to improve the general accuracy of the model: rather, the aim of our repair is to make a trade-off between specific behaviour. RQ5 concerns this scenario, using the naturally emerging faults described in Section 3.1.2.

The evaluation of the adaptive repair scenario is as follows. We use the entire training dataset in the benchmark to fully train a DNN model (Section 4.4 describes how fully trained models are defined). After training, the test dataset is divided into two halves. From one half, we randomly select 20 inputs that reveal unexpected behaviour (i.e., naturally emerging faults). We repair these one by one in a random order, replacing the model with the repaired version if Arachne succeeds at generating a patch. The second half of the test dataset is used as a validation set, to measure validation accuracy of each repaired model. We also report the model accuracy measured using the original training dataset. Finally, we look at the model behaviour closely to check whether the patches are actually changing the unexpected behaviour. This experimental scenario is designed to measure the accumulative impact of adaptive repairs on the model accuracy.

3.3 Research Questions

We investigate the following research questions to evaluate the effectiveness of Arachne. RQ1 to RQ4 evaluate Arachne on artificially induced faults using under-trained models, while RQ5 evaluates Arachne on naturally emerging faults using fully-trained models.

RQ1. Feasibility: Can Arachne repair unexpected behaviour of a DNN model? To show the feasibility of DNN repair via direct neural weight manipulation, we train DNN classifiers and run Arachne on randomly selected inputs from training data that are misclassified. Due to the inherently stochastic nature of PSO algorithm used by Arachne, we repeat Arachne 30 times, attempting to repair a single randomly chosen misclassified input at each attempt. We answer RQ1 by measuring classification accuracy against both training data (to ensure the repair has been done) and unseen test data (to measure the disruption to the generalised behaviour). We also report repair success rates (See Section 4.5 for details).

RQ2. Localisation Effectiveness: How effective is the localisation at identifying neural weights to patch? To evaluate the effectiveness of the proposed localisation method, we compare the performance of Arachne with and without the localisation. We use two alternative methods as the baseline: random selection of weights and selection based only on gradient loss. When using only gradient loss, we sort neural weights in the target weight variable in decreasing order of their gradient loss values over the misclassified inputs. Then, we select the same number of neural weights as the number of faulty inputs to patch for. Random selection simply chooses the same number of neural weights randomly. Both alternatives still choose neural weights only from the last layer of neurons, similar to the full localisation method used by Arachne. We report model accuracy after patching as well as success rates for each method; we expect Arachne’s localisation to outperform both alternatives.

RQ3. Multiple Faults Repair: Can Arachne successfully repair multiple faults simultaneously? In code based APR, repairing multiple faults remains a significant challenge due to masking between faults as well as the need to automatically modify multiple locations in the code. We investigate whether a similar trend is observed when attempting to repair DNN models. We define a single fault as a specific type of misbehaviour, such as misclassifying label A to label B. To investigate the difference between single and multiple faults, we compare running Arachne using negative inputs from a single fault against running Arachne using negative inputs from a random choice of faults. For each DNN model, three single fault
types that have the most corresponding input instances in the training dataset have been chosen. We expect single fault patches to be more focused and less disruptive, as they would modify weights related to fewer features compared to multiple faults patches. Similar to RQ1 and RQ2, we report model accuracy before and after repair, as well as repair success rates (see Section 4.5 for details). In addition, we also investigate whether the localisation result is affected by the selection of faults: we expected that localisation will be more focused when Arachne targets more specific faults.

RQ4. Comparison to Retraining: How is Arachne different from simply retraining the model for repair? We compare Arachne to the retraining approach. We use the same set of positive and negative inputs used for RQ3 as the data for retraining. We do not use the single faulty input dataset (as in RQ1) to avoid overfitting to the single faulty input. We repeat the retraining 30 times, to match the results of Arachne in RQ3, and compare the results.

RQ5. Adaptive Repair: Can Arachne be used to repair a deployed DNN model incrementally as unexpected behaviour is gradually revealed? We answer RQ5 by evaluating Arachne under the adaptive repair use case scenario, described in Section 3.2.2. For each DNN model studied, we collect 20 naturally emerging faults, and attempt to repair these faults one by one consecutively, following the steps in Section 3.2.2.

4 EXPERIMENTAL SETUP
This section describes the details of experimental setup.

4.1 Subjects
We use three well-known datasets to test the effectiveness of Arachne: Fashion MNIST (FM), German Traffic Sign Recognition Benchmark (GTSRB) and CIFAR-10 (C10).

4.1.1 Fashion MNIST (FM). FM has been introduced to overcome the weakness of the widely studied image classification benchmark, MNIST [20]: Xiao et al. argue that FM is more challenging and more relevant to the latest machine learning algorithms, than MNIST [36]. Instead of hand-written digits, FM contains 60,000 training input images and 10,000 test input images of various types of fashion items. Each image is a grey-scale image of size (28,28), associated with one of ten labels. For this dataset, we train a neural network composed of two convolutional layers, (CONV(32), CONV(64)), and one fully connected layer (DENSE (256)), followed by a softmax layer. We use cross-entropy loss function.

4.1.2 German Traffic Sign Recognition Benchmark (GTSRB). The GTSRB benchmark contains 51,839 images (39,209 for training, 12,630 for test), each of which is a 48 by 48 RGB image of real-world German traffic signs labelled with 43 different classes [29]. For this dataset, we retrain a VGG16 [28] model that has been pre-trained on the ImageNet dataset [7]. The pre-trained weights of the VGG16 model have been obtained from Keras [4]. After the VGG16, we added two dense layers (DENSE(4096), DENSE(4096)), followed by the final layer for labels (DENSE(43)).

4.1.3 CIFAR-10 (C10). CIFAR-10 contains 50,000 training data samples and 10,000 test data samples with 10 different classes [16]. Similar to GTSRB, we retrain a pre-trained VGG16 model on this dataset. The rest of the architecture is the same as the one used for GTSRB, except that the final layer is (DENSE(10)) for labels.

4.2 Algorithm Configuration
The PSO algorithm in Arachne requires $\phi_1$ and $\phi_2$ parameter values (see Section 2.4.1, Equation (2) and Equation (3)). We follow the general recommendation in the literature and set both to 4.1 [25]. To further ensure convergence of particles, we additionally set velocity bounds for Arachne, $v_b$, as follows:

$$wb \leftarrow \max(W) - \min(W)$$

$$v_b \leftarrow \frac{wb}{5}, wb \times 5$$

$w$ is the set of all neural weights between our target layer and the preceding one (i.e., between layer $L_n$ and $L_{n-1}$ in Figure 1): $wb$ is the difference between the maximum and minimum weight values. The lower and upper velocity bounds are set as one fifth and five times of $wb$: factor five has been configured empirically. In addition, PSO uses a population size of 100, and the maximum number of iterations is 100. To further reduce the time spent on the search, we allow Arachne to stop earlier if it fails to find a better patch than the current best during ten consecutive iterations.

The number of neural weights to be first localised by Arachne, $N_0$, is set to be the number of negative inputs to repair multiplied by 20 (see Section 2.3 for details).

4.3 Fitness Evaluation
Arachne requires both positive and negative input sets to compute fitness for PSO. A set of positive inputs, $I_{pos}$, is sampled from the correctly processed inputs in the training dataset. We sample 200 positive inputs for all research questions (RQ1 to 5). A set of negative inputs, $I_{neg}$, is sampled from the faulty inputs. For RQ1 and RQ2, $I_{neg}$ contains a single faulty input from the training dataset. For RQ3 and RQ4, $I_{neg}$ contains five faulty inputs from the training dataset, sampled either randomly or from a specific class of faults (i.e., a pair of ground truth and incorrectly predicted label). For RQ5, $I_{neg}$ contains a single negative input from the part of the test dataset we use to emulate the real workload.

4.4 Model Training
Section 3.1 introduces two different classes of faults: artificially induced faults and naturally emerging faults. To collect these faults, we use under-trained and fully-trained models, as follows. For training VGG16 models on GTSRB and CIFAR-10, we use 20% of the training data as the validation set.

- **Under-trained model**: We manually controlled the training so that the training accuracy does not exceed 90%. The resulting under-trained model accuracy values for FM, GTSRB, and C10 are 0.8526, 0.8749, and 0.8495, respectively.

- **Fully-trained model**: For fully-trained models, we reserve 20% of the training data as a validation dataset, and stop the training only when the validation accuracy decreases in five consecutive epochs. The resulting final training accuracy for fully trained models for FM, GTSRB, and C10 are 0.9981, 0.9916, and 1.0, respectively.
We are also interested in how successfully Arachne retains the initially correct behaviour of the model under repair, represented by the inputs in \( I_{neg} \). To this end, we define and measure the break rate as in Equation (8), and report the average.

\[
\text{break\_rate}(BR) = \frac{\# \text{ of broken input from } I_{pos}}{|I_{pos}|} \tag{8}
\]

Since Arachne is a stochastic repair technique, we report the success rate (SR) computed across multiple runs as well. A repair attempt is considered to be successful if its repair rate is greater than zero while break rate is zero. However, to ensure that the repair has not been achieved at the cost of general accuracy, we also report the model accuracy before and after the patch.

### 5 RESULTS AND ANALYSIS

This section reports and discusses the results of the empirical evaluation, and answers the research questions described in Section 3.3.

#### 5.1 RQ1: Feasibility

Table 1 reports the average repair rate (RR) and the average break rate (BR) computed from 30 repeated runs of Arachne, as well as the success rate (SR) across these runs. RQ1 concerns the column LOC, which contains the results obtained using the full localisation method. Since RQ1 uses a single faulty input, the repair rate (RR) is effectively the ratio of runs in which the faulty input was patched. Arachne succeeds in 20%, 63%, and 37% of runs for FM, GTSRB, and C10, respectively. In case of FM and GTSRB, a single run resulted in a non-zero break rate. However, the overall success rate for these runs are the same as their repair rate, as the runs with non-zero BR also failed to patch the faulty input and consequently were not counted as successful runs.

Table 2 and Figure 2 reveal interesting details about patches generated by Arachne (RQ1 concerns the violinplots and the column labelled LOC). Figure 2 contains the accuracy of three models, measured against training and test datasets respectively. For GTSRB and C10, the patch not only improves the training accuracy but also the test accuracy. Improvements of model accuracy can be observed more clearly in Figure 2, in which the model accuracy before patch is marked with the black dashed line. The blue horizontal lines in the violinplots denote the median model accuracy after repair. The trend suggests that the patches generated by Arachne positively affect not only the faulty input but other inputs as well. Our interpretation is that the under-training leaves room for accuracy increase, from which the patch generated by Arachne benefits.
adding support to our explanation of GL producing the highest mean accuracy: GL prioritises neural weights that are correlated with the largest loss reduction, hence the better results in terms of overall model accuracy. However, the results also suggest that a successful patch, i.e., a focused manipulation of neural weights that correct the unexpected behaviour, may be generated at the cost of disrupting existing correct behaviour, as seen in the higher RR and SR but lower model accuracy of LOC.

Answer to RQ2: Different localisation methods have different impact on the resulting patches. In terms of changing the unexpected behaviour in question, LOC shows the highest rate of successful repair, as it identifies neural weights that have the highest impact on the relevant outcome. However, in terms of improving the overall model accuracy, GL is more effective. The results also show that localisation of neural weights is a necessary step for repairing DNN models: RS fails to produce any patches.

5.3 RQ3: Multiple Faults Repair

Table 3 shows the three single fault types that we use to answer RQ3. Frequent Fault 1, 2, and 3 refer to the ‘the most, the second most, and the third most frequent misclassifications regarding the training dataset, respectively. For example, misclassifying label six (shirts) to zero (T-shirts) is the most frequent in FM, as 818 inputs that correspond to label six are classified as label zero by the model. We construct $I_{neq}$ by randomly choosing five inputs from each type. We compare the results of Arachne against these faulty inputs to the results against five random faulty inputs. All results for RQ3 are obtained using full localisation method (LOC).

Table 3: Top 3 misclassification types in FM, GTSRB, and C10

| Type   | FM  | GTSRB | CIFAR-10 |
|--------|-----|-------|---------|
| Freq. Fault 1 | 6 → 0 (818) | 26 → 18 (196) | 3 → 5 (805) |
| Freq. Fault 2 | 6 → 2 (687) | 0 → 1 (171) | 2 → 4 (517) |
| Freq. Fault 3 | 2 → 4 (667) | 24 → 31 (149) | 5 → 3 (347) |

Table 4 shows the repair, break, and success rates of Arachne on four sets of faulty inputs: sets of five faulty inputs sampled from the three most frequent faults, and a random set of faults.

| Sub. | Freq. Fault 1 | Freq. Fault 2 | Freq. Fault 3 | Random Faults |
|------|---------------|---------------|---------------|---------------|
| FM   | 0.36 0.00 0.83 | 0.19 0.00 0.36 | 0.24 0.00 0.60 | 0.17 0.00 0.67 |
| GTS  | 0.85 0.00 0.83 | 0.52 0.00 0.53 | 0.59 0.00 0.70 | 0.27 0.00 0.80 |
| C10  | 0.49 0.00 0.80 | 0.44 0.00 0.80 | 0.54 0.00 0.57 | 0.18 0.00 0.67 |

Table 5: Model accuracy after multiple faults patches

| Sub. | Initial | Freq. Fault 1 Mean Med | Freq. Fault 2 Mean Med | Freq. Fault 3 Mean Med | Random Mean Med |
|------|---------|------------------------|------------------------|------------------------|----------------|
| FM   | 0.8526 0.8191 | 0.8504 0.8514 | 0.8506 0.8514 | 0.8499 0.8510 | 0.8501 0.8512 |
| GTS  | 0.8749 0.8096 | 0.8745 0.8747 | 0.8742 0.8749 | 0.8760 0.8764 | 0.8757 0.8755 |
| C10  | 0.8495 0.6999 | 0.8508 0.8512 | 0.8510 0.8514 | 0.8486 0.8491 | 0.8507 0.8508 |

To investigate how focused patches are, we look at the changes in model accuracy results more closely. Figure 3a shows the distribution of inputs of C10 that changed their outcomes when repaired by Arachne for Frequent Fault 1. The unexpected behaviour is that some inputs with ground truth label three are classified as label five (see Table 3). The barplots show the average number of patched (i.e., misclassified initially, corrected after the patch) and broken (correct initially, misclassified after the patch) inputs, from training and test datasets respectively. From the plot, the changes made by Arachne can be interpreted as accepting more inputs correctly as label three (high blue and green bars for label three), at the cost of misclassifying some inputs whose ground truth label is five (high red and purple bars for label five). Arachne reduces the instances of misclassifying label three as label five in the training by 27.5%, and by 21.3% in the test data. Changes to other labels are relatively minor. In contrast, Figure 3b shows the distribution of changed inputs of C10 when repaired by Arachne for five random faulty inputs. Note that, while the trend of converting label five to label three is dominant (as it is the most frequent misclassification by the
Finally, we look at the number of neural weights localised for single and multiple fault scenarios. We expect more neural weights to be chosen for patching multiple faults (note that the number of localised weights are not fixed as Arachne uses Pareto optimality to consider both gradient loss and forward impact). Table 6 shows how many neural weights have been localised by Arachne for each fault: we report the average number of localised neural weights, as well as the total number of neural weights that have been chosen at least once during the 30 repeated runs.

The average number of chosen weights does not change significantly, even when repairing a set of randomly chosen faulty inputs. However, repairing random inputs does involve a wider range of neural weights, as can be seen from the significantly higher total count for randomly chosen multiple faulty inputs. The comparison between the average and the total count also reveals that certain weights are repeatedly chosen: were the localisation random, the total count would be close to 30 times of the average. The overlaps between chosen neural weights suggest that localisation is indeed effective against single fault types.

**Answer to RQ3:** Arachne shows success rates over 0.8 when repairing a single type of fault. Compared to patches generated to repair multiple faults, Arachne generates single fault type patches that are more focused on the target faulty behaviour while having less impact on other behaviour. The comparison between single and multiple fault repairs also suggests that localisation method is effective at focusing on relevant neural weights.

**Table 7: Comparison of Arachne and retraining with respect to repair, break, and success rate**

| Sub. Method | Freq. Fault 1 | Freq. Fault 2 | Freq. Fault 3 |
|-------------|---------------|---------------|---------------|
| FM          |               |               |               |
| Arachne     |               |               |               |
| Retrain     |               |               |               |
| GTS         |               |               |               |
| Arachne     |               |               |               |
| Retrain     |               |               |               |
| C10         |               |               |               |
| Arachne     |               |               |               |
| Retrain     |               |               |               |

5.4 RQ4: Comparison to Retraining

Table 7 shows the repair, break, and success rates of Arachne and the retraining method against Frequent Fault 1, 2, and 3, respectively, while Table 8 shows the comparison of mean accuracy between models repaired by Arachne and the retraining method. Comparing two tables reveals an interesting trend. In all cases, retraining accuracy is higher than not only that of Arachne but also the accuracy of the initial model: e.g., accuracy of FM model against the training data changes from the initial 0.8526 to 0.8551 after retraining. However, the improved overall accuracy almost always comes from breaking at least one of the test inputs in \( I_{pos} \), as can be seen in BR values of the retraining method. Due to the definition of a successful repair, the retraining method shows very low SR.

**Table 8: Model Accuracy of the retraining method for repairing Frequent Fault 1, 2, 3 and the random choice of faults**

| Sub. Method | Initial | Freq. Fault 1 | Freq. Fault 2 | Freq. Fault 3 |
|-------------|---------|---------------|---------------|---------------|
| FM          |         |               |               |               |
| Train       | 0.8526  | 0.8504 0.8549 | 0.8506 0.8551 | 0.8459 0.8520 |
| Test        | 0.8391  | 0.8370 0.8408 | 0.8379 0.8417 | 0.8369 0.8398 |
| GTS         |         |               |               |               |
| Train       | 0.8749  | 0.8745 0.8777 | 0.8742 0.8686 | 0.8760 0.8681 |
| Test        | 0.8096  | 0.8084 0.8077 | 0.8073 0.8081 | 0.8101 0.8176 |
| C10         |         |               |               |               |
| Train       | 0.8495  | 0.8508 0.8609 | 0.8510 0.8609 | 0.8486 0.8572 |
| Test        | 0.6999  | 0.7007 0.7099 | 0.7006 0.7081 | 0.7000 0.7082 |

We investigate the changes in model behaviour more closely by looking at the number of patched and broken inputs per label. Figure 5 shows the distribution of the average number of patched and broken inputs after the retraining based patch is applied to Frequent Fault 1 of CIFAR-10. Compared to Figure 3a, it shows that the patch generated by retraining is much more disruptive. In addition to patching misclassified label three, retraining also alters the classification results of many other labels.

The more disruptive nature of retraining based patches generalises to unseen test inputs as well. Table 9 shows the average number of patched and broken inputs from the unseen test dataset, per label: A and R represent Arachne and the retraining method, while P and B represent Patched and Broken inputs, respectively. The per label analysis for GTSRB has been omitted as the dataset contains 43 labels. Results show the same trend observed in Figure 3a and Figure 5: retraining patches more inputs, but also breaks more inputs with labels that are not targeted for repair. Arachne, on
Figure 4: The violinplots of Arachne’s model accuracy. F1, F2, F3, and Random denote the results of Arachne on Freq. Fault 1, 2, 3, and the random choice of faults, respectively. The dashed lines indicate the initial model accuracy of the models. The blue lines and dots in the plots denote the median and the individual model accuracy of the repaired model, respectively.

Figure 5: Average number of patched and broken inputs per label in the dataset of CIFAR-10 after retraining.

the other hand, patches fewer inputs, but its damage to non-targeted labels is much smaller than that of the retraining method.

Table 9: Average number of patched and broken inputs from the test dataset on Frequent Fault 1 of FM and CIFAR-10

| Sub | M | T | Label | Patched (train) | Broken (train) | Patched (test) | Broken (test) |
|-----|---|---|-------|----------------|---------------|---------------|-------------|
| FM  | A | P | 20.7  | 0.8  | 2.8 | 3.2 | 1.1  | 61.0  | 0.0  | 0.3  | 0.0  | 38.1  | 0.0  | 0.0  | 6.7  | 0.0  | 67.0  |
|     | B | 48.5 | 0.7  | 5.7  | 4.8  | 3.8  | 0.1  | 26.9  | 0.0  | 1.0  | 0.0  | 65.8  | 0.0  | 0.0  | 55.8  | 0.0  | 55.8  |
|     | R | P | 2.4   | 5.9  | 2.5  | 10.3 | 0.8  | 29.8  | 0.0  | 0.3  | 0.3  | 25.1  | 0.0  | 0.0  | 140.8 | 0.0  | 140.8 |
|     | B | 35.9 | 3.7  | 39.1 | 6.4  | 8.1  | 0.7  | 4.3   | 0.7  | 0.3  | 1.0  | 6.8   | 0.1  | 0.0  | 9.4   | 0.0  | 9.4   |
| CIF | A | P | 0.2   | 0.0  | 0.9  | 8.9  | 1.0  | 13.2  | 0.4   | 0.6  | 0.0  | 0.1  | 106.2 | 0.0  | 0.0  | 1.5  | 0.0  | 106.2 |
|     | B | 0.9  | 1.0  | 10.9 | 5.7  | 6.7  | 50.0  | 0.4   | 0.0  | 6.6  | 1.5  | 97.8  | 0.0  | 0.0  | 1.0  | 0.0  | 97.8  |

Answer to RQ4: The retraining method outperforms Arachne in terms of model accuracy, but produces more disruptive patches that may alter initially correct behaviour. Arachne can produce more focused patches that correct fewer faulty inputs while preserving more of the existing behaviour.

5.5 RQ5: Adaptive Repair

Figure 6 shows the results of the adaptive repair scenario from the CIFAR-10 dataset. Figure 6a shows how the training and the validation model accuracy changes across accumulative repairs. Each datapoint corresponds to a patched model. Arachne successfully patches the model 15 times out of 20 consecutive attempts. Interestingly, Arachne did not break any input in $I_{pos}$ during the successful repair attempts, despite the model being fully trained and well fitted to the training dataset. After 15 patches are applied, the training accuracy decreased from 1.0 to 0.989, while the validation accuracy decreased from 0.723 to 0.7.

There are patches that affect the validation accuracy more notably than the others. The patch from the 10th repair increases the validation accuracy by 0.028, while the patch from the 18th repair decreases the validation accuracy by 0.0064. Figure 6b and Figure 6c show the per label analysis for these two patches. Patch 10 fixes the misclassification of label (horse) seven as one (automobile): the patched version correctly classifies over 30 unseen inputs from the validation set, while breaking much fewer, resulting in the increased validation accuracy. Note that the better classification of horses comes at the cost of misclassification of deers (label four) though. On the other hand, patch 18 fixes the misclassification of label four (deer) as two (bird), but the patch disrupts many other labels, resulting in lower accuracy. In both cases, however, we observe that both the correction and disruption caused by patches tend to generalise to unseen validation data.

Answer to RQ5: The results of the evaluation of the adaptive repair scenario suggest that Arachne can produce patches that generalise to unseen data even against fully trained models. Accumulative patches lead to gradual decrease of accuracy rather than dramatic loss of performance.

6 DISCUSSION AND FUTURE WORK

This section discusses some implications of Arachne and lays out related future work.

Do models learn something new by being patched? Arachne attempts to repair pre-trained DNN models without requiring any additional data. The lack of information need, as well as the results we have observed, mean that Arachne patches a DNN model by shifting its internal priority, rather than via learning. Consequently, Arachne is not appropriate for improving the general accuracy of any given DNN model. However, our motivation is to investigate the feasibility of an APR tool for DNN that can create trade-offs between different model behaviour, at least temporarily until proper (re)training is possible with a sufficiently large and diverse dataset. We must properly retrain our models instead of patching. To stress again, our aim is not to replace proper training or more advanced learning algorithms. However, as DNNs are adopted increasingly widely, we think the need to hot-patch a DNN model will rise. Since deep learning is a stochastic process, it is possible that, at the end of training, an end user may prefer higher accuracy for a specific set of behaviour than others. It is also possible that an end user may want to change specific behaviour, without the cost of curating more training data.
We present Arachne, an APR technique for repairing unexpected behaviour of DNN models. Arachne uses Particle Swarm Optimisation to directly manipulate neural weight values, which are chosen by a specially designed localisation heuristic. An empirical evaluation using three widely studied DNN benchmark datasets suggests that Arachne can repair unexpected behaviour of DNN models while minimally disrupting existing correct behaviour. Future work will consider more sophisticated search algorithms and localisation heuristics, as well as comparison to various retraining methods.

8 CONCLUSION

The retraining method used in the paper is too simplistic. We could not adopt any retraining method that would require additional training data (e.g., MODE [23]) as a fair baseline, since Arachne is designed specifically not to require additional training data. Consequently, the retraining method used in the paper is chosen to show what is possible using only the available training data. A more thorough comparison to a wider range of retraining techniques remains as future work.

Targeting only the last layer appears too constricted. Arachne aims to retain as much existing correct behaviour as possible, which means that any patch it generates has to be as minimal as possible. We posit that manipulating layers that are close to the input is likely to have wider impact on the overall outcomes of the model, because the shallower a layer is, the wider its output values will be used by the remainder of the model. Consequently, we focused on the last layer. However, a more effective localisation technique may be able to identify a mixture of shallow and deep neurons that are collectively suitable for finding a repair. Designing such a localisation technique remains future work.

7 RELATED WORK

While there is a vast body of literature on techniques to improve the learning capability of DNNs [19], research on how to validate the performance and the quality of DNN models is relatively young. Existing literature focus on ways to reveal unexpected behaviour by using the combination of input synthesis and metamorphic oracles [12, 24]. A number of test adequacy criteria have also been introduced and studied [15, 22, 24, 32].

Debugging, or patching, a DNN model has so far been formulated in the context of (re)training, i.e., continuing to learn until the correct behaviour is trained. Ma et al. proposed MODE [23], which uses Generative Adversarial Networks (GANs) to synthesise additional inputs that focus on the features relevant to the unexpected behaviour. These new inputs are used to retrain the DNN model under repair. Arachne, on the other hand, formulates the same problem as a direct Automated Program Repair, and manipulates a DNN without requiring additional data.

Arachne is heavily inspired by a class of APR techniques called Generate and Validate (G&V) [10, 18, 34, 37]. Concepts such as the use of positive and negative input sets, the use of fault localisation, and the use of metaheuristic search as the main driver of the repair are all inherited from existing G&V techniques. Like other G&V techniques, Arachne first generates a candidate patch and validates the patch by applying it and subsequently executing the patched model against the set of positive and negative inputs. However, due to the nature of DNNs, some fundamental differences exist. Both the program and the patch representation is numerical and continuous for Arachne. Unlike the fitness function of GenProg [10, 18] that only counts discrete step changes in the number of test cases that fail, Arachne can use the model loss as a guidance even when no input changes any model behaviour.
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