COMBINATORICS OF LINE ARRANGEMENTS AND DYNAMICS OF
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Abstract. Let $\mathcal{A}$ be a real line arrangement and $\mathcal{D}(\mathcal{A})$ the module of $\mathcal{A}$-derivations. First, we give a dynamical interpretation of $\mathcal{D}(\mathcal{A})$ as the set of polynomial vector fields which possess $\mathcal{A}$ as invariant set. We characterize polynomial vector fields having an infinite number of invariant lines. Then we prove that the minimal degree of polynomial vector fields fixing only a finite set of lines in $\mathcal{D}(\mathcal{A})$ is not determined by the combinatorics of $\mathcal{A}$.
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1. Introduction

A real line arrangement \( \mathcal{A} \) is a finite set \( \{L_1, \ldots, L_n\} \) of lines in \( \mathbb{R}^2 \). Its combinatorial data is encoded in the intersection poset \( L(\mathcal{A}) = \{\emptyset \neq L_i \cap L_j \mid L_i, L_j \in \mathcal{A}\} \cup \mathcal{A} \) partially ordered by reverse inclusion of subsets. The module of \( \mathcal{A} \)-derivations, denoted by \( \mathcal{D}(\mathcal{A}) \), is a classical algebraic geometric object associated with an arrangement introduced by Saito in \cite{Sai80} in a more general context. It is usually studied from an algebraic point of view, but it also has a dynamical interpretation: \( \mathcal{D}(\mathcal{A}) \) can be identified with the set of polynomial vector fields in \( \mathbb{R}^2 \) possessing \( \mathcal{A} \) as invariant set (i.e. the logarithmic vector fields of the arrangement). We use this point of view in the following.

The influence of combinatorics of line arrangements over the properties of its realizations into different ambient spaces (as \( \mathbb{R}^2, \mathbb{C}^2, \mathbb{F}_p^2 \) and their projectives) was largely studied, e.g. \cite{Arn69}, \cite{OS80}, \cite{Ryb11}. Our work consists in the study of the relation between \( \mathcal{A} \), the poset \( L(\mathcal{A}) \), and the module \( \mathcal{D}(\mathcal{A}) \), in order to understand the influence of the combinatorial structure on the minimal degree of vector fields in \( \mathcal{D}(\mathcal{A}) \) and their corresponding dynamics in the real plane.

As a first step, a characterization of the polynomial vector fields admitting only a finite number of invariant lines is required. Then we investigate the minimal degree \( d_f(\mathcal{A}) \) of logarithmic vector fields of this kind. We obtain lower bounds of this minimal degree depending only of the combinatorics of \( \mathcal{A} \). Finally, we prove that even if \( d_f(\mathcal{A}) \) admits a combinatorial lower bound, it is not determined by the intersection poset \( L(\mathcal{A}) \).

This approach contrasts with the classical ones given in dynamical systems in the study of invariant lines in systems of low fixed degree by Llibre et al. and Xiang (\cite{LV06}, \cite{ZY98}). We are also far away from a more algebraic point of view, as in the works of Abe, Vallès and Faenzi (\cite{FV12a}, \cite{FV12b}, \cite{AFV14}), in terms of logarithmic bundles on the complex projective plane.

Following this rapprochement, we would be able to give an interpretation in the real plane of the Terao’s conjecture, which asks about the combinatoriality of \( \mathcal{D}(\mathcal{A}) \) for free central arrangements.

This paper is organized as follows: in Section 2 we recall the construction of the module of \( \mathcal{A} \)-derivations, we give its dynamical interpretation and we obtain a structure theorem on the set of logarithmic vector fields with bounded degree. In Section 3 we give a characterization of vectors fields in \( \mathcal{D}(\mathcal{A}) \) fixing only an infinite number of lines in \( \mathbb{R}^2 \). We also study how the maximal multiplicity of singularities and maximal number of parallel lines in \( \mathcal{A} \) give a lower bound for \( d_f(\mathcal{A}) \). We prove in Section 4 that \( d_f(\mathcal{A}) \) does not depend on the number of lines and singularities counted by multiplicity (i.e. weak combinatorics) or on the intersection poset (i.e. strong combinatorics) of the line arrangement \( \mathcal{A} \), using two explicit counter-examples (Ziegler and Pappus arrangements). Finally, we give in Section 5 some perspectives to work in the direction of the Terao’s conjecture.

2. The module of \( \mathcal{A} \)-derivations

2.1. The module of \( \mathcal{A} \)-derivations and planar vector fields. Let \( S = \text{Sym}(\mathbb{R}^2)^* \) be the symmetric algebra of the dual space of \( \mathbb{R}^2 \). Taking \( \{x, y\} \) the dual basis of the canonical one in \( \mathbb{R}^2 \), we may identify \( S \) with \( \mathbb{R}[x, y] \). For a line \( L \in \mathcal{A} \), consider \( \alpha_L : \mathbb{R}^2 \to \mathbb{R} \) an associated
affine form such that $L = \ker \alpha_L$. A defining polynomial of $A$ is given by $Q_A = \prod_{L \in A} \alpha_L$. Let $\text{Der}_R(\mathbb{R}[x, y])$ be the algebra of $R$-derivations of $\mathbb{R}[x, y]$, the module of $A$-derivations (also called module of logarithmic derivations of $A$) is the $\mathbb{R}[x, y]$-module defined by:

$$\mathcal{D}(A) = \{ \chi \in \text{Der}_R(\mathbb{R}[x, y]) \mid \chi Q_A \in I_{Q_A} \}$$

where $I_{Q_A}$ is the ideal generated by $Q_A$. From the previous definition of $\mathcal{D}(A)$, it is easy to deduce that $\mathcal{D}(A) = \bigcap_{L \in A} \{ \chi \in \text{Der}_R(\mathbb{R}[x, y]) \mid \chi \alpha_L \in I_{\alpha_L} \}$, where $I_{\alpha_L}$ is the ideal generated by $\alpha_L$.

Consider a real planar polynomial differential system defined for $(x, y) \in \mathbb{R}^2$ by

$$\frac{dx}{dt} = P(x, y) \quad \frac{dy}{dt} = Q(x, y)$$

where $P, Q \in \mathbb{R}[x, y]$. This globally defined autonomous system is associated to a polynomial vector field in the plane given by

$$\chi = P \partial_x + Q \partial_y$$

Following the language of dynamical systems, a polynomial vector field $\chi$ is considered of degree $d$ if $\max \{ \deg P, \deg Q \} = d$.

Since $\text{Der}_R(\mathbb{R}[x, y])$ is in correspondence with polynomials vector fields on the plane, we obtain a dynamical interpretation of $\mathcal{D}(A)$:

**Lemma 2.1.** Let $A$ be an arrangement and $\chi \in \text{Der}_R(\mathbb{R}[x, y])$. Then $\chi \in \mathcal{D}(A)$ if and only if $A$ is invariant by $\chi$.

**Remark 2.2.** A set $X \subset \mathbb{R}^2$ is invariant by $\chi$ if $\phi_t(X) \subset X$, for every $t \in \mathbb{R}$, where $\phi_t : \mathbb{R}^2 \to \mathbb{R}^2$ is the flow associated to $\chi$ at instant $t$.

In the case of real line arrangements, the required condition for a derivation to belong to $\mathcal{D}(A)$ is equivalent to the definition of algebraic invariant sets in complex dynamical systems: a complex algebraic curve $\mathcal{C} = \{ f = 0 \}$ is invariant by a polynomial vector field $\chi$ if there exists $K \in \mathbb{C}[x, y]$ such that $\chi f = K f$ (see [DLA06]).

The notion of degree of polynomial vector fields gives a natural filtration of the module of derivations.

$$\text{Der}_R(\mathbb{R}[x, y]) = \bigcup_{d \in \mathbb{Z}} \text{Der}_R(\mathbb{R}[d][x, y])$$

where $\text{Der}_R(\mathbb{R}[d][x, y]) = \{ P \partial_x + Q \partial_y \mid \deg P, \deg Q \leq d \}$. Note that $\text{Der}_R(\mathbb{R}[d][x, y]) = \emptyset$, for $d < 0$. Restricting to the module of derivations, we obtain an ascending filtration of $\mathcal{D}(A)$ by the vectorial spaces $F_d \mathcal{D}(A) = \mathcal{D}(A) \cap \text{Der}_R(\mathbb{R}[d][x, y])$. We denote by $\mathcal{D}_d(A) = F_d \mathcal{D}(A) \setminus F_{d-1} \mathcal{D}(A)$ the set of polynomial vector fields of degree $d$ fixing $A$.

### 2.2. Geometry of logarithmic vector fields

We begin with a necessary and sufficient condition on a line to be invariant by a polynomial vector field.

**Proposition 2.3.** Let $L$ be a line of $\mathbb{R}^2$ defined by the equation $f = \alpha x + \beta y + \gamma = 0$, and let $\chi = P(x, y)\partial_x + Q(x, y)\partial_y$ be a polynomial vector field on $\mathbb{R}^2$. The line $L$ is invariant for $\chi$ if and only if we are in one of the following cases:
(1) $\beta = 0$ and $P(-\gamma/\alpha, y) = 0$,
(2) $\beta \neq 0$ and $\alpha P(\beta y, -\alpha y + \gamma/\beta) + \beta Q(\beta y, -\alpha y + \gamma/\beta) = 0$.

Proof. It is easy to check that the vertical line $L_x = \{x = 0\}$ is invariant by $\chi$ if and only if $P(0, y) = 0$. In order to obtain the result, we make an affine transformation of the plane $\varphi : \mathbb{R}^2 \to \mathbb{R}^2$ such that $L$ is sent on the line $L_x$. The vector field $\chi$ can be seen as a section of the tangent bundle $T(\mathbb{R}^2)$ and we denote by $\chi_\varphi$ the pushforward of $\chi$ by $\varphi$.

\[
\begin{array}{ccc}
T(\mathbb{R}^2) & \xrightarrow{\varphi^*} & T(\mathbb{R}^2) \\
\chi & \mapsto & \chi_\varphi \\
\mathbb{R}^2 & \xrightarrow{\varphi} & \mathbb{R}^2
\end{array}
\]

Hence, $L = \{f = 0\}$ is invariant by $\chi$ if and only if $L_x = \{x = 0\}$ is invariant by $\chi_\varphi$.

Assume $\beta = 0$, thus $L$ is vertical and only a translation $\varphi(x, y) = (x - \gamma/\alpha, y)$ is needed:

$$
\chi_\varphi = P(x - \gamma/\alpha, y)\partial_x + Q(x - \gamma/\alpha, y)\partial_y
$$

If $\beta \neq 0$, we consider $\varphi(x, y) = (\alpha x + \beta y, \beta x - \alpha y + \gamma/\beta)$ and we obtain:

$$
\chi_\varphi = [\alpha P(\alpha x + \beta y, \beta x - \alpha y + \gamma/\beta) + \beta Q(\alpha x + \beta y, \beta x - \alpha y + \gamma/\beta)]\partial_x + \\
[\beta P(\alpha x + \beta y, \beta x - \alpha y + \gamma/\beta) - \alpha Q(\alpha x + \beta y, \beta x - \alpha y + \gamma/\beta)]\partial_y
$$

Clearly, $L_x$ is invariant by $\chi_\varphi$ if and only if the coordinate of $\partial_x$ in $\chi_\varphi$ is zero. This implies the result. \hfill \qed

Remark 2.4. Considering the vector field $\chi = P(x, y)\partial_x + Q(x, y)\partial_y$ of degree $d$ defined by generic polynomials

\[
P(x, y) = \sum_{i+j \leq d} a_{i,j} x^i y^j \quad \text{and} \quad Q(x, y) = \sum_{i+j \leq d} b_{i,j} x^i y^j,
\]

with real coefficients, we can express the LHS of the equation of Proposition \ref{prop:2.3} case (2), as a univariate polynomial in $\mathbb{R}[y]$ in terms of $P$ and $Q$:

$$
R(y) = P(\beta y, -\alpha y + \gamma/\beta) + \beta Q(\beta y, -\alpha y + \gamma/\beta)
$$

Thus, in the case $\beta \neq 0$ the reader can easily verify that the equation $R(y) = 0$ is equivalent to the system composed by:

$$
0 = \text{Coeff}_y^m R(y) = \sum_{k=0}^{d-m} \sum_{l=0}^{m} (a_{m-l,k+l} + \beta b_{m-l,k+l}) \cdot \binom{k+l}{k} \cdot (-\alpha)^{l} \beta^{m-k-l} \gamma^k \quad (E_m)
$$

for every $0 \leq m \leq \deg R$.

Consider $\mathcal{C}(d)$ the $\mathbb{R}$-linear space of coefficients of a pair of polynomials of degree less or equal than $d$, as in equation \ref{eq:2.2}. We have $\mathcal{C}(d) = \mathbb{R}^{(d+1)(d+2)/2} \oplus \mathbb{R}^{(d+1)(d+2)/2} \cong \mathbb{R}^{(d+1)(d+2)}$. Fixing a line arrangement $\mathcal{A}$, we get by Proposition \ref{prop:2.3} and Remark \ref{rem:2.4} that the equations defining $\mathcal{F}_d \mathcal{P}(\mathcal{A})$ are linear in the coefficients of $P$ and $Q$, thus we can compute $\mathcal{F}_d \mathcal{P}(\mathcal{A})$ as kernel of a linear map $\psi : \mathcal{C}(d) \to \mathbb{R}^{n(d+1)}$, where $|\mathcal{A}| = n$. 


Theorem 2.5 (Structure of polynomial vector fields). Let \( \mathcal{A} \) be a line arrangement. For each \( d \in \mathbb{N} \), \( \mathcal{F}_d \mathcal{D}(\mathcal{A}) \) is a linear sub-space of the space of coefficients \( \mathbb{C}(d) \).

3. Finiteness of derivations and combinatorial data

3.1. Finiteness of fixed families of lines. In order to efficiently characterize line arrangements as invariant sets of a polynomial vector field, the first step is to obtain conditions on the finiteness of the family of invariant lines under a vector field. This leads us to the notion of maximal line arrangement fixed by a polynomial vector field.

Definition 3.1. Let \( \chi \) be a polynomial vector field in the plane. We said that a line arrangement \( \mathcal{A} \) is maximal fixed by \( \chi \) if any line \( L \subset \mathbb{R}^2 \) invariant by \( \chi \) belongs to \( \mathcal{A} \).

Remark 3.2. The notion of line arrangement is taken generally considering a finite collection of lines. Thus, there exist polynomial vector fields in the plane for which there are no a maximal line arrangements fixed by them: the null vector field is a trivial example, as well as a “central” vector field \( \chi_c = x \partial_x + y \partial_y \) or a “parallel” vector field \( \chi_p = (x + 1) \partial_y \).

In Theorem 3.9 we prove that the derivations which have not maximal fixed arrangements are essentially of these types.

![Phase portraits of \( \chi_c = x \partial_x + y \partial_y \) and \( \chi_p = (x + 1) \partial_y \), respectively.](image)

Definition 3.3. We said that \( \chi \) fixes only a finite set of lines if there exists a maximal arrangement fixed by \( \chi \). Conversely, we said that \( \chi \) fixes an infinity of lines if there is no such maximal line arrangement.

We consider the partition \( \mathcal{D}(\mathcal{A}) = \mathcal{D}^\infty(\mathcal{A}) \sqcup \mathcal{D}^f(\mathcal{A}) \) following this notion, where \( \mathcal{D}^\infty(\mathcal{A}) \) and \( \mathcal{D}^f(\mathcal{A}) \) are the sets of elements in \( \mathcal{D}(\mathcal{A}) \) fixing only a finite set of lines and fixing an infinite set of lines, respectively. We are interested in the study of this notion in the filtration by degree previously defined, denoting \( \mathcal{D}^\infty_d(\mathcal{A}) = \mathcal{D}_d(\mathcal{A}) \cap \mathcal{D}^\infty(\mathcal{A}) \) and \( \mathcal{D}^f_d(\mathcal{A}) = \mathcal{D}_d(\mathcal{A}) \cap \mathcal{D}^f(\mathcal{A}) \), for \( d \in \mathbb{N} \).

Remark 3.4. The understanding of \( \mathcal{D}^\infty_d(\mathcal{A}) \) and \( \mathcal{D}^f_d(\mathcal{A}) \) is precisely what is needed to obtain an intrinsic formulation in the article of Llibre at al. [AGL98]: the polynomial vector field under...
consideration in any statement belongs to $\mathcal{D}_d^1(\mathcal{A})$ by hypothesis (see for example Proposition 6 or Theorem 7 in [AGL98]).

In order to determine the elements of $\mathcal{D}_d^\infty(\mathcal{A})$, we introduce a geometrical characterization for vector fields with fix an infinity family of lines.

**Definition 3.5.** A non-null vector field $\chi$ is said to be *central* if there is a point $(x_0, y_0) \in \mathbb{R}^2$ such that $(x - x_0, y - y_0)$ and $(P(x, y), Q(x, y))$ are collinear vectors, for any $(x, y) \in \mathbb{R}^2$. Otherwise, $\chi$ is said to be *parallel* if there is a $v \in \mathbb{R}^2$ such that $v$ and $(P(x, y), Q(x, y))$ are collinear vectors, for any $(x, y) \in \mathbb{R}^2$.

Note that there is no vector fields which are simultaneously central and parallel other than the null vector field $\chi = 0$.

Let us present a first result relating the combinatorics of an arrangement and the nature of the vector fields in $\mathcal{D}_d(\mathcal{A})$. Let $m(\mathcal{A})$ be the maximal multiplicity of singular points of $\mathcal{A}$, and let $p(\mathcal{A})$ be the maximal number of parallel lines.

**Theorem 3.6.** Let $\mathcal{A}$ be a line arrangement and define $\nu_\infty(\mathcal{A}) = \max\{m(\mathcal{A}) - 1, p(\mathcal{A})\}$. If $d < \nu_\infty(\mathcal{A})$, then $\mathcal{D}_d(\mathcal{A})$ and $\mathcal{D}_d^\infty(\mathcal{A})$ are equal.

This theorem holds directly from the following result:

**Proposition 3.7.** Let $\mathcal{A}$ be an arrangement and let $\chi \in \mathcal{D}_d(\mathcal{A})$.

1. If $d < m(\mathcal{A}) - 1$ then $\chi$ is a central vector field and $\chi \in \mathcal{D}_d^\infty(\mathcal{A})$.
2. If $d < p(\mathcal{A})$ then $\chi$ is a parallel vector field and $\chi \in \mathcal{D}_d^\infty(\mathcal{A})$.

**Proof.** We decompose this proof in two cases.

First, suppose $d+1 < m(\mathcal{A})$. Up to an affine transformation, we may assume that the singular point $P$ of multiplicity $d + 2$ of $\mathcal{A}$ is the origin, and that the vertical line $L_x = \{x = 0\}$. Let $L_i = \{y = \alpha_i x\}$ be the $d + 2$ lines passing by point $P$. Proposition 2.3 implies that for all $i \in \{1, \ldots, d+2\}$ we have

$$\sum_{n=0}^{d} \left( \sum_{j=0}^{n} (\alpha_i a_{n-j,j} + b_{n-j,j})(-\alpha_i)^j \right) y^n = 0,$$

which is equivalent to the system of $(d+2)(d+1)$ equations defined, for all $n \in \{0, \ldots, d\}$ and $i \in \{1, \ldots, d+1\}$, by

$$\sum_{j=0}^{n} (\alpha_i a_{n-j,j} + b_{n-j,j})(-\alpha_i)^j = 0 \quad (E_{(n,j)})$$

We regroup them in $d+1$ systems $S_n$ formed by the $d+2$ equations (indexed by $i$). These equations are polynomial of degree $n+1$ in $\alpha_i$. We denote by $c_k$ the coefficient of $\alpha^k$, that is $c_0 = b_{n,0}$, $c_n = a_{0,n}$ and $c_k = a_{k,n-k} - b_{k-1,n-k+1}$ for $k \in \{1, n-1\}$. If we restrict the system $S_n$ to their $n+2$ first equations, then we remark that the square system in $c_k$ obtained is in fact a Vandermonde system. Since all the $\alpha_i$ are distinct then the system admits a unique solution $c_k = 0$. This implies that $a_{0,n} = 0$, $b_{n,0} = 0$ and $a_{k,d-k} = b_{k-1,d-k+1}$ for $k \in \{1, d\}$. Thus we have $yP(x,y) = xQ(x,y)$, which is a central vector field.
In a second case, assume that \( d < p(A) \) hence \( A \) has at least \( d+1 \) parallel lines. Then, without loss of generality, we may assume that these lines are vertical. Let \( y_0 \in \mathbb{R} \), from Proposition 2.3 we have that \( P(x, y_0) = 0 \) for \( d+1 \) different values of \( x \). Since \( P \) is a polynomial of degree less or equal than \( d \), then \( P(x, y) = 0 \) and \( \chi \) fixes all the vertical lines. □

Following this study of the appearance of elements in \( D(A) \) by degree, we can give a first bound for \( d_f(A) \) in terms of combinatorics of the line arrangement.

**Corollary 3.8.** Let \( A \) be an arrangement in \( \mathbb{R}^2 \), then \( d_f(A) \geq \nu_\infty(A) \).

**3.2. Characterization of elements in \( D_\infty(A) \).** In Definition 3.5 we have introduced some classes of vector fields fixing an infinity of lines, defined from a geometric point of view. We prove that any element of \( D_\infty(A) \) is essentially of this kind of vector fields.

**Theorem 3.9.** Let \( \chi \) be a polynomial vector field fixing an infinity of lines, then \( \chi \) is either null, central or parallel.

The proof is based on the following lemma, about the number of singular points in a collection of a countable infinity of lines.

**Lemma 3.10.** Let \( A_\infty = \{L_1, L_2, L_3, \ldots\} \) be an infinite countable collection of distinct lines in the plane, then we have:
\[
\# \text{Sing}(A_\infty) \in \{0, 1, \infty\}.
\]

**Proof.** We decompose the proof by cases:

1. If all the lines of \( A_\infty \) are parallel, then \( \# \text{Sing}(A_\infty) = 0 \).
2. If all the lines of \( A_\infty \) are concurrent, then \( \# \text{Sing}(A_\infty) = 1 \).
3. If \( \# \text{Sing}(A_\infty) \geq 2 \), we prove by recurrence that:
\[
\forall n \geq 2, \exists k \in \mathbb{N}^*, \text{ s.t. } \# \text{Sing}(A_k) \geq n,
\]
where \( A_i = \{L_1, L_2, \ldots, L_i\} \). It is obviously true for \( n = 2 \). Assume that it is true for rank \( n \). Since \( A_n \subset A_{n+1} \), then \( \# \text{Sing}(A_{n+1}) \geq \# \text{Sing}(A_n) \), with equality if \( L_{n+1} \cap A_n \subset \text{Sing}(A_n) \) (in other terms if \( L_{n+1} \) only passes through singular points of \( A_n \)). Since there is only a finite number of alignment of points of \( \text{Sing}(A_n) \) then there is an integer \( k \) such that \( L_{n+k} \cap A_n \not\subset \text{Sing}(A_n) \). We obtain:
\[
\# \text{Sing}(A_{n+k}) > \# \text{Sing}(A_n).
\]

**Proof of Theorem 3.9.** Let \( P(x, y) \) and \( Q(x, y) \) be such that \( \chi = P \partial_x + Q \partial_y \). We define \( A_\infty = \{L_1, L_2, L_3, \ldots\} \) the set (or a subset) of different lines fixed by \( \chi \), and we denoted by \( \alpha_i \) the equation of \( L_i \). In all what follows, we assume that we are not in the first case (i.e. \( (P, Q) \neq (0, 0) \)).

The vector field \( \chi \) fixes only a finite number of lines of \( A_\infty \) point by point. Indeed, \( L_i \) is fixed point by point by \( \chi \) if and only if \( \alpha_i \mid P \) and \( \alpha_i \mid Q \). Since \( P \) and \( Q \) are polynomials then they
have finite degree, and only a finite number of $\alpha_i$ can divide them. Assume that these lines are $L_1, \ldots, L_k$.

Denote by $\chi' = P' \partial_x + Q' \partial_y$ the derivation of components $P' = P/(\alpha_1 \cdots \alpha_k)$ and $Q' = Q/(\alpha_1 \cdots \alpha_k)$. It is clear that $\chi$ and $\chi'$ are collinear vector fields. In this way, if $\chi'$ is central (resp. parallel) then $\chi$ is central (resp. parallel). By construction, the set of points fixed by $\chi'$ (i.e. the common zeros of $P'$ and $Q'$) contains the intersection points of $A'_\infty = A \setminus \{L_1, \ldots, L_k\}$.

By Lemma 3.10 we have 3 possible cases:

1. $\# \text{Sing}(A'_\infty) = 0$, then all the lines of $A'_\infty$ are parallel. By Proposition 3.7 $\chi'$ is a parallel vector field.
2. $\# \text{Sing}(A'_\infty) = 1$, then all the lines of $A'_\infty$ are concurrent. By Proposition 3.7 $\chi'$ is a central vector field.
3. $\# \text{Sing}(A'_\infty) = \infty$, then the polynomial $P'$ and $Q'$ have an infinity of zero, which is impossible since $P'$ and $Q'$ are not simultaneously null.

3.3. Influence of the combinatorics in $D^\infty_d(\mathcal{A})$: a minimal bound. The dynamical/geometrical characterization of elements in $D^\infty(\mathcal{A})$ obtained in Theorem 3.9 allows us to identify and construct them explicitly. Using this, we determine combinatorially the minimal degree from which $D^\infty(A)$ is not empty.

**Theorem 3.11.** Let $\mathcal{A}$ be a line arrangement and define $\nu_f(\mathcal{A}) = \min\{|\mathcal{A}| - m(\mathcal{A}) + 1, |\mathcal{A}| - p(\mathcal{A})\}$. If $0 < d < \nu_f(\mathcal{A})$, then $D_d(\mathcal{A})$ and $D^\infty_d(\mathcal{A})$ are equal.

In order to prove this result, we study each case (presented in Proposition 3.13 and Proposition 3.14), to show that if the degree does not satisfy one of the conditions then we are able to construct explicit elements of $D^\infty(\mathcal{A})$. This implies that this lower bound is optimal, then we have:

**Corollary 3.12.** Let $\mathcal{A}$ be a line arrangement, if $d \geq \nu_f(\mathcal{A})$ then $D^\infty(\mathcal{A}) \neq \emptyset$.

**Proposition 3.13.** The minimal degree of a non null central vector field fixing a line arrangement $\mathcal{A}$ is:

$$|\mathcal{A}| - m(\mathcal{A}) + 1.$$

**Proof.** Let $\chi = P \partial_x + Q \partial_y \in D_d(\mathcal{A})$ be a central vector field. A line $L = \ker \alpha_L$ is invariant by $\chi$ if we are in one of the following cases:

1. $L$ passes through the center of the vector field.
2. $\alpha_L$ divides both $P$ and $Q$.

The second condition is the most expensive in terms of degree. To minimize this condition, we maximize the first one. Without loss of generality, we may assume that the origin is a singular point of maximal multiplicity. Consider $\mathcal{A}' \subset \mathcal{A}$ the sub-arrangement composed by lines of $\mathcal{A}$ which does not pass by the origin, we have $P(x, y) = Q_A p(x, y)$, and $Q(x, y) = Q_A q(x, y)$, with $p$ and $q$ such that $yp - xq = 0$. The only polynomials of minimal degree verifying this condition are $p(x, y) = x$ and $q(x, y) = y$. Hence, the result holds. \qed
Proposition 3.14. The minimal degree of a non null parallel vector fields fixing a line arrangement $\mathcal{A}$ is:

$$|\mathcal{A}| - p(\mathcal{A}).$$

Proof. Let $\chi = P\partial_x + Q\partial_y \in D_d(\mathcal{A})$ be a parallel vector field. A line $L = \ker \alpha_L$ is invariant by $\chi$ if:

1. $L$ is parallel to $\chi$,
2. $\alpha_L$ divides both $P$ and $Q$.

Once again, the second condition is the most expensive in terms of degree and we maximize the first one in degree. Consider $\mathcal{A}' \subset \mathcal{A}$ the sub-arrangement composed by lines of $\mathcal{A}$ which are not parallel to the vector field, then $Q_{\mathcal{A}'}$ divides both $P$ and $Q$. Thus, the vector field $\chi' = Q_{\mathcal{A}'}(\partial_x + \partial_y)$ is a vector field of maximal degree fixing $\mathcal{A}$, collinear to the vector $(1, 1)$, and the result holds.

Proof of Theorem 3.11. Let $\chi \in D_d(\mathcal{A})$ with $0 < d < \nu_f(\mathcal{A})$, then $\chi$ does not satisfy the hypotheses of Proposition 3.13 and Proposition 3.14. Thus $\chi$ is neither central nor parallel. Since $d \neq 0$, Theorem 3.9 implies that $\chi \notin D^\infty_d(\mathcal{A})$, and then $\chi \in D^f_d(\mathcal{A})$.

Using Theorem 3.9 and Theorem 3.11, we obtain the following corollary.

Corollary 3.15. Let $\mathcal{A}$ be a line arrangement. Let $\nu(\mathcal{A}) = \min\{\nu_\infty(\mathcal{A}), \nu_f(\mathcal{A})\}$, if $0 < d < \nu(\mathcal{A})$ then $D_d(\mathcal{A}) = \emptyset$.

4. Non combinatoriality of the minimal finite derivations

Using the results obtained in Section 3, we prove explicitly that $d_f(\mathcal{A})$ is not determined by the number of lines and singular points counted with multiplicities and, as a more strongest result, by the combinatorial information. For that, we consider two explicit counterexamples of line arrangements. As a first pair, we consider the realizations of configurations (9$_3$)$_1$ and (9$_3$)$_2$ described in [HCv52, p. 102], called the Pappus and non-Pappus arrangements and denoted by $P_1$ and $P_2$ respectively (see [Suc01]). Both arrangements have the same weak combinatorics (i.e. they share the same number of singularities for each multiplicity). The second pair correspond to Ziegler’s arrangement $Z_1$ (see [Zie89]) and $Z_2$ a small deformation of $Z_1$, with same strong combinatorics, i.e. $L(Z_1) \simeq L(Z_2)$.

Remark 4.1. These examples are constructed as the affine parts of the projective arrangements previously described, choosing a line of the arrangement as line at infinity.

4.1. Dependency of weak combinatorics. The result presented here is a weaker restrictive case of Theorem 4.5 as a first step to explore the relation between the minimal degree of derivations in $D(\mathcal{A})$ and the combinatorics of $\mathcal{A}$.

Theorem 4.2. The minimal degree $d_f(\mathcal{A})$ of a finite polynomial vector field fixing $\mathcal{A}$ is not determined by the number of lines and singular points counted with multiplicities of $\mathcal{A}$.
In order to prove this theorem, we consider two line arrangements in the plane pictured in Figure 2: $P_1$ (Pappus arrangement) and $P_2$ (non-Pappus arrangement) defined respectively by:

$P_1 : xy(x - y)(y - 1)(x - y - 1)(2x + y + 1)(2x + y - 1)(2x - 5y + 1)$

$P_2 : xy(x + y)(y + 1)(x + 3)(x + 2y + 1)(x + 2y + 3)(2x + 3y + 3)$

These two arrangements have the same weak combinatorics: 8 lines, 6 triple points and 7 double points.

**Proposition 4.3.** The arrangements $P_1$ and $P_2$ have not the same combinatorial data, i.e. $L(P_1) \not\cong L(P_2)$.

**Proof.** If we look for lines which posses three triple points and a double point, the only lines in $P_1$ of this condition are $L_1$ and $L_6$ whose intersection is the common double point, whereas in the line arrangement $P_2$ we found $L_3$ and $L_4$ with $L_3 \cap L_4 \cap L_5$ a triple point. \qed

Finally, Theorem 4.2 holds from the following result.

**Proposition 4.4.**

1. For all $i \in \{1, 2, 3\}$, $D_i(P_1) = \emptyset$; and $D_4(P_1) \neq \emptyset$.
2. For all $i \in \{1, 2, 3, 4\}$, $D_i(P_2) = \emptyset$; and $D_5(P_2) \neq \emptyset$.

The proof of this proposition is given in Section 4.3.

**Proof of Theorem 4.2.** From last proposition, we deduce that $d_f(P_1) \geq 4$ and $d_f(P_2) \geq 5$. Using Theorem 3.11 we have that $D_i(P_1) = D_i^f(P_1)$ and $D_i(P_2) = D_i^f(P_2)$, for any $i \in \{1, 2, 3, 4, 5, 6\}$. Hence, we obtain that $d_f(P_1) = 4$ and $d_f(P_2) = 5$. This concludes the proof. \qed

**4.2. Dependency of strong combinatorics.** The main result of this paper is the following:

**Theorem 4.5.** The minimal degree $d_f(A)$ of a finite polynomial vectors fields fixing $A$ is not determined by the combinatorial information of $A$. 

\[\]
In order to prove this theorem, consider $Z_1$ be the affine image of Ziegler arrangement [Zie89], pictured in Figure 3. This arrangement verifies a very strong geometric condition: the six triple points of the projective image of $Z_1$ (considering an additional line in the arrangement: the line at infinity) are contained in a conic $C$. Hence, we construct a line arrangement $Z_2$ as a small rational perturbation of Ziegler arrangement, displacing the triple point $L_1 \cap L_3 \cap L_7$ outside of the conic and preserving the combinatorial data. They are both formed by 8 lines with 4 triples points, 14 doubles points and three pairs of parallel lines. Consider the following equations for $Z_1$ and $Z_2$:

$Z_1 : Z(x, y) = (9x - 2y + 3)(11x + 2y + 1)(5x + 5y - 2)$

$Z_2 : Z(x, y) = (21x - 4y + 7)(19x + 4y + 1)(10x + 10y - 5)$

where $Z(x, y) = y(2x + 2y + 1)(3x + y + 1)(8x - y + 4)(9x + 3y - 1)$. 

**Figure 3.** The Ziegler arrangement $Z_1$ with the conic $C = \{6x^2 + 2y^2 + 5x + 8xy + 1 = 0\}$.

**Proposition 4.6.** The arrangements $Z_1$ and $Z_2$ have the same combinatorial information, i.e. $L(Z_1) \simeq L(Z_2)$.

We complete the proof with the following result, discussed in Section 4.3

**Proposition 4.7.**

1. For all $i \in \{1, 2, 3, 4\}$, $D_i(Z_1) = \emptyset$; and $D_5(Z_1) \neq \emptyset$.
2. For all $i \in \{1, 2, 3, 4, 5\}$, $D_i(Z_2) = \emptyset$; and $D_6(Z_2) \neq \emptyset$.

**Proof of Theorem 4.5.** As a consequence of last proposition, $d_f(Z_1) \geq 5$ and $d_f(Z_2) \geq 6$. But by Theorem 3.11, we have that $D_i(Z_j) = D_i'(Z_j)$ for any $i \in \{1, 2, 3, 4, 5\}$ and $j \in \{1, 2\}$. Then $d_f(Z_1) = 5$, which is different of $d_f(Z_2)$ since it is greater than 6. $\square$
4.3. **Proof of Propositions 4.4 and 4.7.** Following Proposition 2.3 and Theorem 2.5, and using equations (Em) in Remark 2.4, the proof of both results is obtained by constructing the matrices \( M_{P1}, M_{P2}, M_{Z1} \) and \( M_{Z2} \) for which \( F_4D(P_1), F_5D(P_2), F_5D(Z_1) \) and \( F_6D(Z_2) \) are the kernels in the respective space of coefficients.

It is easy to see that these matrices have \( n(d + 1) \) rows and \( (d + 1)(d + 2) \) columns, where \( n \) is the number of lines in each line arrangement and \( d \) is the degree in the filtration \( F_d \). In order to construct and analyze these matrices, the authors use a set of functions programming over Sage \([S+14] \), to obtain that \( D_4(P_1) = F_4D(P_1) \setminus \{0\}, D_5(P_2) = F_5D(P_2) \setminus \{0\}, D_5(Z_1) = F_5D(Z_1) \setminus \{0\} \) and \( D_6(Z_2) = F_6D(Z_2) \setminus \{0\} \). The code source and an appendix with detailed computations can be found in [http://jviusos.perso.univ-pau.fr/pub/combinatorics_vector_fields_appendix.zip](http://jviusos.perso.univ-pau.fr/pub/combinatorics_vector_fields_appendix.zip).

5. **Perspectives**

The results in this paper can be considered as a first approach concerning the study of the Terao’s conjecture about free line arrangements from a dynamical point of view. A line arrangement is called *free* if its corresponding module of derivations is a *free* module. In [Ter80], Terao conjectures that freeness of an arrangement is essentially of combinatorial nature: let \( \mathcal{A}, \mathcal{A}' \) be two line arrangements with same combinatorics (i.e. \( L(\mathcal{A}) \simeq L(\mathcal{A}') \)), if \( \mathcal{A} \) is free then \( \mathcal{A}' \) is also free and \( D(\mathcal{A}), D(\mathcal{A}') \) are isomorphic modules. For a precise formulation, we refer to [OT92, Chap. 4].

The study of \( d_f(\mathcal{A}) \), and more generally of \( D^*_f(\mathcal{A}) \), is a first necessary step in this dynamical approach. Furthermore, the Ziegler and non-Ziegler arrangements shows that the set of derivations of a non free arrangement is not determined by the combinatorics and also illustrates the necessity of freeness condition on the arrangement in the Terao’s conjecture. The next step will be to dynamically characterize free arrangements.

In [Car81, p.19], P. Cartier states that the geometrical interpretation of the freeness condition for a line arrangement is “obscure”. His comment relies on the fact that freeness does not seems to be related to any geometrical particularities in the simple case of simplicial line arrangements classified by Grünbaum [Gru69]. Our previous approach suggest to look for a *dynamical* interpretation of freeness. This will be presented in a forthcoming work.
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