THE WEAK-TYPE CARLESON THEOREM VIA WAVE PACKET ESTIMATES

FRANCESCO DI PLINIO AND ANASTASIOS FRAGKOS

Abstract. We prove that the weak-$L^p$ norms, and in fact the sparse $(p, 1)$-norms, of the Carleson maximal partial Fourier sum operator are $\lesssim (p - 1)^{-1}$ as $p \to 1^+$. This is an improvement on the Carleson-Hunt theorem, where the same upper bound on the growth order is obtained for the restricted weak-$L^p$ type norm, and which was the strongest quantitative bound prior to our result. Furthermore, our sparse $(p, 1)$-norms bound imply new and stronger results at the endpoint $p = 1$. In particular, we obtain that the Fourier series of functions from the weighted Arias de Reyna space $QA_{\infty}(w)$, which contains the weighted Antonov space $L \log L \log \log \log L(T; w)$, converge almost everywhere whenever $w \in A_1$. This is an extension of the results of Antonov and Arias De Reyna, where $w$ must be Lebesgue measure.

The backbone of our treatment is a new, sharply quantified near-$L^1$ Carleson embedding theorem for the modulation-invariant wave packet transform. The proof of the Carleson embedding relies on a newly developed smooth multi-frequency decomposition near the endpoint $p = 1$, outperforms the abstract Hilbert space approach of past works, including the seminal one by Nazarov, Oberlin and Thiele. As a further example of application, we obtain a quantified version of the family of sparse bounds for the bilinear Hilbert transforms due to Culiuc, Ou and the first author.

1. Introduction and main results

The fundamental question of whether the Fourier series of a square integrable function on the torus $\mathbb{T} := \mathbb{R}/(2\pi\mathbb{Z})$ converges Lebesgue a.e. $x \in \mathbb{T}$ was answered in the affirmative by L. Carleson in 1966 [5], by means of a weak-$L^2$ inequality for the maximal operator

$$\begin{align*}
Cf(x) &= \sup_{N \in \mathbb{Z}} \left| \sum_{|\xi| \leq N} \hat{f}(\xi) \exp(ix\xi) \right|, \quad x \in \mathbb{T}.
\end{align*}$$

The rich and surprising argument of [5] estimates $C$ pointwise as a maximal modulated Hilbert transform, outside suitably constructed exceptional sets whose mass is controlled by almost-orthogonality. The distributional estimate implicit in [5] was later exploited by Hunt [27] to deduce the family of restricted weak-type $L^p$ bounds

$$\begin{align*}
\|Cf\|_{L^{p,\infty}(\mathbb{T})} &\leq \frac{Cp^2}{p - 1} |F|^{\frac{1}{p}}, \quad F \subset \mathbb{T}, \ |f| \leq 1_F, \ 1 < p < \infty.
\end{align*}$$

The estimate (1.2) and interpolation yield that $C$ is a bounded operator on each $L^p(\mathbb{T})$, for $1 < p < \infty$. Consequently, pointwise a.e. convergence of the Fourier series holds for $f \in L^p(\mathbb{T})$.
in the same range. Since [5, 27], several substantially different proofs of Carleson’s theorem have appeared: in particular, the celebrated ones by Fefferman [23] and Lacey-Thiele [32], one implicit in the return times theorem of Demeter, Lacey, Tao and Thiele [14], and more recently an improvement of Fefferman’s proof [23] due to Lie [39].

The primary focus of our work is the behavior of the Carleson operator as $p \to 1^+$. Besides its intrinsic interest, this question is deeply connected to the pointwise a.e. behavior of Fourier series in function spaces between $L^1(T)$ and $L^p(T)$. To exemplify the connection, Antonov [1] coupled the precise information on the growth rate of the restricted weak norm from (1.2) with an approximation argument to deduce a mixed type estimate, which is the case $w = 1$ of (1.7) below. This may be leveraged to extend the pointwise convergence result to functions in the Orlicz-Lorentz scale; see Remark 1.2 for a more precise statement and [15] for a thorough discussion of the interplay of weak type and endpoint bounds.

To this purpose, all proofs of Carleson’s theorem to date yield estimates at best quantitatively equivalent to (1.2). Citing from the preface to Arias de Reyna’s 2002 lecture notes, “To this day [Carleson’s] is the proof that gives the finest results about the maximal operator of Fourier series.” [3, p. V]. This appears to be the case even after accounting for the substantial progress in the understanding of modulation invariant singular integrals, in particular of Carleson’s operator, that has occurred in the past twenty years; see e.g. [20, 22, 28, 40, 41, 42, 45, 47, 52] in addition to the above mentioned [14, 39].

### 1.1. Main results within the state of the art.

The motivating result of the present article goes beyond the Carleson-Hunt bound (1.2), upgrading the estimate to the weak $L^p$-type.

**Theorem A.** The maximal operator (1.1) obeys the family of estimates

$$\|C f\|_{L^p,\infty(T)} \leq \frac{C}{p-1} \|f\|_{L^p(T)}, \quad 1 < p \leq 2.$$  

The same bounds hold for the maximal multiplier (1.5) and for the real line analogue (1.3).

In fact, we obtain Theorem A as an immediate corollary of a stronger quantitative estimate for the sparse norms of the operator $C$, described as follows. For $n \geq 2$, $\vec{p} = (p_1, \ldots, p_n) \in (0, \infty)^n$, the $n$-linear $\vec{p}$-maximal function of a tuple $\{f_j \in L^{p_j}_{\text{loc}}(\mathbb{R}^d) : 1 \leq j \leq n\}$ is defined as

$$M_{\vec{p}}(f_1, \ldots, f_n) := \sup_Q 1_Q \prod_{j=1}^n \langle f_j \rangle_{p_j, Q}$$

the supremum being taken over all cubes $Q$ of $\mathbb{R}^d$. See the final paragraph of this introduction for a summary of standard notations. An $n$-sublinear form $\Lambda$ acting e.g. on $n$-tuples of functions $f_j \in L^\infty_0(\mathbb{R}^d)$ is $\vec{p}$-sparse bounded if there exists a constant $C > 0$ such that

$$|\Lambda(f_1, \ldots, f_n)| \leq C \|M_{\vec{p}}(f_1, \ldots, f_n)\|_1$$

uniformly over all such tuples, and the $\vec{p}$-sparse bound $\|\Lambda\|_{\vec{p}}$ is the infimum of the set of all such constants. If $T$ is an $(n-1)$-sublinear operator, the quantity $\|T\|_{\vec{p}}$ indicates the sparse bound $\|\Lambda\|_{\vec{p}}$ of the $n$-sublinear form

$$\Lambda(f_1, \ldots, f_n) = \langle T(f_1, \ldots, f_{n-1}), f_n \rangle.$$
Note that $T$ is a specific formal adjoint of $\Lambda$, and the index $n$ plays a distinguished role. The equivalence of this formulation with more standard notions of sparse bounds [35] is thoroughly discussed in [11,46] and references therein.

**Theorem B.** Let $m \in L^\infty(\mathbb{R}) \cap C^\infty(\mathbb{R} \setminus \{0\})$ be a smooth Hörmander-Mihlin multiplier, see (2.5). The associated maximally modulated multiplier

\begin{equation}
(1.3) \quad Cf(x) := \sup_{N \in \mathbb{R}} \left| \int_{\mathbb{R}} m(\xi - N) \hat{f}(\xi) e^{ix\xi} d\xi \right| \quad x \in \mathbb{R},
\end{equation}

satisfies the family of sparse bounds

\begin{equation}
(1.4) \quad \|C\|_{(\rho,1)} \leq \frac{C}{\rho - 1}, \quad 1 < \rho \leq 2
\end{equation}

with a uniform constant $C$. The same estimates hold for the periodic version of (1.3)

\begin{equation}
(1.5) \quad Cf(x) := \sup_{N \in \mathbb{Z}} \left| \sum_{\xi \in \mathbb{Z}} m(\xi - N) \hat{f}(\xi) e^{ix\xi} \right| \quad x \in \mathbb{T}
\end{equation}

under the additional transference assumption that $\lim_{\varepsilon \to 0} \int_{|t| < \varepsilon} m$ exists.

Note that the Carleson maximal operator, on the real line and on the torus respectively, correspond up to symmetries and linear combination with the identity operator to the choice $m = 1_{(0,\infty)}$ in (1.3), (1.5).

The $\rho$-sparse bounds of $T$ subsume a full range of quantitative weighted norm inequalities of weak and strong type. We send to the references [38,46] for a complete list of consequences and for the related extrapolation theory, and content ourselves with recalling those implications most crucial for our exposition, in the form of corollaries to this main result. Then, the estimates of Theorem A are derived from the sparse bound of Theorem B as in e.g. [9, Theorem E]. Two more corollaries are of weighted nature. The first is a weighted version of Theorem A; to wit, a weak type $L^p(w)$ bound for $A_1$ weights with controlled constant. In light of Corollary B.2 below, this is interesting when $p \to 1^+$ and entails certain weighted Carleson estimates at the endpoint $p = 1$ as well. These estimates imply pointwise convergence of Fourier series for a class which is strictly larger than those of [1,2].

**Corollary B.1.** For weights $w \in A_1$ and $1 \leq p \leq 2$, define

\[ K(w, p) := [w]_{A_1}^{\frac{1}{p}} [w]_{A_\infty}^{1-\frac{1}{p}} [\log_1 [w]_{A_\infty}]^\frac{2}{p}. \]

For both (1.3), (1.5), there holds

\begin{equation}
(1.6) \quad \|Cf\|_{L^p,w} \leq \frac{CK(w, p)}{p - 1} \|f\|_{L^p(w)}, \quad 1 < p \leq 2.
\end{equation}
As a further corollary of (1.6), (1.5) satisfies the following endpoint estimates:

\[ \|Cf\|_{L^{1,\infty}(T;w)} \leq \frac{Cq}{q-1} K(w, 1) \|f\|_{L^1(T;w)} \log_1 \left( \frac{\|f\|_{L^q(T;w)}}{\|f\|_{L^1(T;w)}} \right), \quad 1 < q \leq \infty, \]

\[ \|Cf\|_{L^{1,\infty}(T;w)} \leq C \|f\|_{QA_q(w)}, \quad 1 < q \leq \infty, \]

\[ \|Cf\|_{L^{1,\infty}(T;w)} \leq C \|f\|_{\text{Log}_1 \text{Log}_2 L(T;w)}, \]

See (1.15) for the definition of the $QA_q(w)$-quasinorms. Additionally, as a consequence of (1.8), the Fourier series of $f \in QA_q(w)$ converges pointwise a.e. whenever $w \in A_1$.

**Proof.** Estimate (1.6) is obtained by using the $(p, 1)$-sparse bound of Theorem B as the input of [24, Theorem 1.4]. For (1.7), a consequence of (1.6) is that

\[ \|Cf\|_{L^{p,\infty}(T;w)} \leq \frac{CK(w, p)}{p-1} \|f\|_{L^p(T;w)} \leq \frac{CK(w, 1)}{p-1} \|f\|_{L^p(T;w)} \]

holds whenever $1 < p \leq 2$. For $p < q$, $\|f\|_{L^p(T;w)} \leq \|f\|_{L^{1-q'/p'}(T;w)} \|f\|_{L^{q'/p'}(T;w)}$, and (1.7) follows by using (1.10) for $p$ given by the equation $p' = \max \left\{ 2, q' \log \left( \frac{\|f\|_{L^q(T;w)}}{\|f\|_{L^1(T;w)}} \right) \right\}$. Now, (1.8) is deduced from the definition of $QA_q(w)$ and Kalton’s log-convexity of $L^{1,\infty}(\mathbb{T}; w)$ [29]. Estimate (1.8) immediately implies (1.9) once the (strict) continuous inclusion

\[ L \log_1 L \log_2 L(T; w) \subset QA_{\infty}(w). \]

is established. This is done repeating with obvious changes the argument of [8, Sect. 3.3]. Note that the inclusion (1.11) is tight in the Orlicz class, under modest assumptions on the fundamental function [6].

Another aspect naturally arising in the pursuit of endpoint estimates and pointwise convergence of Fourier series for spaces near $L^1$ is the sharp quantification of the dependence on the weight constants in the weighted bounds for the Carleson operator. For instance, the next result yields that $C : L(\log_1 L)^2(\mathbb{T}) \to L^1(\mathbb{T})$, via the extrapolation theory of [7]. Note that $L(\log_1 L)^2(\mathbb{T})$ is the largest Orlicz space currently known to have this property, a result originally due to Sjölin [49].

**Corollary B.2.** The maximal operator (1.3) obeys the weighted norm inequality

\[ \|Cf\|_{L^q(w)} \leq C_q [w]_{A_q}^{\frac{\max(q, 2)}{q'} - 1} \|f\|_{L^q(w)}, \quad 1 < q < \infty. \]

The same estimates holds for the periodic version of (1.5).

**Proof.** The claimed estimate is derived from the sparse bound of Theorem B as in [9, Proof of Corollary A.1, (1.5)].

**Remark 1.2** (Comparison with previous results). This remark will place our new results in the context of past literature. First of all, the Carleson-Hunt estimate (1.2) is quantitatively equivalent to the generalized restricted weak type bound of Lacey and Thiele [32], and strictly
stronger than the estimate proved by [23], which, when phrased as a restricted type estimate, is of type $C : L^{p,1} \to L^q$ for $1 < q < p$. An alternative formulation of (1.2) is

\begin{equation}
\|Cf\|_{L^{1,\infty}(\mathbb{T})} \leq C|F|\log_1 \left( \frac{1}{|F|} \right), \quad F \subset \mathbb{T}, \ |f| \leq 1_F.
\end{equation}

Relying on the smoothness of the Dirichlet kernel via an approximation argument, Antonov [1] upgraded (1.12) to a mixed type bound which is exactly estimate (1.7) with $w = 1$ and $q = \infty$, and deduced the $w = 1$ case of (1.9). Further work of Sjölin and Soria [50] extended Antonov’s approach to more general sublinear operators satisfying Carleson-Hunt type bounds as in (1.12); see also [26] for applications of this principle to weighted bounds. Arias de Reyna [2] introduced the quasi-Banach spaces $QA_{\infty} := QA_{\infty}(dx)$ and noticed that Antonov’s result may be phrased in terms of (1.8) for $w = 1$. The observation of [2] is relevant because of the strict inclusion (1.11). The work [39] by Lie gave a proof of the Lebesgue case of (1.7), with unspecified dependence on $1 < q < \infty$, without any appeal to approximation arguments of the type used in [1, 50]. In a nutshell, [39] refines the construction of the forests from Fefferman’s proof of Carleson’s theorem in a BMO sense. The main result of [39] thus implies the unweighted case of (1.8) via the same log-convexity argument. The work [39] also contains the observation\(^1\) that $QA_{\infty}$ and $QA_q$ are equivalent quasinorms for each $1 < q < \infty$, so that the results of [39] and [2] are formally equivalent.

As far as prior weighted bounds at the endpoint $p = 1$, the work of Carro and Domingo-Salazar [7] deduces from the Carleson-Hunt bound (1.2) and extrapolation that the Carleson operator maps $Llog_1 Llog_3 L(\mathbb{T}; w)$ into the space $R_1(w)$, which is a logarithmic correction of $L^{1,\infty}(\mathbb{T}; w)$, and the operator norm dependence on $[w]_{A_1}$ is unspecified. In view of the strict continuous embeddings $L^{1,\infty}(\mathbb{T}; w) \hookrightarrow R_1(w)$ and (1.11), and of the dependence of $K(w, 1)$ on $[w]_{A_1}$, our estimate (1.8) improves on [7, Theorem 4.5].

Corollary B.2 is an improvement on the previously best known quantitative estimate for the $L^q(w)$ norms of maximally modulated multipliers, due to Lerner and the first author [17]. In particular, the extra $log_2 [w]_{A_q}$ term appearing in [17, Corollary 1.2 (ii)] is shown to be unnecessary.

In summary, the weak-$L^p$ bound of Theorem A, and a fortiori the $(p, 1)$-sparse estimate of Theorem B, sharpen the Carleson-Hunt bound (1.2). Theorem B also yields upgraded versions of previous results at $p = 1$, which are all consequences of (1.2). In particular, Corollary B.1 ensures that the Fourier series of any function in the class

$$X := \{ f \in L^1(\mathbb{T}) : f \in QA_{\infty}(w) \text{ for some } w \in A_1 \}$$

converges almost everywhere. We stress that the class $X$ is not just formally larger than $QA_{\infty}$. For instance, for

$$w(x) = \frac{1}{|\log(|x|)|^{\frac{1}{2}}} 1_{\mathbb{R}\setminus\{0\}}(x), \quad f(x) = \frac{1}{x(\log x)^2 \log \log |\log x|} 1_{(0,e^{\gamma})}(x),$$

we have $w \in A_1$, $f \in Llog_1 Llog_3 L(\mathbb{T}; w) \subset QA_{\infty}(w)$, $f \notin QA_{\infty}$.

\(^1\)In [39], the observation that $QA_{\infty}$ and $QA_q$ are the same quasi-Banach space is attributed to L. Rodriguez-Piazza.
1.3. **Methods, organization and and further results.** The proof of Theorem B is, in essence, a version of the Lacey-Thiele argument from [32] for functions outside local $L^2$ that avoids interpolation and the consequent loss of constants. In Section 2, matters are reduced to estimating bilinear forms involving wave packet coefficients (2.2) associated to a *tile* $P$, namely a Heisenberg uncertainty box in the space-frequency plane, and their modified version (2.3). The wave packet coefficient (2.2) is roughly the $L^\infty$ norm of the projection of $f$ to a $O(1)$-dimensional subspace of functions space-frequency adapted to $P$. Using the outer $L^p$ framework of Do-Thiele [21], described in Section 3, the main steps of the proof become two quantified and localized outer Carleson embedding theorems for the wave packet maps (2.2) and (2.3). The latter is essentially a localized reformulation of the mass parameter bounds of [32] and occupies Section 4. The former, Theorem D, is substantially new, and is stated and proved in Section 5. Section 6 then contains the short and completely elementary stopping forms argument leading to Theorem B.

The main novel technical tool behind the proof of Theorem D is a smooth space-frequency decomposition of a function $f$ locally in $L^p$, $1 < p < 2$ induced by a *forest*, namely a collection of tiles organized into space-frequency *trees*. The decomposition is constructed by expanding $f$ in Gabor series spatially localized on Calderón-Zygmund intervals associated to the forest, and selecting a principal part (5.12) which is locally in $L^2$, albeit with local norms depending on the counting function of the forest. Multi-frequency decomposition lemmas of different flavor have been used extensively in the past literature on modulation invariant singular integrals [18, 19, 48]. The construction used in all these references generates a *good part* via projection on the linear span of $N$ pure frequencies on a spatial interval, initially due to Nazarov, Oberlin and Thiele [45], and based on a sleek Hilbert space lemma of Borwein-Erdelyi [4]. The corresponding remainder term does have vanishing moments with respect to the relevant frequencies, but its local norms are of the same order of those of the good part, and thus also depend on the counting function. This loss may only be offset by paying an additional price on the good part. On the contrary, the smooth remainder (5.13) from our decomposition inherits the much smaller local norms of $f$ and its contribution to (2.2) may be estimated as a pure error term, by careful exploitation of frequency decay and separation in frequency localization. We expect that our smooth decomposition will find extensive use in further problems involving modulation invariant estimates outside local $L^2$, such as, for instance, uniform estimates for the bilinear Hilbert transform, see [44, 48, 51] for context.

The wave packet coefficients (2.2) also appear in the model sums of the multiplier operators with singularity along subspaces of rank one, whose archetypal example is the bilinear Hilbert transform. The first $L^p$-bounds for the latter operator are due to Lacey and Thiele [30, 31], while Muscalu, Tao and Thiele address more general multipliers and higher ranks [43]. A systematic qualitative weighted theory for rank one multiplier operators was first obtained by Culiuc, Ou and one of us in [12], as a corollary of a family of $\bar{p}$-sparse bounds. Subsequently, several works have deduced from the sparse bounds of [12] further qualitative weighted and vector-valued norm inequalities by developing suitable multilinear extrapolation theorems, see e.g. [10, 37, 38, 46]. On the other hand, it has proved difficult to deduce *quantitative* weighted estimates, i.e. with specified, possibly sharp dependence, from the main result of [12], mainly because the constant in the $\bar{p}$-sparse bounds blows up in an unspecified way when the vector $\bar{p}$ approaches the extremal points of the range. The wave packet embedding of Theorem D may be used
to quantify the blow up rate much more precisely, leading to the following improvement of [12, Theorem 1.3].

**Theorem C.** Let \( \Gamma = \{ \xi = (\xi_1, \xi_2, \xi_3) \in \mathbb{R}^3 : \xi_1 + \xi_2 + \xi_3 = 0 \} \) and \( \Gamma' = \text{span} \gamma \) be a non-degenerate rank 1 subspace of \( \Gamma \), in the sense that \( \gamma = (\gamma_1, \gamma_2, \gamma_3) \) is a unit vector with \( \gamma_j \neq 0 \) for all \( j = 1, 2, 3 \). Let \( m \in L^{\infty}(\mathbb{R}^3) \cap C^\infty(\mathbb{R}^3 \setminus \Gamma') \) be a symbol satisfying the estimates

\[
\sup_{\xi \in \mathbb{R}^3 \setminus \Gamma'} [\text{dist}(\xi, \Gamma')]^{1/|\alpha|} |\nabla^\alpha m(\xi)| \leq 1
\]

for all multi-indices \( \alpha \) up to some finite order. Then the form\(^2\)

\[
\Lambda_m(f_1, f_2, f_3) = \int_{\Gamma} m(\xi) \prod_{j=1}^{3} f_j(\xi_j) \, d\xi
\]

satisfies the family of \( \vec{p} \)-sparse bounds

\[
\|\Lambda_m\|_{\vec{p}} \leq \frac{1}{\varepsilon(\vec{p})}, \quad 1 \leq p_1, p_2, p_3 < \infty, \quad \varepsilon(\vec{p}) := 2 - \sum_{j=1}^{2} \frac{1}{\min\{p_j, 2\}} > 0.
\]

The proof of Theorem C is given in Section 7. Note that the adjoint forms to the (non-degenerate) bilinear Hilbert transforms with parameter \( \beta = \gamma \times (1, 1, 1) \) correspond to the choices \( m(\xi) = 1_{(0, \infty)}(\beta \cdot \xi) \psi((1, 1, 1) \cdot \xi) \), where \( \psi \) is any Schwartz function on \( \mathbb{R} \) with \( \psi(0) = 1 \). We do not detail the consequences in terms of weighted bounds for \( \Lambda_m \), which may be reconstructed by the interested reader via the extrapolation theorems of [37, 38, 46]. Tracking the constants in those works will lead to quantitative weighted estimates. This point is transversal to the present article and will be expounded elsewhere. In a different direction, Theorem C yields precise information on the behavior of \( \Lambda_m \) near the extremal [33, Subsect. 2.2] pair \( L^1(\mathbb{R}) \times L^2(\mathbb{R}) \), fully recovering all results obtained in [19] and leading to several improvements. One of these is detailed in the following corollary, improving in particular [19, Theorem 3].

**Corollary C.1.** Let \( T_m \) be an adjoint to \( \Lambda_m \) from (1.13). Then

\[
\left\| T_m : L^{\frac{3}{\bar{x}}} (\mathbb{R}) \times L^{\frac{1}{2}} (\mathbb{R}) \to L^{\frac{1}{\bar{x}}} \cap L^{\infty} (\mathbb{R}) \right\| \leq \frac{1}{\varepsilon}, \quad 0 < \varepsilon < 2^{-6},
\]

\[
\left\| T_m : L^{1, \frac{3}{2}} \log L^{\frac{3}{2}} (\mathbb{R}) \times L^2 (\mathbb{R}) \to L^{\frac{3}{2}, \infty} (\mathbb{R}) \right\| \leq 1.
\]

For the definition of the spaces appearing in the second estimate and its easy deduction from the first, see [13, Theorem 4].

**Remark 1.4** (On the relationship between sparse and weak type). Corollaries B.1 and B.2 demonstrate how sparse bounds are both formally stronger and convey additional information than Lebesgue estimates. The article [17], based on mean oscillation techniques, contains a partial converse of the sparse to weak type implication for maximal modulation singular integrals. The weighted estimates of [17] have in fact been deduced relying on weak-\( L^p \) type

\[\text{The action of } \Lambda_m \text{ on tuples of functions } f_j \text{ which are merely assumed to belong to } L^{\infty}_o(\mathbb{R}) \text{ may be defined by smooth truncation of the integral (1.13) near } \Gamma \text{ and at infinity. The obtained bounds are uniform with respect to the truncation parameter, thus allowing for the limiting argument. This is classical, and we omit details.}\]
bounds which are strictly weaker than both Theorem B and the Carleson-Hunt bound (1.2), and which are in fact consequences of (1.2) and extrapolation; see e.g. [17, Estimate (1.7)]. On the other hand, our embedding Theorem D yields Theorem B directly, and also applies in the context of Theorem C, which is out of reach for current mean oscillation techniques: see [36] for a more recent, unified approach to sparse domination via weak type bounds.

Recurring notation. The treatment in this paper focuses on the case of functions defined on the real line; however, the generalization to higher dimensional Euclidean spaces is merely notational and all arguments are easily transcribed to that setting. The Fourier transform on \( \mathbb{R} \) obeys the normalization
\[
\mathcal{F}f(\xi) = \hat{f}(\xi) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x)e^{-ix\xi} \, dx, \quad \xi \in \mathbb{R}.
\]
Throughout, the transformations
\[
\text{Tr}_a f := f(\cdot - a), \quad \text{Mod}_a f := \exp(i a \cdot \cdot) f(\cdot), \quad \text{Dil}_b^\ell f := b^{-\frac{\ell}{p}} f(b^{-1} \cdot)
\]
for \( a \in \mathbb{R}, b > 0, 0 < p \leq \infty, \) are used to describe the invariance properties of our singular operators. The symbol
\[
\langle x \rangle = \sqrt{1 + |x|^2}, \quad x \in \mathbb{R}
\]
indicates the usual Japanese bracket. The center and length of an interval \( I \subset \mathbb{R} \) are respectively denoted by \( c_I \) and \( \ell_I \). Accordingly, define the \( L^\infty \)-normalized polynomial decay factor adapted to \( I \) by
\[
\chi^M_I := \text{Tr}_{c_I} \text{Dil}^\infty_{\ell_I} (\cdot)^{-M}, \quad M \in 2\mathbb{N} \setminus \{0\}.
\]
When we drop \( M \) and simply write \( \chi_I \) instead, the parameter \( M \) is large and unimportant. As customary, for \( 0 < p \leq \infty \), local \( L^p \)-(quasi)norms on \( I \), their tailed analogues and the \( p \)-th Hardy-Littlewood maximal operator follow the notation
\[
\langle f \rangle_{p,I} := |I|^{-\frac{1}{p}} \|f1_I\|_p, \quad \langle f \rangle_{p,I} := |I|^{-\frac{1}{p}} \left\| f \chi^\frac{p}{|I|} \right\|_p, \quad M_p f := \sup_{I \subset \mathbb{R}} \langle f \rangle_{p,I} 1_I.
\]
with most times \( M_1 = M \) for simplicity. We clarify our notation for the weighted Lorentz and Orlicz spaces appearing in the results of Corollary B.1. A weight stands for a positive integrable function \( w \) on \( \mathbb{T} = (-\pi, \pi] \). There is no loss in generality with assuming that \( \int_{\mathbb{T}} w = 1 \). As customary, we overload the notation for the weight \( w \) and the corresponding measure \( dw = wdx \). The weak and strong weighted Lebesgue quasinorms are then defined for \( p \in (0, \infty) \) by
\[
\|f\|_{L^p_w(\mathbb{T},w)} := \sup_{t > 0} \left\{ w \left( \{ x \in \mathbb{T} : |f(x)| > t \} \right) \right\}^{\frac{1}{p}}, \quad \|f\|_{L^\infty_w(\mathbb{T},w)} := \left( \int_{\mathbb{T}} |f|^p \, dw \right)^{\frac{1}{p}}.
\]
If \( \Phi : [0, \infty] \to [0, \infty) \) is a fundamental function, the weighted Orlicz norm \( \Phi(L)(\mathbb{T};w) \) is
\[
\Phi(L)(\mathbb{T};w) := \inf \left\{ t > 0 : \int_{\mathbb{T}} \Phi \left( \frac{|f|}{t} \right) \, dw \leq 1 \right\}.
\]
The fundamental functions occurring are \( \Phi(t) = t\log_1 t \) and \( \Phi(t) = t\log_1 t\log_2 t \), with iterated logarithm notation
\[
\log_1 t = \max\{1, \log t\}, \quad \log_k t = \max\{1, \log(\log_{k-1} t)\}, \quad k \geq 2.
\]
The quasinorm $Q_A_q(w)$ appearing in (1.8) is defined by
\begin{equation}
\|f\|_{Q_A_q(w)} = \inf \left\{ \sum_{j=1}^{\infty} \log_2 j \|f_j\|_{L^1(T;w)} \log_2 \left( \frac{\|f_j\|_{L^q(T;w)}}{\|f_j\|_{L^1(T;w)}} \right) : f = \sum_{j=1}^{\infty} f_j, \sum_{j=1}^{\infty} |f_j| < \infty \text{ a.e.} \right\}.
\end{equation}

Finally, the symbol $C$ and the constant implied by the almost inequality sign $\lesssim$ are meant to be absolute, unless otherwise specified via the notation $C_{a_1,\ldots,a_n} \lesssim a_1,\ldots,a_n$. The latter notation highlights dependence on the parameters $a_1,\ldots,a_n$.
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2. **Space-frequency analysis of modulation invariant operators**

After a few preliminaries, this section introduces the wave packet transform (2.2) on the space-frequency tiles, its modified version (2.3), and their role in the discretization of maximally modulated singular integrals.

2.1. **Dyadic grids and tiles.** We say that a collection $\mathcal{D}$ of intervals of $\mathbb{R}$ is a *dyadic grid* if
\begin{enumerate} [a.]
\item $\{\ell : I \in \mathcal{D}\} \subset \rho 2^{\mathbb{Z}}$ for some $\frac{1}{2} < \rho = \rho_\mathcal{D} < 2$.
\item for all $k \in \mathbb{Z}$ there holds $\mathbb{R} = \bigcup\{I \in \mathcal{D}, \ell_I = \rho 2^k\}$ up to possibly a set of zero measure (covering property);
\item $I, J \in \mathcal{D} \implies I \cap J \in \{\emptyset, I, J\}$ (grid property).
\end{enumerate}

The elements of a dyadic grid are referred to as *dyadic intervals*. A typical example that we will use at times are the three shifted dyadic grids
\[ \mathcal{D}_g := \left\{ 2^k \left( \ell + \frac{2(-1)^g}{3} + [0, 1) \right) : k, \ell \in \mathbb{Z} \right\}, \quad g = 0, 1, 2. \]

**Remark 2.2** (Parent, sibling, and children intervals). Let $I \in \mathcal{D}$ be a dyadic interval and $\kappa \geq 1$. Properties a. to c. yield the existence of a unique interval $I^{p(\kappa)} \in \mathcal{D}$ with $\ell_{I^{p(\kappa)}} = 2^\kappa \ell_I$ and $I \subset I^{p(\kappa)}$. We call $I^{p(\kappa)}$ the $\kappa$-th parent of $I$. Conversely, if $I \in \mathcal{D}$, we enumerate by
\[ I^{\text{ch}(\kappa,j)}, \quad j = 1,\ldots, 2^\kappa \]
the collection of the $\kappa$-grandchildren of $I$. These are those $J \in \mathcal{D}$ with $J^{p(\kappa)} = I$, with the obvious convention that $c(I^{\text{ch}(\kappa,j_1)}) < c(I^{\text{ch}(\kappa,j_2)})$ if $1 \leq j_1 < j_2 \leq 2^\kappa$. Finally, we denote by $I^b$, the sibling of $I$, the unique $J \in \mathcal{D}$ with $\ell_J = \ell_I$ and $I^{(1)} = I \cup J$. 

**Remark 2.3** (Shifted grids). Let $M$ be a large integer, Standard shifted dyadic grid techniques, see e.g. [35], yield the existence of dyadic grids $G_j$, $j = 1, \ldots, 2^{M+10}$ with the following property: for every (not necessarily dyadic) interval $Q \subset \mathbb{R}$ there exists $j$ and $I(Q) \in G_j$ with $Q \subset I(Q)$ and $l_t(I(Q)) \leq (1 + 2^{-M})l_Q$. This property will be used a couple of times in what follows.

We say that the grids $D, D'$ are **dual** if $\rho_D \rho_{D'} = 1$. Let now $D \times D'$ be a fixed pair of dual dyadic grids on $\mathbb{R}$. A **tile** $P = I_p \times \omega_P \in D \times D'$ is the cartesian product of dyadic intervals with reciprocal lengths, that is $\ell(I_p)\ell(\omega_P) = 1$. The intervals $I_p, \omega_P$ are referred to respectively as the **spatial support** and **frequency support** of the tile $P$. The set of all tiles in $D \times D'$ is denoted by $\mathcal{S}_{D,D'}$ or simply $\mathcal{S}$ if the dyadic grids are fixed and clear from context, and referred to as **tiling** associated to $D \times D'$ or simply **tiling**. It is convenient to adopt the notation $\text{scl}(P) = \ell_P$ for the (spatial) scale of $P$.

### 2.4. Wave packets and wave packet transforms.

The rationale for defining tiles as above is that they describe the space-frequency localization of the functions, referred to as **wave packets**, involved in the analysis of modulation invariant operators. Denote by $\Theta^M$ the unit ball of the Banach space

$$
\{ \vartheta \in C^M(\mathbb{R}) : \| \vartheta \|_{*,M} < \infty, \}, \quad \| \vartheta \|_M := \sup_{0 \leq a \leq M} \sup_{x \in \mathbb{R}} |\langle x \rangle^M D^a \vartheta(x)|
$$

For a tile $P = I_p \times \omega_P$, define the corresponding $L^1$-adapted, localized classes of order $M$ by

$$
\Phi^M(P) := \left\{ \varphi = \text{Mod}_{(\omega_P)} \text{Tr}_{c(I_p)} \text{Dil}_{\text{scl}(P)} \phi \text{ for some } \phi \in \Theta^M, \supp \hat{\varphi} \subset \omega_P \right\}.
$$

We stress that $\varphi \in \Phi^M(P)$ has compact frequency support in $\omega_P$. From now on, we omit the $M$ from the superscript and our forthcoming definitions depend on $M$ implicitly. The **order $M$ wave packet transform** of $f \in L^\infty_0(\mathbb{R})$ is the map

$$
W[f] : \mathcal{S} \to [0, \infty), \quad W[f](P) := \sup_{\varphi \in \Phi^M(P)} |\langle f, \varphi \rangle|
$$

The dependence on $M$ is kept implicit in the notation. We can think of $W[f](P)$ as the magnitude of the space-frequency localization of $f$ to the tile $P$.

When dealing with maximally modulated singular integrals, a modified wave packet transform models the contribution of the dualizing function. Namely, define

$$
A[f](P) := \sup_{\psi \in \Psi^M(P)} \left| \left\langle f, \psi(\cdot, N(\cdot)) \mathbb{1}_{\omega_P}(N(\cdot)) \right\rangle \right|
$$

where $N : \mathbb{R} \to \mathbb{R}$ stands for a fixed measurable function, and $\Psi^M(P)$ is the modified class

$$
\Psi^M(P) := \left\{ \phi = \phi(x, \nu) \in C^M(\mathbb{R} \times \mathbb{R}) : \left[ \frac{\partial^a}{\text{scl}(P)} \right]^{1/2} \phi(\cdot, \nu) \in \Phi^M(P), \forall \nu \in \mathbb{R}, \ a = 0, 1 \right\}.
$$

The dependence on the function $N$ and on the smoothness-decay parameter $M$ is kept implicit in the notation for (2.2)-(2.3), as these will be clear from context. For this reason, unless strictly necessary, $M$ is dropped from the notations, writing for example $\Phi(P), \Psi(P)$.
2.5. **Analysis of maximally modulated singular multipliers**. The wave packet transforms (2.2) and (2.3) enters directly the discrete models of both the Carleson operator and of rank 1 multilinear multipliers such as the bilinear Hilbert transform. For the sake of motivation, here follows the reduction of the former family to the wave packet form (2.9) below.

Let \( m \in L^\infty(\mathbb{R}) \cap C^\infty(\mathbb{R} \setminus \{0\}) \) be a smooth Hörmander-Mihlin multiplier, that is

\[
(2.5) \quad \sup_{0 \leq \alpha \leq M} \sup_{\xi \neq 0} |\xi|^\alpha |m^{(\alpha)}(\xi)| \leq 1
\]

for some large and unimportant \( M \). In the next paragraph, we prove the pointwise estimate

\[
(2.6) \quad C f(x) \leq \sum_{u=1}^{95} \sum_{\ast \in \{+,-\}} \sum_{g=0,1,2} \sup_{N \in \mathbb{R}} \sum_{P \in \mathcal{S}_g} \left| I_P |\langle f, \phi_P \rangle \psi^*_{P,u}(x, N) | \right|, \quad x \in \mathbb{R}
\]

where

\[
C f(x) = \sup_{N \in \mathbb{R}} |H_N f|, \quad H_N f(x) := \int_{\mathbb{R}} m(\xi - N) \hat{f}(\xi) e^{ix\xi} d\xi, \quad x \in \mathbb{R}
\]

is the maximally modulated multiplier operator already introduced in (1.3), \( \mathcal{S}_g := \mathcal{S}_{\mathcal{D}_b, \mathcal{D}_g} \) is the set of all tiles associated to the grids \( \mathcal{D}_b, \mathcal{D}_g \), the functions \( \phi_P, \psi^*_{P,u} \) are uniform multiples of adapted wave packets from respectively \( \Phi(P), \Psi(P) \), cf. (2.1)-(2.4), and

\[
(2.7) \quad \text{supp}_2 \psi^*_{P,u} := \left\{ N \in \mathbb{R} : \psi^*_{P,u}(\cdot, N) \neq 0 \right\} \subset Q^*_P := c(\omega_P) \pm \ell_{\omega_P} \left[ 7 + \frac{n}{4}, 9 + \frac{n}{4} \right]
\]

Fix the parameters \( g, u \) and \( \ast = + \in \{+,-\} \). We claim that there exist dyadic grids \( \mathcal{G}_j, j = 1, \ldots, 2^{18} \) with the property that for all \( P \in \mathcal{S}_g \) there exists \( j_P \in \{1, \ldots, 2^{18}\} \) and \( \omega_P \in \mathcal{G}_{j_P} \) with

\[
\text{supp}_2 \psi^*_{P,u} \subset J^{\text{ch}(1,1)}_P, \quad \omega_P \subset J^{\text{ch}(1,2)}_P.
\]

This is easily obtained by applying Remark 2.3 with \( M = 8 \) to the convex hull of \( Q^*_P \) and \( \omega_P \), whose leftmost fourth contains \( Q^*_P \) and is contained within the left half of the smoothing interval, and whose rightmost fourth contains \( \omega_P \), and is contained within the right half of the smoothing interval. We then define the tile \( \tilde{P} = \tilde{P}(P) = I_{\tilde{P}} \times \omega_{\tilde{P}} \in \mathcal{S}_{\mathcal{H}_j \times \mathcal{G}_j} \) by

\[
I_{\tilde{P}} := \text{the unique } J \in \mathcal{H}_j \text{ with } c(I_P) \in J, t_J t_{j_P}^{\text{ch}(2,2)} = 1, \quad \omega_{\tilde{P}} := J^{\text{ch}(1,2)}_P
\]

where \( \mathcal{H}_j \) is a fixed dual grid to \( \mathcal{G}_j \). With this definition,

\[
(2.8) \quad \text{supp}_2 \psi^*_{P,u} \subset \omega_{\tilde{P}(P)}^b.
\]

For \( \tilde{P} \in \mathcal{S}_{\mathcal{H}_j \times \mathcal{G}_j} \), let \( \mathcal{S}_g(\tilde{P}) := \{ P \in \mathcal{S}_g : \tilde{P}(P) = \tilde{P} \} \). For each \( N \in \mathbb{R} \), we then have

\[
\sum_{P \in \mathcal{S}_g(\tilde{P})} |I_P| |\langle f, \phi_P \rangle \psi^*_{P,u}(x, N) | = \sum_{P \in \mathcal{S}_g(\tilde{P})} |I_P| |\langle f, \phi_P \rangle \psi^*_{P,u}(x, N) | 1_{\omega_{\tilde{P}}^b}(N)
\]

having used (2.8) in the first equality. By construction, it is then easily verified that

\[
\# \mathcal{S}_g(\tilde{P}) \leq 1, \quad \phi_P \in C\Phi(\tilde{P}), \quad \psi^*_{P,u} \in C\Psi(\tilde{P}) \quad \forall P \in \mathcal{S}_g(\tilde{P})
\]
with uniform constants over $\tilde{P} \in S_{\mathcal{H} \times \mathcal{G}}$. Linearization of the suprema in (2.6), a passage to the adjoint followed by using the definitions of (2.2), (2.3), and a limiting argument thus allow us to reduce estimation of the operator (1.3) to proving uniform bounds for the forms

$$C_p(f_1, f_2) := \sum_{P \in \mathcal{P}} |P| W[f_1](P) A[f_2](P)$$

where $\mathcal{P}$ is a finite subset of $\mathcal{S} = \mathcal{S}_{\mathcal{D}, \mathcal{D}'}$ for a fixed pair of dual grids $\mathcal{D}, \mathcal{D}'$, and the function $N(\cdot)$ in the definition (2.3) of $A[f_2](\cdot)$ is a fixed but arbitrary measurable function.

**Proof of estimate (2.6).** By splitting and symmetry, we may assume that $m$ is supported on the positive half-line, and obtain the $\star = +$ term, whose superscript is omitted throughout. Let $\psi_u \in \mathcal{S}(\mathbb{R}), u = 1, \ldots, 95$ with

$$\text{supp } \hat{\psi}_u \subseteq \left[\frac{1}{2} + \frac{u+1}{64}, \frac{1}{2} + \frac{u+1}{64}\right], \quad \sum_{u=1}^{95} \sum_{k \in \mathbb{Z}} \text{supp } \hat{\psi}_u(2^k \xi) = 1_{(0, \infty)}(\xi)$$

and perform the corresponding Littlewood-Paley decomposition of the multiplier $H_0 f$ as

$$H_0 f = \sum_{u=1}^{95} \sum_{k \in \mathbb{Z}} f \ast \Psi_{k,u}, \quad \Psi_{k,u}(x) := \int_{\mathbb{R}} m(\xi) \hat{\psi}_u(2^k \xi) e^{ix\xi} d\xi, \quad x \in \mathbb{R}.$$ 

Further, let $\mathcal{D}_g, g = 0, 1, 2$ be the three $1/3$-shifted dyadic grids on $\mathbb{R}$, and $\mathcal{S}_g(k) = \{ P \in \mathcal{S}_g : \text{scl}(P) = 2^k \}$ be the corresponding scale $k$ tiles. Performing the standard Gabor decomposition, we pick $\phi \in \mathcal{S}(\mathbb{R})$ with $\text{supp } \hat{\phi} \subseteq \left[0, \frac{2}{3}\right]$ such that

$$\sum_{\lambda \in \mathbb{Z}} \left| \hat{\phi} \left( \xi - \frac{2}{3} \right) \right|^2 = 1, \quad \xi \in \mathbb{R}$$

so that for each $k \in \mathbb{Z}$

$$f = \sum_{g=0}^{2} \sum_{P \in \mathcal{S}_g(k)} |P| \langle f, \phi_P \rangle \phi_P, \quad \phi_P := \text{Mod}_{\epsilon_{gp}} \text{Tr}_{\epsilon_{gp}} \text{Dil}_1^{\text{scl}(P)} \phi$$

holds. Note that $\phi_P \in C_a \Phi^a(P)$ for all $a$. Combining and using the frequency support property of $\psi_k$ to restrict the summation,

$$H_N f = \sum_{u=1}^{95} \sum_{k \in \mathbb{Z}} f \ast \text{Mod}_N \Psi_{k,u} = \sum_{u=1}^{95} \sum_{k \in \mathbb{Z}} \sum_{P \in \mathcal{S}_g(k+4)} |P| \langle f, \phi_P \rangle \phi_P * \text{Mod}_N \Psi_{k,u}$$

$$= \sum_{u=1}^{95} \sum_{g=0}^{2} \sum_{P \in \mathcal{S}_g} |P| \langle f, \phi_P \rangle \psi_{P,u}(\cdot, N) 1_{\left[\frac{4}{4} + \frac{4}{4}, \frac{4}{1} + \frac{4}{4}\right]} \left( \frac{c(\omega_P) - N}{\epsilon_{gp}} \right)$$

having defined the functions

$$\psi_{P,u}(x, N) := \phi_P * \text{Mod}_N \Psi_{k,u}(x), \quad 2^{k+4} = \text{scl}(P).$$

To obtain (2.10), we have used that $\text{supp } \text{Mod}_N \Psi_{k,u} \subset N + 2^{-k} \left[\frac{1}{2} + \frac{u+1}{64}, \frac{1}{2} + \frac{u+1}{64}\right]$ and that when $P \in \mathcal{S}_g(k+4)$ the frequency support of $\phi_P$ is an interval $\omega_P$ of length $2^{-k-4}$. Thus, in order for $\psi_{P,u}(\cdot, N)$ to be nonzero, $N$ must belong to the interval $Q_{P,u}^*$ as claimed in (2.7).
We are left with proving that $\psi_{p,a} \in C_0(\mathcal{P})$ for all $0 \leq a \leq M - 1$. To this aim, fix $P \in \mathcal{S}(k + 4)$. We treat both cases $\alpha = 0, 1$ at the same time. First of all, using the Hörmander-Mihlin condition (2.5)

$$\text{supp } \varphi_{s} \subset [2^{-k-1}, 2^{-k+1}], \quad \left| D^a \varphi_{s}(\xi) \right| \lesssim_M 2^{ka} \sim_M \left| \xi \right|^{-a}$$

for all $0 \leq a \leq M, k \in \mathbb{Z}$. Let also $\beta$ be an auxiliary Schwartz function with the property that $1_{[-\frac{1}{2}, \frac{1}{2}]} \leq \beta \leq 1_{[-1, 1]}$ and define

$$\Phi_{s} = \int_{\mathbb{R}} \left( -\frac{D}{\text{sc}(P)} \right)^\alpha \varphi_{s}(\xi) \beta \left( \frac{\xi + N - c_{op}}{\ell_{op}} \right) e^{i \xi \frac{d \xi}{2 \pi}}, \quad x \in \mathbb{R}.$$ 

Using the Fourier transform and the definition, we check that

$$\left[ \frac{\partial N}{\text{sc}(P)} \right]^a \psi_{s}(x, N) = \phi_{P} \ast \text{Mod}_{N} \Phi_{s}(x, N)$$

so our claim follows easily from the scale $\text{sc}(P) \sim 2^k$ bump function estimates for the function $\Xi = \text{Mod}_{N - c_{op}} \Phi_{s}$, whose Fourier transform is supported on $|\xi| \leq \ell_{op} \sim 2^{-k}$ and satisfies

$$\hat{\Xi}(\xi) = \left( -\frac{D}{\text{sc}(P)} \right)^\alpha \varphi_{s}(\xi - (N - c_{op})) \beta \left( \frac{\xi}{\ell_{op}} \right),$$

$$\left| \hat{\Xi}(\xi) \right| \lesssim_a \sum_{b+c=a} 2^{-ka} \left| \varphi_{s}(\xi - (N - c_{op})) \right| 2^{kc} \lesssim_a 2^{-ka} \left| \xi - (N - c_{op}) \right|^{-b} 2^{kc} \lesssim_a 1$$

for $0 \leq a \leq M - 1$, having used that $c_{op} - N \geq 3\ell_{op}$, while $|\xi| \leq \ell_{op}$ on the support of $\beta(\cdot / \ell_{op})$. This completes the proof of (2.6).

3. Outer $L^p$ estimates for the wave packet transforms

Outer $L^p$ spaces, introduced in this context by Do and Thiele [21], provide the functional setting for our estimates on the wave packet transforms. In this section, after particularizing the main definitions, we introduce two new outer $L^p$ norms enjoying a weaker, but more precisely quantified form of the outer Hölder inequality. In what follows, we refer to a fixed tiling $\mathbb{S} = \mathcal{S}_{\mathcal{D}, \mathcal{D}'}$.

3.1. Trees. Let $\kappa$ be a nonnegative integer. We say that $T \subset \mathbb{S}$ is a $\kappa$-tree if there exists an interval $I_T \subset \mathcal{D}$ and a frequency $\xi_T \in \mathbb{R}$ such that

$$I_p \subset I_T, \quad \xi_T \in \omega_p^{\kappa} \quad \forall P \in T.$$ 

The pair $(I_T, \xi_T)$ is referred to as top data of $T$. The notation

$$\mathcal{I}(T) := \{ I \in \mathcal{D} : I = I_p \text{ for some } P \in T \}, \quad \Omega(T) := \{ \omega \in \mathcal{D}' : \omega = \omega_p \text{ for some } P \in T \}$$

is used for the spatial and frequency components of a $\kappa$-tree $T$.

Let $1 \leq j \leq 2^\kappa$. We say that a $\kappa$-tree $T$ is of type $j$ if $\omega_p = [\omega_p^{\kappa}]^{j\kappa(j)}$, that is, equals the $j$-th $\kappa$-grandchild of its $\kappa$-parent, for all $P \in T$. Clearly any $\kappa$-tree $T$ splits as the disjoint union $T = \bigcup_{j=1}^{2^\kappa} T_{ij}$, with each $T_{ij}$ being a $\kappa$-tree of type $j$ with the same top data.
Remark 3.2. The structure of $\mathbb{S}$ and the above definition entails that the intervals $\{\omega^{\ell(\kappa)} : \omega \in \Omega(T)\}$ are nested. Therefore, $\#\{\omega \in \Omega(T) : \ell_{\omega} = \rho\} \leq 2^\kappa$ for all $\rho > 0$. As a first consequence, 

\begin{equation}
\#\{P \in T : I_P = I\} \leq 2^\kappa \quad \forall I \in \mathcal{I}(T).
\end{equation}

In general, each tree $T$ contains both a Littlewood-Paley type and a maximal function type component. The next definition isolates the Littlewood-Paley part. Say that a $\kappa$-tree $T$ is **lacunary** if

$$\omega, \omega' \in \Omega(T), \omega \neq \omega' \implies \omega \cap \omega' = \emptyset.$$ 

and for every tree $T$, split

\begin{equation}
T = T^{ov} \cup T^{lac}, \quad T^{ov} := \{P \in T : \xi_T \in \omega_P\}, \quad T^{lac} := T \setminus T^{ov}.
\end{equation}

The next lemma tells us in particular that $T^{lac}$ is a union of at most $\kappa 2^\kappa$ lacunary trees, and that the residual part $T^{ov}$ has additional structure.

Lemma 3.3 (Structure of trees). Let $T$ be a $\kappa$-tree with top data $(I_T, \xi_T)$. Then $T = \bigsqcup_{u=1}^{\kappa} T^u$, with each $T^u$ also a $\kappa$-tree with the same top data and such that, for all $j = 1, \ldots, 2^\kappa$

(i) $[T^u_{ij}]^{lac}$ is a lacunary tree;

(ii) whenever $j' \neq j$, the intervals $\left\{\left[\omega^{p(k)}_P\right]^{ch(k,j')} : P \in [T^u_{ij}]^{ov}\right\}$ are pairwise disjoint.

**Proof.** Immediately verified by setting $T^u := \{P \in T : \text{sc}(P) \in 2^{\kappa \mathbb{Z}^d}\}$ for $1 \leq u \leq \kappa$. \hfill $\Box$

3.4. Outer $L^p$ on the space of local tiles. For $J \in \mathcal{D}$, let $\mathcal{S}^J$ be the collection of all tiles $P \in \mathbb{S}$ with $I_P \subset J$. Below, the notation $\ell^p(\mathcal{S}^J)$ stands for the $\ell^p$ spaces on $\mathcal{S}^J$ endowed with the weighted counting measure

$$A \mapsto \sum_{P \in A} |I_P|, \quad A \subset \mathcal{S}^J.$$ 

The collection $\mathcal{T}^{J,\kappa}$ of all $\kappa$-trees $T \subset \mathcal{S}^J$ concurs to the definition of the outer measure space $(\mathcal{S}^J, \mathcal{T}^{J,\kappa}, \mu^{J,\kappa})$, with outer measure $\mu^{J,\kappa}$ defined by

\begin{equation}
\mu^{J,\kappa} : \mathcal{P}(\mathcal{S}^J) \to [0, \infty], \quad \mu^{J,\kappa}(A) := \inf \left\{\frac{1}{|J|} \sum_{T \in T} |I_T| : T \subset \mathcal{T}^{J,\kappa}, A \subset \bigcup_{T \in T} T\right\};
\end{equation}

to wit, the infimum above is taken over all collections $T \subset \mathcal{T}^{J,\kappa}$ of $\kappa$-trees whose union covers $A$. Below, for a quasi-subadditive size map $s$ as defined in [21, Def. 2.3],

$$[F : \mathcal{S}^J \to \mathbb{C}] \mapsto \{s(F, T) : T \in \mathcal{T}^{J,\kappa}\}$$

we consider the outer $L^{p,s}$ space on $(\mathcal{S}^J, \mathcal{T}^{J,\kappa}, \mu^{J,\kappa})$,

$$L^{p,s}(J, \kappa, s) = L^{p,s}(\mathcal{S}^J, \mu^{J,\kappa}, s)$$

as defined in [21, Def. 3.2], for exponents $1 \leq p, q \leq \infty$. The definition therein may be summarized as follows. First of all, define the outer essential supremum

$$\text{outsup } F := \sup_{T \in \mathcal{T}^{J,\kappa}} s(F, T) := \|F\|_{L^{\infty}(s)} = \|F\|_{L^{\infty,\infty}(s)}$$
Secondly, define the super level measure \( \mu_s[F] : [0, \infty) \to [0, \infty] \) and the corresponding nondecreasing rearrangement \( F^{+,s} : [0, \infty) \to [0, \infty] \) respectively by

\[
\mu_s[F](\tau) := \inf \left\{ \mu^{j,\kappa}(A) : \text{outsup}(F^{1/\kappa,\kappa-1}(A)) \leq \tau \right\},
\]

\[
F^{+,s}(t) := \inf \{ \tau \in [0, \infty) : \mu_s[F](\tau) \leq t \}.
\]

We then set

\[
\|F\|_{L^{p,r}(J,\kappa,s)} := \left\| F^{+,s} \right\|_{\bar{p},q} = \left\| \frac{1}{t^\bar{p}} F^{+,s}(t) \right\|_{L^q([0,\infty), \frac{d\mu}{t})} ;
\]

recall that the right hand side is the standard Lorentz \( L^{p,r} \) quasinorm on \([0, \infty]\), see e.g. [25, Sect. 1.4]. As customary, when \( q = p \) we omit \( q \) from the subscripts and superscripts.

The main examples of sizes and associated outer \( L^{p,r} \) spaces that arise in our applications are the following. For \( 1 \leq p \leq \infty \), set

\[
\text{size}_p(F, T) := \frac{\|F^1\|_{L^p(S^J)}}{|I_T|^\bar{p}}, \quad T \in \mathcal{T}^{J,\kappa}.
\]

For \( p = 2 \), we define the variant

\[
\text{size}_{2,*}(F, T) := \sup \left\{ \text{size}_2(F, U) : U \in \mathcal{T}^{J,\kappa} \ \text{lucenary, } U \subset T \right\}, \quad T \in \mathcal{T}^{J,\kappa},
\]

which is also a size. The definition of \( \text{size}_p(F, \cdot) \) and \( \text{size}_{2,*}(F, \cdot) \) depends on \( \kappa \) via the domain \( \mathcal{T}^{J,\kappa} \), though we do not keep this dependence explicit in the notation.

The modified wave packet transform acting on the dual side of the Carleson operator, in accordance with the definition (2.3) involving \( \omega_{p,q}^b \), will be estimated in outer \( L^{p,r} \)-spaces (3.4) where the parameter \( \kappa \) is naturally chosen to be 1. On the outer measure space (3.3) we thus define, with reference to (3.2)

\[
\text{size}_C(F, T) := \text{size}_2(F, T^{\text{luc}}) + \text{size}_1(F, T^{\text{ov}}), \quad T \in \mathcal{T}^{J,1}.
\]

The next proposition is a generalization to the Lorentz scale of the outer Hölder inequality, which plays a pivotal rôle in the applications of outer spaces to modulation invariant singular integrals.

**Proposition 3.5.** Let \( m \in \mathbb{N}_{\geq 2} \) and \( s_1, s_2, \ldots, s_m \) be sizes on \((\mathbb{S}^J, \mu^{1,\kappa}, \mathcal{T}^{J,\kappa})\) with the property that for all function \( m \)-tuples \( F_1, \ldots, F_m : \mathbb{S}^J \to \mathbb{C} \)

\[
s \left( \prod_{j=1}^m F_j, T \right) \leq \prod_{j=1}^m s_j(F_j, T) \quad \forall T \in \mathcal{T}^{J,\kappa}.
\]

Then for all tuples \( 0 < p, p_1, \ldots, p_m, q, q_1, \ldots, q_m \leq \infty \), \( \frac{1}{p} = \sum_{j=1}^m \frac{1}{p_j}, \quad \frac{1}{q} = \sum_{j=1}^m \frac{1}{q_j} \) there holds

\[
\left\| \prod_{j=1}^m F_j \right\|_{L^p\left(J,\kappa,s_{r}\right)} \leq m^\frac{1}{p} \prod_{j=1}^m \left\| F_j \right\|_{L^{p_j,q_j}(J,s_j)}.
\]

**Proof.** Chasing definitions, it is immediate to see that

\[
\left[ \prod_{j=1}^m F_j \right]^{a,s} \left( \frac{t}{m} \right) \leq \prod_{j=1}^m F_j^{a,s_k}(t), \quad 0 < t < \infty
\]
and the claim follows from the usual Hölder inequality on the spaces $L^q_j\left([0,\infty),\frac{dt}{t}\right)$. □

**Remark 3.6.** Let the assumptions of Proposition 3.5 stand, and particularize to the case $s = \text{size}_1$ and $p = q = 1$. Then,

\[
\frac{1}{|J|} \left| \prod_{j=1}^{m} F_j \right|_{l^1(S_j)} \leq \left( \prod_{j=1}^{m} F_j \right)_{L^1_{j}(j,K,\text{size}_1)} \leq m \prod_{j=1}^{m} \left| F_j \right|_{L_{p_j}(j,K,s_j)}
\]

where [21, Prop. 3.6] has been used to get the first bound.

**Remark 3.7.** Let $A \subset S^j$ be a set of finite outer measure $\mu^{J,K}$. It may be checked directly that $[1_A]^{s,\text{size}_\infty} = 1_{[0,\mu^{J,K}(A))]},$ so that in particular $\|1_A\|_{L^p(\text{size}_\infty)} = \mu^{J,K}(A)^{\frac{1}{p}}$. Using monotonicity of the size $s$, a particular case of Proposition 3.5 is

\[
\|F_1\|_{L^p\pi_j(j,K,s)} \leq 2^\frac{1}{p} \|F_1\|_{L^{p_1}\pi_j(j,K,s)} \mu^{J,K}(A)^{\frac{1}{p_1} - \frac{1}{p}}, \quad 0 < p_1 \leq \infty, 0 < q \leq \infty.
\]

### 3.8. Reverse Hölder outer $L^p$ norms

The next definition is inspired by Remark 3.7. Let $s$ be any size on $(S^j, \mu^{J,K}, T^{J,K})$, cf. [21, Def. 2.3]. Define, for $F : S^j \to \mathbb{C}, \, 1 \leq a < p < \infty$, $1 \leq q \leq \infty$ and $\epsilon > 0$, the quasi-norms

\[
\|F\|_{X^p_\mu(j,K,s)} \coloneqq \sup_{A \subset S^j} \|F_1\|_{L^p_{\mu^{J,K}(A)}^{\frac{1}{p} - \frac{1}{p_1}}}, \quad \|F\|_{Y^q\pi_j(j,K,s)} \coloneqq \max\{\|F\|_{L^q\pi_j(j,K,s)}, \|F\|_{L^\infty(j,K,s)}\}.
\]

Remark 3.7 tells us immediately that $\|F\|_{X^p_\mu(j,K,s)} \leq 2^\frac{1}{p} \|F\|_{L^p\pi_j(j,K,s)}$ in the range of the definition. The next proposition should be interpreted as a partial converse of this control and as a substitute for Proposition 3.5 with a smaller right hand side. The $Y^{q,\infty}(j,K,s)$-norm is the quantity appearing in our applications. Formally stronger versions of the proposition, where the $Y$-type norms are replaced by suitable geometric averages of the $L^q\pi_{\infty}(j,K,s), L^\infty(j,K,s)$, are available, but we do not detail them.

**Proposition 3.9.** Let $m \in \mathbb{N}_{\geq 2}$ and $s_1, s_2, \ldots, s_m$ be $m$ sizes on $(S^j, \mu^{J,K}, T^{J,K})$ with the property that (3.6) holds with $s = \text{size}_1$. Suppose that

\[
1 < a \leq p_1 < \infty, \quad 1 \leq p_2, \ldots, p_m < \infty, \quad \epsilon \coloneqq \left( \sum_{j=1}^{m} \frac{1}{p_j} \right) - 1 > 0.
\]

Then, with implicit constant possibly depending on $m$ only, there holds

\[
\frac{1}{|J|} \left| \prod_{j=1}^{m} F_j \right|_{l^1(S_j)} \leq \frac{a}{\epsilon (a - 1)} \|F_1\|_{X^{p_1,\infty}_\mu(j,K,s_1)} \prod_{j=2}^{m} \|F_j\|_{Y^{p_j,\infty}\pi_j(j,K,s_2)}
\]

**Proof of Proposition 3.9.** Throughout the proof, the constant implied by $\leq$ is allowed to depend on $m$ only and vary at each occurrence. By scaling we can assume

\[
\|F_1\|_{X^{p_1,\infty}_\mu(j,K,s_1)} = \|F_2\|_{Y^{p_2,\infty}\pi_j(j,K,s_2)} = \cdots = \|F_m\|_{Y^{p_m,\infty}\pi_j(j,K,s_m)} = 1.
\]

Under this assumption, we must prove

\[
\frac{1}{|J|} \sum_{P \in S^j} |I_P| |F_1 F_2 F_3 \cdots F_m(P)| \leq \frac{a}{\epsilon (a - 1)}.
\]
Relying on the controls \(\|F_{\ell}\|_{L^{p_{\ell},\infty}(J,K,s_{\ell})}, \|F_{\ell}\|_{L^{p_{\infty}}(J,K,s_{\ell})} \leq 1\) for all \(2 \leq \ell \leq m\), we iteratively decompose the support of \(F_{2}F_{3} \cdots F_{m}\) into pairwise disjoint sets \(A_{j}, \; j \in \mathbb{N}\) such that

\[
\mu^{J,k}(A_{j}) \leq 2^{j}, \quad \max_{2 \leq \ell \leq m} \frac{1}{2^{\ell}} \text{outsup}_{s_{\ell}}(F_{\ell}1_{A_{j}}) \leq 1.
\]

For \(j \in \mathbb{N}\), let \(k(j)\) be the largest integer \(k\) with \(k \leq \frac{a_{j}}{p_{j}}\). From the first estimate in (3.10) and the definition of \(X_{a}^{p_{\ell},\infty}(J,\kappa, s_{\ell})\)-norm, we learn that

\[
\|F_{1}1_{A_{j}}\|_{L^{1,\infty}(J,K,s_{\ell})} \leq 2^{j\left(\frac{1}{a_{j}} - \frac{1}{p_{j}}\right)}.
\]

Thus, we may further decompose \(A_{j}\) into pairwise disjoint sets \(\{B_{j,k} : \; -N \leq k \leq k(j)\}\), where \(N\) is an unimportant parameter related to the outer essential supremum of \(F_{1}\), with

\[
\text{outsup}_{s_{1}}(F_{1}1_{B_{j,k}}) \leq 2^{-\frac{k}{a}}, \quad \mu^{J,k}(B_{j,k}) \leq 2^{k+j\left(1-\frac{1}{p_{j}}\right)},
\]

which means that we may find \(T_{j,k} \subset T^{J,k}\) with the property

\[
B_{j,k} \subset \bigcup_{T \in T_{j,k}} T, \quad \sum_{T \in T_{j,k}} \frac{|I_{T}|}{|J|} \leq 2 \mu^{J,k}(B_{j,k}) \leq 2^{k+j\left(1-\frac{1}{p_{j}}\right)}.
\]

We then estimate, using (3.10), (3.11) and (3.12) and subsequently summing in \(k\),

\[
\frac{1}{|J|} \sum_{P \subseteq A_{j}} |I_{P}| |F_{1}F_{2}F_{3} \cdots F_{m}(P)| \leq \sum_{-N \leq k \leq k(j)} \sum_{T \in T_{j,k}} |I_{T}| \text{size}_{1}(F_{1}F_{2}F_{3} \cdots F_{m}1_{B_{j,k}}, T) \leq 2^{j\left(1-\frac{1}{p_{j}} - \sum_{\ell=2}^{m} \frac{1}{p_{\ell}}\right)} \sum_{-N \leq k \leq k(j)} 2^{\frac{a_{j}k}{a}} \leq \frac{a}{a-1} 2^{j\left(1-\frac{1}{p_{j}} - \sum_{\ell=2}^{m} \frac{1}{p_{\ell}}\right)} \leq \frac{a}{a-1} 2^{-\epsilon j}.
\]

The claimed bound (3.9) follows by summing the estimate of the last display over \(j \in \mathbb{N}\). \(\square\)

### 3.10. Lacunary tree estimates

This paragraph contains some size \(2_{\ast,k}\) estimates for \(W [f]\) restricted to lacunary trees, which we use to explain the role played by this type of trees, and that will also be of use later.

Throughout our first discussion, let \(T\) be a lacunary tree with top data \((I_{T}, \xi_{T})\). For simplicity, we assume \(\xi_{T} = 0\), as the general case of our observations can be recovered by suitably pre- and post-composing with \(\text{Mod}_{x,\xi_{T}}\). Disjointness of frequency support and rapid decay tell us that whenever \(P, P' \in T\) and \(\phi_{P} \in \Phi(P), \phi_{P'} \in \Phi(P')\),

\[
\ell_{P} = \ell_{P'} \implies |\langle \phi_{P}, \phi_{P'} \rangle| \leq |I_{P}|^{-1} \left(\frac{c_{I_{P}} - c_{I_{P'}}}{\ell_{I_{P}}}\right)^{-M}, \quad \ell_{P} \neq \ell_{P'} \implies \langle \phi_{P}, \phi_{P'} \rangle = 0.
\]

This observation and standard kernel estimates tell us that the operator

\[
f \mapsto H_{T}f := \sum_{P \in T} |I_{P}| \langle f, \phi_{P} \rangle \phi_{P}, \quad \phi_{P}, \phi_{P'} \in \Phi(P) \quad \forall P \in T
\]
and its adjoint are standard $L^2$-bounded Calderón-Zygmund operators. Thus, Calderón-Zygmund theory and the localization trick yield in particular that
\[
\frac{1}{|I_T|} \|H_T f\|_{1,\infty} \lesssim \langle f\rangle_{1,I_T}, \quad \frac{1}{|I_T|^p} \|H_T f\|_p \lesssim_p \langle f\rangle_{p,I_T},
\]
the latter inequality being true for all $1 < p < \infty$. In particular
\[
\text{size}_2(W[f], T) \sim |I_T|^{-\frac{3}{2}} \|H_T f\|_2 \lesssim \langle f\rangle_{2,I_T} \lesssim \|f\|_\infty
\]
with $\phi_P, \varphi_P$ suitably chosen so that the first absolute equivalence holds. We have just proved the outer estimate
\[
(3.13) \quad \|W[f]\|_{L^\infty(J, \text{size}_{2,\ast})} \lesssim_p \|f\|_\infty.
\]
The more precise localized estimate of the next proposition may be proved using a semi-discrete analogue of $H_T$ and the John-Strömberg inequality. The argument is a variation on [28, Prop. 9.3]. Associate to a collection of tiles $\mathcal{P} \subset \mathcal{S}$ and $f \in L^\infty_0(\mathbb{R})$ the quasinorms
\[
(3.14) \quad [f]_{p,\mathcal{P}} := \sup_{P \in \mathcal{P}} \inf_{I_P} M_{I_P}f, \quad 0 < p < \infty.
\]

**Proposition 3.11.** $\|W[f]1_{\mathcal{P}}\|_{L^\infty(J, \text{size}_{2,\ast})} \lesssim \langle \text{dist}(J, \text{supp } f)\rangle^{-2^\ast} [f]_{1,\mathcal{P}}$.

**Proof.** There is no loss in generality with assuming $\mathcal{P} \subset \mathcal{S}$. For $\xi \in \mathbb{R}$, denote by $T_\xi = \{P \in \mathcal{P} : \xi \in \omega_P^{0(\kappa)}\}$. Note that $T_\xi$ is a tree with top data $(J, \xi)$. Then
\[
(3.15) \quad \|W[f]1_{\mathcal{P}}\|_{L^\infty(J, \text{size}_{2,\ast})} \leq 2 \sup_{\xi \in \mathbb{R}} \sup_{T \subset T_\xi} |I_T|^{-\frac{1}{2}} \|\langle f, \phi_P\rangle 1_T(P)\|_{L^\infty_1(\mathcal{S})}
\]
for suitably chosen $\phi_P \in \Phi(P)$. So we fix $\xi$ and estimate $\sup_{T \subset T_\xi} \|\langle f, \phi_P\rangle 1_T(P)\|_{L^\infty_1(\mathcal{S})}$. By composing with modulations, we may reduce to $\xi = 0$, and by (3.1) and finite splitting, we may also reduce to having $\#\{P \in T_\xi : I_P = I\} = 1$ for all $I \in I(T_\xi)$. Then
\[
(3.16) \quad \sup_{T \subset T_\xi} \frac{\|\langle f, \phi_P\rangle 1_T(P)\|_{L^\infty_1(\mathcal{S})}}{|I_T|^\frac{1}{2}} \leq \sup_{K \in \mathcal{D}} \sup_{K \subset J} \frac{\|\langle f, \phi_P\rangle 1_{\{P \in T_\xi : I_P \subset K\}}\|_{L^\infty_1(\mathcal{S})}}{|K|^\frac{1}{2}} = \left\| \sum_{l \in I(T_\xi)} \langle f, \varphi_l\rangle h_l \right\|_{\text{BMO}}
\]
where we have set $\varphi_l = \sqrt{|I_P|}\varphi_P$ for the unique $P \in T_\xi$ with $I_P = I$, $h_l$ stands for the $L^2$-normalized Haar wavelet on $I$, and we mean the dyadic BMO. For $K \in \mathcal{D}, K \subset J$, let $I^*(K)$ be the collection of maximal intervals in $I \in I(T_\xi)$ with $I \subset K$. The John-Strömberg inequality, followed by disjointness of $I \in I^*(K)$ tells us that
\[
(3.17) \quad \left\| \sum_{l \in I(T_\xi)} \langle f, \varphi_l\rangle h_l \right\|_{\text{BMO}} \leq \sup_{K \in \mathcal{D}} \sup_{K \subset J} \frac{1}{|K|} \left\| \sum_{l \in I(T_\xi)} \langle f, \varphi_l\rangle h_l \right\|_{1,\infty} = \sup_{K \in \mathcal{D}} \sup_{K \subset J} \sum_{l \in I^*(K)} \|H_{l,\text{semi}} f\|_{1,\infty}
\]
having set
\[
H_{l,\text{semi}} f := \sum_{j \in I(T_\xi)} \langle f, \varphi_j\rangle h_j.
\]
Standard kernel computations tell us that $H_{t, semi}$ is also an $L^2$-bounded Calderón-Zygmund operator and in particular is uniformly of type weak-(1,1). Combining with the localization trick on $I \in I^*(K)$,

\begin{equation}
\|H_{t, semi} \|_{1, \infty} \leq |I| \| \langle f \rangle \|_{1, I} \leq |I| \inf_I M_1 f \leq |I| \| f \|_{1, R}.
\end{equation}

Inserting the estimate (3.18) into (3.17), summing over the disjoint $I \in I^*(K)$, and perusing (3.15)-(3.16) yields the partial bound $\|W[f] \|_{L^\infty(\mathbb{R})} \leq [f]_{1,R}$. The additional decay factor may be easily obtained by a localization trick followed by the partial result applied to $f \chi_I$ in place of $f$.

The following technical lemma will allow us to estimate the $L^\infty(J, \kappa, \text{size}_{2,*})$ norm of the wave packet transform restricted to a collection $\mathcal{P}$ which is covered by a certain set of top data. It will not be used until Section 5, but this is the most appropriate location for its proof. Notice that $T(I, \xi)$ appearing in the statement that follows is a $\kappa$-tree with top data $(I, \xi)$.

**Lemma 3.12.** Let $\mathcal{P} \subset \mathcal{S}$ and $\mathcal{F} \subset \mathcal{D} \times \mathbb{R}$ be a collection of top data covering $\mathcal{P}$, in the sense that

$$\mathcal{P} = \bigcup_{(I, \xi) \in \mathcal{F}} T(I, \xi), \quad T(I, \xi) \doteq \left\{ P \in \mathcal{P} : I_P \subset I, \xi \in \omega_{P}^{(\kappa)} \right\}.$$ 

Then

$$\| W[f] \|_{L^\infty(J, \kappa, \text{size}_{2,*})} \leq 2^{\frac{\kappa}{2}} \sup_{(I, \xi) \in \mathcal{F}} \text{size}_{2\kappa}(W[f], T(I, \xi)).$$

**Proof.** There is no loss in generality with assuming $\mathcal{P} \subset \mathcal{S}^I$, and we do so. Fix a lacunary $\kappa$-tree $T \subset \mathcal{P}$ and let $(I_T, \xi_T)$ be its top data. Note that $(I_T, \xi_T)$ does not necessarily belong to $\mathcal{F}$. Say that $P \in \mathcal{P}_T$ if $P \in T$ and $I_P$ is a maximal element of $\mathcal{I}(T)$ with respect to inclusion. By assumption, for each $P \in \mathcal{P}_T$ we may find $(I(P), \xi(P)) \in \mathcal{F}$ with $I_P \subset I(P)$ and $\xi(P) \in \omega_{P}^{(\kappa)}$. Clearly

$$T = \bigcup_{P \in \mathcal{P}_T} T(P), \quad T(P) \doteq \left\{ Q = I_Q \times \omega_Q \in T : I_Q \subset I_P \right\}.$$ 

The fact that $T$ is a tree guarantees if $Q \in T(P)$ then $\xi_T \in \omega_{P}^{(\kappa)} \cap \omega_{Q}^{(\kappa)}$, and comparing scales $\xi(P) \in \omega_{P}^{(\kappa)} \subset \omega_{Q}^{(\kappa)}$. Therefore $T(P)$ is a $\kappa$-lacunary tree with top data $(I_P, \xi(P))$, whence the inclusion $T(P) \subset T(I(P), \xi(P))$ for all $P \in \mathcal{P}_T$, and

$$\text{size}_{2}(W[f], T(P)) \leq \text{size}_{2\kappa}(W[f], T(I(P), \xi(P))) \leq \sup_{(I, \xi) \in \mathcal{F}} \text{size}_{2\kappa}(W[f], T(I, \xi)).$$

Using (3.1) and disjointness of the maximal elements of $\mathcal{I}(T)$, which are all contained in $I_T$,

$$\text{size}_{2}(W[f], T) \leq \left( \frac{1}{|I_T|} \sum_{P \in \mathcal{P}_T} |I_P| \text{size}_{2}(W[f], T(P)) \right)^{\frac{1}{2}} \leq 2^{\frac{\kappa}{2}} \sup_{(I, \xi) \in \mathcal{F}} \text{size}_{2\kappa}(W[f], T(I, \xi))$$

which completes the proof of our main claim.
3.13. **Local $L^2$-bound for maximal modulations via wave packet estimates.** In this paragraph, as a motivating example, two more outer $L^p$ estimates for the wave packet transforms \((2.2)\) are stated and combined into a proof of $L^p$-boundedness for the maximal modulated singular multiplier of \((1.3)\) in the local $L^2$-range. The first concerns the wave packet transform \((2.2)\)

**Proposition 3.14.** Let $J \in \mathcal{D}$ and $f \in L^\infty_0(\mathbb{R})$. Then

\[
\|W[f]\|_{L^{2,\infty}(J, \text{size}_{2*,\kappa})} \lesssim \langle f \rangle_{2,3J},
\]

\[
\|W[f]\|_{L^p(J, \text{size}_{2*,\kappa})} \lesssim \langle f \rangle_{p,3J}, \quad 2 < p \leq \infty.
\]

The bound \((3.19)\) is a restatement of [21, Theorem 5.1], see also [12, 18]. Once \((3.19)\) is at disposal, \((3.20)\) follows immediately from its outer $L^p$ interpolation with e.g. \((3.13)\); an appropriate interpolation theorem is [21, Prop. 3.5]. A similar, but broader set of estimates is available for the $L^p(\text{size}_{C, J})$ norms of \((2.3)\). As anticipated, the outer norms below refer to the case $\kappa = 1$.

**Proposition 3.15.** Let $J \in \mathcal{D}$ and $f \in L^\infty_0(\mathbb{R})$. Then

\[
\|A[f1_{3J}]\|_{L^{1,\infty}(J, \text{size}_C)} \lesssim \langle f \rangle_{1,3J},
\]

\[
\|A[f1_{3J}]\|_{L^p(J, \text{size}_C)} \lesssim \langle f \rangle_{p,3J}, \quad 1 < p \leq \infty.
\]

Proposition 3.15 is obtained as a consequence of the localized estimate \((4.1)\) of Proposition 4.2. We send to Section 4 for statements and proofs. Propositions 3.14 and 3.15 may be combined to prove the estimate

\[
C_\mathbb{P}(f_1, f_2) \lesssim \|f_1\|_p \|f_2\|_{p'}, \quad 2 < p < \infty
\]

uniformly over all $f_1, f_2 \in L^\infty_0(\mathbb{R})$ and finite $\mathbb{P} \subset \mathcal{S}$. In turn, via \((2.6)\), \((3.21)\) entails the $L^p(\mathbb{R})$-boundedness of \((1.3)\) in the same range.

**Proof of (3.21).** Fix $f_1, f_2 \in L^\infty_0(\mathbb{R})$ and a finite $\mathbb{P}$. Using grid property (ii), find $J \in \mathcal{D}$ such that, denoting $J_j = J + j|J|$, and setting $\mathbb{P}_j := \mathbb{P} \cap \mathbb{S}_j$, there holds

\[
\mathbb{P} = \mathbb{P}_{-1} \cup \mathbb{P}_0 \cup \mathbb{P}_1, \quad \text{supp } f_1, \text{supp } f_2 \subset 3J_j \quad \forall j = 0, \pm 1.
\]

The easy consideration $\text{size}_{\infty}(F, T) \leq \text{size}_{2*,1}(F, T)$ and the definitions tell us that

\[
\text{size}_1(F_1 F_2, T) \leq \text{size}_2(F_1, T^{1*}) \text{size}_2(F_2, T^{1*}) + \text{size}_{\infty}(F_1, T^{0*}) \text{size}_1(F_2, T^{0*}) \\
\leq 2\text{size}_{2*,1}(F_1, T) \text{size}_C(F_2, T).
\]

so that a form of \((3.6)\) is verified. Applying the outer Hölder inequality to $F_1 = W[f_1], F_2 = A[f_2]$ in the form of \((3.7)\) followed by Propositions 3.14 and 3.15 thus leads to

\[
C_{\mathbb{P}}(f_1, f_2) \leq \|F_1 F_2\|_{L^p(\mathbb{S}_j)} \lesssim \|f_1\| L^p(J, \text{size}_{2*,\kappa}) \|A[f_2]\|_{L^p(\mathbb{S}_j, \text{size}_{2*,\kappa})} \\
\leq \|f_1\|_{p,3J} \langle f_2 \rangle_{p',3J} \lesssim \|f_1\|_p \|f_2\|_{p'}
\]

and the proof is completed by the observations that $C_{\mathbb{P}} = C_{\mathbb{P}_{-1}} + C_{\mathbb{P}_0} + C_{\mathbb{P}_1}$. \qed
4. Localized embeddings for the modified wave packet transforms

This section contains the statement and proof of the embedding theorems for the modified wave packet transform (2.3), see Proposition 4.2. The analysis behind this proposition is essentially based on a combination of the tree and mass lemmata from [32]. We claim no particular originality, but choose to present a full argument given the additional complications brought by the explicit dependence on $N(\cdot)$ of the wavelets in the map (2.3), cf. also the definition of the wavelet classes $\Psi(P)$ from (2.4). To handle this dependence, we borrow a continuity estimate idea from the paper [34] on Stein’s conjecture for the Hilbert transform along vector fields.

Remark 4.1. Before we begin, we make the standing assumption that the function $f$ playing the role of the argument in (2.3) belongs to $L^{\infty}([0,\infty))$, and that $P$ is a finite subset of the collection of all tiles $S = S_{D,D'}$. The finiteness assumption in the estimates does not change the scope of our applications, and may in fact be removed via a limiting argument when additional regularity assumptions on $f$ are posed; for instance $f \in C^2_0(\mathbb{R})$ will suffice.

Proposition 4.2. We have

\begin{equation}
\|A[f]1_P\|_{L^{p}\infty(J,1,\text{size}_C)} \leq [f]_1, \quad 1 \leq p \leq \infty
\end{equation}

with uniform constant. In particular the above estimate yields the control

\begin{equation}
\|A[f]1_P\|_{L^{p}\infty(J,1,\text{size}_C)} \leq [f]_1, \quad 1 \leq p \leq \infty.
\end{equation}

In Proposition 4.2, as anticipated in Section 3, the tree parameter $\kappa$ equals 1 and all trees referred to below are 1-trees, without further explicit mention. The proposition is proved by combining the next two lemmata, involving the auxiliary quantity

\begin{equation}
\text{dense}(f, P) := \sup_{P \in \mathcal{P}} \sup_{P' \in \mathcal{P}} \sup_{P' \in \mathcal{S}} \langle f 1_{N^{-1}(\omega_{P'}^{(1)})} \rangle_{I_{P'}}
\end{equation}

defined e.g. for $f \in L^{\infty}([0,\infty))$ and $P \subset \mathcal{S}$. The order relation in (4.2) is a modification of the Fefferman ordering defined by

\begin{equation}
P \leq_{\kappa} P' \iff I_P \subset I_{P'}, \quad \omega_{P'}^{(\kappa)} \subset \omega_{P}^{(\kappa)}.
\end{equation}

As we use (4.3) with $\kappa = 1$ throughout this section, we write $\leq$ instead of $\leq_{1}$.

Remark 4.3. A moment’s thought yields $\text{dense}(f, P) \leq [f]_1$ uniformly over $P \subset \mathcal{S}$.

Lemma 4.4. $\|A[f]1_P\|_{L^{p}\infty(J,1,\text{size}_C)} \leq \text{dense}(f, P)$.

Lemma 4.5. Let $\mathcal{P} \subset \mathcal{S}$ and $\delta > 0$. There exists a decomposition $\mathcal{P} = \mathcal{P}_{-} \cup \bigcup_{T \in \mathcal{F}} T$, where $\text{dense}(f, \mathcal{P}_{-}) \leq \delta$, each $T$ is a tree with top interval $I_T$, and the forest $\mathcal{F} = \mathcal{F}(\delta, f)$ satisfies

\begin{equation}
\frac{\delta}{|J|} \sum_{I_T \in \mathcal{F}} |I_T| \leq \inf_{J} M_1 f, \quad \forall J \in \mathcal{D}.
\end{equation}

The proofs of Lemmata 4.4 and 4.5 are respectively postponed to Subsections 4.6 and 4.7. We now show how a combination of these yields Proposition 4.2. Fix $J \in \mathcal{D}$, $P \subset \mathcal{S}$. The bound (4.4) is an immediate consequence of

\begin{equation}
\sup_{t > 0} \max_{t} \left( A[f]1_P \right) \leq C[f]_1.
\end{equation}
where $C$ is an absolute constant explicitly computed below and $\mathbb{P} \subset \mathcal{S}$. The range $t \leq 1$ of estimate (4.5) is readily obtained by combining Remark 4.3 with the conclusion of Lemma 4.4 and choosing $C$ to be larger than the product of the respective absolute implicit constants. Now, notice that the right hand side of (4.4) is also controlled by $[f]_{1,\mathbb{P}}$. Applying Lemma 4.5 to $\mathbb{P}$ with the choice $\delta = \frac{1}{t} |\lambda_x|$ provided $C$ is larger than twice the implicit constant in (4.4) yields (4.5) in the range $t \geq 1$.

### 4.6. Proof of Lemma 4.4.

The proof of the Lemma consists in showing that

\[
(4.6) \quad \text{size}_c(A[f], T) = \frac{1}{|T|} \sum_{P \in T^{ov}} |I_P| A[f](P) + \left( \frac{1}{|T|} \sum_{P \in T^{lac}} |I_P| A[f](P)^2 \right)^{\frac{1}{2}} \lesssim \text{dense}(f, \mathbb{P})
\]

whenever $T \in \mathcal{T}^{j,*}$ is a tree with $T \subset \mathbb{P}$. For any such tree, we introduce the support intervals

$$
\Omega^b(T) := \{ \omega^b_P : P \in T \}.
$$

We may assume, by splitting, that $T$ is a type 2 tree, which means that $\omega^b_P$ is the right child of its dyadic parent $\omega^{b(1)}_P$ for all $P \in T$. Lemma 3.3 thus tells us that the collection $\Omega^b(T^{ov})$ consists of pairwise disjoint intervals, while $T^{lac}$ is a lacunary tree, so that in particular $\Omega^b(T^{lac})$ is a nested collection of intervals containing $\xi_T$. This follows immediately by combining

$$
\xi_T \in \omega^{b(1)}_P \quad \forall P \in T, \quad \omega^b_P \neq \omega^b_{P'} \implies \omega^b_P \cap \omega^b_{P'} = \emptyset \quad \forall P, P' \in T^{lac}.
$$

Accordingly, the quantity $\delta(x) := \inf \{ \ell_{\omega^b_P} : N(x) \in \omega^b_P, P \in T^{lac} \}$ records the minimal active frequency scale of $T^{lac}$ at each $N(x) \in \mathbb{R}$ and satisfies

\[
(4.7) \quad |N(x) - \xi_T| \leq \delta(x), \quad x \in \mathbb{R}.
\]

In estimating both contributions, a key role is played by the collection $\mathcal{G}$ of maximal elements in $\{ G \in \mathcal{D} : 3G \ni I_P \forall P \in T \}$. Accordingly, for $G \in \mathcal{G}$, $j \in \{\text{ov, lac}\}$ decompose

$$
T^j = T^j_G \cup T^j_G' \quad T^j_G = \{ P \in T^j : \text{scl}(P) > \ell_G \}, \quad T^j_G' = \{ P \in T^j : \text{scl}(P) \leq \ell_G \}.
$$

We begin to estimate the $T^{ov}$ term in (4.6). Using the definition and the fact that $\mathcal{G}$ is a partition of $\mathbb{R}$ leads to

\[
(4.8) \quad \sum_{P \in T^{ov}} |I_P| A[f](P) \leq 2 \sum_{s \in \{+, -\}} \sum_{G \in \mathcal{G}} \sum_{P \in T^{ov,s}} |I_P| \langle f, \varphi_P 1_{G \cap N^{-1}(\omega^b_P)} \rangle, \quad \varphi_P := \psi_p(\cdot, N(\cdot))
\]

for suitable $\psi_p \in \Psi(P)$. Note that $\varphi_P$ are not standard wavelets as they carry the dependence on the measurable function $N$ from the second argument of $\psi_p$. The basic estimate

\[
(4.9) \quad |\langle f, \varphi_P 1_{G \cap N^{-1}(\omega^b_P)} \rangle| \leq \chi^{10}_{I_P}(c_G) \text{dense}(f, \mathbb{P})
\]

reveals that the $s = -$ sum in (4.8) is a tail term. Indeed, also relying on the defining property of $\mathcal{G}$ for the first estimate, and later on (3.1),

\[
(4.10) \quad \sum_{G \in \mathcal{G}} \sum_{P \in T^{ov}} |I_P| \langle f, \varphi_P 1_{G \cap N^{-1}(\omega^b_P)} \rangle \lesssim \text{dense}(f, \mathbb{P}) \sum_{G \in \mathcal{G}} \sum_{k \geq 0} \sum_{P \in T^{ov}} |I_P| \chi^{10}_{I_P}(c_G)
\]

\[
\lesssim \text{dense}(f, \mathbb{P}) \sum_{G \in \mathcal{G}} |G| \chi^{10}_{I_T}(c_G) \lesssim \text{dense}(f, \mathbb{P}) \int \chi^{10}_{I_T} \lesssim \text{dense}(f, \mathbb{P}) |I_T|
\]
which also complies with (4.6). The * = + term is estimated as follows. First, note that \( T^{ov,+}(G) = \emptyset \) unless \( G \subset 9I_T \) and there exists \( P(G) \in T \) with \[
\text{scl}(P(G)) = 2\ell_G, \quad \text{dist}(G, I_p(G)) \leq \text{scl}(P(G)).
\]

Let \( P'(G) \in \mathcal{G}_{D,D'} \) be the unique tile with \( I_{P'(G)} = I_{P(G)} \) and \( \xi_T \in \omega_{P'(G)} \). As the intervals \( \Omega^b(T^{ov,+}(G)) \) are pairwise disjoint and contained in \( \omega_{P'(G)}^1 \),

\[
\sum_{G \in \mathcal{G}} \sum_{P \in T^{ov,+}} |I_P| \langle f, \varphi_P 1_{G \cap N^{-1}(\omega_p^b)} \rangle \lesssim \sum_{G \in \mathcal{G}} |G| \|f 1_{N^{-1}(\omega_p^b)}\|_{L^1(I_{P(G)})} \\
\lesssim \sum_{G \in \mathcal{G}} G \text{dense}(f, \{P(G)\}) \lesssim \text{dense}(f, \mathbb{P}) |I_T|,
\]

which also complies with (4.6). The ov term in (4.8) is thus fully handled.

We move onto the lac term in (4.8). With the same notation of the \( T^{ov} \) the term, we estimate

\[
(4.11) \quad \sum_{P \in T^{lac}} A[f](P)^2 |I_P| \leq 2 \sum_{* \in \{-+, +\}} \sum_{G \in \mathcal{G}} \sum_{P \in T^{ov,+}} A[f](P) \langle f, \varphi_P 1_{G \cap N^{-1}(\omega_p^b)} \rangle |I_P|.
\]

The * = − sum in (4.11) is handled along the lines of (4.10), with an additional application of (4.9); we omit the details. The rest of the analysis deals with the * = + summand in (4.11). The explicit dependence of \( \varphi_P = \psi_P(\cdot, N(\cdot)) \) on \( N(\cdot) \) prohibits us to use orthogonality methods directly. This is obviated by replacing \( \varphi_P \) with the standard wavelets

\[
\phi_p := \psi_p(\cdot, \xi_T) \in \Phi(P), \quad P \in T^{lac}.
\]

Setting \( \zeta_p := |I_P| |\varphi_P - \phi_p| = |I_P| |\psi_p(\cdot, \xi_T) - \phi_p|, P \in T^{lac}, \) the error term created by the replacement is

\[
\sum_{G \in \mathcal{G}} \sum_{P \in T^{lac}} A[f](P) \left| \langle f, \zeta_P 1_{G \cap N^{-1}(\omega_p^b)} \rangle \right| \\
\lesssim \text{dense}(f, \mathbb{P}) \sum_{G \in \mathcal{G}} \sum_{P \in T^{lac}} \left| f 1_{G \cap N^{-1}(\omega_p^b)} \right| \sum_{P \in T^{lac}} |\zeta_p 1_{\omega_p}(N(\cdot))| \\
\lesssim \sum_{G \in \mathcal{G}} |G| \text{dense}(f, \mathbb{P})^2 \lesssim |I_T| \text{dense}(f, \mathbb{P})^2
\]

For the passage to the second line, note that the intervals \( \Omega^b(T^{ov,+}(G)) \) are all contained in \( \omega_{P'(G)}^1 \). The subsequent step was obtained via a Lipschitz estimate in the second argument of \( \psi_P \in \Psi(P) \) and subsequently taking advantage of (4.7), so that

\[
\sum_{P \in T^{lac}} |\zeta_P(x)| 1_{\omega_p^b}(N(\cdot)) \lesssim \sum_{P \in T^{lac}} \chi_{I_P}(x) \frac{\delta(x)}{\ell_{\omega_p}} \lesssim 1.
\]
We are left with estimating the \( * = + \) summand in (4.11), where the \( \varphi_p \) have been replaced by the almost orthogonal wavelets \( \phi_p \). A principal role is played by the tree operator

\[
H_T f := \sum_{p \in T_{\text{lac}}} |I_p| A[f](P) \phi_p.
\]

As \( \xi_T \in \omega^b \) for all \( \omega \in \Omega(T_{\text{lac}}) \), the intervals \( \Omega(T_{\text{lac}}) \) form a lacunary sequence, that is

\[
\omega \subset \{ \xi \in \mathbb{R} : \frac{\ell_\omega}{2} \leq \text{dist}(\xi, \xi_T) \leq 2\ell_\omega \} \quad \forall \omega \in \Omega(T_{\text{lac}}), \quad \ell_\omega := \min \{ \ell_{\omega^*} : \omega^* \in \Omega(T_{\text{lac}}) \}.
\]

For \( \alpha \in \{ \ell_\omega : \omega \in \Omega(T_{\text{lac}}) \} \), let \( \Psi_\alpha \) be even, real valued Schwartz functions with

\[
1_{[\frac{1}{2}, 2\alpha]} \leq \Psi_\alpha \leq 1_{[\frac{3}{2}, \frac{5}{2}]} \quad \alpha > \ell_\bullet, \quad 1_{[0, 2\ell_\bullet]} \leq \Psi_{\ell_\bullet} \leq 1_{[0, \frac{5}{2}]}.
\]

Assuming that \( \{ \ell_\omega : \omega \in T_{\text{lac}} \} \) are separated by a factor of 4, and arguing by finite splitting otherwise, we obtain for all \( \ell_\bullet \leq \alpha \leq \beta \),

\[
\left| H_{T, \alpha, \beta} f := \sum_{p \in T_{\text{lac}}} \sum_{\alpha \leq \ell_p < \beta} |I_p| A[f](P) \phi_p = \left[ \Psi_\beta - \Psi_\alpha \right] * H_T f \right| \leq M[H_T f],
\]

due to the frequency support conditions \( \phi_p \subset \omega_p \). Relying on the definition of \( \delta(\cdot) \), cf. (4.7), the modified \( * = + \) summand in (4.11) is then estimated by

\[
\sum_{G \in G_{T_{\text{lac}}}} \int_G |f| 1_{N^{-1}(\omega_p^{(1)})} \left| H_{T, \delta(\cdot), \frac{1}{2}} f \right| \leq \text{dense}(f, \mathbb{P})^2 \int_M |H_T f|
\]

\[
\leq |I_T| \text{dense}(f, \mathbb{P})^2 \|H_T f\|_2 \leq |I_T| \text{dense}(f, \mathbb{P})^2 \left( \sum_{p \in T_{\text{lac}}} |I_p| A[f](P) \right)^{\frac{1}{2}}.
\]

Balancing out the obtained bounds completes the estimation of \( \text{lac} \) term in (4.8), and in turn, the proof of Lemma 4.6.

### 4.7. Proof of Lemma 4.5

The selection of the trees \( T \in \mathcal{F} \) and consequent estimation of \( \text{dense}(f, \mathbb{P}_-) \) is identical to [32, Proposition 3.1] and is thus omitted. To prove (4.4), it suffices to show that whenever \( \mathbb{P}' \subset \mathcal{S} \) is a set of pairwise incomparable tiles with respect to (4.3)

\[
(4.12) \quad \inf_{p \in \mathbb{P}'} \| f 1_{N^{-1}(\omega_p^{(1)})} \| > \delta \implies \sum_{p \in \mathbb{P}'} |I_p| \leq \delta^{-1} \inf_J |J| \text{Mf}.
\]

Due to the premise of (4.12), for each \( P \in \mathbb{P}' \) there exists \( k = k_P \geq 0 \) with the property that

\[
\int_{2^{k_P} N^{-1}(\omega_p^{(1)})} |f| \geq 2^{6k} \delta |I_p|.
\]

and \( k_P \) is minimal with this property. Let \( \mathbb{P}'_k \) be the collection of all \( P \in \mathbb{P}' \) with \( k_P = k \). Perform the following iterative selection. Initialize \( A_k := \mathbb{P}'_k, B = \emptyset \). Among those \( P^* \in A_k \) with

\[
2^{k_P} \times \omega_p^{(1)} \cap 2^k I_p \times \omega_p^{(1)} = \emptyset \quad \forall P \in B
\]
select one with $\text{scl}(P^*)$ maximal, and set $A := A \setminus \{P^*\}$, $B := B \cup \{P^*\}$. Repeat until no such $P^* \in A$ is available. At this point, we may partition $P'_k = \bigcup \{P'_k(P^*) : P^* \in B\}$ where $P \in P'_k(P^*)$ if

$$2^k I_P \times \omega_{P^*}^{(1)} \cap 2^k I_{P^*} \times \omega_{P^*}^{(1)} \neq \emptyset, \quad \text{scl}(P) \leq \text{scl}(P^*).$$

Notice that if $P, P' \in P'_k(P^*)$ then $\omega_{P^*}^{(1)} \cap \omega_{P'^*}^{(1)} \supseteq \omega_{P^*}^{(1)}$, and $P, P'$ are incomparable, so that the intervals $\{I_P : P \in P'_k(P^*)\}$ are pairwise disjoint and contained in $2^{k+2} I_{P^*}$. We then have

$$\sum_{P \in P'_k} |I_P| \leq \sum_{P^* \in B} \sum_{P \in P'_k(P^*)} |I_P| \leq 2^k \sum_{P^* \in B} \sum_{P \in P'_k(P^*)} |I_P| \leq 2^{-5k} \delta^{-1} \sum_{P^* \in B} \int 2^k I_{P^*} \cap N^{-1}(\omega_{P^*}^{(1)}) |f| \leq 2^{-4k} \delta^{-1} |J| \inf_j Mf.$$

To pass to the second line, note that the sets $2^k I_{P^*} \cap N^{-1}(\omega_{P^*}^{(1)})$, $P^* \in B$ are pairwise disjoint and contained in $2^{k+3} J$. Then (4.12) follows by summing over $k$.

5. Localized wave packet estimates near $L^1$

If the local $L^2$-averages of $f$ are under control, we may combine the bound of Proposition 3.11 with (3.19) in the single localized estimate

$$\|W[f] 1_P\|_{L_{x}^{2,\infty}(J,\text{size} \leq \delta)} \leq C_{t,\rho} [f]_{2,\rho}.$$  \hspace{1cm} (5.1)

The quantities $[f]_{\rho,\rho'}$ have been introduced in (3.14). This section contains the statement and main line of proof of a localized estimate for the wave packet transform in terms of local $L^p$ norms in the range $1 < p \leq 2$, with good control on the estimate as $\rho \to 1^*$. Throughout the remainder of this section, we enforce the formal assumptions of Remark 4.1 without further explicit mention.

The main result of [18], a first substitute for (5.1) outside local $L^2$, is recalled in the next proposition.

**Proposition 5.1.** Let $1 < p \leq 2$. For all $t > 1$ there exists $C_{t,p,K} > 1$ such that the following holds. Let $J$ be any interval, $f \in L_{0}^{\infty}(\mathbb{R})$ and $P \subset S$. Then

$$\|W[f 1_{3J}] 1_{P}\|_{L_{x}^{p,\infty}(J,\text{size} \leq \delta)} \leq C_{t,p,K} [f]_{p,\rho}.$$  \hspace{1cm} (5.2)

Proposition 5.1 has been used to prove sparse and localized estimates for the Carleson operator [16] and the bilinear Hilbert transform [12]. However, an inspection of the proof shows that having fixed $t > 1$, the constant $C_{t,p}$ blows up polynomially in $(p - 1)^{-1}$ as $p \to 1^*$. The next theorem, which is the main technical novelty of this work, provides us with a substitute embedding that does not blow up near $p = 1$. Remark 3.7 tells us that the norms $X_{2,\rho}^{t,\infty}$ are weaker than the ones appearing on the left hand side of Proposition 5.1. Nonetheless, the generalized Hölder inequality of Proposition 3.9 makes Theorem D applicable for our purposes.

**Theorem D.** For all $t > 1$ there exists $C_{t,K} > 1$ such that the following holds. Let $1 < p \leq 2$, $J$ be any interval, $f \in L_{0}^{\infty}(\mathbb{R})$ and $P \subset S$. Then

$$\|W[f] 1_{P}\|_{X_{2,\rho}^{t,\infty}(J,\text{size} \leq \delta)} \leq C_{t,K} [f]_{p,\rho}.$$  \hspace{1cm} (5.2)
Remark 5.2. We clarify a delicate point in the statement of Theorem D. Fixing $t$, the smoothness level of the wave packet transform, as defined in (2.2), required for Theorem D must be greater or equal to, say, $M = 10 \cdot [2^8 t]$. Theorem D will be applied below with the fixed choice $t = 2$, so that a fixed level of smoothness, say $M = 10 \cdot 2^9$, is sufficient.

Remark 5.3 (On sharpness of Theorem D). Theorem D is sharp in the sense that it captures the necessary linear growth in $p'$ of the target exponent in the left hand side. More precisely, if the function $q = q(p)$ is such that the estimate

$$
\|W[f]1_{\mathbb{P}}\|_{\chi^s_2(p),m^{(j,\text{size}_{2^s})}} \leq C[f]p,\mathbb{P}
$$

holds with a uniform constant $C$ for all $1 < p < 2$, then $\liminf_{p \to 1^+} \frac{q(p)}{p} = t$ for some $t \geq 1$. This is easily seen by testing the uniform inequality on the family of functions $f = f_n := \sum_{j=0}^{n} \text{Mod}_j \phi$ where $\phi$ is any smooth function with $\hat{\phi}(0) = 1$ and $\text{supp} \phi \subset [0, 1]$, and on the collections $\mathbb{P} = \mathbb{P}_n = \{ P : I_P = [0, 1), \omega_P = [j, j + 1), j = 1, \ldots, 4n \}$.

If the wave packet transform is replaced with its Walsh group analogue, the methods of e.g. [15] can be used to obtain the case $t = 1$ of (5.2) as well. While this does not seem to be achievable with the techniques of the present paper for the Fourier case, we stress that being able to take $t = 1$ in (5.2) would not lead to any improvements in our quantified estimates for the Carleson operator.

The proof of Theorem D occupies the remainder of this section and is structured as follows. Subsection 5.4 introduces a generalization of the wavelet classes $\Phi^M(P)$ of (2.1) where the compact frequency support assumption is relaxed to requiring instead vanishing moments with respect to a fixed frequency.

5.4. Relaxed wavelet classes. For an interval $I \subset \mathbb{R}$ and $\xi \in \mathbb{R}$, define the normalized classes

$$
\Theta^M_1(I, \xi) := \left\{ \text{Mod}_\xi \text{Tr}_{\text{sc}(I)} \text{Dil}_{\text{sc}(I)}^1 \vartheta : \vartheta \in \Phi^M \right\},
$$

$$
\Theta^M_0(I, \xi) := \left\{ \text{Mod}_\xi \text{Tr}_{\text{sc}(I)} \text{Dil}_{\text{sc}(I)}^1 \vartheta : \vartheta \in \Phi^M, \hat{\vartheta}(0) = 0 \right\}.
$$

As usual we drop the $M$ when irrelevant or clear from context. If $P \in \mathbb{S}$ is a tile and $\phi_P \in \Phi(P)$ we have the inclusions

$$
\xi \in \omega_p^{\mathbb{P}(x)} \implies \phi_P \in C_\kappa \Theta_1(I_P, \xi), \quad \xi \in \omega_p^{\mathbb{P}(x)} \setminus \omega_P \implies \phi_P \in C_\kappa \Theta_0(I_P, \xi).
$$

The next lemma is a restatement of [18, Lemma 5.2].

Lemma 5.5. Suppose $t \in \{0, 1\}$, $\phi \in \Theta^M_1(I, \xi)$, and $K \geq 1$. Then

$$
\phi = \psi + K^{-M} \psi, \quad \psi, v \in C_M \Theta^M_1(I, \xi), \quad \text{supp} \psi \subset KI.
$$

Remark 5.6. Let $P$ be a tile, and suppose either $t = 1$, $\xi \in \kappa \omega_P$ or $t = 0$, $\xi \in \kappa \omega_P \setminus \omega_P$. Then Lemma 5.5 may be iterated to deduce the expansion of $\varphi_P \in \Phi^M(P)$

$$
\varphi_P = \sum_{k \geq 0} 2^{-Mk} \varphi_{P,k,\xi}, \quad \varphi_{P,k,\xi} \in C_M \Theta^M_1(I_P, \xi), \quad \text{supp} \varphi_{P,k,\xi} \subset 2^k I_P.
$$

The expansion (5.3) is the form of Lemma 5.5 we will use in the sequel.
5.7. **Space-frequency decomposition on minimal tiles.** Our aim in this paragraph is to provide a space-frequency decomposition induced by a finite collection of spatial intervals \( I \subset \mathcal{D} \), where \( \mathcal{D} \) is a fixed dyadic grid. The definition also involves a dilation factor \( K \geq 1 \).

The spatial components of the forthcoming decomposition will come from the collection \( \mathcal{I} \subset \mathcal{D} \), where

\[
\mathcal{I} := \{ G \in \mathcal{D} : 9K^2G \nsubseteq I \text{ for all } I \in \mathcal{I} \}.
\]

When clear from context, the subscript \( K \) is dropped from the notation. The following properties, which will be of use to us below, are straightforwardly deduced from (5.4).

(i) If \( O \subset \mathbb{R} \) is an open set, then \( CZ_K(\mathcal{J}, O) := \{ G \in CZ_K(\mathcal{J}) : G \subset O \} \) partitions \( O \) up to a set of zero measure.

(ii) The collection \( \{ 3G : G \in CZ_K(\mathcal{J}) \} \) has finite overlap.

(iii) If \( J \in \mathcal{J} \), \( G \in CZ_K(\mathcal{J}) \) and \( G \notin 9KJ \) then \( G \subset \mathbb{R} \setminus 3KJ \).

(iv) If \( J \in \mathcal{J} \), \( G \in CZ_K(\mathcal{J}) \) and \( G \subset 3KJ \) then \( Kt_G \leq t_j \).

(v) Whenever \( h \in L^\infty_0(\mathbb{R}) \) say, there holds

\[
\sup_{J \in \mathcal{J}} \inf_{G \in CZ_K(\mathcal{J})} Mh(j, G) \leq \sup_{J \in \mathcal{J}} \inf_{G \in CZ_K(\mathcal{J})} K^2 \sup_{J \in \mathcal{J}} \inf_{G \in CZ_K(\mathcal{J})} Mh(j, G).
\]

The corresponding collection of **minimal space-frequency tiles** is then defined by

\[
\mathcal{M} = \mathcal{M}(\mathcal{J}) := \left\{ G \times \left[ \xi, \xi + \frac{1}{t_G} \right] : G \in CZ(\mathcal{J}), \xi \in \frac{Z}{t_G} \right\} \subset \mathbb{S}_{\mathcal{D} \times \mathcal{D}_0}.
\]

It is clear that \( \mathcal{M} \) depends on \( \mathcal{J} \), but we choose to keep the latter implicit in the notation when clear from context. Pick \( \eta \in S(\mathbb{R}) \) with \( \text{supp} \eta \subset (-1, 1) \) and \( \eta(0) = 1 \). For \( P \in \mathcal{M} \) define the approximate projection operator \( \Pi_P \), acting on \( f \in L^2(\mathbb{R}) \) by

\[
\Pi_P f := [f1_{P}] * \eta_P, \quad \eta_P := \text{Mod}_{\text{infop}} \text{Di}_1^{\text{scP}(P)} \eta.
\]

The Poisson summation formula tells us that

\[
f = \sum_{P \in \mathcal{M}} \Pi_P f
\]

with convergence in \( L^2(\mathbb{R}) \) and almost everywhere. The decomposition (5.6) is approximately space-frequency localized in the sense that

\[
\text{supp} \Pi_P f \subset 3I_P, \quad \Pi_P f \in C[f]_1 \Theta(I_P, \epsilon_{op})
\]

for some absolute constant \( C \). The approximate projection onto the space-frequency region associated to some \( \mathcal{W} \subset \mathcal{M} \) is then defined, for say \( f \in L^2(\mathbb{R}) \), by

\[
\Pi_{\mathcal{W}} f := \sum_{P \in \mathcal{W}} \Pi_P f.
\]

Below, whenever \( \mathcal{W} \subset \mathcal{M} \), by

\[
\mathcal{W}[G] = \{ P \in \mathcal{W} : I_P = G \}
\]

we indicate the tiles of \( \mathcal{W} \) having a fixed spatial interval \( G \in CZ_K(\mathcal{J}) \).
5.8. **Main line of proof of Theorem D.** This paragraph reduces Theorem D to a Calderón-Zygmund type decomposition of \( f \) with respect to an arbitrary family of top data. Details are as follows. To prove the estimate of Theorem D, having fixed 
\[
\mathcal{P} \subset \mathcal{A}^f \text{ finite, } \emptyset \subset A \subset \mathcal{A}^f, \mu^{|K|}(A) =: N < \infty,
\]
we need to prove the control
\[
\| W[f]1_{\mathcal{P} \cap A} \|_{L^{2,\infty}(J, \kappa, \text{size}_{2,*})} \leq N^{\frac{1}{2} + \frac{\kappa}{p'}} [f]_{p,\mathcal{P}} \tag{5.8}
\]
for \( f \in L_0^\infty(\mathbb{R}) \). If \( N \leq 1 \) then (5.8) follows immediately from an application of Proposition 3.11 and (3.8). We deal with the difficult case \( N > 1 \). To do so, we select an almost optimal collection of trees \( \mathcal{T} \subset \mathcal{T}^J,* \) covering \( A \), that is
\[
A \subset \bigcup_{T \in \mathcal{T}} T, \quad \sum_{T \in \mathcal{T}} |T| \leq 2N|J|, 
\]
and denote by \( \mathcal{F} = \{(I_T, \xi_T) : T \in \mathcal{T}\} \) the corresponding collection of top data. Relying on the collection \( \mathcal{F} \), for a given \( f \in L_0^\infty(\mathbb{R}) \), we produce the decomposition
\[
f = g + b, \tag{5.9}
\]
\[
\|g\|_2 \leq C_1 |J|^\frac{1}{2} N^{\frac{1}{2} + \frac{\kappa}{p'}} [f]_{p,\mathcal{P}}, \tag{5.10}
\]
\[
\|W[b]1_{\mathcal{P} \cap A}\|_{L^{\infty}(J, \kappa, \text{size}_{2,*})} \leq C_1 N^{-\frac{\kappa}{p'}} [f]_{p,\mathcal{P}}, \tag{5.11}
\]
where the constant \( C_1 \) depends only on the fixed parameter \( t > 1 \) and is allowed to vary at each occurrence. With (5.10)-(5.11) in hand, we use quasi-subadditivity of the \( L^{2,\infty}(J, \kappa, \text{size}_{2,*}) \)-quasinorm to obtain
\[
\| W[f]1_{\mathcal{P} \cap A} \|_{L^{2,\infty}(J, \kappa, \text{size}_{2,*})} \leq 2 \| W[g]1_{\mathcal{P} \cap A} \|_{L^{2,\infty}(J, \kappa, \text{size}_{2,*})} + 2 \| W[b]1_{\mathcal{P} \cap A} \|_{L^{2,\infty}(J, \kappa, \text{size}_{2,*})} \leq 2 \| W[g] \|_{L^{2,\infty}(J, \kappa, \text{size}_{2,*})} + 4 \| W[b]1_{\mathcal{P} \cap A} \|_{L^{\infty}(J, \kappa, \text{size}_{2,*})} N^{\frac{1}{2}} \leq C |J|^{-\frac{1}{2}} \|g\|_2 + C_1 N^{\frac{1}{2} + \frac{\kappa}{p'}} [f]_{p,\mathcal{P}} \leq C_1 N^{\frac{1}{2} + \frac{\kappa}{p'}} [f]_{p,\mathcal{P}}. \]
To pass to the second line, we have employed monotonicity on both terms and (3.8). The subsequent bound follows from an application of Proposition 3.14, in particular (3.19) and by taking advantage of (5.11), while the final estimate is a consequence of (5.10). This completes the proof of (5.8), and in turn of Theorem D, up to actual construction of the splitting \( f = g + b \) with properties (5.10)-(5.11). This task is conducted in the upcoming paragraphs. The first step towards (5.10)-(5.11) is to construct a suitable collection of minimal space-frequency tiles adapted to the collection \( \mathcal{P} \). To do so, take
\[
\mathcal{J} = \{J \in \mathcal{D} : J = I_P \text{ for some } P \in \mathcal{P}\}
\]
in (5.4). The choice of the constant \( K \geq 1 \) depends on \( N, p \) and \( t \) and will be made explicit in (5.23) below. From now on, \( \mathcal{M} = \mathcal{M}(\mathcal{J}) \) refers to the collection obtained from (5.5) for this choice of \( \mathcal{J}, K \). Note that the spatial components of the tiles in \( \mathcal{M} \) come from the collection \( CZ_K(\mathcal{J}) \). This fact will be employed in the proof quite a few times.

Below, the notation \( T \) is used, with meaning clear from context, for both the top data pair itself \( T = (I_T, \xi_T) \in \mathcal{F} \) and to the set \( T = T(I_T, \xi_T) = \{P \in \mathcal{P} : I_P \subset I_T, \xi_T \in \omega^p_I\} \). The
collection of top data $\mathcal{F}$ induces a certain decomposition of the minimal tiles $\mathcal{M}$, as follows. First, the principal region $Q$ is defined by

\begin{equation}
Q = \bigcup_{T \in \mathcal{F}} \left\{ Q \in \mathcal{M} : \text{scl}(Q) \mid \inf \omega_Q - \xi_T \mid \leq K, I_Q \subset 3KI_T \right\}.
\end{equation}

Each $T = (I_T, \xi_T) \in \mathcal{F}$ then partitions the tail region $\mathcal{M} \setminus Q$ into the two components

\begin{align}
Q'(T) &:= \left\{ Q \in \mathcal{M} \setminus Q : \text{scl}(Q) \mid \inf \omega_Q - \xi_T \mid > K \right\}, \\
Q''(T) &:= \left\{ Q \in \mathcal{M} \setminus Q : \text{scl}(Q) \mid \inf \omega_Q - \xi_T \mid \leq K \right\}
\end{align}

roughly corresponding to the frequency tails and spatial tails with respect to $T$. The definitions guarantee that $\mathcal{M} = Q \cup Q'(T) \cup Q''(T)$ for each $T \in \mathcal{F}$.

### 5.9. Space-frequency tail estimates

The following technical lemma, via a suitable decomposition, shows how the action of the (adjoint) frequency tails projection $\Pi_{Q'(T)}^*$ on wave packets localized to $T$ is exponentially small in the separation parameter $K$.

**Lemma 5.10.** Let $M$ be a large integer. There exists a positive constant $C = C(M)$ and a decomposition

$$
\Pi_{Q'(T)}^* = \Pi_{Q'(T)}^{*, \text{avg}} + \Pi_{Q'(T)}^{*, \text{osc}}
$$

with the following properties.

(i) For each pair $f, g \in L^2(\mathbb{R})$, there exists $h \in L^2(\mathbb{R})$ such that $|h| \leq C|f|$ and

\begin{equation}
\langle f, \Pi_{Q'(T)}^{*, \text{avg}} g \rangle = K^{-M} \langle h, g \rangle.
\end{equation}

(ii) If $I \in D$, the pointwise inequality

\begin{equation}
\sum_{P \in T, |P| < 1} \left| \Pi_{Q'(T)}^{*, \text{osc}} \phi_P \right| \leq C K^{-\frac{M}{12}} \chi_I^M
\end{equation}

holds for each $L^\infty$-normalized collection $\{ \phi_P : P \in T, |P|^{-1} \phi_P \in \Theta_M^1(I_P, \xi_T) \}$.

**Proof.** With the notation of (5.7),

$$
\Pi_{Q'(T)}^* = \sum_{G \in C \mathcal{Z}_K(F)} \left[ f \ast \left( \mathcal{Z}_G(-\cdot) \right) \right] 1_G, \quad \mathcal{Z}_G := \sum_{Q \in Q'(T)[G]} \eta_Q.
$$

The claimed decomposition is

\begin{align}
\Pi_{Q'(T)}^{*, \text{avg}} f &:= \sum_{G \in C \mathcal{Z}_K(F)} \mathcal{Z}_G(\xi_T) \left( 1_G f \right), \quad \Pi_{Q'(T)}^{*, \text{osc}} f := \Pi_{Q'(T)}^{*, \text{poly}} f + \Pi_{Q'(T)}^{*, \text{cancel}} f, \\
\Pi_{Q'(T)}^{*, \text{poly}} f &:= \sum_{G \in C \mathcal{Z}_K(F)} 1_G \int \text{Mod}_x \overline{f} \left[ P_n^\ell \mathcal{Z}_G(\xi_T) - \mathcal{Z}_G(\xi_T) 1_\mathbb{R} \right], \\
\Pi_{Q'(T)}^{*, \text{cancel}} f &:= \sum_{G \in C \mathcal{Z}_K(F)} 1_G \int \text{Mod}_x \overline{f} \left[ \mathcal{Z}_G - P_n^\ell \mathcal{Z}_G \right]
\end{align}
where $n := \frac{M}{10}$ and $\mathcal{P}_n^\xi (\mathcal{Z}_G)$ is the order $n$ Taylor polynomial of $\mathcal{Z}_G$ centered at $\xi_T$. First, observe that (5.14) follows by taking advantage of the trivial estimate

\[(5.16) \quad \left| \partial^v (\mathcal{Z}_G)(\xi_T) \right| \leq M, K^{-M}(\ell_G)^v, \]

and subsequently setting

\[(5.17) \quad h := \frac{1}{K^{-M}} \sum_{G \in \mathcal{C}_K(\mathcal{J})} \mathcal{Z}_G(\xi_T)(1_Gf) \Rightarrow |h| \leq M |f|. \]

As an intermediate step towards (5.15), we first prove a preliminary result under a temporary spatial compact support assumption. Namely, for $i \in \{\text{poly}_n, \text{cancel}_n\}, \Pi_{Q(\mathcal{T})}^{i, \mathcal{G}}$ has the property that if $\varphi_P \in \Theta_i^M(I_P, \xi_T)$ with supp $\varphi_P \subset \Delta I_P$

\[(5.18) \quad \left| \Pi_{Q(\mathcal{T})}^{i, \text{poly}_n} \varphi_P \right| \leq \ell_i^M \Delta_{K^{-n}} \sum_{m=1}^{n} \sum_{G \in \mathcal{C}_K(\mathcal{J})} 1_G \left( \frac{\ell_G}{\ell_i} \right)^m \]

\[(5.19) \quad \left| \Pi_{Q(\mathcal{T})}^{i, \text{cancel}_n} \varphi_P \right| \leq \ell_i^M \Delta \sum_{G \in \mathcal{C}_K(\mathcal{J})} 1_G \left( \frac{\ell_G}{\ell_i} \right)^{n+1} \]

We check (5.18). The adaptation $|\varphi_P| \leq \Delta_{\mathcal{X}_{w, \xi_T}^M}^\mathcal{T}$ allows us to estimate

\[(5.20) \quad \left\| (\xi - \xi_T)^j \varphi_P \right\|_1 \leq \left( \int_{|\xi - \xi_T|^2 |\leq \ell_i^P} |\xi - \xi_T|^j \right) + \left( \int_{|\xi - \xi_T|^2 > \ell_i^P} |\omega_P^M| |\xi - \xi_T|^j |\right) \leq K(\ell_i^P)^{-(j+1)} \]

for $1 \leq j \leq n+1$. Combining (5.20) with (5.16) yields (5.18). Finally, an application of (5.20) for $j = n+1$ yields (5.19). In order to prove (5.15), apply Remark 5.3 to write $\phi_P$ as rapidly decaying superposition of wave packets with compact support and use the intermediate estimate (5.18) as

\[(5.21) \quad \sum_{k \geq 0} 2^{-M/2} \sum_{P \in T} \left| \Pi_{Q(\mathcal{T})}^{i, \text{osc}} \phi_{P, k, \xi_T} \right| \leq \sum_{k \geq 0} 2^{-M/2} 2^{k(n+1)} \sum_{P \in T} \sum \left| \Pi_{Q(\mathcal{T})}^{i, \text{osc}} \phi_{P, k, \xi_T} \right| \leq K^{-\frac{M}{10}} \sum_{k \geq 0} 2^{-M/2} \sum_{P \in T} \left| \Pi_{Q(\mathcal{T})}^{i, \text{osc}} \phi_{P, k, \xi_T} \right| \leq K^{-\frac{M}{10}} \sum_{k \geq 0} 2^{-M/2} \sum_{G \in \mathcal{C}_K(\mathcal{J})} 1_G \left( \frac{\ell_G}{2k \ell_i} \right). \]

The proof of (5.15) is then completed by summing up, and taking advantage of the next two observations. First, when $G \in \mathcal{C}_K(\mathcal{J})$ and $j \in \mathbb{Z}$ the cardinality estimate

$$\# \left\{ P \in T : 3G \subset 3 \cdot 2^k I_P, \text{scl}(P) = 2^j \right\} \leq (k + 2) 2^k$$

holds uniformly in $j, G$. Next, when $G \in \mathcal{C}_K(\mathcal{J}), J \subset \mathcal{J}$ and $3G \cap 2^k J \neq \emptyset$, then $G \subset 3 \cdot 2^k J$ necessarily, and in particular $3K^2 \ell_G \leq \ell_{2^k J}$. Therefore, the counting estimate in the last display
allows us to perform a single scale analysis in the innermost sum of (5.21), and using the disjointness of $G \in CZ(\mathcal{J})$, we can estimate (5.21) by

$$K^{-\frac{M}{M}} \sum_{k \geq 0} 2^{-\frac{M}{M} k} 1_{2^k \rightarrow 1} \lesssim K^{-\frac{M}{M}} \chi_I^t$$

Finally, the proof of the lemma is finished by taking $C(M)$ to be the larger of the two implied constants in (5.17), (5.22).

Lemma 5.11. If $f \in L^\infty_0(\mathbb{R})$ and $T \in \mathcal{F}$ there holds

$$\text{size}_{2,*,K}(W[\Pi_{I\setminus Q}(f)], T) \lesssim K^{-\frac{M}{M}} [f]_{1,\mathcal{F}}.$$  

Proof. The proof is carried by splitting $\Pi_{I\setminus Q}$ into frequency and spatial tails. Namely,

$$\Pi_{I\setminus Q} f = \Pi_{Q}(T) f + \Pi_{Q''}(T) f,$$

and it suffices to check that

$$\max_{i \in \{*,''\}} \text{size}_{2,*,K}(W[\Pi_{Q''}(T) f], T) \lesssim K^{-\frac{M}{M}} [f]_{1,\mathcal{F}}$$

The case $i = '$ is dealt with first. By identical considerations to those from the proof of Proposition 3.11, it suffices to bound

$$\left\| \sum_{P \in T'} |I_P| \langle f, \Pi_{Q''(T)}^* \phi_P \rangle h_{|I_P|} \right\|_{1,\infty} \leq K^{-\frac{M}{M}} [f]_{1,\mathcal{F}} |I|$$

for an arbitrary interval $I \in \mathcal{D}$, lacunary tree $T' \subset T$, and collection $\{\phi_P \in \Phi(P) : P \in T'\}$. To this purpose, Lemma 5.10 entails

$$\left\| \sum_{P \in T'} |I_P| \langle f, \Pi_{Q''(T)}^* \phi_P \rangle h_{|I_P|} \right\|_{1,\infty} \leq K^{-\frac{M}{M}} \left\| f \chi_I^t \right\|_{1,\mathcal{F}} \leq K^{-\frac{M}{M}} |I| [f]_{1,\mathcal{F}}.$$  

Furthermore, (5.14) of Lemma 5.10 may be used to find $|h| \leq C |f|$ such that the estimate

$$\left\| \sum_{P \in T'} |I_P| \langle f, \Pi_{Q''(T)}^* \phi_P \rangle h_{|I_P|} \right\|_{1,\infty} \leq K^{-M} |I| [h]_{1,\mathcal{F}} \leq K^{-M} |I| [f]_{1,\mathcal{F}}$$

holds. This completes the handling of the term $i = '$. The term $i = '"$ is much easier, The definition of $Q''(T)$ guarantees that $\sup \Pi_{Q''(T)} f \cap K_I T = \emptyset$. Therefore, an application of Lemma 3.11 in the first step yields

$$\text{size}_{2,*,K}(W[\Pi_{Q''(T)} f], T) \lesssim K^{-\frac{M}{M}} \|\Pi_{Q''(T)} f\|_{\infty}.$$  

while properties (ii) and (v) of the spatial intervals $CZ_K(\mathcal{J})$ guarantee the bound

$$\|\Pi_{Q''(T)} f\|_{\infty} \lesssim K \sup_{G \in CZ_K(\mathcal{J})} \inf_{G(f)} M(f) \lesssim K^{3} [f]_{1,\mathcal{F}}.$$  

The claim of the lemma for the $Q''(T)$ component is then an immediate consequence of the last two displays. $\square$
5.12. Conclusion of the proof. The choices
\begin{equation}
K := \mathcal{N}^\frac{\| f \|_2}{M}, \quad M := M(t) = 10 [2^k t']
\end{equation}
and the decomposition (5.9) are now made explicit. The choice of $M$, anticipated in Remark 5.2, ensures (5.10), (5.11) both hold. In view of the minimal tiles expansion (5.6), set in (5.9)
\[ g := \Pi_Q f, \quad b := \Pi_{\mathcal{M}\setminus Q} f. \]

Turn to the verification of (5.10)-(5.11). For the first, write
\[ \Pi_Q f = \sum_{G \in CZ_k(J)} \Pi_{Q[G]} f = \sum_{G \in CZ_k(J)} (f 1_G) \ast U_G, \quad U_G := \sum_{P \in Q[\mathcal{G}]} \eta_P. \]

A straightforward use of Plancherel’s theorem entails that $\| \Pi_{Q[G]} \|_{2 \to 2} \leq 1$. Furthermore, observe that $U_G$ is a sum of $\# Q[G]$ Schwartz functions uniformly adapted to disjoint intervals of length $\ell_G^{-1}$, leading to the estimates
\[ \left\| U_G \right\|_1 \leq \frac{\# Q[G]}{\ell_G}, \quad \left\| U_G \right\|_\infty \leq 1 \implies \left\| \Pi_{Q[G]} \right\|_{p \to 2} \leq \left( \frac{\# Q[G]}{\ell_G} \right)^{\frac{1}{2} - \frac{1}{2}} \]
where the implication is obtained by log-convexity, Young’s inequality, and finally Riesz-Thorin interpolation of the $(2, 1)$ and $(2, 2)$ estimates. Preliminarily, also note
\begin{equation}
\# Q[G] \leq 3K \inf_G \sum_{T \in T} 1_{3Kf T} \quad \forall G \in CZ_k(J).
\end{equation}

Estimate (5.10) then follows by combining (5.24), the fact that $\supp \Pi_{Q[G]} f \subset 3G$ and the finite overlap (ii) of $\{3G : G \in CZ_k(J)\}$ in the string of inequalities
\[ \left\| \Pi_Q f \right\|_2 \leq \left( \sum_{G \in CZ_k(J), G \subset 3Kf T} \left\| \Pi_{Q[G]} f \right\|_2^2 \right)^{\frac{1}{2}} \leq |J|^{\frac{1}{2} K^{\frac{1}{2}}} \left( \sum_{T \in T} |f_T| \right)^{\frac{1}{2} - \frac{1}{p}} [f]_{p, \mathcal{P}} \]
\[ \leq |J|^{\frac{1}{2}} N^{\frac{1}{2} - \frac{1}{p}} [f]_{p, \mathcal{P}} \]
as claimed. For the property (5.11), by Lemma 3.12 it suffices to check that for each $T \in T$ there holds
\[ \text{size}_{2, \ast}(\Pi_{\mathcal{M}\setminus Q} f, T) \leq N^{-\frac{1}{p}} [f]_{p, \mathcal{P}}. \]

Taking notice of the relation between $M$ and $t$ in (5.23), this was proved in Lemma 5.11.

6. Proof of Theorem B

Fix a tiling $\mathbb{S} = \mathbb{S}_{D, D'}, f_j \in L^\infty_0(\mathbb{R}), j = 1, 2$. The crux of the matter is to establish the estimate
\begin{equation}
\sup_{P \in \mathcal{S}, \text{finite}} C_P(f_1, f_2) \lesssim \frac{1}{\varepsilon} \left\| M(\downarrow_1) (f_1, f_2) \right\|_1
\end{equation}
with implied constant independent of $\varepsilon > 0$, referring to the model sums (2.9). In fact, if $C$ stands for (1.3), in view of (2.6), the form $\langle Cf_1, f_2 \rangle$ is controlled by the sum of $\lesssim 1$ terms of the type appearing in the left hand side of (6.1). The same sparse bound for the periodic operator (1.5) then follows from (1.4) via a standard transference type argument based on the Stein-Weiss lemma, see e.g [47, Appendix A].
We turn to the proof of (6.1), fixing $0 < \varepsilon \leq \frac{1}{2}$, and a finite collection $\mathbb{P} \subset \mathbb{S}$. To unify notation below, it is convenient to write $q_1 = \frac{1}{1-\varepsilon}$, $q_2 = 1$ and $\tilde{q} = (q_1, q_2)$ below. Let $Q \subset \mathcal{D}$ be a partition of $\mathbb{R}$ with the property that $\text{supp} f_j \subset 3Q$ for $j = 1, 2$, $Q \in Q$. For each $Q \in Q$, define $S_0(Q) = \{Q\}$ and inductively for $m \geq 0$

$$\mathcal{B}(S) := \text{maximal } B \in \mathcal{D} \text{ with } B \subset S \cap \bigcup_{j=1}^{2} \{M_{q_j} [f_j 1_{3S}] > \Theta (f_j q,j_3S)\}, \quad S \in S_m(Q),$$

$$S_{m+1}(Q) := \bigcup_{S \in S_m(Q)} \mathcal{B}(S).$$

Finish by setting $S := \bigcup_{Q \in Q} \bigcup_{m \geq 0} S_m(Q)$. Note that the sets $\{E_S : S \in \mathcal{S}\}$ defined by $E_S := S \setminus \bigcup\{B : B \in \mathcal{B}(S)\}$ are pairwise disjoint, and the packing condition

$$\sum_{B \in \mathcal{B}(S)} |B| \leq \frac{1}{4} |S|, \quad S \in \mathcal{S}$$

which holds provided the absolute constant $\Theta$ is picked suitably large, guarantees that $|S| \leq 2|E_S|$ for all $S \in \mathcal{S}$. Also, the iterated stopping interval nature of the collection $\mathcal{S}$ yields

$$\sup_{I \subset S} \inf_{l \notin \mathcal{B}(S)} M_{q_j,f_j} \lesssim \langle f_j \rangle_{q,j,3S}, \quad S \in \mathcal{S}, \quad j = 1, 2.$$ 

Therefore, the partition

$$\mathbb{P} = \bigcup_{S \in \mathbb{S}} \mathbb{P}(S), \quad \mathbb{P}(S) := \left\{ P \in \mathbb{P} : I_P \subset S, I_P \notin \bigcup_{B \in \mathcal{B}(S)} B \right\}$$

inherits the property

(6.2) 

$$\langle f_j \rangle_{q,j,\mathbb{P}(S)} \lesssim \langle f_j \rangle_{q,j,3S}, \quad S \in \mathcal{S}, \quad j = 1, 2.$$ 

By virtue of (3.22), we may apply Proposition 3.9 with $p_1 = 2q_1' = \frac{2}{\varepsilon}$, $a = 2$ and $p_2 = 1$ in the second step, and pass to the second line through an appeal to Theorem D with $t = 2$ and $p = q_1$ for $W$, and Proposition 4.1 for $A$, obtaining

$$C_{\mathbb{P}} (f_1, f_2) = \sum_{S \in \mathcal{S}} C_{\mathbb{P}(S)} (f_1, f_2) \lesssim \frac{1}{\varepsilon} \sum_{S \in \mathcal{S}} |S| \left\| W[f_1] 1_{\mathbb{P}(S)} \right\|_{X^2(\mathcal{S})} \left\| A[f_2] 1_{\mathbb{P}(S)} \right\|_{L^1(\mathcal{S})} \lesssim \frac{1}{\varepsilon} \sum_{S \in \mathcal{S}} |S| \prod_{j=1,2} \langle f_j \rangle_{q,j,\mathbb{P}(S)} \lesssim \frac{1}{\varepsilon} \sum_{S \in \mathcal{S}} |E_S| \inf_{E_S} M_{\tilde{q}} (f_1, f_2) \lesssim \frac{1}{\varepsilon} \left\| M_{\tilde{q}} (f_1, f_2) \right\|_1.$$ 

The middle almost-inequality in the last line relies on (6.2) as well as $|E_S| \gtrsim |S|$, while the final step is due to the pairwise disjointness of $E_S$, $S \in \mathcal{S}$. The proof is thus complete.

7. Proof of Theorem C

7.1. Rank 1 forms. This paragraph devises a reformulation, within our framework, of the trilinear forms discretizing multipliers with singularity along a rank one subspace, such as the bilinear Hilbert transforms. Although these date back in essence to the works of Lacey-Thiele [30,31], they appear in a form closer to ours in [43]. The main change in our definition
with respect to the usual one is that our does not involve multi-tiles, at least explicitly, to avoid reformulating outer $L^p$-spaces and use our embedding theorems in the most direct way possible.

Fix $\kappa \geq 1$, two dual dyadic grids $\mathcal{D}, \mathcal{D}'$ and the tiling $\mathbb{S} = \mathbb{S}_{\mathcal{D},\mathcal{D}'}$. Our construction, similarly to [43], relies on the two order relations on $\mathbb{S}$

\[ P \leq_\kappa P' \iff I_p \subset I_{p'}, \omega_p^{(\kappa)} \subset \omega_{p'}^{(\kappa)}, \quad \kappa \geq 1, \]
\[ P \leq'_\kappa P' \iff P \leq_\kappa P' \text{ and } P \not\subset_\kappa P', \quad \kappa \geq 2. \]

Note that $\leq_\kappa$ has been already defined in (4.3) and is recalled here for the reader’s convenience. Let $\kappa \geq 10$, $\mathbb{P}$ be a finite subset of $\mathbb{S}$ with scales separated by a factor of $2^{5\kappa}$, and $\eta = (\eta_1, \eta_2, \eta_3) : \mathbb{P} \to \mathbb{S} \times \mathbb{S} \times \mathbb{S}$ have the properties

r1. the components $\eta_j : \mathbb{P} \to \mathbb{S}$ are injective maps for $j = 1, 2, 3$;

r2. $I_{\eta_j(p)} = I_p$ for $j = 1, 2, 3$;

r3. if $P, P' \in \mathbb{P}$ are such that $\eta_j(P) \leq_\kappa \eta_j(P')$ for some $j \in \{1, 2, 3\}$ then $\eta_k(P) \leq_\kappa \eta_j(P')$ for all $k \in \{1, 2, 3\}$;

r4. if $P, P' \in \mathbb{P}$ are such that $\eta_j(P) \leq_\kappa \eta_j(P')$ for some $j \in \{1, 2, 3\}$ then $\eta_k(P) \leq_\kappa \eta_k(P')$ for all $k \in \{1, 2, 3\}$, and in fact $\eta_k(P) \leq_\kappa \eta_k(P')$ for at least two indices $k \in \{1, 2, 3\}$.

It is convenient to denote by $\mathbb{P}_j, j \in \{1, 2, 3\}$ the ranges of $\eta_j$. The rank 1 form of parameter $\kappa$ associated to $\eta$ and $Q \subset P$ acts on a triple $f_j \in L^\infty_\mathbb{Q}(\mathbb{R})$ by

\[ \Lambda_{\eta,Q}(f_1, f_2, f_3) = \sum_{P \in Q} |I_P| \prod_{j \in \{1,2,3\}} W[f_j](\eta_j(P)) \]

where $W$ stands for the wave packet transform (2.2).

A typical example of map $\eta$ satisfying r1. to r4. and thus giving rise to rank 1 forms is the following. Let $\Gamma'$ be a 1-dimensional subspace of $\Gamma = \{ \xi \in \mathbb{R}^3 : \xi_1 + \xi_2 + \xi_3 = 0 \}$ as in the statement of Theorem C and $Q \subset \mathcal{D}' \times \mathcal{D}' \times \mathcal{D}'$ be a finite collection satisfying

\[ g_1. \, \ell_{Q_1} = \ell_{Q_2} = \ell_{Q_3} \in 2^{H+\varepsilon} \text{ for all } Q = Q_1 \times Q_2 \times Q_3 \in Q, \]
\[ g_2. \, Q \cap \Gamma \neq \emptyset \text{ for all } Q \in Q, \]
\[ g_3. \, K_\ell_{Q_1} \leq \text{dist}(Q, \Gamma') \leq K^{1/2} \ell_{Q_1} \text{ for all } Q \in Q. \]

for parameters $H, K \in \mathbb{N}$ and $\varepsilon \in \{0, \ldots, H - 1\}$. If $H, K$ are sufficiently large parameters depending on $\Gamma'$, conditions g1. to g3. tell us that the collection $\{Q \in Q : Q = Q_1\}$ has at most one element for each $\omega \in \mathcal{D}'$, see e.g. [43, Lemma 6.2]. If such collection is nonempty, we may then write $Q = \omega \times Q_2(\omega) \times Q_3(\omega)$ for its unique element. Of course, the index $j = 1$ can be replaced by any other index in a symmetric statement. In this setting, if $\mathbb{P} = \mathbb{P}_1$ is a finite subset of $\{P \in \mathbb{S} : \omega_P = Q_1 \text{ for some } Q \in Q\}$ the map

\[ \eta : \mathbb{P} \to \mathbb{S} \times \mathbb{S} \times \mathbb{S}, \quad \eta(P) = (P, I_P \times Q_2(\omega_P), I_P \times Q_3(\omega_P)) \]

satisfies r1. to r4. The usual model sum reduction of [43] may be then summarized in the statement that the singular multipliers (1.13) lie in the closed convex hull of rank 1 forms as defined above, with parameter $\kappa$ chosen sufficiently large depending on the parameter $K$ in g3. Therefore Theorem C will follow from the estimate

\[ (7.1) \quad \Lambda_{\eta,\mathbb{P}}(f_1, f_2, f_3) \leq \frac{C}{\varepsilon(\mathbb{P})} \|M_\mathbb{P}(f_1, f_2, f_3)\|_1 \]
uniformly over all rank 1 forms, for all tuples \( \vec{p} = (p_1, p_2, p_3) \) satisfying the conditions in (1.14). Symmetry in the indices \( p_1, p_2, p_3 \) and a complex interpolation argument allow us to restrict ourselves to tackling (7.1) in the extremal case \( p_1 = \frac{1}{1-p}, p_2 = 2 = p_3 \), for which \( \epsilon(\vec{p}) = \epsilon \). We do so in the next paragraph.

7.2. Using the wave packet embedding. We now prove (7.1) in the above mentioned extremal case. By eventually composing \( \eta \) with the inverse of \( \eta_1 \), we reduce to the case where \( \mathbb{P} = \mathbb{P}_1 \) and \( \eta_1 \) is the identity map. Properties r1. to r4. of the map \( \eta \) associated to a rank 1 form of fixed constant \( \kappa \) come into play via the following observation. If \( \emptyset \subset S \subset \mathbb{S}, Q \in S \), then the set

\[
S(Q) := \{ P \in S : P \lesssim_1 Q \}
\]

is a 1-tree with top \((I_Q, c_{\omega_Q})\). Property r3. tells us that the sets \( \eta_j(S(Q)) := \{ \eta_j(P) : P \in \mathbb{S}(Q) \} \) are \( \kappa \)-trees with top \( (I_{\eta_j(Q)}, c_{\omega_{\eta_j(Q)}}) = (I_Q, c_{\omega_Q}) \), \( j = 1, 2, 3 \). Furthermore, property r4. and scale separation as in the proof of Lemma 3.3 allows us to decompose

\[
S(Q) = \bigcup_{j=1}^{3} S(Q, j)
\]

with each \( S(Q, j) \) having the property that \( \eta_k(S(Q, j)) \), obviously contained in \( \eta_k(S(Q)) \), is a lacunary \( \kappa \)-tree with top \((I_Q, c_{\omega_Q})\) for \( k \in \{1, 2, 3\} \setminus \{j\} \). In accordance with this property, we define three new variants of (3.5) on the outer measure space \((\mathbb{S}^J, \mathcal{T}^{J,1}, \mu^{J,1})\). Setting for \( k = 1, 2, 3 \)

\[
\text{size}_{2+\kappa}(F, T) := \sup \left\{ \text{size}_2(F \circ \eta_k^{-1}, U) : U \subset \eta_k(T), U \text{ lacunary } \kappa \text{-tree} \right\}, \quad T \in \mathcal{T}^{J,1}
\]

we have the estimate

\[
\text{size}_1(F_1 F_2 F_3, T) \leq \prod_{k=1,2,3} \text{size}_{2+\kappa}(F_k, T), \quad \forall T \in \mathcal{T}^{J,1}.
\]

This inequality, proved at the end of this section, is our analogue of the usual tree estimate, see e.g. [43, Lemma 7.3], and it is essentially the only additional piece of machinery we were left to set up. Indeed, if \( Q \subset P \cap \mathbb{S}^J \) is arbitrary, (7.2) allows us to appeal to Proposition 3.9 with the obvious choice of exponents, and obtain the chain of inequalities

\[
\Lambda_{\eta,Q}(f_1, f_2, f_3) \leq \left\| 1_Q \prod_{k=1}^{3} (W[f_k] \circ \eta_k) \right\|_{\ell^1(\mathbb{S}^J)} \\
\leq \frac{|J|}{\epsilon} \left\| 1_Q \left( W[f_1] \circ \eta_k \right) \right\|_{L^{\infty}(\mathbb{S}^J, 1, \text{size}_{2+\kappa})} \prod_{k=2,3} \left\| 1_Q \left( W[f_k] \circ \eta_k \right) \right\|_{L^{\infty}(\mathbb{S}^J, \text{size}_{2+\kappa})} \\
\leq \frac{|J|}{\epsilon} \left\| 1_{\eta_1(Q)} \left( W[f_1] \right) \right\|_{L^{\infty}(\mathbb{S}^J, \kappa, \text{size}_{2+\kappa})} \prod_{k=2,3} \left\| 1_{\eta_k(Q)} \left( W[f_k] \right) \right\|_{L^{\infty}(\mathbb{S}^J, \kappa, \text{size}_{2+\kappa})} \\
\leq \frac{|J|}{\epsilon} \prod_{k=2,3} \left[ f_k \right]_{2, Q}.
\]

The passage to the third line follows by transport of structure, while for the subsequent step we have applied Theorem D and estimate (5.1), and used that the spatial components, and thus
the corresponding local tile norms on $Q$, are invariant under $\eta$. With (7.3) in hand, a stopping procedure akin to that devised in Section 6 easily leads to (7.1). Details are left to the interested reader.

Proof of (7.2). Let $T \in T^{J,1}$ be a 1-tree with top $(I_T, \xi_T)$, and $m(T)$ be the set of those $Q \in T$ which are maximal with respect to $\leq_1$. As $\xi_T \in \omega^{p(1)}$ for all $P \in T$, it must hold that $I_Q \cap I_{Q'} = \emptyset$ whenever $Q, Q' \in m(T)$ with $Q \neq Q'$. Clearly, $\bar{T}$ is the disjoint union of the 1-trees $\{\bar{T}(Q) : Q \in m(T)\}$. Simply from the definitions and the disjointness we just stressed

$$\text{size}_1(F, T) \leq \sum_{Q \in m(T)} \frac{|I_Q| \text{size}_1(F_I F_2 F_3, T(Q))}{|I_T|} \leq \sup_{Q \in m(T)} \text{size}_1(F, T(Q)),$$

$$\sup_{Q \in m(T)} \text{size}_{2,*,k}(F, T(Q)) \leq \text{size}_{2,*,k}(F, T)$$

where the second bound holds for $k \in \{1, 2, 3\}$ and follows by obvious inclusion considerations. The last two inequalities tell us that it suffices to prove (7.2) for $T = T(Q)$. In that case,

$$\text{size}_1(F_I F_2 F_3, T(Q)) \leq \sum_{j=1}^{3} \text{size}_1(F_I F_2 F_3, T(Q, j))$$

$$\leq \sum_{j=1}^{3} \text{size}_\infty(F_j, T(Q, j)) \prod_{k \neq j} \text{size}_2(F_k, T(Q, j))$$

$$= \sum_{j=1}^{3} \sup_{p \in T(Q, j)} \text{size}_2(F_j \circ \eta^{-1}_j, \eta_j(\{p\})) \prod_{k \neq j} \text{size}_2(F_k \circ \eta^{-1}_k, \eta_k(T(Q, j)))$$

$$\leq 3 \prod_{k=1}^{3} \text{size}_{2,*,k}(F_k, T(Q))$$

as desired. We have used in the last step the lacunarity of $\eta_k(T(Q, j))$ and of the single tile trees $\\{\{p\} : p \in T(Q, j)\}$. □
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