Classification of EEG Signals in a Seizure Detection System Using Dual Tree Complex Wavelet Transform and Least Squares Support Vector Machine
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Abstract—Epilepsy is a chronic brain disorder which affects normal neuronal activity of the brain. It results in sudden repeated episodes of higher electrical activity due to sensory disturbance. Electroencephalogram (EEG) plays an important role in the diagnosis of epilepsy. Currently, manual observation of EEG is done by experienced neurologist to diagnose epilepsy and related disorders. However, automated system is a promising method for seizure detection and diagnosis. The EEG signals recorded from the patient’s scalp are preprocessed, and classified as seizure and non-seizure based on the extracted signal features. The procedure significantly eliminates the error involved in manual observation. Due to non-linear nature of EEG, joint time-frequency methods are used to analyse the EEG signals. This paper proposes a EEG feature extraction technique using Dual Tree Complex Wavelet Transform (DTℂWT) to overcome the problem of shift variance in DWT. The estimation of improved multi-scale Permutation Entropy (IMPmEn) is done for the level-3 subband of DTℂWT. The performance of the Least Squares Support Vector Machine (LS-SVM) classifier is tested using these features and highest classification accuracy of 99.87% is obtained on the real time EEG database.

Index Terms—Dual Tree Complex Wavelet Transform, improved multiscale Permutation Entropy, Least Squares Support Vector Machine

I. INTRODUCTION

The Epilepsy is a chronic disorder of the nervous system, affecting 1% of the population worldwide [1]. It is characterized by the abnormal harmonized firing of a large number of neurons. Currently, antiepileptic drugs is the main course of treatment of epilepsy. The efficacy of antiepileptic drugs in patients with refractory epilepsy is a challenging issue for neurologists as the appearance of seizures in this type of epilepsy keeps changing from one form to another. The situation worsens when the untreated epilepsy becomes a root cause for the repeated seizure occurrence. For the care takes of epilepsy affected children or adults the challenging task is to avoid head injuries due to the random nature of seizure.

A large number of patients with the need for continuous observation of seizure conditions, several automated methods for epileptic seizure recognition have been developed using signal processing and statistical techniques [2]. In seizure detection systems, the challenge is to identify and employ the most efficient signal processing algorithm through many comparisons for the specific application. The improvement in Information Transfer Rate (ITR) is also a challenging task. The ITR of the current Brain Computer Interface (BCI) systems is up to 25 b/min [3]. The use of computationally efficient signal processing algorithms can improve the current ITR.

The research on diagnosis of epilepsy and other brain disorders using EEG was started in the year 1970. In the huge volumes of EEG data recorded from the patient’s scalp, it is repetitious and time consuming task to manually observe these signals for diagnosis. With the advent of powerful signal processing tools the development of automated system for the analysis of the EEG signals became a demanding area of research. The algorithms help in eliminating errors in diagnosis using manual observation. The joint time-frequency techniques of EEG signal analysis are powerful due to the fact that the signals are non-linear, non stationary and non-Gaussian [4]. A scheme based on approximate entropy of subbands of Discrete Wavelet Transform (DWT) to detect seizures with Artificial Neural Network (ANN) classifier is presented in [5]. Many authors have developed methods to decompose the EEG signal using time, frequency,
forms joint time-frequency and nonlinear techniques and classified the seizure and non-seizure signals using machine learning techniques. This includes Short Time Fourier Transform [6], wavelet transform [7], Empirical Mode Decomposition [8], wavelet entropy features with time delay neural networks and probabilistic neural networks [9]. When compared the performance of all the joint-time frequency based techniques, the WT is found to be the most suitable as it derive useful information from the non-stationary EEG signal. These WT techniques are mostly based on either DWT or Wavelet Packet Decomposition (WPD) [10]. However, a careful study of the fundamental difference between these two transforms is to be done define applicability in signal decomposition. The first problem is associated with the oscillations of the wavelet coefficients to the right and left of singularities as wavelets are band-pass functions. The shift variance is the second issue in which the wavelet-domain processing is complicated due to shifted singularities. The substantial aliasing due to wide spacing of the wavelet coefficients and lack of dimensionality further complicated the processing of multichannel signals. In these problems complex wavelets can provide potentially significance performance improvement over DWT.

In this paper, a method is presented based on entropy feature extraction of sub bands obtained from Dual Tree Complex Wavelet Transform (DTℂWT) [11] and classification of the features using Least Squares Support Vector Machine (LS-SVM) [12]. The improved multiscale permutation entropy parameters of 2\textsuperscript{nd} and 3\textsuperscript{rd} level sub bands of DTℂWT are computed for seizure and normal EEG data described in the section II. The feature vector is used to train and test classification performance of LS-SVM with three different kernels function parameters namely linear, polynomial, and RBF. Fig. 1 shows the block diagram of the system. The system proposed works in the framework of BCI with primary task of recording EEG signals using 10-20 international standard system. The offline processing builds a decision support system to test the online recorded signals. The primary block are feature extraction and classification of EEG signals into seizure and normal signals. The database of features build after performing experiments on training signals helps in recognising seizure condition from test EEG signals.

The remaining content is organized as follows: the section II presents data set used for classification, the DTℂWT technique and entropy feature. Section III discusses classification techniques. The implementation and results are presented in section IV. The section V concludes the work.

II. DATASET AND ANALYSIS TECHNIQUE

The seizure detection system requires two sets of data. One for training and second to test the system. The following section presents the use of real time EEG data from a total of twenty five epileptic patients. The data set includes EEG data from fifteen male and ten female patients. Another data set was collected from twenty five normal subjects. The subjects belonged to the age group of 12 to 24 years (mean age ± standard deviation: 18.15 ± 1.02 years). The neurologist and subjects had given written consent to participate in the experimentation.

A. Dataset

Fig. 2. Sample 16-channel EEG Data acquired from RMS EEG machine
The recorded EEG signal from 16 electrodes is shown in Fig. 2. The acquisition is done using RMS (Recorders and Medicare Systems) EEG-32 machine [13]. The analysis of the single channel recorded signal is done for the maximum signal recording length of 23 seconds. The recordings are pre-processed to filter noise due to eye movement using adaptive filter [14]. The electrodes were placed on scalp of subjects as per the international 10–20 standard. The duration of EEG considered for the experiment is of 4 minute with sampling rate of 250/s.

Fig. 3 shows typical 2000 samples epileptic and normal EEG signals from a single channel. The signals are divided into three epochs of 500, 1000, 2000 data samples to find the computational complexity of DTℂWT. The classifier has been separately tested for the varied signal length to assess the computational complexity in hardware implementation of the system.

\[
H(n) = \sum_{m} h(2n - m) s(m) \quad (1)
\]

\[
L(n) = \sum_{m} l(2n - m) s(m) \quad (2)
\]

Fig. 4 shows the approximate (A1-A5) and detailed (D1-D5) coefficients from a normal EEG signal using DWT. The Five levels of similar coefficients for high and low pass filters for seizure EEG signals are shown in Fig. 5. The smoothing feature of the Daubechies wavelet of order 2 made it more suitable to detect changes of the EEG signals. Therefore, in this work the wavelet coefficients were computed using the Daubechies wavelet of order 2.

**B. Dual Tree Complex Wavelet Transform (DTℂWT)**

The DWT is a technique that represents a nonlinear EEG signal using multiscale properties. The conventional DWT has a disadvantages of wavelet oscillations, shift variance and aliasing effects. In DWT a signal \( x \) is represented by \( n \) sampling points and \( h \) represents high-pass and \( l \) represent low-pass filters, \( H \) and \( L \) denote the DWT coefficients of these two sub bands (high-pass and low-pass). Then define: [15]

![Graphs showing normal and epileptic EEG data](image-url)

Fig.3. Sample EEG Data (a) epileptic (b) normal.

![Graphs showing approximate and detailed coefficients](image-url)

Fig.4. Approximate and detailed coefficients from DWT of Normal Signal.

![Graphs showing approximate and detailed coefficients](image-url)

Fig. 5 Approximate and detailed coefficients from DWT of Seizure Signal.

---
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To improve advanced property of directional selectivity which is a potential disadvantage of DWT, a dual-tree CWT has been proposed, which is implemented by two distinct 2-channel filter banks. An arbitrary selection of the scaling and wavelet filters cannot be done in the dual-tree [16]. In one tree, the wavelet and scaling filters should produce a wavelet and scaling function, which are approximate Hilbert transforms of those produced by another tree [17]. In this way, the wavelet generated from both trees and the complex-valued scaling function are approximately analytic, and are known DT\(\tilde{C}\)WT.

Fig. 6 shows the flow diagram of the forward 1D DT\(\tilde{C}\)WT for 2-decomposition scales. The real and imaginary parts of complex wavelet parameters are computed by using a dual tree of wavelet filters. The transform is directionally selective in two and higher dimensions and approximate shift invariant, which is of prime importance in the application of nonstationary and nonlinear signal analysis such as an EEG signal. A transform with a redundancy factor of 2\(^2\) has been considered in this work for 1-D EEG signals. This redundancy is much lower than the under-decimated DWT. In addition, the use of entropy based feature to represent the oscillations in the signal is an optimum choice in EEG signal analysis. In this work, the DT\(\tilde{C}\)WT algorithm is used to extract the sub bands from the input EEG signals. An improved multiscale permutation entropy is computed for 2\(^\text{nd}\) and 3\(^\text{rd}\) sub bands. The selection of features from 2\(^\text{nd}\) and 3\(^\text{rd}\) sub bands is made based on the highest oscillatory information content in the features. Thus a very constructive feature set is formed to classify the seizure and normal signal in the seizure detection system. The LS-SVM classifier is tested using the extracted entropy features from the signals. The computational complexity is considered for both decomposition and entropy calculation algorithms. The speed of the operation in this case is higher as compared to the computation of other entropy parameters such as permutation entropy, sample entropy, K-nearest neighbor entropy and fuzzy entropy. This is because of the fact that for 2\(^\text{nd}\) and 3\(^\text{rd}\) level sub bands the algorithm computes a single entropy feature. In the literature, it has been suggested to use a small number of middle scales of coefficients as the input to a classifier for seizure detection system. In this work we have selected only a few intermediate scales as the lowest scales have missed fine details in the signal whereas the many detailed scales have frequently the noise.

The algorithm for EEG signal classification is represented below:

1. Obtain the input normal and seizure EEG signal \(x(n)\) where \(n \in [1, N]\).
2. Decompose the signal using forward 1D DT\(\tilde{C}\)WT for number of scales \(J = 5\). Let us define the output be \(y(2)\) and \(y(3)\), for scales 2 and 3, respectively.
3. Obtain the improved multiscale permutation entropy (mPmEn) for the 2\(^\text{nd}\) and 3\(^\text{rd}\) sub bands of DT\(\tilde{C}\)WT.
4. Use the features with \(p \leq 0.05\) to classify the signals using LS-SVM classifier.

C. Improved Multiscale Permutation Entropy

Permutation Entropy (PmEn) is a vastly used fast method to compute irregularity in nonlinear signals. Multiscale PmEn (MPmEn) is a technique of evaluating the PmEn for a number of coarse-grained sequences indicating temporal scales [18]. In MPmEn, first a coarse-graining process is applied to the EEG signals. We have considered an EEG sequence of length 4096 sample as \(\{x_1, x_2, ..., x_{4096}\}\). Within the non-overlapping window of increasing the length \(\tau\), known as scale factor, multiple successive coarse-grained versions of signal are obtained by averaging the signal points. The course-grained EEG signal element \(y_j^\tau\) is defined as [18]:

\[
y_j^\tau = \frac{1}{\tau} \sum_{i=(j-1)\tau+1}^{j\tau} x_i\quad \text{for} \quad j \leq \left\lfloor \frac{N}{\tau} \right\rfloor
\]

where \(\left\lfloor a \right\rfloor\) indicates the largest integer not greater than \(a\) and \(\left\lfloor \frac{N}{\tau} \right\rfloor\) is length of coarse-grained EEG signal. In the second step the PE for each coarse-grained EEG signal is
calculated so that the achieved values can be plotted as a function of the scale factor \( \tau \) [18].

The conventional MPmEn has disadvantage of being non symmetric which results in unstable measure of entropy. Hence, to obtain more reliable and stable results, the use of improved MPmEn is suggested to decrease the variability of entropy measures over long temporal scales [18]. Based on Costa’s algorithm [19], the coarse-graining of MPmEn is defined in which the first step includes coarse-graining process to reduce the time series length. This is achieved because a sub-sampling like process is needed to inspect the deeper temporal scales. This results in an inaccurate estimation of entropy when the EEG signal samples of short period i.e. 500 samples. To solve the issue of short signals, an improved MPmEn (IMPmEn) is used which eliminates the effect of aliasing. The IMPmEn is calculated in two steps as explained below:

1. The first steps generates

\[
\zeta_i^r = \{y_{i,1}, y_{i,2}, \ldots\} \text{ where } y_{i,j} = \frac{1}{r} \sum_{r+1}^{r+l} x_j. \]

In IMPmEn, \( \tau \) different EEG signal series \( \zeta_i^r \) are considered.

2. PE of each of \( \zeta_i^r \) \( i = 1, \ldots, \tau \) is separately computed for defined scale factor \( \tau \) and embedding dimension \( d \). The average PE is then computed as:

\[
\text{IMPmEn} = \frac{1}{\tau} \sum_{i=1}^{\tau} \text{PE}(\zeta_i^r) \quad (4)
\]

\( d \) decides the number of accessible states \( d! \).

III. CLASSIFICATION

The efficacy of the entropy parameters extracted from the sub bands of DTCWT to separate the seizure and normal EEG signals are tested by using a LS-SVM. The Support Vector Machine (SVM) is a capable classifier in the field of nonlinear classification of biomedical signals.

A. Least Squares-Support vector Machine (LS-SVM)

The SVM was evolved from the use of the kernel trick linear classifiers in which the classification error is minimized and the margin is maximized by deciding an optimal separating hyperplane to recognize dissimilar classes of data points. A quadratic programming problem concerning inequality constraints are represented as LS-SVM. The LS-SVM as a reformulation of SVM was proposed in [12]. The LS-SVM which considers only equality constraints, for two-class problem, the following decision function can be considered:

\[
f(x) = \text{sign}[w^T g(x) + b]
\]

where \( w \) is the \( d \)-dimensional weight vector and \( b \) is a bias, and to map \( x \) into \( d \)-dimensional space a function is used known as \( g(x) \). In order to obtain \( w \) and \( b \), the optimization problem can be formulated as:

\[
\min_{\omega, b, \xi} J(\omega, \xi) = \frac{1}{2} \omega^T \omega + C \sum_{i=1}^{N} \xi_i \quad (6)
\]

Subject to

\[
\begin{align*}
y_i^T [\omega^T \phi(x_i) + b] &\geq 1 - \xi_i, i = 1, \ldots, N \\
\xi_i &\geq 0, i = 1, \ldots, N
\end{align*}
\]

The variables \( \xi_i \) are required in order to allow misclassification due to overlapping distributions. The positive real constant \( C \) is a tuning parameter.

The LS-SVM classifier is formulated from equation as:

\[
\begin{align*}
\min_{\omega, b, e} J(\omega, e) &= \frac{1}{2} \omega^T \omega + \gamma \sum_{i=1}^{N} e_i^2 \\
\text{subject to } y_i^T [\omega^T \phi(x_i) + b] &\geq 1 - e_i, i = 1, \ldots, N.
\end{align*}
\]

This equation considers equality instead of inequality constraints and takes into account a squared error with regularization term like the regression. The \( \{x_i, y_i\}_{i=1}^{N} \) are \( N \) training pairs of input-output vectors, where \( y_i = 1 \) or \( 0 \) if \( x_i \) is considered to be in class 1 or class 2, respectively, and \( e = (e_1, e_2, \ldots, e_N)^T \). The Lagrangian multipliers \( a_i \) for equation is defined as:

\[
L(\omega, b, e, a) = J(\omega, b, e) - \sum_{i=1}^{N} a_i [y_i^T [\omega^T \phi(x_i) + b] - 1 + \epsilon_i] \quad (10)
\]

where \( a_i \) are Lagrange multipliers and \( a = (a_1, a_2, \ldots, a_N)^T \). After solving equation the LS-SVM classifier is derived as:

\[
f(x) = \text{sign} \left[ \sum_{i=1}^{N} a_i y_i K(x, x_i) + b \right]
\]

where \( K(x, x_i) \) is a kernel function. We have explored the capability of LS-SVM for following three kernels [12]:

---
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1) Linear kernel: \( K(x, x_i) = x_i^T x \)
2) Polynomial kernel of degree \( d \):
   \[ K(x, x_i) = (1 + x_i^T x)^d / c \]
3) RBF kernel: \( K(x, x_i) = \exp\left[-\|x - x_i\|^2 / \sigma^2\right] \)

The MATLAB LS-SVM classifier toolbox codes are available: http://www.esat.kuleuven.ac.be/sista/lssvmlab/.

B. Classifier Performance Parameters

The performance of the LS-SVM classifier is evaluated using three parameters, namely sensitivity (SEN), specificity (SPC) and classification accuracy (CAC) defined as [20]:

\[
SE\text{N}(\%) = \frac{NP}{TNP} \times 100
\]

where \( NP \) represents the number of correctly detected positive patterns and \( TNP \) represents the total number of actual positive patterns.

\[
SP\text{C}(\%) = \frac{NN}{TNN} \times 100
\]

where \( NN \) represents the number of correctly negative patterns and \( TNN \) the total number of actual negative patterns.

\[
C\text{AC}(\%) = \frac{NC}{TNP} \times 100
\]

where \( NCC \) represents the number of correctly detected patterns and \( TNP \) represents the total number of patterns.

IV. EXPERIMENT SIMULATION AND RESULT ANALYSIS

In this work, the computational time of the algorithms to decompose the EEG signal and extract IMPmEn has been considered as the main evaluation parameter. The computational time focuses on improving the ITR of the system by employing the computationally fast and lightweight algorithm suitable for the hardware implementation of the seizure detection system. The feature set for 4,096 samples of the normal and seizure EEG signals was considered with average computation time of 4.63 seconds. The algorithm was tested using MATLAB 9.0.1 tool on Intel® Core TM i5-7200 U CPU @ 2.5 GHz with 8 GB RAM. The computation time was computed for the entire 4,096 samples for IMPmEn entropy features. To verify the efficacy of classifier, both the data sets were divided into 500, 1000, 2000, and 4096 samples and decomposed using 3 different levels of DT\(\mathbb{C}\)WT. Fig. 7 a) and b) show the level 2 and level 3 decomposition using DT\(\mathbb{C}\)WT of normal and seizure signals respectively. For each sub band ImPmEn is computed to generate a feature vector space of 2x50x4096 entropy features. In order to check the usefulness of the extracted features in the classification process, features with \( p \leq 0.05 \) are selected.

The entropy feature (IMPmEn) of 2\text{nd} and 3\text{rd} level of sub bands obtained from DT\(\mathbb{C}\)WT of EEG signals were used as input features to the LS-SVM classifier with three kernel functions namely linear, polynomial, and RBF kernel. The purpose of selecting three kernels is to decide the optimal selection of classifier for the proposed application. The classifier performance of the LS-SVM classifier is computed using sensitivity, specificity, and accuracy. The highest classification accuracy among the obtained classification outputs for normal and seizure EEG signals by the proposed method is 99.87% for third level of sub band of DT\(\mathbb{C}\)WT with RBF wavelet kernel function of LS-SVM. Fig. 8 represents the classification plot of the entropy features of the second level DT\(\mathbb{C}\)WT

![Image](image_url)

Table 1. Sample IMPmEn for normal and seizure signals

| Signal type | Normal | Seizure |
|-------------|--------|---------|
| Sub band level |        |         |
| D1          | 0.6926 | 0.6929  |
| D2          | 0.6931 | 0.6937  |
| D3          | 0.6931 | 0.6935  |
| D4          | 0.6952 | 0.6935  |
| D5          | 0.6981 | 0.7231  |
| D6          | 0.6983 | 0.7235  |
| A1          | 0.6324 | 0.6351  |

![Image](image_url)
of EEG signals used for testing the LS-SVM classifier with RBF function. From the figure it can be verified that the utilization of LS-SVM classifier presents ideal categorization of seizure and normal signals.

The performance of classifier is shown with promising result when the sensitivity increases quickly and the specificity barely raises at all until sensitivity grows to be high. The area under Receiver Operating Characteristics (ROC) curve (AUC), shown in Fig. 9. In case RBF kernel the AUC is 99.861 which gives a measure of overall performance of the classifier. The higher value of ROC area indicates higher classification accuracy for certain range of values of thresholds. From the ROC curve it is clear that the RBF is the most suited amongst all used kernel functions for EEG signal classification.

The DTℂWT, IMPmEn, and the LS-SVM classifier steps could be practically implemented on existing hardware/embedded platforms.

V. CONCLUSION

This study proposes a EEG based seizure detection system, an automated option for epileptic seizure detection. The method presented is using DTℂWT of EEG signals and extraction of entropy features for classification into seizure and normal class. An improved multiscale permutation entropy results in promising feature space which improves the classifier’s performance. The major parts of the study are as follows:
- The combined use of DTℂWT and IMPmEn results in an effective method which shows improved result on classification accuracy of EEG signal data. It can be concluded that with classification accuracy of 99.87%, it may be possible to build an efficient hardware for seizure detection system for real time application. The study investigates the computational complexity of the proposed algorithm to improve current ITR of the system.
- The use of different levels of complex-valued wavelet transformation on varied size of signal samples is an important findings in terms of efficacy in real time implementation. The proposed features improve the time required for obtaining the experimental results due to the variability included in computing the entropy measure. To find efficacy of the method implemented is tested using the datasets of four different sizes. In future, we intend to extend our study using this method on continuous recording of EEG data.
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