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A B S T R A C T

A three-parameter Maxwell-Mukherjee Islam distribution was proposed by applying Maxwell generalized family of distributions introduced by Ishaq and Abiodun [17]. The probability density and cumulative distribution functions of the proposed distribution were defined. The validity test was derived from its cumulative distribution function. The study aimed to obtain a Bayesian estimation of the scale parameter of Maxwell-Mukherjee Islam distribution by using assumptions of the Extended Jeffrey’s (Uniform, Jeffrey’s and Hartigan’s), Inverse-Rayleigh and Inverse-Nakagami priors under the loss functions, namely, Squared Error Loss Function (SELF), Precautionary Loss Function (PLF) and Quadratic Loss Function (QLF), and their performances were compared. The posterior distribution under each prior and its corresponding loss functions was derived. The performance of the Bayesian estimation was illustrated from the basis of quantile function by using a simulation study and application to real life data set. For different sample sizes and parameter values, the QLF and SELF under Jeffrey’s and Hartigan’s priors produced the same estimates, bias and Mean Squared Error (MSE) just as we observed in their mathematical derivatives. Similarly, the SELF, PLF and QLF under Inverse-Rayleigh and Inverse-Nakagami priors provided the same performance when some parameter values are equal. For some parameter values, the QLF under Inverse-Nakagami and Inverse-Rayleigh priors produced the least values of MSE. In the application to real life data set, the QLF and SELF under Jeffrey’s and Hartigan’s priors; the SELF, PLF and QLF under Inverse-Rayleigh and Inverse-Nakagami priors provided similar results as observed in the simulation study. Therefore, the study concluded that the QLF under Inverse-Rayleigh and Inverse-Nakagami priors could effectively be used in the estimation of scale parameter of Maxwell-Mukherjee Islam distribution using Bayesian approach.

1. Introduction

Mukherjee and Islam [21] developed a continuous statistical distribution popularly known as Mukherjee-Islam distribution that has a finite range of values suitable for modeling datasets related to failure time, reliability analysis, and life testing among others. This distribution has decreasing and increasing failure rates. The mathematical form of this distribution can be computed easily compared to normal, gamma, and beta distributions. Mukherjee-Islam distribution is flexible and approaches many distributions like uniform and exponential models. Many researchers have considered the Mukherjee-Islam model as a lifetime distribution and applied it in various areas of statistical applications including Siddiqui [29] who studied the physical properties of the Mukherjee-Islam distribution, also discovered that the distribution could be monotonic decreasing and exhibit unimodal failure rates. The modification of Mukherjee-Islam distribution was discussed in Siddiqui et al. [28] by applying Lawless’s approach, see Lawless [20]. Khan [19] obtained Reliability and Bayesian estimation of the parameter of Mukherjee-Islam distribution using assumptions of inverted gamma, uniform, and Siddiqui’s priors, and the posterior distribution of each estimate were obtained in the literature. An extension of Mukherjee-Islam distribution was proposed by Al-Zoubi [4] using quadratic transformation map introduced by Shaw [37] and they studied Transmuted Mukherjee-Islam distribution. The density plot of this distribution has left skewed with an increasing failure rate. The order statistics, moments, entropies, moment generating function, and estimates of the
parameters were derived. A three-parameter lifetime distribution was introduced by Rather [24] by adding an extra shape parameter to study Exponentiated Mukherjee-Islam distribution. Several properties of this distribution including moments, harmonic mean, moment generating function, Renyi, and Shanon entropies were discussed. The maximum likelihood estimators, Fisher information matrix, and likelihood ratio test have been studied in the literature.

According to Mukherjee [21], a random variable $X$ is said to have Mukherjee-Islam distribution if its cumulative distribution function (cdf) is given by

$$T(x; a, b) = \left(\frac{x}{a}\right)^b, \quad 0 < x \leq a \quad (1)$$

and

$$t(x; a, b) = \frac{b}{a} x^{b-1}, \quad 0 < x \leq a \quad (2)$$

respectively, where $a$ and $b$ are positive scale and shape parameters respectively.

A three-parameter lifetime statistical distribution referred to as Maxwell-Mukherjee Islam (MMI) distribution is proposed in this study which serves as an extension of Mukherjee-Islam distribution by applying Maxwell generalized family of distributions developed by Ishaq and Abiodun [17].

The motivations behind this study are as follows:

1. To propose a new continuous probability distribution referred to as Maxwell-Mukherjee Islam distribution by using Maxwell generalized family of distribution introduced by Ishaq and Abiodun [17] to study lifetime data.
2. To test the validity of the proposed Maxwell-Mukherjee Islam distribution.
3. To estimate the parameter of the new distribution by using Bayesian estimation under three loss functions, and finally
4. To explore the most appropriate loss function among the three-loss functions that can be used effectively in the Bayesian estimation of the parameter of Maxwell Mukherjee-Islam distribution.

This study is organized as follows: In section 2, we define the cumulative distribution and probability density function of the Maxwell-Mukherjee Islam distribution by using the Maxwell generalized family of distributions. The validity test and maximum likelihood estimation of the proposed distribution were carried out. The prior and posterior distributions are defined in section 3. The family of distributions is extended Jeffrey’s (Uniform, Jeffrey’s, and Hartigan’s), Inverse-Rayleigh and Inverse-Nakagami are provided in section 4. The loss functions (Squared Error Loss Function (SELF), Precautionary Loss Function (PLF), and Quadratic Loss Function (QLF)) of each prior are presented in section 5. Section 6 provides a simulation study and the application to real-life data set. The discussion of results and conclusion are given in section 7.

2. Maxwell generalized family of distributions

This section introduces Maxwell generalized family of distributions developed by Ishaq and Abiodun [17]. The distribution and density functions of this family of distributions are derived from the logit of the Maxwell model. A new compound model referred to as Maxwell-Weibull distribution has been proposed in the literature by using Maxwell generalized family of distributions. This distribution serves as an alternative to Marshall-Okin extended Weibull, Weibull Rayleigh, and Weibull Exponential models in terms of application to real-life data sets.

As proposed by Ishaq and Abiodun [17], the cumulative distribution function of Maxwell generalized family of distributions is given by

$$F(x; a, b, c) = \frac{2}{\sqrt{\pi}} \left[\frac{3}{2} \frac{1}{2c^2} \left(\frac{x}{b}\right)^b \left(\frac{T(x; \phi)}{1-T(x; \phi)}\right)^2\right], \quad -\infty < x < \infty \quad (3)$$

where $c$ is a positive scale parameter, $T(x; \phi)$ is the baseline cdf with a vector parameter $\phi$. The corresponding probability density function of the Maxwell generalized family of distributions is

$$f(x; a, b, c, \phi) = \frac{2\phi^2}{\sqrt{\pi}c^2} \left[\frac{1}{2c^2} \left(\frac{x}{b}\right)^b \left(\frac{T(x; \phi)}{1-T(x; \phi)}\right)^2\right]$$

where $t(x; \phi)$ is the baseline pdf. Ishaq and Abiodun [16] considered the pdf defined in (4) and studied Maxwell-Dagum distribution.

2.1. The Maxwell-Mukherjee Islam distribution

The proposed Maxwell-Mukherjee Islam distribution is provided in this section by applying the cdf and pdf of the family of distributions as given respectively in (3) and (4).

2.1.1. The cdf and pdf of the Maxwell-Mukherjee Islam distribution

The proposed cdf of the Maxwell-Mukherjee Islam distribution is obtained by inserting the baseline cdf defined in (1) into (3) as

$$F(x; a, b, c) = \frac{2}{\sqrt{\pi}} \left[\frac{3}{2} \frac{1}{2c^2} \left(\frac{\frac{x}{b}}{\left(\frac{x}{b}\right)^b \left(\frac{T(x; \phi)}{1-T(x; \phi)}\right)^2}\right)\right], \quad 0 < x \leq a \quad (5)$$

where $a, c$ are positive scale parameters and $b$ is a positive shape parameter. The corresponding pdf is obtained by inserting the baseline cdf and pdf defined in (1) and (2) into (4) as

$$f(x; a, b, c) = \frac{2\phi^2}{\sqrt{\pi}c^2} \left[\frac{1}{2c^2} \left(\frac{\frac{x}{b}}{\left(\frac{x}{b}\right)^b \left(\frac{T(x; \phi)}{1-T(x; \phi)}\right)^2}\right)\right]$$

where $t(x; \phi)$ is the baseline pdf. Ishaq and Abiodun [16] considered the pdf defined in (4) and studied Maxwell-Dagum distribution.

2.1.2. Validity test of the Maxwell-Mukherjee Islam distribution

To show that the proposed Maxwell Mukherjee-Islam distribution is a valid statistical distribution, we apply the following properties of the CDF of any continuous probability distribution as
Fig. 2. pdf of the Maxwell-Mukherjee Islam distribution for different parameter values.

1. \( \lim_{x \to -\infty} F(x; a, b, c) = 0 \)
2. \( \lim_{x \to \infty} F(x; a, b, c) = 1 \)

Now, if the cdf of the proposed distribution defined in (5) satisfies all the above properties, we can say that the Maxwell-Mukherjee Islam distribution is a valid continuous statistical distribution.

**Proof.**

\[
\lim_{x \to -\infty} F(x; a, b, c) = \frac{2}{\sqrt{\pi}} \lim_{x \to -\infty} \left( \frac{x^b}{(1 - (\frac{x}{a})^b) \sqrt{2\pi} x^\frac{b}{2}} \right) = \frac{2}{\sqrt{\pi}} \lim_{x \to -\infty} \gamma(k, \nu) = 0
\]

where \( k = \frac{1}{2} \) and \( \nu = \frac{1}{2} \left( \frac{1}{(\frac{x}{a})^b} \right)^2 \). This implies,

\[
\lim_{x \to 0} \nu = \frac{1}{2} \lim_{x \to 0} \left( \frac{1}{2} \left( \frac{1}{(\frac{x}{a})^b} \right)^2 \right) = \frac{1}{2e^2} \times 0 = 0
\]

Therefore, (7) can be expressed as

\[
\lim_{x \to \infty} F(x; a, b, c) = \frac{2}{\sqrt{\pi}} \lim_{x \to \infty} \gamma(k, \nu) = 0
\]

which completes the proof of the property (i), referred to Gradshteyn and Ryzhik [14] section 8.350 for the details of incomplete gamma function given in (9). For the second property, the cdf in (5) can be simplified as

\[
\lim_{x \to -\infty} F(x; a, b, c) = \frac{2}{\sqrt{\pi}} \lim_{x \to -\infty} \gamma(k, \nu).
\]

Therefore, the upper limit of \( \nu \) is

\[
\lim_{\nu \to 0} \nu = \frac{1}{2} \lim_{\nu \to 0} \left( \frac{x^b}{(1 - (\frac{x}{a})^b) \sqrt{2\pi} x^\frac{b}{2}} \right) = \frac{1}{2e^2} \times \infty = \infty
\]

hence, (10) can be presented as

\[
\lim_{x \to \infty} F(x; a, b, c) = \frac{2}{\sqrt{\pi}} \gamma(k, \infty)
\]

The incomplete gamma function in (12) has been defined in Gradshteyn and Ryzhik [14] section 8.356. Therefore, (12) can be written as

\[
\lim_{x \to -\infty} F(x; a, b, c) = \frac{2}{\sqrt{\pi}} \left[ \Gamma(k) - \Gamma(k, \infty) \right] = \frac{2}{\sqrt{\pi}} \times \Gamma(k)
\]

which completes the proof of the property (ii). This implies that the Maxwell Mukherjee - Islam distribution is a valid continuous probability distribution.

### 2.2. Maximum likelihood estimation

The estimate of the scale parameter \( c \) of Maxwell-Mukherjee Islam distribution can be obtained by using the Maximum likelihood method.

Let \( X_1, X_2, \ldots, X_n \) be a random sample of size \( n \) drawn from Maxwell-Mukherjee Islam distribution with parameters given in vector form as \( \xi = (a, b, c)^T \). The likelihood function of the Maxwell-Mukherjee Islam distribution is the joint density of the random variables \( X_i, i = 1, 2, \ldots, n \) as

\[
L(x | a, b, c) = \left( \frac{2b}{a^b c^b \sqrt{2\pi}} \right)^n \prod_{i=1}^{n} \left[ \frac{x_i^{b-1}}{(1 - (\frac{x_i}{a})^b)^2} \left( \frac{x_i}{a} \right)^b \right]^2 \times \prod_{i=1}^{n} \exp \left[ -\frac{1}{2c^2} \sum_{i=1}^{n} \left( \frac{x_i}{a} \right)^b \right]
\]

which is the estimate of \( c \) of Maxwell-Mukherjee Islam distribution expressed in terms of \( a \) and \( b \).
3. Bayesian estimation of the scale parameter $c$ of Maxwell-Mukherjee Islam distribution

In this section, the Bayesian Estimation of the scale parameter $c$ of Maxwell-Mukherjee Islam distribution is provided by using the Bayesian estimation method.

3.1. Bayesian estimation method

The Bayesian estimation method has received a vital role application for analyzing failure time data in statistical inference that has been proposed in the past as an alternative to the traditional methods of estimation. The Bayesian estimation requires knowledge about prior (s) distribution for the parameter ($s$) and the availability of the dataset.

3.2. Prior and posterior distribution

3.2.1. Prior distributions

Let $X_1, X_2, \ldots, X_n$ be a random sample of size $n$ drawn from a probability distribution with density function given by $g(x|\sigma)$, where $\sigma$ is unknown parameter which needs to be estimated. The prior distribution denoted $g(\sigma)$ captures information about the parameter $\sigma$.

3.2.2. Posterior distribution

By applying Bayes' Theorem, the posterior distribution of the parameter $\sigma$ is the conditional density given by

$$\rho(\sigma | x) = \frac{g(\sigma)L(x | \sigma)}{\int_{-\infty}^{\infty} g(\sigma)L(x | \sigma) d\sigma} \tag{21}$$

where $L(x | \sigma)$ and $g(\sigma)$ are likelihood function and prior distribution respectively.

A number of researches have been carried out in distributional statistics using both Bayesian and classical techniques. For instance, Feroze and Aslam [13] considered the Error function as a lifetime distribution and obtained its scale parameter by using informative and non-informative priors. The Bayes estimators and their associated Risk factors of the Error function have been derived by using different priors including Chi-square, Normal, Maxwell, Uniform, Rayleigh and Jeffrey’s priors. The performance of the Bayes estimators was illustrated by using a simulation study. It was discovered that for the point estimation, the use of the Maxwell prior under entropy loss function produced the best estimates irrespective of sample sizes, while for interval estimation the chi-square prior can be employed. The effects of underestimation and overestimation of the shape parameter of Pareto distribution was studied by Saxena [26] under assumptions of exponential, Erlang and doubly truncated gamma priors using different loss functions. The posterior distribution and its corresponding Bayes estimators of the different priors were derived. The performance of the Bayes estimators were studied by using real life data set. It was concluded that some asymmetric LINEX loss functions provided great efficiency than others. The Bayes estimators of the parameters of Rayleigh distribution was obtained by Dey and Majit [11] under symmetric and asymmetric loss functions. The Highest Posterior Density (HPD), Bayes predictive estimation and HPD prediction interval were studied. The Bayes estimator under Jeffrey’s prior provides overestimation when the sample size is small whereas a Bayes estimator under Hartigan’s prior produced underestimation for a large sample size. Dar et al. [8] studied a Bayesian estimation of the parameter of Maxwell distribution using assumptions of Gamma and Extended Jeffrey’s priors under stein’s, Al-Bayat’s, squared error and precautionary loss functions. A simulation study was conducted for different sample sizes and parameter values. It was found that the Bayes estimators under stein’s loss function produced the best estimates by having maximum mean squared errors. Similarly, Al-Bayat’s loss function proved to be better estimated in comparison with other loss functions.

Several other authors who have worked on Bayesian methods of estimation include Dey [9] who obtained the Bayesian estimation and the associated Risk factors of the scale parameter of the generalized exponential distribution. Danish [7] used the Gibbs sampling scheme technique to obtain the parameters of the Weibull model. Zaka and Akhter [30] discussed Bayesian estimation of the parameter of the Power function model under assumptions of Pareto, chi-square, quasi, Jeffreys and exponential priors. The parameter of the Exponential distribution was studied by Hasan and Baizid [18] by using classical and non-classical methods of estimation. Kamaljit and Kalpana [18] applied Bayesian and Semi-Bayesian approaches to estimate the parameters of the Generalized Inverse Weibull distribution. Other researches can be found in Dey and Maiti [10], Rasheed [23], AlBaldawi [5], Adegoke et al. [1], Eraikhumen et al. [12], Aljaz et al. [2] and many more.

This study considers the Extended Jeffrey’s (Uniform, Jeffrey’s and Hartigan’s), Inverse-Rayleigh and Inverse-Nakagami priors as the prior distributions.

4. The Extended Jeffrey’s, Inverse-Rayleigh and Inverse-Nakagami prior distributions

4.1. Extended Jeffrey’s prior

As proposed by Al-Kutubi [3], the extended Jeffrey’s prior is defined as

$$g(\sigma) \propto [1(\sigma)]^h \quad h \geq 0 \tag{22}$$

where $1(\sigma) = -E \left( \frac{d^2 \psi}{\psi} \right)$ is the Fisher Information Matrix. The Uniform, Jeffrey’s, and Hartigan’s priors can be obtained respectively by setting $h = 1, 1/2$ and $3/2$. To determine the Fisher Information Matrix, we differentiate (18) partially with respect to parameter $c$ as

$$\frac{d^2 \psi}{dc^2} = \frac{2n}{c^2} - \frac{3}{c^4} \sum_{i=1}^{n} z_i^2 \tag{23}$$

The expected term of (23) is determined as

$$E \left( \frac{d^2 \psi}{dc^2} \right) = \int_{-\infty}^{\infty} \left( \frac{2n}{c^2} - \frac{3}{c^4} \sum_{i=1}^{n} z_i^2 \right) f(x) dx \tag{24}$$

The integral $\int_{-\infty}^{\infty} f(x) dx$ in (24) can be expressed as

$$\int_{-\infty}^{\infty} f(x) dx = \frac{2b}{a^2c^3 \sqrt{\pi}} \int_{0}^{\frac{a}{b}} x^{-\frac{1}{2}} \left( 1 - \left( \frac{z}{b} \right)^b \right)^2 \left( 1 - \left( \frac{z}{b} \right)^b \right)^2 d\rho \tag{25}$$

Let

$$\rho = \left( \frac{z}{b} \right)^b \quad d\rho = \frac{a^2b}{b^2x^{b-1}} d\rho \tag{26}$$

then inserting (26) into (25) gives

$$\int_{-\infty}^{\infty} f(x) dx = \frac{2}{c^3 \sqrt{\pi}} \int_{0}^{1} \frac{1}{(1-\rho)^2} \left( \frac{\rho}{1-\rho} \right)^\frac{1}{2} \exp \left( -\frac{1}{2c^2} \left( \frac{\rho}{1-\rho} \right)^2 \right) d\rho \tag{27}$$

Also, let
\[
y = \frac{1}{2c^2} \left( \frac{\rho}{1-\rho} \right)^2, \quad \Rightarrow \quad d\rho = \frac{c^2(1-\rho)^2}{\rho} dy.
\]

Substituting (28) into (27) becomes
\[
\int_{-\infty}^{\infty} f(x)dx = \int_{-\infty}^{\infty} \left( \frac{\rho}{1-\rho} \right)^2 e^{-\frac{x^2}{2c^2}} dy
\]
\[
= \frac{2}{c \sqrt{2\pi}} \int_{-\infty}^{\infty} \left( 2c^2 y \right)^\frac{1}{2} e^{-\frac{y^2}{2}} dy
\]
\[
= \frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \left( \frac{y}{2c^4} \right)^{\frac{1}{2}} e^{-\frac{y}{2}} dy
\]
\[
= 1
\]

Therefore, equation (24) can be simplified as
\[
E \left( \frac{\partial^2 f}{\partial c^2} \right) = \frac{3n}{c^2} - \frac{6nb}{c^2 \sqrt{2\pi}} \int_{0}^{\infty} \left( \frac{2c^2 y}{b} \right)^\frac{1}{2} e^{-\frac{y}{2}} dy
\]
\[
\times \exp \left[ -\frac{1}{2c^2} \left( \frac{y}{2c^2} \right)^2 \right] dy
\]

Let
\[
w = \left( \frac{y}{2c^2} \right)^2, \quad \Rightarrow \quad dw = \frac{c^2}{w} dv
\]

By inserting (31) into (30) gives
\[
E \left( \frac{\partial^2 f}{\partial c^2} \right) = \frac{3n}{c^2} - \frac{6nb}{c^2 \sqrt{2\pi}} \int_{0}^{\infty} w^\frac{3}{2} e^{-w} dw
\]

Also, let
\[
v = \frac{w}{2c^2}, \quad \Rightarrow \quad dv = \frac{c^2}{w} dw
\]

Substituting (33) into (32) yields
\[
E \left( \frac{\partial^2 f}{\partial c^2} \right) = \frac{3n}{c^2} - \frac{6nb}{c^2 \sqrt{2\pi}} \int_{0}^{\infty} w^\frac{3}{2} e^{-w} dw
\]
\[
= \frac{3n}{c^2} - \frac{6nb}{c^2 \sqrt{2\pi}} \int_{0}^{\infty} \left( 2c^2 y \right)^\frac{3}{2} e^{-\frac{y}{2}} dy
\]
\[
= \frac{3n}{c^2} - \frac{12n}{c^2 \sqrt{2\pi}} \Gamma \left( \frac{3}{2} + 1 \right)
\]
\[
= \frac{-6n}{c^2}
\]

Hence, the Fisher Information Matrix is obtained as
\[
I(c) = \frac{6n}{c^2}
\]

Therefore, the Extended Jeffrey's prior is derived from (22) for \(\sigma = c\) by inserting (36) as
\[
g(c) \propto \left[ \frac{1}{c^2} \right]^h, \quad h \geq 0
\]

Thus, the Uniform, Jeffrey's, and Hartigan's priors of the scale parameter \(c\) of Maxwell-Mukherjee's distribution can be obtained from (37) as follows:

4.1. Uniform prior
The Uniform prior is derived by setting \(h = 0\) as
\[
g_1(c) = 1
\]

4.1.2. Jeffrey's prior
Setting \(h = 1/2\), the Jeffrey's prior is
\[
g_2(c) = \frac{1}{c}
\]

4.1.3. Hartigan's prior
For \(h = 3/2\), Hartigan's prior is obtained as
\[
g_3(c) = \frac{1}{c^3}
\]

The plot of the Extended Jeffrey's prior is presented in Fig. 3 by setting \(h = 0, 1/2\) or \(h = 3/2\).

As observed in Fig. 3, the Uniform prior \((h = 0)\) has a constant shape and decreasing for Jeffrey's and Hartigan's priors when \(h = 1/2\) and \(h = 3/2\).

4.2. Posterior distribution of the Extended Jeffrey's prior of the estimate of scale parameter \(c\) of Maxwell-Mukherjee's distribution
To derive the posterior distribution of the Extended Jeffrey's prior, the numerator of (21) is expressed in (41) by substituting (16) and (37) for \(\sigma = c\) as
\[
g(c)L(x|c) = Kc^{-2h-3n} e^{-\frac{x^2}{2c^2}} \left( \frac{1}{c^2} \right)^h = Kc^{-2h-3n} e^{-\frac{x^2}{2c^2}}
\]

where \(\theta = \sum_{i=1}^{n} z_i^2\). The integral of (41) is expressed as
\[
\int_{-\infty}^{\infty} g(c)L(x|c)dc = K \int_{0}^{\infty} c^{-2h-3n} e^{-\frac{x^2}{2c^2}} dc
\]

Let
\[
\omega = \frac{\theta}{2c^2}, \quad \Rightarrow \quad dc = -\frac{3}{\theta} d\omega
\]

Inserting (43) into (42) becomes
\[
\int_{-\infty}^{\infty} g(c)L(x|c)dc = K \int_{0}^{\infty} \left( \frac{\theta}{2c^2} \right)^{1-2h-3n} e^{-\omega} d\omega
\]
\[
= \frac{2^{2h+3n-1}}{\theta^{2h+3n-1}} K \Gamma \left( 2h + 3n - 1 \right)
\]

Therefore, the posterior distribution of the Extended Jeffrey's prior of the scale parameter of Maxwell-Mukherjee's distribution is obtained by inserting (41) and (45) into (21) as
\[ \rho(c|x) = \frac{e^{-3c-3\lambda}e^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{2^{\frac{3\alpha+3\lambda}{2}}\Gamma\left(\frac{2\alpha+3\lambda}{2}\right)} \]

where \( m = \frac{2\alpha+3\lambda}{2} \). Therefore, the posterior distribution of the Uniform, Jeffrey's, and Hartigan's priors of the scale parameter \( c \) of the Maxwell-Mukherjee Islam distribution are derived by setting \( h = \frac{1}{2} \) or \( \frac{3}{2} \) into (46) given as follows:

### 4.2.1. Posterior distribution of the Uniform prior
The posterior distribution of the Uniform prior is derived by setting \( h = 0 \) as

\[ \rho_1(c|x) = \frac{e^{-3c-3\lambda}e^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{2^{\frac{3\alpha+3\lambda}{2}}\Gamma\left(\frac{2\alpha+3\lambda}{2}\right)}, \quad m = \frac{3\alpha+3\lambda}{2} \]

### 4.2.2. Posterior distribution of the Jeffrey's prior
Setting \( h = \frac{1}{2} \), the posterior distribution of the Jeffrey's prior is

\[ \rho_2(c|x) = \frac{e^{-3c-3\lambda}e^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{2^{\frac{3\alpha+3\lambda}{2}}\Gamma\left(\frac{2\alpha+3\lambda}{2}\right)}, \quad m = \frac{3\alpha+3\lambda}{2} \]

### 4.2.3. Posterior distribution of the Hartigan's prior
For \( h = \frac{3}{2} \), the posterior distribution of the Hartigan's prior is

\[ \rho_3(c|x) = \frac{e^{-3c-3\lambda}e^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{2^{\frac{3\alpha+3\lambda}{2}}\Gamma\left(\frac{2\alpha+3\lambda}{2}\right)}, \quad m = \frac{3\alpha+3\lambda}{2} \]

### 4.3. Inverse-Rayleigh prior
Rayleigh [25] developed one parameter Rayleigh distribution as applications in the physics to model wind speed data. This distribution has some relations with other distributions like Chi-square, Weibull, and many more. Suppose that \( X \) follows a Rayleigh distribution with parameter \( \lambda \), then \( Y = \frac{1}{X} \) has an Inverse-Rayleigh (I-R) distribution. This research considers I-R distribution as a prior distribution and can be called as I-R prior with the density function defined as

\[ g(c) = \frac{2\lambda}{c^2} e^{-\frac{\lambda}{c^2}}, \quad \lambda > 0, \quad c > 0 \]

### 4.4. Posterior distribution of the Inverse-Rayleigh prior of the estimate scale parameter \( c \) of Maxwell-Mukherjee Islam distribution
To obtain the posterior distribution of the I-R prior, the numerator of (21) can be expressed by substituting (16) and (50) as

\[ g(c) L(x|c) = \frac{2\lambda K e^{-3c-3\lambda} e^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{\Gamma\left(\frac{2\alpha+3\lambda}{2}\right)} \]

The denominator of (21) can be expressed as

\[ \int_{-\infty}^{\infty} g(c) L(x|c) dc = 2\lambda K \int_{0}^{\infty} e^{-3c-3\lambda} e^\frac{\beta}{\alpha + \frac{\lambda}{2}} dc \]

Let

\[ y = \frac{1}{c^2} \left( \lambda + \frac{\beta}{c^2} \right), \quad c = \left( y^{-1} \left( \lambda + \frac{\beta}{c^2} \right) \right)^\frac{1}{2} \Rightarrow dc = \frac{-c^3}{2\left(\lambda + \frac{\beta}{c^2}\right)} dy \]

Inserting (53) into (52) becomes

\[ \int_{-\infty}^{\infty} g(c) L(x|c) dc = \frac{\lambda K}{\left(\lambda + \frac{\beta}{c^2}\right)^\frac{3}{2}} \left( y^{-1} \left( \lambda + \frac{\beta}{c^2} \right) \right)^\frac{1}{2} e^{-\frac{3c-3\lambda}{2}} \int_{0}^{\infty} \frac{e^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{\Gamma\left(\frac{2\alpha+3\lambda}{2}\right)} dc \]

Inserting (59) into (58) becomes

\[ \int_{-\infty}^{\infty} g(c) L(x|c) dc = \frac{\lambda K}{\left(\lambda + \frac{\beta}{c^2}\right)^\frac{3}{2}} \left( y^{-1} \left( \lambda + \frac{\beta}{c^2} \right) \right)^\frac{1}{2} e^{-\frac{3c-3\lambda}{2}} \int_{0}^{\infty} \frac{e^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{\Gamma\left(\frac{2\alpha+3\lambda}{2}\right)} dc \]

Therefore, the posterior distribution of the Inverse-Nakagami prior of the scale parameter of Maxwell-Mukherjee Islam distribution is obtained by inserting (57) and (60) into (21) as

\[ \rho(c|x) = \frac{2e^{-3c-3\lambda}q^\frac{\beta}{\alpha + \frac{\lambda}{2}}}{\Gamma(f)} \]

where \( f = 1 + \frac{\beta}{\alpha + \frac{\lambda}{2}} \) and \( q = \lambda + \frac{\beta}{c^2} \).
5. Loss function

Let $X_1, X_2, \ldots, X_n$ be a random sample of size $n$ drawn from a probability distribution with pdf $g(x | \sigma)$, where $\sigma$ is the unknown parameter to be estimated. The loss function denoted $L(\hat{\sigma}, \sigma)$ is the function that represents the loss, where $\hat{\sigma}$ is an unbiased estimator of the unknown parameter $\sigma$. There are different forms of loss functions, but the most popular ones are the squared error loss function, precautionary loss function and quadratic loss function.

5.1. Squared Error Loss Function (SELF)

According to Azam and Ahmad [31], the squared error loss function is defined as

$$L(\sigma, \hat{\sigma}_{SELF}) = (\sigma - \hat{\sigma}_{SELF})^2$$

(62)

The Bayes estimator of the parameter relating to (62) is given by

$$\hat{\sigma}_{SELF} = E(\sigma | x) = \int_0^\infty \sigma \rho(\sigma | x) d\sigma$$

(63)

where $\rho(\sigma | x)$ is the posterior distribution defined in (21).

5.2. Precautionary Loss Function (PLF)

By Azam and Ahmad [31], the precautionary loss function is given by

$$L(\sigma, \hat{\sigma}_{PLF}) = \left( \sigma - \hat{\sigma}_{PLF} \right)^2$$

(64)

and the Bayes estimator of the parameter $\sigma$ relating to (64) is

$$\hat{\sigma}_{PLF} = \left\{ E\left( \sigma^2 | x \right) \right\}^{-\frac{1}{2}} \int_0^\infty \sigma^2 \rho(\sigma | x) d\sigma$$

(65)

5.3. Quadratic Loss Function (QLF)

The quadratic loss function given in Azam and Ahmad [6] is

$$L(\sigma, \hat{\sigma}_{QLF}) = \left( \sigma - \hat{\sigma}_{QLF} \right)^2$$

(66)

The Bayes estimator relating to (66) is given by

$$\hat{\sigma}_{QLF} = E(\sigma^{-1} | x) / E(\sigma^{-2} | x)$$

(67)

where $E(\sigma^{-1} | x) = \int_0^\infty \sigma^{-1} \rho(\sigma | x) d\sigma$, for $i = 1, 2$.

5.4. Bayesian estimation of the scale parameter $\phi$ of Maxwell-Mukherjee Islam distribution using assumptions of the Extended Jeffrey's prior under the three loss functions

5.4.1. Estimation using Squared Error Loss Function (SELF)

By substituting posterior distribution defined in (46) into (63) for $\sigma = \phi$ we get

$$\hat{\phi}_{SELF} = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty e^{-2\phi^{-3\phi}} \phi^{-\phi} d\phi$$

(68)

by inserting (43) into (68) gives

$$\hat{\phi}_{SELF} = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty \left( \frac{\phi}{2\phi} \right)^{\frac{m-1}{2}} e^{-\phi} d\phi$$

(69)

$$\hat{\phi}_{SELF} = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty \left( \frac{\phi}{2\phi} \right)^{\frac{m-1}{2}} e^{-\phi} d\phi$$

(70)

Using (43), equation (70) becomes

$$\hat{\phi}_{PLF} = \left\{ \frac{\phi^m}{2m-1 \Gamma(m)} \right\}^{\frac{1}{2}}$$

(71)

Substituting (71) into (65) gives the estimation using precautionary loss function as

$$\hat{\phi}_{PLF} = \left\{ \frac{\phi^m}{2m-1 \Gamma(m)} \right\}^{\frac{1}{2}}$$

(72)

5.4.2. Estimation using Precautionary Loss Function (PLF)

The integral part of (65) is obtained in (70) by substituting posterior distribution defined in (46) as

$$\int_0^\infty \phi^2 \rho(\phi | x) d\phi = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty e^{-2\phi^{-3\phi}} \phi^{-\phi} d\phi$$

(73)

This can be written in (74) by applying (43) as

$$\int_0^\infty \phi^2 \rho(\phi | x) d\phi = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty \left( \frac{\phi}{2\phi} \right)^{\frac{m-1}{2}} e^{-\phi} d\phi$$

(74)

When $i = 2$, the denominator equation (67) is

$$E(\phi^{-1} | x) = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty e^{-2\phi^{-3\phi}} \phi^{-\phi} d\phi$$

(75)

$$E(\phi^{-2} | x) = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty \left( \frac{\phi}{2\phi} \right)^{\frac{m-1}{2}} e^{-\phi} d\phi$$

(76)

by inserting (43) into (68) gives

$$\hat{\phi}_{QLF} = \frac{\phi^m}{2m-1 \Gamma(m)} \int_0^\infty \left( \frac{\phi}{2\phi} \right)^{\frac{m-1}{2}} e^{-\phi} d\phi$$

(77)
Therefore, the Bayesian estimator of the scale parameter $c$ using QLF is obtained by inserting (75) and (77) into (67) as

$$\hat{c}_{QLF} = \frac{g^{\frac{1}{2}}}{2^{\frac{1}{2}}} \frac{\Gamma \left( \frac{m + \frac{1}{2}}{2} \right)}{\Gamma(m + 1)} \cdot m = \frac{2h + 3n - 1}{2}$$  \hspace{1cm} (78)

5.5. Bayesian estimation of the scale parameter $c$ of Maxwell-Mukherjee Islam distribution using assumption of Uniform prior under the three loss functions

Setting $h = 0$, the estimate of the scale parameter $c$ using the assumption of the uniform prior under the three loss functions considered in the study are given in this section.

5.5.1. Estimation using Squared Error Loss Function (SELF)

As given in (69) for $h = 0$, the estimate of the scale parameter $c$ using the assumption of uniform prior under SELF is given by

$$\hat{c}_{SELF} = \Gamma \left( \frac{3n + 1}{2} \right) \frac{\sqrt{g}}{\sqrt{2}} \frac{\Gamma \left( \frac{3n + 1}{2} \right)}{\Gamma \left( \frac{3n + 1}{2} \right)}$$  \hspace{1cm} (79)

5.5.2. Estimation using Precautionary Loss Function (PLF)

From (72), the estimate of the scale parameter $c$ using the assumption of a uniform prior under PLF is given by

$$\hat{c}_{PLF} = \left\{ \frac{\Gamma \left( \frac{3n - 3}{2} \right)}{\Gamma \left( \frac{3n - 3}{2} \right)} \right\} \frac{1}{2} \sqrt{\frac{g}{2}}$$  \hspace{1cm} (80)

5.5.3. Estimation using Quadratic Loss Function (QLF)

Equation (78) becomes the estimate of the scale parameter $c$ using the assumption of a uniform prior under QLF as

$$\hat{c}_{QLF} = \frac{\Gamma \left( \frac{3n + 1}{2} \right)}{\Gamma \left( \frac{3n + 1}{2} \right)} \frac{\sqrt{g}}{\sqrt{2}}$$  \hspace{1cm} (81)

5.6. Bayesian estimation of the scale parameter $c$ of Maxwell-Mukherjee Islam distribution using assumption of Jeffrey’s prior under the three loss functions

The estimate of the scale parameter $c$ using the assumption of Jeffrey’s prior under the three loss functions given in this section by setting $h = 1/2$.

5.6.1. Estimation using Squared Error Loss Function (SELF)

As given in (69), the estimate of the scale parameter $c$ using the assumption of Jeffrey’s prior under SELF is given by

$$\hat{c}_{SELF} = \Gamma \left( \frac{3n - 1}{2} \right) \frac{\sqrt{g}}{\sqrt{2}}$$  \hspace{1cm} (82)

5.6.2. Estimation using Precautionary Loss Function (PLF)

From (72), the estimate of the scale parameter $c$ using the assumption of Jeffrey’s prior under PLF is given by

$$\hat{c}_{PLF} = \left\{ \frac{\Gamma \left( \frac{3n - 3}{2} \right)}{\Gamma \left( \frac{3n - 3}{2} \right)} \right\} \frac{1}{2} \sqrt{\frac{g}{2}}$$  \hspace{1cm} (83)

5.6.3. Estimation using Quadratic Loss Function (QLF)

Equation (78) becomes the estimate of the scale parameter $c$ using the assumption of Jeffrey’s prior under QLF as

$$\hat{c}_{QLF} = \frac{\Gamma \left( \frac{3n + 1}{2} \right)}{\Gamma \left( \frac{3n + 1}{2} \right)} \frac{\sqrt{g}}{\sqrt{2}}$$  \hspace{1cm} (84)

5.7. Bayesian estimation of the scale parameter $c$ of Maxwell-Mukherjee Islam distribution using assumption of Hartigan’s prior under the three loss functions

The setting $h = 3/2$, the estimate of the scale parameter $c$ using the assumption of a Hartigan’s prior under the three loss functions are given in this section.

5.7.1. Using Squared Error Loss Function (SELF)

As given in (69), the estimate of the scale parameter $c$ using the assumption of Hartigan’s prior under SELF is given by

$$\hat{c}_{SELF} = \frac{\Gamma \left( \frac{3n - 1}{2} \right)}{\Gamma \left( \frac{3n - 1}{2} \right)} \frac{\sqrt{g}}{\sqrt{2}}$$  \hspace{1cm} (85)

5.7.2. Using Precautionary Loss Function (PLF)

From (72), the estimate of the scale parameter $c$ using the assumption of Hartigan’s prior under PLF is given by

$$\hat{c}_{PLF} = \left\{ \frac{\Gamma \left( \frac{3n - 3}{2} \right)}{\Gamma \left( \frac{3n - 3}{2} \right)} \right\} \frac{1}{2} \sqrt{\frac{g}{2}}$$  \hspace{1cm} (86)

5.7.3. Estimation using Quadratic Loss Function (QLF)

Equation (78) becomes the estimate of the scale parameter $c$ using the assumption of Hartigan’s prior under QLF as

$$\hat{c}_{QLF} = \frac{\Gamma \left( \frac{3n + 1}{2} \right)}{\Gamma \left( \frac{3n + 1}{2} \right)} \frac{\sqrt{g}}{\sqrt{2}}$$  \hspace{1cm} (87)

5.8. Bayesian estimation of the scale parameter $c$ of Maxwell-Mukherjee Islam distribution using assumptions of the Inverse-Rayleigh prior under the three loss functions

5.8.1. Estimation using Squared Error Loss Function (SELF)

By substituting posterior distribution defined in (55) into (63) gives

$$\hat{c}_{SELF} = \frac{2q^f \Gamma(f)}{\Gamma(\frac{3n - 1}{2})} \int_0^\infty e^{1-3n-3e^{-s}} \frac{ds}{s}$$  \hspace{1cm} (88)

Let

$$s = \frac{q^f}{e^s} \Rightarrow \frac{ds}{s} = e^{-s} \frac{ds}{2q}$$  \hspace{1cm} (89)

by inserting (89) into (88) becomes

$$\hat{c}_{SELF} = \frac{q^f}{\Gamma(\frac{3n - 1}{2})} \int_0^\infty \left( \frac{q^f}{e^s} \right)^{1-3n} e^{-s} ds$$

$$= \frac{q^f}{\Gamma(\frac{3n - 1}{2})} \int_0^\infty \frac{1}{\Gamma(f)} s^{\frac{3n - 1}{2}} e^{-s} ds$$

$$= \frac{q^f}{\Gamma(\frac{3n + 1}{2})} \Gamma \left( \frac{3n + 1}{2} \right)$$  \hspace{1cm} (90)
5.8.2. Estimation using Precautionary Loss Function (PLF)

The integral part of (65) is obtained in (91) by substituting posterior distribution defined in (55) as

\[
\int_0^{\infty} c^2 \rho_i(c \setminus X) dc = \frac{2q^1}{\Gamma(f)} \int_0^{\infty} c^{2-3n-3} e^{-\frac{c}{\rho_i}} dc
\]

(91)

Using (89), (91) becomes

\[
\hat{\xi}_{SELF} = \frac{q^1}{\Gamma(f)} \int_0^{\infty} \left(\frac{q}{s}\right)^2 c^{2-3n} e^{-s} ds
\]

\[
= \frac{q^1}{\Gamma(f)} \int_0^{\infty} s^{\frac{3n-1}{2}} e^{-s} ds
\]

\[
= \frac{q^1}{\Gamma(f)} \Gamma\left(\frac{3n}{2}\right)
\]

(92)

Substituting (92) into (65) gives the estimation using precautionary loss function as

\[
\hat{\xi}_{PLF} = \left\{\frac{q^1}{\Gamma(f)} \Gamma\left(\frac{3n}{2}\right)\right\}^{\frac{1}{2}}
\]

(93)

5.8.3. Estimation using Quadratic Loss Function (QLF)

For \( i = 1 \), the numerator in (67) is

\[
E(c^{-1} \mid X) = 2\frac{q^1}{\Gamma(f)} \int_0^{\infty} c^{1-3n-3} e^{-\frac{c}{\rho_i}} dc
\]

(94)

By applying (89), equation (94) can be expressed as

\[
E(c^{-1} \mid X) = \frac{q^1}{\Gamma(f)} \int_0^{\infty} \left(\frac{q}{s}\right)^2 c^{3n-1} e^{-s} ds
\]

\[
= \frac{q^1}{\Gamma(f)} \int_0^{\infty} s^{\frac{3n-1}{2}} e^{-s} ds
\]

\[
= \frac{q^1}{\Gamma(f)} \Gamma\left(\frac{3n+3}{2}\right)
\]

(95)

When \( i = 2 \), the denominator of equation (67) is

\[
E(c^{-2} \mid X) = \frac{q^1}{\Gamma(f)} \int_0^{\infty} \left(\frac{q}{s}\right)^2 c^{3n-2} e^{-s} ds
\]

\[
= \frac{q^1}{\Gamma(f)} \int_0^{\infty} s^{\frac{3n+2}{2}} e^{-s} ds
\]

\[
= \frac{q^1}{\Gamma(f)} \Gamma\left(\frac{3n+4}{2}\right)
\]

(96)

Therefore, the Bayesian estimator of the scale parameter \( c \) using QLF is obtained by inserting (95) and (96) into (67) as

\[
\hat{\xi}_{QLF} = \frac{q^1 \Gamma\left(\frac{3n+3}{2}\right)}{\Gamma\left(\frac{3n+4}{2}\right)}
\]

(97)

5.9. Bayesian estimation of the scale parameter \( c \) of Maxwell-Mukherjee Islam distribution using assumptions of the Inverse-Nakagami prior under the three loss functions

5.9.1. Estimation using Squared Error Loss Function (SELF)

By substituting posterior distribution defined in (61) into (63) it becomes

\[
\hat{\xi}_{SELF} = \frac{2q^1}{\Gamma(f)} \int_0^{\infty} c^{1-2a-3n-1} e^{-\frac{c}{\rho_i}} dc
\]

(98)

Let

\[
r = \frac{1}{\rho_i}, \quad c = \left(\frac{1}{r}\right)^{\frac{1}{2}} \Rightarrow dc = -\frac{c^3}{2} dr
\]

(99)

by inserting (99) into (98) we get

\[
\hat{\xi}_{SELF} = \frac{t^1}{\Gamma(f)} \int_0^{\infty} \left(\frac{1}{r}\right)^{\frac{1}{2}} c^{3-2a-3n} e^{-r} dr
\]

\[
= \frac{t^1}{\Gamma(f)} \int_0^{\frac{2a+3n-1}{2}} r^{\frac{2a+3n-1}{2}} e^{-r} dr
\]

\[
= \frac{t^1}{\Gamma(f)} \Gamma\left(\frac{2a+3n-1}{2}\right)
\]

(100)

5.9.2. Estimation using Precautionary Loss Function (PLF)

The integral part of (65) is obtained in (101) by substituting posterior distribution defined in (61) as

\[
\int_0^{\infty} c^2 \rho_i(c \setminus X) dc = \frac{2q^1}{\Gamma(f)} \int_0^{\infty} c^{2-2a-3n-1} e^{-\frac{c}{\rho_i}} dc
\]

(101)

Using (99), equation (101) becomes

\[
\hat{\xi}_{SELF} = \frac{t^1}{\Gamma(f)} \int_0^{\infty} \left(\frac{1}{r}\right)^{\frac{1}{2}} c^{4-2a-3n} e^{-r} dr
\]

\[
= \frac{t^1}{\Gamma(f)} \int_0^{\frac{2a+3n-2}{2}} r^{\frac{2a+3n-2-1}{2}} e^{-r} dr
\]

\[
= \frac{t^1}{\Gamma(f)} \Gamma\left(\frac{2a+3n-2}{2}\right)
\]

(102)

Substituting (102) into (65) gives the estimation using precautionary loss function as

\[
\hat{\xi}_{PLF} = \left\{\frac{t^1}{\Gamma(f)} \Gamma\left(\frac{2a+3n-2}{2}\right)\right\}^{\frac{1}{2}}
\]

(103)

5.9.3. Estimation using Quadratic Loss Function (QLF)

For \( i = 1 \), the numerator in (67) is

\[
E(c^{-1} \mid X) = \frac{2q^1}{\Gamma(f)} \int_0^{\infty} c^{1-2a-3n-1} e^{-\frac{c}{\rho_i}} dc
\]

(104)

Equation (104) can be written in (105) by applying (99) as

\[
E(c^{-1} \mid X) = \frac{t^1}{\Gamma(f)} \int_0^{\infty} \left(\frac{1}{r}\right)^{\frac{1}{2}} c^{1-2a-3n} e^{-r} dr
\]

(105)

\[
= \frac{t^1}{\Gamma(f)} \int_0^{\frac{2a+3n-1}{2}} r^{\frac{2a+3n-1}{2}} e^{-r} dr
\]

\[
= \frac{t^1}{\Gamma(f)} \Gamma\left(\frac{2a+3n-1}{2}\right)
\]

(106)

When \( i = 2 \), the denominator of (67) is

\[
E(c^{-2} \mid X) = \frac{t^1}{\Gamma(f)} \int_0^{\infty} \left(\frac{1}{r}\right)^{\frac{1}{2}} c^{2-2a-3n} e^{-r} dr
\]

\[
= \frac{t^1}{\Gamma(f)} \int_0^{\frac{2a+3n}{2}} r^{\frac{2a+3n}{2}} e^{-r} dr
\]
### Table 1. Summary of the mathematical expressions for the assumptions of different priors and loss functions.

| Priors          | Loss Function       | SELF | PLF | QLF  |
|-----------------|---------------------|------|-----|------|
| Uniform         | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) |
| Jeffrey's       | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) |
| Hartigan's      | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) |
| Inverse-Rayleigh| \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) |
| Inverse-Nakagami| \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) | \( \frac{\Gamma \left( \frac{2}{\alpha} \right)}{\Gamma (\frac{3}{\alpha})} \sqrt{\frac{z_{\alpha/2}}{\overline{\alpha}}} \) |

\[
\hat{\theta}_{QLF} = \frac{\frac{1}{\Gamma} \Gamma \left( \frac{2a + 3n + 2}{2} \right)}{\Gamma \left( \frac{2a + 3n + 2}{2} \right)}
\]

(107)

Therefore, the Bayesian estimator of the scale parameter \( c \) using QLF is obtained by inserting (106) and (107) into (67) as

\[
\hat{\theta}_{QLF} = \frac{\frac{1}{\Gamma} \Gamma \left( \frac{2a + 3n + 1}{2} \right)}{\Gamma \left( \frac{2a + 3n + 1}{2} \right)}
\]

(108)

The summary of the mathematical derivatives of the SELF, PLF and QLF under assumptions of Uniform, Jeffrey’s, Hartigan’s, Inverse-Rayleigh and Inverse-Nakagami priors are provided in Table 1.

Where \( j = \frac{2a + 3n}{2}, \quad t = \frac{a + 2}{a}, \quad f = \frac{a + 3}{a} \) and \( q = \frac{a + 2}{a} \).

As observed in Table 1, the mathematical derivatives of the QLF and SELF under Jeffrey’s and Hartigan’s priors produced the same estimates.

### 6. Simulation study and application to data set

This section provides quantile function and a simulation study of the proposed Maxwell-Mukherjee Islam distribution.

#### 6.1. Quantile function

The quantile function of the Maxwell-Mukherjee Islam distribution is obtained by inverting the cdf defined in (5) as

\[
x_q = \frac{\left[ 2c^2 \gamma^{-1} \left( \frac{a}{a + q} \right) \right]^\frac{1}{2}}{1 + \left[ 2c^2 \gamma^{-1} \left( \frac{a}{a + q} \right) \right]^{\frac{1}{2}}}
\]

(109)

where \( u \) has a uniform random variable defined on the interval 0 to 1.

### 6.2. Simulation study

A simulation study was conducted based on quantile function defined in (109) at sample sizes 10, 15, 20, 30, and 50, and for parameter values \( a = c = \lambda = \alpha = 1 \) and \( b = 1.5 \). The simulation study was repeated 10000 times in which the estimate of scale parameter \( c \), bias and mean squared errors (MSE) using assumptions of Uniform, Jeffrey’s, Hartigan’s, I-R and I-N priors under the three loss functions are obtained. Table 2 presents the estimate, bias, and MSE using assumptions of the different priors under the three loss functions for various parameter values.

As we observe from Table 2, QLF and SELF under Jeffrey’s and Hartigan’s priors produced the same estimate, bias, and MSE irrespective of the sample sizes. Similarly, SELF, PLF and QLF under I-R and I-N priors produced similar results. The table shows that QLF under I-R and I-N priors gave the minimum MSE, and then followed by SELF and PLF under I-R and I-N priors. As sample size increased, the MSE value of each method under Uniform, Jeffrey’s, Hartigan’s, I-R and I-N priors decreased and approached similar values.

The estimate, bias, and MSE using assumptions of Uniform, Jeffrey’s, Hartigan’s, I-R and I-N priors under the three loss functions for parameter values \( a = c = \lambda = \alpha = 1, \quad b = 1.5 \) and \( \beta = 1.5 \) are presented in Table 3.

We notice from Table 3 that QLF and SELF under Jeffrey’s and Hartigan’s priors produced similar pattern just like Table 2. In this case, the QLF under I-N prior gave the minimum value of MSE irrespective of the sample size \( n \). However, as the sample size increased, the MSE value of each method under the different priors decreased and approached similar values.

Keeping \( a = c = \lambda = \alpha = 1, \quad b = 1.5 \) and \( \beta = 1.5 \), the estimate, bias, and MSE using assumptions of different priors under loss functions are presented in Table 4.

In Table 4, the results of QLF and SELF under Jeffrey’s and Hartigan’s priors followed similar pattern as we found in Tables 2 and 3. It is observed that QLF under Inverse-Rayleigh prior had minimum value of MSE followed by QLF under I-N, SELF under I-R. As the sample size increased, the MSE of each method under different priors approached the same results.

### 6.3. Application to real life data set

This section provides an application to real life data set.

The real life data set comprises 22 observations of the end year selling Nigerian Naira to Japanese Yen exchange rates from 1995 to 2016. The data were recently studied by [16] and [17] and are presented as follows:

\[
\begin{array}{cccccccccccc}
\text{n} & \text{Measure} & \text{SELF} & \text{PLF} & \text{QLF} & \text{SELF} & \text{PLF} & \text{QLF} & \text{SELF} & \text{PLF} & \text{QLF} & \text{SELF} & \text{PLF} & \text{QLF} \\
10 & \text{Estimate} & 1.0364 & 1.0460 & 1.0086 & 1.0180 & 1.0272 & 0.9841 & 0.9923 & 0.9533 & 1.0174 & 1.0259 & 0.9856 & 1.0174 & 1.0259 & 0.9856 \\
15 & \text{Estimate} & 1.0236 & 1.0297 & 1.0004 & 1.0118 & 1.0177 & 0.9893 & 0.9893 & 0.9863 & 1.0115 & 1.0172 & 0.9900 & 1.0115 & 1.0172 & 0.9900 \\
20 & \text{Estimate} & 1.0176 & 1.0221 & 1.0003 & 1.0089 & 1.0132 & 0.9920 & 0.9962 & 0.9760 & 1.0087 & 1.0129 & 0.9924 & 1.0087 & 1.0129 & 0.9924 \\
30 & \text{Estimate} & 1.0111 & 1.0141 & 0.9998 & 1.0054 & 1.0083 & 0.9942 & 0.9942 & 0.9884 & 1.0054 & 1.0082 & 0.9944 & 1.0054 & 1.0082 & 0.9944 \\
50 & \text{Estimate} & 1.0065 & 1.0082 & 0.9998 & 1.0031 & 1.0048 & 0.9965 & 0.9965 & 0.9981 & 1.0031 & 1.0048 & 0.9965 & 1.0031 & 1.0048 & 0.9965 \\
\end{array}
\]
Using this data, a dataset was generated from Maxwell-Mukherjee Islam distribution for different parameter values $\beta = 1, 1.5, 2, 2.5$ and $3$. The estimate, bias, and MSE using assumptions of the Uniform, Jeffrey's, Hartigan's, Inverse-Rayleigh and Inverse-Nakagami priors under the three loss functions were computed by setting $a = c = \lambda = \alpha = 1$ and $b = 1.5$, and the results are presented in Table 3.

As observed from Table 3, both QLF and SELF under Jeffrey's and Hartigan's priors produced similar values, bias, and MSE irrespective of different parameter values. Similarly, the SELF, PLF and QLF under I-R and I-N priors performed similarly when the parameter $\beta = 1$. As parameter $\beta$ increased, the MSE value of each method under the different priors decreased and approached similar values. Also, the table shows that the QLF under I-R prior gave the minimum value of MSE.

Keeping $a = c = \lambda = \alpha = 1$ and $b = 1.5$, the estimate, bias and MSE using assumptions of the Uniform, Jeffrey's, Hartigan's, I-R and I-N priors are provided in Table 4.

It is observed from Table 4 that the QLF and SELF under Jeffrey's and Hartigan's priors produced similar results irrespective of different parameter values and also, the SELF, PLF and QLF under I-R and I-N priors produced similar results when the parameter $\alpha = 1$. By increasing the value of $\alpha$, the MSE value of each method under the different priors decreased and approached similar values.

7. Discussion of results and conclusion

This article proposed and studied Maxwell-Mukherjee Islam distribution based on the family of Maxwell generalized class of distributions.
Bayesian estimation of the scale parameter $c$ of the Maxwell-Mukherjee Islam distribution was carried out under Uniform, Jeffrey’s, Hartigan’s, Inverse-Rayleigh and Inverse-Nakagami priors using three loss functions, namely; squared error, quadratic and precautionary loss functions. As observed from the simulation results, the SELF, PLF and QLF under Inverse-Rayleigh and Inverse-Nakagami priors produced similar results when some parameters are the same. For different sample sizes and parameter values, QLF under Inverse-Rayleigh and Inverse-Nakagami priors produced smaller MSEs compared to other priors. In the application to real life data set, the QLF and SELF under Jeffrey’s and Hartigan’s priors produced the same estimate, bias and MSE irrespective of different parameter values. Similarly, the PLF and QLF under Inverse-Rayleigh and Inverse-Nakagami priors also provided similar results for some parameter values. It can therefore be concluded that the QLF under Inverse-Rayleigh and Inverse-Nakagami priors could be employed effectively in estimating the scale parameter $c$ of the Maxwell-Mukherjee Islam distribution.
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