New Insights into Long-Term Aseismic Deformation and Regional Strain Rates from GNSS Data Inversion: The Case of the Pollino and Castrovillari Faults
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Abstract: We present a novel inverse method for discriminating regional deformation and long-term fault creep by inversion of GNSS velocities observed at the spatial scale of intraplate faults by exploiting the different spatial signatures of these two mechanisms. In doing so our method provides a refined estimate of the upper bound of the strain accumulation process. As case study, we apply this method to a six year GNSS campaign (2003–2008) set up in the southern portion of the Pollino Range over the Castrovillari and Pollino faults. We show that regional deformation alone cannot explain the observed deformation pattern and implies high geodetic strain rate, with a WSW-ENE extension of $86 \pm 41 \times 10^{-9}/yr$. Allowing for the possibility of fault creep, the modelling of GNSS velocities is consistent with their uncertainties and they are mainly explained by a shallow creep over the Pollino fault, with a normal/strike-slip mechanism up to 5 mm/yr. The regional strain rate decrease by about 70 percent and is characterized by WNW-ESE extension of $24 \pm 28 \times 10^{-9}/yr$. The large uncertainties affecting our estimate of regional strain rate do not allow inferring whether the tectonic regime of the area is extensional or strike-slip, although the latter is slightly more likely.

Keywords: regional deformation; fault creep; GNSS velocities; inverse theory

1. Introduction

Geodetic strain rates from GNSS observations, once compared with past and ongoing seismicity, provide a first estimate of the amount of deformation that is accommodated by earthquakes [1–3]. This comparison, nevertheless, still leaves open the issue of whether the difference between seismic and GNSS deformation is accommodated by aseismic phenomena or by elastic accumulation preparing the next earthquake [4]. In this respect, geodetic strain rates and earthquake catalogs can only provide an upper bound for the building of the elastic stress.

The main seismic and aseismic phenomena occur at the plate boundary and interseismic deformation from GNSS network are usually modelled by the back-slip approach [5,6] and within the framework of elastic or viscoelastic Earth models [7,8]. These models allow estimating the spatial distribution of the interseismic locking of the interplate faults and, therefore, quantify their elastic loading during the seismic cycle. Considering the large spatial scales of the interseismic deformation
at plate boundaries, even sparse GNSS networks can provide valuable information, but difficulties arise in discriminating transient and (long-term) interseismic deformations due to the limited time intervals spanned by the GNSS data time series [7].

Conversely, interseismic deformation within the plates are the results of elastic deformation mainly caused by the relative motion between plates and by inelastic deformations such as brittle fractures and plastic and ductile flows [9]. The treatment of the lithosphere as a viscous fluid is widely adopted in models of long timescale geological processes. In particular, over geological times and regional spatial scales, this complexity can be taken into account by means of an effective viscosity representing the vertical averaged strength of the lithosphere, as in Splendore and Marotta [10]. This effective viscosity is a key parameter within a thin sheet modelling [11], which allows estimating the surface velocities and the geodetic strain rates due to active tectonics and to provide a first understanding of the average intraplate stress e.g., [12–15]. These insights are appropriate for the modelling of steady-state tectonic deformation and can be hardly translated into the understanding of how strain is accumulated and released at the time scales of the seismic cycle and at the spatial scales of individual faults. Indeed, by definition, viscoelastoplastic Earth models filter out any short-term and small-scale fluctuations of the elastic stress field.

Due to the these difficulties in dealing with intraplate deformations at small time and spatial scales, GNSS observations are usually used to investigate coseismic and postseismic deformations e.g., [16,17] or transient deformations due to temporary changes in the fault creep [18,19], at least when these phenomena yield deformations high enough to be discriminated from long-term trends. In light of this, by fitting linear trends to GNSS data time series, these approaches always avoid the physical modelling of long-term interseismic deformation and, so, they lose the possibility of understanding how much of this deformation is accommodated by long-term tectonics or by steady-state fault creep or, at least, fault-creep lasting more than the time interval spanned by GNSS data. In other words, we are left with the possibility that the whole amount of long-term strain rate inferred from the linear trends at different GNSS stations is building elastic stress and, then, preparing the next earthquakes, when instead some fraction of it could be caused by inelastic processes that we are actually able to model.

To remedy to this lack of the previous approaches and further refine the upper bound for the elastic loading inferred from geodetic strain rates, we develop a novel approach for modelling GNSS velocities that allow estimating long-term creep over intraplate faults by taking advantages of the different spatial signatures of the main physical mechanism responsible for crustal displacements. As case study, we consider the area of the Pollino Range, which represents the most prominent seismic gap within the southern Apennines [20] and, so, likely affected by aseismic processes able to counteract the intraplate elastic loading. In particular, we focus our attention on the southern area of the Pollino Range and part of the Sybari plain. As shown in Figure 1, this area is crossed by two main faults: the Pollino master fault along the southern slope of Mount Pollino massif and the Castrovillari second-order cross fault [21]. While the whole area of the Pollino Range has been affected only by moderate seismicity in the range of magnitude 5.5–6 in the last centuries [22], its southern portion is characterized by an even lower seismic activity (see Figure 2). Moreover, also the recent 2010–2014 seismic swarm (main shock $M_W 5.1$) accompanied by a significant transient creep (equivalent to $M_W 5.5$) has affected the Pollino Range a little further north, activating the Rotonda-Campotenese normal fault system and the Morano Calabro-Piano di Ruggio fault [18], but not its most southern area. The distinctive behaviour of this area is also supported by seismic tomography [23] which has identified it as a low P- and S-wave velocity zone, compared to the northern part of the Pollino Range and the further south Mount Sila massif (see Figure 2), and by the correlation between the high seismicity in high P-wave velocity zones and low seismicity in low P- and S-wave velocity zones. Based on the regional pattern of P-wave receiver functions, seismicity and SKS anisotropy, Chiarabba et al. [24] have suggested that these faults decouple the deformation across the region, from the one driven by the delamination of the southern Apennines to the one related to the retreat mechanism in the Calabrian Subduction System fore arc.
Figure 1. Surface velocities from the GNSS campaigns (in Apulia fixed reference frame, black arrows) from Sabadini et al. [25], the fault traces (gray, red and blue lines) identified by Brozzetti et al. [26] and the Castrovillari and Pollino faults used in this study (white solid rectangles). Red and blue lines are the fault traces associated with the Castrovillari and Pollino faults, respectively, and the white dashed rectangle indicates the Castrovillari fault from the Database of Individual Seismogenic Sources [27]. The top edge of the DISS fault is slightly shifted southwestward because is at 1 km depth rather than at the Earth surface. The topography of the area is shown in the background and the inset shows the south Italy and the location of the plotted region (red rectangle).

Geomorphological investigations identified at least six surface-faulting earthquakes of magnitude 6.5~7 since late Pleistocene age on the Castrovillari and Pollino faults, with the most recent on the Pollino fault and dated in between the XIII and XV century A.D., although no evidence has been found in the historical records Figure 2 [20,21]. Therefore both faults proved to be capable of generating earthquakes of magnitude up to the typical maximum magnitude of Calabria and of the southern Apennines, as large as 7. It is thus important to determine whether aseismic processes are playing a role in inhibiting the seismic potential of these faults or rather to increase it.

The possibility of fault creep on the Castrovillari fault has been already proposed by Sabadini et al. [25] on the basis of surface horizontal velocities estimated at 10 sites by a six year campaign GNSS network from 2003 up to 2008 (see Figure 1). Starting from this previous study, we hereinafter make a step ahead in the modelling of GNSS velocities (i) allowing for the possibility of creep even on the nearby Pollino fault, which could have affected the observed surface velocity as well, and (ii) developing a new inverse method able to discriminate the local contribution due to these creeping faults from the regional one due to large scale intraplate deformations. By jointly estimating the fault creep and the regional deformation from GNSS data inversion, we then aim at defining a more realistic upper bound for the elastic deformation of the southern part of the Pollino Range than that directly provided by geodetic strain rates.
2. Forward Model

We assume that the investigated region is elastic but for the possibility of inelastic deformation localized on the Castrovillari and Pollino faults, and decompose the horizontal velocities $v$ at the Earth surface as follows

$$v(\phi, \theta) = \begin{pmatrix} v_\phi(\phi, \theta) \\ v_\theta(\phi, \theta) \end{pmatrix} = v^{\text{reg}}(\phi, \theta) + v^{\text{creep}}(\phi, \theta)$$

(1)

where $\phi$ and $\theta$ are the longitude and latitude at the observation point, $v_\phi$ and $v_\theta$ are the east and north components of the velocity field, and $v^{\text{reg}}$ and $v^{\text{creep}}$ are the velocities due to regional deformation and fault creep, respectively. For the sake of simplicity, we do not discuss the up component of the velocity because it is not used in the following inversion of the GNSS data by Sabadini et al. [25].

We note that not all the regional deformation must be elastic simply because aseismic processes other than those here considered could contribute to it. In this respect and as already argued in Section 1, the above decomposition shall be regarded as a conservative choice aiming at refining the upper bound for elastic deformation. If aseismic processes other than those on the faults here considered are modelled, this upper bound will be further refined.

2.1. Regional Deformation

Following Savage et al. [30], within the assumption that the regional deformation varies on spatial scales larger than those of the investigated region and that the topography elevation is small compared to the horizontal distances involved, the horizontal velocity due to regional deformation can be expanded in Taylor series at a reference point $(\phi_0, \theta_0)$ as follows
\[ v^{\text{reg}}(\phi, \theta) = W(\phi, \theta) w + E(\phi, \theta) e \]  

where \( W, E, w \) and \( e \) are the following 2 × 3–dimensional matrices and 3–dimensional arrays

\[
W(\phi, \theta) = \begin{pmatrix}
1 & \sin \theta_0 \frac{d\phi}{d\theta} & -a \frac{d\theta}{d\phi} \\
-\sin \theta_0 \frac{d\phi}{d\theta} & 1 & a \cos \theta_0 \frac{d\phi}{d\theta} 
\end{pmatrix}, \quad E(\phi, \theta) = a \begin{pmatrix}
\cos \theta_0 \frac{d\phi}{d\theta} & 0 & d\theta \\
0 & d\theta & \cos \theta_0 \frac{d\phi}{d\theta} 
\end{pmatrix},
\]

\[
w = \begin{pmatrix}
v^\text{reg}_\phi(\phi_0, \theta_0) \\
v^\text{reg}_\theta(\phi_0, \theta_0) \\
\omega
\end{pmatrix}, \quad e = \begin{pmatrix}
\epsilon_{\phi\phi} \\
\epsilon_{\theta\theta} \\
\epsilon_{\theta\phi}
\end{pmatrix}
\]

Here \( a \) is the Earth radius, \( \epsilon_{\alpha\beta} \) (with \( \alpha, \beta = \phi, \theta \)) are the horizontal components of the regional strain rate in the geographic reference system, \( \omega \) is the regional rotation rate and

\[
d\phi = \phi - \phi_0, \quad d\theta = \theta - \theta_0
\]

In light of this, the regional horizontal velocity field depends on six unknowns, \( w \) and \( e \). We note that the parameters \( w \) describe the rigid-body motion and are equivalent to the three rotation parameters defining the Euler vector [30,31].

In view of the assumptions of elastic body and traction free at Earth surface used to obtain Equation (2), we note also that the vertical components of the regional strain rates read

\[
\epsilon_{r\phi} = 0, \quad \epsilon_{r\theta} = 0, \quad \epsilon_{rr} = -\frac{\lambda}{\lambda + 2\mu} (\epsilon_{\phi\phi} + \epsilon_{\theta\theta})
\]

with \( \mu \) and \( \lambda \) being the two Lamé parameters. In the perspective of linking the regional strain rates to the tectonic regimes, it is convenient to express them in terms of the deviatoric components

\[
\epsilon'_{\alpha\beta} = \epsilon_{\alpha\beta} - \frac{1}{3} \delta_{\alpha\beta} (\epsilon_{\phi\phi} + \epsilon_{\theta\theta} + \epsilon_{rr}) \forall \alpha, \beta = \phi, \theta, r
\]

with \( \delta_{\alpha\beta} \) being the Kronecker delta. After some straightforward algebra, we write

\[
e = D q
\]

where

\[
D = \begin{pmatrix}
1 - \gamma & -\gamma & 0 \\
-\gamma & 1 - \gamma & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad q = \begin{pmatrix}
\epsilon'_{\phi\phi} \\
\epsilon'_{\theta\theta} \\
\epsilon'_{\phi\theta}
\end{pmatrix}
\]

with \( \gamma = 2/3 (1 - \alpha) \) and \( \alpha = (\lambda + \mu)/(\lambda + 2\mu) \). In light of this, Equation (2) can be recast in the following form

\[
v^{\text{reg}}(\phi, \theta) = W(\phi, \theta) w + Q(\phi, \theta) q
\]

with

\[
Q(\phi, \theta) = E(\phi, \theta) D
\]

For the GNSS data inversion, we will assume that the elastic medium is Poissonian, that is \( \lambda = \mu \).
2.2. Fault Creep

As it concerns the horizontal velocity due to fault creep, it can be computed from the elastostatic Green functions for tangential dislocations e.g., [32]

$$v^{\text{creep}}(\phi, \theta) = \sum_{p=1}^{2} \sum_{i=1}^{2} \int_{\mathcal{F}_p} g_i(\phi, \theta; x) s_i^{(p)}(x) \, dS(x)$$

(11)

where $\mathcal{F}_p$ and $s_i^{(p)}$ are the surfaces and the strike-slip ($i = 1$) and up-dip ($i = 2$) aseismic slip rates for the Castrovillari ($p = 1$) and Pollino ($p = 2$) faults, $x$ and $dS$ are the vector position identifying the points of the fault surfaces and the infinitesimal surface area, and $g_i$ is the elastostatic Green function for the strike-slip ($i = 1$) and up-dip ($i = 2$) point-like unit slip.

As depicted in Figure 1 and listed in Table 1, we assume that the fault surfaces are planar and that the fault creep extend, at most, over rectangular areas of lengths $L_p$ and widths $W_p$, with $p = 1$ and 2 for the Castrovillari and Pollino faults, respectively. We establish their geometry and position on the basis of the identified fault traces in the Pollino Range [26] and geomorphic and trenching investigations [20,21]. In particular, the rectangular areas extend up to the Earth surface and their top edges (i.e., the lines of strike) are chosen to approximate the fault traces identified by Brozzetti et al. [26]. Compared to previous published values [27,33], the length and, particularly, the width of the two faults have been enlarged in view of the fact that we will constrain the fault creep distribution to be zero at the internal edges of the faults and in the perspective of estimating its extension by the data inversion rather than prescribing it with an a priori choice of small fault surfaces.

Table 1. Fault parameter used in this study.

|                 | Castrovillari | Pollino  |
|-----------------|---------------|----------|
| dip             | 60°           | 70°      |
| strike          | 158°          | 119°     |
| length          | $L_1 = 30$ km | $L_2 = 36$ km |
| width           | $W_1 = 30$ km | $W_2 = 30$ km |
| top depth       | 0 km          | 0 km     |

Following Yabuki and Matsu’ura [34], we parametrize the creep distributions over the fault surfaces using bicubic splines defined over $2 \times 2 \text{km}^2$ regular grids. In particular, we use bicubic splines modified in such a way that, at the left, right and bottom edges, the fault creep and its first-order spatial derivatives are zero while, at the top edge, only the first order directional derivative along dip is zero. The latter constraint allows the slip to reach the Earth surface and, at the same time, avoids anomalous results at this edge. We provide details about the regular grid and the bicubic splines in Appendix A.

Within this framework, the total number of modified bicubic splines for each fault is $N_p = (N_{L}^{p} - 1) N_{W}^{p}$, with $N_{L}^{p}$ and $N_{W}^{p}$ being the number of intervals of the regular grid along the strike, $l$, and dip, $w$, coordinates, and the fault creep distribution reads

$$s_i^{(p)}(x(l, w)) = \sum_{j=1}^{N_{L}^{p} - 1} \sum_{k=0}^{N_{W}^{p} - 1} s_{ijk}^{(p)} \hat{\Phi}_{jk}(l, w)$$

(12)

for $(l, w) \in [0, L_p] \times [0, W_p]$ and zero otherwise. Here, $\hat{\Phi}_{jk}(l, w)$ are the modified bicubic splines as defined in Appendix A, $s_{ijk}^{(p)}$ are the coefficients of the modified bicubic splines that, for each fault, we collect into the $S_p$-dimensional array $s_p$, with $S_p = 2 N_p$.

After substitution of Equation (12) into Equation (11), we thus obtain the linear relation between the velocities at the Earth surface and the fault creep coefficients.
\[
v_{\text{creep}}(\phi, \theta) = \sum_{p=1}^{2} \sum_{i=1}^{N_p^p-1} \sum_{j=1}^{N_w^p-1} k_{ijk}^{(p)}(\phi, \theta) s_{ijk}^{(p)}
\]

with

\[
k_{ijk}^{(p)}(\phi, \theta) = \int_{0}^{L_p} \int_{0}^{W_p} g_i(\phi, \theta; x(l, w)) \hat{\Psi}_{ijk}(l, w) \, dl \, dw
\]

In the following we shall also quantify the roughness of the fault creep distribution that we define as

\[
X_p^S = \sum_{i=1}^{L_p} \int_{0}^{W_p} \left[ \left( \frac{\partial^2 s_i^{(p)}(x(l, w))}{\partial l^2} \right)^2 + \left( \frac{\partial^2 s_i^{(p)}(x(l, w))}{\partial w^2} \right)^2 + 2 \left( \frac{\partial^2 s_i^{(p)}(x(l, w))}{\partial l \partial w} \right)^2 \right] \, dl \, dw
\]

and, as detailed in Yabuki and Matsu’ura [34] and Cambiotti et al. [35], we recast in the following bilinear form

\[
X_p^S = s_p^T S_p s_p
\]

where \( S_p \) are \( S_p \times S_p \)-dimensional matrices, the elements of which can be obtained by substituting Equation (12) into Equation (15).

3. Inverse Problem

Within the framework outlined in Section 2, Equations (1), (2), (7) and (13), the relation between data and model is linear and reads

\[
\tilde{y} = y(m) + z
\]

where \( \tilde{y} \) and \( z \) is the \( Y \)-dimensional arrays of the observed surface velocities and errors (with \( Y \) being the number of GNSS data), and \( y \) is the \( Y \)-dimensional array of modelled surface velocities

\[
y(m) = K m
\]

with \( m \) being the \( M \)-dimensional array collecting all the model parameters (with \( M = 6 + S_1 + S_2 \))

\[
m = \begin{pmatrix} w \\ q \\ s_1 \\ s_2 \end{pmatrix}
\]

and \( K \) being the \( Y \times M \)-dimensional data kernel matrix

\[
K = \begin{pmatrix} W & Q & K_1 & K_2 \end{pmatrix}
\]

Here, \( W, Q \) are \( Y \times 3 \)-dimensional matrices and \( K_p \) are \( Y \times S_p \)-dimensional matrices (\( p = 1, 2 \)), the row of which are obtained evaluating Equations (3), (10) and (14) at the geographic coordinates of the GNSS sites.

The model parameter space \( \mathcal{M} \) is given by the Cartesian products of the parameter spaces of each subset of model parameters is \( \mathcal{M} = W \times Q \times S_1 \times S_2 = \mathbb{R}^M \), with \( W, Q = \mathbb{R}^3 \) for \( w \) and \( q \), and \( S_p = \mathbb{R}^{S_p} \) for \( s_p \).
3.1. Information from Observations and a Priori Constraints

In addition to the model parameters, we shall also consider four hyper-parameters that we collect in the following 4-dimensional array

\[ h = \begin{pmatrix} \alpha \\ \beta_1 \\ \beta_2 \\ \rho \end{pmatrix} \]  

(21)

where \( \alpha > 0 \) and \( \beta_p > 0 \) weight information from observation and from a priori constraints on the roughness of \( p \)-th fault creep distribution [34,35]. We note that each fault is controlled by a different hyper-parameter because its roughness must not necessarily be connected with the roughness of other faults. The fourth hyper-parameter, \( \rho > 0 \), is introduced in this study and weights a priori constraints on the regional strain rates, which will be discussed in a while. The hyper-parameter space is simply \( \mathcal{H} = \mathbb{R}_+^4 \).

Following Yabuki and Matsu’ura [34] and Cambiotti et al. [35], the probability density function (PDF) for the data given the model parameters and hyper-parameters and the a priori PDF for the \( p \)-th fault creep distribution given the hyper-parameters can be written as follows

\[ f(\tilde{y} | m, \alpha) = \frac{1}{\sqrt{2\pi \alpha}^M \parallel Y \parallel} \exp \left( -\frac{(\tilde{y} - K m)^T Y^{-1} (\tilde{y} - K m)}{2\alpha} \right) \]  

(22)

\[ f(s_p | \beta_p) = \sqrt{\frac{\parallel S_p \parallel}{(2\pi \beta_p)^3}} \exp \left( -\frac{s_p^T S_p s_p}{2\beta_p} \right) \]  

(23)

where \( Y \) is the covariance matrix of the observational errors. We recall that the inclusion of the hyper-parameter \( \alpha \) allows a simple representation of observational and modelling errors and assume that they obey a Gaussian distribution with zero mean and covariance matrix \( C = \alpha Y \), where \( \alpha \) must be estimated as part of the inversion as an assessment of a posteriori uncertainties [35,36]. In particular, the latter can be interpreted as follows: there are modelling errors when \( \alpha > 1 \), they are negligible when \( \alpha = 1 \) and the physical model is over-parametrized (i.e., it fits the observations too well) when \( \alpha < 1 \).

We introduce also the a priori PDF for the deviatoric regional strain rates given the hyper-parameters, which we define as follows

\[ f(q | \rho) = \sqrt{\frac{\parallel I_2 \parallel}{(2\pi \rho)^3}} \exp \left( -\frac{q^T I_2 q}{2\rho} \right) \]  

(24)

where \( I_2 \) is the \( 3 \times 3 \)-dimensional matrix such that the bilinear form \( q^T I_2 q \) yields the second invariant of the deviatoric strain rate tensor, \( I_2 = \epsilon_{ij}^\prime \epsilon_{ij}^\prime \),

\[ I_2 = \begin{pmatrix} 2 & 1 & 0 \\ 1 & 2 & 0 \\ 0 & 0 & 2 \end{pmatrix} \]  

(25)

This additional prior information is introduced in order to make fair the joint estimate of regional strain rate and fault creep. Indeed, the a priori constraints of zero fault creep and of first-order derivatives at the fault edges (see Section 2.2 and Appendix A) and small slip roughness (weighted by the hyper-parameter \( \beta_p \)) favour, within the present inverse method, small fault creep; the additional prior information above does the same for the regional strain rate.

In the end, we do not consider any prior information on the parameters describing the rigid-body motion and the hyper-parameters themselves, meaning that their PDF is the uniform PDF over \( \mathcal{W} \) and...
The a priori PDF for the model parameters and hyper-parameters is simply proportional to the PDF of the model parameters given the hyper-parameters

\[ f(m, h) \propto f(s_1 | \beta_1) f(s_2 | \beta_2) f(q | \rho) \]  \hspace{1cm} (26)

We avoid any a priori constraints on the rigid-body motion because they would make the inverse method dependent on the specific reference system on which the GNSS velocities are expressed.

### 3.2. Posterior Probability Density Function

According to the Bayes’ theorem \[34,37\], the PDF for the data and the a priori PDF, Equations (22) and (26), can be combined in order to obtain the posterior PDF for all the model parameters and hyper-parameters given the data

\[ p(m, h) = c f(\tilde{y} | m, \alpha) f(m, h) \]  \hspace{1cm} (27)

where \(c\) is a constant of normalization.

As discussed in Fukuda and Johnson \[36\], the approach proposed by Yabuki and Matsu’ura \[34\] is based on the Akaike Bayesian information criterion (ABIC) and does not account for the uncertainties on the hyperparameters, which is appropriate only if the marginal PDF for the hyperparameters has a dominant and sharp peak at its maximum. In this respect, we prefer to consider the fully Bayesian approach by Fukuda and Johnson \[36\] and estimate the mean model and hyper-parameters and standard deviations by averaging over the whole model and-hyper-parameter spaces. In particular, in the following, we will make use of the expectation, \(E(\cdot)\), and covariance, \(C(\cdot, \cdot)\), operators defined as follows

\[ E(f) = \int_{\mathcal{H}} \int_{\mathcal{M}} f(m, h) p(m, h) \, dm \, dh, \quad C(f) = E(ff^T) - E(f) E(f)^T \]  \hspace{1cm} (28)

with \(f\) being an arbitrary function or function array of the model parameters and hyper-parameters.

### 3.3. Prior Information on the Tectonic Regimes

After some minor modifications, the present inverse method can be adapted to include prior information about the tectonic regime and its orientation. For the case of the regional deformation, two principal axes of the deviatoric strain rates, say \(\hat{x}_1, \hat{x}_2\), are parallel to the Earth surface and the third one, say \(\hat{x}_3\), is perpendicular to it. Denoting with \(\epsilon'_i\) the principal value associated with the \(i\)-th principal axis and ordering the first two directions in such a way that \(\epsilon'_1 > \epsilon'_2\), we can discriminate different tectonic regimes according to the following inequalities

\[ \begin{align*}
\epsilon'_3 < \epsilon'_2 < \epsilon'_1 & \quad \text{extensional} \\
\epsilon'_2 < \epsilon'_1 < \epsilon'_3 & \quad \text{compressional} \\
\epsilon'_2 < \epsilon'_3 < \epsilon'_1 & \quad \text{strike-slip}
\end{align*} \]  \hspace{1cm} (29)

that, using \(\epsilon'_3 = -\epsilon'_1 - \epsilon'_2\), become

\[ \begin{align*}
-\frac{1}{2} \epsilon'_1 < \epsilon'_2 < \epsilon'_1 & \quad \text{extensional} \\
\epsilon'_2 < -2 \epsilon'_1 & \quad \text{compressional} \\
-2 \epsilon'_1 < \epsilon'_2 < -\frac{1}{2} \epsilon'_1 & \quad \text{strike-slip}
\end{align*} \]  \hspace{1cm} (30)

We note that extensional and strike-slip regimes imply \(\epsilon'_1 > 0\), while compressional regimes do not, and that the intermediate principal values for extensional, compressional and strike-slip regimes are \(\epsilon'_2, \epsilon'_4\) and \(\epsilon'_5\), respectively. Furthermore, the direction of maximum extension is \(\hat{x}_1\) for extensional and strike-slip regimes, while the direction of maximum compression is \(\hat{x}_2\) for compressional regimes.

Within this framework, instead of the deviatoric regional strain rates, Equation (8), we can choose the following set of three parameters which make straightforward to recognize the tectonic regimes...
\[ q' = \begin{pmatrix} \epsilon_1' \\ \xi \\ \zeta \end{pmatrix} \]  

(31)

where \( \zeta \) is the azimuth of the first principal direction, \( \hat{x}_1 \), and \( \zeta = \epsilon_2' / \epsilon_1' \) is the ratio between the two horizontal principal values. After some straightforward algebra, we can obtain the following relation between the old and new model parameters

\[ q(q') = \hat{q}() \epsilon_1' \]  

(32)

with

\[ \hat{q}(\xi, \zeta) = \begin{pmatrix} \cos^2 \xi + \zeta \sin^2 \xi \\ \sin^2 \xi + \zeta \cos^2 \xi \\ (1 - \zeta) \sin \xi \cos \xi \end{pmatrix} \]  

(33)

The model space for \( q' \) is given by

\[ Q' = Q'_E \cup Q'_C \cup Q'_S \subset \mathbb{R}^3 \]  

(34)

where \( Q'_E, Q'_C \) and \( Q'_S \) are the following subsets

\[ Q'_E = (0, \infty) \times (-1/2, 1] \times (0, \pi) \subset \mathbb{R}^3, \]
\[ Q'_C = (0, \infty) \times (-\infty, -2] \times (0, \pi) \cup (-\infty, 0) \times [2, \infty) \times (0, \pi) \subset \mathbb{R}^3, \]
\[ Q'_S = (0, \infty) \times (-2, -1/2) \times (0, \pi) \subset \mathbb{R}^3 \]  

(35)

which correspond to all the possible model parameters \( q' \) describing extensional, compressional and strike-slip tectonic regimes, respectively.

Due to the non-linearity of Equation (32), the a posteriori PDF modifies according to the Jacobian rule [37]

\[ p'(w, q', s_1, s_2, h) = p(w, q(q'), s_1, s_2, h) \cdot |J(q')| \]  

(36)

with

\[ |J(q')| = \left| (1 - \zeta) \epsilon_1'^2 \right| \]  

(37)

This form of the a posteriori PDF can be used both to investigate the probabilities of different tectonic regimes, depending directly on the new parameters which make straightforward to recognise the tectonic regimes to which they refer (particularly \( \xi \) and \( \zeta \)), and to include prior information on the tectonic regime by multiplying it with a priori PDF as function of these new parameters or, more simply, investigating the a posteriori PDF over a specific subset of model space \( Q' \) given in Equation (34).

**4. Results**

To disclose the behaviour of the long-lasting quiescent Castrovillari normal fault, a campaign GNSS network composed by 10 sites over an area of about 30 km \( \times \) 17 km centred on the normal-faulting area has thus been set up [25]. Implementation of the campaign sites was carefully performed to ensure a submillimetre forced centring and antenna height measurements. The GNSS measurements started in 2003 and five campaigns have been performed up to 2008. Annual occupations coincided with the September-October (dry) period in an effort to minimize seasonal effects. To avoid displacement artifacts that can be introduced via differing receiver/antenna, all measurements throughout the six-year experiment were performed by using the same instrumentation set-up. During
each campaign, data were collected over a period of four consecutive days, with daily sessions of at least 8 h; some network sites have been observed continuously during each period.

Table 2 reports the GNSS velocities by Sabadini et al. [25] after transformation from IGS05 to IGS08 and rotation into an Apulia fixed reference frame [33] in order to better highlight the peculiar deformation pattern of the area (Figure 1). Despite the fact that the local GNSS campaigns were carried out for investigating the Castrovillari fault, it guarantees some coverage of the nearby Pollino fault and, so, we extend the present analysis also to the latter. The CIVI, DORM and FRAN stations, indeed, fall within the foot-walls of both faults, while the other stations are above them, mainly in the hanging-walls.

| GNSS Data | Site id | longitude | latitude | east component | north component | relative uncertainties (in mm/yr) |
|-----------|---------|-----------|----------|----------------|----------------|----------------------------------|
| CASS      | 16.31969| 39.78493  | 1.33     | 4.95           | 0.34           | 0.18                             |
| COLO      | 16.15402| 39.88887  | 0.99     | 4.14           | 0.31           | 0.37                             |
| CROC      | 16.17953| 39.83458  | 1.07     | 4.24           | 0.32           | 0.31                             |
| DOLC      | 16.25764| 39.75962  | 1.14     | 4.45           | 0.44           | 0.31                             |
| DORM      | 16.29699| 39.88124  | 2.16     | 4.05           | 0.39           | 0.34                             |
| FRAN      | 16.38424| 39.82068  | 3.03     | 4.46           | 0.52           | 0.33                             |
| FRAS      | 16.25836| 39.82188  | 0.45     | 4.45           | 0.36           | 0.33                             |
| MORA      | 16.13572| 39.85936  | 1.18     | 3.94           | 0.32           | 0.28                             |
| ZACC      | 16.16781| 39.77370  | 1.26     | 4.44           | 0.50           | 0.31                             |
| CIVI      | 16.31628| 39.82693  | 4.54     | 4.05           | 0.48           | 0.32                             |

In the following discussion, observed and modelled velocities will be compared in the local fixed reference frame, i.e., after the removal of the rigid body motion estimated by the GNSS data inversions themselves

$$\delta \mathbf{v}(\phi, \theta) = \mathbf{v}(\phi, \theta) - \mathbf{Q}(\phi, \theta) \mathbf{w}$$  (38)

The reference point with respect to which we perform the Taylor expansion of the regional velocity field is \((\phi_0, \theta_0) = (16.23^\circ, 39.81^\circ)\), about in the middle of the GNSS network.

### 4.1. Regional Deformations without Fault Creep

To provide a first upper bound for the regional deformation, let us first implement the inversion scheme presented in Section 3 for estimating only the regional deformation, i.e., assuming no fault creep. In other words, we investigate the a posteriori PDF given zero fault creep, \(p(\mathbf{w}, \mathbf{q}, \mathbf{a}, \rho) = p(\mathbf{m}, \mathbf{h} | \mathbf{s}_1 = \mathbf{s}_2 = 0)\).

Table 3 (scheme R) lists the mean and standard deviation for the model parameters of the regional deformation, and Figure 3A shows the comparison between observed and modelled surface velocities. The estimated strain rate is primarily consistent with a strike-slip tectonic regime, with WSW-ENE extension of \(86.5 \pm 41.2 \times 10^{-9}/\text{yr}\) and a slightly smaller compression of \(-62.3 \pm 36.3 \times 10^{-9}/\text{yr}\) along the perpendicular direction. The large uncertainties of this estimate, nevertheless, does not rule out the possibility of an extensional tectonic regime. The direction of maximum extension is consistent with the large scale deformation pattern estimated by Devoti et al. [38] for this area and, at smaller spatial scales, a little further north in the Pollino Range, by Cheloni et al. [18]. On the other hand, our estimate is more than twice greater than those of these authors (a few tens of nanostrain per year and \(34 \pm 7 \times 10^{-9}\), respectively). This discrepancy can be explained by considering that our larger estimate has been obtained using a local GNSS network, with GNSS stations close to fault traces and both in the hanging and foot walls of the Castrovillari and Pollino faults, and, so, it is more sensitive to near-field deformations caused by the fault creep rather than just to the regional deformation. In other words,
this preliminary result, together with the low seismic activity of the Castrovillari and Pollino faults in the past millennium and the low P- and S-wave velocities of the surrounding area Figure 2; [23,28], indicate that most of this high geodetic strain rate must be accommodated by long-lasting fault creep, at least from 2003 up to 2008 and ever earlier in time, since 1995, as it results by the campaign GNSS network and DInSAR data [25].

Figure 3. (A) Comparison between observed and modelled surface velocities (blue and green arrows, respectively) according to the inversion scheme R (see Table 3), after the removal of the estimated rigid-body motion. The ellipses represents the one-sigma errors from GNSS data analysis (observational errors) and should be rescaled by the square root of the estimated hyper-parameter \( \alpha \) in order to account for the modelling errors (\( \sqrt{\alpha} = 2.18 \) for this inversion). The regional strain rate is also drawn, further south with respect to the reference point \((\phi_0, \theta_0)\) of the Taylor series expansion (green star). (B) As panel A, but for the inversion scheme R* (see Table 3, \( \sqrt{\alpha} = 1.45 \)), where the CIVI station has not been used.

An additional indication that these two faults are creeping comes from the fact that the regional deformation alone hardly explain the surface velocities observed by the FRAS and CIVI stations. In particular, even after the removal of the rigid-body motion, the observed velocity for CIVI station is still high, almost 3 mm/yr, while the modelled one is less than 1 mm/yr. These large discrepancies between observed and modelled ones make large also the estimate of the hyper-parameter \( \alpha = 4.75 \), meaning that modelling errors are still large and, then, motivating the possibility of fault creep in order to improve the modelling of the observed GNSS velocities.

To understand how much the CIVI station affects our results, we performed the same GNSS data inversion without using this station (see Table 3, scheme R*, and Figure 3B). Even in this case the regional deformation alone hardly explain the surface velocities observed at two GNSS stations (now FRAS and FRAN) and the estimate of the hyper-parameter \( \alpha = 2.11 \), although smaller, still indicates the presence of modelling errors. The direction of maximum extension is almost unchanged (\( \xi = 74.6 \))
and the maximum strain rate is $63.9 \pm 29.0 \times 10^{-9}$/yr, smaller than the previous one by only the 25 per cent. This result, in addition to confirm the necessity of allowing fault creep, enlightens the role of the CIVI station. Further checks on the impact of this station on our conclusions will be considered in the following discussion.

**Table 3.** The mean estimates and standard deviations of the east, $v_x$, and north, $v_y$, components of the regional velocity (mm/yr) at the the reference point (16.23°, 39.81°), of the rotation rate, $\omega$ (in $10^{-9}$/yr) and of the mean components of the deviatoric strain rates $\epsilon_{ij}$, in correspondence with the FR inversion scheme (1, 2). The results are presented for the different case of GNSS data inversion considered in the main text, with and without fault creep and with prior information about the tectonic regime and the azimuth of the direction of maximum extension, $\zeta$. For the inversion schemes R* and FR* the CIVI station is not used.

| Inversion Scheme | Features | R | FR | FR-E27 | FR-E415 | R* | FR* |
|------------------|----------|---|----|--------|---------|----|-----|
| **Estimates**    | creep no | yes | yes | extensional | extensional | all | all |
| regime all | all | all | all |
| Azimuth all | all | all | 77.1° | 115.0° | all | all |
| **Estimates**    | $v_x$ | $v_y$ | $\omega$ | $\epsilon_{ij}$ | $\epsilon_{ij}$ | $\zeta$ |
| $a$ | $-0.43 \pm 0.30$ | $0.49 \pm 0.21$ | $-10.8 \pm 34.6$ | $-62.3 \pm 36.3$ | $77.1°$ |
| $b$ | $-0.13 \pm 0.28$ | $0.15 \pm 0.27$ | $-0.2 \pm 32.5$ | $-13.9 \pm 31.0$ | $115.0°$ |
| $c$ | $-0.08 \pm 0.24$ | $0.25 \pm 0.26$ | $-9.7 \pm 29.9$ | $-11.0 \pm 14.5$ | $77.1°$ |
| $d$ | $-0.57 \pm 0.20$ | $0.19 \pm 0.24$ | $2.3 \pm 29.0$ | $-9.9 \pm 11.5$ | $115.0°$ |
| $e$ | $-0.28 \pm 0.23$ | $0.51 \pm 0.14$ | $-3.0 \pm 23.5$ | $-54.1 \pm 24.8$ | $74.6°$ |
| $f$ | $0.46$ | $0.26 \pm 0.22$ | $-0.9 \pm 24.0$ | $-18.9 \pm 22.5$ | $98.4°$ |

4.2. Regional Deformations and Fault Creep

Let us now consider the full inversion scheme, where observed surface velocities are explained by both regional deformations and fault creep over the Castrovillari and Pollino faults. Table 3 (scheme FR) lists the mean and standard deviation for the model parameters of the regional deformation, and Figure 4 shows the comparison between observed and modelled surface velocities (blue and orange arrows, respectively), as well as the fault creep distribution and its standard deviation. The contribution to the modelled velocities due to only the regional strain is also shown (green arrows). The estimated strain rates, together with their uncertainties, are consistent with both extensional and strike-slip tectonic regimes, with WNW-ENE extension of $24.2 \pm 27.6 \times 10^{-9}$/yr and a compression of $-13.9 \pm 31.0 \times 10^{-9}$/yr along the perpendicular direction (that is about an half of the extension rate in amplitude). The direction of maximum extension is now 115°, rotated of about 38° clockwise with respect to that estimated by the inversion scheme R. This refined estimate of the regional strain rate, based on the FR inversion scheme rather than the R one, corroborates the transitional character of the investigated area enlightened by the analysis of the focal mechanism from waveform inversion, separating the WSW-ENE extensional domain of the southern Apennines from the NW-SE extensional one of the Calabrian Arc [39,40].

The fault creep distributions for the Castrovillari and Pollino faults indicate a normal/right-lateral strike-slip mechanism with average rake angle of $-126°$ and $-143°$ and maxima of 2.1 mm/yr and 5.2 mm/yr close to the fault traces, in correspondence with the FRAS and CIVI stations, respectively. The standard deviation for both the fault creep distribution is about 2-3 mm/yr and goes to zero at the internal edges due to the a priori constraints that the fault creep distribution is zero outside the adopted rectangular areas. In light of this, we can assess that the fault creep on the Pollino fault is statistically significant (i.e., it differs from zero by about two-sigma errors), while that on the Castrovillari fault is not (it is about one-sigma error).
Figure 4. (A,B) Mean fault creep distributions and (C,D) standard deviation over the Castrovillari and Pollino faults (the left and right columns show the Castrovillari fault over the Pollino one and viceversa), estimated according to the inversion scheme FR (see Table 3). The gray arrows represent the direction of the fault creep and the contour lines are given every 0.5 mm/yr. In panels A and B, the blue and red arrows are the observed and modelled surface velocities, after the removal of the estimated rigid-body motion. The ellipses represents the one-sigma errors from GNSS data analysis (observational error) and should be rescaled by the square root of the estimated hyper-parameter \( \alpha \) in order to account for the modelling errors (\( \sqrt{\alpha} = 1.05 \) for this inversion). The estimated regional strain rate is also drawn, further south with respect to the reference point \((\phi_0, \theta_0)\) of the Taylor series expansion (green star), and the green arrows represent the velocities due to this strain rate.

Comparing Figures 3 and 4, we note that the observed and modelled velocities are in better agreement for the inversion scheme FR than they are for the inversion scheme R. This results also from the estimate of the hyper-parameter \( \alpha \), that is now \( \alpha = 1.10 \) instead of \( \alpha = 4.75 \) (see Table 3), meaning that the discrepancies between observed and modelled velocities are consistent with the observational errors, while the modelling errors are negligible. This reduction of the hyper-parameter \( \alpha \) confirms the fact that fault creep is the necessary physical mechanism in order to explain the velocity changes on the small spatial scale of the campaign GNSS network. On the other hand, different from Sabadini et al. [25], our updated results indicate that the creep is mainly occurring on the Pollino fault rather than the Castrovillari fault, which was the only fault considered in this previous study. Furthermore, we note that the observed velocities are mainly explained by the fault creep rather than by the regional deformation. The contribution to surface velocities due to the regional strain rate (green arrows), indeed, is only a small fraction of the modelled velocities which also include the contribution from the fault creep (orange arrows) and, in amplitude, is smaller than the one-sigma errors affecting the observed surface velocities. This fact thus explains why the estimated regional strain rate is consistent with the case of no regional strain (the maximum extension rate of \( 24.2 \times 10^{-9} \) yr is indeed smaller than its one-sigma error of \( 27.6 \times 10^{-9} \) yr) and points out how the large variations of the
observed surface velocities from one GNSS station to another of the local GNSS campaign network are mainly due to fault creep, at least on the Pollino fault.

Our estimates, both of the regional strain rates and of the fault creep distributions, are affected by large uncertainties due to the small number of GNSS data used in the inversion, as well as due to the smallness of the geographical area that they cover. Increasing the number of GNSS data would certainly decrease these uncertainties and, particularly, improve the resolving power on the fault creep distribution. Enlarging the covered geographic area, instead, would affect mainly the estimate of the regional deformation because larger baseline lengths between GNSS stations better constrain large spatial scale strain rates. On the other hand, they could be affected by deformation caused by other creeping faults other than those here considered. Furthermore, regional strain rates could vary on larger spatial scales, making more inaccurate the first-order expansion of the regional velocity field, Equation (2). Therefore, in this first attempt to discriminate intraplate regional deformation from fault creep, we have preferred to consider only the campaign GNSS network by Sabadini et al. [25], without adding complexities such as including additional GNSS stations from other GNSS networks far away from the near-field of the Pollino and Castrovillari faults.

An even more stringent issue that prevent us from including additional data in the present analysis is that all the permanent GNSS stations in the proximity of the Pollino and Castrovillari faults were set up only in recent years. In this respect, these additional observed crustal velocities would refer to time periods different (and without overlapping) from that of the GNSS campaign used here and they thus reflect averaged fault creep which can be different from that occurring during the six year GNSS campaign (2003–2008). Significant variations in the fault creeps over the years have to be expected due to transient aseismic processes as, for instance, the one observed by Cheloni et al. [18] from 2010 to 2014, a little further north to the Pollino and Castrovillari faults. Because our inverse method aims at estimating the long-term trend due to aseismic processes in a specific time windows and it does not take into account their evolution in time, these variations from one time periods to another would introduce modelling errors that biases the estimate of a hardly quantifiable amount. Further improvements in the understanding of complex spatial pattern and temporal evolution of displacement time series at intraplate regions can be achieved in the future by combining our method, based on the discrimination of the spatial patterns of the different physical processes, with the classical ones, mainly based on the alone temporal evolution.

As already done in Section 4.1 about the effects of the CIVI station on the estimate of the only regional deformation, we performed the same GNSS data inversion for estimating both regional deformation and fault creep without using this station (see Table 3, scheme FR*, and Figure 5). The estimate of the regional strain rate is slightly larger than that obtained within the inversion scheme FR (the maximum extension and compression are $29.1 \pm 22.2 \times 10^{-9}/yr$ and $-18.9 \pm 23.5 \times 10^{-9}/yr$ instead of $24.2 \pm 27.6 \times 10^{-9}/yr$ and $-13.9 \pm 31.0 \times 10^{-9}/yr$) and the direction of maximum extension is slightly rotated anti-clockwise by about $17^\circ$ ($\xi = 98.4^\circ$ instead of $115.0^\circ$). Furthermore, the fault creep distribution over the Castrovillari fault is twice smaller, with the shallow maximum of 1.0 mm/yr instead of 2.1 mm/yr, while that over the Pollino fault decreases by about the 30 per cent, with the shallow maximum of 3.5 mm/yr instead of 5.2 mm/yr. These differences in the estimates, when compared with their uncertainties, are minor and the same main considerations based on the inversion scheme FR still hold even if the CIVI station is not used in the inversion. In particular, the normal/right-lateral strike-slip mechanism of the Pollino fault is confirmed also by the inversion scheme FR* and the regional strain rate are consistent with both strike-slip and normal tectonic regimes, with a maximum extension of about a few tens of nanostrain per year.

In contrast to the inversion scheme FR where the agreement between observed and modelled GNSS velocities is consistent with observational errors from GNSS data processing, the inversion scheme FR* yields a smaller estimate of the hyper-parameter $\alpha$, that is now $\alpha = 0.46$ instead of $\alpha = 1.10$, meaning that the model fits too well the GNSS velocities. This fact can be seen as an indication that observational errors have been overestimated during the GNSS data processing or that the model is
overparameterized compared to the few data at our disposal. As already mentioned above and as reminder for next local GNSS campaigns, a denser GNSS network will certainly improve our results, making them less sensitive to single GNSS stations.

Figure 5. As Figure 4 but for the inversion scheme FR* (see Table 3), where the CIVI station has not been used. In this case \( \sqrt{\alpha} = 0.68 \), meaning that the fault creep model fits too well the observations or that observational errors from GNSS data analysis have been overestimated.

4.3. Regional Deformations and Fault Creep and Prior Information about the Tectonic Regimes

To better understand the results obtained from the inversion scheme FR and, at the same time, to enlighten the full potential of our novel inverse method, let us now consider the inclusion of prior information about the tectonic regimes as described in Section 3.3.

Figure 6A shows the marginal PDF for extensional and strike-slip tectonic regimes, varying both the azimuth of the maximum extension direction, \( \xi \), and the ratio between the two horizontal principal values, \( \zeta \),

\[
p'(\xi, \zeta) = \int_0^\infty \left( \int_{W \times S_1 \times S_2} p'(w, q', s_1, s_2, h) \, dw \, ds_1 \, ds_2 \, dh \right) \, d\epsilon_1'
\]  

(39)

with \( p'(w, q', s_1, s_2, h) \) being given by Equation (36). We have not considered compressional tectonic regimes because both the inversion schemes \( R \) and \( FR \) have already shown that it is the less likely one. In Figure 6B, instead, we report the maximum extension rate estimated varying the tectonic regimes. The marginal PDFs for the only ratio between the two horizontal principal values, \( \zeta \),

\[
p'(\zeta) = \int_0^\pi p'(\xi, \zeta) \, d\xi
\]  

(40)

and the only azimuth of the maximum extension direction, \( \xi \),
\[ p'(\xi) = \int_{-2}^{1} p'(\xi, \zeta) \, d\zeta \quad (41) \]

are shown in Figure 7.

**Figure 6.** (A) Marginal PDF \( p'(\zeta, \xi) \) for the azimuth of maximum horizontal extension, \( \xi \), and the ratio between horizontal principal strain rates, \( \zeta = \epsilon_2 / \epsilon_1 \), of extensional and strike-slip tectonic regimes for the inversion scheme FR (see Table 3). (B) Mean of the maximum horizontal strain rates \( E(\epsilon_1 | \zeta, \xi) \) at fixed tectonic regimes as function of the azimuth \( \xi \) and the ratio \( \zeta \). The (white and black) stars indicate the estimated tectonic regime for the inversion scheme FR and the contour lines are given every 1 unit in panel A and \( 10^{-8} \)/yr in panel B.

**Figure 7.** Marginal PDFs for (A) the ratio between horizontal principal strain rates, \( \zeta = \epsilon_2 / \epsilon_1 \), of extensional and strike-slip tectonic regimes and (B) the azimuth of maximum horizontal extension, \( \xi \). The vertical dashed line indicates the maximum probability (set to 1) and the grey area denotes the 68 per cent confidence interval. The vertical dashed-dot line in panel A indicate the transition between strike-slip and extensional tectonic regimes.

The marginal PDF has its maximum close to the tectonic regime estimated within the inversion scheme FR (\( \zeta = 115^\circ \) and \( \xi = -0.57 \)) and it is bell shaped, but for some asymmetries across the transition from strike-slip to normal tectonic regimes. We note also that the strike-slip tectonic regimes are more likely than the normal ones, although the latter cannot be excluded. The different location of the maximum of the marginal PDF and the tectonic regime estimated by the inversion scheme FR is
attributable to the different meaning of the two approaches, with and without prior information about the tectonic regimes. Indeed, within the inversion scheme FR, the tectonic regime is inferred by the mean strain rate tensor (which can be seen as it has been obtained by averaging the strain rate tensors for every tectonic regimes weighted by their probabilities), while the marginal PDF is obtained by considering each tectonic regime separately. This difference also explains why the maximum extension rate of $24.2 \times 10^{-9}$/yr estimated within the inversion scheme FR is twice smaller than the maximum extension rate estimated using the same tectonic regime inferred from the inversion scheme FR as prior information (see the value in correspondence of the black star in Figure 6B that is about $50 \times 10^{-9}$/yr). However, as shown in Figure 6B, it is noteworthy to notice that the maximum extension rate for the normal and strike-slip tectonic regimes is always smaller than $60 \times 10^{-9}$/yr and therefore even smaller than the estimate of $86.5 \times 10^{-9}$/yr obtained within the inversion scheme R, when the fault creep is not allowed.

As shown in Figure 7, from the marginal PDFs for the only ratio between the two horizontal principal values, $\zeta$, and the only azimuth of the maximum extension direction, $\xi$, we can quantify the 68 per cent confidence intervals (grey regions), which are $\zeta \in [-1.167, -0.202]$ and $\xi \in [75.4, 145.5]$ or, equivalently, $\zeta = -0.687^{+0.485}_{-0.480}$ and $\xi = 112.0^\circ^{+33.5}_{-36.5}$, with $\zeta = -0.687$ and $\xi = 112.0^\circ$ being the parameters at which the PDFs have their maxima (vertical dashed lines).

To gain insight on the impact of prior information about the tectonic regimes on the results, we now consider the two representative inversion schemes FR-E77 and FR-E115 where we fix a priori the direction of maximum extension at $\xi = 77.1^\circ$ and $115.0^\circ$, respectively (these are the same azimuths obtained from the inversion schemes R and FR), and we require that the tectonic regime is normal, as commonly expected for the Apennines chain (that is we consider all the ratios between the horizontal principal values from $-1/2$ to 1, $\zeta \in (-1/2, 1)$). As before, Table 3 (schemes FR-E77 and FR-E115) lists the mean and standard deviation for the model parameters of the regional deformation, and Figures 8 and 9 show the comparisons between observed and modelled velocities (blue and orange arrows, respectively), as well as the fault creep distributions and their standard deviation.

We note that the fault creep distributions are not affected by the inclusion of the prior information about the tectonic regime, with the exception of some minor differences which are smaller than the uncertainties as, for instance, the smaller creep obtained over the Castrovillari fault, with a deeper maximum of about 1.6 mm/yr. The contribution from the regional strain rate to the modelled surface velocities (green arrows), instead, is greater than that obtained within the inversion scheme FR and, indeed, the estimates of the maximum extension rate (46.8 and $40.0 \times 10^{-9}$/yr for the inversion schemes FR-E77 and FR-E115, respectively) is about twice larger than that for the inversion scheme FR without prior information. Nevertheless, as noticed above, this increase in the estimated extension rates must be ascribed to the fact that the same estimate with the inversion scheme without prior information results from a weighted average of the strain rate tensors of every tectonic regimes which, differing in the direction of maximum extension, compensate each other to some extent.
Figure 8. As Figure 4 but for the case FR-E77 of GNSS data inversion (see Table 3, $\sqrt{\alpha} = 1.15$).

Figure 9. As Figure 4 but for the case FR-E115 of GNSS data inversion (see Table 3, $\sqrt{\alpha} = 1.02$).
5. Discussion

The inverse method presented in Section 3 have been adopted to explain the surface horizontal velocities obtained from a six year GNSS campaign [25] over the Castrovillari and Pollino faults, cutting the southern portion of the Pollino seismic gap [20]. Achieved results have provided valuable information on the regional deformation of the area and on the aseismic processes occurring on both faults. More in detail, the model where only the regional deformation is considered (i.e., the scheme R) yields large residuals between modelled and observed velocities, larger by more than two times the observational uncertainties (see Figure 3 and the estimate of the hyper-parameter $\alpha$ reported in Table 3). Different, when the fault creep is allowed (i.e., the scheme FR), the residuals become consistent with the observational uncertainties (see Figure 4 and again Table 3), indicating that a more sophisticated model is necessary for explaining the observations. In particular, this second inversion clearly indicates, above the estimated uncertainties, that the Pollino fault is creeping, with a maximum slip rate of 5.2 mm/yr one. The six year GNSS campaign, indeed, points out that the largest velocities occur at those GNSS sites close to the Pollino fault trace (marked by blue line in Figure 1) and that such a spatial pattern can be hardly explained only on the basis of a regional deformation. Moreover, such a creeping behavior of the Pollino fault, while confirm the results achieved in Sabadini et al. [25], are well supported by the seismic observations which identified it as a low P- and S-wave velocity crustal zone (see Figure 1), therefore suggesting an anomalous thermal state of the crust. This anomalous thermal state of the crust would inhibit frictional fault sliding in favour of creeping deformation, as testified by the lack of large earthquakes (M > 6) in the last centuries.

The limitations due to the number and the geographical distribution of the adopted GNSS sites, nevertheless, does not allow us to constrain the regional deformation with high accuracy. In particular, it remains an ambiguity between extensional or strike-slip tectonic regimes, although the latter is slightly more likely as shown in Figure 7A. The inversion scheme FR, indeed, yields a maximum extension of $24.2 \pm 27.6/yr$ with an azimuth of $115^\circ$ and maximum compression of $-13.9 \pm 31/yr$ along the perpendicular direction. In light of this, although the estimated regional deformation is characterized by high uncertainties of the order of a few tens of nanostrain per year (comparable with the expected value of strain rate in southern Italy), the data from the GNSS measurements, jointly with the novel inverse method, support the hypothesis of fault creeping, at least as it concerns the Pollino fault. Improvements in the estimate of the model parameters will be achieved in the future by exploiting more data and planning their spatial distribution on the basis of synthetic tests performed within the framework of the present inverse method. Furthermore, the planning of additional GNSS campaign measurements of the existing GNSS episodic network will benefit of the increasing number of continuous GNSS stations installed in the area since the past decade. As already argued in Section 4.2, it will be important to guarantee the overlapping of the time intervals spanned by continuous and campaign GNSS stations. Indeed, the present inverse method, being based on the crustal velocities over a specific time interval, can only provide an estimate of the average fault creep over the same time interval.

To verify the sensitivity of our results to specific GNSS stations, we have performed a similar inversion (i.e., the scheme FR* removing the CIVI station, which presents the largest velocity in the Apulia fixed reference frame. The results are similar to that obtained using all the data (i.e, the scheme FR) but for the fact that the estimated regional strain rate is slightly larger (the maximum extension and compression are $29.1 \pm 22.2 \times 10^{-9}/yr$ and $-18.9 \pm 23.5 \times 10^{-9}/yr$ instead of $24.2 \pm 27.6 \times 10^{-9}/yr$ and $-13.9 \pm 31.0 \times 10^{-9}/yr$) and the Pollino fault creep decreases by about the 30 per cent, with the shallow maximum of 3.5 mm/yr instead of 5.2 mm/yr. Furthermore, in order to consider the possibility of including prior information about the tectonic regime, we have discussed the estimates obtained requiring that a normal tectonic regime and fixing the direction of maximum extension with the azimuth obtained by the inversion scheme R and FR.
6. Conclusions

We have developed a novel inverse method for discriminating regional deformation and fault creep from surface velocities observed by a GNSS network at the spatial scale of intraplate faults which allows including, or not, prior information on the tectonic regime. Surface velocities caused by the fault creep are modelled according to the dislocation theory e.g., [32] while the rigid-body motion and regional strain rates describing the regional deformation are assumed to be homogeneous in space and dealt with as additional model parameters [30]. Then, we have applied this inverse method for explaining the surface velocities obtained from the GNSS network over the Castrovillari and Pollino faults [25].

In contrast to other studies which only focus on transient aseismic processes [18], this method allows us to estimate the whole fault creep over the time window spanned by the GNSS time series within intraplate areas. This is a crucial advancement because it allows us to deal even with cases of long-lasting creep of intraplate faults, the effects of which are linear in time and consequently they cannot be easily discriminated by the secular trends due to regional strain rates on the basis of time series analyses. They are herein rather discriminated by exploiting the different spatial signatures of the regional deformation (homogeneous in space when the investigated area is small and does not exceed the typical spatial scales at which tectonic processes change, generally fifty to hundred kilometres) and of the fault creep (localised in the near-field of the creeping faults). In light of this, the present inverse method is effective in recognizing creeping faults by jointly estimating the fault creep distribution and regional strain rates, as well as the rigid-body motion of the investigated area. In doing so, our estimated regional strain rate constitutes a refinement of the upper bound of the strain accumulation process presently based on the geodetic strain rate, including the main aseismic processes affecting the crust sampled by the GNSS network.

In this respect, taking advantages of the different spatial signatures of the main physical mechanism responsible for crustal displacements, the present method complements the already available methods which aim to detect departures from linear trends in the GNSS time series and interpret them in terms of effects of transient fault creeps. Further improvements in the understanding of the complex spatial pattern and temporal evolution of displacement time series in intraplate regions, where both transient and long-term aseismic processes can be relevant, will be obtained by combining this method with the previous ones mainly based on the alone temporal evolution.

For the case study here considered, the southern portion of the Pollino seismic gap, the geodetic strain rate estimated by the observed GNSS velocities is characterized by a maximum extension rate of about $86.5 \times 10^{-9}$ yr, as it results from the inversion scheme R which does not account for any aseismic processes. Allowing for the possibilities of fault creep over both the Castrovillari and Pollino faults in the inversion scheme R, this estimate is reduced by more than 70 per cent, to about $24.2 \times 10^{-9}$ yr and the agreement between observed and modelled surface velocities greatly improves mainly due to a normal/right-lateral strike-slip creep of the Pollino fault, with maximum slip rates of about 5 mm/yr. This inversion also predicts a smaller creep over the Castrovillari fault, with maximum of 2 mm/yr. Nevertheless, despite the Pollino fault, the latter estimate is smaller than its uncertainties and, then, we cannot conclude that also the Castrovillari fault is creeping.

As expected, taking into account the main sources of aseismic deformation, the estimate of the regional strain rate becomes much smaller than the geodetic strain rate obtained within the inversion scheme R. Furthermore, as indicated by the estimate of the hyper-parameter $\alpha$, the modelling of the observed surface velocities greatly improves and the discrepancies between observed and modelled surface velocities are consistent with observational errors, without the need for invoking additional modelling errors. The estimated regional strain rate, nevertheless, is affected by large uncertainties and this makes difficult to assess whether the southern area of the Pollino Range is characterised by a normal or strike-slip tectonic regime, as well as to define accurately its orientation.

The inclusion of prior information about the tectonic regime does not alter significantly the fault creep distributions of the Pollino and Castrovillari faults, but it can double the estimates of maximum
extension due to regional deformation, as shown by the two representative inversion schemes FR-E77 and FR-E115. The estimated maximum extensions, however, are still (about twice) smaller than the geodetic strain rate obtained by the inversion scheme R.

Due to the complex tectonic setting of the investigated area, we cannot argue in favour of specific prior information to be used. On the other hand, these results show that it is important to jointly consider regional deformation and aseismic processes in order to correctly interpret crustal motion and that we can obtain novel insights on the regional strain rates, although affected by large uncertainties.
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**Appendix A. Modified Bicubic Splines**

We define a regular grid over the rectangular rupture area by taking the nodes at steps of lengths $\Delta L$ along strike and $\Delta W$ down dip

$$\Delta L = \frac{L}{N_L}, \quad \Delta W = \frac{W}{N_W}$$

(A1)

where $N_L$ and $N_W$ are the numbers of intervals along strike and down dip, respectively.

Following Yabuki and Matsu’ura [34], the bicubic spline centred at the $(j, k)$-th node, that is $(x_1, x_2) = (j \Delta L, k \Delta W)$, reads

$$\Psi_{j,k}(x_1, x_2) = \Phi_j(x_1/\Delta L) \Phi_k(x_2/\Delta W)$$

(A2)

with

$$\Phi_i(x) = \Phi(x - i), \quad \Phi(x) = \frac{1}{6} \begin{cases} (2 + x)^3 & -1 \geq x \geq -2 \\ 4 - 3(x + 2)x^2 & 0 \geq x > -1 \\ 4 + 3(x - 2)x^2 & 1 \geq x > 0 \\ (2 - x)^3 & 2 \geq x > 1 \end{cases}$$

(A3)

With this definition, for $j = -1, N_L + 1$ and $k = -1, N_W + 1$, the bicubic spline $\Phi_{j,k}$ differs from zero within the rectangular area where we allow the fault creep, i.e. $(x_1, x_2) \in [0, L] \times [0, W]$, for a total of $N = (N_L + 3)(N_W + 3)$ basis functions. We note that also bicubic splines centred outside the rectangle, but adjacent to the edges, differ from zero inside the rectangle and that, in general, they do not go to zero approaching the edges embedded in the solid Earth, as well as their derivatives.

To satisfy the requirement that the fault creep distribution goes to zero approaching the internal (left, right and bottom) edges of the fault and that its first-order derivatives at all the edges (including the top edge at the Earth’s surface as well), we can combine the bicubic splines centred along the edges and outside the rectangle with those adjacent to the edges and centred inside the rectangle. In this respect, we shall consider only modified bicubic splines for $j = 1, N_L - 1$ and $k = 0, N_W - 1$, for a total of $N = (N_L - 1)N_W$ basis function.

In this perspective, we first define the following two kinds of modified cubic splines (distinguished by the tilde and the hat symbols)

$$\tilde{\Phi}_j^x(x) = \Phi_j(x) - \frac{1}{2} \Phi_{j \pm 1}(x) + \Phi_{j \pm 2}(x), \quad \hat{\Phi}_j^x(x) = \Phi_j(x) + \Phi_{j \pm 2}(x)$$

(A4)

in such a way that
∀ right corners) and, then, define the modified bicubic splines at the bottom edge (that is also the bottom left and
splines. Let us first introduce the following modified cubic spline

\[ \hat{\Psi}_{1,N_W-1}(x_1, x_2) = \hat{\Phi}_1^- (x_1 / \Delta L) \hat{\Phi}_{N_W-1}^+ (x_2 / \Delta W) \]

at the top (left and right) corners

\[ \hat{\Psi}_{j,1}(x_1, x_2) = \hat{\Phi}_j^- (x_1 / \Delta L) \hat{\Phi}_1^+ (x_2 / \Delta W) \quad \text{at the bottom edge} \]

\[ \hat{\Psi}_{j,N_W-1}(x_1, x_2) = \hat{\Phi}_j^+ (x_1 / \Delta L) \hat{\Phi}_{N_W-1}^- (x_2 / \Delta W) \quad \text{at the top edge} \]

and at the left and right edges

\[ \hat{\Psi}_{1,k}(x_1, x_2) = \hat{\Phi}_1^- (x_1 / \Delta L) \hat{\Phi}_k^- (x_2 / \Delta W), \quad \hat{\Psi}_{N_L-1,k}(x_1, x_2) = \hat{\Phi}_{N_L-1}^+ (x_1 / \Delta L) \Phi_k(x_2 / \Delta W) \quad \text{for } j = 2, \cdots, N_L - 2 \text{ and } k = 0, N_W - 2. \]

All the other bicubic splines, instead, already satisfy the requirements and do not need any modification

\[ \hat{\Psi}_{j,k}(x_1, x_2) = \Psi_{j,k}(x_1, x_2) \quad \text{for } j = 2, \cdots, N_L - 2 \text{ and } k = 0 \text{ and } k = 2, \cdots, N_W - 2. \]

With these modification we have

\[ \hat{\Psi}_{j,k}(x_1, x_2) \big|_{x_2=W} = 0, \quad \frac{\partial \hat{\Psi}_{j,k}(x_1, x_2)}{\partial x_2} \big|_{x_2=W} = 0, \quad \frac{\partial \hat{\Psi}_{j,k}(x_1, x_2)}{\partial x_1} \big|_{x_1=0} = 0 \quad \text{at the bottom and top edges, } \forall x_1 \in [0, L], \text{ and} \]

\[ \hat{\Psi}_{j,k}(x_1, x_2) \big|_{x_1=0} = \hat{\Psi}_{j,k}(x_1, x_2) \big|_{x_1=L} = 0, \quad \frac{\partial \hat{\Psi}_{j,k}(x_1, x_2)}{\partial x_1} \big|_{x_1=0} = 0, \quad \frac{\partial \hat{\Psi}_{j,k}(x_1, x_2)}{\partial x_1} \big|_{x_1=L} = 0 \quad \text{at the left and right edges, } \forall x_2 \in [0, W]. \]

The above expressions holds for \( N_L \geq 3 \) and \( N_W \geq 1 \). For the sake of completeness, we note that it is possible to consider also the case \( N_L = 2 \) for which we have only \( N = (N_W + 1) \) modified bicubic splines. Let us first introduce the following modified cubic spline

\[ \hat{\Phi}_j(x) = \Phi_j(x) - \frac{\Phi_{j+1}(x) + \Phi_{j-1}(x)}{2} + \Phi_{j-2}(x) + \Phi_{j+2}(x) \quad \text{(A4)} \]

and, then, define the modified bicubic splines at the bottom edge (that is also the bottom left and right corners)
\[ \hat{\Psi}_{1,N_W-1}(x_1, x_2) = \hat{\Phi}_1(x_1) \hat{\Phi}_N^{*}(x_2) \]  
(A15)

and the remaining ones (along the left and right edges)

\[ \hat{\Psi}_{1,k}(x_1, x_2) = \hat{\Phi}_1(x_1) \Phi_k(x_2) \]  
(A16)

for \( k = -1, N_W - 2 \).
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