Abstract: Link prediction aims at predicting latent edges according to the existing network structure information and it has become one of the hot topics in complex networks. Latent feature model that has been used in link prediction directly projects the original network into the latent space. However, traditional latent feature model cannot fully characterize the deep structure information of complex networks. As a result, the prediction ability of the traditional method in sparse networks is limited. Aiming at the above problems, we propose a novel link prediction model based on deep latent feature model by Deep Non-negative Matrix Factorization (DNMF). DNMF method can obtain more comprehensive network structure information through multi-layer factorization. Experiments on ten typical real networks show that the proposed method has performances superior to the state-of-the-art link prediction methods.
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1 INTRODUCTION

LINK prediction for complex networks is the research hotspot in recent years and it helps us to explore and understand the evolution mechanism of the complex networks. The objective of link prediction is to predict unobserved links from existing parts of the network or forecast future links from current structures of the network.

At present, the existing link prediction methods for complex networks can be divided into two categories: similarity-based methods and probabilistic methods. Similarity-based methods consider that links between two nodes with more similar ones are of higher existing probability, such as Common Neighbors (CN) [1], Adamic-Adar (AA) [2], Cannistraci-Resource-Allocation (CRA) [3-4]. They rely on the network topology and have the shortcoming of limited prediction ability. Probabilistic methods [5] assume that the network has a known structure, calculating connecting probability for edges between unobserved nodes on the basis of model building and parameter estimation, such as Probabilistic Relationship Model (PRM) [6], Hierarchical structure model (HSM) [7], Stochastic block model (SBM) [8]. Although probabilistic methods have many advantages in network analysis, they have the disadvantages of time-consuming [9].

Besides the above link prediction methods, some novel methods have been proposed. According to the consistency of structural feature of a network, Structural Perturbation Method (SPM) based on perturbed eigenvectors was proposed and was applied to solve link prediction problem [10]. Low-Rank (LR) method based on robust principal component analysis and sparse property of the adjacency matrix of network was proposed to predict the missing edges in a network [11]. Methods are based on non-negative matrix factorization by kernel function including Lineal Kernel (LK) and Covariance Kernel (CK) for network reconstruction and link prediction [12].

Relationship between the nodes in complex networks not only depends on network topological information, but also depends on the latent properties and features of network nodes which cannot be observed directly from networks. Therefore, latent feature model is widely used to predict the potential connections in network analysis and link prediction [13-16]. The latent feature model is used to express network nodes by direct projection of network nodes into latent space. The key idea of latent features model is to map the features of the original problem into the latent feature space with less dimension.

If we constrain the elements in two matrices to be non-negative, we can obtain the corresponding solution by non-negative matrix [17-20]. The basic idea of the Non-negative Matrix Factorization (NMF) method is to decompose a non-negative matrix into two low-rank non-negative matrices. The matrix factorization method cannot only extract the latent features, but also itself is a method of reducing dimension [14, 21]. For example, Shin et al. [22] proposed a multi-scale link prediction method based on the clustering method of low order approximation. The latent feature model based on non-negative matrix decomposition is widely used in link prediction. The results show the latent feature model based on non-negative matrix decomposition can find potential structure of network relations between entities, has strong explanatory of network information, and can automatically learn from latent features and has good adaptability and extensibility. Although different NMF-based methods have good performance on some networks, they still cannot fully characterize the deep structure information complex networks.

Most big real-world networks are very sparse, the average degree of the network is much smaller than the number of nodes, and the number of observed edges is much smaller than the maximum possible edges in the network. Due to the limited availability of information and the network sparsity, it is very difficult to get good performances using the traditional link prediction methods. Therefore, this paper proposes a novel link prediction model based on Deep Non-negative Matrix Factorization (DNMF) by fusion of network hierarchy information. Firstly, a hierarchical network structure learning model is formed by decomposing the coefficient matrix many times. Then, unsupervised learning tactic, which has been used successfully on autoencoder networks [23], is adopted as the training method, multiple-layer factorization is as pre-decomposition results and then the basis matrices and the coefficients matrix can be adjusted as fine-tuning result. Finally, the similarity matrix is calculated according to the fine-tuned basis matrix and fine-tuned coefficients matrix. This model can guarantee the expression of hierarchy.
structure information on real networks, at the same time, and can get much richer and more comprehensive potential feature information, and improve the prediction accuracy of link prediction.

In conclusion, the contribution of this paper is:

1) On the basis of non-negative matrix factorization, multilayer factorization is applied to latent feature model, the hierarchical structure information of a network can be learned by multi-layer factorization.
2) We learn from the unsupervised learning strategy of the autoencoder network and adopt the two-stage including pre- training and fine-tuning for link prediction.
3) Similarity matrix can be obtained by a group of basis matrices and the coefficients matrix.

The remainder of this paper is organized as follows. First, we introduce problem statement and present proposed methodology in Section II. We then give the experimental evaluation metrics, experiment data and experimental results in Section III. Finally, we conclude the paper in Section IV.

2 PROBLEM STATEMENT AND PROPOSED METHODOLOGY

2.1 Problem Definition

As we know, a network consists of nodes and edges. Given an undirected network $G = (V, E)$, where $V$ and $E$ represent the set of nodes and set of edges respectively, $N = |V|$ and $M = |E|$ represent the number of nodes and edges of the network respectively. The network can be expressed by an adjacency matrix $A$, where the size of $A$ is $N \times N$, where $A_{ij} = 1$ if there is a connection between node $i$ and node $j$ otherwise $A_{ij} = 0$.

In order to verify the performance of the proposed method for link prediction, the observed links are randomly divided into a training set $E_{train}$ and a testing set $E_{test}$, where $E_{train} \cup E_{test} = E$ and $E_{train} \cap E_{test} = \emptyset$. Here, training set $E_{train}$ is used to establish prediction model while testing set $E_{test}$ is only used to verify the accuracy for link prediction in complex networks. $A_{train}$ and $A_{test}$ represent the adjacency matrix of the training set and the testing set respectively, all elements of them are 1 or 0, where $A_{train} + A_{test} = A$. Let $L = |E_{test}|$ represent the number of edges in the test set. So, the number of training set edges is $|E_{train}| = M - L$. Except for the training set, the number of all possible edges in the network are regarded as the candidate set, which is $|E| = \frac{N(N-1)}{2} - (M - L)$. Then, the prediction model is studied from the training set $E_{train}$ and the probability value of each possible edge is calculated, and the results of the test set $E_{test}$ are verified according to different evaluation metrics.

2.2 Link Prediction Based on Deep Latent Feature Model

2.2.1 Non-Negative Matrix Factorization

Non-negative Matrix Factorization (NMF) is a matrix factorization algorithm which is a recent method for making the latent structure in data more explicit and reducing its dimensionality [24].

Given adjacency matrix of a network $A \in \mathbb{R}_+^{N \times N}$ which can be well approximated by two non-negative matrices $W \in \mathbb{R}_+^{k \times N}$ and $H \in \mathbb{R}_+^{N \times k}$ such that:

$$A \approx WH$$  \hspace{1cm} (1)

In order to quantitatively measure the quality of approximation, the cost function with the square of the Euclidean distance can be written as follows:

$$O = A - WH^2 = \sum_{ij} (A_{ij} - \sum_{k} W_{ik} \cdot H_{kj})^2$$  \hspace{1cm} (2)

where $W$ and $H$ represent the basis matrix and the coefficients matrix respectively. According to iterative update algorithm [24], the iterative algorithm minimizing the objective function $O$ in Eq. (2) is as follows:

$$W_{ik} \leftarrow W_{ik} \left( WHX \right)_{ik} \left( WHW \right)_{ik}^{-1}$$  \hspace{1cm} (3)

$$H_{kj} \leftarrow H_{kj} \left( W^T X \right)_{kj} \left( W^T WH \right)_{kj}^{-1}$$  \hspace{1cm} (4)

2.2.2 Deep Non-Negative Matrix Factorization

Based on the decomposition of non-negative matrix, this paper proposes an algorithm named Deep Non-negative Matrix Factorization. Through the multiple factorization of the coefficients matrix, the multi-layer structure information of the network is fused, and its factorization schematic diagram is shown in Fig. 1.

The Deep NMF forms a multi-level network structure learning model through the multiple factorization of the coefficients matrix $H$. The factorization steps of $H$ are as follows:

Step 1: we first factorize the network adjacency matrix $A \approx W_1H_1$, where $W_1 \in \mathbb{R}^{k_1 \times N}$ and $H_1 \in \mathbb{R}^{N \times k_1}$; $k_1 = \left[ \frac{N^2}{4} \right]$; represents the smallest integer not less than $\frac{N^2}{4}$; $R$ represents the real number field.

Step 2: Following Step 1, the coefficients matrix $H_1$ can be factorized to $H_1 \approx W_2H_2$, where $W_2 \in \mathbb{R}^{k_2 \times k_1}$ and $H_2 \in \mathbb{R}^{k_2 \times N}$; $k_2 = \left[ \frac{k_1^2}{4} \right]$.

Step 3: By analogy, after m times of factorization, the network adjacency matrix $A \approx W_mH_m$ where $W_1, W_2, \ldots, W_m, H_m$ are non-negative. $W_m \in \mathbb{R}^{k_m \times N}$, $H_m \in \mathbb{R}^{N \times k_m}$; $k_m = \left[ \frac{k_{m-1}}{4} \right]$.

After m times of factorization on the coefficients matrix $H$, it can be expressed by $m + 1$ factors multiplied, including m basis matrices and a coefficients matrix. Each additional basis matrix which is added is equivalent to adding an additional layer of abstraction to automatically
Traditional non-negative matrix factorization methods tend to random initializations and its prediction results depend on the initial values of the basis matrix. Non-negative matrix factorization is a non-convex optimization problem, and its prediction results depend on the initial values of the basis matrix. Non-negative matrix factorization has been pre-trained, the network adjacency matrix \( A \approx W_1 H_1 \), where \( W_1 \in \mathbb{R}^{N \times K} \) and \( H_1 \in \mathbb{R}^{K \times N} \). Following Step 1, the coefficients matrix \( H_1 \) can be decomposed to \( H_1 \approx W_2 H_2 \), where \( W_2 \in \mathbb{R}^{K \times K} \) and \( H_2 \in \mathbb{R}^{K \times N} \).

Step 3: Continuing to do so until all of the layers have been pre-trained, the network adjacency matrix \( A \approx W_1 W_2 \cdots W_m H_m \), where \( W_1, W_2, \ldots, W_m, H_m \) are non-negative.

(2) Fine-tuning stage

In Eq. (6), the partial derivatives of \( C_{\text{Deep-NMF}} \) with respect to \( W_m \) and \( H_m \) is as follows:

\[
\frac{\partial C_{\text{Deep-NMF}}}{\partial W_m} = -2(A^T W_1 W_2 \cdots W_m - W_m) H_m^T + \sum_{i=1}^{m-1} (W_i^T W_{i+1} \cdots W_m - W_i) H_m^T + \sum_{i=1}^{m-1} (W_i^T W_{i+1} \cdots W_m - W_i) H_m^T
\]

\[
\frac{\partial C_{\text{Deep-NMF}}}{\partial H_m} = -2(A^T W_1 W_2 \cdots W_m H_m - W_m) + \sum_{i=1}^{m-1} (W_i^T W_{i+1} \cdots W_m H_m - W_i) + \sum_{i=1}^{m-1} (W_i^T W_{i+1} \cdots W_m H_m - W_i)
\]

The optimization objective function based on non-negative matrix factorization is a non-convex optimization problem, and its prediction results depend on the initial value of the basis matrix \( W \) and coefficients matrix \( H \). Traditional non-negative matrix factorization methods tend to random initializations \( W \) and \( H \), but it is easy to get into the local optimal solution, which may also result in under fitting phenomenon. In order to improve the generalization ability of the proposed method, we draw from the unsupervised learning strategy of auto encoder network [25], so the two-stage including pre-training and fine-tuning is adopted for link prediction.
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(1) Pre-training stage

Step 1: we first decompose the network adjacency matrix \( A \approx W_1 H_1 \), where \( W_1 \in \mathbb{R}^{N \times K} \) and \( H_1 \in \mathbb{R}^{K \times N} \).

Step 2: Following Step 1, the coefficients matrix \( H_1 \) can be decomposed to \( H_1 \approx W_2 H_2 \), where \( W_2 \in \mathbb{R}^{K \times K} \) and \( H_2 \in \mathbb{R}^{K \times N} \).

Step 3: Continuing to do so until all of the layers have been pre-trained, the network adjacency matrix \( A \approx W_1 W_2 \cdots W_m H_m \), where \( W_1, W_2, \ldots, W_m, H_m \) are non-negative.
\[
\frac{C_{\text{Deep NMF}}}{\partial W_m} = -2\Psi^T A H_m + 2\Psi^T \Psi W_m H_m H_m^T + A_m
\]  
(9)

\[
\frac{C_{\text{Deep NMF}}}{\partial H_m} = -2A^T W_r W_r^T + 2W_m^T W_m^T, \ldots, W_m^T W_m^T + M
\]  
(10)

Using the KKT conditions \( \lambda_{\tilde{w}}_j w_{\tilde{m}}^{(m)} = 0 \) and \( u_{\tilde{h}}_j h_{\tilde{m}} = 0 \), so we get the following equation:

\[
\left( \Psi^T A H_m \right)_{\tilde{w}} w_{\tilde{m}}^{(m)} + \left( \Psi^T \Psi W_m H_m H_m^T \right)_{\tilde{h}} h_{\tilde{m}}^{(m)} = 0
\]  
(11)

\[
\left( A^T \Psi W_m \right)_{\tilde{h}} h_{\tilde{m}} + \left( W_m^T \Psi^T \Psi W_m H_m \right)_{\tilde{h}} h_{\tilde{m}} = 0
\]  
(12)

According to the literature [18], we can get the following multiplication updating rules for \( W_m \) and \( H_m \):

\[
(W_m)_{\tilde{w}} \leftarrow \left( W_m \right)_{\tilde{w}} \cdot \frac{\Psi^T A H_m}{\Psi^T \Psi W_m H_m H_m^T}
\]  
(13)

\[
(H_m)_{\tilde{h}} \leftarrow \left( H_m \right)_{\tilde{h}} \cdot \frac{A^T \Psi W_m}{W_m^T \Psi^T \Psi W_m H_m}
\]  
(14)

(3) Predicting links using Deep Non-negative matrix Factorization

Inputting a network data, the proposed algorithm for link prediction has three steps. Firstly, we get the number of latent features of the original network adjacency matrix Ab by Colibri method. Secondly, DNMF is used to find two non-negative matrix factors \( W \) and \( H \). Thirdly, the network can be reconstructed by \( W \) and \( H \) to make the final prediction (Algorithm 1).

Algorithm 1: The framework for the proposed algorithm with network hierarchy information

input: Given the network adjacency matrix \( A \), the proportion of training set \( f \) and layer number \( m \).
output: The similarity matrix of the network \( A^* \).

1: procedure
2: divide \( A \) into \( A^{\text{train}} \) and \( A^{\text{test}} \) with parameter \( f \)
3: for \( r = 1 : m \) do
4: get the number of latent features \( k_r \)
5: if \( r = 1 \)
6: then \( W_1, H_1 \leftarrow \text{NMF}(A) \)
7: else
8: \( W_r, H_r \leftarrow \text{NMF}(H_{r-1}) \)
9: end
10: repeat
11: for \( r = 1 : m \) do
12: \( A_r \leftarrow W_1 W_2 \cdots W_{r-1} \)
13: \( W_e \leftarrow W_r \bigcirc \frac{\Psi^T A H_r}{\Psi^T \Psi W_r H_r^T} \)
14: end
15: until the value of less function is less than the tolerance
16: end procedure

3 EXPERIMENT AND COMPARISON

3.1 Evaluation Metrics

In this work, in order to verify the performance of the proposed method, three evaluation metrics are used to compare the performance of the proposed method and the baseline methods. Three evaluation metrics which include AUC, Precision and Prediction-Power (PP) are defined as follows:

(1) AUC [26]: AUC is general evaluation metrics, it means the area under curve for the receiver operating characteristics (ROC) analysis. Given the top \( L \) links as predicted links, a ROC curve is obtained by plotting true positive rates versus false positive rates for varying \( L \) values. Thus AUC can be interpreted as the probability that a randomly chosen missing link has a higher score than a randomly chosen non-existent link in the rank of all non-observed links. In algorithmic implementation, if among \( n \) times of independent comparisons, there are \( n^* \) times in which the score of the missing link is higher than that of the non-existent link and \( nJ \) times in which the two have the same score, then AUC can be defined as follows:

\[
AUC = \frac{n^* + 0.5n^*}{n}
\]  
(15)

If all the scores are generated from an independent and identical distribution, AUC will be approximately 0.5.

(2) Precision [27]: Given the ranking of the non-observed links, the precision is defined as the ratio of relevant items selected to the number of items selected. Precision can be defined as:

\[
\text{Precision} = \frac{L}{L_r}
\]  
(16)

where, \( L \) represents the size of the predicted links, \( L_r \) represents the size of correctly predicted links. Clearly, higher precision can denote higher accuracy.

(3) Prediction-Power (PP) [3]: In order to characterize the difference between the proposed prediction algorithm and random prediction, literature [3] puts forward the prediction ability evaluation which is used to evaluate the overall predictive effect for link prediction methods. The higher Prediction value can denote higher prediction effect. Predictive Power (PP) is defined as:

\[
PP = 10 \times \log_{10} \frac{\text{Precision}}{\text{Precision}_{\text{Random}}}
\]  
(17)
where, $\text{Precision}_{\text{random}}$ is the precision value of the random prediction, it means that predicting edges are ranked randomly. The average random prediction accuracy is approximately equal to $\frac{L}{N(N-1)/2-(M-L)}$, where $N$ and $M$ represent the number of nodes and the number of edges respectively in the network.

### 3.2 Baseline Methods for Comparison

In order to verify the performance of the proposed method DNMF, we compare our proposed method with fourteen state-of-the-art link prediction methods for performance comparison.

The fourteen methods can be classified into local methods and global methods. Local methods include Common Neighbors (CN) [1], Adamic-Adar (AA) [2], Cannistraci-Resource-Allocation (CRA) [3-4], Resource Allocation (RA) [28], Local Path (LP) [28], Preferential Attachment (PA) [29], Jaccard [30]. Global methods include NMF, Katz [31], Average Commute Time (ACT) [32], Structural Perturbation Method (SPM) [10], Low Rank (LR) [11], LK [12] and CK [12]. The detailed description of these Baseline methods is shown in Tab. 1.

| Similarity | Scores | Detailed Description |
|------------|--------|----------------------|
| Katz       | $S_{\text{Katz}}^{\text{act}} = (I - aA^2)_{xy}$ | $a$ is adjustable parameter, $I$ represents diagonal matrix |
| ACT        | $S_{\text{ACT}}^{\text{act}} = \frac{1}{I_{xy} + I_{yx} - 2I_{xy}}$ | $I_{xy}$ represents the element in the position of the $x$ row $y$ column in $L$ matrix, $L$ represents pseudo inverse of the network Laplace matrix |
| CN         | $S_{\text{CN}}^{\text{act}} = \frac{1}{k_xk_y} \Gamma(x) \cap \Gamma(y)$ | $\Gamma(x)$ and $\Gamma(y)$ represent the set of neighbors of $x$ and $y$ |
| AA         | $S_{\text{AA}}^{\text{act}} = \frac{1}{\sum_{z sx_{\Gamma(x)}z}} \log k_z$ | $k_z$ represents degree of node |
| CRA        | $S_{\text{CRA}}^{\text{act}} = \frac{1}{\sum_{z sx_{\Gamma(x)}z}} \frac{d_z}{k_z}$ | $d_z$ represents the subset of neighbors of node $z$ that are also common neighbors of nodes $x$ and $y$ |
| RA         | $S_{\text{RA}}^{\text{act}} = \frac{1}{\sum_{z sx_{\Gamma(x)}z}} \log k_z$ | $k_z$ represents degree of node |
| LP         | $S_{\text{LP}}^{\text{act}} = (A + \alpha A^2)_{xy}$ | $\alpha$ is adjustable parameter, represents adjacency matrix |
| NMF        | $S_{\text{NMF}}^{\text{act}} = k_xk_y$ | $k_x$ represents degree of node $x$ |
| SPM        | $S_{\text{SPM}}^{\text{act}} = \sum_{x \in \Gamma(x)} \lambda_x \Delta x_i x_i^T$ | $\lambda_x$ is the eigenvector of the observed matrix, $x_i$ is the corresponding orthogonal normalized eigenvector, $\Delta x_i$ is the eigenvalue of a perturbation set respectively, size of $\Delta x_i$ is dependent on perturbation ratio $\eta$ |
| LR         | $\min_{X} \left[ \|X^T - A\|_f \right]$, $\|X\|_2$ | $X^T = A - E_0$, $\|X\|_f$ denotes the rank of matrix $X^T$; the operator $\|L\|_f$ is the $k$-norm (i.e., the number of nonzero entries of a matrix), and $\|L\|$ is the parameter balancing these two terms. |
| LK         | $k(x, y)$ and $\min_{X} K \times WH_2$ | $k(x, y)$ is Linear Kernel |
| CK         | $k(x, x)$ and $\min_{X} K \times WH_2$ | $k(x, x)$ is Covariance Kernel |

#### 3.3 Experiment Data

In order to verify the performance of the proposed method, we consider the following 10 real world networks: Jazz, a network of jazz bands [33]; NS, a network of co-authorship between scientists working on network theory [34]; PB, a political blogs network of hyper-links between weblogs on politics [35]; Power, the network representing the topology of the power grid of US [36]; Router, a network of internet route [37]; SmaGri, a network of citation on network theory and experiment [38]; USAir, a network of USA airlines [38]; Yeast, a network of protein-protein interaction on yeast [39]; Karate, a social network of individuals of a karate club [40]; School, a friendship network in a high school [41].

| Network index | | | | | | | | | | | | | | | | |
|---------------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| Jazz          | 198 | 2742 | 0.141 | 27,697 | 2.235 | 0.969 | 0.994 | 1.395 |
| NS            | 159 | 914 | 0.013 | 4,823 | 6.402 | 0.193 | 0.798 | 0.138 |
| PB            | 1222 | 16714 | 0.022 | 27,355 | 2.738 | 0.321 | 0.208 | 0.798 |
| Power         | 4941 | 6594 | 0.001 | 2.669 | 18.989 | 0.037 | 0.107 | 0.846 |
| Router        | 5022 | 6258 | 0.000 | 2.492 | 6.449 | 0.037 | 0.107 | 0.846 |
| SmaGri        | 1024 | 4916 | 0.009 | 9.602 | 2.981 | 0.003 | 0.307 | 0.946 |
| USAir         | 332 | 2126 | 0.039 | 12.807 | 7.187 | 0.001 | 0.749 | 0.980 |
| Yeast         | 3261 | 6646 | 0.002 | 5.630 | 5.096 | 0.000 | 0.388 | 0.969 |
| karate        | 34 | 78 | 0.139 | 4.588 | 2.408 | 0.013 | 0.571 | 0.756 |
| School        | 69 | 220 | 0.094 | 6.377 | 2.965 | 0.005 | 0.461 | 0.901 |
Tab. 2 provides topological features of the ten real-world networks. Where, V and E represent the set of nodes and set of edges respectively. LD and (K) are link density and the average degree; APL and C are the shortest distance and the average closeness for all the pair nodes of the network, CC and r are clustering coefficient and the degree-degree correlation coefficient respectively. LCPP represents the correlation coefficient between LCP (Local Community Paradigm, LCP) and CN [3]. H denotes the degree heterogeneity.

### 3.4 Experimental Results

In order to test the performance of the proposed method, we compare the proposed method with fourteen well-known methods on 10 real networks. The observed links are randomly divided into a training set and a test set. Here, training set is used to establish prediction model while test set is only used to verify the accuracy for link prediction in complex networks. As represented in Tabs. 3 to 5, the performance on the ten real world networks is shown based on AUC, Precision and PP, respectively. The largest value in each column is represented in bold face.

We compared our methods (DNMF) with other methods on the 10 network data sets and the AUC values are returned with the average over 100 runs. In our experiments, set $\alpha = 0.0001$ for LP, parameter $\alpha = 0.01$ for Katz, $m = 2$ for DNMF, $\eta = 0.1$ for SPM, $\gamma = 0.15$ for LR. For each data set, the observed links are randomly divided into training set (90%) and test set (10%).

As shown in Tab. 3, DNMF is better than traditional NMF. Furthermore, DNMF has the best AUC values on several real networks, including PB, SmaGri, Yeast and School. AUC values of our proposed method are very close to the highest ones on the other networks.

As shown in Tab. 4, DNMF has better precision values than traditional NMF as a whole. DNMF has the best precision values on several networks including PB, Power, Router, USAir and Yeast. On other networks, such as Jazz, Karate, DNMF has the second best precision values. Under precision metric, the traditional methods do not perform well on sparse networks, such as Router, PB, Yeast, while DNMF performs much better. This indicates that DNMF is superior to the traditional NMF and other classical methods, especially on sparse networks, such as router, PB, Router, Yeast, Power, etc.

Tab. 5 shows a comparison of the prediction accuracy measured by PP on ten typical real-world networks. The mean value of PP of each method across all the networks is shown at the last column and it is an indicator of average performance. Different methods are presented in increasing order of mean PP. As seen from Tab. 5, DNMF has the best overall performance and SPM has the second best overall performance. In overall performance aspect, DNMF is better than CK and LK, which indicates DNMF can extract more useful and richer organization of features hidden in the original network.

To accurately test our proposed method, we analyze the experimental results on the six networks with different fraction of training set from 0.3 to 0.9. As shown in Figs. 2 to 4, we show the results of six networks based on AUC, Precision and PP, respectively. The results are returned with the average of over 100 runs. The six networks are Yeast, Jazz, PB, SmaGri, USAir and School. The red line with asterisk represents the performance of the proposed DNMF.

| AUC          | Jazz   | NS    | PB    | Power | Router | SmaGri | USAir | Yeast | Karate | School |
|--------------|--------|-------|-------|-------|--------|--------|-------|-------|--------|--------|
| NMF          | 0.959  | 0.791 | 0.910 | 0.670 | 0.705  | 0.819  | 0.932 | 0.881 | 0.723  | 0.827  |
| DNMF         | 0.963  | 0.982 | 0.948 | 0.785 | 0.860  | 0.935  | 0.939 | 0.981 | 0.731  | 0.915  |
| Katz         | 0.946  | 0.986 | 0.933 | 0.964 | 0.977  | 0.874  | 0.952 | 0.933 | 0.738  | 0.867  |
| ACT          | 0.787  | 0.934 | 0.893 | 0.892 | 0.964  | 0.829  | 0.901 | 0.900 | 0.611  | 0.702  |
| CN           | 0.940  | 0.983 | 0.927 | 0.625 | 0.652  | 0.842  | 0.921 | 0.915 | 0.674  | 0.843  |
| AA           | 0.967  | 0.983 | 0.927 | 0.625 | 0.652  | 0.790  | 0.966 | 0.916 | 0.711  | 0.886  |
| CRA          | 0.982  | 0.827 | 0.899 | 0.513 | 0.964  | 0.707  | 0.935 | 0.872 | 0.530  | 0.725  |
| RA           | 0.973  | 0.986 | 0.928 | 0.625 | 0.652  | 0.855  | 0.972 | 0.918 | 0.719  | 0.879  |
| LR           | 0.945  | 0.952 | 0.936 | 0.698 | 0.944  | 0.909  | 0.952 | 0.970 | 0.746  | 0.880  |
| PA           | 0.783  | 0.912 | 0.909 | 0.579 | 0.955  | 0.846  | 0.912 | 0.864 | 0.726  | 0.891  |
| Jaccard      | 0.961  | 0.977 | 0.877 | 0.625 | 0.651  | 0.781  | 0.915 | 0.914 | 0.591  | 0.859  |
| SPM          | 0.961  | 0.921 | 0.930 | 0.901 | 0.930  | 0.870  | 0.955 | 0.875 | 0.730  | 0.890  |
| LR           | 0.895  | 0.792 | 0.541 | 0.515 | 0.621  | 0.552  | 0.810 | 0.861 | 0.541  | 0.590  |
| CK           | 0.975  | 0.930 | 0.945 | 0.890 | 0.910  | 0.930  | 0.937 | 0.567 | 0.705  | 0.900  |
| KK           | 0.955  | 0.920 | 0.947 | 0.901 | 0.925  | 0.921  | 0.956 | 0.600 | 0.723  | 0.860  |

| Table 3 Comparison of link prediction accuracy measured by AUC on ten real-world networks |
|---------------------------------------------|--------|-------|-------|-------|--------|--------|-------|-------|--------|--------|

| Table 4 Comparison of link prediction accuracy measured by Precision on ten typical real-world networks |
|---------------------------------------------|--------|-------|-------|-------|--------|--------|-------|-------|--------|--------|
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Table 5 Comparison of link prediction accuracy measured by PP on ten typical real-world networks

|       | PP   | Jazz | NS   | PB   | Power | Router | SmaGri | USAir | Yeast | Karate | School | mean   |
|-------|------|------|------|------|-------|--------|--------|-------|-------|--------|--------|--------|
| DNMF  | 15.70| 25.63| 20.21| 30.15| 36.17 | 20.06  | 20.71  | 28.52 | 10.67 | 12.93  | 22.08  |
| SPM   | 16.05| 15.38| 20.04 | 30.07 | 36.13 | 21.03  | 19.04  | 28.25 | 15.38 | 13.34  | 21.47  |
| CRA   | 15.38| 23.98| 18.89 | 27.85 | 30.96 | 20.95  | 19.88  | 27.11 | 10.87 | 13.12  | 20.90  |
| CN    | 14.99| 24.10| 18.81 | 29.74 | 30.60 | 19.78  | 19.67  | 26.38 | 10.03 | 11.99  | 20.61  |
| Katz  | 14.44| 23.67| 18.84 | 30.30 | 30.82 | 20.19  | 19.58  | 26.55 | 10.16 | 11.42  | 20.60  |
| SPM   | 16.05| 15.38| 20.04 | 30.07 | 36.13 | 21.03  | 19.04  | 28.25 | 15.38 | 13.34  | 21.47  |
| CRA   | 15.38| 23.98| 18.89 | 27.85 | 30.96 | 20.95  | 19.88  | 27.11 | 10.87 | 13.12  | 20.90  |
| CN    | 14.99| 24.10| 18.81 | 29.74 | 30.60 | 19.78  | 19.67  | 26.38 | 10.03 | 11.99  | 20.61  |
| Katz  | 14.44| 23.67| 18.84 | 30.30 | 30.82 | 20.19  | 19.58  | 26.55 | 10.16 | 11.42  | 20.60  |

Figure 2 Comparison of AUC of methods under different fraction of training sets on six real networks

To accurately test our proposed method, we analyze the experimental results on the six networks with different fraction of training set from 0.3 to 0.9. As shown in Figs. 2 to 4, we show the results of six networks based on AUC, Precision and PP, respectively. The results are returned with the average of over 100 runs. The six networks are Yeast, Jazz, PB, SmaGri, USAir and School. The red line with asterisk represents the performance of the proposed DNMF.

In Fig. 2, the AUC value of DNMF is consistently higher than AUC value of other methods on Yeast network, School network and SmaGri network, indicating that our method has the stable performance and can better perform when the training set is very small.

In Fig. 3, on Yeast network, PB network and USAir network, the precision value of DNMF is higher than other methods when the ratio of the training set increases from 0.7 to 0.9. This shows that DNMF can obtain a more obvious improvement than other methods. On the three evaluation indices, it can be seen that the proposed method is either the best or very close to the best, even with the size of the training set varied. Overall, it is shown that DNMF is superior to the traditional latent feature model based on non-negative matrix factorization. This suggests our proposed method for link prediction not only inherits the advantages of traditional NMF, but also takes full advantage of hierarchical latent structure information of networks by multi-layer learning. In general, it is obvious that our proposed method has better and competitive performance compared with baseline methods on the ten networks.
Figure 3 Comparison of Precision of methods under different fraction of training sets on six real networks

Figure 4 Comparison of PP of methods under different fraction of training sets on six real networks
3.5 Parameter Analysis

In order to analyze the effect of the layer number parameter m on the proposed algorithm DNMF, we show the precision of DNMF as the parameter m varying from 1 to 4 for the six networks including Yeast, Jazz, PB, SmaGri, USAir and School. As depicted in Fig. 5, we set fraction of training set from 0.3 to 0.9 and take the widely used evaluation index Precision for link precision as evidence. It is obvious that the performances are better when m is equal to 2, so we set m = 2 in most of experiments.

![Figure 5 Precision of DNMF with respect to the layer number m on six real networks](image)

4 CONCLUSIONS

Most of the real networks are sparse, the traditional single-layer latent features model cannot fully characterize structure organization of complex networks. In order to resolve this problem, on the basis of non-negative matrix factorization and hierarchy information of latent features, a novel algorithm called Deep Non-negative Matrix Factorization (DNMF) is proposed for link prediction. In order to verify the performance of the proposed method, three evaluation metrics including AUC, Precision and Predictive Power (PP) are used. The experimental results of 10 real networks show that the proposed method DNMF is feasible, effective and competitive.

As an extension to the nonnegative matrix factorization, our proposed method DNMF for link prediction not only inherits merit of the traditional latent feature model, but also can reconstruct network through multi-layer factorization and extract more useful and richer feature information hidden in the original network. In order to reduce the training time of link prediction, the unsupervised learning strategy of the deep autoencoder network is applied in DNMF to improve the generalization ability of the method. So the proposed method has two stages including pre-training and fine-tuning for link prediction.

There are some improved studies and limitations for proposed method in the future. How to set the parameter layer number to be adaptive automatically on different networks and how to optimize the time complexity of the algorithm still are our next work. Parallelization computation can be used to reduce the computation time.
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