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With the development of internationalization, the distribution of languages and the office addresses of multinational companies are changing constantly. This paper makes the following research and exploration on this phenomenon: impact on the development of languages around the world. This paper studies the changes of native and second-language users and uses the historical data to predict the development trend by using the gray number series prediction model. Get the types of factors that affect the second language. Then, use fuzzy analytic hierarchy process to calculate the score of each factor. Finally, the global language trend equation is simulated: predictions for the development of language. In this paper, radiation propagation is calculated, and the method of CNN neural network is used to train big data, and the language trend positioning equation is drawn. Finally, the optimal language is obtained by using wavelet analysis and linear programming at different addresses. About model checking, according to the model’s internal prediction ability and the significance of internal parameters, it is concluded that the model has high practicability, sensitivity, and stability.

1. Introduction

1.1. Background. There are currently about 6900 kinds of languages spoken on Earth. Nearly half of the world’s population is using the following ten languages: Mandarin (including Standard Chinese), Spanish, English, Hindi, Arabic, Bengali, Portuguese, Russian, Punjabi, and Japanese [1]. Therefore, these ten languages are called the top ten languages in the world. Much of the world’s population can speak the second language. And the development of language tends to be more unified [2].

In the context of economic globalization, many languages are on the brink of extinction [3]. Language is not only a part of culture but also the carrier of culture and the accumulation of traditional culture. If any one language in the world is endangered or even extinct, then the diversity of the world’s languages and cultures will be undermined. And it will bring enormous irreparable damage to the colorful language and cultural images of humankind [4].

1.2. Our Tasks. Since a large multinational service company needs the true internationalization, the company proposes to open more international offices, which has already setup offices in New York City in the United States and Shanghai, China.

Here are our tasks:

(1) Determine the influencing factors and the extent of language development. According to the data of the global population and language users over the years, simulate the distribution of users in different languages over time.

(2) Predict the changing trend of the total number of native speakers and language users in the next 50 years. And analyze whether the top 10 languages in the world will be replaced.

(3) According to the established model, predict the global population and population migration patterns in the next 50 years, and determine whether the
The geographical distribution of languages will change in the same period.

(4) Analyze the establishment of six international offices under the identified model. Determine the language in which they are spoken (including English), judging whether there are different impacts in the short and long term.

(5) To save client company resources, analyze whether it is possible to reduce the number of international offices and design management methods.

2. Assumptions

By analyzing the article data, we propose the following assumptions to complete our model:

(1) Unpredictable high-impact and low-probability events will not occur in the next 50 years.

(2) For convenience, we assume that a country has only one mother tongue, only the mother tongue or the second-language speaker, and does not consider the third language, etc.

(3) Various languages do not lead to catastrophic jumps in evolution over time.

(4) Except for the factors we considered, other factors have minimal or negligible impact on the model.

(6) Because there are so many languages in the world, we only consider the impact of the main language. Because of its large proportion of the main language, its development can identify the reliability of the model.

3. Symbol Description and Noun Explanation

(1) GM (1, 1); a single-sequence line dynamic model in the gray prediction model is mainly used for time series prediction

(2) Train: the data is circulated once

(3) Filter: data-processing weight matrix

(4) Wavelet operation: an efficient algorithm for graphics compression and recognition, which is widely used in various fields where compression of data is required.

4. The Model

4.1. Basic Model (Determination of Influencing Factors)

4.1.1. Determination of the Influencing Factors. There are mainly two factors that affect the distribution of language users: one is a native speaker and the other is the number and distribution of second-language users [5].

The former is determined by two factors: the number of countries that speak the language as their mother tongue and the population of these countries [6]. The latter is determined by the following factors:

(1) The number of people using the language

(2) The economic strength of the country that uses the language

(3) The literary and social status of the country where the language is used

(4) The degree of importance of language of science and diplomacy (if it is the official language of the United Nations, then we will increase its importance)

For convenience, we depict the following diagram, as shown in Figure 1.

4.1.2. The Proportion of the Influential Factors. Weigh the evaluation criteria in Section 4.1.1, considering the use of fuzzy analytic hierarchy processes [7]. We have the following scoring criteria:

(1) Number of native speakers in this language: highest score 40.

(2) Number of people who speak the language as their second language: highest score 60.

(1) The economic strength of the country using that language, with a maximum score of 20

(2) The importance of the language in science and diplomacy, with a maximum score of 15.

(3) The number of countries and populations using that language, with a maximum score of 15.

(4) The social and literary status of the language, with a maximum score of 10.

(5) If the language is for the United Nations, we will add 5.

The results of the top ten languages in use are shown in Table 1:

4.1.3. The Equation of the Trend of Language Development. The development of future language trends depends on two aspects: native speakers and second-language speakers [8].

The development of future language trends depends on two aspects. The formula is

\[ Y = \lambda_1 X_1 + \lambda_2 X_2. \]  

(1)

In formula (1), the number of native speakers is \( X_1 \) and the number of secondary speakers is \( X_2 \).

(a) The number of native speakers is mainly determined by the changing trend of the population of countries in which the language is the mother tongue. We use the gray number sequence prediction model to describe the language trend. In the gray prediction model, GM (1, 1) is a linear dynamic model of first-order single sequence, which is mainly used for time series prediction.
Let GM(1, 1) be the original form:

\[ x_1^{(0)}(k) + ax_1^{(1)}(k) = b, \]

\[ x_1^{(0)} = \left( x_1^{(0)}(1), x_1^{(0)}(2), \ldots, x_1^{(0)}(n) \right), \]

\[ x_1^{(1)} = \left( x_1^{(1)}(1), x_1^{(1)}(2), \ldots, x_1^{(1)}(n) \right). \]

Set the basic form of GM(1, 1) to the following formula:

\[ x_1^{(0)}(k) + a_2z_1^{(1)}(k) = b, \]

where

\[ z_1^{(1)} = \left( z_1^{(1)}(2), z_1^{(1)}(3), \ldots, z_1^{(1)}(n) \right), \]

\[ z_1^{(1)}(k) = \frac{x_1^{(1)}(k) + x_1^{(1)}(k - 1)}{2} \quad (k = 2, 3, \ldots, n). \]

We define the matrix vector as follows:

\[ u = \begin{bmatrix} a \\ b \end{bmatrix}, \]

\[ F = \begin{bmatrix} x_1^{(0)}(1) \\ \vdots \\ x_1^{(0)}(n) \end{bmatrix}, \]

\[ B = \begin{bmatrix} -z_1^{(1)}(2) & 1 \\ -z_1^{(1)}(3) & 1 \\ \vdots & \vdots \\ -z_1^{(1)}(n) & 1 \end{bmatrix}. \]

**Table 1: The ranking and occupying ratio of language usage.**

| Language                  | Native speakers | Total | The proportion (%) | Second-language speakers | Number of countries using the language | The total weight (%) | Total ranking |
|---------------------------|-----------------|-------|--------------------|--------------------------|----------------------------------------|---------------------|--------------|
| Mandarin Chinese          | 8.97            | 75    | 11.96              | 1.93                     | 10.9                                   | 14.53               | 1            |
| Spanish                   | 4.36            | 75    | 5.81               | 0.91                     | 5.27                                   | 7.03                | 2            |
| English                   | 3.71            | 75    | 4.95               | 6.11                     | 9.82                                   | 13.09               | 3            |
| Hindustani (Hindi/Urdu)   | 3.29            | 75    | 4.39               | 2.15                     | 5.44                                   | 7.25                | 4            |
| Arabic                    | 2.9             | 75    | 3.87               | 1.32                     | 4.22                                   | 5.63                | 5            |
| Bengali                   | 2.42            | 75    | 3.23               | 0.19                     | 2.61                                   | 3.48                | 7            |
| Portuguese                | 2.18            | 75    | 2.91               | 0.11                     | 2.29                                   | 3.05                | 6            |
| Russian                   | 1.53            | 75    | 2.04               | 1.13                     | 2.66                                   | 3.55                | 8            |
| Punjabi                   | 1.48            | 75    | 1.97               | 0                        | 1.48                                   | 1.97                | 10           |
| Japanese                  | 1.28            | 75    | 1.71               | 0.01                     | 1.29                                   | 1.72                | 9            |

**Figure 1: Relationship between influential factors.**
Putting these data into the above formula, we get $a$, $b$.

(b) For the second-language trend forecast and from the above factors, we have

$$x_2 = \eta x_1,$$

(9)

Where $x$ is the language synthesis coefficient.

Therefore, from the above formula, we have the language trend equation:

$$Y = (\lambda_1 + \lambda_2 \eta)F.$$  

(10)

4.1.4. Accurate Positioning through the Radial Communication of the Global Language. The spread of language is affected by the above factors, but we think the root cause is the radiative propagation of the source language. We use CNN neural network to do big data simulation [9] and depict a flowchart to indicate the exact location of the steps, as shown in Figure 2.

We simulate the distribution, assuming the location coordinates $(x, y)$ and the time factor $t$. Big data simulation is used for filtering to find the specific feature $N$ in the input. Eigenvalues are used for prediction equations and high precision calculations [10].

We have the following equations:

$$Y(\eta, t, s) = \frac{\xi}{\sum_{n=0}^{x_2} (((x_2/t)^n/n!) + ((\eta/t)^n/n!)),}$$

(11)

$$\xi = \frac{1}{xt(1-(\eta/yt))}$$

(12)

4.2. Application of the Model

4.2.1. Distribution of Language Users. Based on the global language trend positioning model, as time goes by, due to the variety of languages, here we select only the top 5 languages of the world to simulate the global rough distribution of speakers of this language in the next 50 years. With the office as the point and the contact between each office and the outside world as the degree, the topological relationship can be used for analysis [11].

It is clear from the pictures that the above five languages all have the following development trends:

(1) The population of countries that are native speakers of the language is on the rise

(2) The number of countries in that language as a second language is also on the rise

4.2.2. Future Language Development Trend. According to the change of the number of language users in the first 50
Figure 3: Number of native speakers from 1960 to 2060.

Figure 4: Number of secondary speakers from 1960 to 2060.
years and according to the established formula, the coefficient matrix remains unchanged and the time coefficient increases so that the ratio of coordinate position to trend coefficient will increase significantly. Therefore, the total number of people who speak the language will increase dramatically.

To describe the trend of language development, we depict the following diagram, as shown in Figures 3–5.

Similarly, we can substitute the remaining five languages in Figure 5 to predict the distribution in the same way. By predicting the top ten languages, we think there will be languages in other ten languages of the world that are replaced by other languages. The reason is as follows.

Although the world’s total population will eventually stabilize, it can be seen from Figure 5 that the number of speakers with languages continues to increase, great instability will occur in both countries and regions, and the number of second languages will continue to increase. And there is a tendency to approach the number of native speakers. So, anyone of the top ten languages may be replaced.

5. Sensitivity Analysis

Based on the internal fitting degree of the model, the significance of the parameters in the model, and the internal and external predictive ability of the model, we established a predictive model with good fit, strong stability, and good predictive ability.

In the first part, we establish a multifactorial global language localization prediction model. Due to the large number of factors, it is not conducive to the verification of the sensitivity of the variable change. Therefore, we use the data internally prediction test, using the data of 1960–2007 global languages as the database. We reanalyzed the languages’ comprehensive ability coefficient \( \eta \) for that period; putting it into the model we set up, we predicted the situation for the next decade, compared it with the actual total language population for 2007–2017, and plotted it in the same figure to compare, as shown in Figure 6.

The error is

\[
m = \frac{\sum_{i=0}^{n} |x_i' - x_i|}{n}.
\]  

(13)

Take the same distance 100000 number set to \( n \), as shown in Table 2.

As can be seen from the above table, the error \( m \) is less than 0.5%, so the model is more closely related to the language trend forecast in the short term.

5.1. The Advantages of the Model

1) Based on the correct analysis of the influencing factors, we use the correct data processing method to solve the multifactor optimization problem well and establish a predictive model with high fitness, good stability, and good predictive ability.
We conduct a sensitivity analysis based on the internal fitting degree of the model, the significance of the parameters in the model, and the internal and external predictive ability of the model. The internal parameters of the prediction test and the fitting test obtained Table 2, and the internal and external parameters of the test of significance test is stable, so our team model has good applicability.

5.2. The Disadvantages of the Model

(1) Introducing too many variables in the process of model establishment can easily lead to "dimensionality disaster," which is not conducive to programming.

(2) This model has a parameter hypothesis, but it cannot avoid the model deviation caused by some actual factors, which may not be completely in line with the actual situation.

Hopefully, the above reference suggestions will be very helpful to the readers.
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