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1. Introduction

Recently, nonparametric concepts to extract $m$ feature components embedded within a set of $M$ recorded variables have gained interest in the scientific community. In a nonparametric context, estimating the intrinsic dimension (ID), which can be integer- or real-valued, is challenging. The research literature has proposed several conceptual approaches for this problem, including fractal dimensions, charting manifolds and maximum likelihood (ML) dimension. This paper develops methods on the basis of these existing concepts.

For more traditional parametric models, an often observed situation is that a particular variable may contain information that is encapsulated in other variables too. Thus, the variables are interrelated which allows describing them by a reduced set of $m \leq N$ latent variables, with $m$ being the ID. Related (unsupervised) models, consequently, discriminate between significant and residual information and are, conceptually, of one of the following forms:

$$x = As + r;$$  \hspace{1cm} (1a)

$$x = \phi(s) + r;$$  \hspace{1cm} (1b)

Here, $x \in \mathbb{R}^M$ is the data vector, $s \in \mathbb{R}^m$ stores the latent variables and $r \in \mathbb{R}^M$ is a noise vector. The assumptions for the data models in Eq. (1) are as follows:

Assumption 1: $E\{x\} = E\{r\} = AE\{s\} = E\{\phi(s)\} = 0$;

Assumption 2: $E\{x_i^2\} > E\{r_j^2\}, \forall 1 \leq i, j \leq M$.

Here, $E\{\cdot\}$ is the expectation operator. Assumption 2 is required to ensure an insignificant loss of information, with some works relying on the more restrictive assumption $E\{x_i^2\} \gg E\{r_j^2\}$. The vector $s$ describes common trends in $x$. The assumption $E\{x\} = 0$ is not a restriction of generality, as the offset term $\kappa = -E\{x\}$ can be added, such that $E\{x + \kappa\} = 0$. Equation (1a) describes a linear relationship between $s$ and significant information in $x$ through the use of a model subspace, defined by the column space of $A$. Equation (1b) is a nonlinear extension of Eq. (1a), where the nonlinear transformation of $s$ describes significant information in $x$. Throughout this paper, we denote the density functions of $x$ and $s$ by $f$ and $g$, respectively.

1.1. Parametric intrinsic dimension estimation

To estimate $m \in \mathbb{N}$ for Eq. (1a), a plethora of methods have been proposed over the past decades. The top left section in Table 1 summarizes a subset of methods that gained attention in the literature, most of which relate to the application of principal component analysis (PCA) to estimate the column space of $A$ and rely on various assumptions. Depending on the assumptions imposed on $r$, the variance of the reconstruction error (VRE) and the equality of eigenvalues test for maximum likelihood PCA provide consistent estimations of $m$. The eigen decomposition of the scaled covariance matrix $E\{xx^T\}$ gives a consistent estimation of the column space.
of $A$, even if $s$ does not follow a normal distribution.\textsuperscript{22-35} Consistency for estimating $m$, however, is only guaranteed if $E\{sr^T\} = 0$.

Work on estimating the ID for the model structure in Eq. (1b) mainly relies on nonlinear extensions of PCA and includes autoassociative neural networks as well as kernel PCA (KPCA). The latter approach can extract nonlinear principal component scores using the same objective function as PCA.\textsuperscript{36} Various approaches to estimate $m^2N$ have been considered, including cross-validation, an analysis of the residual variance or the H-principle; see Table 1 (top, right). The suitability of nonlinear PCA for ID estimation, however, has been disputed.\textsuperscript{41}

1.2. Nonparametric intrinsic dimension estimation

To develop nonparametric estimation methods, this paper considers concepts that do not assume, or make use of, the data model in Eq. (1). The underlying mechanism for generating data, however, may still follow Eq. (1). To provide a general framework for estimating $m$, we assume here that $m \in N$ or $m \in \mathbb{R}^+$.

Multidimensional scaling (MDS)\textsuperscript{5} is among the family of nonparametric approaches, listed in Table 1. Conceptually, MDS (just as PCA/NLPCA) is a dimension reduction rather than dimension estimation method, requiring ad hoc
rules, such as a “knee” in the stress function, to determine an integer-valued $m$.\textsuperscript{34,36,58} Camastra\textsuperscript{8} argued that estimating $m$ in this way may be difficult since a distinct “knee” does not always exist.

It is, hence, preferable to have tailored ID estimation methods available. A suitable family of techniques is given by the fractal dimension, which includes, for example, box-counting and correlation-dimension. Associated concepts estimate $m \in \mathbb{R}^+$ directly by adapting methods from the chaos theory to determine the dimension of attractors of real datasets.\textsuperscript{24} All methods discussed above rely on the entire dataset and are, therefore, global methods,\textsuperscript{8} an overview of which is provided on the left side of Table 1.

Alternatively, the literature proposed local methods, which identify the topological dimension locally as the dimension of the tangent space along the data at a specific target point.\textsuperscript{8,10} An early instance is the work by Fukunaga and Olsen,\textsuperscript{21} where $m$ is estimated to be the number of normalized nonzero eigenvalues of region-wise covariance matrices. A variety of alternative local methods have been developed since then; some of which are listed at the bottom right part of Table 1.

The presentation in Table 1 differs in some aspects from alternative categorizations. For instance, Camastra and Staiano\textsuperscript{10} consider ISOMAP to be a local method, on the grounds that it makes use of a local variant of MDS. However, since it produces a single global ID estimate, we advocate considering it as a global method. More precisely, our classification criterion is as follows: Local methods produce (possibly, multiple) local ID estimates and global methods produce (a single) global ID estimates. It is important to note, however, that some of the local methods in Table 1 average over local ID estimates in order to derive an overall ID estimate.\textsuperscript{28,37} Following this line of reasoning, our classification does not require the additional classification category of pointwise\textsuperscript{10} methods.

Following the preceding discussion, the literature has reported substantial progress in estimating the ID of multivariate datasets in recent years, as evidenced by the methods and citations provided in Table 1. However, several of these techniques have, thus far, been proposed as concepts rather than a suite of tailored methods. This is, specifically, the case for the (global) correlation dimension, as well as the (local) charting technique. Related problems for their practical implementation include:

- fractal concepts require the computation of the correlation integral for a sphere with radius $r \rightarrow 0$, which is computationally nontrivial;
- charting manifold techniques struggle with multiple practical issues such as zeros in the denominator, multiple peaks in the objective function, and the aggregation of local estimates of $m$ to produce a global estimate.

The aim of this paper is to address these problems by

(i) developing methods for the correlation dimension and the charting manifold concepts;
(ii) benchmarking their performance;
(iii) contrasting them with existing work, with particular focus not only on the MLE method, but also on other recent techniques, such as MiND or IDEA.45

We define the techniques related to correlation dimension as the slope, intercept and polynomial methods and those associated with the charting manifolds as dip and regression methods. While the slope method can be considered as a quantitative variant of the existing log–log plot technique,8 the remaining methods are novel.

The paper is organized as follows: Sec. 2 summarizes the correlation dimension and the charting manifold concepts. Building on these concepts, Sec. 3 introduces the proposed global correlation dimension and the local charting manifold methods. This is followed by contrasting the developed methods with the MLE method in Sec. 4, which summarizes the application studies to simulated data, the analysis of a recorded dataset from an industrial glucose processing plant and three benchmark datasets that are available in the literature. This section also includes an analysis of the computational efficiency of the different techniques. Finally, Sec. 5 provides a concluding summary of this paper.

2. Concepts for Determining Intrinsic Dimensions

This section briefly revises the (global) correlation dimension and the (local) charting manifold concepta in Secs. 2.1 and 2.2, respectively. For the comparison in Sec. 4, Sec. 2.3 briefly summarizes the MLE approach.37 For the remainder of this paper, \( \Omega = \{ x_1, \ldots, x_n \} \) denotes a \( M \)-variate datasetb containing \( n \) samples \( x_i = (x_{i1}, \ldots, x_{iM})^T, i = 1, \ldots, n \).

2.1. Correlation dimension concept

Correlation dimension is a fractal-based concept, which has been successfully employed to estimate the attractor dimension of dynamic systems.24 It can be seen as a simple substitute of the box-counting dimension, which, in turn, corresponds to the Hausdorff dimension.11 The concept is based on the empirical distribution function (EDF) of pairwise distances:

\[
C_n(r) = \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{j=i+1}^{n} I\{\|x_i - x_j\| \leq r\},
\]

where \( I\{\cdot\} \) is the indicator function, that is 1 if \( \|\cdot\| \leq r \) and 0 if \( \|\cdot\| > r \), \( \|x_j - x_i\| \) denotes the Euclidean distance between the samples \( x_j \) and \( x_i \) and the subscript for \( C_n \) refers to the number of samples in the reference set \( \Omega \). Essentially, Eq. (2) counts

aBrand’s concept of “charting” has a broader scope and involves the construction of a patch-wise, low-dimensional coordinate system. This paper still uses the term “charting” for convenience.
bIf the data are originally presented in the form of a time series, and the task is to identify the attractor dimension of the dynamical system underlying the time series, then the dataset \( \Omega \) needs to be firstly produced from the time series data via the “method of delays”5, 45
the number of pairs whose mutual distance is less than or equal to the radius $r$. The function $C_n(r)$ tends to 0 monotonically as $r \to 0$. Based on Eq. (2), the correlation integral is defined as

$$C(r) = \lim_{n \to \infty} C_n(r),$$

from which the correlation dimension can be extracted as follows:

$$m = \lim_{r \to 0} \frac{\log(C(r))}{\log r}.$$  

Here, \(\log\) denotes the natural logarithm function. Two important practical issues that immediately arise are the asymptotic limits in Eqs. (3) and (4). While these limits are necessary from a conceptual point of view, none of them are attainable in practice. We can practically assume, however, that if $n$ is large enough, $C_n(r)$ can replace $C(r)$ in Eq. (4). As a guideline for selecting $n$, Eckmann and Ruelle\textsuperscript{16} showed that estimation of $m$ via correlation dimension requires at least $n = 10^{m/2}$.

The more serious issue is that the correlation integral needs to be evaluated for a sphere of radius $r \to 0$. For any finite dataset without replicated cases, $C_n(r) = 0$ as $r \to 0$. Consequently, the numerator of Eq. (4) is practically undefined for small enough radii. Hein and Audibert\textsuperscript{29} addressed this problem by replacing the indicator function in (2) by a kernel function, and basing the dimension estimation on the speed of convergence of the correlation integral, rather than the correlation integral itself. When working with (2) directly, as in this paper, it is of practical importance to predefine a suitable range of values of $r$ which allows an accurate estimation of $m$.\textsuperscript{8,51}

Thus far, such “direct” algorithms to estimate $m$ have been based mainly on the analysis of the log–log plot,\textsuperscript{8} which attempts to determine the slope of $\log(C(r))$ as a function of $\log r$. This paper considers a quantitative version of the log-log technique, and also proposes two novel methods, which use appropriate modeling techniques to estimate $m$ for a given dataset $\Omega$ at a radius $r = 0$. These two methods, introduced in Sec. 3.1, which we refer to as the intercept and the polynomial methods, tackle the problem by exploiting features of the functions in Eqs. (3) and (4). The following remarks motivate their development.

**Remark 1.** To reflect why Eq. (4) is a correct relationship between the correlation integral and the ID, consider a structure which lies (perfectly) on some linear hyperspace or nonlinear surface of $\Omega$. It then follows (further discussed in Remark 2) that $C(r) \propto r^m$ for a sufficiently small $r$. More precisely, the relationship between $C(r)$ and $r$ for a sufficiently small $r$ becomes

$$C(r) = c \cdot r^m,$$

where $m$ is the ID and $c$ is constant. Now, applying the logarithm to the above equality yields

$$\log(C(r)) = \log c + m \log r.$$  

\textsuperscript{5}
Next, substituting Eq. (5) into Eq. (4) gives rise to
\[
\lim_{r \to 0} \frac{\log(C(r))}{\log r} = \lim_{r \to 0} \frac{\log c + m \log r}{\log r} = m. \tag{6}
\]
Consequently, the correlation dimension asymptotically reveals the ID of the dataset.

**Remark 2.** We now justify the assumption \( C(r) \propto r^m \). Consider a simple scenario in which \( n \) samples sit at predefined discrete positions (with distance 1) along a line:
\[ \cdots \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdots \]

For \( r = 0 \), the double sum in the numerator of Eq. (2) is equal to 0. For \( r = 1 \), this sum is \( (n - 1) \), and for \( r = 2 \), it is \( (n - 1) + (n - 2) + \cdots + (n - r) \approx nr \propto r \) for large \( n \), confirming that \( C(r) \propto r^m \) for the case \( m = 1 \). For a one-dimensional curve, this statement would still hold for a sufficiently small \( r \). These simple geometric considerations cannot be extended easily to higher dimensions \( m \geq 2 \). Even the case of \( m = 2 \) requires complex graph theory. We, therefore, take a different line of reasoning. Recall that Eq. (2) describes an EDF of pairwise distances. According to the strong law of large numbers, the EDF will converge to the true distribution function (DF) of the pairwise distances for large \( n \).

Considering the simple case of a uniform data distribution inside a sphere, it can be shown\(^1,2\) that the corresponding DF is \( a_m b(m, r) r^m + c(m, r) \), where \( a_m > 0 \) is a constant, depending on \( m \), and \( a(m, r) \) and \( b(m, r) \) are regularized incomplete Beta functions depending on \( m \) and \( r \), with the properties \( b(m, r) \approx 1 \) and \( c(m, r) \approx 0 \) for small \( r \). From this, it can be concluded that \( C(r) \propto r^m \) if \( r \) is small enough. More recent research provides extensions to more general data distributions.\(^{53}\)

### 2.2. Charting manifold concept

This concept estimates \( m \) by examining the rate of growth of samples in hyperspheres. Different from the previous concept, the charting manifold technique counts **points** rather than **pairs**, and does this **locally** instead of **globally**. Let \( \mathbf{x} \) be an element of \( \Omega \), which is not assumed to be located on the boundary of the manifold. We refer to this point as a “target point” henceforth. The charting manifold relies on the proportion\(^c\) of points that fall inside a sphere of radius \( r \) that is centered at \( \mathbf{x} \)
\[
N_\mathbf{x}(r) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{I}\{|\|\mathbf{x}_i - \mathbf{x}\| \leq r\}. \tag{7}
\]

As before, \( \mathcal{I}\{\} \) is the indicator function. The subscript for \( N_\mathbf{x} \) emphasizes that this is a local estimate that depends on the center, \( \mathbf{x} \), of the sphere. Brand\(^6\) argued that if \( r \) falls below the **noise scale**, then \( N_\mathbf{x}(r) \propto r^M \). Moreover, if the underlying manifold is sufficiently smooth, then there will be a scale \( r \) at which the manifold can be

\(^c\)Brand does not use the constant \( 1/n \) preceding the sum in (7). It is, however, useful to interpret \( N_\mathbf{x}(r) \), analogously to \( C(r) \), as the EDF of distances to \( \mathbf{x} \). This constant does not affect the developments which follow.
approximated by a locally linear hyperplane of dimension \( m \). We may refer to this radius, say \( r_0 \), as the signal level, at which the points are distributed only in the directions of the local tangent space (hyperplane) of the manifold. Consequently, in a neighborhood of \( r_0 \), it follows that \( N_x(r) \propto r^m \). Increasing \( r \) further, the curvature of the manifold becomes significant so that \( N_x(r) \) rises at a rate between \( r^m \) and \( r^M \).

When reaching the boundary that encloses all data, \( N_x(r) \) eventually flattens and naturally approaches 1.

Brand\(^6\) defined the statistic

\[
G_x(r) = \frac{d \log r}{d \log (N_x(r))},
\]

for determining the radius \( r_0 \) and hence, reveals the intrinsic structure. It then follows from the above considerations that, for noise scales,\(^6\)

\[
G_x(r) \approx \frac{1}{M} < \frac{1}{m}.
\]

This, in turn, suggests that plotting \( G_x(r) \) versus \( r \) produces a maximum at the signal level of \( 1/m \). Hence, this peak gives the intrinsic (topological) dimension \( m \). Although this concept is appealing, its implementation may be cumbersome and nontrivial. Practical applications may, for example, be hampered by the following:

(i) the choice of the range of \( r \) values investigated for this purpose;
(ii) the existence of the expression \( \log (N_x(r)) \) in the denominator (possibly undefined for small \( r \));
(iii) the choice of target points, \( x \);
(iv) the existence of multiple peaks in the graph \( G_x(r) \) versus \( r \); and
(v) how to synthesize or average the individual estimates of \( m \) for the different target points.

While items (i) and (ii) have been noted in a similar form for the correlation dimension concept, items (iii)–(v) are intrinsic to the charting manifold concept. Section 3 proposes two novel variants of Brand’s conceptual algorithm, which implicitly address the above issues. To discriminate the charting manifold concept from the correlation dimension one, introduced in Sec. 2.1, we give the following remark.

**Remark 3.** As an alternative definition, let \( C_x(r) \) denote the number of pairs inside the sphere of radius \( r \), centered at \( x \). Then, at the signal level, we get

\[
C_x(r) \propto \left( \frac{N_x(r)}{2} \right) = \mathcal{O}(r^{2m}),
\]

with \( \mathcal{O}(\cdot) \) denoting the order. Hence, as the number of data points within the sphere of radius \( r \) increases with \( r^m \), the number of pairs increases with \( \mathcal{O}(r^m)^2 \propto r^{2m} \). The resulting ID estimates using \( C_x(r) \), therefore, would need to be divided by 2. In
light of this, the conclusions of Remark 2 may appear counter-intuitive. However, note that in the context of the correlation dimension, pairs are counted \textit{globally}, leading to the order $r^m$, whereas here they are counted \textit{locally}, resulting in the order $r^2m$. Although this paper does not utilize $C_x(r)$, it is important to understand this fundamental conceptual difference between the two approaches.

2.3. Maximum likelihood estimation

Levina and Bickel\textsuperscript{37} proposed this technique for estimating $m$. As for the charting manifold, a sphere of radius $r$ is considered at a fixed point $x$. It is assumed that the data stored in $\Omega$ are independent, stem from the same underlying manifold, and that there exists an embedding of the form $x_i = \phi(s_i)$, where $s_i \in \mathbb{R}^m$ is a sample drawn from the density function $g(\cdot)$, with both $\phi(\cdot)$ and $g(\cdot)$ being smooth functions operating on an $m$-variate space. These assumptions allow defining $x_i$ as a homogeneous Poisson process.\textsuperscript{37} The log-likelihood of this Poisson formulation yields a ML estimator based on the distances between close neighbors.

Let $k$ be the number of nearest neighbors to the point $x_i$, then the local ML estimator for $m$ is

$$m_k(x_i) = \left[ \frac{1}{k-2} \sum_{j=1}^{k-1} \log \left( \frac{T_k(x_i)}{T_j(x_i)} \right) \right]^{-1},$$

(9)

where $T_k(x_i)$ and $T_j(x_i)$ are the Euclidean distances between $x_i$ and the $k$th and $j$th nearest neighboring samples, respectively. To guarantee an asymptotically unbiased estimate, the denominator of Eq. (9) must be $k - 2$, as discussed in Sec. 3.1 in Ref. 37. The asymptotics here are $n \to \infty$, $k \to \infty$ and $k/n \to 0$. The local estimates in Eq. (9) need to be suitably combined to produce a global estimate. Levina and Bickel\textsuperscript{37} argued that it is unnecessary to remove boundary points for this purpose and proposed utilizing the average

$$m(k) = \frac{1}{n} \sum_{i=1}^{n} m_k(x_i),$$

(10)

as a suitable estimator for fixed $k$. However, it was subsequently suggested\textsuperscript{19,40} that, from a ML perspective, the correct estimator to use is

$$m(k) = \left[ \frac{1}{n} \sum_{i=1}^{n} m_k^{-1}(x_i) \right]^{-1}.$$

(11)

In either case, the process is repeated for $p$ values of $k$, say $k^{(1)}, \ldots, k^{(p)}$, within the data range, and the ID for a dataset $\Omega$ can be obtained by averaging

$$m = \frac{1}{p} \sum_{j=1}^{p} m(k^{(j)}).$$

(12)
As a third variant, one may consider alleviating the bias incurred in (10), especially for small \( k \),\(^{37}\) by taking the median instead of the mean in (12). We consider all three options in this paper. It is finally noted that a ML point of view can also be adopted for the correlation dimension.\(^{38}\)

3. Proposed Intrinsic Dimension Estimation Methods

This section gives a detailed description of the developed methods for the correlation dimension and the charting manifold concepts in Secs. 3.1 and 3.2, respectively, extending and formalizing preliminary ideas given in Ref. 17. We make the initial decision to normalize all columns of the dataset \( \Omega \) so that each of the \( M \) variables has a sample mean of zero and a sample standard deviation of 1. While this is not strictly necessary in order to apply the proposed methods, it is convenient for computational and comparative purposes, and it allows giving generic recommendations for the choice of range for radii in (2) and (7).

3.1. Correlation dimension methods

The three methods for estimating \( m \) are (i) the slope method, (ii) the intercept method and (iii) the polynomial method which Secs. 3.1.1–3.1.3 introduce, respectively. As the slope method is merely a further development of the log–log plot,\(^8\) the paper only considers the intercept and polynomial methods as new contributions to knowledge. Each of these methods requires a set of monotonously increasing radii, defined by \( \{ r_j, j = 1, \ldots, s \} \), where the smallest radius \( r_1 > 0 \) is large enough to include at least 2 samples. The parameter \( s \), which determines the number of grid points, is of little relevance as long as it is reasonably large, say \( s \geq 20 \). In majority of applications, one will have \( 0 < r_1 < r_s \leq 1 \), and specific recommended settings of \( r_1 \) and \( r_s \) will be given for each of the three methods in the respective subsections. It is noted, however, that radii in a \( M \)-dimensional space scale with \( \sqrt{M} \); that is, for very large \( M \), the minimum radius which contains at least two data points may be considerably higher than the proposed boundaries. In such cases, we recommend to set \( r_1 \) equal to this minimum radius, and \( r_s = 1.5 \times r_1 \).

3.1.1. Slope method

According to Eqs. (3) and (4), the finite-sample estimator

\[
\lim_{r \to 0} \frac{\log(C_n(r))}{\log r} \approx m
\]

(13)

gives a good approximation of \( m \) for large \( n \). Camastra\(^{11}\) proposed to plot \( \log(C_n(r)) \) versus \( \log r \) and graphically estimate the slope and, hence, \( m \). To quantify this graphical approach, this paper estimates \( m \) from the simple linear regression model

\[
\log(C_n(r)) = a + b \log r,
\]

(14)
using the pairs \((\log r_j, \log(C_n(r_j)))\) for \(j = 1, \ldots, s\). It follows from Remark 1 that the estimate of \(m\) is

\[
\hat{m}_S = b. \tag{15}
\]

For further reference, the subscript \(S\) refers to the slope method. Through application studies, we found that \(r_1 = 0.3\) and \(r_s = 0.5\) yield satisfactory results in most situations, though problems may arise when the implicit linearity assumption in (14) fails. Smaller radii than \(r_1 = 0.3\) may yield erroneous values for \(C_n(r)\) or a flattening curve for \(C_n(r)\), producing suboptimal estimates for \(m\).

### 3.1.2. Intercept method

This method approximates the correlation integral directly for \(r = 0\) instead of estimating the slope for some small values of \(r\). For this, consider the graph \((r, D_n(r))\), where

\[
D_n(r) = \frac{\log(C_n(r))}{\log r}. \tag{16}
\]

The advantage of using \(D_n(r)\) instead of \(C_n(r)\) lies in its approximate linearity, as formulated in the following theorem (proven in Appendix A).

**Theorem 1.** In the vicinity of \(r^* = e^{-2} \approx 0.14\), the function \(D_n(r)\) reduces to a linear function of the radius \(r\), that is,

\[
D_n(r) = a + b(r - r^*). \tag{17}
\]

The intercept method estimates \(m\) by extrapolating the linear regression line, fitted to the pairs \((r_j, D_n(r_j)), j = 1, \ldots, s\). More precisely, the estimate of \(m\) is the intercept of the fitted linear equation and the ordinate at \(r = 0\). Finally, incorporating the constant \(-br^*\) in the coefficient \(a^* = a - br^*\) yields the regression equation \(D_n(r) = a^* + br\), such that the estimate of \(m\) becomes

\[
\hat{m}_I = D_n(0) = a^*, \tag{18}
\]

where the subscript \(I\) refers to the intercept method. The radius \(r\) should be \(0.14 \leq r_j \leq 0.5\). If the minimum radius, \(r_1 = 0.14\) does not result in the inclusion of at least two data points, \(r_1\) needs to be increased. Note, however, that by construction the intercept method will not produce meaningful results if \(r > 1\) (as otherwise \(D_n(r) < 0\)); hence, there is the additional restriction \(r_s < 1\) and it is possible that for a very large \(M\), the intercept method is not applicable. See Sec. 4.3 for some examples.

Notably, although the intercept method uses a range of small values of \(r\) to determine \(D_n(r)\), it estimates the ID at the radius \(r = 0\). The application studies in Sec. 4 show that the intercept method performs, generally, similar to the slope method.
3.1.3. Polynomial method

This method relies on an explicit model of the correlation integral \( C(r) \) through a higher-order polynomial. The model, in conjunction with the property in Eq. (4), allows computing the correlation dimension directly. It is clear from the considerations in Remarks 1 and 2 that, if the data are well described by a manifold of some dimension \( m \), then \( C(r) \) will approach 0 as \( r \to 0 \). This, in turn, motivates the following intuitive condition:

**Condition 1.** \( C(0) = 0 \).

The preceding discussion gives rise to the following theorem, which Appendix B proves.

**Theorem 2.** Expressing the correlation integral as a polynomial of order \( q \):

\[
C(r) = \sum_{i=0}^{q} a_i r^i = a_0 + a_1 r + a_2 r^2 + \cdots + a_q r^q,
\]

(19)

under Condition 1, that is \( a_0 = 0 \), the correlation dimension \( m \) is as follows:

if \( a_j = 0, j = 1, \ldots, q - 1 \) and \( a_q \neq 0 \), then \( m = q \).

Theorem 2 suggests to carry out a series of hypothesis tests to estimate \( m \). The parameters \( a_1, \ldots, a_q \) can be obtained using multiple linear regression of \( C_n(r) \) versus the powers of \( r \), for example, using the function \( \text{lm} \) in R. To determine whether a parameter is zero, the standard \( t \)-test can be utilized. Based on application studies, it is recommended to leave the significance level of this test unspecified and to estimate \( m \) as the most significant parameter, that is,

\[
\bar{m}_P = \{ j | a_j \text{ has minimal } p\text{-value among } a_1, \ldots, a_q \}. \tag{20}
\]

The subscript \( P \) refers to the polynomial method. It is suggested to initially set \( q = \min\{M, 4\} \) and increase the integer \( q \) successively if required.

Different to the slope and intercept methods, the polynomial method provides an integer estimation and not a “fractal dimension”. The choice of the upper limit radius presents a trade-off between the radii being close enough to 0 and large enough to include a sufficient number of samples to guarantee an accurate estimation of the unknown parameters \( a_1, \ldots, a_q \). We suggest to set \( r_1 \) such that the corresponding sphere contains at least one pair, and \( r_s = 1 \).

3.2. Charting manifold methods

This section develops two methods on the basis of the charting manifold concept, which we refer to as the dip method and the regression method, detailed in Secs. 3.2.1 and 3.2.2, respectively. Prior to their presentation, two issues need to be discussed.

Firstly, local methods require the selection of a set of target points over which the local ID estimates will be averaged. The largest possible set for this purpose is \( \Omega \), ...
which is impractical for computational reasons. However, this is also not necessary, since the ID estimates for neighboring points can be expected to be very similar. It remains the issue of how to select such target points, considering that points close to the boundaries may result in underestimating \( m \).\(^6\) One approach could be to estimate the density \( f \), for each \( x_i \in \Omega \), via

\[
\hat{f}(x_j) = \frac{1}{nh_1 \ldots h_M} \sum_{i=1}^{n} \prod_{j=1}^{M} K\left( \frac{x_{ij} - x_j}{h_j} \right),
\]

where \( K(\cdot) \) is a kernel function and \( h_j \) are component-wise bandwidths, and then select sample target points only from the set \( \{ x | \hat{f}(x) > c \} \), for some constant \( c > 0 \). However, computing this kernel density estimate for a (potentially large and/or high-dimensional) dataset can be computationally inefficient. Hence, we propose a simpler concept based on the notion of isolated points.\(^4\) An isolated point is a point which is so far away from the rest of the data that the kernel density estimate at that point is only determined by itself. It is conceptually clear that isolated points are not able to contribute sensible ID estimates. According to Eq. (21), the density of an isolated point is given by \( f^* = \frac{1}{nh_1 \ldots h_M} K^M(0) \), which is independent of \( x \). If the kernel \( K \) has unbounded support, then \( f^* \) will rarely be attained exactly so that for our purposes we declare a point as isolated if \( \hat{f}(x)/f^* < 2 \). The specific choice of \( K \) is of little relevance as it does not impact on the ID estimation in itself, but only on the selection of target points. We have used the Gaussian kernel \( K(u) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2} u^2\right) \) in the application studies in Sec. 4.

Summarizing, in order to select \( b \) target points, we proceed as follows:

1. Compute the bandwidths \( h_j, j = 1, \ldots, M \), as 10\% of the range of the \( j \)th variable.
2. Select a point, say \( x \), randomly from the dataset.
3. If \( \hat{f}(x)/f^* < 2 \), dismiss the selected point.
4. Iterate between 2 and 3 until \( b \) target points have been sampled. Denote the resulting set of points by \( B \).

This procedure is efficient, as only few kernel density estimates need to be computed. Our experiments have shown that \( b = 50 \) target points are usually sufficient to obtain good overall ID estimates.

Secondly, instead of utilizing the objective function in Eq. (8), it is advantageous for the development of both methods to consider the following alternative formulation:

\[
H_x(r) = \frac{1}{G_x(r)} = \frac{d \log(N_x(r))}{d \log r}.
\]

The rationale behind the definition of \( H_x(r) \) is that it is more stable computationally, especially when \( r \) tends to 0 or 1, both of which would lead to an undefined
where \( h \) is a localization parameter,\(^{26} \) we can get a smooth estimate of the derivative function \( H_x(r) \) for a fixed \( r \)-value based on the log-count of \( N_x(r_j) \) for the radii \( r_1, \ldots, r_j, \ldots, r_s \) by minimizing

\[
\sum_{j=1}^{s} w_h(r_j, r) (\log(N_x(r_j)) - \alpha - \beta (\log r_j - \log r) - \gamma (\log r_j - \log r)^2)
\]

with respect to \( \alpha, \beta \) and \( \gamma \), yielding least squares estimates \( \hat{\alpha}, \hat{\beta} \) and \( \hat{\gamma} \). Comparing Eqs. (25) and (27), it follows that \( \hat{\beta} = \hat{\beta}(r) \) is the required estimator for \( H_x(r) = \frac{d \log N_x(r)}{d \log r} \). Let us denote this estimator by \( \hat{H}_x(\cdot) \). Notably, Eq. (27) can be evaluated for every fixed \( r \), even if \( r \) is not part of the grid points \( r_1, \ldots, r_s \).

It is noted that the kernel \( K \) used here does not necessarily need to be the same kernel as that one used in (21), but that, in (26), the choice of kernel is indeed important: An unsmooth kernel will impact on the smoothness of the derivative estimate, and hence on the reliability of the ID estimate. So, in (26), we strictly advise the use of a Gaussian kernel.

3.2.1. Dip method

Determining the peak of \( G_x(\cdot) \) is equivalent to obtaining the dip of \( H_x(\cdot) \). Denoting this extremal value by \( r_0 \), it follows from the discussion in Sec. 2.2 that \( N_x(r) = cr^m \) in a neighborhood of \( r_0 \). Applying the logarithm to this equality yields

\[
\log(N_x(r)) = \log c + m \log r.
\]

(23)

Substituting this expression into \( H_x(\cdot) \) for \( r = r_0 \) gives rise to

\[
H_x(r_0) = \left. \frac{d(\log c + m \log r)}{d \log r} \right|_{r=r_0} = \left. \frac{d \log c}{d \log r} + m \frac{d \log r}{d \log r} \right|_{r=r_0} = m.
\]

(24)

Therefore, if \( H_x(r) \) has a minimum, or a dip, for \( r = r_0 \), then \( m \) is given by \( H_x(r_0) \). To obtain the required derivative, consider a Taylor expansion of \( \log(N_x(r)) \) as a function of \( \log(r) \), for a value \( r' \) close to \( r \):

\[
\log(N_x(r')) = \log(N_x(r)) + \frac{d(\log(N_x(r)))}{d(\log r)} (\log r' - \log r)
\]

\[
+ \frac{1}{2} \frac{d^2(\log(N_x(\rho)))}{d(\log r)^2} (\log r' - \log r)^2,
\]

where \( \log \rho \) is in the interval between \( \log r' \) and \( \log r \). Now, defining kernel weights

\[
w_h(r', r) = K \left( \frac{\log r' - \log r}{h} \right),
\]

(26)

where \( h \) is a localization parameter.\(^{26} \)
In practice, examining the function $\tilde{H}_x(r)$ over $r$ will often yield more than one dip, so the question arises which one to choose. Each of these dips can be argued to correspond to a local ID estimate at a different scale. We have settled on choosing the maximal dip (that is, among all the minima of $H_x(\cdot)$, we choose that one of maximal value). The reasoning for this is twofold: Firstly, often, there will be some initial dips caused by little granularities in the data, and secondly, if there is evidence for different local dimensions at different scales, it is arguable that the larger dimension estimates supersede the smaller ones. Denoting the position of this “maximal dip” by $r = r_0$, one gets the local ID estimate $m_D(x) = \tilde{H}_x(r_0)$, with the subscript $D$ denoting the dip method. Applying this procedure for each target point $x \in \mathcal{B}$ allows determining the overall estimate $\hat{m}_D$ as the median over each local estimate:

$$\hat{m}_D = \text{med}\{m_D(x)|x \in \mathcal{B}\}.$$  \hspace{1cm} (28)

3.2.2. Regression method

There is a similarity between Eq. (5) in Remark 1 and Eq. (23), and as a consequence also between Eqs. (6) and (24). This motivates applying a log–log analysis on $N_x(r)$ in a similar fashion to the slope method detailed in Sec. 3.1.1. For a given $x$ and a range of $r$ values, one initially computes the values $N_x(r)$. Then, fitting the parameters of the equation

$$\log(N_x(r)) = a + b \log r$$  \hspace{1cm} (29)

using simple linear regression produces least squares estimates $\hat{a}$ and $\hat{b}$, yielding the local estimate

$$m_R(x) = \hat{b}.$$  \hspace{1cm} (30)

While this method does have the advantage of not requiring the selection of bandwidths or other tuning parameters, there is a caveat to this line of reasoning: unlike the case of the correlation integral, it is not possible to assume that Eq. (23) holds true for any small value of $r$. More precisely, Eq. (23) is only valid at the signal level, $r_0$. However, a possible strategy is to select a range of $r$ values that contain $r_0$. This paper uses a range of radii such that the minimum radius contains at least two data points, and the maximum radius all data points.\textsuperscript{d}

Again, this is a local method, which needs to be applied for each target point, and the local estimates need to be suitably averaged, using a median, to arrive at the overall estimate:

$$\hat{m}_R = \text{med}\{m_R(x)|x \in \mathcal{B}\}.$$  \hspace{1cm} (31)

The subscript $R$ denotes the method used for the estimate, that is, the regression method in this case. The reference regression is to distinguish this method from the

\textsuperscript{d}This wide range could possibly be finetuned in future research. However, as elaborated upon later on in this paper, this large range yields positive effects in terms of robustness to local granularities in the data.
conventional log–log plot approach. Experimental results for this method are provided in Sec. 4.

4. Comparing the Various Estimation Methods

This section illustrates, compares and benchmarks the methods developed in Sec. 3. The analysis is based on a recorded dataset that stems from an industrial glucose production facility in Sec. 4.1, a series of simulation examples in Sec. 4.2 serving as a "proof of concept", and a comparison with benchmark datasets and methods presented previously in the literature in Sec. 4.3. For each dataset analyzed here, the recorded variables are mean centered and subsequently scaled to unity variance. Section 4.4 critically examines the computational efficiency of each of the proposed methods.

Unless stated otherwise, the values of \( r_1 \) and \( r_s \) for the correlation dimension methods are chosen as described in Sec. 3. For the intercept and slope methods, the grid points \( r_j \) are placed with a spacing of 0.01 which e.g. implies that \( s = 21 \) when \( r_1 = 0.3 \) and \( r_s = 0.5 \). For the polynomial method, we use \( r_s = 1 \) and \( s = 30 \). For the charting manifold methods, the sequence of the radius \( r \) is selected such that the sphere with the minimum radius contains at least two data points and the sphere with the maximum radius includes all samples. This usually involves a much larger range of \( r \) values, up to \( r_s = 10 \), as compared to the correlation methods, so that a grid spacing of 0.1 is adequate for these techniques. For the dip method, we compute \( \bar{H}_x(\cdot) = \bar{\beta}(\cdot) \) using the function \texttt{locpoly} in R with bandwidth parameter \( h = 0.1 \), again unless stated otherwise. For the MLE method, we used the inverse averaging rule (11) as default, but provide, on some occasions, comparison to the other variants. For all other methods, parameter settings are as given in the respective source papers.

4.1. Industrial dataset

For illustrative purposes, we consider data recorded from a glucose production facility containing \( n = 28,801 \) observations for a total of \( M = 39 \) variables. The recorded variables include, among others, readings of various temperature, flow rates, pressure and pressure differences, measurements of viscosity, etc. A sample of each process variable was taken every 30 s. The recorded data cover four days of glucose production with two different grades and show a significant degree of variable correlation. The scree plot in Fig. 1 confirms the high degree of variable correlation. More precisely, the first principal component is dominant, as it explains 54\% of the total variance in the data. Successive components take a non-negligible part of the variation as well. In fact, one needs nine principal components to capture at least 90\% of the total variance in the data. To give additional insight, we produce a pairs plot of the first nine principal component scores (for the sake of visualization, only a sample of \( n' = 5000 \) scores have been plotted) in Fig. 1 (top right). We clearly
see that there remains some inner structure, indicating that \( m < 9 \) when taking this structure into account through nonparametric methods. The next subsections present the results of applying the methods proposed earlier to this dataset.

### 4.1.1. Correlation dimension methods

**Slope method.** The lower left plot in Fig. 1 shows the estimated linear regression curve of the computed values of \( \log(C_n(r)) \) versus \( \log r \). The resulting linear equation is \( y = -7.03 + 4.71 \log r \). Thus, the resulting estimate is \( \hat{m}_S = 4.71 \).
Intercept method. The lower right plot in Fig. 1 shows the curve $D_n(r)$ versus $r$ and the resulting estimated regression line. As expected, the function between $D_n(r)$ and $r$ can be approximated by a linear function for $r$ between 0.14 and 0.5, which follows from the discussion in Sec. 3.1.2. The estimated linear regression equation $D_n(r) = a/r + b = 5.45 + 17.53r$ produces the estimate $\hat{m}_I = 5.45$, which is close to the estimate by the slope method.

Polynomial method. The estimate of $m$ is determined by considering the significance of the estimated parameters of the polynomial in Eq. (19). We have carried out this estimation, for a polynomial of order $q = 6$, using the statistical software R. The output is provided in Table 2 (left), where the column “Estimate” gives the estimated values of $a_j$ in the $j$th row. The standard error of the estimate of $a_j$ is given in the column “Std.Error” and the quotient of the first two columns gives the test statistic ($t$-value) displayed in the third column. The $p$-values in the fourth column are computed with reference to a $t$ distribution with $s - q = 30 - 6$ degrees of freedom. The most significant parameter is $a_5$, implying that the estimate is $\hat{m}_P = 5$. Generally, it is equivalent to look for the smallest $p$-value, or the largest absolute $t$-value. Venables and Ripley provided a detailed discussion on how to interpret linear model outputs. It is finally noted that attempts using a polynomial degrees $q \geq 7$ did not produce reliable results.

4.1.2. Charting manifold methods

Dip method. We obtain $b = 50$ target points as outlined in Sec. 3.1. The derivative estimators are found using a local polynomial smoother with bandwidth $h = 0.08$ for a sample of size 50. The median of all 50 different estimates gives the overall estimate $\hat{m}_D = 4.44$. Figure 2 presents exemplary derivatives $H_x(r)$ for three of the target points.

Regression method. Utilizing the same target points as for the dip method, we consider the number of data points falling into hyperspheres of radius $r$. Next, fitting a linear regression of log-counts versus log-radii for each target point results in an overall estimate of $\hat{m}_R = 3.05$. 

### Table 2. Results of fitting a polynomial of degree 6 for the industrial dataset. Left: summary table for linear model fit to $(r, C_n(r))$ using the full data. The * symbol indicates the chosen dimension; right: distribution of chosen ID for 50 random subsamples of sizes $n' = 2000$ and $n' = 4000$, respectively.

| Estimate   | Std.Error | $t$-Value | Pr(>|t|) |
|------------|-----------|-----------|----------|
| $a_1$      | 6.84e-05  | 1.78e-05  | 3.84     | 7.82e-04 |
| $a_2$      | -1.15e-03 | 2.04e-04  | -5.61    | 8.88e-06 |
| $a_3$      | 6.42e-03  | 8.51e-04  | 7.34     | 8.84e-08 |
| $a_4$      | -1.53e-02 | 1.63e-03  | -9.37    | 1.72e-09 |
| $a_5$      | 1.61e-02  | 1.45e-03  | 11.06    | 6.59e-11* |
| $a_6$      | -3.82e-03 | 4.90e-04  | -7.79    | 4.99e-08 |

---

\[\hat{m}_P \quad 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6\]

$\hat{m}_P$-value

$\hat{m}_R$-value

\[n' = 2000 \quad 5 \quad 1 \quad 1 \quad 0 \quad 33 \quad 10\]

\[n' = 4000 \quad 2 \quad 0 \quad 0 \quad 0 \quad 46 \quad 2\]
4.1.3. Other methods

**MLE method.** The inverse-average version of the MLE estimator is not exactly computable for this dataset, since for most values of $k$, the quantity $m_k(x_i)$ is exactly zero for four of the 28 801 observations $x_i$. The other two variants for the computation of the MLE both yield the value 6.45.

**VPC and VRE.** For comparative purposes, we also provide in Table 3 the results of the parametric VRE, which is a cross-validatory approach and Velicers Partial Correlation methods mentioned in Sec. 1.1. These techniques are designed to determine the number of principal components, which are larger than the IDs

![Fig. 2. Three exemplary curves $H_x(r)$ used for ID estimation of the industrial dataset using the dip method.](image)

| Estimate of $m$ | 3.05 | 4.44 | 5.45 | 4.71 | 5.65 | 6.45 |
|-----------------|------|------|------|------|------|------|
| **Nonparametric Techniques** | | | | | | |
| Methods         | Reg. | Dip  | Int  | Int  | Poly. | MLE  |
| Estimate of $m$ | 3.05 | 4.44 | 5.45 | 4.71 | 5.65 | 6.45 |
suggested by the correlation dimension and charting manifold techniques. This suggests that a linear subspace to capture the main variation in the data may not be adequate for this dataset.

4.1.4. Discussion of results

After inspection of the summary of results in Table 3, it is concluded that all non-parametric techniques, except the regression method, agree on an ID of $\approx 5$ for this dataset, which is also sensible in the light of the parametric analysis via PCA. The reason for the possible failure of the regression method is not entirely transparent in this example, but as it appears that the local methods are potentially sensitive to granularities, such as local strings and clusters of low dimension, in the data. The pairs’ plot of the principal component scores in Fig. 1 indicates that such granularities may exist for this dataset. The MLE value is close to the value obtained by the linear VRE method. This relatively high value is, we believe, influenced by two factors. Firstly, the MLE technique seems to show a slight tendency to overestimate the true ID when the sample size is large and/or the data are clustered, see also the further examples to follow. Secondly, manual inspection of the terms $m_k(x)$ indicated that the inverse-average estimate of the ID would be in the region 5.5 if it was computable.

4.2. Simulation studies

This subsection presents a number of simulation examples serving as a “proof of concept”, which confirm that in some simple scenarios the expected results are obtained. The results for the individual methods are presented in the form of box-plots which show the median and distribution of the estimates for the MLE, intercept, slope, regression and dip method. In addition, the results of the polynomial method are shown in tabular form.

4.2.1. First scenario

Datasets containing four variables are generated from a multivariate normal distribution with the mean vector $\mu = (9, 5, 6, 4)^T$ and the diagonal covariance matrix $\Sigma = 50I_4$. Since these datasets do not possess any latent structure, related to Eq. (1), it follows that $M = m$. Two different choices of sample sizes $n = 200$ and $n = 2000$ are considered, and in either case a total of 100 datasets were generated. The top panels of Fig. 3 summarize the resulting estimates for the global intercept and slope, the local dip and regression, and the MLE method in its version (11). The results of the polynomial method are displayed in Table 4.

In summary, while the correlation methods for $n = 200$ featured a low bias but a high variance, the charting methods showed a very small variance at the expense of a negative bias. For the correlation methods, note that one observes a considerable

---

*eOf course, one could at this point contemplate the development of a “robust” variant of the inverse-average method, but this is beyond the scope of this paper.
number of estimates that exceed $M = 4$, which could be argued to be implausible given how the datasets were generated. When the sample size is increased to $n = 2000$, the correlation methods improve strongly in terms of variance, and the dip method also improves strongly in terms of bias.

Fig. 3. Simulation study; boxplots of estimates for scenarios 1 (top) and 2 (bottom), using sample sizes $n = 200$ (left) and $n = 2000$ (right).

Table 4. Results of polynomial method for first (a), second (b) and third (c) simulation scenarios. Numbers marked in bold refer to the “correctly” identified estimates.

| Example | $n$ | 1 | 2 | 3 | 4 |
|---------|----|---|---|---|---|
| (a)     | 200| 2 | 1 | 44| 53|
| (a)     | 2000| 0 | 0 | 63| 37|
| (b)     | 200| 100| 0 | 0 | 0 |
| (b)     | 2000| 100| 0 | 0 | 0 |
| (c)     | 2000| 0 | 100| 0 | 0 |
From Fig. 3 top, the MLE demonstrates a consistently low bias and variance. Investigating in more detail, the MLE estimates obtained using the three different variants of MLE estimation are compared in Fig. 4(a), using \( k^{(1)} = 5, k^{(p)} = 50 \) and \( p = 46 \). We see that — in this particular example — the “incorrect” averaging scheme by Levina and Bickel seems to lead to a better result than the correct version using the inverse-averaging scheme. This may be due to the fact that in this example \( m = M \), which will naturally force the MLE to lie below \( M \).

4.2.2. Second scenario

The second scenario uses the data structure of type Eq. (1a) for a single latent variable, \( m = 1 \), which is uniformly distributed (between 0 and 10) and describes points on a straight line through a four-dimensional space. For each of the four variables, a zero mean noise variable that is independently and normally distributed with a variance of 0.0025 was added. As before, each method was contrasted using a total of 100 generated datasets, each containing \( n = 200 \) or \( n = 2000 \) samples.

Table 4 shows the results of the polynomial method, which, notably, correctly identifies \( m = 1 \) for each of the 100 datasets, irrespective of the sample size.

The lower panel in Fig. 3 bottom shows the resulting boxplots for the intercept and slope, the local regression and dip and the MLE methods. This demonstrates that all considered methods achieve good ID estimates of relatively low bias and variance, with two notable exceptions: the regression method delivers a slight negative bias, and, interestingly, the MLE becomes biased for the larger sample size \( n = 2000 \), as can be seen from the bottom right panel of Fig. 3. This is consistent with
Levina and Bickel’s\textsuperscript{37} observation “that \( n = 100 \) highly correlated points look like a line, but \( n = 2000 \) points fill out the space around the line”. Higher values of \( k^{(1)} \) and \( k^{(p)} \) would be required to achieve a better estimate; changing the type of averaging does not help. The comparison of the different MLE variants is given again, for \( n = 200 \), in Fig. 4 (right). We see that the median version occupies a middle ground between the two other variants, and seems to have a slightly reduced variance as compared to these.

4.2.3. Third scenario

This example is based on the simulation setup presented in Liu et al.\textsuperscript{38} The simulated process produces a five-variate data vector \( x \) that depends on the three latent variables \( s_1, s_2 \) and \( s_3 \):

\begin{align*}
  s_1(i) & = 2 \cos(0.08 i) \sin(0.06 i); \\
  s_2(i) & = \text{sign} [\sin(0.03 i) + 9 \cos(0.01 i)]; \\
  s_3(i) & \sim N(0, 0.25),
\end{align*}

where \( i \) is a sampling index and \( N(\cdot) \) represents a normal distribution, here with zero mean and a variance of 0.25. The random vector is defined by \( x(i) = y(i) + r(i) \), where

\[
\begin{pmatrix}
  y_1(i) \\
  y_2(i) \\
  y_3(i) \\
  y_4(i) \\
  y_5(i)
\end{pmatrix} =
\begin{bmatrix}
  0.86 & 0.79 & 0.67 \\
  -0.55 & 0.65 & 0.46 \\
  0.17 & 0.32 & -0.28 \\
  -0.33 & 0.12 & 0.27 \\
  0.89 & -0.97 & -0.74
\end{bmatrix}
\begin{pmatrix}
  s_1(i) \\
  s_2(i) \\
  s_3(i)
\end{pmatrix}
\tag{32}
\]

and the random noise vector has a normal distribution \( r(i) \sim N(0, 0.0025 \mathbf{I}) \). From this process, a total of 100 datasets, containing \( n = 100 \) samples each, were generated.

Figure 5 (right) displays the boxplot of the estimates of \( m \) for all methods. The results for the \textit{polynomial} method are in Table 4. The correlation dimension approach produced median values of 3.17 and 2.60 for the \textit{intercept} and \textit{slope} methods, respectively. The application of the \textit{polynomial} method yielded an estimate of 2 for each dataset. The charting manifold approach yielded median values of 1.25 and 1.17 for the \textit{regression} and the \textit{dip} method, respectively. Finally, a median value of 3.61 was determined for the inverse-averaged MLE technique (with the other two MLE variants delivering higher values). Especially when comparing to the first scenario, each method produced a considerably higher precision in estimating \( m \) for each of the 100 datasets.

According to Eq. (32), there are three latent variables implying that the ID estimate should not exceed 3. In light of this, one may consider the MLE overestimated. The global correlation-based results are more reasonable, while each of the local methods yield underestimates. This can be partially explained by
considering an exemplary simulated dataset as provided in the left-hand side of Fig. 5. The displayed scatter plots indicate that the data describe two noisy strings, each of which appears roughly one-dimensional, so that the obtained local ID estimates of $\approx 1$ are plausible in this light.

### 4.3. Comparison with reference data and methods

In this subsection, we use three reference datasets, two of them synthetic and one of them real, which have been frequently employed in the recent literature to compare the performance of modern ID estimation routines. Specifically, the synthetic datasets are a Swiss roll and a 12-dimensional manifold in 72-dimensional space, which have been labeled as $\mathcal{M}_7$ and $\mathcal{M}_8$, respectively, in Rozza et al.\textsuperscript{45} The real dataset is the “ISOMAP” face data $\mathcal{M}_{\text{Faces}}$ which is a collection of 698 gray-level sculpture images of dimension $64 \times 64 = 4096$. These datasets are among those proposed by Campadelli \textit{et al.}\textsuperscript{12} as benchmark datasets, with the latter one being highlighted as “particularly challenging due to its high curvature”, and have also been examined in He \textit{et al.}\textsuperscript{28} We have generated the synthetic datasets using R package “manifgen”\textsuperscript{32} based on methods developed by Hein and Audibert.\textsuperscript{29} We followed the setup in Rozza \textit{et al.}\textsuperscript{45} and created 20 instances of datasets of size 2500 each. Average ID estimates over the 20 runs are provided for all methods in Table 5.

The alternative methods considered include PCA, Probabilistic PCA (PPCA\textsuperscript{52}), Bayesian PCA (BPCA\textsuperscript{4}), two versions of the “Minimum Neighbor Distance estimators”,\textsuperscript{39} namely a Maximum Likelihood version (MiND\textsubscript{ML}\textsuperscript{45}) and a variant based on the Kullback–Leibler divergence (MiND\textsubscript{KL}\textsuperscript{45}), the “Intrinsic Dimensionality Estimation Algorithm” (IDEA\textsuperscript{45}), a fast graph-based variant of the
KNN method (kNNG\textsuperscript{145}), as well as another graph-based NN-type algorithm proposed by He et al. (NNG-He\textsuperscript{28}).

For dataset $M_7$ we used the default settings of our methods; whereas for the high-dimensional datasets $M_8$ and $M_{Faces}$, the radii $(r_1, r_s) = (4, 6)$ and $(r_1, r_s) = (10, 20)$, respectively, were used for the slope method (with $s = 21$), reflecting that in higher dimensions, higher values of $r$ are needed to obtain nonzero correlation integrals. For the polynomial method, we used $(r_1, r_s) = (1, 20)$. The intercept method could not be meaningfully applied on datasets $M_8$ and $M_{Faces}$ as it requires $r < 1$ for the entire grid. For the local methods, $b = 20$ target points were selected in each simulation run.

We find that our methods behave similarly to existing methods, noting some overestimation for the intercept method and underestimation for the dip method, where they were computable.

### 4.4. Computational efficiency of proposed methods

Examining the different ways in which the individual methods estimate $m$ allows assessing their computational efficiency. Sections 4.4.1–4.4.3 discuss this issue for the correlation dimension, charting and MLE methods.

| $M_7$ | $M_8$ | $M_{Faces}$ |
|-------|-------|-------------|
| $M$ | 3 | 72 | 4096 |
| $m$ | 2 | 12 | 3 |
| int | 2.23 | — | — |
| slope | 1.94 | 11.90 | 3.72 |
| poly | 2.00 | (*8.00) | 2.00 |
| dip | 1.80 | 9.69 | 1.79 |
| reg | 2.05 | 11.16 | 2.84 |
| MLE (mean) | 1.97 | 13.68 | 4.24 |
| MLE (med) | 1.97 | 13.67 | 4.22 |
| MLE (inv) | 1.81 | 12.50 | 3.75 |
| PCA | 3.00 | 24.00 | 21.00 |
| PPCA | 3.00 | 24.00 | 5.00 |
| BPCA | 2.00 | 24.00 | 4.00 |
| Hein | 2.00 | 12.00 | 3.00 |
| MIND\text{ML} | 2.00 | 13.30 | 3.59 |
| MIND\text{KL} | 2.00 | 16.50 | 3.90 |
| IDEA | 2.07 | 14.49 | 3.73 |
| kNNG\textsuperscript{1} | 1.97 | 13.87 | 3.60 |
| NNG-He | 1.81 | 4.55 | 6.07 |

Notes (*): The median of the 20 outcomes for the polynomial method is actually 11; the value 8 was caused through a few occurrences of the result $\hat{m}_P = 1$. 

References [28,45]
4.4.1. **Correlation dimension methods**

The main computational burden of the slope, intercept and polynomial methods is the determination of the correlation integral, which requires, according to Eq. (2), $n(n-1)/2 = \mathcal{O}(n^2)$ comparisons for typically $s = 20–30$ different radii. Additionally, these methods involve the estimation of a small set of linear model parameters, which follows from Eqs. (14), (17) and (19), respectively, which is an $\mathcal{O}(n)$ operation.

4.4.2. **Charting manifold methods**

Both charting manifold methods require the determination of typically $b = 50$ target points involving a random sampling and an outlier detection routine, which are of $\mathcal{O}(n)$ complexity. For each target point, Eq. (7) determines through $n$ comparisons the number of points inside the sphere of radius $r$. The dip method then requires the application of a kernel smoother, followed by a search for the dips of the smoothed function in Eq. (27). The regression method is similar in approach to the slope method and requires the estimation of a set of parameters. In either case, this is an $\mathcal{O}(n)$ operation. This step needs to be repeated $b$ times.

4.4.3. **MLE method**

The estimation of $m$ using this method relies on Eqs. (9)–(12). The former equation involves a nearest neighborhood search and the determination of Euclidean distances for the $k$th and $j$th nearest neighbors of the sample $x_i$. The integer $k$ itself is not a fixed constant but includes, according to Eq. (12), a total of $p$ different values, where $p$ is typically between 10 and 50. The number of searches for Eq. (9) alone is of the order $n^2$. This is to be repeated for all $p$ nearest neighbors, i.e. $k^{(1)}, \ldots, k^{(p)}$. By directly comparing the number of searches and floating point operations for the MLE method with the correlation dimension and the charting manifold methods, it is to be expected that the MLE method is, consequently, computationally inferior for large sample sizes.

4.4.4. **Direct comparison**

This subsection utilizes the second simulation scenario, discussed in Sec. 4.2.2, to compare the computational time consumed for each method to estimate $m$. For the six methods, Table 6 summarizes the median time consumed for a single run in seconds, calculated from 100 Monte Carlo experiments, each for $n = 200$ and $n = 2000$ samples. Each method was programmed in R, version 3.2.1, and executed using an Intel(R) Core(TM) i7-3770 CPU with 3.40 GHz.

In both cases, $n = 200$ and $n = 2000$, the correlation techniques are the most efficient ones and are of the same order of magnitude. The increase in the sample size by a factor 10 resulted in an increase in computational time by around 100. This is to be expected, given that the number of searches/sums to determine $C_n(r)$ are of order $\mathcal{O}(n^2)$. The charting manifold methods are around 300 times slower in estimating $m$.
for $n = 200$ and around 30 times slower for $n = 2000$. Determining $N_x(r)$ is, unlike the estimation of $C_n(r)$, of order $n$. The difference in computational burden between correlation dimension and charting manifold methods is therefore decreasing as $n$ increases. The MLE technique was more efficient than the local methods for small sample sizes but expectedly lost this advantage for large sample sizes. The hundredfold increase in the computational time, resulting from the tenfold increase in the number of samples, is expected as the number of searches is of the order $n^2$.

Especially for large datasets, it is an appealing option to reduce the computational burden of the dimension estimation by using only a sample of the original dataset. Therefore, we give additionally some insight into the repeatability of ID estimates under subsampling. This is exemplified here using the industrial dataset for which 50 randomly selected datasets of the size 2000 and 4000 were constructed. Figure 6(a)
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Fig. 6. (a) From left to right: Boxplots of 50 ID estimates for the industrial dataset, using the intercept method with samples of sizes 2000 and 4000, and using the slope method with samples of sizes 2000 and 4000, respectively. The dashed and dotted horizontal lines correspond to the respective full-sample estimates; (b) corresponding average running times (in seconds) for a single ID estimate as a function of the sample size, on log–log scale.

---

**Table 6. Computational comparison (median run time in seconds) of the 6 estimation methods.**

| Method                | Correlation Dimension | Charting Manifold |
|-----------------------|-----------------------|-------------------|
|                       | slope | intercept | polynomial | dip | regression | MLE    |
| $n = 200$             | 0.004 | 0.005     | 0.007      | 1.374 | 1.381     | 0.423  |
| $n = 2000$            | 0.140 | 0.236     | 0.434      | 9.639 | 9.600     | 23.833 |
shows the resulting ID estimates for the correlation dimension method. The first two boxplots display the ID estimates using the \textit{intercept} method and 50 subsets of size 2000 and 4000, respectively. The third and fourth boxplots present the results for the \textit{slope} method. The full data estimates via the \textit{intercept} and \textit{slope} method are also provided through a dashed and dotted line, respectively. We see that the different estimates have a small variance that decreases as the sample size increases, and that the \textit{intercept} method shows a stronger response to the subsampling than the \textit{slope} method. In conformity with the considerations from Sec. 4.4.1, it is also evident that, on a log–log scale, the computational time of both slope and intercept method increases linearly with the sample size (Fig. 6 right). One finally finds from Table 2 (right) that the polynomial method becomes less variable in its decision when the subsample size increases.

5. Concluding Summary

This paper has summarized methods for estimating the ID of multivariate data. While parametric ID estimation methods have been intensively studied in the literature, only relatively recent work addressed the utilization of nonparametric methods. In fact, most methods proposed are difficult to implement in practice for large variable sets and numbers of samples or low data densities. Moreover, correlation dimension and charting manifold approaches have been proposed as concepts rather than tailored methods that can be readily applied in practice.

The correlation dimension concept relies on estimating the correlation integral as a function of a sphere of radius $r$ engulfing pairs of samples. It follows from Eq. (2) that the correlation integral determines the distribution of the distances between points. The charting manifold concept uses a similar approach but instead of using each sample and obtain pairwise distances, this concept relies on counting the number of samples that are in the vicinity of some nonisolated target points.

The focus of this paper has, therefore, been the development of methods for the correlation dimension and the charting manifold concepts. More precisely, we have proposed three methods for the former, which have been referred to as \textit{slope}, \textit{intercept} and \textit{polynomial} methods. While the \textit{slope} method is a simple enhancement of the graphical-based log–log technique, only the \textit{intercept} and \textit{polynomial} methods have been considered here as novel methods. For the charting manifold concept, the paper has proposed the \textit{dip} and \textit{regression} method as new local-based methods.

By contrasting these five methods with the MLE method using a recorded set from a glucose production facility and three simulation examples, the paper has found that the correlation dimension methods have shown the best performance in terms of the estimation accuracy and the time consumed to produce an estimate. Particularly, the \textit{polynomial} methods showed a consistently high degree of accuracy. However, it has to be noted that the polynomial method may run into difficulties for
larger $m$, which requires larger polynomial orders, $q$. More precisely, an increase in the order $q$ of the polynomial is accompanied by a significant increase in the variability of the parameter estimates in the model for $C(r)$, rendering the resulting $p$-values uninformative. This follows from the well-known fact that the estimation variance tends to grow as the number of parameters to be estimated increases for a fixed number of samples.

While the MLE method gives generally very precise ID estimates, we observed a slight tendency to overestimate the ID in situations where the data are clustered, the sample size is large, and/or the inverse-average version cannot be computed. In contrast, the proposed charting manifold methods have had a tendency to underestimate the ID which was particularly visible for the regression method in the industrial data example. A more detailed analysis of our examples has indicated that, despite all methodological precautions, both local methods are affected by localized granularities, for example linear strings or small clusters, that are not representing the global structure of the data. A potential advantage of local methods, however, is their ability to identify such localized granularities. Based on the application studies, by directly comparing the performance of both charting manifold techniques, the dip method produced a more accurate estimation than the regression method. However, a notable advantage of the regression method is its simplicity and the absence of tuning parameters. A comparison with a wide range of recently proposed ID estimation techniques has demonstrated that our results are in line with, and competitive to, those methods; though not necessarily superior at all instances.

The question of local strings and clusters, which impact on ID estimates, relates to the question of how to deal with situations in which several disconnected manifolds coexist in a single dataset. The analysis of our third simulation example provides an illustration into the behavior of dimension estimation techniques in such a scenario. This topic, however, requires a further and a more thorough investigation involving more complex examples that include data structures consisting of multiple manifolds of different ID for example. It is clear that, by virtue of their construction, the global methods listed in the left-hand side of Table 1 are not able to deal with such disconnected data structures, as they are designed to produce a single ID estimate. Recent contributions to this problem have been based on finding sparse and local representations, which relate the neighborhood size directly to an ID estimate.\textsuperscript{14,18}

The main computational burden for the correlation dimension methods is the estimation of the correlation integral, which, as explained, is of the order $n^2$. Though the computation of the local methods has been generally slower than the global methods in the examples examined in this paper, we have emphasized that the EDF of the distances of samples to the center of the sphere is only of order $n$. Hence, computationally, the larger the sample size, the more cumbersome is the estimate of the correlation integral for the global methods relative to the determination of the
EDF for the local methods, since \(n^2 \gg n\). That is, for very large sample sizes, the local methods should turn out to be more efficient. While all datasets considered in this paper (except \(\mathcal{M}_8\)) fulfilled Eckmann and Ruelle’s\(^{16}\) rule that \(n \geq 10^m/2\), the sample sizes considered in this paper were arguably still quite small. We regard it as a positive outcome that satisfactory dimension estimation has been possible under these conditions. Further research on the robustness of the estimation methods in the presence of outliers, very small or very large sample sizes, or excessive complexity, is nonetheless required. Significant challenges lie in the estimation of “large” IDs. We found that the polynomial method is of reduced reliability for polynomial degrees \(q \geq 7\), hence restricting its use to dimensions \(m \leq 6\). Future work should study this limitation, though it should be pointed out that the problem is more general: Already Eckmann and Ruelle\(^{16}\) have stated that their rule makes dimension estimation for \(m \geq 6\) or 7 virtually impossible. For instance, if \(m = 20\), then the above rule would require 10 billion samples! Camastra and Vinciarelli\(^{11}\) addressed this problem to some extent by providing a “reference curve” which corrects the bias when \(n\) is too small. While further advances in this direction, exploiting geometric properties of nearest neighbors, have recently been made,\(^{13,45}\) further work on this problem would certainly be beneficial. A final, but very important, problem is to develop diagnostic tools or quantitative criteria which assess the goodness or reliability of ID estimates. The ability to quantify the accuracy of ID estimates is of considerable practical importance, as the ID is directly related to the information bottleneck in large-scale problems.
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Appendix A. Proof of Theorem 1

With \(C_n(r) \sim cr^m\) and \(D_n(r) = \frac{\log C_n(r)}{\log r}\), it follows that

\[
D_n(r) \sim m + \frac{\log c}{\log r} \equiv m + f(r) \log c.
\]  

(A.1)

The next step is to develop a second-order Taylor expansion of \(f(r) = \frac{1}{\log r}\) for \(0 < r_0 < 1\), which has the following coefficients:

\[
f(r) = \frac{1}{\log r}, \quad f'(r) = -\frac{1}{r \log^2 r}, \quad f''(r) = \frac{1}{r^4 \log^3 r} (\log r + 2).
\]  

(A.2)
Including a remainder in Lagrange form, \( \frac{1}{6} f'''(\rho)(r - r_0)^3 \), substituting these coefficients into Eq. (A.1) yields

\[
D_n(r) = m + \log c(f(r_0) + f'(r_0)(r - r_0) + \frac{1}{2} f''(r_0)(r - r_0)^2
\]

\[
+ \frac{1}{6} f'''(\rho)(r - r_0)^3)
\]

(A.3a)

\[
D_n(r) = m + \log c \left( \frac{\log r_0}{r_0 \log^2 r_0} - \log c \right) (r - r_0)
\]

\[
+ \frac{1}{2} \frac{\log c}{r_0^3 \log^3 r_0} (\log r_0 + 2)(r - r_0)^2 + \frac{\log c}{6} f'''(\rho)(r - r_0)^3.
\]

(A.3b)

Here, \( \rho \) is in the interval between \( r \) and \( r_0 \). Now, for \( r_0 = e^{-2} \), the squared term vanishes and hence, Eq. (A.3b) reduces to

\[
D_n(r) = a + b(r - r_0) + \frac{\log c}{6} f'''(\rho)(r - r_0)^3.
\]

(A.4)

If the radius is in the vicinity of \( r_0 = e^{-2} \approx 0.135 \), the remainder is negligible and \( D_n(r) \) is approximately a linear function of \( r - r_0 \).

**Appendix B. Proof of Theorem 2**

Assuming that \( C(r) \) is a polynomial with degree \( q \geq 1 \) and considering the condition \( C(0) = 0 \)

\[
C(r) = \sum_{i=1}^{q} a_i r^i = a_1 r + a_2 r^2 + a_3 r^3 + \cdots + a_{q-1} r^{q-1} + a_q r^q.
\]

For \( a_1 \neq 0 \), the estimate of \( m \), according to Eq. (4), becomes

\[
m = \lim_{r \to 0} \frac{\log(a_1 r + a_2 r^2 + a_3 r^3 + \cdots + a_{q-1} r^{q-1} + a_q r^q)}{\log r}.
\]

(B.1)

Next, applying l’Hospital’s rule yields

\[
m = \lim_{r \to 0} \frac{r(a_1 + 2a_2 r + 3a_3 r^2 + \cdots + qa_q r^{q-1})}{a_1 r + a_2 r^2 + a_3 r^3 + \cdots + a_q r^q}
\]

\[
= \lim_{r \to 0} \frac{a_1 r + 2a_2 r^2 + 3a_3 r^3 + \cdots + qa_q r^{q-1}}{a_1 r + a_2 r^2 + a_3 r^3 + \cdots + a_q r^q}.
\]

Applying l’Hospital’s rule again gives rise to

\[
m = \lim_{r \to 0} \frac{a_1 + 4a_2 r + 9a_3 r^2 + \cdots + q^2 a_q r^{q-1}}{a_1 + 2a_2 r + 3a_3 r^2 + \cdots + qa_q r^{q-1}} \to 1.
\]

(B.2)
Now, assuming $a_0 = a_1 = 0$ and $a_2 \neq 0$, produces the following estimate for $m$:

$$m = \lim_{r \to 0} \frac{\log(a_2 r^2 + a_3 r^3 + \cdots + a_q r^q)}{\log r}.$$  \hfill (B.3)

In a similar fashion to the derivation of Eq. (B.2), applying l’Hospital’s rule three consecutive times to Eq. (B.3) yields

$$m = \frac{4a_2}{2a_2} = 2.$$  

Similarly, under the assumption that $a_0 = a_1 = a_2 = 0$ and $a_3 \neq 0$, Eq. (B.1) reduces to

$$m = \lim_{r \to 0} \frac{\log(a_3 r^3 + \cdots + a_{q-1} r^{q-1} + a_q r^q)}{\log r}$$

and, as before, applying l’Hospital rule now a total of four consecutive times, produces

$$m = \frac{18a_3}{6a_3} = 3.$$  

By induction, it is straightforward to show that if $a_0 = a_1 = \cdots = a_{q-1} = 0$ and $a_q \neq 0$, and consecutively applying l’Hospital’s rule a total of $q$ times, we get $m = q$ for $r \to 0$.
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