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Abstract. We study the Dirichlet problem of a class of fully nonlinear elliptic equations on Hermitian manifolds and derive a priori $C^2$ estimates which depend on the initial data on manifolds, the admissible subsolutions and the upper bound of the gradients of the solutions. In some special cases, we obtain the gradient estimates, and hence we can solve the corresponding Dirichlet problem with admissible subsolutions. We also study the Hessian quotient equations and $(m - 1, m - 1)$-Hessian quotient equations on compact Hermitian manifolds without boundary.

1. Introduction

Let $(M, J, g)$ be a compact Hermitian manifold with smooth boundary, dim$_C M = m$, and the canonical complex structure $J$, where $g$ is the Hermitian metric, i.e., $g(JX, JY) = g(X, Y)$ for any vector fields $X, Y \in \mathfrak{X}(M)$. Then we can define a real $(1, 1)$ form $\omega$ by

$$\omega(X, Y) := g(JX, Y), \quad \forall \ X, Y \in \mathfrak{X}(M).$$

This form $\omega$ is determined uniquely by $g$ and vice versa, and hence we will not distinguish the terms in the following.

Fix a real $(1, 1)$ form $\chi$ which is not necessarily positive definite. Let $W(du)$ be a real $(1, 1)$ form which depends linearly on $du$. Then for any $u \in C^2(M, \mathbb{R})$, we define a new real $(1, 1)$ form $\vartheta$ by

$$\vartheta := \chi + \sqrt{-1} \partial \bar{\partial} u + W(du).$$

Note that we do not assume that $\vartheta$ is positive definite, and the form $\vartheta$ defines an endomorphism $\vartheta^\flat$ of $T^{1,0} M$ which is Hermitian with respect to $\omega$, i.e.,

$$\omega\left(X, \vartheta^\flat(Y)\right) = \omega(\vartheta^\flat(X), \bar{Y}) = \vartheta(X, \bar{Y}), \quad \forall \ X, Y \in \Gamma(T^{1,0} M),$$

where $\Gamma(\bullet)$ denotes the set of smooth sections of vector bundle $\bullet$.

In the following, we denote by $\lambda(\vartheta^\flat)$ the $m$-tuple of eigenvalues of $\vartheta^\flat$ (i.e., the eigenvalues of $\vartheta$ with respect to the Hermitian metric $\omega$), and use (1.2) as the definition of the operator $\vartheta^\flat$. Note that for any real symmetric section $B$ of $T^* M \otimes T^* M$, one infers that

$$g(B^\flat(X), Y) := B(X, Y), \quad \forall \ X, Y \in \mathfrak{X}(M).$$

For convenience, we use the notation

$$\vartheta_v := \chi + \sqrt{-1} \partial \bar{\partial} v + W(dv), \quad \forall \ v \in C^2(M, \mathbb{R}).$$
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Given \( h \in C^\infty(M, \mathbb{R}) \) and \( \varphi \in C^\infty(\partial M, \mathbb{R}) \), we study the Dirichlet problem for \( \vartheta_u \) given by
\[
F(\vartheta_u^\varphi) = f(\vartheta_u^\varphi) = h, \quad \text{on } M, \\
u = \varphi , \quad \text{on } \partial M,
\]
where \( W(du) \) has a special structure for later applications, and \( f \) is a smooth symmetric function of the eigenvalues of \( \vartheta_u^\varphi \).

The Dirichlet problem has been extensively studied since the work of Ivochkina \cite{45} and Caffarelli, Nirenberg & Spruck \cite{8}, see for example \cite{14, 32, 34, 63, 37, 33, 47, 19, 68}. We refer to \cite{48} for recent progress and further references on this subject.

We suppose that \( f \) is defined on an open symmetric cone \( \Gamma \subseteq \mathbb{R}^m \), with vertex at the origin \( 0 \), and that the cone \( \Gamma \) satisfies that \( \Gamma \supset \Gamma_m := \{ (\lambda_1, \ldots, \lambda_m) \in \mathbb{R}^m : \lambda_j > 0, 1 \leq j \leq m \} \). For instance, we take (see \cite{53}) \( \Gamma \) as the standard \( k \)-positive cone \( \Gamma_k \subset \mathbb{R}^m \) given by
\[
\Gamma_k := \{ \lambda \in \mathbb{R}^m : \sigma_j(\lambda) > 0, j = 1, \cdots, k \}, \quad 1 \leq k \leq m,
\]
where \( \sigma_j \) is the \( j \)th elementary symmetric polynomial defined on \( \mathbb{R}^m \) given by
\[
\sigma_j(\lambda) = \sum_{1 \leq i_1 < \cdots < i_j \leq m} \lambda_{i_1} \cdots \lambda_{i_j}, \quad \forall \lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{R}^m, \quad 1 \leq j \leq m.
\]

The assumptions on the cone \( \Gamma \) also yield that (see \cite{8})
\[
\Gamma \subset \Gamma_1 = \left\{ \lambda = (\lambda_1, \cdots, \lambda_m) \in \mathbb{R}^m : \sum_{j=1}^m \lambda_j > 0 \right\}.
\]

In addition, \( f \) satisfies
\begin{enumerate}
  \item \( f \) is a concave function and \( f_j := \partial f / \partial \lambda_j > 0 \) for any \( j = 1, \cdots, m \);
  \item there holds \( \sup_{\partial \Gamma} f < \inf_{\Gamma} h \), where
    \[
    \sup_{\partial \Gamma} f := \sup_{\lambda' \in \partial \Gamma} \limsup_{\lambda \to \lambda'} f(\lambda);
    \]
  \item for any \( \sigma \) with \( \sigma < \sup_{\Gamma} f \) and \( \lambda \in \Gamma \), we have
    \[
    \lim_{t \to +\infty} f(t\lambda) > \sigma.
    \]
\end{enumerate}

Given Assumption (3), the concavity of \( f \) yields that (see for example \cite{8})
\[
\sum_{i=1}^m f_i \lambda_i \geq 0.
\]

The complex setup is very different from the real analogy (see for example \cite{45}) because of two different types of Hessian of functions. For general \( W(du) \), it seems hard to control \( |\nabla_p \nabla_q u|_g^2 \) (see Section [2] for the notations) for the second order estimate in the complex setup. To overcome this difficulty, we deal with some special \( W(du) \). For this aim, we define a bijection
\[
T : \mathbb{R}^m \to \mathbb{R}^m, \quad \lambda = (\lambda_1, \cdots, \lambda_m) \mapsto \mu = (\mu_1, \cdots, \mu_m),
\]
where \( \mu_i = T_i(\lambda) = \frac{1}{m-1} \sum_{k \neq i} \lambda_k \), \( 1 \leq i \leq m \). If we can rewrite \( f \) as
\[
f(\lambda) = \tilde{f}(T(\lambda)),
\]
where \( \tilde{f} \) defined on an open symmetric convex cone \( \tilde{\Gamma} \subseteq \mathbb{R}^m \) containing \( \Gamma_m \) satisfies
\begin{enumerate}
  \item \( \tilde{f} \) is a concave function and \( \tilde{f}_j := \partial \tilde{f} / \partial \mu_j > 0 \) for each \( j = 1, \cdots, m \);
(2) there holds \( \sup_{\partial \tilde{\Gamma}} \tilde{f} < \inf_M h \), where
\[
\sup \tilde{f} := \sup_{\partial \tilde{\Gamma}} \limsup_{\mu' \in \partial \tilde{\Gamma}} \tilde{f}(\mu);
\]
where
\[
\sup_{\partial \tilde{\Gamma}} \tilde{f} := \sup_{\mu' \in \partial \tilde{\Gamma}} \limsup_{\tilde{\Gamma} \ni \mu \to \mu'} \tilde{f}(\mu);
\]
for any \( \sigma \) with \( \sigma < \sup_{\partial \tilde{\Gamma}} \tilde{f} \) and \( \mu \in \tilde{\Gamma} \), we have
\[
\lim_{t \to +\infty} \tilde{f}(t\mu) > \sigma,
\]
then it follows from [56] that \( f \) given by (1.9) satisfies Assumption (1), (2) and (3). In this case, we define an operator depending only on the fixed metric \( \omega \) by
\[
(1.10) \quad \tilde{\vartheta} u := P_{\omega}(\vartheta u) = \frac{1}{m - 1} \left( (\tr_{\omega} \vartheta u) \omega - \vartheta u \right).
\]
If \( \omega \) is the Euclidean metric on \( \mathbb{C}^m \), then the condition \( P_{\omega}(\sqrt{-1} \partial \bar{\partial} u) \geq 0 \) is equivalent to saying that \( u \) is \((m - 1)\)-plurisubharmonic, in the sense of Harvey & Lawson [42].

For any function \( u \in C^2(M, \mathbb{R}) \), we define
\[
\Delta u := m \sqrt{-1} \partial \bar{\partial} u \wedge \omega^{m-1}.
\]
Then one infers that
\[
(1.11) \quad \tilde{\vartheta} u = \tilde{\chi} + \frac{1}{m - 1} \left( (\Delta u) \omega - \sqrt{-1} \partial \bar{\partial} u \right) + Z(du),
\]
where
\[
\tilde{\chi} = P_{\omega}(\chi),
\]
\[
(1.12) \quad Z(du) := P_{\omega}(W(du)) = \frac{1}{m - 1} \left( (\tr_{\omega} W(du)) \omega - W(du) \right).
\]
Note that we can also write \( W(du) \) explicitly in terms of \( Z(du) \)
\[
(1.13) \quad W(du) = (\tr_{\omega} Z(du)) \omega - (m - 1) Z(du).
\]
If \( f \) can be rewritten as (1.9), then we assume that the form \( Z(du) \) satisfies

(1) in the local holomorphic coordinate system \((U; z_1, \ldots, z_m)\) near any point, one has
\[
(1.14) \quad Z_{ij} = Z_{ij}^p u_p + \overline{Z}_{ji}^p u_p,
\]
for some tensor \( Z_{ij}^p \), independent of \( u \);

(2) in orthonormal holomorphic coordinate system for \( \omega \) at any given point, the component \( Z_{ij} \) is independent of \( u_i \) and \( u_j \) (i.e., \( Z_{ij} = 0 \) for all \( i, j \)), and \( \nabla_i Z_{ii} \) is independent of \( u_i \) (i.e., \( \nabla_i Z_{ii} = 0 \) for all \( i \)).

The structure of the gradient term in (1.12) first appears in Székelyhidi, Tosatti & Weinkove [56] to solve the Gauduchon conjecture on compact Hermitian manifolds without boundary in which the structure plays a key role in the estimate of the complex Hessian of the solutions to (1.5).

If \( f \) cannot be rewritten as (1.9), then we consider another kind of \( W(du) \) given by
\[
W_{ij}(du) = a_i \nabla_j u + a_j \nabla_i u,
\]
where \( a_{i} = \overline{a_{i}} \). This kind of \( W(du) \) is considered by Yuan [67] for \( \dim_{\mathbb{C}} M = 2 \) and by Tosatti & Weinkove [62] for general dimension of \( M \). In this case, we have

\[
W^{p}_{ij} = a_{j} \delta_{ip}, \quad Z^{p}_{ij} = \frac{1}{m-1} \left( a_{p} \delta_{ij} - a_{j} \delta_{ip} \right),
\]

satisfying Condition (1) and Condition (2) of \( Z(u) \). If \( \chi \) satisfies \( \partial \overline{\partial} \chi = 0 \), then we can choose \( a \) to be a holomorphic 1 form such that \( \vartheta_{u} \) lies in the same Aeppli cohomology class of \( \chi \) (see [62] for more details).

**Definition 1.1.** Let \((M, J, g)\) be a compact Hermitian manifold with smooth boundary, \( \dim_{\mathbb{C}} M = m \), and the canonical complex structure \( J \), where \( g \) is the Hermitian metric. Then a function \( u \in C^{2}(M, \mathbb{R}) \) is called a \( C \)-subsolution of (1.5) if at each point \( p \), the set

\[
\left( \lambda(\vartheta_{u}^{p}) + \Gamma_{m} \right) \cap \partial \Gamma^{k(p)}
\]

is bounded. Here and hereafter, \( \Gamma^{\sigma} \) is a convex set given by

\[
\Gamma^{\sigma} := \{ \lambda \in \Gamma : f(\lambda) > \sigma \}.
\]

A function \( u \in C^{2}(M, \mathbb{R}) \) is called admissible if

\[
\lambda(\vartheta_{u}^{p}) \in \Gamma, \quad \text{for any } x \in M.
\]

A function \( u \in C^{2}(M, \mathbb{R}) \) is called an admissible subsolution to the Dirichlet problem (1.5)-(1.6) if

\[
F(\vartheta_{u}^{p}) = f(\vartheta_{u}^{p}) \geq h, \quad \text{on } M, \quad u = \varphi, \quad \text{on } \partial M.
\]

A solution (resp. admissible subsolution) \( u \) (resp. \( u \)) is called geometric solution (resp. geometric admissible subsolution) if \( \lambda(\vartheta_{u}^{p}) \in \Gamma_{m} \) (resp. \( \lambda(\vartheta_{u}^{p}) \in \Gamma_{m} \)).

Note that any admissible subsolution is a \( C \)-subsolution. For the notion of geometric solution see for example Zhang [71].

**Theorem 1.1.** Let \((M, J, g)\) be a compact Hermitian manifold with smooth boundary and \( \dim_{\mathbb{C}} M = m \), where \( g \) is the Hermitian metric with respect to the complex structure \( J \), and let \( u \in C^{4}(M, \mathbb{R}) \) be an admissible subsolution of the Dirichlet problem (1.5)-(1.6) with \( f \) satisfying Assumption (1), (2) and (3). Then there holds a priori estimate for the solution \( u \in C^{4}(M, \mathbb{R}) \)

\[
\|u\|_{C^{2}(M, \mathbb{R})} \leq C,
\]

where \( C > 0 \) is a constant depending on the initial data of \( M, u \) and the upper bound of \( |\partial u|_{g} \).

In the following, by saying a uniform constant \( C \), we mean that the constant \( C \) depends only on the background data and the fixed adapted data (see Section 2.2) which will change from line to line.

Let us give some examples of the equations in Theorem 1.1.

**Example 1.1** (generalized Hessian equations). If \( f = \log \sigma_{k} \) with \( \Gamma = \Gamma_{k} \) and \( 1 \leq k \leq m \), then this is the generalized Hessian equation (since there exist terms of first order derivative of \( u \)) defined by

\[
\partial_{u}^{k} \wedge \omega^{m-k} = e^{h} \omega^{m}.
\]
If $\chi = \omega$, $W(du) \equiv 0$, $k = m$, and $M$ is a Kähler manifold, then (1.17) is the complex Monge-Ampère equation and the result belongs to Boucksom [5] which contains as special cases Caffarelli, Kohn, Nirenberg & Spruck [7], and Chen [10] (see also [60, 52, 23, 3, 4, 49]).

If $\partial M = \emptyset$, and $\chi = \omega$, $W(du) \equiv 0$ and $M$ is Kähler, then the solutions to (1.17) belong to Yau [66] with $k = m$ to solve the Calabi conjecture, to Dinew & Kolodziej [21] (cf. [43]) for $1 < k < m$.

If $\partial M = \emptyset$, and $\chi = \omega$, $W(du) \equiv 0$ and $M$ is Hermitian, then the solutions to (1.17) belong to Cherrier [13] with $k = m = 2$ and Tosatti & Weinkove [59] with $k = m$ for general $m$ (cf. [11, 60, 39]), and to Székelyhidi [55] and Zhang [70] for $1 < k < m$ independently.

**Example 1.2** (generalized Hessian quotient equations). If $f = (\sigma_k/\sigma_\ell)^{1/(k-\ell)}$ with $\Gamma = \Gamma_k$ and $1 \leq \ell < k \leq m$, then this is the generalized Hessian quotient equation (since there exist terms of first order derivative of $u$) defined by

\begin{equation}
(1.18) \quad \partial^k_u \wedge \omega^{m-\ell} = h \partial^k_u \wedge \omega^{m-k}, \quad 0 \leq \ell < k \leq m, \quad 0 < h \in C^\infty(M, \mathbb{R}).
\end{equation}

If $\partial M = \emptyset$, $W(du) \equiv 0$ and $M$ is Kähler, then $h = \int_M \chi^k \wedge \omega^{m-\ell}$ is a constant and the solution to (1.18) is obtained by Song & Weinkove [52] for $\ell = m - 1, k = m$ and this solution is the critical point of the J-flow introduced by Donaldson [22] from the point of view of moment maps, as well as Chen [9, 14] in his study of the Mabuchi energy, by Fang, Lai & Ma [24] for $1 \leq \ell < m, k = m$, and by Székelyhidi [55] for $1 \leq \ell < k \leq m$.

If $M$ is a compact Hermitian manifold and $W(du) \equiv 0$, then the solution to (1.18) with $k = m$, $1 \leq \ell < m$ belongs to Sun [54] with $\partial M = \emptyset$ and to Guan & Sun [40] with $\partial M \neq \emptyset$ (i.e., the Dirichlet problem).

**Example 1.3.** The equations with

\begin{equation}
(1.19) \quad f(\lambda) := \log \frac{\sigma_k(T(\lambda))}{\sigma_\ell(T(\lambda))}, \quad \lambda \in T^{-1}(\Gamma_k), \quad 0 \leq \ell < k \leq m.
\end{equation}

This equation is also called $(m - 1, m - 1)$-Hessian equation (cf. [13]). Let us give some examples for (1.19). Fu, Wang & Wu [26, 27] study the form type Monge-Ampère equations to find the Calabi-Yau type theorem for the balanced metric (i.e., Hermitian metric $\omega$ with $d(\omega^{m-1}) = 0$) in the Bott-Chern cohomology group $H^{m-1, m-1}_{BC}(M, \mathbb{R})$ on compact Hermitian manifolds without boundary. That is, given any representative $\Phi \in c_1(M) \in H^{1,1}_{BC}(M, \mathbb{R})$ and any balanced metric $\omega$ with $\omega^{m-1} \in H^{m-1, m-1}_{BC}(M, \mathbb{R})$, we hope to find a new balanced metric $\omega_u$ such that $\mathrm{Ric}(\omega_u) = \Phi$, where

$$\omega_u^{m-1} = \omega^{m-1} + \sqrt{-1} \partial \bar{\partial} (u \omega^{m-2}) > 0, \quad u \in C^\infty(M, \mathbb{R}).$$

Fu, Wang & Wu [27] solve this question on compact Kähler manifolds without boundary which admits nonnegative orthogonal bisectional curvature without boundary, i.e., they try to solve the equation

\begin{equation}
(1.20) \quad \det (\omega^{m-1} + \sqrt{-1} \partial \bar{\partial} u \wedge \eta^{m-2}) = e^{F+b} \det \omega^{m-1}, \quad \sup_M u = 0, \quad (u, b) \in C^\infty(M, \mathbb{R}) \times \mathbb{R},
\end{equation}

where $\omega$ is a balanced metric and $\eta$ is a Kähler metric with nonnegative orthogonal bisectional curvature.

Tosatti & Weinkove [61] observe that (1.20) is related to the $(m-1)$-plurisubharmonic $(1(m-1)$-psh for short) function which is introduced by Harvey & Lawson [42], and solve a kind of Monge-Ampère type equations. As a corollary, they give an affirmative answer to (1.20) on
compact Kähler manifolds without boundary and later they generalize their result on compact Hermitian manifolds without boundary [63]. Note that (1.20) is in the form of (1.5) with
\[ f(\lambda) = \log \sigma_m(T(\lambda)), \quad \lambda \in T^{-1}(\Gamma_m), \quad W(du) \equiv 0. \]
The equation (1.19) is proposed by Tosatti, Wang, Weinkove & Yang [58] with \( W(du) \equiv 0 \) which is solved by Székelyhidi [55] with \( \ell = 0, 1 \leq k \leq m \) on compact Hermitian manifolds without boundary.

Another kind of equation in the form of (1.19) is related to the Gauduchon conjecture [29] on compact Hermitian manifolds without boundary. A Hermitian metric \( \omega \) is called Gauduchon (see [28]) if \( \bar{\partial}(\alpha^{m-1}) = 0 \), and strongly Gauduchon (see [50]) if \( \bar{\partial}(\alpha^{m-1}) \) is \( \partial \)-exact. This conjecture can be deduced from the equation (see [50, 63, 56])
\[ \det \omega^{m-1}_u = e^{F + b} \det \omega^{m-1}, \quad (u, b) \in C^\infty(M, \mathbb{R}) \times \mathbb{R}, \]
where
\[ \omega^{m-1}_u = \omega^{m-1}_0 + \sqrt{-1} \partial \bar{\partial}u \wedge \omega^{m-2} + \Re \left( \sqrt{-1} \partial u \wedge \bar{\partial}(\omega^{m-2}) \right) > 0, \]
where \( \omega \) is the Gauduchon metric and \( \omega_0 \) is another Hermitian metric. Székelyhidi, Tosatti & Weinkove [56] solve (1.21) on compact Hermitian manifolds without boundary and hence give an affirmative answer to the Gauduchon conjecture. Note that (1.21) is in the form of (1.5) with \( f = \log \sigma_m(T(\lambda)) \) on \( \Gamma = T^{-1}(\Gamma_m) \) which is exactly solved by Székelyhidi, Tosatti & Weinkove [56] under Assumptions (1) and Assumption (2) of Theorem 1.2.

In order to solve the Dirichlet problem (1.5)-(1.6), one need deduce a priori \( C^2 \) estimates up to the boundary. One of the most difficult steps is possibly the second order estimates on the boundary (see [40]). Other ingredients are the Evans-Krylov theorem (see [58]), the Schauder estimates and the continuity method arguments (see for example [31]), which are all well understood and we will omit them.

Given Theorem 1.1 it remains to derive an upper bound for the gradients of the solutions. Compared with the Riemannian setup [33], it seems not easy to get the upper bound for the gradients of the solutions under our general setup in complex manifolds. Indeed, deducing the first order estimates for fully nonlinear equations in complex manifolds is a rather challenging and mostly open question (see [40]). To our knowledge, the existing estimates for the gradients of the solutions to the Dirichlet problem (1.5)-(1.6) seem to need that \( \Gamma \) is equal to \( \Gamma_m \) (see [3] [40] [69]) or some special domain which comes from the analytic aspect (see [38]), or that there exists strict subsolution (see [46]) or geometric solutions (see [71]).

In this paper, we prove the uniform upper bound of the gradients of the solutions to the Dirichlet problem (1.18)-(1.6) with \( 1 \leq \ell \leq m-1, k = m \).

**Theorem 1.2.** Let \((M, J, g)\) be a compact Hermitian manifold with smooth boundary and \( \dim_{\mathbb{C}} M = m \), where \( g \) is the Hermitian metric with respect to the complex structure \( J \), and \( f = (\sigma_m/\sigma_\ell)^{1/(m-\ell)} \) with \( \Gamma = \Gamma_m \) and \( 1 \leq \ell < m \), and let \( u \in C^\infty(M, \mathbb{R}) \) be an admissible subsolution of the Dirichlet problem (1.5)-(1.6). That is, \( u \) satisfies
\[ h^\ell \frac{\partial^\ell}{\partial z^{\ell}} \geq \frac{\partial}{\partial u} (\omega^\ell). \]
Then there exists a unique smooth solution to the Dirichlet problem (1.5)-(1.6).

If \( W(du) \equiv 0 \), then Theorem 1.2 is obtained by Guan & Sun [40]. Here our methods to prove the first and second order estimates are different from the ones in [40].
It follows from [71] that there hold similar a priori gradient estimates of the geometric solutions to the Dirichlet problem (1.5)-(1.6) of generalized Hessian equations with a geometric admissible subsolution. If $\Gamma = \Gamma_m$, then (admissible) solutions are geometric (admissible) solutions automatically. This, together with our second order estimates, yields that

**Theorem 1.3.** Let $(M, J, g)$ be a compact Hermitian manifold with smooth boundary and $\dim_{\mathbb{C}} M = m$, where $g$ is the Hermitian metric with respect to the complex structure $J$, and $f = \log \sigma_m$ with $\Gamma = \Gamma_m$, and let $u \in C^\infty(M, \mathbb{R})$ be an admissible subsolution of the Dirichlet problem (1.5)- (1.6). Then there exists a unique smooth solution to the Dirichlet problem (1.5)-(1.6) in this case.

Since the Monge-Ampère equations here contain gradient terms, this result generalizes Boucksom [5] for the Dirichlet problem of Monge-Ampère equations on Kähler manifolds which contains as special cases Caffarelli, Kohn, Nirenberg & Spruck [7], and Chen [10] (cf. [66, 32, 23, 3, 4, 49, 16]).

Yuan [68] also consider the Dirichlet problem in Theorem 1.2 with some different conditions and Theorem 1.3 using different methods for the first and second order estimates.

We also study Equation (1.5) on compact Hermitian manifolds without boundary using our second order interior estimates and some other analytic techniques. We prove

**Theorem 1.4.** Let $(M, J, g)$ be a compact Hermitian manifold without boundary and $\dim_{\mathbb{C}} M = m$, where $g$ is the Hermitian metric with respect to the complex structure $J$.

If there exists a function $u \in C^\infty(M, \mathbb{R})$ such that $\chi_u$ is a $k$-positive form (i.e., the $m$-tuple of their eigenvalues with respect to $\omega$ belong to $\Gamma_k$) with

$$\frac{\vartheta^\ell}{\vartheta^k} \wedge \omega^{m-k} \geq h, \quad \text{on} \ M,$$

$$kh\vartheta^{k-1} \wedge \omega^{m-k} - \ell\vartheta^{\ell-1} \wedge \omega^{m-\ell} > 0$$

for $(m - 1, m - 1)$ form, then the $(k, \ell)$-Hessian quotient equation (1.18) $1 \leq \ell < k \leq m$ has a smooth solution.

If there exists a function $u \in C^\infty(M, \mathbb{R})$ such that $P_\omega(\chi_u)$ is a $k$-positive form with

$$\frac{P_\omega(\chi^\ell)}{P_\omega(\chi^k) \wedge \omega^{m-k}} \geq h, \quad \text{on} \ M,$$

$$khP_\omega(\chi)^{k-1} \wedge \omega^{m-k} - \ellP_\omega(\chi)^{\ell-1} \wedge \omega^{m-\ell} > 0$$

for $(m - 1, m - 1)$ form, then the $(k, \ell)$-$(m - 1, m - 1)$-Hessian quotient equation (1.19) with $1 \leq \ell < k \leq m$ has a smooth solution.

When $(k, \ell) = (m, \ell)$ with $1 \leq \ell < m$ and $W^{p}_{ij} \equiv 0$, Equation (1.18) is solved by Sun [54]. For general with $1 \leq \ell < k \leq m$, our result partially generalizes [55, Corollary 3] with $W^{p}_{ij} \equiv 0$ on Kähler manifolds without boundary.

Note that Equation (1.19) with $(k, \ell) = (k, 0)$ and $1 \leq k \leq m$ on the compact Hermitian manifolds without boundary is solved by [50] (see [55] for the case $1 \leq k < m$ and $W^{p}_{ij} \equiv 0$).

Equation (1.17) on the compact Hermitian manifolds without boundary is solved by [62, 67, 68] which generalized the results mentioned above. Here we give a slightly different second order estimates of these equations motivated by [62] for the Monge-Ampère equations with gradient terms.
The paper is organized as follows. In section 2, we collect some preliminaries such as Hermitian manifolds with boundary and $C^\alpha$-admissible subsolutions which will be used in the following. In Section 3, we deduce the zero order estimates of the solutions to the Dirichlet problem (1.5)-(1.6) on the whole manifold $M$ and the gradient estimates of the solutions to the Dirichlet problem (1.5)-(1.6) on the boundary $\partial M$. In Section 4 and Section 5, we give the second order estimates of the solutions to the Dirichlet problem (1.5)-(1.6) on the boundary and on the whole manifolds respectively, and complete the proof of Theorem 1.1. In Section 6, we obtain the gradient estimates for some special case and prove Theorem 1.2. In Section 7, we study Equation (1.5) on compact Hermitian manifolds without boundary and mainly prove Theorem 1.4.

Acknowledgements The authors thank Professor Weisong Dong, Bo Guan, Xinan Ma, and Zhenan Sui for helpful conversation. The third-named author is the corresponding author and thanks Professor Jean-Pierre Demailly, Valentino Tosatti and Ben Weinkove for their invaluable directions. This paper was almost completed when the third-named author was a post-doc in Institut Fourier supported by the European Research Council (ERC) grant No. 670846 (ALKAGE), hence he thanks the institution for hospitality.

2. Preliminaries

In this section, we collect some preliminaries which will be used in the following (see for example [5, 20, 34, 55, 64]). Throughout the paper, Greek and Latin indices run from 1 to $2m$ and 1 to $m$ respectively, and we use subscripts $x_\alpha$ for the partial derivative $\partial/\partial x_\alpha$, unless otherwise indicated.

2.1. The Levi Form of Boundary. Let $\Omega \subset \mathbb{R}^m$ be a bounded open set with $C^k$, $k \in \mathbb{N}^* \cup \{\infty\}$, boundary, i.e., for any $a \in \partial \Omega$, there exists a $C^k$ function $\rho$ defined on an open neighborhood $V$ of $a$ such that

\begin{align}
\rho|_{\Omega \cap V} < 0, \quad \rho|_{(\partial \Omega) \cap V} = 0, \quad (d\rho)|_{(\partial \Omega) \cap V} \neq 0.
\end{align}

Then for another $C^k$ function $\varrho$ defined on $W \ni a$ with $\varrho|_{W \cap (\partial \Omega)} \equiv 0$, there exists a $C^k$ function $\psi$ defined on $W \cap V$ such that

\begin{align}
\varrho = \psi \rho, \quad \text{on} \quad W \cap V,
\end{align}

and

\begin{align}
\psi = \frac{\nu \cdot \varrho}{\nu \cdot \rho} = \frac{\nabla \varrho}{|\nabla \rho|}, \quad \text{on} \quad (\partial \Omega) \cap W \cap V,
\end{align}

where $\nu$ is the unit outward normal vector on $(\partial \Omega) \cap V \cap W$.

Let $\Omega \subset \mathbb{C}^m$ be a bounded open set with $C^k$ boundary, $k \in \mathbb{N}^* \cup \{\infty\}$. Then the holomorphic tangent space to $\partial \Omega$ is by definition the largest complex subspace which is contained in the tangent space $T_{\partial \Omega}$ to the boundary:

$$hT_{\partial \Omega} := T_{\partial \Omega} \cap JT_{\partial \Omega}.$$ 

For a local definition function $\rho$ of boundary near $z$, we claim that $hT_{\partial \Omega, z}$ is the complex hyperplane in $\mathbb{C}^m$ given by

\begin{align}
hT_{\partial \Omega, z} := \left\{ \xi \in \mathbb{C}^m : \sum_{i=1}^m \frac{\partial \rho}{\partial z_i}(z)\xi_i = 0 \right\},
\end{align}

and (2.4) is independent of the choice of the definition function $\rho$ of the boundary.
Indeed, from the definition of $T_{\partial \Omega}$, it follows that
\begin{equation}
T_{\partial \Omega, z} = \left\{ X \in \mathbb{R}^{2m} : (d\rho)_{|z} (X) = 0 \right\}
\end{equation}
and
\begin{equation}
JT_{\partial \Omega, z} = \left\{ JX \in \mathbb{R}^{2m} : (d\rho)_{|z} (X) = 0 \right\} = \left\{ Y \in \mathbb{R}^{2m} : (d\rho)_{|z} (-JY) = 0 \right\},
\end{equation}
where we extend $J$ to the $p$ form $\vartheta$ by
\[
(J\vartheta)(\cdot, \ldots, \cdot) = (-1)^p \vartheta(J\cdot, \ldots, J\cdot).
\]
From (2.5) and (2.6), we get
\begin{equation}
\tag{2.7}
T_{\partial \Omega, z} \cap JT_{\partial \Omega, z} = \left\{ X \in \mathbb{R}^{2m} : (d\rho)_{|z} (X - \sqrt{-1}JX) = 0 \right\}.
\end{equation}
Since $J(X - \sqrt{-1}JX) = \sqrt{-1}(X - \sqrt{-1}JX)$, equality (2.4) follows from (2.7).

Now we assume that $\varrho$ is another definition function of $\partial \Omega$ near $z$. Since $d\varrho(z) \neq 0$, it follows from (2.2) and (2.3) that $\psi(z) \neq 0$. This yields that
\[
^hT_{\partial \Omega, z} = \left\{ \xi \in \mathbb{C}^m : (d\varrho)_{|z} (\xi) = 0 \right\} = \left\{ \xi \in \mathbb{C}^m : (d\rho)_{|z} (\xi) = 0 \right\},
\]
as desired.

The Levi form on $^hT_{\partial \Omega}$ is defined at every point $z \in \partial \Omega$ by
\[
L_{\partial \Omega, z}(\xi, \eta) := \left( \frac{dJd\rho}{2|d\rho|} \right)_{|\partial \Omega, z} (\xi, \eta) = \frac{1}{|d\rho(z)|} \sum_{i,j=1}^{m} \frac{\partial^2 \rho}{\partial z_i \partial \bar{z}_j}(z) \xi_i \eta_j, \quad \xi, \eta \in ^hT_{\partial \Omega, z}.
\]
The Levi form does not depend on the particular choice of $\rho$. Indeed, this follows from (2.1), (2.2) and (2.3) directly.

**Lemma 2.1.** Let $\Omega \subset \mathbb{C}^m$ be a bounded open set with $C^2$ boundary.

1. Let $a \in \partial \Omega$ be a given point. Let $e_m$ be the outward normal vector to $T_{\partial \Omega, a}$, $(e_1, \ldots, e_{m-1})$ an orthonormal basis of $^hT_{\partial \Omega, a}$ in which the Levi form is diagonal and $(z_1, \ldots, z_m)$ the associated linear coordinates centered at $a$. Then there is a neighborhood $V$ of $a$ such that $\partial \Omega \cap V$ is the graph $\mathcal{R}_{z_m} = \varphi(z_1, \ldots, z_{m-1}, \Im z_m)$ of a function $\varphi$ such that $\varphi(z) = O(|z|^2)$ and the matrix $(\partial^2 \varphi / \partial z_i \partial \bar{z}_j(a))_{1 \leq i,j \leq m-1} = \text{diag}\{\lambda_1, \ldots, \lambda_{m-1}\}$, where $\lambda_1, \ldots, \lambda_{m-1}$ are the eigenvalues of the Levi form $L_{\partial \Omega, a}$.

2. There exists a local coordinate given by
\[
z_m = w_m + \frac{1}{2} \sum_{1 \leq j,k \leq m} d_{kj} w_j w_k, \quad \text{with} \quad d_{kj} = d_{kj},
\]
\[
z_i = w_i, \quad 1 \leq i \leq m - 1,
\]
on a neighborhood $V'$ of $a$ such that
\[
\Omega \cap V' = V' \cap \left\{ -\Re w_m + \sum_{1 \leq j \leq m} \lambda_j |w_j|^2 + O(|w|^3) < 0 \right\},
\]
where \( \lambda_1, \ldots, \lambda_{m-1} \) are the eigenvalues of the Levi form \( L_{\partial \Omega, 0} \) and \( \lambda_m \in \mathbb{R} \) can be assigned to any given value by a suitable choice of the coordinates.

Proof. See, e.g., [20 Exercise I-8.12]. \qed

Lemma 2.2. Let \( r \) be a smooth function defined near \( 0 \in \mathbb{R}^m \) with coordinates \( x_1, \ldots, x_m \) such that \( r_{x_m}(0) = -1 \) and \( r(0) = r_{x_i}(0) = 0 \), \( 1 \leq i \leq m-1 \), and let \( N \) denote the hypersurface defined by \( \{ r = 0 \} \) which is smooth near 0. Then \( (x_i)_{|N}, 1 \leq i \leq m-1 \), are local coordinates of \( N \) and for any smooth function \( \nu \) near 0 there holds

\[
\begin{align*}
\partial_{(x_i)_{|N}} (v|N)(0) &= v_{x_i}(0) + v_{x_m}(0)r_{x_i}(0), \\
\partial_{(x_i)_{|N}} \partial_{(x_j)_{|N}} (v|N)(0) &= v_{x_ix_j}(0) + v_{x_m}(0)r_{x_i}r_{x_j}(0).
\end{align*}
\]

Proof. See, e.g., [2 Lemma 7.2]. \qed

2.2. Complex Manifolds with Boundary. In this subsection, we set \( B_R(z) \subset \mathbb{C}^m \) (resp. \( B_R(z) \subset \mathbb{C}^m \)) the open (resp. closed) ball centered at the point \( z \) with radius \( R \). A complex manifold with smooth boundary \( M \) is a smooth manifold with boundary equipped with a system of coordinate patches

\[
\phi_j : U_j \to \{ z \in B_R(0) : r_j(z) \leq 0 \}, \quad j \in \text{index set } J
\]

such that \( \phi_j \circ \phi_i^{-1} \) is a biholomorphic on \( \phi_i(U_i \cap U_j) \cap \{ r_i < 0 \} \), where \( r_j \)'s are the local definition functions, i.e., smooth functions defined on the neighborhood of \( B_R(0) \) with \( dr_j \neq 0 \) along \( \{ r_j = 0 \} \).

The holomorphic tangent bundle \( hT_{\partial M} \) of \( \partial M \) is defined as the largest complex subbundle of \( T_M \) which is contained \( T_{\partial M} \), i.e.,

\[
hT_{\partial M} := T_{\partial M} \cap JT_{\partial M},
\]

where \( J : T_M \to T_M \) is the complex structure.

Let \( (M, J, g) \) be a complex manifold with smooth boundary of \( \dim \mathbb{C} M = m \), and let \( \nu \) be the unit outward normal vector field on \( \partial M \). Then the Levi form \( L_{\partial M, \nu} \) of \( \partial M \) with respect to \( \nu \) is locally given by

\[
(2.8) \quad L_{\partial M, \nu}(\xi, \eta) := \left( \frac{dJd(r_j \circ \phi_j)}{2|d(r_j \circ \phi_j)|_g} \right)_{\partial M, z} (\xi, \eta)
= \frac{1}{2(\nu(r_j \circ \phi_j))(z)} (dJd(r_j \circ \phi_j))(\xi, \eta), \quad \xi, \eta \in hT_{\partial M, z}, \quad z \in U_j \cap \partial M.
\]

It is easy to check that the expression in \( (2.8) \) is well defined. The boundary \( \partial M \) is called weakly (resp. strictly) pseudoconcave if \( L_{\partial M, \nu} \leq 0 \) (resp. \( < 0 \)), and weakly (resp. strictly) pseudoconvex if \( L_{\partial M, \nu} \geq 0 \) (resp. \( > 0 \)).

Throughout this paper, we fix a covering of \( \partial M \) consisting of finite open sets \( \{ U_i \}_{i \in J} \) such that

\[
\phi_i : U_i \to B_{2, i}(0) := \{ z \in B_2(0) : r_i(z) \leq 0 \}
\]

is diffeomorphism,

\[
\phi_j \circ \phi_i^{-1} : \phi_i(U_i \cap U_j) \cap \{ r_i < 0 \} \to \phi_j(U_i \cap U_j) \cap \{ r_j < 0 \}
\]

is biholomorphic, and that the family of finite open subsets

\[
\{ V_i := \phi_i^{-1}(B_{1, i}(0)), \ i \in J \}
\]

still covers the boundary \( \partial M \).
We denote the local coordinates and the definition function of $\partial M$ on $U_i$ by

$$w^{(i)} := w \circ \phi_i, \quad \rho_i := r_i \circ \phi_i, \quad \forall i \in \mathcal{J}.$$ 

Fix an index $i \in \mathcal{J}$. For any point $p \in V_i \cap \partial M$, there exists a biholomorphic map (see for example [12, Formula (1.6)])

$$\psi_i : B_2(0) \rightarrow B_2(0), \quad w \mapsto z$$

such that $\psi_i \circ \phi_i(p) = 0$, and that

$$\rho_i \circ \phi_i^{-1} \circ \psi_i^{-1}(z) = r_i \circ \psi_i^{-1}(z) = -\Re z_m + \sum_{1 \leq j \leq m} \lambda_j |z_j|^2 + O(|z|^3),$$

where $\lambda_1, \ldots, \lambda_{m-1}$ are the eigenvalues of the Levi form $L_{\partial M, \nu}$ with respect to $g$ and $\lambda_m \in \mathbb{R}$ can be assigned to any given value by a suitable choice of the coordinates.

In the later use, we will not distinguish $r_i$, $r_i \circ \phi_i$ and $r_i \circ \psi_i^{-1}$ for convenience. We will say that for any point $0 \in \partial M$, we want to study our questions on the adapted data $(B, r, z)$ where $B = B_1(0)$, $r$ is a definition function of $\partial M$, and $z$ is the coordinate on $B$ centered at $0$ such that $r$ satisfies (2.9).

Let $e_1, \ldots, e_m$ be a basis of local frame fields of $T^{1,0}_M$ with dual $\theta^1, \ldots, \theta^m$ which are $(1,0)$ forms. Then we extend the Riemannian metric $g$ to $T_M \otimes \mathbb{C}$ to obtain

$$\omega = \sqrt{-1} \sum_{i,j=1}^{m} g_{ij} \theta^i \wedge \theta^j, \quad g_{ij} := g(e_i, e_j), \quad \bar{g}_{ij} = g_{ji}.$$ 

Let us denote by $\nabla$ the Chern connection of the Hermitian metric $g$. Then we fix some notations.

$$\begin{align*}
\nabla_i &:= \nabla_{e_i}, \quad \nabla_{\bar{i}} := \nabla_{\bar{e}_i}, \quad \nabla_{i\bar{i}} := \Gamma_{ij}^k e_k, \\
\nabla_i e_j - \nabla_j e_i - [e_i, e_j] &= T(e_i, e_j) =: T_{ij}^k e_k, \\
\left( \nabla_i \nabla_j - \nabla_j \nabla_i - \nabla_{[e_i, e_j]} \right) e_k &=: R_{ijk}^\ell e_\ell, \quad R_{ijk}^{\bar{\ell}} := R_{ijk}^p g_{p\bar{\ell}}.
\end{align*}$$

Denote by $\Delta$ the Laplace-Beltrami operator of the Riemannian metric $g$. There holds (see for example [57, Lemma 3.2])

$$\Delta g \varphi = 2 \Delta \varphi + \tau(d \varphi), \quad \forall \varphi \in C^2(M, \mathbb{R}),$$

where

$$\tau(d \varphi) = 2 \Re \left( T_{ij}^j \bar{g}^{pq} \nabla_q \varphi \right).$$

Given a function $u \in C^4(M, \mathbb{R})$, it follows from the Ricci identity and the first Bianchi identity that (see for example [63])

$$\begin{align*}
\nabla_i \nabla_j u &= \nabla_j \nabla_i u - T_{ij}^k \nabla_k u, \\
\nabla_i \nabla_j \nabla_k u &= \nabla_k \nabla_i \nabla_j u - T_{ij}^p \nabla_p \nabla_j u, \\
\nabla_i \nabla_j \nabla_{\bar{k}} u &= \nabla_{\bar{k}} \nabla_i \nabla_j u - T_{ij}^q \nabla_q \nabla_{\bar{i}} u + R_{ijk}^p \nabla_p u, \\
\nabla_{\bar{\ell}} \nabla_k \nabla_j \nabla_{\bar{i}} u &= \nabla_{\bar{i}} \nabla_{\bar{\ell}} \nabla_k \nabla_j u + R_{ki\ell}^p \nabla_j \nabla_p u - R_{ijk}^p \nabla_{\bar{\ell}} \nabla_p u \\
&\quad - T_{ki}^p \nabla_{\bar{\ell}} \nabla_k \nabla_{\bar{i}} u - T_{ki\bar{\ell}}^p \nabla_{\bar{i}} \nabla_p u.
\end{align*}$$
2.3. Subsolutions. In this subsection, we recall some preliminaries from [55] (cf. [64, 34]). Given any \( \sigma \in (\sup_{\partial \Gamma} f, \sup_{\Gamma} f) \), the set \( \Gamma^\sigma = \{ \lambda \in \Gamma : f(\lambda) > \sigma \} \) is open and convex and \( \partial \Gamma^\sigma = f^{-1}(\sigma) \) is a smooth hypersurface. We denote, by \( \mathbf{n}(\lambda) \), the inward pointing unit normal vector, i.e.,
\[
\mathbf{n}(\lambda) := \frac{\nabla f}{|\nabla f|}(\lambda), \quad \forall \lambda \in \partial \Gamma^\sigma.
\]
We set \( F(\lambda) := \sum_{k=1}^{m} f_k(\lambda) \). The Cauchy-Schwarz inequality yields that \( |\nabla f| \leq F \leq \sqrt{m} |\nabla f| \).

Following [64], we set
\[
\Gamma_\infty := \{ (\lambda_1, \cdots, \lambda_{m-1}) : (\lambda_1, \cdots, \lambda_m) \in \Gamma \text{ for some } \lambda_m \}.
\]

For any \( \mu \in \mathbb{R}^m \), the set \( (\mu + \Gamma_m) \cap \partial \Gamma^\sigma \) is bounded, if and only if
\[
\lim_{t \to +\infty} f(\mu + t\mathbf{e}_i) > \sigma, \quad \forall 1 \leq i \leq m,
\]
where \( \mathbf{e}_i \) denotes the \( i \)-th standard basis vector. This limit is well defined as long as any \((m-1)\)-tuple \( \mu' \) in \( \mu \) satisfies \( \mu' \in \Gamma_\infty \), i.e., on the set \( \bar{\Gamma} \) defined by
\[
\bar{\Gamma} := \{ \mu \in \mathbb{R}^m : \exists t > 0 \text{ such that } \mu + t\mathbf{e}_i \in \Gamma \forall i \}.
\]

For any \( \lambda' = (\lambda_1, \cdots, \lambda_{m-1}) \in \Gamma_\infty \), the concavity of \( f \) implies that the limit
\[
\lim_{\lambda_m \to +\infty} f(\lambda_1, \cdots, \lambda_{m-1}, \lambda_m)
\]
is either finite for all \( \lambda' \) or infinite for all \( \lambda' \) (see [64]).

If the limit is infinite, then \((\mu + \Gamma_m) \cap \partial \Gamma^\sigma \) is bounded for all \( \sigma \) and \( \mu \in \bar{\Gamma} \). In particular, any admissible \( \mathbf{u} \) is a \( C \)-subsolution, not vice versa.

If the limit is finite, then we define the function \( f_\infty \) on \( \Gamma_\infty \) by
\[
f_\infty(\lambda_1, \cdots, \lambda_{m-1}) = \lim_{t \to +\infty} f(\lambda_1, \cdots, \lambda_{m-1}, t).
\]

In this case, for \( \mu \in \bar{\Gamma} \), the set \((\mu + \Gamma_m) \cap \partial \Gamma^\sigma \) is bounded if and only if \( f_\infty(\mu') > \sigma \), where \( \mu' \in \Gamma_\infty \) is any \((m-1)\)-tuple of entries of \( \mu \).

**Proposition 2.3** (Székelyhidi [55]). *Given \( \delta, R > 0 \), if \( \mu \in \mathbb{R}^m \) such that*
\[
(\mu - 2\delta \mathbf{1} + \Gamma_m) \cap \partial \Gamma^\sigma \subset B_R(\mathbf{0}),
\]
where \( B_R(\mathbf{0}) \subset \mathbb{R}^m \) is the ball centered at \( \mathbf{0} \) with radius \( R \), then there exists a constant \( \kappa > 0 \) depending only on \( \delta \) and \( \mathbf{n} \) on \( \partial \Gamma^\sigma \) such that for any \( \lambda \in \partial \Gamma^\sigma \) with \(|\lambda| > R \), there holds either
\[
\sum_{j=1}^{m} f_j(\lambda)(\mu_j - \lambda_j) > \kappa \mathcal{F}(\lambda),
\]
or
\[
f_i(\lambda) > \kappa \mathcal{F}(\lambda), \quad \forall 1 \leq i \leq m.
\]

**Lemma 2.4** (Székelyhidi [55]). *Let \( f \) be a smooth symmetric function defined on \( \Gamma \) satisfying Assumption (1), (2) and (3) in the introduction. Then \( \forall \sigma \in (\sup_{\partial \Gamma} f, \sup_{\Gamma} f) \), one infers that*

1. there exists an \( N > 0 \) depending only on \( \sigma \) such that \((\Gamma + N \mathbf{1}) \subset \Gamma^\sigma \);
2. there is a \( \tau > 0 \) depending only on \( \sigma \) such that \( \mathcal{F}(\lambda) > \tau \), \( \forall \lambda \in \partial \Gamma^\sigma \).

We need some formulae for the derivatives of eigenvalues (see for example [53]).
Lemma 2.5 (Spruck [53]). The first and second order derivatives of the eigenvalue $\lambda_i$ at a diagonal matrix $(A_{ij})$ (consider it as a Hermitian matrix) with distinct eigenvalues are

\begin{align}
\lambda_i^{pq} &= \delta_{pi}\delta_{qj}, \\
\lambda_i^{pq,rs} &= (1 - \delta_{ip}) \frac{\delta_{iq}\delta_{jr} - \delta_{ir}\delta_{jq}}{\lambda_i - \lambda_p} + (1 - \delta_{ir}) \frac{\delta_{is}\delta_{jp} - \delta_{js}\delta_{ip}}{\lambda_i - \lambda_r},
\end{align}

where

$$
\lambda_i^{pq} = \frac{\partial \lambda_i}{\partial A_{pq}}, \quad \lambda_i^{pq,rs} = \frac{\partial^2 \lambda_i}{\partial A_{pq}\partial A_{rs}}.
$$

If we consider $A = (A_{ij})$ as a symmetric matrix, then the right side of (2.16) should be multiplied by 2.

Lemma 2.6 (Gerhardt [30]). If $F(A) = f(\lambda_1, \cdots, \lambda_m)$ in terms of a smooth symmetric function of the eigenvalues, then at a diagonal matrix $(A_{ij})$ (consider it as a Hermitian matrix) with distinct eigenvalues there hold

\begin{align}
F^{ij} &= \delta_{ij} f_i, \\
F^{ij,rs} &= f_{ir}\delta_{js} + f_{is}\delta_{jr} - \frac{f_i - f_j}{\lambda_i - \lambda_j} (1 - \delta_{ij})\delta_{is}\delta_{jr},
\end{align}

where

$$
F^{ij} = \frac{\partial F}{\partial A_{ij}}, \quad F^{pq,rs} = \frac{\partial^2 F}{\partial A_{pq}\partial A_{rs}}.
$$

If we consider $A = (A_{ij})$ as a symmetric matrix, then the second term in the right side of (2.18) should be multiplied by 2.

These formulae make sense even if the eigenvalues are not distinct. Indeed, if $f$ is smooth and symmetric, then $f$ is a smooth function of elementary symmetric polynomials which are smooth on the space of matrices by Vieta’s formulas and hence $F$ is a smooth function on the space of matrices. In particular, we have $f_i \to \lambda_i \to \lambda_j$. If $f$ is concave and symmetric, then we have that $\frac{f_i - f_j}{\lambda_i - \lambda_j} \leq 0$ (see [53] or [24, Lemma 2]). In particular, if $\lambda_i \leq \lambda_j$, then we have $f_i \geq f_j$.

In the local coordinates $(U; z_1, \cdots, z_m)$, let $A = A^j_i dz_i \otimes \partial_j \in \text{End}(T^{1,0}M)$ be a Hermitian map with respect to $g$. Then we set $A_{ij} := A^g_i g_{qj}$ satisfying $\overline{A_{ij}} = A_{ji}$. We define a strictly elliptic operator $L$ by

\begin{align}
L(u) &= F^{ij} g^{\overline{j}} \left( \partial_i \partial_{\overline{j}} u + W_{iq}(du) \right) \\
&= F^{ij} g^{\overline{j}} \left( \nabla_i \nabla_{\overline{j}} u + W_{iq}^p(\nabla_p u) + W_{qi}^p(\nabla_p u) \right), \quad \forall u \in C^2(M, \mathbb{R}).
\end{align}

It is easy to see that $L$ is the linearized operator of $F$ given in (1.5). We also use the notation $F^{ij} := F^{ij} g^{\overline{j}}$ such that $(F^{ij})$ is a positive definite Hermitian matrix. Indeed, without loss of generality, we set $\lambda_1(A) > \cdots > \lambda_m(A)$ and the general case follows from the continuity arguments. Let $\xi_p = \xi_p^q \partial_q$ be the unit complex eigenvector of $A$ with eigenvalue $\lambda_p$, i.e., we have

\begin{align}
\sum_{i,j=1}^m g_{ij} \xi_p^i \xi_q^j &= \delta_{pq}, \quad p, q = 1, \cdots, m, \\
\sum_{r=1}^m \xi_p^r A_{rs} &= \lambda_p \xi_p^s, \quad p, q = 1, \cdots, m.
\end{align}
It follows from (2.20) that

\[(2.22)\quad g^{k \ell} = \sum_{p=1}^{m} \xi_p \xi_p^k \quad \text{and} \quad g_{k \ell} = \sum_{p=1}^{m} \xi_p^k \xi_p^\ell,\]

where \(\zeta = (\zeta^i)\) is the inverse matrix of \(\xi\), i.e., there holds

\[(2.23)\quad \sum_{q=1}^{m} \zeta^q \zeta^q = \delta^i, \quad 1 \leq i, j \leq m.\]

From (2.21) and (2.22), we get

\[(2.24)\quad \sum_{r,s=1}^{m} \xi_p^r A_r^s \zeta^q = \sum_{r,s=1}^{m} \xi_p^r A_r^s \zeta^q = \delta_{pq} \lambda_p,\]

\[(2.25)\quad A_{ij} = \zeta^p \lambda_p \zeta^q.\]

We observe from (2.25) that \(\lambda = (\lambda_1, \cdots, \lambda_m)\) are the eigenvalues of the Hermitian metric \((A_{ij})\) if \((\xi^i)\) satisfies \(\sum_p \xi_i^p \xi^p = \delta_{ij}\). Using this observation and Lemma 2.5, we can calculate the derivatives of the eigenvalues of a map in \(\text{End}(T^{1,0} M)\). Indeed, we set \(\theta^i = \zeta^i \cdot d^k\). Then from (2.21) one can deduce that

\[A = A_k^l \cdot d^k \otimes \partial_l = \zeta^p \lambda_p \xi_p^l \cdot d^k \otimes \partial_l = \lambda_p \theta^l \otimes \xi_p =: \tilde{A}_l^i \cdot \theta^l \otimes \xi_j,\]

with \((\tilde{A}_l^i) = (\lambda_i \delta_{ij})\) is a Hermitian matrix and

\[(2.26)\quad \tilde{A}_l^i = \xi^i \lambda_p \xi^q.\]

If \(\lambda_k\) is smooth at \((A_l^i)\), then it follows from (2.15), (2.16), (2.22), (2.23) and (2.26) that

\[(2.27)\quad \frac{\partial \lambda_k}{\partial \lambda^i} - \frac{\partial \lambda_i}{\partial \lambda^q} \frac{\partial \tilde{A}^l_q}{\partial \lambda^i} \frac{\partial \tilde{A}^l_q}{\partial \lambda^q} = \xi_k^i \zeta^k = \xi_k^i \zeta^j = \xi_k^i \zeta^j g_{jq} \xi^q,\]

\[(2.28)\quad \lambda_{ij}^{k} = \frac{\partial^2 \lambda_k}{\partial \lambda^i \partial \lambda^q} = \frac{\partial \tilde{A}^l_r}{\partial \lambda^i} \frac{\partial \tilde{A}^l_r}{\partial \lambda^q} \frac{\partial \tilde{A}^l_r}{\partial \lambda^q} = \sum_{r \neq k} \xi_k^i \xi_k^j \xi_k^p \xi_k^q \xi_k^r, \]

\[= \sum_{r \neq k} \xi_k^i \xi_k^j \xi_k^p \xi_k^q \xi_k^r + \xi_k^i \xi_k^j \xi_k^p \xi_k^q \xi_k^r \lambda_k - \lambda_r.\]

If \((M, g)\) is a Riemannian manifold and \(A \in \text{End}(T M)\), then using the local coordinate \((U; x_1, \cdots, x_m)\), we write \(A = A_i^j \cdot d x^i \otimes \partial x_j\) and \(g = g_{ij} \cdot d x^i \otimes d x_j\). If \(A\) is symmetric with respect to \(g\), then we have \(A_{ij} := A_i^j g_{pj}\) satisfying \(A_{ij} = A_{ji}\). Let \(\xi_i = \xi^{l_i} \partial x_j\) be the eigenvector of \(A\) with respect to \(\lambda_i\), i.e.,

\[A \xi_i = \lambda_i \xi_i, \quad 1 \leq i \leq m.\]

A similar argument yields that \(\lambda_i\)'s are the eigenvalues of \((A_{ij})\) if \((\xi^i)\) is orthonormal matrix (see [17, Lemma 5.2]).

If all the eigenvalues are smooth at \((A_i^j)\), then we can obtain from (2.22), (2.27) and (2.28) that

\[(2.29)\quad F_{ij} = \sum_{p=1}^{m} \zeta^p \xi_p \xi_p^i = \sum_{p,r=1}^{m} f_p \xi_p^i g_{ri} \xi^p, \quad F_{ij} = \sum_{p=1}^{m} f_p \xi_p^i \xi^p,\]
and
\[ F_{ij,pq} = f_{kl} \xi_k^i \xi_j^k \xi_{pq}^\ell + f_k \sum_{r \neq k} \xi_r^i \xi_k^r \xi_{pq}^r \xi_q^r + \xi_k^i \xi_j^k \xi_r^p \xi_q^k \frac{\lambda_k - \lambda_r}{\lambda_k - \lambda_r} \]
\[ = f_{kl} \xi_k^i \xi_{pq}^j \xi_{p}^p \xi_{q}^q + f_k \sum_{r \neq k} \xi_r^i \xi_j^r \xi_{pq}^r \xi_{q}^r + \xi_k^i \xi_j^k \xi_r^p \xi_{q}^k \frac{\lambda_k - \lambda_r}{\lambda_k - \lambda_r}. \]

These formulae are sight generalization of Lemma 2.6. Thanks to (2.24) and (2.29), we deduce that the matrices \((F^{ij})\) and \((A_{ij})\) are admissible subsolutions. If \((f_1, \ldots, f_m) \in \Gamma_m\) and \((\lambda_1, \ldots, \lambda_m) \in \mathbb{R}^m\) are the eigenvalues of \((F^{ij})\) and \((A_{ij})\) respectively, then there exists an index \(r\) such that
\[ \sum_{\ell=1}^{m-1} F_{i\ell}^{ij} A_{\ell j} \geq \frac{1}{2} \sum_{k \neq r} f_k \lambda_k^2. \]

**Proof.** This is a Hermitian version of [34, Proposition 2.19]. We use the notations in the above paragraph with \(g_{ij} = \delta_{ij}\), and obtain
\[ \mathbb{R} \ni \sum_{\ell=1}^{m-1} F_{i\ell}^{ij} A_{\ell j} = \sum_{p=1}^m f_p \lambda_p^2 (1 - \zeta_m^p \xi_p^m) = \sum_{p=1}^m f_p \lambda_p^2 (1 - \xi_p^m \xi_p^m). \]

Note that \(\sum_{p=1}^m \xi_p^m \xi_p^m = 1\). Suppose that there exists some \(r\) such that \(\xi_r^m \xi_r^m > 1/2\); otherwise we are done. One infers that
\[ \sum_{p \neq r} \xi_p^m \xi_p^m < 1/2, \]
and hence
\[ \sum_{\ell=1}^{m-1} F_{i\ell}^{ij} A_{\ell j} \geq \sum_{p \neq r} f_p \lambda_p^2 (1 - \zeta_m^p \xi_p^m) > \frac{1}{2} \sum_{p \neq r} f_p \lambda_p^2. \]

2.4. **Existence of Admissible Subsolutions.** As pointed out in [55], it is meaningful to find geometric conditions under which the admissible subsolution exists. If \(M \subset \mathbb{R}^m\) is a bounded open set, then the authors [8, 64] prove that the subsolutions exist under suitable convexity type condition on the boundary. Li [47] proves corresponding results for bounded open set \(M \subset \mathbb{C}^m\).
3. A Preliminary Estimate

**Theorem 3.1.** Let \((M, J, g)\) be a compact Hermitian manifold with smooth boundary, \(\text{dim}_\mathbb{C} M = m\), and the canonical complex structure \(J\), where \(g\) is the Hermitian metric. Suppose that \(u \in C^2(M, \mathbb{R})\) is an admissible subsolution to \((1.5) - (1.6)\) and that \(u \in C^2(M, \mathbb{R})\) is a solution to \((1.5) - (1.6)\). There exists a uniform constant \(C\) depending only on background data \((M, J, g)\), \(\varphi\) and \(u\) such that

\[
\sup_M |u| + \sup_{\partial M} |\partial u|_g \leq C. 
\]

**Proof.** It follows from (2.29) that \((F^{\bar{j}}_i(A))\) has eigenvalues \(f_1(\lambda), \ldots, f_m(\lambda)\) and hence is positive definite. Then we have

\[
F(\bar{\partial}^\varphi) - F(\bar{\partial}^\varphi_u) = \int_0^1 \frac{d}{dt} F(\bar{\partial}^\varphi_{u + (1-t)u}) = \left( \int_0^1 F^{ij} dt \right) ((u - u)_{ij} + W_{ij}(d(u - u)) \geq 0. 
\]

The maximum principle yields that

\[
u \leq u, \quad \text{on } M.
\]

On the other hand, the definition of \(\Gamma\) implies that \(u\) satisfies

\[
\begin{align*}
\{ & g^{ij} \left( \chi_{ij} + \partial_i \partial_j u + W_{ij}(du) \right) > 0, \quad \text{in } M, \\
& u = \varphi, \quad \text{on } \partial M. 
\end{align*}
\]

Hence one deduces that

\[
u \leq \tilde{\varphi}, \quad \text{on } M
\]

by the maximum principle, where \(\tilde{\varphi}\) is the solution to the Dirichlet problem

\[
\begin{align*}
\{ & g^{ij} \left( \chi_{ij} + \partial_i \partial_j \tilde{\varphi} + W_{ij}(d\tilde{\varphi}) \right) = 0, \quad \text{in } M, \\
& \tilde{\varphi} = \varphi, \quad \text{on } \partial M. 
\end{align*}
\]

Now (3.1) follows from (3.2) and (3.3).

\[\square\]

4. Second Order Estimate on the Boundary

In this section, we prove the second order estimates of the solution \(u\) to \((1.5)\) on the boundary.

**Theorem 4.1.** Let \((M, J, g)\) be a compact Hermitian manifold with smooth boundary, \(\text{dim}_\mathbb{C} M = m\), and the canonical complex structure \(J\), where \(g\) is the Hermitian metric. Suppose that \(u \in C^4(M, \mathbb{R})\) is an admissible subsolution to \((1.5) - (1.6)\) and that \(u \in C^4(M, \mathbb{R})\) is a solution to \((1.5) - (1.6)\). There exists a uniform constant \(C_K\) depending only on background data and \(K\) such that

\[
\sup_{\partial M} |\text{Hess}_g u|_g \leq C_K,
\]

where \(\text{Hess}_g u\) is the Hessian of \(u\) with respect to the Levi-Civita connection of \(g\) and \(K := 1 + \sup_M |\partial u|_g^2\).

Let us recall some preliminaries for the proof of Theorem 4.1 from \([7, 34, 5]\) and references therein. For any point \(0 \in \partial M\), we use the adapted data \(B, r, z\) in Section 2.2 with

\[
z_i = x_{2i-1} + 2^{-1}x_{2i}, \quad 1 \leq i \leq m.
\]
Let $D_1, \cdots, D_{2m}$ be the dual vector fields of

$$dx_\alpha, \ dr, \ \alpha \neq 2m - 1$$

given by

$$D_\alpha := \frac{\partial}{\partial x_\alpha} - \frac{r_{x_\alpha}}{r_{x_{2m-1}}} \frac{\partial}{\partial x_{2m-1}}, \ \alpha \neq 2m - 1,$$

and

$$D_{2m-1} := \frac{1}{r_{x_{2m-1}}} \frac{\partial}{\partial x_{2m-1}}.$$

To obtain Theorem 4.1, it is sufficient to prove

$$|D_\alpha D_\beta u| \leq CK, \ \alpha, \beta \neq 2m - 1,$$

$$|D_\beta D_{2m-1} u| \leq CK, \ \beta \neq 2m - 1,$$

$$|D_{2m-1} D_{2m-1} u| \leq C_K.$$

Let us define the distance function $\rho(x)$ by

$$\rho(x) := \text{dist}_q(x, 0), \ \forall x \in M.$$

We set $M_\delta := \{x \in M : \rho(x) \leq \delta\}$. Since $\sqrt{-1} \partial \bar{\partial} \rho^2(0) = \omega(0)$, we may assume that

$$\frac{1}{2} \omega \leq \sqrt{-1} \partial \bar{\partial} \rho^2 \leq 2 \omega, \ \text{on } M_\delta,$$

provided that $\delta > 0$ is chosen small enough.

We consider another distance function $d$ given by

$$d(x) := \text{dist}_q(x, \partial M), \ \forall x \in M.$$

Since $\partial M$ is smooth, it follows from [31, Lemma 14.16] that there exists a constant $\delta > 0$ such that the distance function $d$ is smooth on $\{x \in M : d(x) \leq \delta\}$ and hence on $M_\delta$.

**Lemma 4.2.** There exist uniform positive numbers $t, \delta, \varepsilon$ small enough and $N$ with $N \gg 1$ such that the function

$$v := (u - \underline{u}) + td - \frac{1}{2} Nd^2$$

satisfies

$$L(v) \leq -\varepsilon(1 + F), \ \text{in } M_\delta;$$

$$v \geq 0, \ \text{on } \partial M_\delta,$$

where the operator $L$ is given by (2.19).

**Proof.** This is a Hermitian version of [31, Lemma 4.1], and we use the ideas modified from there based on [55] (see Section 2.3). Thank to (3.2), we require $\delta \leq 2t/N$ in order to obtain $v \geq 0$ on $M_\delta$ after $t$ and $N$ being bounded.

A direct calculation yields that

$$L(v) = F^{i\bar{q}} ((u - \underline{u})_{i\bar{q}} + W_{i\bar{q}}(d(u - \underline{u})))$$

$$+ (t - Nd) F^{i\bar{q}} d_{i\bar{q}} - N F^{i\bar{q}} d_i d_{\bar{q}} + (t - Nd) F^{i\bar{q}} W_{i\bar{q}}(dd)$$

$$\leq C_1 (t - Nd) F + F^{i\bar{q}} ((u - \underline{u})_{i\bar{q}} + W_{i\bar{q}}(d(u - \underline{u}))) - N F^{i\bar{q}} d_i d_{\bar{q}}.$$

Fix $\varepsilon > 0$ sufficiently small. Since $\underline{u}$ is an admissible subsolution (and hence $C$-subsolution), we can find $\varepsilon_0 > 0$ small and $R > 0$ large such that

$$\left(\lambda(\partial^2 \underline{u}) - 2\varepsilon_0 \mathbf{1} + \Gamma_m\right) \cap \partial \Gamma^{h(x)} \subset B_R(0), \ \forall x \in M_\delta.
Let $\lambda_1(\vartheta_u^b) \geq \cdots \geq \lambda_m(\vartheta_u^b)$ and $\lambda_1(\vartheta_u^a) \leq \cdots \leq \lambda_m(\vartheta_u^a)$. Then the concavity of $f$ yields that $f_1 \leq \cdots \leq f_m$ (see [53] or [24, Lemma 2]). Then we can deduce

\begin{equation}
(4.7) \quad F^{ij}(\vartheta_u^b) \left( (\vartheta_u^b)_{ij}^j - (\vartheta_u^b)_{ij}^i \right) \geq f_i(\lambda(\vartheta_u^b)) \left( \lambda_i(\vartheta_u^b) - \lambda_i(\vartheta_u^a) \right).
\end{equation}

from these two inequalities and the theorem in [51] which states that for any $n \times n$ Hermitian matrices $A$ and $B$ with eigenvalues $\gamma_1 \geq \cdots \geq \gamma_n$ and $\delta_1 \geq \cdots \geq \delta_n$ respectively, there holds the sharp estimate

$$
\sum_i \gamma_i \delta_{n+1-i} \leq \text{tr}(AB) \leq \sum_i \gamma_i \delta_i.
$$

One infers from (4.7) and the concavity of $f$ that

\begin{equation}
(4.8) \quad F^{ij}(\vartheta_u^b) \left( (\vartheta_u^b)_{ij}^j - (\vartheta_u^b)_{ij}^i \right) \leq f_i(\lambda(\vartheta_u^b)) \left( \lambda_i(\vartheta_u^b) - \lambda_i(\vartheta_u^a) \right) \leq f(\lambda(\vartheta_u^b)) - f(\lambda(\vartheta_u^a)) \leq 0,
\end{equation}

since $\vartheta_u$ is an admissible subsolution to (1.5).

The following argument splits into two cases.

**Case 1:** $|\lambda(\vartheta)| \leq R$. One can deduce that

$$
\left\{ \lambda \in \Gamma : f(\lambda) \geq \inf_M h > \sup_{\partial \Gamma} f \right\} \cap \overline{B_R(0)} \subset \Gamma
$$

is a compact set, and hence there exists a constant $C_2$ depending on the background data such that

$$
C_2 \geq f_i \geq C_2^{-1} > 0, \quad 1 \leq j \leq m, \quad \text{on } M_\delta.
$$

This yields that

\begin{equation}
(4.9) \quad F^{ij} d_i d_j q \geq 1/(2C_2),
\end{equation}

since $(d_i d_j q)$ is a non-negative Hermitian matrix with respect to $g$ and $2g^{ij} d_i d_j q = 1$. Then by (4.0), (4.8) and (4.9), we can fix $N$ sufficiently large so that (4.5) holds for $t, \varepsilon \in (0, 1/2]$ provided that the positive number $\delta$ is small enough.

**Case 2:** $|\lambda| > R$. Thanks to Assertion (2) of Lemma 2.3 we deduce that

\begin{equation}
(4.10) \quad F \geq \tau > 0.
\end{equation}

Thanks to (4.7) and Proposition 2.3 one can deduce that either

\begin{equation}
(4.11) \quad F^{ij}(\vartheta_u^b) \left( (\vartheta_u^b)_{ij}^j - (\vartheta_u^b)_{ij}^i \right) \geq \kappa F
\end{equation}

or $f_i \geq \kappa F$ for all $1 \leq i \leq m$.

If (4.11) occurs, then we have

\begin{equation}
(4.12) \quad F^{ij} ((u - \vartheta_u)^i q + W_{ij}(d(u - \vartheta_u))) = F^{ij}(\vartheta_u^b) \left( (\vartheta_u^b)_{ij}^j - (\vartheta_u^b)_{ij}^i \right) \leq -\kappa F.
\end{equation}

Then (4.5) follows from (4.6), (4.10) and (4.12) provided $t$ and $\delta$ sufficiently small.

If $f_i \geq \kappa F$, $1 \leq i \leq m$ occurs, then we can deduce

\begin{equation}
(4.13) \quad -N F^{ij} d_i d_j q \leq -c_2 N F
\end{equation}

with $c_2 > 0$ sufficiently small since $2g^{ij} d_i d_j$ $q = 1$ and $(d_i d_j q)$ is a non-negative Hermitian matrix with respect to $g$. 


Therefore, (4.5) follows from (4.8), (4.10) and (4.13) provided the positive constants \( t, \delta, \varepsilon \) sufficiently small. \( \square \)

We will prove Theorem 4.1 by the ideas modified from the ones of [7] [44] [34] in the local case and the Riemannian setup. We use \( D_\beta, 1 \leq \beta \leq 2m \) from [7] where the complex Monge-Ampère equation in \( \Omega \subset \mathbb{C}^m \) was studied (see also [32] [6] and references therein). For this aim, we need write Lemma 2.7 in a slightly different way, i.e., there exists a constant \( c_0 \) depending on \((M,J,g), \partial M \) and the adapted data \((B,r,\zeta)\) such that

\[
\sum_{p=1}^{m-1} \sum_{i,j=1}^{m} F_{ij} \partial u \partial \bar{u} \partial p_j \geq c_0 \sum_{r \neq r_0} f_r \lambda_r^2,
\]

for some \( r_0 \) with \( 1 \leq r_0 \leq m \). Indeed, replacing \( A_{ij} \) by \((\partial u)_{ij}\), the calculation at the end of Section 2.3 yields that

\[
\sum_{p=1}^{m-1} \sum_{i,j=1}^{m} F_{ij} \partial u \partial \bar{u} \partial p_j = \sum_{p=1}^{m-1} \sum_{r=1}^{m} f_r \lambda_r^2 \zeta_p \zeta_{pr}.
\]

Since \((\zeta,\zeta')\) is invertible depending only on the background data and the adapted data, there exists at most one index, say \( r_0 \), such that \( \sum_{p=1}^{m-1} \zeta_p \zeta_{pr} = 0 \), as desired. Although \( c_0 \) depending on the adapted data \((B,r,\zeta)\), is still ‘uniform’ for our estimates because we have fixed a family of finite adapted data \((B,r,\zeta)\)'s throughout this paper, and for the same reason, we can estimate the quantity like

\[
\sum_{p=1}^{m-1} \sum_{i,j=1}^{m} F_{ij} \partial u \partial \bar{u} \partial p_j
\]

which is not globally defined on the manifold.

Proof of Theorem 4.1. A direct calculation yields that all the \( D_\beta \)'s commute, and it follows Lemma 2.2 that \( D_{\beta, \beta} \neq 2m - 1 \) are tangent to \( \partial M \). Hence the tangent-tangent estimate (4.1) follows from

\[
D_\alpha D_\beta (u - \bar{u}) = 0, \quad \alpha, \beta \neq 2m - 1.
\]

Let us prove the normal-tangent estimates (4.2). For this aim, we consider the function

\[
Q := Q_1 \pm D_\alpha (u - \bar{u})
\]

on \( M_\delta \) with

\[
Q_1 := A_1 K v + A_2 K \rho^2 - \frac{1}{K} \sum_{\beta \neq 2m - 1} ((u - \bar{u})_{x_\beta})^2
\]

and \( \alpha \neq 2m - 1 \) fixed, where \( A_1 \) and \( A_2 \) will be determined later.

For convenience, we write \( a := -r_{x_\beta}/r_{x_{2m-1}} \) and a direct calculation gives

\[
(D_\beta (u - \bar{u})_{ij}) = D_\beta ((u - \bar{u})_{ij}) + a_{ij} (u - \bar{u})_{x_{2m-1}},
\]

\[
(D_\beta (u - \bar{u})_{ij}) = D_\beta ((u - \bar{u})_{ij}) + a_{ij} ((u - \bar{u})_{ij})_{x_{2m-1}}
\]

\[
+ a_{ij} ((u - \bar{u})_{x_{2m-1}} + a_{ij} (u - \bar{u})_{ij})_{x_{2m-1}}.
\]

Since

\[
\frac{\partial}{\partial x_{2m-1}} = 2 \frac{\partial}{\partial z_m} + \sqrt{-1} \frac{\partial}{\partial x_{2m}} = 2 \frac{\partial}{\partial z_m} - \sqrt{-1} \frac{\partial}{\partial x_{2m}},
\]

we get

\[
a_{ij} ((u - \bar{u})_{ij}) + ((u - \bar{u})_{ij})_{x_{2m-1}}
\]

(4.17)
Thanks to (4.15), (4.16), (4.17) and (4.18), it follows that

\[ (4.21) \]

On the other hand, a direct calculation implies that

\[ \text{The Cauchy-Schwarz inequality yields that} \]

\[ (4.20) \]

From (1.5), we can obtain

\[ (4.19) \]

Thanks to (4.15), (4.16), (4.17) and (4.18), it follows that

\[ (4.18) \]

where we denote by \( \lambda_1, \ldots, \lambda_m \) the eigenvalues of \( \partial_{\partial\beta}^0 \).

On the other hand, a direct calculation implies that

\[ (4.20) \]

where for the second equality we use the equality

\[ h_{\beta} = F^{ij}(g^{\beta j})_{x_\beta} (\partial_{\partial u})_{ij} + F^{ij}(\chi_{ij})_{x_\beta} + (W_{ij}(du))_{x_\beta} \]

by applying \( \partial/\partial x_\beta \) to both sides of (1.5).

The Cauchy-Schwarz inequality yields that

\[ (4.21) \]
Then the minimum principle yields that

\[ Q \text{ provided the positive constants } X \text{ orthonormal local frames.} \]

For this aim, we need use the local unitary frames. We choose smooth

where for the last inequality we use (3.1) and hence (4.2) follows.

The linear operator

\[ L \]

where we use (1.1), (4.14), the Cauchy-Schwarz inequality, and \( r \) is the index chosen as in (4.14).

It follows from (1.8) and [34, Corollary 2.21] that

\[ 0 \leq \sum_{k=1}^{m} f_k |\lambda_k| \leq \epsilon \sum_{i \neq r} f_i \lambda_i^2 + \frac{C}{\epsilon} F + P(r), \quad \forall r \in \{1, \cdots, m\} \]

where \( P(r) \) is uniformly bounded, for it given by

\[ P(r) := \begin{cases} f(\lambda) - f(1), & \text{if } \lambda_r \geq 0; \\ 0, & \text{if } \lambda_r < 0. \end{cases} \]

Thanks to (4.4), (4.5), (4.19), (4.20), (4.21), (4.22) and (4.23), we can deduce that

\[ \left\{ \begin{array}{ll} L(Q) \leq 0, & \text{on } M_\delta, \\
Q \geq 0, & \text{on } \partial M_\delta, \end{array} \right. \]

provided the positive constants \( A_1 \gg A_2 \gg 1 \) independent of \( K \) and \( \epsilon \in (0,1) \) chosen carefully.

Then the minimum principle yields that \( Q \geq 0 \) on \( M_\delta \), and hence on \( M_\delta \cap \partial M \) there holds

\[
|D_\alpha D_{2m-1} u| \leq |D_\alpha D_{2m-1} u| + |D_{2m-1} v| \\
= |D_\alpha D_{2m-1} u| + A_1 K |D_{2m-1} v| \leq CK,
\]

where for the last inequality we use (3.1) and hence (4.2) follows.

For the normal-normal estimate (4.3), we will use the method in [64, 34] in the local case and the Riemannian setup. For this aim, we need use the local unitary frames. We choose smooth orthonormal local frames \( X_1, \cdots, X_{2m} \) near \( p \in \partial M \) with respect to \( g \) such that

\[ J X_{2i-1} = X_{2i}, \quad 1 \leq i \leq m, \]

and that \( X_{2m-1} \) is the unit inner normal vector around 0. We define a unitary basis of \( (1,0) \) type frames by

\[ e_j := \frac{1}{\sqrt{2}} (X_{2j-1} - \sqrt{-1} X_{2j}) , \quad 1 \leq j \leq m. \]

The linear operator \( L \) given by (2.19) will be rewritten as

\[
L(v) = F_{ij} \left( e_i e_j (v) - [e_i, e_j]^{(0,1)} (v) + W_{ij} (dv) \right) \\
= F_{ij} \left( \nabla_i \nabla_j v + W_{ij} (\nabla v) + \overline{W_{ij}} (\overline{\nabla v}) \right), \quad \forall v \in C^2(M, \mathbb{R}).
\]
Using these unitary frames, we have
\[ \lambda(\vartheta_u^b) = \lambda \left( (\vartheta_u^b)_{ij} \right)_{1 \leq i, j \leq m} , \]
and hence we can use the method in [64].

Let \( A = (a_{ij}) \) be \((m-1) \times (m-1)\) or \( m \times m \) Hermitian matrix. Then we denote by \( \lambda_1(A) \leq \cdots \leq \lambda_m(A) \) the eigenvalues of \( A \) if \( A \) is \( m \times m \) Hermitian matrix, and by \( \lambda'_1(A) \leq \cdots \leq \lambda'_{m-1}(A) \) the eigenvalues of \( A \) if it is an \((m-1) \times (m-1)\) Hermitian matrix. We also set \( A' = (a'_{ij})_{1 \leq i, j \leq m-1} \) if \( A \) is an \( m \times m \) Hermitian matrix. Cauchy’s interlace inequality (see for example [44]) yields that
\[ \lambda_j(A) \leq \lambda'_j(A') \leq \lambda_{j+1}(A) , \quad 1 \leq j \leq m -1. \]

Note that \( a_{m\overline{m}} \in \mathbb{R} \). It follows from [8, Lemma 1.2] that
\[ \lambda_j(A) = \lambda'_j(A') + o(1) , \quad 1 \leq j \leq m -1 , \]
\[ a_{m\overline{m}} \leq \lambda_m(A) = a_{m\overline{m}} \left( 1 + O \left( \frac{1}{a_{m\overline{m}}} \right) \right) , \quad \text{as } |a_{m\overline{m}}| \to +\infty. \]

Thanks to (1.7), (4.1) and (4.2), it is sufficient to get
\[ \nabla_m \nabla_{\overline{m}} u \leq C_K \]
for the normal-normal estimate (4.3). The argument splits into two cases.

**Case 1:** there holds
\[ \lim_{\lambda_m \to +\infty} f(\lambda_1, \cdots, \lambda_{m-1}, \lambda_m) = +\infty , \quad \lambda' = (\lambda_1, \cdots, \lambda_{m-1}) \in \Gamma_\infty. \]

In this case, from (4.1) and (4.2), it follows that \( \lambda'(\vartheta_u^b) \) lies in a compact set \( L \subset \Gamma_\infty \). Hence there exist uniform positive constants \( c_0 \) and \( R_0 \) depending only on the range of \( \lambda'(\vartheta_u^b) \) such that for any \( R \geq R_0 \) one infers
\[ f(\lambda'(\vartheta_u^b), R) > \sup_{x \in M} h(x) + c_0, \]
and hence we get
\[ f(\lambda', R) > \sup_{x \in M} h(x) + c_0/2 , \quad \forall \lambda' \in U_L, \quad R \geq R_0 , \]
since \( f_m > 0 \), where \( U_L \) is the neighborhood of \( L \).

From (4.24), (4.25) and (4.26), one can deduce that there exists a \( R_1 \geq R_0 \) such that if \( (\vartheta_u)_{m\overline{m}} \geq R_1 \)
\[ \lambda_m(\vartheta_u^b) \geq (\vartheta_u)_{m\overline{m}} \geq R_1 \geq R_0, \quad \lambda_j(\vartheta_u^b) \in U_L, \quad 1 \leq j \leq m-1. \]

This, together with (4.28), yields that
\[ F(\vartheta_u^b) = f(\lambda(\vartheta_u^b)) > \sup_{x \in M} h(x) + c_0/2 , \]
a contradiction to (4.5), and hence (4.27) as well as (4.3) follows.

**Case 2:** there holds
\[ f_\infty(\lambda') := \lim_{\lambda_m \to +\infty} f(\lambda_1, \cdots, \lambda_{m-1}, \lambda_m) < +\infty , \quad \lambda' = (\lambda_1, \cdots, \lambda_{m-1}) \in \Gamma_\infty. \]

For any \((m-1) \times (m-1)\) Hermitian matrix \( E \), if \( \lambda'(E) \in \Gamma_\infty \), we define
\[ \tilde{F}(E) = f_\infty(\lambda'(E)). \]
Note that \( \tilde{F} \) is also a concave function, and that
\[
(4.29) \quad c_\infty := \inf_{\partial M} \left( f_\infty \left( \lambda' \left( \vartheta'_{ij} \right) \right) - F(\vartheta_{ij}) \right) > 0.
\]
The concavity of \( f \) yields that for any point \( x \in \partial M \), there exists a \((m - 1) \times (m - 1)\) Hermitian metric \( \left( \tilde{F}_{ij}(x) \right)_{1 \leq i, j \leq m - 1} \) such that
\[
(4.30) \quad \sum_{i,j=1}^{m-1} \tilde{F}_{ij}(x) \left( E_{ij} - (\vartheta_u)_{ij}(x) \right) \geq \tilde{F}(E) - \tilde{F}(\vartheta'_u(x)), \quad \forall E \text{ with } \lambda'(E) \in \Gamma_\infty.
\]
We assume that
\[
P_\infty := \min_{x \in \partial M} \left( \tilde{F}(\vartheta'_u(x)) - h(x) \right) = \tilde{F}(\vartheta'_u(0)) - h(\mathbf{0}).
\]
The argument in Case 1 yields that it is sufficient to prove
\[
(4.31) \quad P_\infty > c_0 > 0
\]
for some uniform constant \( c_0 \).
Taking \( E = \vartheta'_u(x) \) in (4.30) gives us that
\[
(4.32) \quad \sum_{i,j=1}^{m-1} \tilde{F}_{ij}(0) (\vartheta_u(x))_{ij} - h(x) - \sum_{i,j=1}^{m-1} \tilde{F}_{ij}(0) (\vartheta_u(0))_{ij} + h(0) \geq \tilde{F}(\vartheta'_u(x)) - h(x) - P_\infty \geq 0, \quad \forall x \in \partial M.
\]
Note that on \( \partial M \) there holds
\[
(4.33) \quad (\vartheta_u)_{ij} - (\vartheta_u)_{ij} = \nabla_i \nabla_j (u - \bar{u}) + W_{ij} \nabla (u - \bar{u})
\]
\[
= -g(X_{2m-1}, \nabla_i \bar{e}_j) \nabla X_{2m-1} (u - \bar{u}) + W_{ij} (\nabla (u - \bar{u}))
\]
\[
= -\nabla X_{2m-1} (u - \bar{u}) \left( g(X_{2m-1}, \nabla_i \bar{e}_j) - \frac{1}{\sqrt{2}} \left( W_{ij}^m + W_{ij}^m \right) \right)
\]
with \( 1 \leq i,j \leq m - 1 \). Here we remind that \( \nabla_i \bar{e}_j = [e_i, \bar{e}_j]^{(0,1)} \). Hence at \( \mathbf{0} \), we can deduce from (4.29), (4.30) and (4.33) that
\[
(4.34) \quad \nabla X_{2m-1} (u - \bar{u}) \sum_{1 \leq i,j \leq m-1} \tilde{F}_{ij} \left( g(X_{2m-1}, \nabla_i \bar{e}_j) - \frac{1}{\sqrt{2}} \left( W_{ij}^m + W_{ij}^m \right) \right)
\]
\[
= \sum_{1 \leq i,j \leq m-1} \tilde{F}_{ij} (\vartheta_u)_{ij} - \sum_{1 \leq i,j \leq m-1} \tilde{F}_{ij} (\vartheta_u)_{ij}
\]
\[
\geq \tilde{F}(\vartheta'_u(0)) - h(0) - P_\infty \geq c_\infty - P_\infty.
\]
We assume that
\[
\nabla X_{2m-1} (u - \bar{u}) \sum_{1 \leq i,j \leq m-1} \tilde{F}_{ij} \left( g(X_{2m-1}, \nabla_i \bar{e}_j) - \frac{1}{\sqrt{2}} \left( W_{ij}^m + W_{ij}^m \right) \right) > c_\infty / 2, \quad \text{at } \mathbf{0};
\]
otherwise the equality (4.31) follows from (4.34) and the conclusion follows. We set
\[
\eta(x) = \sum_{1 \leq i,j \leq m-1} \tilde{F}_{ij}(0) \left( g(X_{2m-1}, \nabla_i \bar{e}_j) - \frac{1}{\sqrt{2}} \left( W_{ij}^m + W_{ij}^m \right) \right)(x), \quad \forall x \in \partial M.
\]
It follows from (3.1) that
\[
\eta(0) \geq 2\epsilon_\infty c_\infty,
\]
where \( \epsilon_\infty > 0 \) is a uniform constant. We assume that \( \eta \geq \epsilon_\infty c_\infty \) on \( M_\delta \) with \( \delta > 0 \) sufficiently small.
We consider the quantity
\[ \Phi(x) := - (\nabla x_{2m-1} (u - \bar{u})) (x) + \frac{1}{\eta(x)} \sum_{i,j=1}^{m-1} \tilde{F}^{ij} (0) \left( (\partial_{\bar{u}} (x))_{ij} - (\partial_{u})_{ij} (0) \right) - \frac{h(x) - h(0)}{\eta(x)} \]
\[ = - (\nabla x_{2m-1} (u - \bar{u})) (x) + \Phi_1(x), \quad \forall x \in M_\delta. \]
We deduce from (4.32) and (4.33) that
\[ \Phi(0) = 0, \quad \Phi(x) \geq 0 \quad \forall x \in M_\delta \cap (\partial M). \]
It follows from (2.12) and (2.13) that
\[ \Phi(x) \geq 0 \quad \forall x \in M_\delta \cap (\partial M). \]
From (1.5), we get
\[ F^{ij} \nabla_i \nabla_j \nabla x_\beta u = F^{ij} \nabla_i \nabla_j u + O \left( |\partial u|_g \mathcal{F} + \sum_k f_k |\lambda_k| \right). \]
From (4.36), we get
\[ X_\beta h = F^{ij} \left( \nabla x_\beta \chi_{ij} + \nabla x_\beta \nabla_i \nabla_j u \right) + F^{ij} \left( \left( \nabla x_\beta \frac{W_p}{ij} \nabla_p u \right) + \left( \nabla x_\beta \frac{W_p}{ji} \nabla_p u \right) \right) + F^{ij} \left( \frac{W_p}{ij} \nabla_p \nabla x_\beta u - T(X_\beta, e_p) u \right) + F^{ij} \left( \frac{W_p}{ji} \nabla_p \nabla x_\beta u - T(X_\beta, e_p) u \right) \]
From (4.36) and (4.37), it follows that
\[ L (\nabla x_\beta (u - \bar{u})) = F^{ij} \left( \nabla_i \nabla_j \nabla x_\beta (u - \bar{u}) + W_{ij} (\nabla \nabla x_\beta (u - \bar{u})) \right) \]
\[ = O \left( 1 + (1 + |\partial u|_g) \mathcal{F} + \sum_k f_k |\lambda_k| \right). \]
Hence we have
\[ \sum_{\beta=1}^{2m-2} L \left( (\nabla x_\beta (u - \bar{u}))^2 \right) \]
\[ = 2 \sum_{\beta=1}^{2m-2} (\nabla x_\beta (u - \bar{u})) L (\nabla x_\beta (u - \bar{u})) \]
\[ + 2 \sum_{\beta=1}^{2m-2} F^{ij} \left( \nabla_i \nabla x_\beta (u - \bar{u}) \right) \left( \nabla_j \nabla x_\beta (u - \bar{u}) \right) \]
\[ = 2 \sum_{k=1}^{m-1} F^{ij} \left( (\nabla_i \nabla_k (u - \bar{u})) \left( \nabla_j \nabla_k (u - \bar{u}) \right) + \left( \nabla_i \nabla_k (u - \bar{u}) \right) \left( \nabla_k \nabla_j (u - \bar{u}) \right) \right) \]
\[ + O \left( K + K \mathcal{F} + K \sum_k f_k |\lambda_k| \right) \]
\[ \geq 2 \sum_{k=1}^{m-1} F^{ij} \left( (\nabla_i \nabla_k (u - \bar{u})) \left( \nabla_k \nabla_j (u - \bar{u}) \right) - CK \left( 1 + \mathcal{F} + \sum_k f_k |\lambda_k| \right) \right) \]
\[ \geq F^{ij} (\partial_{u})_{ik} (\partial_{u})_{kj} - CK \left( 1 + \mathcal{F} + \sum_k f_k |\lambda_k| \right) \]
\[
\geq \frac{1}{2} \sum_{k \neq r} f_k \lambda_k^2 - CK \left(1 + F + \sum_k f_k |\lambda_k| \right),
\]
where for last second inequality we use (1.4) and the Cauchy-Schwarz inequality, and for the last inequality we use Lemma 2.7.

We set
\[
\Psi := A_1 K v + A_2 K \lambda^2 - \frac{1}{K} \sum_{\beta=1}^{2m-2} (\nabla \beta (u - \mathfrak{u}))^2.
\]
Since \( \Phi_1 \) is a uniform quality, it follows from (1.8), (4.5), (4.23), (4.35), (4.38) and (4.39) that
\[
\left\{ \begin{array}{ll}
L(\Phi + \Psi) \leq 0, & \text{on } M_\delta, \\
\Phi + \Psi \geq 0, & \text{on } \partial M_\delta,
\end{array} \right.
\]
with \( A_1 \gg A_2 \gg 1 \) chosen sufficiently large. The minimum principle yields that \( \Phi + \Psi \geq 0 \) on \( M_\delta \).

This, together with the definition of \( \Phi \), yields that
\[
\nabla \mathfrak{X} (\lambda (\nabla u (0))) \leq CK.
\]
Now we know that \( \lambda(\nabla u (0)) \) lies in the compact set by (1.7) and Assumption 2 of \( f \) in the introduction. Hence we have
\[
P_\infty \geq f (\lambda' (\nabla u (0)), R) - h (0) > 0
\]
for \( R \) sufficiently large since \( f_m > 0 \), which yields (4.31), as desired.

\textbf{Remark.} Actually our proof needs no restriction on \( W_{ij} \).

\section{5. Second Order Interior Estimate}

In this section, we prove the second order interior estimates

\textbf{Theorem 5.1.} Let \((M, J, g)\) be a compact Hermitian manifold without boundary and \( \dim_{\mathbb{C}} M = m \), where \( g \) is the Hermitian metric with respect to the complex structure \( J \). Suppose that \( u \in C^4 (M, \mathbb{R}) \) is a \( C \)-subsolution to (1.5) and that \( u \in C^4 (M, \mathbb{R}) \) is a solution to (1.5). There exists a uniform constant \( C \) depending only on background data such that
\[
\sup_M |\sqrt{-1} \partial \bar{\partial} u|_g \leq CK,
\]
where \( K := 1 + \sup_M |\partial u|_g^2 \).

This theorem is obtain by [68] and [56] (cf. [55]). Here we sketch a slightly different proof motivated by [52].

\textbf{Proof of Theorem 5.1} For convenience, we assume that \( u = 0 \); otherwise, we can use \( \chi u \) to replace \( u \). Let \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m \) be the eigenvalues of \( \vartheta^* g \), i.e., the eigenvalues of \((\vartheta u)_{ij}\) with respect to \( g \). Then since \( \sum_{i=1}^m \lambda_i > 0 \), it follows that \( \lambda_1 > 0 \) and we consider the quantity
\[
H (x) := \log \lambda_1 (x) + \varsigma (|\partial u|_g^2 (x)) + \psi (u(x)), \quad \forall x \in M,
\]
where we define
\[
\varsigma (s) = -\frac{1}{2} \log \left( 1 - \frac{s}{2K} \right), \quad \psi (s) = D_1 e^{-D_2 s},
\]
with sufficiently large uniform constants \( D_1, D_2 > 0 \) to be determined later. Note that
\[
\varsigma (|\nabla u|_g^2) \in [0, 2 \log 2]
\]

and
\[ \frac{1}{4K} < \epsilon' < \frac{1}{2K}, \quad \epsilon'' = 2(\epsilon')^2 > 0. \]

We assume that \( H \) attains its maximum at the interior point \( x_0 \in M \). It suffices to show that there holds \( \lambda_1 \leq CK \) at \( x_0 \) for some uniform constant \( C \). In what follows we may assume that \( \lambda_1 \gg K \) at the point \( x_0 \) without loss of generality and hence (4.10) holds. In the followup, we will calculate at the point \( x_0 \) under the local coordinate \((z_1, \ldots, z_m)\) for which \( g \) is the identity and \( \vartheta_u \) is diagonal with entries \((\vartheta_u)_{ii} = \lambda_i\) for \( 1 \leq i \leq m \), unless otherwise indicated. Note that \((F^{ij})\) is also diagonal at the point \( x_0 \) (see Section 2.3).

**Lemma 5.2.** There exists a uniform constant \( C > 0 \) such that

\[
L(|\partial u|_g^2) = \sum_k F^{ii} \left( |\nabla_i \nabla_k u|^2 + |\nabla_i \nabla_k u|^2 \right) + 2\Re \left( \sum_k (\nabla_k u) (\nabla_k h) \right) \\
+ F^{ii} (\nabla_k u) T^p_{ki} (\nabla_i \nabla_p u) + F^{ii} (\nabla_k u) T^p_{ki} (\nabla_p \nabla_i u) + O(|\partial u|_g^2) F \\
\geq \sum_k F^{ii} \left( |\nabla_i \nabla_k u|^2 + (1 - \varepsilon) |\nabla_i \nabla_k u|^2 \right) \\
+ 2\Re \left( \sum_k (\nabla_k u) (\nabla_k h) \right) - C\varepsilon^{-1} |\partial u|_g^2 F,
\]

where \( \varepsilon \) is an arbitrary constant with \( \varepsilon \in (0, 1/2] \).

**Proof of Lemma 5.2.** A direct calculation yields that

\[
L(|\partial u|_g^2) = F^{ij} ((\nabla_i \nabla_j u) (\nabla_p u) + |\nabla_i \nabla_p u|^2 + |\nabla_i \nabla_p u|^2 + (\nabla_p u) (\nabla_i \nabla_p u)) \\
+ F^{ij} W_{ij}^k ((\nabla_k \nabla_p u) (\nabla_p u) + (\nabla_p u) (\nabla_k \nabla_p u)) \\
+ F^{ij} W_{ij}^p ((\nabla_k \nabla_p u) (\nabla_p u) + (\nabla_p u) (\nabla_k \nabla_p u)).
\]

One infers from (1.5) that

\[
\nabla_k h = F^{ij} \left( \nabla_k \chi_{ij} + \nabla_i \nabla_j \nabla_i u + \nabla_k (W_{ij} (du)) \right),
\]

\[
\nabla_k h = F^{ij} \left( \nabla_k \chi_{ij} + \nabla_i \nabla_j \nabla_i u + \nabla_k (W_{ij} (du)) \right).
\]

It follows from (2.11) that

\[
\nabla_k (W_{ij} (du)) = \nabla_k \left( W_{ii}^p \nabla_p u + \overline{W_{ii}^p} \nabla_p u \right) \\
= (\nabla_k W_{ii}^p) \nabla_p u + \overline{(\nabla_k W_{ii}^p)} \nabla_p u + W_{ii}^p \nabla_p \nabla_k u - W_{ii}^p T^q_{kp} \nabla_q u + \overline{W_{ii}^p} \nabla_p \nabla_k u,
\]

and

\[
\nabla_k (W_{ii}^j (du)) = \nabla_k \left( W_{ii}^j \nabla_p u + \overline{W_{ii}^j} \nabla_p u \right) \\
= (\nabla_k W_{ii}^j) \nabla_p u + \overline{(\nabla_k W_{ii}^j)} \nabla_p u + W_{ii}^j \nabla_p \nabla_k u + \overline{W_{ii}^j} \nabla_p \nabla_k u - W_{ii}^j T^q_{kp} (\nabla q u).
\]

Thanks to (2.11), (2.12), (2.13), (5.3), (5.4), (5.31) and (5.6), we can deduce

\[
F^{ii} \nabla_k u \nabla_i \nabla_j \nabla_k u = F^{ii} \nabla_k u \left( \nabla_k \nabla_i \nabla_j \nabla_k u - T^q_{ik} \nabla_q u + R_{ikq}^p g^{qp} \nabla q u \right)
\]

26
Applying the operator \( \phi \)

Let \( \lambda_1 \) may not be smooth at \( x_0 \), we define a smooth function \( \phi \) on \( M \) by (cf. [6] Lemma 5) and [62] Proof of Theorem 3.1)

\[
H(x_0) \equiv \log(\phi(x)) + \psi(|\partial u|^2(x)) + \frac{1}{2} \sum \lambda_i \quad \forall x \in M.
\]

Note that \( \phi \) satisfies

\[
\phi(x) \geq \lambda_1(x) \quad \forall x \in M, \quad \phi(x_0) = \lambda_1(x_0).
\]

Applying the operator \( L \) defined in (4.10) to (5.9), one infers

\[
0 = \frac{1}{\lambda_1} \left( L(\phi) - \frac{1}{\lambda_1} F \phi \right) + \psi' L(u) + \frac{1}{2} \sum L_p \phi \nabla_p u^2
\]

Differentiating (5.9) one can deduce

\[
0 = \frac{\nabla_1(\phi)}{\phi} + \psi' \left( \nabla_p u \nabla_1 u + \nabla_1 u \nabla_p u \right) + \psi' \left( \nabla_1 u \right).
\]

**Lemma 5.3.** Let \( \mu \) denote the multiplicity of the largest eigenvalue of \( \partial_u \) at \( x_0 \), so that \( \lambda_1 = \cdots = \lambda_\mu > \lambda_{\mu+1} \geq \cdots \geq \lambda_m \). Then at \( x_0 \), for each \( i \) with \( 1 \leq i \leq m \), there hold

\[
\nabla_i(\partial_u)_{k\ell} = (\nabla_i \phi)_{g_{k\ell}}, \quad \text{for} \quad 1 \leq k, \ell \leq \mu,
\]

\[
\nabla_i \nabla_i \phi \geq \nabla_i \nabla_i (\partial_u)_{11} + \sum_{q > \mu} \frac{|\nabla_i (\partial_u)_{q1}|^2 + |\nabla_i (\partial_u)_{1q}|^2}{\lambda_1 - \lambda_q}.
\]

**Proof of Lemma 5.3.** This is a slight generalization of [62], Lemma 3.2] since \((\partial_u)_{k\ell}\) is not necessarily positive definite and the proof is the same as [62] Proof of Lemma 3.2] by replacing \( g \) there with \( \partial_u \) here since it only uses the fact that \( \phi \) is smooth and satisfies (5.9) (i.e., [62] Formula (3.4)). This completes the proof of Lemma 5.3.

It follows from (1.1) and (2.14) that

\[
F^{\bar{u}} \nabla_i (\partial_u)_{11} = F^{\bar{u}} \nabla_i (\partial_u)_{11} + \nabla_i (\partial_u)_{11} \left( W_{11} \nabla_1 u + W_{11} \nabla_1 u \right)
\]

\[
+ F^{\bar{u}} \nabla_1 \nabla_1 \nabla_1 \nabla_1 u - F^{\bar{u}} \left( T_{11} \nabla_1 \nabla_1 \nabla_1 u + T_{11} \nabla_1 \nabla_1 \nabla_1 u \right)
\]

\[
+ F^{\bar{u}} \left( R_{11} \nabla_1 \nabla_1 u - R_{11} \nabla_1 \nabla_1 u - T_{11} \nabla_1 \nabla_1 \nabla_1 u \right).
\]
Differentiating both sides of (5.3) by $\nabla_\ell$ gives
\begin{equation}
(5.16) \quad \nabla_\ell \nabla_k h = F^{\ell p q} (\nabla_k (\partial u)_{ij}) (\nabla_\ell (\partial u)_{ij}) + F^{\ell q} (\nabla_\ell \nabla_k \chi_{ij} + \nabla_\ell \nabla_\ell \nabla_j \nabla_i u + \nabla_\ell \nabla_k (W_{ij}(du))).
\end{equation}

Substituting (5.16) with (5.20) which yields that
\begin{equation}
(5.17)
F^{\ell i} \nabla_i \nabla_i (\partial u)_{1\ell}
= - F^{\ell i p q} (\nabla_1 (\partial u)_{ij}) (\nabla_1 (\partial u)_{pq})
+ F^{\ell i} (\nabla_1 \nabla_i \chi_{1i} - \nabla_1 \nabla_1 \chi_{ii})
+ F^{\ell i} (\nabla_1 \nabla_i (W_{11}(du)) - \nabla_1 \nabla_1 (W_{ii}(du)))
+ \nabla_1 \nabla_1 h - F^{\ell i} (T^p_{i1} \nabla_i \nabla_p u + T^q_{i1} \nabla_i \nabla_q \nabla_1 u)
+ F^{\ell i} (R_{i1 p} \nabla_1 \nabla_p u - R_{i1 p} \nabla_i \nabla_p u - T^p_{i1} T^q_{i1} \nabla_q \nabla_p u).
\end{equation}

It follows from (1.1), (5.13) and Young’s inequality that
\begin{equation}
(5.18)
F^{\ell i} (T^p_{i1} \nabla_i \nabla_p u + T^q_{i1} \nabla_i \nabla_q \nabla_1 u)
= 2R \left( F^{\ell i} T^p_{i1} \nabla_i (\partial u)_{1q} - F^{\ell i} T^q_{i1} \left( (\nabla_1 W^p_{1q}) \nabla_p u + W^p_{1q} \nabla_i \nabla_p u + \nabla_1 W^p_{1q} \nabla_p u + \nabla_1 W^p_{1q} \nabla_p u \right) \right)
\geq 2R \left( F^{\ell i} T^p_{i1} \nabla_i (\partial u)_{1q} \right) + 2R \left( F^{\ell i} \sum_{q>\mu} T^q_{i1} \nabla_i (\partial u)_{1q} \right)
- C\lambda_1 F - C \sum_p F^{\ell i} |\nabla_i \nabla_p u|
\geq - CF^{\ell i} |\nabla_i (\partial u)_{1q}| - \sum_{q>\mu} F^{\ell i} \frac{|\nabla_i (\partial u)_{1q}|^2}{\lambda_1 - \lambda_q} - C\lambda_1 F - C \sum_p F^{\ell i} |\nabla_i \nabla_p u|,
\end{equation}

where we use the fact that $\lambda_1 \gg K > 1$ and that both $|u_{ij}|$ and $\lambda_q$ ($q > \mu$) can be controlled by $\lambda_1$.

**Case 1:** $f$ can be rewritten as (1.9). In this case, we actually give a slightly different proof of the second order estimates in [56]. Hence we just point out the main differences and sketch the similar part. Note that
\begin{equation}
(5.19)
\mu_j = \frac{1}{m-1} \sum_{k \neq j} \lambda_k, \quad \lambda_j = \sum_{k=1}^m \mu_k - (m-1) \mu_j.
\end{equation}

We collect some basic properties about $f_i$ and $\tilde{f}_i$ from [54, 56]. If $\lambda \in \Gamma$ with $\lambda_1 \geq \cdots \geq \lambda_m$, then $\mu_1 \leq \cdots \leq \mu_m$ and $\tilde{f}_1 \geq \cdots \geq \tilde{f}_m$. We have
\begin{equation}
(5.20)
f_k = \frac{1}{m-1} \sum_{i \neq k} \tilde{f}_i,
\end{equation}

which yields that $0 < f_1 \leq \cdots \leq f_m$. There also holds
\begin{equation}
(5.21)
0 < \frac{\tilde{f}_1}{m-1} \leq f_k \leq \tilde{f}_1, \quad k > 1.
\end{equation}

In addition, it follows from (5.20) with $k = 1$ that
\begin{equation}
(5.22)
\tilde{f}_i \leq (m-1) f_1, \quad i > 1.
\end{equation}
It follows from Condition (1) and Condition (2) of \( Z(u) \) given by (1.2), (5.19), (5.20), (5.21), (5.22) that (see the argument in [56])

\[
(5.23) \quad F[iii]W_{ii}(\nabla(\partial_u)_{11})
\]

\[= \tilde{F}[m]Z_{ii}(\nabla(\partial_u)_{11})
\]

\[= \tilde{F}[11] \sum_{p>1} \left( Z_{i1}^p \nabla_p(\partial_u)_{11} + \tilde{Z}_{i1}^p \nabla_p(\partial_u)_{11} \right) + \sum_{i>1} \tilde{F}[ii]Z_{ii}(\nabla(\partial_u)_{11})
\]

\[\leq C \sum_{p>1} F[p] |\nabla_p(\partial_u)_{11}| + CF[11] \sum_{q > 1} |\nabla_q(\partial_u)_{11}|
\]

\[= C \sum_{p>1} F[p] |\nabla_p(\partial_u)_{11}| + CF[11] |\nabla_1(\partial_u)_{11}| + CF[11] \sum_{q>1} |\nabla_q(\partial_u)_{11}|
\]

\[\leq C \sum_{p} F[p] |\nabla_p(\partial_u)_{11}|, \]

\[
(5.24) \quad F[iii] \nabla_i \nabla_i(W_{11}(du)) \geq -C \left( F[iii] \sum_{p} |\nabla_i \nabla_p u| + \lambda_1 F \right)
\]

and

\[
(5.25) \quad F[iii] \nabla_i \nabla_1(W_{ii}(du)) \leq C \left( F[iii] \left( |\nabla_i(\partial_u)_{11}| + \sum_{p} |\nabla_i \nabla_p u| \right) + \lambda_1 F \right),
\]

where we also use the fact that \( \lambda_1 \gg K > 1 \) and that \( |u_{ij}| \) can be controlled by \( \lambda_1 \). Note that (5.24) and (5.25) can be found in [56] directly (cf. [72]).

Applying the operator \( L \) defined in (2.19) to \( \phi \), we can deduce from (4.10), (5.13), (5.14), (5.17), (5.18), (5.23), (5.24) and (5.25) that

\[
(5.26) \quad L(\phi) = F[iii] (\nabla_i \nabla_i \phi + W_{ii}(\nabla \phi))
\]

\[\geq F[iii] \nabla_i \nabla_i(\partial_u)_{11} + F[iii] W_{ii}(\nabla(\partial_u)_{11})
\]

\[+ \sum_{q>\mu} F[iii] \frac{|\nabla_i(\partial_u)_{q1}|^2 + |\nabla_i(\partial_u)_{q1}|^2}{\lambda_1 - \lambda_q}
\]

\[\geq - F[iii,p] (\nabla_1(\partial_u)_{ij}) (\nabla_1(\partial_u)_{pq})
\]

\[+ 2R \left( F[iii,p] \nabla_i(\partial_u)_{pq} \right) \sum_{q>\mu} F[iii] \frac{|\nabla_i(\partial_u)_{q1}|^2 + |\nabla_i(\partial_u)_{q1}|^2}{\lambda_1 - \lambda_q}
\]

\[- CF[iii] \left( |\nabla_i(\partial_u)_{11}| + \sum_{p} |\nabla_i \nabla_p u| \right) - C \lambda_1 F
\]

\[\geq - F[iii,p] (\nabla_1(\partial_u)_{ij}) (\nabla_1(\partial_u)_{pq})
\]

\[- CF[iii] \left( |\nabla_i(\partial_u)_{11}| + \sum_{p} |\nabla_i \nabla_p u| \right) - C \lambda_1 F
\]
From (5.14) and (5.26), one can infer that

\begin{equation}
0 \geq - \frac{1}{\lambda_1} F^{ij,pq} (\nabla_1 (\partial_u)_{ij}) (\nabla_1 (\partial_u)_{pq}) - \frac{1}{\lambda_1^2} F^{ii} |\nabla_i \phi|^2 \\
+ \zeta' L(|\partial_u|^2) + \zeta'' F^{ii} \left| \sum_p ((\nabla_i \nabla_p u)(\partial_p u) + (\nabla_p u)(\nabla_i \nabla_p u)) \right|^2 \\
+ \psi' L(u) + \psi'' F^{ii} |\nabla_i u|^2 - \frac{C}{\lambda_1} F^{ii} \left( |\nabla_i (\partial_u)_{11}| + \sum_p |\nabla_i \nabla_p u| \right) - CF.
\end{equation}

Since \( \zeta' \geq 1/(4K) \), it follows from (5.1) with \( \varepsilon = 1/3 \) and Young’s inequality that

\begin{equation}
\zeta' L(|\partial_u|^2) - \frac{C}{\lambda_1} F^{ii} \sum_p |\nabla_i \nabla_p u| \\
\geq \frac{1}{6K} \sum_k F^{ii} \left( |\nabla_i \nabla_k u|^2 + |\nabla_i \nabla_k u|^2 \right) - CF,
\end{equation}

where we also use the fact that \( \lambda_1 \gg K > 1 \). Hence we can deduce from (5.27) and (5.28) that

\begin{equation}
0 \geq - \frac{1}{\lambda_1} F^{ij,pq} (\nabla_1 (\partial_u)_{ij}) (\nabla_1 (\partial_u)_{pq}) - \frac{1}{\lambda_1^2} F^{ii} |\nabla_i \phi|^2 \\
+ \frac{1}{6K} \sum_k F^{ii} \left( |\nabla_i \nabla_k u|^2 + |\nabla_i \nabla_k u|^2 \right) \\
+ \zeta'' F^{ii} \left| \sum_p ((\nabla_i \nabla_p u)(\partial_p u) + (\nabla_p u)(\nabla_i \nabla_p u)) \right|^2 \\
+ \psi' L(u) + \psi'' F^{ii} |\nabla_i u|^2 - \frac{C}{\lambda_1} F^{ii} |\nabla_i (\partial_u)_{11}| - CF.
\end{equation}

From (5.13), we know that \( \nabla_i \phi = \nabla_i (\partial_u)_{11} \). This, together with (5.6) Equation (3.7)], yields that (5.24) is the same as (5.6) Equation (3.28)] essentially after changing \( \nabla_p \nabla_p u \) and \( \nabla_i (\partial_u)_{11} \) into \( \partial_i \partial_p u \) and \( \partial_i (\partial_u)_{11} \) respectively, and changing the coefficient of \( F \) into a larger uniform constant (only replacing \( \lambda_{1,k} \) in (5.6) with \( \nabla_k \phi \), \( g_{kk} \) in (5.6) by \( (\partial_u)_{kk} \), the metric \( \alpha \) in (5.6) by \( g \), \( \phi \) in (5.6) by \( \zeta \) and \( F^{kk} u_{kk} \) in (5.6) by \( L(u) \)). After changing these notations, we can repeat the argument in (5.6) word for word to get

\begin{equation}
\lambda_1 \leq CK,
\end{equation}

by replacing \( \tilde{H}_k = 0 \) in (5.6) by (5.12) and replacing the paragraph between (5.6) Inequality (3.53)][(not containing) and (5.6) Inequality (3.54)][(containing) by

\( \psi' L(u) = \psi' F^{kk} ((\partial_u)_{kk} - \lambda_{kk}) \).

Case 2: \( f \) cannot be rewritten as (1.9). In this case, we actually give a slightly different proof of the second order estimates in (55) [8]. Hence we just point out the main differences and sketch the similar part.

We can deduce from (2.11), (2.12), (2.13) and (5.31) that

\begin{equation}
\nabla_{\ell} \nabla_k (W_{ii}(du)) = (\nabla_{\ell} \nabla_k W_{ii}) \nabla_p u + (\nabla_k W_{ii}) (\nabla_{\ell} \nabla_p u) \\
+ (\nabla_{\ell} \nabla_k W_{ii}) \nabla_p u + (\nabla_k W_{ii}) \nabla_{\ell} \nabla_p u \\
+ (\nabla_{\ell} W_{ii}) (\nabla_p \nabla_k u - T_{kp} \nabla_q u) + W_{ii} \nabla_{\ell} \nabla_k \nabla_p u
\end{equation}
We can deduce from (1.1), (1.15) and (4.10) that
\[ \lambda - \ldots \]
where we use (4.10) and the fact that (5.33), (5.34) and (5.35) that
\[ \geq - \nabla F u + 2 \Re \left( F_{i}^{\bar{i}} W_{11}^{p} \nabla u \right) \]
A direct calculation with (5.33) yields that
\[ (5.32) \quad F_{i}^{\bar{i}} W_{11}^{p} \nabla u \]
\[ = W_{11}^{p} \nabla u - F_{i}^{\bar{i}} W_{11}^{p} \left( \nabla u \chi_{i} + (\nabla u \chi_{1}) \nabla q u + W_{q}^{p} \nabla u \right) \]
Substituting (1.15) and (5.32) into (5.31) with \((\ell, k, i) = (i, i, 1, 1)\) yields that
\[ (5.33) \quad F_{i}^{\bar{i}} \nabla u (W_{11}(du)) = O(|\partial u| F) + O(1) \sum \left( F_{i}^{\bar{i}} \nabla u | \nabla u | + |\nabla u | \right) \]
where we use (4.10) and the fact that \(\lambda_{1} \gg K > 1\).
It follows from (5.31) with \((\ell, k) = (1, 1)\) that
\[ (5.34) \quad - F_{i}^{\bar{i}} \nabla_{1} \nabla (W_{11}(du)) \geq - F_{i}^{\bar{i}} a_{1} \nabla_{1} \nabla_{1} u - F_{i}^{\bar{i}} a_{1} \nabla_{1} \nabla_{1} u - C F_{i}^{\bar{i}} |\nabla_{1} u| - C \lambda_{1} \quad \text{where we use the fact } \lambda_{1} \gg K > 1. \]
We can deduce from (1.1), (1.15) and (4.10) that
\[ (5.35) \quad F_{i}^{\bar{i}} \left( W_{11}^{p} \nabla u (\partial u)_{11} + W_{11}^{p} \nabla u (\partial u)_{11} \right) \]
\[ = F_{i}^{\bar{i}} W_{11}^{p} \left( \nabla u \chi_{11} + \nabla u \nabla_{1} u + W_{q}^{p} \nabla q u + W_{11}^{q} \nabla u \right) \]
\[ \geq F_{i}^{\bar{i}} a_{1} \nabla_{1} \nabla_{1} u - C F_{i}^{\bar{i}} |\nabla_{1} u| - C \lambda_{1} \quad \text{where we also use the fact that } \lambda_{1} \gg K > 1. \]
Applying the operator \(L\) defined in (2.16) to \(\phi\), we can deduce from (5.13), (5.14), (5.17), (5.15), (5.33), (5.34) and (5.35) that
\[ (5.36) \quad L(\phi) = F_{i}^{\bar{i}} \left( \nabla_{1} \nabla_{1} \phi + W_{i}^{\bar{i}} (\nabla \phi) \right) \]
\[ \geq F_{i}^{\bar{i}} a_{1} \nabla_{1} \nabla_{1} u + F_{i}^{\bar{i}} W_{11}^{p} (\nabla u)_{11} \]
\[ + \sum_{q>\mu} \frac{F_{i}^{\bar{i}} |\nabla_{1} (\partial u)_{q} |^{2} + |\nabla_{1} (\partial u)_{q} |^{2}}{\lambda_{1} - \lambda_{q}} \]
\[ \geq - F_{i}^{\bar{i} j} \phi_{q} (\nabla_{1} (\partial u)_{i j}) (\nabla_{1} (\partial u)_{p q}) \]
\[ - C F_{i}^{\bar{i}} (|\nabla_{1} (\partial u)_{q} | + |\nabla_{1} \nabla_{1} u|) - C \lambda_{1} \quad \text{for } i, j = 1, 2, \ldots, d. \]
It follows from (5.36) and the arguments in Case 1 that we can also have (5.29), which the same as [56, Equation (3.28)] essentially after changing \(\nabla_p \nabla_p u\) and \(\nabla_i (\partial_i u)_{11}\) respectively, and changing the coefficient of \(F\) into a larger uniform constant (only replacing \(\tilde{\lambda}_{1,k}\) in [56] with \(\nabla_k \Phi\), \(g_{k\ell}\) in [56] by \((\vartheta u)_{k\ell}\), the metric \(\alpha\) in [56] by \(g\), \(\phi\) in [56] by \(\zeta\) and \(F^{kk} u_{kk}\) in [56] by \(L(u)\)). Note that in this case, \(Z(u)\) given by (1.12) also satisfies Condition (1) and Condition (2), and the argument after [56, Equation (3.28)] does not use (5.19), (5.20), (5.21) or (5.22). Hence after changing these notations, we can repeat the argument after [56, Equation (3.28)] word for word to get

\[\lambda_1 \leq CK,\]

by replacing \(\bar{H}_k = 0\) in [56] by (5.12) and replacing the paragraph between [56] Inequality (3.53)](not containing) and [56] Inequality (3.54)](containing) by

\[\psi' L(u) = \psi' F^{kk} ((\partial_u)_{k\ell} - \chi_{kk}).\]

This completes the proof of Theorem 5.1.

**Remark.** In Case 2 above, we can choose different auxiliary functions in [55] to simplify the argument. Here considering the length of the paper, we just use the same auxiliary functions as the ones used in Case 1.

In the proof above, we used a viscosity type argument to deal with the non-differentiability of the largest eigenvalue \(\lambda_1\) as in [62] (cf. [6]). The authors of [55, 56] use a perturbation argument to deal with this issue. As pointed out in [56], maybe we can overcome the non-differentiability of the largest eigenvalue \(\lambda_1\) by a carefully chosen quadratic function \((\vartheta u)_{ij}\) as in [61, 63].

Thanks to (1.7), Theorem 4.1 and Theorem 5.1 we can deduce

**Corollary 5.4.** Let \((M, J, g)\) be a compact Hermitian manifold with smooth boundary, \(\text{dim}_\mathbb{C} M = m\), and the canonical complex structure \(J\), where \(g\) is the Hermitian metric. Suppose that \(u \in C^4(M, \mathbb{R})\) is an admissible subsolution to (1.5) - (1.6) and that \(u \in C^4(M, \mathbb{R})\) is a solution to (1.5) - (1.6). There exists a uniform constant \(C_K\) depending only on background data and \(K\) such that

\[\sup_M \left| \lambda_j (\partial^2 u) \right| \leq C_K;\]

\[C_K^{-1} \leq f_j \leq C_K, \quad j = 1, \cdots, m.\]

**Proof.** From Theorem 4.1 and Theorem 5.1 it follows that

\[|\sqrt{-1} \partial \bar{\partial} u|_M \leq C_K.\]

This, together with and Assumption 2 of \(f\) in the Introduction, yields that \(\lambda (\partial^2 u)\) lies in the compact set

\[\left\{ f \geq \inf_M h > \sup \frac{f}{\partial^2 u} \right\} \cap \bar{B}_R(0) \subset \Gamma,\]

for some uniform \(R > 0\), where \(B_R(0) \subset \mathbb{R}^m\) is a ball centered at the origin with radius \(R\), as desired.
6. First Order Estimate

In this section, prove the first order estimates of the solutions to the Dirichlet problem \[1.5\] - \[1.6\] with \( f = \left( \sigma_m / \sigma_{\ell} \right)^{1/(m-\ell)} \), \( \Gamma = \Gamma_m \) and \( 1 \leq \ell \leq m - 1 \).

**Proof of Theorem 1.2.** It is sufficient to prove the upper bound of the gradient of the solution. It is equivalent to obtain the upper bound of \( |\partial u|_g \), where \( u \) is the solution to the Dirichlet problem

\[
\begin{align*}
\left\{ \begin{array}{ll}
F(\varrho_u^\lambda) = f(\lambda(\varrho_u^\lambda)) = h, & \text{on } M, \\
u = 0, & \text{on } \partial M,
\end{array} \right.
\end{align*}
\]

where \( 0 \) is an admissible subsolution to \[6.1\]. Note that \( \chi \) plays the role of \( \varrho_u \) in Theorem \[16.1\].

Recall from \[8\] that a cone \( \Gamma \) is of type 1 if all positive \( \lambda_i \) axes belong to \( \partial \Gamma \) (e.g., all the \( \Gamma_k \) with \( 2 \leq k \leq m \)). Note that the cone in our theorem is also of type 1. For the cone of type 1, it follows from \[33\] that the notion of \( C \)-subsolution in \[55\] and the notion of subsolution in \[34\] are equivalent. Hence by \[34\] Theorem 2.18 (see \[39\] Lemma 2.2 [a refined version]) there exist constants \( R > 0 \) and \( \kappa > 0 \) such that if \( |\lambda(\varrho_u^\lambda)| \geq R \), then there holds

\[
\sum_{i,j} F^{ij}(\varrho_u^\lambda) \left( (\chi^\lambda)^j - (\varrho_u^\lambda)^j \right) \geq \kappa + \kappa \mathcal{F}.
\]

We assume that \( \sup_{M} |\partial u|_g \gg 1 \); otherwise the conclusion follows.

Thanks to Assertion (2) of Lemma 2.4 we deduce that

\[
\mathcal{F} \geq \tau.
\]

We use the auxiliary function in \[17\] in the almost complex case

\[
P := e^{\rho(\eta)} |\partial u|_g^2,
\]

where \( \eta = -u + \sup_{M} u + 1 \) and \( \rho \in C^\infty(\mathbb{R}, \mathbb{R}) \) will be determined later.

We assume that \( P \) attains its maximum at the interior point \( x_0 \); otherwise the conclusion follows from \[3.1\]. Let \( e_1, \ldots, e_m \) be the local unitary frame with respect to \( g \) near \( x_0 \) such that \((\partial u)_{ij}\) and \((F^{ij})\) are diagonal by \[2.29\]. At \( x_0 \), we have

\[
0 \geq L(P) = e^\rho L\left( |\partial u|_g^2 \right) + |\partial u|_g^2 L(e^\rho) + 2\Re \left( \sum_i F^{ii} \left( \nabla_i (|\partial u|_g^2) \right) \left( \nabla_i (e^\rho) \right) \right),
\]

where \( L \) is defined by \[2.19\].

From \[1.1\], \[2.19\] and \[2.30\], it follows that

\[
L(e^\rho) = e^\rho \left( \rho'' + (\rho')^2 \right) F^{ii} |\nabla_i \eta|^2 + e^\rho \rho' \sum_i F^{ii} \left( \nabla_i \nabla_i \eta + W_{ii}(d\eta) \right)
= e^\rho \left( \rho'' + (\rho')^2 \right) F^{ii} |\nabla_i \eta|^2 + e^\rho \rho' \sum_i F^{ii} \left( \nabla_i \eta - (\varrho_u)_{ii} \right).
\]

A direct calculation yields that

\[
2\Re \left( F^{ii} \nabla_i (e^\rho) \nabla_i (|\partial u|_g^2) \right)
= 2\Re \left( \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) \left( \nabla_k \nabla_i u \right) \left( \nabla_k u \right) \right)
+ 2\Re \left( \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) \left( \nabla_i \nabla_k u \right) \left( \nabla_k u \right) \right),
\]
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where

\begin{equation}
(6.7) \quad 2\Re \left( \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) (\nabla_k \nabla_i u) (\nabla_k u) \right)
\end{equation}

\begin{align*}
&= 2\Re \left( \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) ((\partial_u)_{k\bar{i}} - \chi_{k\bar{i}} - W_{k\bar{i}}(\partial u)) (\nabla_k u) \right) \\
&\geq 2 \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) (\partial_{u,k})_{k\bar{i}} (\nabla_k u) - 2 \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) \chi_{k\bar{i}} (\nabla_k u) \\
&\quad - \varepsilon e^\rho (\rho')^2 |\partial u|_g^2 \sum_i F^{ii} (\nabla_i \eta) (\nabla_i \eta) - C\varepsilon^{-1} e^\rho |\partial u|_g^2 F,
\end{align*}

and

\begin{equation}
(6.8) \quad 2\Re \left( \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) (\nabla_i \nabla_k u) (\nabla_k u) \right)
\end{equation}

\begin{align*}
&\geq - (1 - \varepsilon) \sum_k F^{ii} e^\rho |\nabla_i \nabla_k u|^2 - (1 + 2\varepsilon) e^\rho (\rho')^2 |\partial u|_g^2 \sum_i F^{ii} (\nabla_i \eta) (\nabla_i \eta),
\end{align*}

where we use

\[2ab \geq -(1 - \varepsilon)a^2 - (1 + 2\varepsilon)b^2, \quad \forall \varepsilon \in (0, 1/2].\]

Substituting (5.7) and (6.8) into (5.6) implies that

\begin{equation}
(6.9) \quad 2\Re \left( F^{ii} \nabla_i (e^\rho) \nabla_i (|\partial u|_g^2) \right)
\end{equation}

\begin{align*}
&\geq 2 \sum_k e^\rho \rho' F^{ii} (\nabla_i u) (\partial_{u,k})_{k\bar{i}} (\nabla_k u) - C_0 \varepsilon^{-1} e^\rho |\partial u|_g^2 F - (1 - \varepsilon) \sum_i F^{ii} e^\rho |\nabla_i \nabla_k u|^2 \\
&\quad - (1 + 3\varepsilon) e^\rho (\rho')^2 |\partial u|_g^2 \sum_i F^{ii} (\nabla_i \eta) (\nabla_i \eta) - 2 \sum_k e^\rho \rho' F^{ii} (\nabla_i \eta) \chi_{k\bar{i}} (\nabla_k u).
\end{align*}

Thanks to (6.4), (6.5), (5.1) and (6.9), one can deduce that

\begin{equation}
(6.10) \quad 0 \geq (\rho'' - 3\varepsilon (\rho')^2) |\partial u|_g^2 \sum_i F^{ii} |\nabla_i \eta|^2 + \rho' |\partial u|_g^2 \sum_i F^{ii} (\chi_{k\bar{i}} - (\partial_u)_{k\bar{i}}) - C_0 \varepsilon^{-1} |\partial u|_g^2 F
\end{equation}

\begin{align*}
&\quad + 2 \sum_k \rho' F^{ii} (\nabla_i \eta) (\partial_{u,k})_{k\bar{i}} (\nabla_k u) + 2\Re \left( \sum_k (\nabla_k u) (\nabla_k h) \right) \\
&\quad - 2 \sum_k \rho' F^{ii} (\nabla_i \eta) \chi_{k\bar{i}} (\nabla_k u).
\end{align*}

We take

\[\rho(\eta) := \frac{e^{A\eta}}{A}, \quad \varepsilon := \frac{A e^{-A\eta(x_0)}}{6} \text{.}\]

Then it follows from (6.10) that

\begin{equation}
(6.11) \quad 0 \geq \frac{A}{2} \sum_i F^{ii} |\nabla_i u|^2 + \sum_i F^{ii} (\chi_{k\bar{i}} - (\partial_u)_{k\bar{i}}) - \frac{6C_0}{A} F
\end{align*}

\begin{align*}
&\quad - \frac{2}{|\partial u|_g^2} \sum_i F^{ii} (\nabla_i u) (\partial_{u,k})_{k\bar{i}} (\nabla_k u) + \frac{2}{e^{A\eta(x_0)} |\partial u|_g^2} \Re \left( \sum_k (\nabla_k u) (\nabla_k h) \right) \\
&\quad + \frac{2}{|\partial u|_g^2} \sum_k F^{ii} (\nabla_i u) \chi_{k\bar{i}} (\nabla_k u).
\end{align*}
The following argument from [40] splits into two cases.

**Case 1:** $|\lambda(\vartheta_u)| \geq R$. Note that $(\chi_{ki})$ is positive definite and that

\begin{equation}
-2 \sum_k F^{\bar{u}} (\nabla_i u) (\vartheta_u)_{\bar{k}i} (\nabla_k u)
\geq -2 |\partial u_g|^2 \sum_i F^{\bar{u}}(\vartheta_u)_{\bar{i}i} = -2 |\partial u_g|^2 f(\lambda(\vartheta_u)) \geq -C |\partial u_g|^2,
\end{equation}

where we use the fact that

\begin{equation}
\sum_i F^{\bar{u}}(\vartheta_u)_{\bar{i}i} = f(\lambda(\vartheta_u)).
\end{equation}

**Subcase 1.1:** there holds $F^{\bar{u}} \geq K$ for some $\bar{i}$ and $K$ sufficiently large. Proof by contradiction, together with (6.2), (6.11) and (6.12), yields that $|\partial u| \leq C$.

**Subcase 1.2:** there holds $F^{\bar{u}} \leq K$ for all $\bar{i}$, then we assume that $(\vartheta_u)_{11} \leq \cdots \leq (\vartheta_u)_{m\bar{m}}$. For convenience, we set

$$
\mu_i = \frac{1}{\lambda_i} = \frac{1}{(\vartheta_u)_{\bar{i}i}}, \quad \text{for} \quad 1 \leq i \leq m.
$$

Then we have

$$
f(\lambda) = (\sigma_{m-\ell}(\mu))^{-1/(m-\ell)} = (hC_m)^{-1/(m-\ell)},
$$

and

\begin{equation}
F^{\bar{u}} = f_{\bar{i}} = \frac{1}{m-\ell} \sum_{i=1}^{m-\ell+1} \mu_i \sigma_{m-\ell-1;i}(\mu),
\end{equation}

where $\sigma_{m-\ell-1;i1\cdots i_s}(\mu) := \sigma_{m-\ell-1}(\mu|_{\mu_{i1}=\cdots=\mu_{i_s}=0})$. Note that

$$
\Pi_{i=1}^{m-\ell} \mu_i \geq \frac{\sigma_{m-\ell}(\mu)}{C_m} = h,
$$

which yields that

\begin{equation}
\mu_1 \leq (\mu_1)^2 h^{-1} \Pi_{i=2}^{m-\ell} \mu_i \leq (\mu_1)^2 h^{-1} \sigma_{m-\ell-1;1}(\mu) \leq \frac{(m-\ell)K}{f_{m-\ell+1}h^{-1}}.
\end{equation}

It follows from (6.15) that

\begin{equation}
\sigma_{m-\ell-1;1}(\mu) \leq C_{m}^{\ell+1}(\mu)^{m-\ell-1} \leq K', \quad \text{for} \quad 1 \leq i \leq m.
\end{equation}

The Cauchy-Schwarz inequality, together with (6.16), yields that

\begin{equation}
-2 \sum_k F^{\bar{u}} (\nabla_i u) (\vartheta_u)_{\bar{k}i} (\nabla_k u)
\geq - \frac{1}{m-\ell} \sum_{i} \sigma_{m-\ell-1;i}(\mu) - \frac{1}{m-\ell} \sum_{i} |\partial u_g|^2 \sigma_{m-\ell-1;i}(\mu) \mu_i^2 |\nabla_i u|^2
\geq - C - |\partial u_g|^2 \sum_i F^{\bar{u}} |\nabla_i u|^2.
\end{equation}

Since $(\chi_{ki})$ is positive definite, it follows from (6.2), (6.11) and (6.17) that

$$
0 \geq \left( \frac{A}{2} - 1 \right) \sum_{i} F^{\bar{u}} |\nabla_i u|^2 + \kappa F + \kappa - \frac{6C_0}{A} F - \frac{C}{|\partial u_g|^2} - \frac{C}{e^{\lambda(\vartheta_u)}},
$$

which yields $|\partial u_g| \leq C$ with $A$ sufficiently large.
In this section, we study Equation (1.5) on compact Hermitian manifolds without boundary and
mainly prove Theorem 1.4.

Case 2: \(|\lambda(\vartheta^u_\alpha)| \leq R\). One can deduce that

\[
\lambda \in \Gamma : f(\lambda) \geq \inf_M h > \sup_{\partial \Gamma} f \right) \cap \overline{B_R(0)} \subset \Gamma
\]

is a compact set, and hence there exists a constant \(C_3\) depending on the background data such that

\[C_3 \geq f_i \geq C_3^{-1} > 0, \quad 1 \leq j \leq m, \quad \text{on } M.\]

Similar arguments as in Subcase 1.2 yield that \(|\vartheta| \leq C\) provided that \(A\) (resp. \(\varepsilon\)) is chosen sufficiently large (resp. small). \(\square\)

7. Examples on Compact Hermitian Manifolds without Boundary

In this section, we study Equation (1.5) on compact Hermitian manifolds without boundary and mainly prove Theorem 1.4.

Proof of Theorem 1.4. We rewrite the \((k, \ell)\)-Hessian quotient equation (1.18) and the \((k, \ell)\)-(m - 1, m - 1)-Hessian quotient equation (1.19) \((1 \leq \ell < k \leq m)\) as

\[
f(\lambda) = -\vartheta^k_u \wedge \omega^k = -(m_{\ell})^{-1} \frac{\sigma_k(\lambda)}{\sigma_{k-1}(\lambda)}
\]

and

\[
f(\lambda) = -\frac{P_{\omega}(\vartheta_u)}{(m_{\ell})^{-1} \frac{\omega^k}{\sigma_k(\lambda)}}
\]

where for simplicity we assume that \(\chi\) in (7.1) and \(P_{\omega}(\chi)\) in (7.2) are k-positive forms. It follows that \(g = \left(\frac{\sigma_k(\lambda)}{\sigma_{k-1}(\lambda)}\right)^{1/(k-\ell)}\) satisfies our structural assumption (i.e., Assumption 11, Assumption 2 and Assumption 3 in Section 1) by [53]. So does \(g = \left(\frac{\sigma_{k-1}(\lambda)}{\sigma_{k-1}(\lambda)}\right)^{1/(k-\ell)}\) by the arguments in [56] (see also Section 1). Then our \(f\) in (7.1) and (7.2) also satisfies our structural assumption since they are in the form of \(f = -g^{-(k-\ell)}\). Hence we will deal with (7.1) and (7.2) uniformly.

The Method of Continuity. We set

\[
h_0 := \begin{cases} 
\vartheta^k_u \wedge \omega^k, & \text{for (7.1),} \\
\frac{P_{\omega}(\vartheta_u)}{(m_{\ell})^{-1} \frac{\omega^k}{\sigma_k(\lambda)}}, & \text{for (7.2).}
\end{cases}
\]

We study a family of equations for \((u_t, b_t) \in C^{2,\alpha}(M, \mathbb{R}) \times \mathbb{R}\)

\[
G(u_t, b_t) := F(\vartheta_u) + h_0^{1-t} \psi e^{b_t} = 0, \quad \lambda((\vartheta_u)^\rho) \in \Gamma, \quad \sup_M u_t = 0, \quad t \in [0, 1].
\]

We consider

\[
\mathcal{T} := \left\{ t \in [0, 1] : \text{there exists } (u_t, b_t) \in C^{2,\alpha}(M, \mathbb{R}) \times \mathbb{R} \text{ solves } (7.3) \right\}.
\]

Note that \(0 \in \mathcal{T}\). We wish to show that \(\mathcal{T}\) is open. Assume that \(\hat{t} \in \mathcal{T}\). It suffices to show that, for some small \(\varepsilon > 0\), there exists \(v_t \in C^{2,\alpha}(M, \mathbb{R})\) for \([\hat{t}, \hat{t} + \varepsilon]\) with \(v_t = 0\) and

\[
\frac{F(\vartheta_u)}{G(u_t)} - h_0^{1-t} \psi e^{b_t} = 0, \quad \lambda((\vartheta_u)^\rho) \in \Gamma,
\]
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Indeed, if we can find such a \( v_t \) then \( u_t := u_i + v_t \) solves (7.3), and up to adding a time-dependent constant we can also arrange that \( \sup_M u_t = 0 \), as desired. We define

\[
\hat{\omega} = -\frac{\sqrt{-1}}{F(\vartheta u_i)} \sum_{i,j=1}^{m} F_{ij}(\vartheta u_i) d\bar{z}_i \wedge dz_j,
\]

where \( (F_{ij}(\vartheta u_i)) \) is the transport of the inverse of \( (F^{ij}(\vartheta u_i)) \), i.e.,

\[
\sum_{q=1}^{m} F_{iq}(\vartheta u_i) F_{jq}(\vartheta u_i) = \delta_{ij}, \quad 1 \leq i, j \leq m.
\]

We consider the linear differential operator

\[
A(v) = -\frac{1}{F(\vartheta u_i)} \sum_{i,j=1}^{m} F^{ij}(\vartheta u_i)(\partial_j \partial_i v + W_{ij}(dv)), \quad \forall \ v \in C^2(M, \mathbb{R}).
\]

It is elliptic and its kernel are the constant functions. Denote by \( A^* \) the adjoint of \( A \) with respect to the \( L^2 \) inner product with volume form \( \omega^m \). We need argue as [28] (cf. [17, Theorem 2.2]). The index of \( L \) is zero and hence the kernel of \( A^* \) is one dimensional which is spanned by a smooth function \( \sigma' \). The maximum principle yields that teach nonzero function in the image of \( A \) must change sign. Since \( \sigma' \) is orthogonal to the image of \( A \), it follows that \( \sigma' \) must have constant sign. We assume that \( f \geq 0 \). The strong maximum principle yields that \( \sigma' > 0 \), and hence we can write \( \sigma' = e^\sigma \) for some \( \sigma \in C^\infty(M, \mathbb{R}) \). By adding a constant to \( \sigma \), we may assume that

\[
(7.4) \quad \int_M e^\sigma \hat{\omega}^m = 1.
\]

We will show that we can find \( v_t \in C^{2,\alpha}(M, \mathbb{R}) \) for \( \hat{t}, \hat{t} + \varepsilon \) such that

\[
\frac{F(\bar{v}_t)}{F(\vartheta u_i)} \left( \int_M \frac{F(\bar{v}_t)}{F(\vartheta u_i)} e^\sigma \hat{\omega}^m \right) = h_{\hat{t}-t}^i h_{\hat{t}-t}^j e^c_t
\]

where \( c_t \) is the normalization constant given by

\[
\int_M h_{\hat{t}-t}^i h_{\hat{t}-t}^j e^c_t \hat{\omega}^m = 1.
\]

We set \( B_1 \) and \( B_2 \) given by

\[
B_1 := \left\{ v \in C^{2,\alpha}(M, \mathbb{R}) : \int_M v e^\sigma \hat{\omega}^m = 0, \quad \lambda((\hat{v}_t)^2) \in \Gamma \right\},
\]

\[
B_2 := \left\{ w \in C^{\alpha}(M, \mathbb{R}) : \int_M e^w e^\sigma \hat{\omega}^m = 1 \right\}.
\]

We define \( \Psi : B_1 \rightarrow B_2 \) by

\[
\Psi(v) := \log \frac{F(\bar{v}_t)}{F(\vartheta u_i)} - \log \left( \int_M \frac{F(\bar{v}_t)}{F(\vartheta u_i)} e^\sigma \hat{\omega}^m \right).
\]

Our goal is to find \( v_t \) solving \( \Psi(v_t) = (t - \hat{t})(h - h_0) + c_t \) for \( t \in [\hat{t}, \hat{t} + \varepsilon) \). Note that \( \Psi(0) = 0 \) by (7.4). It follows from the Inverse Function Theorem that it suffices to show the invertibility of

\[
(D\Psi)_0 : T_0 B_1 \rightarrow T_0 B_2,
\]
where

$$T_0B_1 := \left\{ \zeta \in C^{2,\alpha}(M, \mathbb{R}) : \int_M \zeta e^\sigma \omega^m = 0 \right\}$$

and

$$T_0B_2 := \left\{ \rho \in C^\alpha(M, \mathbb{R}) : \int_M \rho e^\sigma \omega^m = 0 \right\}$$

denote the tangent spaces to $B_1$ and $B_2$ at 0. Note that $T_0B_2$ consists of $C^\alpha$ functions orthogonal to the kernel of $L^*$. A direct calculation yields that

$$(D\Psi)_0(\zeta) = -\frac{1}{F(\vartheta_{u_t})} F^{ij}(\vartheta_{u_t})(\partial_j \vartheta_{i} \zeta + W_{ij}(d\zeta)) - \int_M \frac{e^\sigma}{F(\vartheta_{u_t})} F^{ij}(\vartheta_{u_t})(\partial_j \vartheta_{i} \zeta + W_{ij}(d\zeta)) \omega^m = A(\zeta) + \int_M e^\sigma A(\zeta) \omega^m = A(\zeta) + \int_M A^*(e^\sigma) \omega^m = A(\zeta).$$

It follows from the Fredholm alternative that $A$ and hence $(D\Psi)_0$ is an isomorphism, as required. Assumption \textbf{H} of $f$ yields that at the point $x_{\text{max}}$ where $u_t$ attains its maximum, there holds

$$e^{b_t} \geq \left( \frac{h_0}{h} \right)^t (x_{\text{max}}).$$

and at the point $x_{\text{min}}$ where $u_t$ attains its minimum, there holds

$$e^{b_t} \leq \left( \frac{h_0}{h} \right)^t (x_{\text{min}}).$$

Hence there exists a uniform constant $C > 0$ such that

$$|b_t| \leq C.$$

**A Priori Estimates.** Given the openness of $\mathcal{F}$ and (7.6), it suffices to deduce a priori estimates for (7.3) to solve (7.1) and (7.2). For this aim, we need find $\mathcal{C}$-subsolutions of (7.3) for all $t \in [0, 1]$.

**Proposition 7.1.** Let $(M, J, g)$ be a compact Hermitian manifold without boundary and $\dim_{\mathbb{C}} M = m$, where $g$ is the Hermitian metric with respect to the complex structure $J$. Suppose that $\chi$ is a $k$-positive form with

$$h_0 \geq h, \quad \text{on} \quad M,$$

$$kh^{k-1} \omega^{m-k} - \ell \omega^{\ell-1} \omega^{m-\ell} > 0$$

for $(m-1, m-1)$ form. The function $u = 0$ is a $\mathcal{C}$-subsolution of (7.3) of the $(k, \ell)$-Hessian quotient equation (7.1) for all $t \in [0, 1]$.

Suppose that $\chi$ is a real $(1,1)$ form such that $P_{\omega}(\chi)$ is a $k$-positive form with

$$h_0 \geq h, \quad \text{on} \quad M,$$

$$khP_{\omega}(\chi)^{k-1} \omega^{m-k} - \ell P_{\omega}(\chi)^{\ell-1} \omega^{m-\ell} > 0$$

for $(m-1, m-1)$ form. The function $u = 0$ is a $\mathcal{C}$-subsolution of (7.3) of the $(k, \ell)$-$(m-1, m-1)$-Hessian quotient equation (7.1) for all $t \in [0, 1]$.

**Proof of Proposition 7.1.** We follow the arguments of [55, Proof of Proposition 22]. For the first conclusion, we just need to check that if $\mu'$ denotes any $(m-1)$-tuple from $\lambda(\chi^2)$, then

$$-\binom{m}{\ell}^{-1} \sigma_{\ell-1}(\mu') \binom{m}{k}^{-1} \sigma_{k-1}(\mu') \geq -h_0^{1-t} h^t e^{b_t}.$$
which is equivalent to
\[(7.11)\quad k(h_0^{1-t}h^t e^{b_t})x^{k-1} \land \omega^m - \ell \chi^{k-1} \land \omega^m > 0\]
for \((m - 1, m - 1)\) form. Note that \(G(u_t, b_t)\) satisfies our structural assumption (i.e., Assumption (I), Assumption (2) and Assumption (3) in Section 1). It follows from (7.5) and (7.7) that
\[e^{b_t} \geq \left(\frac{h_0}{h}\right)^{t} (x_{\max}) \geq 1,\]
which, together with (7.8), yields (7.11), as desired.

The second conclusion follows similarly. This completes the proof of Proposition 7.1. \(\Box\)

**Zero Order Estimates.** We need prove
\[(7.12)\quad \sup_M |u| \leq C.\]

We modify the arguments in [61, 55]. We define a second order elliptic operator \(B\) by
\[B(v) := \frac{m(\sqrt{-1} \bar{\partial} \partial v + W(dv)) \land \omega^{m-1}}{\omega^m}, \quad \forall v \in C^2(M, \mathbb{R}).\]
It is elliptic and its kernel are the constant functions. Denote by \(B^*\) the adjoint of \(B\) with respect to the \(L^2\) inner product with volume form \(\omega^m\). It follows from the argument for \(A\) to get \(\sigma\) above that there exists a function \(\tau \in C^\infty(M, \mathbb{R})\) such that \(\ker B^* = \{re^\tau : \forall r \in \mathbb{R}\}\) and
\[(7.13)\quad \int_M e^\tau \omega^m = 1.\]

Standard PDE theory (see, e.g., [1, Appendix A]) yields that there exists a Green function \(G\) for \(B\) which satisfies
\[(7.14)\quad G(x, y) \geq -C,\]
\[(7.15)\quad \|G(x, \cdot)\|_{L^1(M, e^\tau \omega^m)} \leq C, \quad \forall x \in M,\]
for a uniform constant \(C > 0\), and
\[(7.16)\quad u(x) = \int_M u(y)e^\tau(y)\omega^m(y) + \int_M G(x, y)(Bu)(y)e^\tau(y)\omega^m(y),\]
where we use (7.13). Since \(e^\tau \in \ker B^*\), we have
\[(7.17)\quad \int_M (Bu)(y)e^\tau(y)\omega^m(y) = \int_M u(y)(B^*(e^\tau))(y)\omega^m(y) = 0.\]
It follows from (7.14), (7.16) and (7.17) that we can assume that
\[(7.18)\quad G(x, y) \geq 0.\]
Since \(\sum_{i=1}^m \lambda((\partial u)^i) > 0\), we have
\[(7.19)\quad B(u) \geq -C\]
for some uniform constant \(C > 0\).

Assume that \(u(p) = 0 = \sup_M u\). We can deduce from (7.15), (7.16), (7.18) and (7.19) that
\[
\int_M (-u)e^\tau(y)\omega^m(y) = u(p) - \int_M G(p, y)(Bu)(y)e^\tau(y)\omega^m(y) \\
\leq C \int_M G(p, y)e^\tau(y)\omega^m(y) \leq C,
\]
where we use (7.13).
which, together with (7.13), yields that
\[
\int_M (-u)\omega^m \leq C.
\]
It suffices to obtain the lower bound of
\[
L := \inf_M u < 0
\]
to get the zero order estimate. Since \( u = 0 \) is the \( C \)-subsolution, it follows from Definition 1.1 that the set
\[
(\lambda \left( \vartheta_0^\flat \right) + \Gamma_m) \cap \Gamma^h(x), \quad \forall \ x \in M
\]
is uniformly bounded. There exist \( \delta > 0 \) and \( R > 0 \) such that
\[
(\lambda \left( \vartheta_0^\flat \right) - \delta \mathbf{1} + \Gamma_m) \cap \Gamma^h(x) \subset B_R(0), \quad \forall \ x \in M.
\]
We assume that \( u \) attains its minimum at the origin of the local coordinate chart \( B_2(0) \); otherwise we can get this by a biholomorphic map. Let us work in \( B_1(0) \). For \( \epsilon > 0 \) sufficiently small, we set \( v = u + \epsilon |z|^2 \). We have
\[
\inf_{|w| \leq 1} v(w) = v(0) = L, \quad v(z) \geq L + \epsilon, \quad \forall \ z \in \partial B_1(0).
\]
It follows from [55, Proposition 11] that
\[
c_0 \epsilon^{2n} \leq \int_P \det(D^2v),
\]
where the integration is respect to the Lebesgue measure, and the set \( P \) is given by
\[
P := \left\{ x \in B_1(0) : |Dv(x)| \leq \frac{\epsilon}{2}, \quad v(y) \geq v(x) + Dv(x) \cdot (y - x), \quad \forall \ y \in B_1(0) \right\}.
\]
For any \( x \in P \), we have \( |Dv(x)| \leq \frac{\epsilon}{2} \) and \( D^2v(x) \geq 0 \) which shows \( \partial_i \partial_j u(x) \geq -\epsilon \delta_{ij} \) and that
\[
\det(D^2v) \leq 2^{2n} \left( \det(\partial_i \partial_j u) \right)^2
\]
from the argument in [2]. We choose \( \epsilon \) sufficiently small depending only on \( \delta \) and \( \omega \) such that
\[
\lambda \left( \vartheta_0^\flat \right) \in \lambda \left( \vartheta_0^\flat \right) - \delta \mathbf{1} + \Gamma_m, \quad \forall \ x \in P.
\]
On the other hand, since \( u \) is a solution to (7.3), we have
\[
\lambda \left( \vartheta_0^\flat \right) \in \partial \Gamma^h(x), \quad \forall \ x \in P.
\]
From (7.21), (7.25) and (7.26), we deduce that \( |u_{ij}| \) and hence \( |v_{ij}| \) is bounded from above at any point \( x \in P \). This, together with (7.22) and (7.24), yields that
\[
c_0 \epsilon^{2n} \leq C' \text{Vol}_\omega(P).
\]
From (7.23), we have
\[
v(x) < L + \epsilon/2 < 0,
\]
where without loss of generality we assume that \( L \approx -1 \), from which we have
\[
\text{Vol}_\omega(P) \leq C'' \int_M (-v) \omega^m \frac{1}{|L + \epsilon/2|}.
\]
Thanks to (7.20), (7.27) and (7.28), we get that \( L \) is uniformly bounded from below, as required.

**Second Order Estimates.** We need prove
\[
\sup_M |\sqrt{-1} \partial \bar{\partial} u| \leq C \left( 1 + \sup_M |\partial u|_g^2 \right).
\]
See Theorem 5.1.
First Order Estimates. We need prove
\begin{equation}
\sup_M |\partial u_j|_g \leq C.
\end{equation}
We use the blowup argument in [55, 61] originated from [21]. Assume for a contradiction that (7.30) does not hold. There exist a sequence of basic real \((1,1)\) form \(\chi_j\) and basic smooth functions \(h_j\) and \(u_j\) such that
\begin{equation}
\|\chi_j\|_{C^2(M,g)} + \|h_j\|_{C^2(M,g)} \leq C
\end{equation}
(7.31)
\[ \inf_{(x,j) \in M} h_j, \sup_{(x,j) \in M} h_j \subset \left( \sup_{\Gamma} f, \sup_{\Gamma} f \right), \]
(7.32)
\[ F(\partial_j) = h_j, \quad \text{with} \quad C_j := \sup_M |\partial u_j|_g \to +\infty, \quad \text{as} \quad j \to +\infty, \]
where \[ \sup_M u_j = 0, \quad \partial_j = \chi_j + \sqrt{-1}\partial\bar{\partial}u_j + W(\partial u_j). \]
We also assume that 0 is a \(C\)-subsolution of equations given by (7.32).

From (7.32), it follows that \(\sup_M |u_j| \leq C\). For each \(j\), there exists \(p_j \in M\) such that \(\sup_M |\partial u_j| = |\partial u_j|(p_j) = C_j \to +\infty\) as \(j \to +\infty\). Without loss of generality, we assume that \(\lim_{j \to \infty} p_j = p_0 \in M\) and that \(p_0\) is the center of the local coordinate chart \(B_2(0) \subset \mathbb{R} \times \mathbb{C}^n\) with all the points \(p_j \in B_1(0)\). Now we just need consider \(\omega, \chi_j, u_j, h_j\), as quantities on \(B_2(0)\).

We also assume that \(z = (z_1, \cdots, z_n)\) is the coordinates on \(\mathbb{C}^n\) and that \(\omega(0) = \gamma\), where \(\gamma\) is the standard Hermitian metric on \(\mathbb{C}^n\).

We define \(\hat{u}_j(z) := u_j(z(p_j) + z/C_j)\), on \(B_{C_j}(0)\), which satisfies
\[ \sup_{B_{C_j}(0)} |\hat{u}_j| \leq C, \quad \text{and} \quad \sup_{B_{C_j}(0)} |\partial \hat{u}_j| \leq C, \]
where the gradient and norm are the Euclidean ones. Moreover, from the definition of these functions, it follows that
\[ \partial_k \hat{u}_j(0) = C_j^{-1} \partial_k u_j(z(p_j)), \quad k = 1, \cdots, n, \]
which yields that \(C \geq |\partial \hat{u}_j|(0) > c > 0\).

From (7.29), it follows that
\begin{equation}
\sup_{B_{C_j}(0)} |\sqrt{-1}\partial\bar{\partial}\hat{u}_j|_\gamma \leq C C_j^{-2} \sup_M |\sqrt{-1}\partial\bar{\partial}u_j|_g \leq C.
\end{equation}
(7.33)
Thanks to the elliptic estimates for \(\Delta_\gamma\) and the Sobolev embedding, we see that for each given compact set \(K \subset \mathbb{C}^n\), each \(\alpha \in (0,1)\) and \(p > 1\), there exists a constant \(C\) such that
\[ \|\hat{u}_j\|_{C^{1,\alpha}(K)} + \|\hat{u}_j\|_{W^{2,p}(K)} \leq C. \]
This yields that there exists a subsequence of \(\hat{u}_j\) that converges strongly in \(C^{1,\alpha}_{\text{loc}}(\mathbb{C}^n)\) as well as weakly in \(W^{2,p}_{\text{loc}}(\mathbb{C}^n)\) to a function \(u \in C^{1,\alpha}_{\text{loc}}(\mathbb{C}^n) \cap W^{2,p}_{\text{loc}}(\mathbb{C}^n)\) with \(\sup_{\mathbb{C}^n}(|u| + |\nabla u|) \leq C\) and \(|\nabla u|(0) \geq c > 0\). In particular, \(u\) is non-constant.

We set \(\Phi_j: \mathbb{C}^n \to \mathbb{C}^n, \quad z \mapsto C_j^{-1}z + x_j, \quad x_j := z(p_j)\).
Then we have
\[ \hat{u}_j = u_j \circ \Phi_j, \quad \text{on } B_{C_j}(0), \]
\[ \gamma_j := C_j^2 \Phi_j^\ast \omega \rightarrow \gamma, \quad \text{smoothly on compact set of } \mathbb{C}^n \text{ as } j \rightarrow \infty. \]

In particular, \( \Phi_j^\ast \omega \rightarrow 0 \) smoothly. Similarly, \( \beta_j := \Phi_j^\ast \chi_j \rightarrow 0 \) and \( \hat{W}(d\hat{u}_j) = \Phi_j^\ast (W(du_j)) \rightarrow 0 \) smoothly. This also shows that
\[ (7.34) \quad \left| \lambda((\gamma_j)^\hat{q}_s ((\beta_j)_{r\bar{\tau}} + (\hat{u}_j)_{r\bar{\tau}} + \hat{W}_{rq}(d\hat{u}_j))) - \lambda((\hat{u}_j)_{r\bar{\tau}}) \right| \rightarrow 0, \quad \text{smoothly.} \]

We rewrite \((7.32)\) as
\[ (7.35) \quad \lambda((\gamma_j)^\hat{q}_s ((\beta_j)_{r\bar{\tau}} + (\hat{u}_j)_{r\bar{\tau}} + \hat{W}_{rq}(d\hat{u}_j))) = h_j. \]

We claim that \( u \) is a \( \Gamma \)-solution (see [55] Definition 15)). Indeed, we first suppose that there exists a \( C^2 \) function \( v \) such that \( v \geq u \) and \( v(z_0) = u(z_0) \) for some point \( z_0 \). By the construction of \( u \), for any \( \epsilon > 0 \), there exists a large \( N \in \mathbb{N} \) such that if \( j \geq N \), then there exist \( a_j, z_j \) with
\[ |a_j| < \epsilon, \quad |z_j - z_0| < \epsilon \text{ such that } \]
\[ v + \epsilon|z - z_0| + a_j \geq \hat{u}_j, \quad \text{on } B_1(z_0), \quad \text{with equality at } z_j, \]
and that \( \lambda((\hat{u}_j)_{k\ell}) \) lies in the \( 2\epsilon \) neighborhood of \( \Gamma \supset \Gamma_n \) by \((7.34)\) and \((7.35)\). This means that \( v_{k\ell}(z_j) + \epsilon \delta_{k\ell} \geq (\hat{u}_j)_{k\ell}(z_j) \) and hence \( v_{k\ell}(z_j) + \epsilon \delta_{k\ell} \) lies in the \( 2\epsilon \) neighborhood of \( \Gamma \), from which we can deduce that \( \lambda((v_{k\ell}(z_j))) \in \Gamma \) by letting \( \epsilon \rightarrow 0 \).

We second suppose that \( v \) is a \( C^2 \) function such that \( v \leq u \) and \( v(z_0) = u(z_0) \). As above, for any \( \epsilon > 0 \), there exists \( N_1 \in \mathbb{N} \) sufficiently large such that for any \( j > N_1 \), we can find \( a_j, z_j \) with
\[ |a_j| < \epsilon, \quad |z_j - z_0| < \epsilon \text{ satisfying } \]
\[ v - \epsilon|z - z_0| + a_j \leq \hat{u}_j, \quad \text{on } B_1(z_0), \quad \text{with equality at } z_j, \]
This yields that \( (v_{k\ell}(z_j) - \epsilon \delta_{k\ell}) \leq (\hat{u}_j)_{k\ell}(z_j). \) If \( \lambda((v_{k\ell}(z_j) - 3\epsilon \delta_{k\ell})) \in \Gamma, \) then \( \lambda((v_{k\ell}(z_j))) \in \Gamma + 2\epsilon \mathbf{1}. \)

From \((7.34)\), it follows that
\[ (7.36) \quad \lambda((\gamma_j)^{\hat{q}_s}((\beta_j)_{r\bar{\tau}} + (\hat{u}_j)_{r\bar{\tau}} + \hat{W}_{rq}(d\hat{u}_j))) \in \Gamma + \epsilon \mathbf{1}, \]
and hence
\[ f\left(C_j^2(\gamma_j)^{\hat{q}_s}((\beta_j)_{r\bar{\tau}} + (\hat{u}_j)_{r\bar{\tau}} + \hat{W}_{rq}(d\hat{u}_j))\right) > \sigma \]
for any \( j > N_1 \) (\( N_1 \) may be chosen larger if necessary), where \( \sigma \in \left( \sup_{(x,j) \in M \times \mathbb{N}}, h_j, \sup_{\Gamma} f \right) \) by Assertion \((11)\) in Lemma \((2.2)\). This is a contradiction to \((7.35)\). Finally, we deduce that \( \lambda((v_{k\ell}(z_j))) \in \mathbb{R}^n \setminus (\Gamma + 3\epsilon \mathbf{1}) \) and hence \( \lambda((v_{k\ell}(z_0))) \in \mathbb{R}^n \setminus \Gamma \) by letting \( \epsilon \rightarrow 0 \).

Now we get a non-constant Lipschitz \( \Gamma \)-solution \( u \) since \( |\nabla u|(0) \geq c > 0 \), which is a contradiction to Theorem \([55] \text{ Theorem 20}. \) This contradiction yields the desired \((7.30)\).

\( C^{2,\alpha} \)-Estimates and Higher Order Estimates. Given \((7.12), (7.29) \) and \((7.31)\), the \( C^{2,\alpha} \) estimate for some \( 0 < \alpha < 1 \) follows from the Evans-Krylov theory (see for example \([58], [15])\). Differentiating the equations and using the Schauder theory (see for example \([31]\)), we then deduce uniform a priori \( C^k \) estimates for all \( k \geq 0 \).

This completes the proof Theorem \((1.4)\). \( \square \)
References

[1] Semyon Alesker and Egor Shelukhin. On a uniform estimate for the quaternionic calabi problem. Israel Journal of Mathematics, 197(1):309–327, 2013.

[2] Zbigniew Blocki. On uniform estimate in Calabi-Yau theorem. Science in China Series A: Mathematics, 4(Supplement 1):244–247, 2005.

[3] Zbigniew Blocki. A gradient estimate in the Calabi-Yau theorem. Mathematische Annalen, 344:317–327, 2009.

[4] Zbigniew Blocki. On geodesics in the space of Kähler metrics. In Lizhen Ji, Kefeng Liu, and Shing-Tung Yau, editors, Advances in geometric analysis, volume 21 of Advanced Lectures in Mathematics (ALM), pages 3–19. Int. Press, 2012.

[5] Sébastien Boucksom. Monge-Ampère equations on complex manifolds with boundary. In Vincent Guedj, editor, Complex Monge-Ampère Equations and Geodesics in the Space of Kähler Metrics, volume 2038 of Lecture Notes in Mathematics, pages 257–282. Springer, Berlin, Heidelberg, 2012.

[6] Simon Brendle, Kyeongsu Choi, and Panagiota Daskalopoulos. Asymptotic behavior of flows by powers of the Gaussian curvature. Acta Mathematica, 17(1):1–16, 2017.

[7] Luis Ángel Cañonelli, Joseph John Kohn, Louis Nirenberg, and Joel Spruck. The Dirichlet problem for nonlinear second order elliptic equations, II: Complex Monge-Ampère, and uniformly elliptic, equations. Communications in Pure and Applied Mathematics, 38(2):209–252, 1985.

[8] Luis Ángel Cañonelli, Louis Nirenberg, and Joel Spruck. The Dirichlet problem for nonlinear second order elliptic equations, III: Functions of the eigenvalues of the Hessian. Acta Mathematica, 155(1):261–301, December 1985.

[9] Xiuxiong Chen. On the lower bound of the Mabuchi energy and its application. International Mathematical Research Notices (IMRN), 2000(12):607–623.

[10] Xiuxiong Chen. The space of Kähler metrics. Journal of Differential Geometry, 56(2):189–234, 2000.

[11] Xiuxiong Chen. A new parabolic flow in Kähler manifolds. Communications in Analysis and Geometry, 12(4):837–852, 2004.

[12] Shiu-Yuen Cheng and Shing-Tung Yau. On the existence of a complete Kähler metric on non-compact complex manifolds and the regularity of Fefferman’s equation. Communications on Pure and Applied Mathematics, 33(4):507–544, 1980.

[13] Pascal Cherrier. Équations de Monge-Ampère sur les variétés hermitiennes compoactes. Bulletin des sciences mathématiques, 111(4):334–358, 1987.

[14] Kai-Seng Chou and Xu-Jia Wang. A variational theory of the Hessian equation. Communications on Pure and Applied Mathematics, 54(9):1029–1064, 2001.

[15] Jianchun Chu. $C^{2,\alpha}$ regularities and estimates for nonlinear elliptic and parabolic equations in geometry. Calculus of Variations and Partial Differential Equations, 55(1):9:1–106, 2016.

[16] Jianchun Chu. $C^{1,1}$ regularity of degenerate complex Monge-Ampère equations and some applications. 2018. arXiv:1807.06201.

[17] Jianchun Chu, Valentino Tosatti, and Ben Weinkove. The Monge-Ampère equation for non-integrable almost complex structures. Journal of the European Mathematical Society (JEMS), 21(7):1949–1984, 2019. arXiv:1603.00706.

[18] Tristan C. Collins. Concave elliptic equations and generalized khovanskii-teissier inequalities. 2019. arXiv:1903.10898.

[19] Tristan C. Collins and Sébastien Picard. The dirichlet problem for the k-hessian equation on a complex manifold. 2019. arXiv:1909.00447.

[20] Jean-Pierre Demailly. Complex Analytic and Differential Geometry. e-book available on the author’s webpage, https://www-fourier.ujf-grenoble.fr/ demailly/manuscripts/agbook.pdf, June 2012.

[21] Slawomir Dinew and Slawomir Kołodziej. Liouville and Calabi-Yau type theorems for complex Hessian equations. American Journal of Mathematics, 137(2):403–415, 2017.

[22] Simon Kirwan Donaldson. Moment maps and diffeomorphism. Asian Journal of Mathematics, 3(1):1–15, 1999.

[23] Simon Kirwan Donaldson. Holomorphic discs and the complex Monge-Ampère equation. The Journal of Symplectic Geometry, 1(2):171–196, 2002.

[24] Klaus Ecker and Gerhard Huisken. Immersed hypersurfaces with constant Weingarten curvature. Mathematische Annalen, 283(2):329–332, 1989.

[25] Hao Fang, Mijia Lai, and Xinan Ma. On a class of fully nonlinear flows in Kähler geometry. Journal für die reine und angewandte Mathematik, 2011(653):189C220, 2011.
[26] Jixiang Fu, Zhizhang Wang, and Damin Wu. Form-type calabi-yau equations. Mathematical Research Letters, 17(5):887–903, 2010.
[27] Jixiang Fu, Zhizhang Wang, and Damin Wu. Form-type Calabi-Yau equations on Kähler manifolds of non-negative orthogonal bisectional curvature. Calculus of Variations and Partial Differential Equations, 52(1-2):327–344, 2015.
[28] Paul Gauduchon. Le théorème de l’excentricité nulle. Comptes Rendus de l’Académie des Sciences Paris Sérés A-B, 285(5):A387–A390, 1977.
[29] Paul Gauduchon. La 1-forme de torsion d’une variété hermitienne compacte. Mathematische Annalen, 267:495–518, 1984.
[30] Claus Gerhardt. Closed Weingarten hypersurfaces in Riemannian manifolds. Journal of Differential Geometry, 43(3):612–641, 1996.
[31] David Gilbarg and Neil Sidney Trudinger. Elliptic Partial Differential Equations of Second Order. Classical in Mathematics. Springer-Verlag Berlin Heidelberg, 2001.
[32] Bo Guan. The Dirichlet problem for complex Monge-Ampère equations and regularity of the pluri-complex Green function. Communications in Analysis and Geometry, 6(4):687–703, 1998.
[33] Bo Guan. The Dirichlet problem for fully nonlinear elliptic equations on Riemannian manifolds. arXiv:1403.2133v2.
[34] Bo Guan. Second order estimates and regularity for fully nonlinear elliptic equations on Riemannian manifolds. Duke Mathematical Journal, 163(8):1491–1524, 2014.
[35] Bo Guan and Heming Jiao. Second order estimates for hessian type fully nonlinear elliptic equations on riemannian manifolds. Calculus of Variations and Partial Differential Equations, 54(3):2693–2712, 2015.
[36] Bo Guan and Qun Li. Complex monge-ampère equations on hermitian manifolds. Advances in Mathematics, 246:351–367, 2013.
[37] Bo Guan, Chunhui Qiu, and Rirong Yuan. Fully nonlinear elliptic equations for conformal deformations of Chern-Ricci forms. Advances in Mathematics, 343:538–566, 2019.
[38] Bo Guan, Shujun Shi, and Zhenan Sui. On estimates for fully nonlinear parabolic equations on Riemannian manifolds. Analysis & PDE, 8(5):1145–1164, 2015.
[39] Bo Guan and Wei Sun. On a class of fully nonlinear elliptic equations on Hermitian manifolds. Bulletin De La Société Mathématique De France, 143:7763–800, 2015.
[40] Jian Song and Benjamin Weinkove. On the convergence and singularities of the $J$-flow with applications to the Mabuchi energy. Communications on Pure and Applied Mathematics, 61(2):210C229, 2008.
[41] Joel Spruck. Geometric aspects of the theory of fully nonlinear elliptic equations. In David Hoffman, editor, Global Theory of Minimal Surfaces, volume 2 of Clay Mathematics Proceedings, pages 283–309. the American Mathematical Society and Clay Mathematics Institute, 2005.
[54] Wei Sun. On a class of fully nonlinear elliptic equations on closed Hermitian manifolds II: $L^\infty$ estimate. *Communications on Pure and Applied Mathematics*, 70(1):172–199, 2017.

[55] Gábor Székelyhidi. Fully non-linear elliptic equations on compact Hermitian manifolds. *Journal Differential Geometry*, 109(2):337–378, 2018. [arXiv:1501.02762]

[56] Gábor Székelyhidi, Valentino Tosatti, and Ben Weinkove. Gauduchon metrics with prescribed volume form. *Acta Mathematica*, 219(1):181–211, 2017. [arXiv:1503.04491]

[57] Valentino Tosatti. A general Schwarz lemma for almost-Hermitian manifolds. *Communications in Analysis and Geometry*, 15(5):1063–1086, 2007.

[58] Valentino Tosatti, Yu Wang, Ben Weinkove, and Xiaokui Yang. $C^{2,\alpha}$ estimates for nonlinear elliptic equations in complex and almost complex geometry. *Calculus of Variations and Partial Differential Equations*, 54(1):431–453, September 2015.

[59] Valentino Tosatti and Ben Weinkove. The complex Monge-Ampère equation on compact Hermitian manifolds. *Journal of the American Mathematical Society*, 23(4):1187–1195, 2010.

[60] Valentino Tosatti and Ben Weinkove. Estimates for the complex monge-ampère equation on hermitian and balanced manifolds. *Asian Journal of Mathematics*, 14(1):19–40, 2010. [arXiv:0909.4496]

[61] Valentino Tosatti and Ben Weinkove. The Monge-Ampère equation for $(n-1)$-plurisubharmonic functions on a compact Kähler manifold. *Journal of the American Mathematical Society*, 30(2):311–346, 2017. [arXiv:1305.7511]

[62] Valentino Tosatti and Ben Weinkove. The complex Monge-Ampère equation with a gradient term. *to appear in Pure and Applied Mathematics Quarterly*, 2019. [arXiv:1906.10034]

[63] Valentino Tosatti and Ben Weinkove. Hermitian metrics, $(n-1, n-1)$-forms and Monge-Ampère equations. *to appear in Journal für die reine und angewandte Mathematik (Crelle’s Journal)*, 2019(755):67–101, 2019.

[64] Neil Sidney Trudinger. On the Dirichlet problem for Hessian equations. *Acta Mathematica*, 175(2):151–164, 1995.

[65] Xu-Jia Wang. A class of fully nonlinear elliptic equations and related functionals. *Indiana University Mathematics Journal*, 43(1):25–54, 1994.

[66] Shing-Tung Yau. On the Ricci curvature of a compact Kähler manifold and the complex Monge-Ampère equation. I. *Communications on Pure and Applied Mathematics*, 31(3):339–411, 1978.

[67] Rirong Yuan. On a class of fully nonlinear elliptic equations containing gradient terms on compact Hermitian manifolds. *Canadian Journal of Mathematics*, 70(4):943–960, 2018.

[68] Rirong Yuan. Regularity of fully non-linear elliptic equations on hermitian manifolds. II. 2020. [arXiv:2001.09248]

[69] Rirong Yuan. On a class of fully nonlinear elliptic equations containing gradient terms on compact Hermitian manifolds. *Canadian Journal of Mathematics*, 70(4):943–960, 2018.

[70] Dekai Zhang. Hessian equations on closed Hermitian manifolds. *Pacific Journal of Mathematics*, 291(2):485–510, 2017.

[71] Xiangwen Zhang. A priori estimates for complex Monge-Ampère equation on Hermitian manifolds. *International Mathematics Research Notices. IMRN*, 2010(19):3814–3836, 2010.

[72] Tao Zheng. A parabolic Monge-Ampère type equation of Gauduchon metrics. *International Mathematics Research Notice. IMRN*, 2019(17):5497–5538, 2019.

**School of Mathematical Sciences, Peking University, Beijing 100871, China**

*E-mail address: kefeng@math.pku.edu.cn*

**School of Mathematics, Renmin University of China, Beijing, 100872, P.R. China**

*E-mail address: hbge@bjtu.edu.cn*

**School of Mathematics and Statistics, Beijing Institute of Technology, Beijing 100081, China**

*E-mail address: zhengtao08@amss.ac.cn*