Non-linear general relativistic effects in the observed redshift
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Abstract. We present the second-order expression for the observed redshift, accounting for all the relativistic effects from the light propagation and from the frame change at the observer and the source positions. We derive the generic gauge-transformation law that any observable quantities should satisfy, and we verify our second-order expression for the observed redshift by explicitly checking its gauge transformation property. This is the first time an explicit verification is made for the second-order calculations of observable quantities. We present our results in popular gauge choices for easy use and discuss the origin of disagreements in previous calculations.
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1 Introduction

In the recent years the Cosmic Microwave Background (CMB) has led to the precision era in observational cosmology due to WMAP [1] and Planck [2] satellites. Moreover new CMB missions such as CMB-S4 [3] have been planned to further enhance our understanding of the Universe. Also in large-scale galaxy surveys significant progress has been made in the past thanks to SDSS [4], 2dFGRS [5] and BOSS [6]. The forthcoming era of observations will provide an unprecedented amount of data with high precision. Indeed, one of the most interesting features in galaxy surveys is that they provide three-dimensional catalogs, as opposed to two-dimensional map in CMB. To full utilize 3D informations and to understand the nature of dark energy, several new galaxy surveys are planned to be operative in the very near future such as Euclid [7], DESI [8] and LSST [9]. Given the level of precision set by these surveys, the theoretical predictions must be at the same level of accuracy, such that we can analyze and interpret the data without any significant systematic errors.
Motivated by this recent trend, a considerable amount of work in the last decade has been devoted to developing cosmological perturbation theory beyond linear order (see [10–12] and references therein). In this respect, several works have been done, evaluating the relevant physical observables like redshift [10, 13], luminosity distance [11–15] and galaxy number counts [10, 16–19]. Indeed they will be fundamental for understanding the statistical properties of inhomogeneities in the upcoming surveys. However, the second order calculations are much more involved and challenging than the linear ones. Despite the great efforts so far, there exist disagreements among the different results in literature by several groups [11–13]. Hence, before applying all these results to test cosmological models with data and draw conclusions, we have to ensure that correct theoretical predictions are at our disposal.

Among all the observables, the observed redshift is the most basic quantity we have to deal with, in order to analyze data. Moreover, the usual remapping between real space and redshift space (the truly observed one) requires that we express all the physical observables in terms of redshift itself. This is already a good reason to derive the full expression of the observed redshift beyond the linear order. Moreover, the expression for the observed redshift is also directly applicable to the CMB on large scales. The possible impact of non-linear corrections on the CMB spectra has been recently studied from both the analytical [20–26] and numerical [27–29] point of view and discussed in the view of the next generation CMB experiments [30]. Non-linear calculations of the observed redshift along with others observables are important and have been already performed in literature by several collaborations. However, these results have some disagreements due to the complexity inherent in general relativistic perturbation calculations. A good way to check the correctness of the theoretical expressions is to derive them without choosing any gauge. With the full expression, their gauge transformation properties can be used to check the validity. Indeed, the physical observables can be written as diffeomorphism scalar objects under gauge transformation such that they must obey the well posed gauge-transformation rules. However, none of the evaluations beyond linear order in literature are checked. In this respect, working with generic metric provides a straightforward way to achieve this goal. Then, of course, the gauge choice can be easily made a posteriori.

Motivated by this, we present the most general expression for the observed redshift at second order without choosing any gauge and we verify its validity by checking its gauge transformation properties. Finally, we are going to compare our results with literature in different gauge choices. This paper is organized as follow. In section 2 we discuss the importance of the coordinates lapse in terms of the gauge invariance for the physical quantities. In section 3 we derive the expressions for the coordinate lapses at the observer position for a generic physical observables. In section 4 we derive the second order expression for the observed redshift without choosing any gauge condition and we verify if the obtained expression gauge-transforms as expected. In section 5 we present the expression in some few popular gauge conditions and compare our results with the previous calculations in literature. In section 6 we discuss our results with its implications for future surveys. In appendix we present our notation convention and summarize useful equations in the adopted GLC gauge.

## 2 Building gauge-invariant combinations for physical observables

The diffeomorphism invariance is a symmetry in general relativity. Thanks to this, given a set of coordinates $x^\mu$, we can always switch to another coordinate $\tilde{x}^\mu$

\[ \tilde{x}^\mu = \tilde{x}^\mu(x^\nu), \]
and the physics described with two different coordinates $x^{\mu}$ and $\tilde{x}^{\mu}$ is exactly the same at the fully non-linear level. Naturally, this underlying symmetry of the theory holds also in a perturbative description of physics. In particular, eq. (2.1) can be Taylor expanded up to any desired order

$$\tilde{x}^{\mu} = x^{\mu} + \epsilon^{\mu} + \frac{1}{2} \epsilon^{\nu} \partial_{\nu} \epsilon^{\mu} + O(3) ,$$

where $\epsilon^{\mu}$ is the infinitesimal coordinate transformation and $\tilde{x}^{\mu}$ represents the same physical point in a different coordinate. According to eq. (2.2), the metric tensor $\tilde{g}_{\mu\nu}$ in a new set of coordinates will be different and it transforms as

$$\tilde{g}_{\mu\nu}(\tilde{x}^{\alpha}) = \frac{\partial x^{\rho}}{\partial \tilde{x}^{\mu}} \frac{\partial x^{\sigma}}{\partial \tilde{x}^{\nu}} g_{\rho\sigma}(x^{\alpha}).$$

(2.3)

After expanding to the linear order in perturbations, the two metric tensors, when evaluated at the same coordinate point $x^{\mu}$, are related as

$$\tilde{g}_{\mu\nu} = g_{\mu\nu} - \epsilon^{\rho} \partial_{\rho} g_{\mu\nu} - g_{\mu\rho} \partial_{\nu} \epsilon^{\rho} - g_{\nu\rho} \partial_{\mu} \epsilon^{\rho},$$

(2.4)

and this can be written in terms of the Lie derivative along $\epsilon^{\mu}$ as

$$\tilde{g}_{\mu\nu} = g_{\mu\nu} - \mathcal{L}_{\epsilon} g_{\mu\nu}.$$  

(2.5)

This description in terms of Lie derivative can be generalized to higher order (see eq. (A.21)) and its implication is that with the non-vanishing Lie derivative $\mathcal{L}_{\epsilon} g_{\alpha\beta} \neq 0$, $\epsilon^{\mu}$ is not a Killing vector and it does not represent any fundamental symmetry or property of the physics that we want to study. The appearance of $\epsilon^{\mu}$ just reflects the fact that perturbations depend on how we define our background: a coordinates transformation as in eq. (2.2) implies a change in the definition of our perturbations. In this respect, the appearance of $\epsilon^{\mu}$ in a given quantity after the transformation in eq. (2.5) just reflects a coordinate artifact due to the chosen reference background rather than some physically meaningful property. In other words, all the physical observables must not depend on the way we adopt to split them into the background and perturbations. This is what gauge invariance means in perturbations theory and the expressions for the physical observables should be gauge-invariant. Hence let us consider a generic physical observable described by a scalar quantity $O$ and write its gauge transformation at a given coordinate $x^{\mu}$. At linear order it transforms as

$$\tilde{O}(x^{\mu}) = O(x^{\mu}) - \mathcal{L}_{\epsilon} O(x^{\mu}) ,$$

(2.6)

because eq. (2.5) holds for any tensor quantity. It is clear that $O$ is not gauge invariant, despite being a scalar under coordinate transformations. The transformation arises because the scalar quantities $\tilde{O}$ and $O$ are evaluated at two different physical points but at the same coordinate value, which is the generic property of gauge transformation. We can build a gauge invariant combination by using a gauge-invariant or a “fixed” reference to the background position $\hat{x}^{\mu}$, such that we can express the same physical point by using the same reference in any coordinate system as

$$x^{\mu} = \hat{x}^{\mu} + \delta x^{\mu} , \quad \tilde{x}^{\mu} = \hat{x}^{\mu} + \tilde{\delta} x^{\mu},$$

(2.7)

where $\delta x^{\mu}$ and $\tilde{\delta} x^{\mu}$ are the perturbations in each coordinate system with respect to the fixed reference $\hat{x}^{\mu}$ and this perturbation $\delta x^{\mu} = (\delta t, \delta x^i)$ is called the coordinate lapse and shift.
Since $\hat{x}^\mu$ is coordinate-independent by construction, it has the same value in any coordinates, and the perturbations $\delta x^\mu$ and $\tilde{\delta} x^\mu$ should be related as
\[
\tilde{\delta} x^\mu = \delta x^\mu + \epsilon^\mu + O(2) , \tag{2.8}
\]
according to eq. (2.2). Therefore, the combination $O + \delta x^\mu \partial_\mu O$ is gauge invariant in any coordinate at first order as long as the combination is expressed at the reference coordinate $\hat{x}^\mu$:
\[
\left[ \tilde{\partial} + \tilde{\delta} x^\mu \partial_\mu \tilde{\partial} \right] (\hat{x}^\mu) = \left[ O + \delta x^\mu \partial_\mu O \right] (\hat{x}^\mu) . \tag{2.9}
\]
The physical interpretation of this procedure is that the extra term $\delta x^\mu \partial_\mu O$ compensates for the gauge-transformation of $O$ induced by eq. (2.2) (see [31] for a more detailed study).\footnote{Note that we use $\hat{x}^\mu$ to represent a coordinate independent reference to a physical point and it should be distinguished from a coordinate $x^\mu$. The latter $x^\mu$ changes with a coordinate transformation while our reference $\hat{x}^\mu$ remains unaffected.}

This results is not surprising, since we refer to a background $\hat{x}^\mu$ which is gauge invariant by construction. Indeed, in order to understand better this statement, we split a generic scalar into the background and perturbations and impose the diffeomorphism-invariance condition at the same physical point
\[
\tilde{\partial} O (\hat{x}^\mu) + \tilde{\delta} O (\hat{x}^\mu) = \tilde{\partial} O (x^\mu) + \delta O (x^\mu) . \tag{2.10}
\]
Then, by expanding around $x^\mu$, we define the gauge transformation rules for background and perturbations
\[
\tilde{\partial} O (x^\mu) = O (x^\mu) \quad \text{and} \quad \tilde{\delta} O (x^\mu) = \delta O (x^\mu) - \epsilon^\mu \partial_\mu \tilde{\partial} O (x^\mu) , \tag{2.11}
\]
as expected in eq. (2.6). Combining with eq. (2.8), we can readily verify the gauge invariance in eq. (2.9).

So far, while our argument is general, we are interested in physical observables at physical points, for instance, the observer position or positions along the photon path, which we denote as $P$. That is, we are interested in some observable quantity $O$ evaluated at the physical point $P$. The coordinate value $x^\mu_P$ will depend on the coordinate system, and their values in two coordinate systems are generically related as in eq. (2.2). By introducing a fixed reference position $\hat{x}^\mu$ in eq. (2.7), we defined the coordinate lapse and shift associated with the physical position $P$. Note that while this reference coordinate value $\hat{x}^\mu_P$ is some number independent of coordinate system, the physical position it represents differs in each coordinate system. However, when combined with the coordinate lapse and shift, the coordinate positions in eq. (2.7) always represent the same physical position, serving our purposes.

There are several advantages in this approach. First, since the background reference is independent of coordinate system, we can express and expand our observable quantities around this point in any coordinate systems without ambiguity. While the background quantity $O(\hat{x}^\mu)$ is invariant, the perturbation quantity $\delta O(\hat{x}^\mu)$ gauge transforms, because the observable is evaluated not at the physical point $P$, but at the different point in each coordinate system. This gauge-dependent part is compensated by the coordinate lapse and shift as in eq. (2.9), essentially by moving the coordinate-dependent physical position of $\hat{x}^\mu$ back to the physical point $P$. So, the second advantage is evident that by expressing all the perturbation variables and the coordinate lapse and shift at the reference point and by explicitly checking the gauge transformation property, we can verify if our expression correctly describes the observable quantity at the physical position.
Figure 1. Picture for the description of the coordinate lapse and spatial shift. Two solid curves refer to the real motions in spacetime along the geodesics for the observer $o$ (black), the source $s$ (red). The solid line connecting two geodesics represents the photon path traveling from the source to the observer (blue). Dashed lines represent the same quantities in a fiducial background. For the observer, the coordinate is aligned with the observer rest frame in the background, while the source position is defined with respect to the observed redshift and angles. As we can see, the differences between these different world-lines generate the coordinate lapses and shifts (thick lines) both at the observer and source positions, connected by the photon path.

As drawn in figure 1, where we have a light-like signal emitted from a source, reaching the observer, we can apply the aforementioned procedure to both at the observer and source positions. While perturbative effects along the path are present in the expression, those perturbations along the path can always be expressed as an integration of gauge invariant variables, such that the transformation of $\delta x^\mu$ solely depends on the observer and/or the source positions, not on any point along the path. This rather surprising result is born out by eq. (2.6): the gauge-transformation is made by a local differential operator, hence any gauge modes along the path cannot appear. As a well-known instance, this is the case for the Integrated Sachs-Wolfe effect [32]. Regarding the source position, its reference position $\hat{x}^\mu$ is usually described in terms of the observed redshift and observed angles measured by the observer. This indicates that the proper way to define the coordinate lapse and spatial shift at the source position is with respect to the fiducial background defined in terms of the observed redshift and angles (thick red line in figure 1) (see [11, 14, 33]). Indeed the definition of the coordinate time lapse and spatial shift depends on our choice of a physical hypersurface we consider. In cosmology, all the observables are described in terms of observed redshift and angles, and they are measured along the past light-cone. These observables can be used to define the physical reference point. Different choices can be made (see [34]), albeit impractical.

However, the reference position of the observer is constructed in a different way as its redshift and angles are trivially zero. The physically meaningful way to define the background reference for the observer position is to use the proper time of the observer measured in its rest frame [35]. In the following sections, we will construct these coordinate lapse and spatial shift at the observer and the source and use these to build gauge-invariant expressions for the physical observables.
3 Coordinate lapse and spatial shift of the observer

In this section, we provide the analytical expression for the observer coordinate lapse and spatial shift to second order in perturbations. As described in section 2, the observer position in a FLRW coordinate is different from that in the background. To compute this difference we consider the observer four-velocity

\[ u^\mu = \frac{dx^\mu}{d\lambda}, \]

parametrized by the proper time \( \lambda \) as measured by the observer. Since the proper time \( \lambda \) is also a coordinate-independent reference, the gauge transformation of the four-velocity \( u^\mu \) arises due to the change in the observer path \( x^\mu(\lambda) \). The difference \( \delta t \) in the time coordinate is called the coordinate lapse of the observer, and the difference \( \delta x^i \) in the spatial coordinate is called the (spatial) coordinate shift.

3.1 General expression and linear order calculations

Consider a perturbed FLRW metric given by

\[ ds^2 = -(1 + 2A)dt^2 - 2aB_i dx^i dt + a^2 (\delta_{ij} + 2C_{ij}) dx^i dx^j, \]

where we assumed a flat universe and chose a cartesian coordinate (see appendix A.1). Given the metric in eq. (3.2), the quadri-velocity \( u^\mu \) of a time-like observer, constrained by the condition \( u^\mu u_\mu = -1 \) can be written as

\[ \delta u_i \equiv aV_i, \quad u^\mu = \bar{u}^\mu + \delta u^\mu = (1, \vec{0}) + \left( -A, \frac{\delta^i_j}{a} (B_j + V_j) \right), \]

where the time coordinate is the cosmic time \( dt \). By integrating eq. (3.1) over the proper time \( \lambda \) we derive the general expression for the time coordinate of the observer as\(^2\)

\[ t_o - t_{in} = \int_{\lambda_{in}}^{\lambda_o} d\lambda u^\mu(x^\mu(\lambda)) = \lambda_o - \lambda_{in} + \int_{\lambda_{in}}^{\lambda_o} d\lambda \delta u^\mu(x^\mu(\lambda)). \]

This relation implies that the observer time coordinate is synchronized with the proper time in the background \( \tilde{t}_o - t_{in} = \tilde{\lambda}_o - \tilde{\lambda}_{in} \) where the proper time of the observer today in the background is

\[ \tilde{\lambda}_o = \int_0^\infty \frac{dz}{(1+z)H(z)}. \]

The reference time coordinate \( \tilde{t}_o \) for the observer position \( \tilde{x}_o^\mu = (\tilde{t}_o, \tilde{x}_o^i) \) is now defined as \( \tilde{t}_o \equiv \tilde{t}_o \). However, the inhomogeneities in the Universe affect the relation in eqs. (3.4) and the coordinate lapse \( \delta t_o \) \( (t_o = \tilde{t}_o + \delta t_o) \) of the observer at the linear order is

\[ \delta t_o = \int_{\lambda_{in}}^{\lambda_o} d\lambda \delta u^\mu(x^\mu(\lambda)) = - \int_{t_{in}}^{\tilde{t}_o} dt A, \]

where we changed the integration \( d\lambda \) along the path of the observer to the integration \( dt \) at a fixed spatial coordinate. At the linear order, the path of the observer can be approximated

\(^2\)Hereafter, we use the subscript \( \text{in} \) to indicate the initial condition at the early times (for instance, at the end of inflation).
as a static one in computing the coordinate lapse and spatial shift. The coordinate lapse \( \delta t_o \) in eq. (3.6) simply means that time coordinate of the observer is different from that in a homogeneous universe and this deviation is the cumulative time delay due to the metric perturbations along the trajectory of the observer.

Considering the geodesic motion of the observer, we can further simplify the relation for the coordinate lapse. For a generic motion, the acceleration of the observer

\[
a_i \equiv u^\mu \nabla_\mu u_i = \partial_i A + \delta u_i ,
\]

has to vanish, where the dot is the time derivative. The spatial velocity of the observer is related to the coordinate lapse of the observer at any time as

\[
V_i = -\frac{1}{a} \int_{t_{in}}^{t_o} dt \partial_i A = \frac{1}{a} \partial_i \delta t .
\]

In general, \( V_i \) can be decomposed as \( a V_i = \partial_i \mathcal{V} + \Omega_i \), where \( \mathcal{V} \) is the velocity potential and \( \Omega_i \) is a divergenceless vector. The geodesic condition dictates divergenceless vector \( \Omega_i = 0 \), and eq. (3.8) yields \( \mathcal{V}_o = \delta t_o \). This also means that the geodesic observer has no transverse vector mode at the linear order. In the same way for the coordinate lapse, we consider the spatial coordinate shift \( \delta x_i^o \) by integrating eq. (3.1) over the proper time

\[
x^i_o - x^i_{in} = \int_{\lambda_{in}}^{\lambda_o} d\lambda \delta u^i (x^\mu (\lambda)) .
\]

In a homogeneous universe, the observer position is \( \vec{x}_o^i = x^i_{in} \), and it can be set \( \vec{x}_o^i = 0 \) due to the spatial homogeneity. Therefore, the spatial reference \( \hat{x}_o^i \) for the observer position coordinate is \( \hat{x}_o^i = \vec{x}_o^i = 0 \). The spatial coordinate shift \( \delta x^i_o \) at the linear order can be readily derived as

\[
\delta x^i_o = \int_{t_{in}}^{t_o} \frac{dt'}{a(t')} \delta^j (B_j + V_j) .
\]

While eq. (3.10) is a linear order correction, it does not appear in the observed redshift or the luminosity distance at the linear-order [36]. Since they are functions of time in the background, there is no spatial coordinate shift at linear order.

### 3.2 Beyond the linear order

Now we will evaluate the coordinate lapse \( \delta t \) at second order. While the procedure is similar to the linear one, a subtle difference exists: at the second order, the integration over the proper time \( \lambda \) can no longer be switched to an integration along the straight unperturbed geodesic, as the deviation from the straight path is also a linear order correction. These corrections are referred to as beyond the Born approximation or post-Born effects (see [37, 38] for some studies about their impact on weak lensing galaxy surveys and [20–26] for their consequences on CMB spectra). Keeping this in mind, we have to express \( u^\mu \) in terms of second-order perturbations. Given the metric in eq. (3.2) at the second order, the quadri-velocity \( u^\mu \) of a time-like observer can be derived by the condition \( u^\mu u_\mu = -1 \) as

\[
\bar{u}^\mu + \delta u^\mu = \left( 1, 0 \right) + \left( -A + \frac{3}{2} A^2 - \frac{1}{2} \delta^{ij} B_i B_j + \frac{1}{2} \delta^{ij} V_i V_j , \delta u^i \right) ,
\]

Here and in the following, every linear perturbations will be meant to be first-order term plus second-order term. For instance \( A \equiv A^{(1)} + A^{(2)} \). On the contrary, quadratic combinations of perturbations will be considered as made of linear-order quantities so \( B^i B_i \equiv B^{(1)}_i B^{(1)}_i \). However, we will omit the superscript for the perturbation order to avoid clutter.
Indeed, the geodesic condition can be written at the second order as

\[ t_o - t_{in} = \lambda_o - \lambda_{in} + \int_{t_{in}}^{t_o} dt \left( \delta u^l + \delta x^\nu \partial_\nu \delta u^l \right), \tag{3.12} \]

where the post-Born effects are represented by the additional term with the derivative and the deviation \( \delta x^\nu \) in the path. Therefore, the second-order coordinate lapse is

\[ \delta t_o = \int_{t_{in}}^{t_o} dt \left[ \delta u^l + \delta x^\nu (\partial_\nu \delta t) \partial \right] = \int_{t_{in}}^{t_o} dt \left( \delta u^l - \delta u^\nu \partial_\nu \delta t \right) + (\delta x^\nu \partial_\nu \delta t)_o, \tag{3.13} \]

where we used the linear-order relation \( \delta u^\mu = \delta \hat{x}^\mu \) and performed the integration by part. Note that \( \delta t_o \) in the left-hand side is the coordinate lapse of the observer at the position marked by the proper time \( \lambda_o \), while its expression in the right-hand side is already expanded around the background path parametrized by the proper time \( t_o \). Hence we need to pay attention to the subtle difference at the second order

\[ \delta t_o (\lambda) \equiv \delta T_o^{(1)} (\lambda) + \delta T_o^{(2)} (\lambda) + O(3) \equiv \delta t_o^{(1)} (\bar{t}) + \delta t_o^{(2)} (\bar{t}) + O(3), \tag{3.14} \]

where we introduced perturbation quantities \( \delta T^{(1,2)} \) and \( \delta t^{(1,2)} \) by splitting \( \delta t(\lambda) \) and the relation between \( \delta t \) and \( \delta T \) at each order is

\[
\begin{align*}
\delta t_o^{(1)} (\bar{t}) &= \delta T_o^{(1)} (\lambda) + O(2) = \delta T_o^{(1)} (\bar{t}) + O(2) \\
\delta t_o^{(2)} (\bar{t}) &= \delta T_o^{(2)} (\lambda) + \delta x^\mu \partial_\mu \delta T|_\lambda + O(3) = \delta T_o^{(2)} (\bar{t}) + \delta x^\mu \partial_\mu \delta T|_\bar{t} + O(3),
\end{align*}
\tag{3.15}
\]

where the subscript \( o \) refers to quantity evaluated at \( x_o^\mu \) and \( \hat{o} \) refers to quantity evaluated at \( \hat{x}_o^\mu \). Note that the expressions for \( \delta t \) and \( \delta T \) differ beyond the linear order, depending on their evaluation points, i.e. \( x_o^\mu \) for \( \delta T(\lambda) \) and \( \hat{x}_o^\mu \) for \( \delta t(\bar{t}) \), and the perturbation computation is unambiguous with evaluation at \( \hat{o} \). Therefore, the expression in eq. (3.13) represents the perturbation decomposition

\[ \delta t_o (\lambda) = \delta t_o^{(1)} (\bar{t}) + \delta t_o^{(2)} (\bar{t}). \tag{3.16} \]

It is interesting to notice that the integrand in right-hand side of eq. (3.13) can be rewritten as

\[ \delta u^l - \delta u^\nu \partial_\nu \delta t = \delta u^l - \delta u^\nu \delta t - \delta u^\nu \partial_\nu \delta t = -A + \frac{1}{2} A^2 - \frac{1}{2} \delta^{ij} B_i B_j + \frac{1}{2} \delta^{ij} V_i V_j - \delta u^l \partial_\nu \delta t. \tag{3.17} \]

Thanks to eq. (3.8), this means that eq. (3.17) can be written as

\[ \delta u^l - \delta u^\nu \partial_\nu \delta t = -A + \frac{1}{2} A^2 - \frac{1}{2} \delta^{ij} B_i B_j - \frac{1}{2} \delta^{ij} V_i V_j - \delta^{ij} B_i V_j. \tag{3.18} \]

Indeed, the geodesic condition \( u^\nu \nabla_\nu u_\mu = 0 \) at second order yields

\[ (a V_\nu) (1 - A) + \partial_\nu \left( A - A^2 + \frac{1}{2} \delta^{jk} B_j B_k + \frac{1}{2} \delta^{ij} V_i V_j + \delta^{jk} B_j V_k \right) + \left( B^j + V^j \right) \partial_j V_k = 0. \tag{3.19} \]
Given the linear relation \((aV_i)\dot{=} - \partial_i A\), we can simplify eq. (3.19) as
\[ (aV_i)\dot{=} - \partial_i A \left( A - \frac{1}{2} A^2 + \frac{1}{2} \delta^{jk} B_j B_k + \frac{1}{2} \delta^{jk} V_j V_k + \delta^{jk} B_j V_k \right) + 2 (B^j + V^j) \partial_j V_i = 0. \] (3.20)

As \(\Omega_i = 0\), the last term in eq. (3.20) vanishes. In this way, the velocity field is entirely given by the velocity potential \(V\) up to second order and its expression is
\[ V = - \int_{t_{\text{in}}}^t dt' \left( A - \frac{1}{2} A^2 + \frac{1}{2} \delta^{ij} B_i B_j + \frac{1}{2} \delta^{ij} \partial_j V \partial_i V + \delta^{ij} B_j \partial_i V + \delta^{ij} \partial_j V \partial_i V \right) (t', x^i). \] (3.21)

Therefore, thanks to the geodesic equation and the comparison among eqs. (3.13), (3.18) and (3.21), the coordinate lapse at the second order can be written in terms of the velocity potential as
\[ \delta t_o = V_o + \delta x^i_o \partial_i V_o. \] (3.22)

Note that the coordinate lapse for the observer is indeed valid all along the path of the observer, not just at the observer position today.

### 3.3 Gauge transformation properties of the coordinate lapse and spatial shift

Before we finish this section we check the gauge-transformation of the second-order coordinate lapse evaluated in eq. (3.13). Let us consider the second-order gauge-transformation induced by a coordinate transformation
\[ \tilde{x}^\mu = x^\mu + \epsilon^\mu + \frac{1}{2} \epsilon^\rho \partial_\rho \epsilon^\mu. \] (3.23)

The gauge transformations for the metric components are provided in appendix A.3. In particular, using eq. (A.22), we can easily but explicitly verify that the coordinate lapse and the spatial shift gauge transform at linear order as
\[ \tilde{\delta t_o}(\tilde{x}^\mu) = \delta t_o(x^\mu) + \epsilon_t(x^\mu), \]
\[ \tilde{\delta x^i_o}(\tilde{x}^\mu) = \delta x^i_o(x^\mu) + \epsilon^i_o(x^\mu). \] (3.24)

These gauge transformation properties are in perfect agreement with what is needed to ensure the gauge-invariance of first order metric perturbations at the observer’s position (see discussion after eq. (2.9)). Similarly, at the second order, we can infer the transformation property from eq. (3.23) by subtracting the reference coordinate \(\tilde{t}_o = \tilde{t}_o\)
\[ \tilde{\delta t}(\tilde{x}^\mu) = \delta t(x) + \epsilon^t(x^\mu) + \frac{1}{2} \left( \epsilon^\rho \partial_\rho \epsilon^t \right)(x^\mu). \] (3.25)

Using eq. (3.16), this relation is translated into
\[ \tilde{\delta t}^{(2)}(\tilde{x}^\mu) = \delta t^{(2)}(x^\mu) + \epsilon^t(x^\mu) + \left( \delta x^\mu \partial_\mu \epsilon^t \right)(x^\mu) + \frac{1}{2} \left( \epsilon^\rho \partial_\rho \epsilon^t \right)(x^\mu). \] (3.26)

Note the presence of the extra term, arising from the fact that \(\epsilon^t(x^\mu)\) in eq. (3.25) is evaluated at \(x^\mu\) and we expanded it around \(\tilde{x}^\mu\). Further mind the difference between \(\delta t^{(2)}(\tilde{x}^\mu)\) and \(\delta T^{(2)}(x^\mu)\) in eq. (3.15). Now, we will explicitly verify if our expression in eq. (3.13) satisfies
Therefore, the coordinate lapse at the second-order gauge-transforms as
\[ \frac{1}{2} \delta t^2 = \frac{1}{2} A^2 + \frac{1}{2} (\dot{\epsilon}^i)^2 - \mathcal{A} \epsilon^2, \]
\[ -\frac{1}{2} \tilde{B}^i \tilde{B}_i = -\frac{1}{2} B^i B_i - a B_i \dot{\epsilon}^i + \frac{1}{a} B^i \partial_i \epsilon^t - \frac{a^2}{2} \dot{\epsilon}^i \epsilon_i - \frac{1}{2 a^2} \partial_i \epsilon^t \partial^j \epsilon^t + \dot{\epsilon}_i \dot{\epsilon}^t, \]
\[ \frac{1}{2} \tilde{V}^i \tilde{V}_i = \frac{1}{2} V^i V_i + \frac{1}{2a^2} \partial_i \epsilon^t \partial^j \epsilon^t + \frac{1}{a} V^i \partial_i \epsilon^t, \]
\[ -\frac{1}{a} \delta^{ij} \left( \dot{V}_i + \dot{B}_i \right) \partial_j \delta t = -\frac{1}{a} \delta^{ij} (V_i + B_i) \partial_j \delta t - \frac{1}{a} \delta^{ij} (V_i + B_i) \partial_j \epsilon^t \]
\[ - (\epsilon^t \partial_i \delta t) \epsilon_i + \epsilon^t \partial_i \delta t - \epsilon^t \partial_i \epsilon^t, \] (3.27)
where all quantities are evaluated at the same coordinate. Combining these altogether, we derive that the integrand term gauge-transforms as
\[ \int_{t_0}^{\tilde{t}_0} \frac{dt}{(\dot{\delta u} - \tilde{\delta u}^\mu \partial_\mu \tilde{\delta} t)} = \int_{t_0}^{\tilde{t}_0} \frac{dt}{(\delta u - \delta u^\mu \partial_\mu \delta t) + \epsilon_t^i - \frac{1}{2} (\epsilon^t \partial_\mu \epsilon^t) \delta_t - (\epsilon^\mu \partial_\mu \delta t) \delta_t}, \] (3.28)
and the remaining term at the given point gauge-transforms as
\[ \delta x^\mu \partial_\mu \delta t = \delta x^\mu \partial_\mu \delta t + \epsilon^\mu \partial_\mu \epsilon^t + \epsilon^\mu \partial_\mu \epsilon^t. \] (3.29)
Therefore, the coordinate lapse at the second-order gauge-transforms as
\[ \delta \tilde{t}_0^{(2)} (\dot{x}^\mu) = \delta \tilde{t}_0^{(2)} (\dot{x}^\mu) + \epsilon_t^i (\dot{x}^\mu) + \frac{1}{2} (\epsilon^\mu \partial_\mu \epsilon^t) \delta_t (\dot{x}^\mu) + (\delta x^\mu \partial_\mu \epsilon^t) \delta_t (\dot{x}^\mu), \] (3.30)
where all the terms are evaluated at the reference coordinate \( \hat{x}^\mu \). Let us stress that this proof is general and the geodesic equation was not invoked in the derivation, though it could simplify the derivation.

To emphasize the role of these coordinate lapse and spatial shift, we can extend the discussion in section 2 of the gauge-transformation properties of the observable quantities \( \mathcal{O} \). At the second-order, a generic physical observable described by a scalar quantity \( \mathcal{O} \) gauge-transforms as
\[ \tilde{\mathcal{O}} = \mathcal{O} - \mathcal{L}_\epsilon \mathcal{O} + \frac{1}{2} \mathcal{L}_\epsilon^2 \mathcal{O} + O(3). \] (3.31)
We can then construct a gauge-invariant combination
\[ \mathcal{O} + \delta x^\mu \partial_\mu \mathcal{O} + \frac{1}{2} \delta x^\mu \delta x^\nu \partial^2_{\mu \nu} \mathcal{O}, \] (3.32)
provided that the coordinate lapse and spatial shift gauge-transform as
\[ \tilde{\delta x^\mu} (\dot{x}^\mu) = \delta x^\mu (\dot{x}^\mu) + \epsilon^t (\dot{x}^\mu) + \frac{1}{2} (\epsilon^\mu \partial_\mu \epsilon^t) (\dot{x}^\mu) + (\delta x^\mu \partial_\mu \epsilon^t) (\dot{x}^\mu), \] (3.33)
where it is noted that all quantities are evaluated at the reference coordinate \( \hat{x}^\mu \). We verify this claim by re-arranging (3.31)
\[ \partial_\mu \tilde{\mathcal{O}} (\dot{x}^\mu) = \partial_\mu \mathcal{O} - \partial_\mu (\mathcal{L}_\epsilon \mathcal{O}) + \frac{1}{2} \partial_\mu (\mathcal{L}_\epsilon^2 \mathcal{O}) + O(3), \]
\[ \partial^2_{\mu \nu} \tilde{\mathcal{O}} (\dot{x}^\mu) = \partial^2_{\mu \nu} \mathcal{O} - \partial^2_{\mu \nu} (\mathcal{L}_\epsilon \mathcal{O}) + \frac{1}{2} \partial^2_{\mu \nu} (\mathcal{L}_\epsilon^2 \mathcal{O}) + O(3), \] (3.34)
and by showing that the second and third terms in eq. (3.32) gauge-transform as
\[
\tilde{\delta}x^{\mu} \partial_{\mu} \tilde{O}(\hat{x}^{\mu}) = \delta x^{\mu} \partial_{\mu} O - \frac{1}{2} x^{\nu} \epsilon^{\rho}_{\nu} \partial_{\rho} O + \delta x^{\nu} \epsilon^{\rho}_{\nu} \partial_{\rho} \Omega + \epsilon^{\rho}_{\nu} \partial_{\rho} \Omega + O(3),
\]
(3.35)
and
\[
\frac{1}{2} \tilde{\delta}x^{\mu} \delta x^{\nu} \partial_{\mu \nu} \tilde{O}(\hat{x}^{\mu}) = \frac{1}{2} \delta x^{\mu} \delta x^{\nu} \partial_{\mu \nu} O + \frac{1}{2} \epsilon^{\rho}_{\nu} \epsilon^{\sigma}_{\nu} \partial_{\rho \sigma} O + \delta x^{\nu} \epsilon^{\rho}_{\nu} \partial_{\rho} \Omega + O(3).
\]
(3.36)
Combining eqs. (3.31), (3.35) and (3.36), the combination in eq. (3.32) is indeed gauge-invariant. This proof is completely general and can also be applied to any generic observables. To conclude this section, we underline that eq. (3.32) can be viewed as the second-order Taylor expansion of the observable expression $O$ around the (coordinate-independent) reference point and the condition we imposed is the diffeomorphism invariance $\tilde{O}(\hat{x}^{\mu}) = O(x^{\mu})$ [31]. Let us once more emphasize that the time lapse itself is not a physical quantity or gauge invariant: indeed it is defined as the difference between the proper time measured in the local observer frame (physical and gauge invariant) and the time coordinate in a chosen coordinate system (gauge dependent). This means that it has no any intrinsic physical meaning and hence is not directly measurable. On the other hand it must be combined with other gauge dependent terms in order to ensure the gauge invariance of the whole expression for the observable quantities.

For our practical purposes, we will use eq. (3.31) at the reference point $\hat{x}^{\mu}$, such that the full combination in eq. (3.32) is evaluated at the fixed physical point $x^{\mu}_{P}$ that $\hat{x}^{\mu}$ refers to in any coordinate systems
\[
O(x^{\mu}_{P}) = \tilde{O}(\hat{x}^{\mu}) \left[ 1 + \frac{\delta O}{O} + \delta x^{\mu} \partial_{\mu} O + \delta x^{\mu} \partial_{\mu} \delta O + \frac{1}{2} \delta x^{\mu} \delta x^{\nu} \partial_{\mu \nu} O \right](\hat{x}^{\mu}).
\]
(3.37)

4 Second-order expression for the observed redshift

In this section, we provide an explicit example of how the coordinate lapse introduced above is used to construct the second-order gauge-invariant expressions. In particular, we consider the second-order expression for the observed redshift. Since the background quantities depend only on time, the coordinate spatial shift $\delta x^{i}$ drops out in the linear-order description of observables quantities. Beyond the linear-order, however, the coordinate shift plays a role, as the motion of the observer deviates from the background motion, though the second-order coordinate shift still drops out in the second-order expression.

4.1 General expressions for the observed redshift

Let us consider the standard expression for the observed redshift defined as the ratio
\[
1 + z = \frac{(k^{\mu}u_{\mu})_{s}}{(k^{\mu}u_{\mu})_{o}} \equiv \frac{E(x^{\mu}_{s})}{E(x^{\mu}_{o})},
\]
(4.1)
where $k^{\mu}$ is the quadri-momentum of the photon, $u_{\mu}$ is quadri-velocity of the barionic fluid and $s$ and $o$ respectively represent the source and the observer positions. This relation allows us to compute the observed redshift up to any order in perturbation theory. For our purposes
we split the scalar $\mathcal{E} = k^\mu u_\mu \equiv \bar{\mathcal{E}} + \delta \mathcal{E}$ into the background and perturbations at a given position (either $x_a^0$ or $x_s^0$) and we split the observed redshift $1+z$ in the same way as

$$1+z = \frac{\bar{\mathcal{E}} + \delta \mathcal{E}}{\bar{\mathcal{E}}} = \bar{\mathcal{E}}_o \left(1 + \frac{\delta \mathcal{E}}{\bar{\mathcal{E}}} \right)_o = \bar{\mathcal{E}}_o \left(1 + \frac{\delta \mathcal{E}}{\bar{\mathcal{E}}} + \frac{\delta \mathcal{E}^2}{\bar{\mathcal{E}}^2} \right)_o \equiv \bar{\mathcal{E}}_o \left(1 + \Delta \right), \quad (4.2)$$

where we define the perturbation $\Delta$ as

$$\Delta = \left(\frac{\delta \mathcal{E}}{\bar{\mathcal{E}}} \right)_s - \left(\frac{\delta \mathcal{E}}{\bar{\mathcal{E}}} \right)_o - \left(\frac{\delta \mathcal{E}}{\bar{\mathcal{E}}} \right)_o \left(\frac{\delta \mathcal{E}}{\bar{\mathcal{E}}} \right)_o + \left(\frac{\delta \mathcal{E}}{\bar{\mathcal{E}}} \right)_o^2 + O(3). \quad (4.3)$$

With the help of the Geodesic Light Cone gauge (see appendix A.2), we can compute the inner product $\mathcal{E} = k^\mu u_\mu$ up to the second-order, albeit lengthy but straightforwardly,

$$\Delta = \{-A + B_r + V_r\}^s - \int_{\eta_a}^{\eta_0} d\eta' \partial_{\eta'} \Xi + \left\{ \frac{1}{2} V_r^2 + \frac{1}{2} \gamma^{ab} V_a B_b - \frac{1}{2} B_r^2 - \frac{1}{2} \gamma^{ab} B_a B_b + \frac{3}{2} A^2 \right\}$$

$$- A B_r - A \left((A - C_{rr} - B_r)_a - \int_{\eta}^{\eta_0} d\eta' \partial_{\eta'} (A - C_{rr} - B_r) \right) + \left((A - C_{rr} - B_r)_o \right)$$

$$- \int_{\eta}^{\eta_0} d\eta' \partial_{\eta'} (A - C_{rr} - B_r) \right) (B_r + V_r) + \gamma^{ab} \partial_{a} \left[ \delta \omega_o - \int_{\eta}^{\eta_0} d\eta' (A - C_{rr} - B_r) \right] (B_b + V_b)$$

$$- 2 (B_r + V_r) C_{rr} - 2 \gamma^{ab} (B_a + V_a) C_{br} \right) \right)^s - (V_{ro} - C_{rr}) (V_r - A + B_r)^s$$

$$+ (V_r - C_{rr} + \partial_{\eta} \omega_o) \int_{\eta_a}^{\eta_0} d\eta' \partial_{\eta'} (A - C_{rr} - B_r), \quad (4.4)$$

where $\delta \omega_o$ is a normalization function derived in appendix A.2 and $\Xi$ is the perturbation of the photon momentum

$$\Xi = A - C_{rr} - B_r - \frac{1}{2} A^2 + \frac{1}{2} B_r^2 + \frac{1}{2} \gamma^{ab} B_a B_b + 2 B_r C_{rr} + 2 \gamma^{ab} B_a C_{br} - A C_{rr}$$

$$+ 2 \gamma^{ab} C_{ra} C_{rb} + \frac{3}{2} C_{rr}^2 - (A - B_r - C_{rr})^2 - (A - B_r - C_{rr}) \int_{\eta}^{\eta_0} d\eta' \partial_{\eta'} (A - C_{rr} - B_r)$$

$$+ (A - B_r - C_{rr}) (A - C_{rr} - B_r)_a + (A - B_r - C_{rr}) \partial_{\eta} \delta \omega_o$$

$$\gamma^{ab} (B_a + 2 C_{ar}) \partial_{a} \left[ \delta \omega_o - \int_{\eta}^{\eta_0} d\eta' (A - B_r - C_{rr}) \right]$$

$$+ \frac{1}{2} \gamma^{ab} \partial_{a} \left[ \delta \omega_o - \int_{\eta}^{\eta_0} d\eta' (A - B_r - C_{rr}) \right] \partial_{b} \left[ \delta \omega_o - \int_{\eta}^{\eta_0} d\eta' (A - B_r - C_{rr}) \right]$$

$$= A - C_{rr} - B_r - \frac{3}{2} A^2 - \frac{1}{2} B_r^2 + \frac{1}{2} \gamma^{ab} B_a B_b + 2 \gamma^{ab} B_a C_{br} + A C_{rr}$$

$$+ 2 \gamma^{ab} C_{ra} C_{rb} + \frac{1}{2} C_{rr}^2 + 2 A B_r - (A - B_r - C_{rr}) \int_{\eta}^{\eta_0} d\eta' \partial_{\eta'} (A - C_{rr} - B_r)$$

$$+ (A - B_r - C_{rr}) (A - C_{rr} - B_r)_a + (A - B_r - C_{rr}) \partial_{\eta} \delta \omega_o$$

$$\gamma^{ab} (B_a + 2 C_{ar}) \partial_{a} \left[ \delta \omega_o - \int_{\eta}^{\eta_0} d\eta' (A - B_r - C_{rr}) \right]$$

$$+ \frac{1}{2} \gamma^{ab} \partial_{a} \left[ \delta \omega_o - \int_{\eta}^{\eta_0} d\eta' (A - B_r - C_{rr}) \right] \partial_{b} \left[ \delta \omega_o - \int_{\eta}^{\eta_0} d\eta' (A - B_r - C_{rr}) \right]. \quad (4.5)$$
While the second-order expression of $\Delta$ is inevitably lengthy, we recognize some pattern in eq. (4.4). The first line contains the linear-order expression, but it also includes the second-order terms (e.g. $A = A^{(1)} + A^{(2)}$) in addition to the quadratic terms. Moreover, eqs. (4.4) and (4.5) are given in term of $k^\mu$ and $u_\mu$ as solved in term of background affine parameter, such that they already consider the expansion around the perturbed geodesic of the photon. The rest of eq. (4.4) accounts for the quadratic combination of the linear-order effects and the quadratic contributions in the velocity and the photon wave vectors. In section 5, we will discuss the consequences of this correction at the observer position with several choices of gauge condition.

### 4.2 Gauge transformation of the second-order expression

In eq. (4.4), we have computed all the relativistic corrections to the observed redshift up to the second-order in perturbations. Before we further discuss their physical interpretations, let us first check the validity of the second-order expression by explicitly verifying its gauge-transformation property. First, using the equations in appendix A.3, we can derive, after lengthy but straightforward manipulations,

$$
\tilde{\delta E} = \delta E + H \left( \epsilon^t - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^t \right) \tilde{E} - \frac{1}{2} (\epsilon^t)^2 \partial_t (H \tilde{E}) - \epsilon^\mu \partial_{\mu} \delta E ,
$$

(4.6)

where $H$ is the Hubble parameter and we used $\tilde{E} \propto 1/a$. This gauge transformation of $\delta E$ is again fully consistent with what we expect for a scalar quantity under transformations from eq. (3.31). However, we want to check the gauge-transformation of the full expression of the observed redshift and to verify that it is indeed a bi-scalar. Since the observed redshift represents the position of the source (not the observer), we can re-arrange the expression at the observer position $x^\mu_o$ in terms of the reference position $\hat{x}^\mu_o$ and make its perturbations gauge-invariant explicitly at the observer position. Indeed, by expanding $\mathcal{E}(x^\mu_o)$ around the reference position $\hat{x}^\mu_o$

$$
\mathcal{E}(x^\mu_o) = \tilde{\mathcal{E}}(x^\mu_o) + \delta \mathcal{E} (x^\mu_o)
$$

$$
= \left[ \tilde{\mathcal{E}} + \delta \mathcal{E} + \delta x^\mu \partial_\mu \tilde{\mathcal{E}} + \frac{1}{2} \delta x^\mu \delta x^\nu \partial_{\mu \nu} \tilde{\mathcal{E}} + \delta x^\mu \partial_\mu \delta \mathcal{E} \right] (\hat{x}^\mu_o)
$$

$$
= \tilde{\mathcal{E}}_o \left[ 1 + \frac{\delta \mathcal{E}}{\mathcal{E}} + \delta x^\mu \frac{\partial_\mu \tilde{\mathcal{E}}}{\mathcal{E}} + \frac{1}{2} \delta x^\mu \delta x^\nu \frac{\partial_{\mu \nu} \tilde{\mathcal{E}}}{\mathcal{E}} + \delta x^\mu \frac{\partial_\mu \delta \mathcal{E}}{\mathcal{E}} \right] ,
$$

(4.7)

we can readily recognize that the expression at the observer position is gauge invariant, as shown in eq. (3.37). This is because $\hat{x}^\mu_o$ is coordinate-independent reference by construction and with $\delta x^\mu$ the whole combination in the bracket is evaluated at the physical point of the observer in any coordinate system. So the observed redshift is then further manipulated as

$$
1+z = \frac{\tilde{\mathcal{E}}(x^\mu_o)}{\tilde{\mathcal{E}}_o} \left[ 1+\Delta(x^\mu_o) \right]^{-1}
$$

$$
\equiv (1+z) \left[ 1+\delta z (\hat{x}^\mu_o) \right] ,
$$

(4.8)
where the subscript $\hat{o}$ represents $\hat{x}^\mu_o$ and distortion in the observed redshift is defined as

$$
\delta z(\hat{x}^\mu_o, x^\mu_s) = \Delta (\hat{x}^\mu_o, x^\mu_s) + \delta x^\mu_o \left( \frac{\partial \Delta (x^\mu_o, x^\mu_s)}{\partial x^\mu_o} \right)_{x^\mu_s = \hat{x}^\mu_o} - \delta x^\mu_o \left( \frac{\partial \mu \bar{\mathcal{E}}}{\bar{\mathcal{E}}} \right)_{\hat{o}} - \frac{1}{2} \delta x^\mu_o \delta x^\mu_o \left( \frac{\partial^2 \bar{\mathcal{E}}}{\partial \mu \partial \nu} \right)_{\hat{o}} + \left( \delta x^\mu_o \frac{\partial \mu \bar{\mathcal{E}}}{\bar{\mathcal{E}}} \right)^2 - \Delta (\hat{x}^\mu_o, x^\mu_s) \left( \delta x^\mu_o \left( \frac{\partial \mu \bar{\mathcal{E}}}{\bar{\mathcal{E}}} \right) \right)_{\hat{o}}. \tag{4.9}
$$

Note that the background redshift $\bar{z}$ of the source

$$
1 + \bar{z} \equiv \frac{\bar{E}(x^\mu_s)}{\bar{E}(\hat{x}^\mu_o)} = \frac{a(t_o)}{a(t_s)}, \tag{4.10}
$$

is defined as the time coordinate of the source. It means that perturbations for our redshift in eq. (4.9) transforms as a scalar, rather than a bi-scalar. Indeed, by plugging in all the gauge transformations for perturbations in eq. (4.9), we derive

$$
\tilde{\delta} z = \delta z + \left[ H \left( \epsilon^t - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^t \right) - \frac{1}{2} a \left( \frac{\partial H}{\partial a} \right) \left( \epsilon^t \right)^2 + H \delta z \epsilon^t - \epsilon^\mu \partial_\mu \left( \frac{\delta \mathcal{E}}{\mathcal{E}} \right) \right]. \tag{4.11}
$$

Moreover, last term involves derivatives at the source position. It means that we can manipulate it as

$$
- (\epsilon^\mu \partial_\mu) (\delta \mathcal{E} / \mathcal{E})_s + (\epsilon^\mu \partial_\mu) (\delta \mathcal{E} / \mathcal{E} + \delta x^\mu \partial_\mu \bar{\mathcal{E}}) = - (\epsilon^\mu \partial_\mu \delta z)_s \tag{4.12}
$$

because derivatives at source for an observer term is zero. This confirms once more that $\delta z$ gauge transforms just at the source position. More explicitly, because $1+z = (1+\bar{z}) (1+\delta z)$, we have

$$
\tilde{\delta} z(x^\mu_s) = \delta z + H \left( \epsilon^t - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^t \right) - \frac{1}{2} a \left( \frac{\partial H}{\partial a} \right) \left( \epsilon^t \right)^2 + H \delta z \epsilon^t - \epsilon^\mu \partial_\mu \delta z. \tag{4.13}
$$

Indeed it is expected to transform as

$$
(1+\bar{z}) \tilde{\delta} z = (1+\bar{z}) \delta z - \mathcal{L}_z [(1+\bar{z}) (1+\delta z)] + \frac{1}{2} \mathcal{L}_z^2 (1+\bar{z}), \tag{4.14}
$$

from which it follows that

$$
\tilde{\delta} z = \delta z - a \left( \epsilon^t - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^t \right) \left( \frac{\dot{1}}{a} \right) + \frac{1}{2} a \left( \epsilon^t \right)^2 \left( \frac{\ddot{1}}{a} \right) - a \epsilon^\mu \partial_\mu \left( \frac{\delta z}{a} \right), \tag{4.15}
$$

which is exactly what we get from the explicit evaluation of gauge transformation from eq. (4.13).

Given our definition of $\delta z$, let us underline that $\delta z$ does not vanish at the observer position in the limit $s \to o$

$$
\delta z \to \Delta (\hat{x}^\mu_o, x^\mu_o) - \delta x^\mu_o \left( \frac{\partial \mu \bar{\mathcal{E}}}{\bar{\mathcal{E}}} \right)_{\hat{o}} + \delta x^\mu_o \left( \frac{\partial \Delta (x^\mu_o, x^\mu_s)}{\partial x^\mu_o} \right)_{x^\mu_s = x^\mu_o} - \frac{1}{2} \delta x^\mu_o \delta x^\mu_o \left( \frac{\partial^2 \bar{\mathcal{E}}}{\partial \mu \partial \nu} \right)_{\hat{o}} + \left( \delta x^\mu_o \frac{\partial \mu \bar{\mathcal{E}}}{\bar{\mathcal{E}}} \right)^2 - \Delta (\hat{x}^\mu_o, x^\mu_s) \delta x^\mu_o \left( \frac{\partial \mu \bar{\mathcal{E}}}{\bar{\mathcal{E}}} \right)_{\hat{o}}. \tag{4.16}
$$
The reason for this can be explained in this way: even when source and observer share the same position, there exists a difference $\delta x^\mu_o$ between this position $x^\mu_o$ and the reference position $\hat{x}_z^\mu$. Hence, eq. (4.16) represents nothing but the contribution $\delta z(\hat{x}_z^\mu, x^\mu_o)$ due to coordinate lapse and shift at the observer position. Note that the observed redshift vanishes in this limit
\[
1 + z = (1 + \tilde{z}) (1 + \delta z) = 1.
\]

### 4.3 Observed redshift and its gauge invariance

Given the full expression of the observed redshift and its gauge-transformation property, we check the consistency of our expression by deriving the coordinate lapse at the source position. The observed redshift is indeed expressed at the source position and we can express the source position by using the coordinate independent reference point $\hat{x}_z^\mu$ for the source position
\[
x^\mu_s \equiv \hat{x}_z^\mu + \delta x^\mu_s,
\]
where the reference point is naturally defined in terms of the observed redshift and observed angle as
\[
1 + z = \frac{1}{a(t_z)}, \quad \hat{x}_z^i = \hat{r}_z n^i,
\]
where $\hat{t}_z$ is the time coordinate for the observed redshift and
\[
\hat{r}_z \equiv \int_0^z \frac{dz'}{H(z')},
\]
is the comoving distance to the source as given in terms of the observed redshift. By expanding the full expression around the reference point $\hat{x}_z^\mu$ the expression for the observed redshift can be re-arranged around the reference point as
\[
1 + z = 1 + \frac{1}{a(t_s)} \left( 1 + \delta z \right) \left[ 1 - H \delta t + H^2 \delta t^2 - \frac{1}{2} \left( H^2 + \dot{H} \right) \delta t^2 \right]_z \\
\times \left[ 1 + \delta z + \delta \dot{z} \delta t + \delta x^i \partial_i \delta z \right]_z,
\]
where all terms are evaluated now at the reference point $\hat{x}_z^\mu$ for the source position and we mind the difference between $\delta t_z$ and $\delta T_s$, as in eq. (3.15). This relation provides the coordinate lapse at the source position
\[
\delta t_z = \frac{1}{H} \left[ \delta z - \frac{1}{2} \delta z^2 + \frac{1}{2} \left( \frac{\delta z^2}{H} \right) \dot{H} + \delta x^i \partial_i \delta z \right]_z + O(3),
\]
where we have substituted the linear relation $H \delta t_z = \delta z$ in the non-linear terms. The results for the spatial shift is given in appendix A.3 (see eqs. (A.32) and (A.38)). Briefly, the procedure of obtaining $\delta x^i_z = (\delta r_z, \delta \theta_z)$ in spherical coordinate consists of identifying the observed past light-cone with the background observed quantity $\hat{\eta}_z + \hat{r}_z$ through the knowledge of perturbative expression for $w$. The latter, indeed, contains all the perturbations along the observed past light-cone, then, the condition $w = \hat{\eta}_z + \hat{r}_z = \eta_0$ provides the expression of $\delta r_s$, as
given in eq. (A.32). On the other hand, the angular part of the spatial shift at the source can be obtained by requiring that the GLC angles $\tilde{\theta}^a$ match with the observed ones $\hat{\theta}^a$, i.e. $\tilde{\theta}^a = \hat{\theta}^a$:

$$
\delta r_z = \int_{\hat{\eta}}^{\tilde{\eta}} d\eta \left[ A - C_{rr} - B_r \right] + \frac{\delta t_{\hat{\eta}}}{a(\hat{t}_{\hat{\eta}})} - \frac{\delta t_{\tilde{\eta}}}{a(\tilde{t}_{\tilde{\eta}})} + \delta r_{\tilde{\eta}} + O(2)
$$

$$
\delta \theta_z^a = - \int_{\hat{\eta}}^{\tilde{\eta}} d\eta \left[ \tilde{\gamma}^{ab} \partial_b \left( \int_{\eta}^{\tilde{\eta}} d\eta' \left[ A - C_{rr} - B_r \right] + \frac{\delta t_{\hat{\eta}}}{a(\hat{t}_{\hat{\eta}})} - \frac{\delta r_{\tilde{\eta}}}{a(\tilde{t}_{\tilde{\eta}})} + B^a + 2C^{ra} \right) + \delta \theta_{\tilde{\eta}}^a + O(2) \right],
$$

where the boundaries are

$$
\hat{\eta}_o = \int_0^\infty \frac{dz}{H(z)} \quad \text{and} \quad \tilde{\eta}_z = \hat{\eta}_o - \tilde{r}_z.
$$

The integrated terms in $\delta r_z$ and $\delta \theta_z^a$ agree with the ones presented in [39]. The only difference is that in this paper we consider also the contribution from the spatial shift at the observer, which are needed in order to get the right gauge-transformation. Indeed, by an explicit check, we can show that the coordinate lapse and shift at the source position in eq. (4.13) transform as

$$
\tilde{\delta t}_z = \delta t_z + \epsilon^t + \frac{1}{2} \epsilon^o \partial_o \epsilon^t + \delta t_z \epsilon^t + \epsilon x^i \epsilon_{\dot{t}} + O(3)
$$

$$
\tilde{\delta r}_z = \delta r_z + \epsilon^r + O(2)
$$

$$
\tilde{\delta \theta}_z^a = \delta \theta_z^a + O(2),
$$

in full agreement with our expectation described in section 3. Let us also note that in the limit $s \rightarrow o$, we safely recover that $\delta x^s_k \rightarrow \delta x^o_k$. Beyond the linear-order, we underline that the spatial shift plays a role in the second-order coordinate lapse $\delta t_s$, even though the observables in the background depend only on time. This is because the linear-order perturbations depend on all the coordinates $x^\mu$ so they naturally induce the spatial shift at the second order. However, provided that $\delta \tilde{x}^i = \delta x^i + \epsilon^i$, we see that eq. (4.26) is consistent with eq. (3.33), namely the expression of physical observables in terms of observed redshift eliminates the presence of gauge transformation at the source position. Similarly, relating physical observables in terms of the observed angles and radial distance allows to eliminate all the spatial gauge dependences.

### 4.4 Summary of the main expression

To conclude this section, we provide the full expression for the observed redshift up to second-order, which is the main result of this paper. To do this, we expand also perturbations at the source position in terms of the reference frame $\hat{x}_z^\mu$. This implies that our set of perturbations becomes

$$
\delta z^{(1)}(\hat{x}_o^\mu, \hat{x}_z^\mu) + \delta z^{(2)}(\hat{x}_o^\mu, \hat{x}_z^\mu) = \delta z^{(1)}(\hat{x}_o^\mu, \tilde{x}_z^\mu) + \delta z^{(2)}(\hat{x}_o^\mu, \tilde{x}_z^\mu) + \delta x_z^\mu \left( \frac{\partial \delta z^{(1)}(\hat{x}_o^\mu, \tilde{x}_z^\mu)}{\partial x_s^\mu} \right)_{x_s^\mu = \hat{x}_o^\mu}
$$

$$
\equiv \delta Z^{(1)}(\hat{x}_o^\mu, \tilde{x}_z^\mu) + \delta Z^{(2)}(\hat{x}_o^\mu, \tilde{x}_z^\mu),
$$

such that

$$
\delta Z^{(1)}(\hat{x}_o^\mu, \tilde{x}_z^\mu) = \delta z^{(1)}(\hat{x}_o^\mu, \tilde{x}_z^\mu)
$$

$$
\delta Z^{(2)}(\hat{x}_o^\mu, \tilde{x}_z^\mu) = \delta z^{(2)}(\hat{x}_o^\mu, \tilde{x}_z^\mu) + \delta x_z^\mu \frac{\partial \delta Z^{(1)}(\hat{x}_o^\mu, \tilde{x}_z^\mu)}{\partial \hat{x}_z^\mu}
$$

(4.28)
We then get that

\[
\delta Z^{(1)}(\hat{x}_o^\mu, \hat{x}_x^\mu) = (-A + B_r + V_r)^z_0 - \int_{\hat{\eta}_z}^{\hat{\eta}_0} d\eta' \partial_{\eta'} (A - C_{rr} - B_r) - \frac{H_o}{a_o} \delta t_o,
\]

and

\[
\delta Z^{(2)}(\hat{x}_o^\mu, \hat{x}_x^\mu) = \left\{ -A + B_r + V_r + \frac{1}{2} V_r^2 + \frac{1}{2} \hat{\gamma}^{ab} V_a V_b \right. \nonumber \\
- \frac{1}{2} B_r^2 - \frac{1}{2} \hat{\gamma}^{ab} B_a B_b + \frac{3}{2} A^2 - A B_r - 2 (B_r + V_r) C_{rr} - 2 \hat{\gamma}^{ab} (B_a + V_a) C_{br} \left\} \nonumber \\
+ (B_r + V_r)_{\hat{\eta}} (A - C_{rr} - B_r)^z_0 - A_{\hat{\eta}}^z (A - C_{rr} - B_r)_{\hat{\eta}} \nonumber \\
- (V_r - C_{rr})_{\hat{\eta}} (B_r + V_r - A)^z_0 - (B_r + V_r - A)_{\hat{\eta}} \nonumber \\
- (B^a + V^a)_{\hat{\eta}} \partial_{\eta} \int_{\hat{\eta}_a}^{\hat{\eta}_0} d\eta' (A - C_{rr} - B_r) - \int_{\hat{\eta}_0}^{\hat{\eta}_a} d\eta' \partial_{\eta'} (A - C_{rr} - B_r) \nonumber \\
- \frac{3}{2} A^2 - \frac{1}{2} B_r^2 + \frac{1}{2} \hat{\gamma}^{ab} B_a B_b + 2 \hat{\gamma}^{ab} B_a C_{br} + A C_{rr} + 2 \hat{\gamma}^{ab} C_{ra} C_{rb} + \frac{1}{2} C_{rr}^2 \nonumber \\
+ 2 A B_r - (A - B_r - C_{rr}) \int_{\eta'}^{\hat{\eta}_0} d\eta'' \partial_{\eta''} (A - C_{rr} - B_r) \nonumber \\
- \hat{\gamma}^{ab} (B_a + 2 C_{ar}) \partial_a \left[ \int_{\eta_0}^{\hat{\eta}_0} d\eta \left[ \frac{a(\eta)}{a(\hat{\eta}_0)} A - B_r + V_r \right] - \int_{\hat{\eta}_0}^{\eta} d\eta'' (A - B_r - C_{rr}) \right] \nonumber \\
+ \frac{1}{2} \hat{\gamma}^{ab} \partial_a \left[ \int_{\eta_0}^{\hat{\eta}_0} d\eta \left[ \frac{a(\eta)}{a(\hat{\eta}_0)} A - B_r + V_r \right] - \int_{\eta}^{\hat{\eta}_0} d\eta'' (A - B_r - C_{rr}) \right] \nonumber \\
\times \partial_b \left[ \int_{\eta_0}^{\hat{\eta}_0} d\eta \left[ \frac{a(\eta)}{a(\hat{\eta}_0)} A - B_r + V_r \right] - \int_{\eta}^{\hat{\eta}_0} d\eta'' (A - B_r - C_{rr}) \right] \right\} \nonumber \\
+ (B^a + V^a)_{\hat{\eta}} \partial_a \int_{\eta_0}^{\hat{\eta}_0} d\eta \left[ \frac{a(\eta)}{a(\hat{\eta}_0)} A - B_r + V_r \right] + \delta x_{\hat{\eta}}^\mu \left( \frac{\partial \Delta (x_{\hat{\eta}}^\mu, \hat{x}_x^\mu)}{\partial x_{\hat{\eta}}^\mu} \right)_{x_{\hat{\eta}}^\mu = \hat{x}_x^\mu} \nonumber \\
- \delta x_{\hat{\eta}}^\mu \left( \frac{\partial \hat{\delta} (\hat{x}_o^\mu, \hat{x}_x^\mu)}{\partial x_{\hat{\eta}}^\mu} \right)_{\hat{\eta}} \frac{\hat{\Delta} (\hat{x}_o^\mu, \hat{x}_x^\mu)}{\hat{x}_x^\mu} \left( \frac{\partial^2 \hat{\Delta} (\hat{x}_o^\mu, \hat{x}_x^\mu)}{\partial^2 x_{\hat{\eta}}^\mu} \right)_{\hat{\eta}} \nonumber \\
+ \delta x_{\hat{\eta}}^\mu \left( \frac{\partial \hat{\delta} Z^{(1)} (x_{\hat{\eta}}^\mu, \hat{x}_x^\mu)}{\partial x_{\hat{\eta}}^\mu} \right)_{\hat{\eta}}. \quad (4.30)
\]

Among all the observer terms, let us notice the presence of corrections given by the coordinate lapse and shift $\delta t_o$ and $\delta x_{\hat{\eta}}^\mu$ in the last six lines. These terms appear here for the first time at non linear level and we will discuss in the following sections their consequences. Moreover, for computational purposes, let us underline that $\eta_{\hat{\eta}}$ can be set equal to 0.

5 *Computation in popular gauges and comparison with previous work*

The computation of the observed redshift beyond the linear order has been performed in the past, with its application to the CMB and galaxy clustering [16, 39]. As we emphasized, the non-linear perturbation calculations are lengthy and complicated by nature. In section 4, we explicitly presented the most robust calculation of the observed redshift at the second-order
by verifying its gauge-transformation property. To facilitate the comparison of our result, we provide its expression in a few popular gauges: the N-Body Gauge (NB), the Synchronous Gauge (SG) and the Conformal Newtonian Gauge (NG). In all of these cases, we will consider the scalar perturbations up to second order, while the vector and the tensor perturbations are considered only at second order.

5.1 Linear N-body gauge

First of all, we want to provide our result in the so-called linear N-body gauge [40, 41]. This choice is particularly helpful when we want to interpret results from N-body codes as relativistic effects. In particular, this gauge allows to write relativistic equations in the same form as the Newtonian ones, so it allows an immediate comparison with N-body simulations when radiation density and pressure are negligible. In this case, we just focus on scalars at linear order because at non-linear level this gauge choice about the relativistic equations implies more involved conditions than the linear ones. The generalization of N-body gauge to second order is a non trivial task which we are not going to face here. More specifically, starting from the generic perturbed metric

$$ds^2 = -(1 + 2A)dt^2 - 2a B_i dx^i dt + a^2 (\delta_{ij} + 2C_{ij}) dx^i dx^j,$$  \hspace{0.5cm} (5.1)

N-body gauge consists of requiring that a traceless set of spatial metric perturbations and Comoving choice for temporal gauge condition, namely

$$C^i_i = 0 \quad \text{and} \quad \mathcal{V} = 0.$$  \hspace{0.5cm} (5.2)

Therefore, after the decomposition where only scalars are taken into account, we get

$$B_r = \partial_r \beta, \quad B_a = \partial_a \beta, \quad A = \phi, \quad C_{rr} = \psi + \partial^2 \gamma, \quad C_{ra} = \partial^2 r a \gamma - \frac{1}{r} \partial a \gamma, \quad C_{ab} = \psi \bar{\gamma}_{ab} + \nabla a \partial b \gamma,$$  \hspace{0.5cm} (5.3)

where first of eqs. (5.2) implies

$$\psi + \frac{1}{3} \Delta \gamma = 0,$$  \hspace{0.5cm} (5.4)

where $\Delta$ is the 3-dimensional Laplacian. Moreover, when radiation pressure and density are negligible, eqs. (5.2) lead to the further condition $\gamma' = 0$. Hence let us consider the redshift perturbations just for scalars and express our results in terms of the gauge invariant variables

$$\phi_X = \phi - \frac{\chi'}{a}, \quad \psi_X = \psi - \frac{\mathcal{H}}{a} \chi, \quad V^X_i = V_i + \frac{1}{a} \partial_i \chi,$$  \hspace{0.5cm} (5.5)

where $\chi \equiv a (\beta + \gamma')$. Here, the notation indicates that the variable $X_Y$ is equal to $X$ in the gauge where $Y = 0$. In this way, first of all, we can divide the coordinate time lapse into its gauge invariant and gauge dependent part

$$\delta t_{\bar{\phi}} = -\frac{1}{a_{\bar{\phi}}} \int_{\bar{\eta}_n}^{\bar{\eta}_o} d\eta \ a \phi = -\frac{1}{a_{\bar{\phi}}} \int_{\bar{\eta}_n}^{\bar{\eta}_o} d\eta \ a \phi_X - \chi_{\bar{\phi}},$$  \hspace{0.5cm} (5.6)
and then, after some manipulations, linear redshift can be written as

\[
\delta Z(\hat{x}_o^\mu, \hat{x}_s^\mu) = \left[ -\phi + V^\chi - \frac{\mathcal{H}_0}{a_o} \chi \right]^z \hat{\eta}_o - \int_{\hat{\eta}_o}^{\hat{\eta}_s} d\eta (\phi - \psi)' - \frac{\mathcal{H}_0}{a_o} \int_{\eta_o}^{\eta_s} d\eta a \phi - \frac{\mathcal{H}_z}{a_z} \chi .
\]

This result is still general. If we now apply condition for the N-Body gauge, we get that \( \chi = a \beta \) and then

\[
\delta Z_{NB}(\hat{x}_o^\mu, \hat{x}_s^\mu) = \left[ -\phi + V^\chi \right]^z \hat{\eta}_o - \int_{\hat{\eta}_o}^{\hat{\eta}_s} d\eta (\phi - \psi)' - \frac{\mathcal{H}_0}{a_o} \int_{\eta_o}^{\eta_s} d\eta a \phi - \frac{\mathcal{H}_z}{a_z} \chi .
\]

This result can be compared with the one obtained in [42]. We notice that our result looks different with respect to the one presented in [42], where the boundary term at the observer is \((\mathcal{H}_0) \beta_o\). However, the two results are in quantitative agreement: indeed, by recalling eq. (3.22), we get that time lapse in the N-Body gauge is 0. From eq. (5.6), we then get in the N-Body gauge that

\[
\frac{1}{a_o} \int_{\hat{\eta}_o}^{\hat{\eta}_s} d\eta a \phi = -a_o \beta_o ,
\]

which restore the quantitative agreement. We underline, instead, that our result is gauge invariant at the observer, while the one presented in [42] is not. This is not surprising: indeed, N-body gauge shares the same properties of the Comoving gauge as well as the linear Synchronous gauge in the time part of metric perturbations. Then, because boundary terms at the observer are built to be gauge invariant in all the gauge choices and equal to the ones in gauges where coordinate time lapse is null, it is a natural consequence that our result is gauge invariant and at the same time in quantitative agreement with the one in [42]. This linear example is illustrative for what happens also in the Synchronous gauge, where coordinate time lapse is null too.

### 5.2 Synchronous gauge

Given the metric form in eq. (A.1), the Synchronous gauge is defined by fixing the scalar fields in the decomposition in eqs. (A.2) as

\[
ds^2 = -dt^2 + a^2 \left[ \delta_{ij} + 2 C_{ij} dx^i dx^j \right] \quad \text{with} \quad \alpha = B_i = \mathcal{V} = 0 ,
\]

where we assume no vectors and tensors at linear-order. Note that we further impose the comoving gauge condition \( \mathcal{V} = 0 \), which is often implicitly assumed [35]. We first compute the useful quantities

\[
C_{rr} = \psi + \partial_r^2 \gamma + \partial_r C_r^{(2)} + C_r^{(2)} ,
\]

\[
C_{ra} = \partial^2_{ra} \gamma - \frac{1}{r} \partial_a \gamma + \partial_a C_r^{(2)} - \frac{1}{r} C_a^{(2)} + C_r^{(2)} ,
\]

\[
C_{ab} = \psi \tilde{\gamma}_{ab} + \nabla_a \partial_b \gamma + \nabla_{(a} C_{b)}^{(2)} + C_{ab}^{(2)} .
\]
We neglect the second-order quantities in the quadratic combination of \(C_{rr}, C_{ra}\) or \(C_{ab}\). Therefore, it is evident from eqs. (3.6) and (3.10) the coordinate lapse \(\delta t_o\) and spatial shift \(\delta x^i_o\) vanish at the linear order in this gauge. Hence, from eq. (4.30), we get that

\[
\delta Z_{SG}^{(2)}(\delta t^x_o, \delta x^z_o) = -\int_{\tilde{\eta}_{l}}^{\tilde{\eta}_{h}} \, \text{d}t' \partial_{t'} \left\{ -C_{rr} + \frac{1}{2} C_{rr}^{2} + 2 \bar{\gamma}^{ab} C_{ra} C_{rb} - C_{rr} \int_{\eta'}^{\tilde{\eta}_{h}} \, \text{d}t'' \partial_{t''} C_{rr} \right. \\
+ \frac{1}{2} \bar{\gamma}^{ab} \partial_a \left[ \int_{\eta'}^{\tilde{\eta}_{h}} \, \text{d}t'' C_{rr} \right] \partial_b \left[ \int_{\eta'}^{\tilde{\eta}_{h}} \, \text{d}t'' C_{rr} \right] - 2 \bar{\gamma}^{ab} C_{ar} \partial_b \int_{\eta'}^{\tilde{\eta}_{h}} \, \text{d}t'' C_{rr} \right\} + \left[ \delta x^z_o \partial \frac{\delta Z^{(1)}}{\delta x^z_o} \right]_{SG}^{(5.12)},
\]

or, after combining with the decompositions in eqs. (5.11)

\[
\delta Z_{SG}^{(2)}(\delta t^x_o, \delta x^z_o) = -\int_{\tilde{\eta}_{l}}^{\tilde{\eta}_{h}} \, \text{d}t' \partial_{t'} \left\{ -\psi - \partial_r^2 \gamma - \partial_r C_{rr}^{(2)} - C_{rr}^{(2)} + \frac{1}{2} \left( \psi + \partial_r^2 \gamma \right)^2 \right. \\
+ 2 \bar{\gamma}^{ab} \left( \partial^2_{ra} \gamma - \frac{1}{r} \partial_a \gamma \right) \left( \partial^2_{rb} \gamma - \frac{1}{r} \partial_b \gamma \right) - (\psi + \partial_r^2 \gamma) \int_{\eta'}^{\tilde{\eta}_{h}} \, \text{d}t'' \partial_{t''} (\psi + \partial_r^2 \gamma) \right\} + \left[ \delta x^z_o \partial \frac{\delta Z^{(1)}}{\delta x^z_o} \right]_{SG}^{(5.13)},
\]

where

\[
\delta t_{SG} = -\frac{1}{H} \int_{\tilde{\eta}_{l}}^{\tilde{\eta}_{h}} \, \text{d}t' \partial_{t'} (\psi + \partial_r^2 \gamma) + O(2) \\
\delta r_{SG} = -\int_{\tilde{\eta}_{l}}^{\tilde{\eta}_{h}} \, \text{d}t' (\psi + \partial_r^2 \gamma) - \frac{\delta t_{SG}}{a^2(\tilde{t}_{SG})} + O(2) \\
\delta \theta_{SG}^a = \int_{\tilde{\eta}_{l}}^{\tilde{\eta}_{h}} \, \text{d}t' \left[ \bar{\gamma}^{ab} \partial_b \int_{\eta}^{\tilde{\eta}_{h}} \, \text{d}t'' (\psi + \partial_r^2 \gamma) + 2 \partial_{\eta}^2 \gamma - \frac{2}{\tilde{\eta}_{l} - \eta} \partial_\gamma \right] + O(2).
\]

Term \(\partial_r^2 \gamma\) in the first line of eq. (5.13) can be integrated by part, in order to extract boundary terms which can be addressed, at linear order, to the gauge invariant part of Sachs-Wolfe and Doppler effect in SG. Indeed, using the relations

\[
\frac{d \gamma}{d \eta} = \gamma' - \partial_r \gamma \quad \text{and} \quad \partial_r^2 \gamma' = \gamma'' - \frac{d}{d \eta} \left( \gamma'' + \partial_r \gamma \right),
\]

(5.15)
we can re-arrange eq. (5.13) as

\[
\begin{align*}
\delta Z_{SG}^{(2)}(\hat{x}_0^\mu, \hat{x}_0^\nu) &= [\gamma + \partial_\gamma \gamma] \hat{\phi} \int_{\eta_0}^{\eta_0} d\eta' \partial_{\eta'} \left\{ -\psi - \gamma'' - \partial_\gamma C_{\gamma \gamma}^{(2)} + \frac{1}{2}(\psi + \partial_\gamma^2 \gamma)^2 \right. \\
&\quad + 2\gamma^{ab} \left( \partial_{\rho a} \gamma - \frac{1}{r} \partial_\eta \gamma \right) \left( \partial_{\rho b} \gamma - \frac{1}{r} \partial_\eta \gamma \right) - (\psi + \partial_\gamma^2 \gamma) \int_{\eta'}^{\eta_0} d\eta'' \partial_{\eta''} \left( \psi + \partial_\gamma^2 \gamma \right) \\
&\quad + \frac{1}{2} \gamma^{ab} \partial_\rho \left[ \int_{\eta'}^{\eta_0} d\eta'' \left( \psi + \partial_\gamma^2 \gamma \right) \right] \partial_\beta \left[ \int_{\eta'}^{\eta_0} d\eta'' \left( \psi + \partial_\gamma^2 \gamma \right) \right] \\
&\left. \quad - 2\gamma^{ab} \left( \partial_{\rho a} \gamma - \frac{1}{r} \partial_\eta \gamma \right) \partial_\beta \left[ \int_{\eta'}^{\eta_0} d\eta'' \left( \psi + \partial_\gamma^2 \gamma \right) \right] \right\} + \left[ \delta x_\mu \frac{\partial \delta Z^{(1)}(\hat{x}_0^\mu, \hat{x}_0^\nu)}{\partial \hat{x}_\mu} \right]_{SG} \tag{5.16}
\end{align*}
\]

which represents the full expression for non-linear redshift in the Synchronous Gauge.

Now, we can compare our results with other calculations made so far in literature. In particular, we consider the expression provided in [43]. First of all, we point out two differences in solving the conformally rescaled geodesic equations: the first one is that they do not expand \( \partial_\gamma k^\mu = k^\nu \partial_\nu k^\mu = \left( k^\nu_0 + k^\nu_1 + k^\nu_2 \right) \partial_\nu \left( k^\mu_0 + k^\mu_1 + k^\mu_2 \right) \) so their solution does not show the terms coming from \( k^\nu_2 \partial_\nu k^\mu_0 + k^\nu_1 \partial_\nu k^\mu_1 \). The second difference is that they expand the linear Christoffel symbols around the linear shift \( x^\rho_0 \partial_\rho \gamma^{(1)} k_0^\alpha k_0^\beta \). This leads to some terms contains two derivatives of the perturbations which are not present in all our derivation and our gauge-transformation properties. Because of these differences, their \( \delta z \) is not expected to coincide with our eq. (5.16). Moreover, we notice another conceptual difference: indeed, in [43], \( \lambda \) is expanded as \( \lambda = \lambda + \delta \lambda \) and \( \delta \lambda \) is used to relate the proper time of the source to the observed redshift, just as our \( \delta t_z \) in eq. (4.23). While the expansion around \( \lambda \) is legit, using it to evaluate \( \delta t_z \) seems wrong, because its gauge-transformations properties do not satisfy what is required for a general coordinate time-lapse.

### 5.3 Conformal Newtonian gauge

Now let us move the discussion of our result to the Newtonian gauge (NG), where \( A = \phi \) and, again, vector and tensor are considered only at the second order, so

\[
ds^2 = -(1 + 2 \phi) dt^2 - 2a B_i^{(2)} dx^i dt + a^2 \left[ \delta_{ij} + 2 \left( \psi \delta_{ij} + C_{ij}^{(2)} \right) \right] dx^i dx^j,
\]

or, by explicitly considering the decompositions,

\[
A = \phi, \quad B_r = B_r^{(2)}, \quad C_{rr} = \psi + C_{rr}^{(2)}, \quad C_{ra} = C_{ra}^{(2)}, \quad C_{ab} = \psi \gamma_{ab} + C_{ab}^{(2)}.
\]

First of all, this case is different from the former one because lapses are no longer null in the NG. Indeed, from eqs. (3.10) and (3.13), we have

\[
(\delta x_0^1)_{NG} = -\int_{\eta_{in}}^{\eta_{in}} d\eta \delta^{ij} \partial_j \int_{\eta_0}^{\eta} d\eta' a \phi,
\]

\[
(\delta x_0^2)_{NG} = -\int_{\eta_{in}}^{\eta_{in}} d\eta \delta^{ij} \partial_j \int_{\eta_0}^{\eta} d\eta' a \phi,
\]

\[
(\delta x_0^3)_{NG} = -\int_{\eta_{in}}^{\eta_{in}} d\eta \delta^{ij} \partial_j \int_{\eta_0}^{\eta} d\eta' a \phi,
\]

\[
(\delta x_0^4)_{NG} = -\int_{\eta_{in}}^{\eta_{in}} d\eta \delta^{ij} \partial_j \int_{\eta_0}^{\eta} d\eta' a \phi.
\]
where we used the geodesic condition to relate $V_j$ and $\phi$, and

\[
(\delta t_0)_{\text{NG}} = - \int_{\eta_0}^{\eta_0} d\eta \left\{ \phi - \frac{1}{2} \phi^2 + \frac{1}{2} \delta ij \partial_i \left( \int_{\eta_0}^{\eta} d\eta' a \phi \right) \partial_j \left( \int_{\eta_0}^{\eta} d\eta' a \phi \right) \right\} + \phi_0 \int_{\eta_0}^{\eta_0} d\eta a \phi \\
+ \int_{\eta_0}^{\eta_0} d\eta \delta ij \partial_j \left( \int_{\eta_0}^{\eta} d\eta' a \phi \right) \partial_i \left( \int_{\eta_0}^{\eta} d\eta' a \phi \right). \tag{5.20}
\]

In this way, the perturbed redshift is given by

\[
\delta Z_{\text{NG}}^{(2)}(\dot{x}_0^\mu, \dot{x}_0^\nu) = \left\{ -A + B + V + \frac{1}{2} V_r^2 + \frac{1}{2} \gamma_{ab} V_a V_b + \frac{3}{2} A^2 - 2 V_r C_{rr} \right\}_{\phi} + V_{rr}(A - C_{rr})_{\phi} \\
- A (A - C_{rr})_{\phi} - (V_r - C_{rr})_{\phi} - (V_r - A)_{\phi} \int_{\eta_0}^{\eta_0} d\eta' \partial_{\eta'} (A - C_{rr}) \\
- V_s \partial_{a} \int_{\eta_0}^{\eta_0} d\eta' (A - C_{rr}) - \int_{\eta_0}^{\eta_0} d\eta' \partial_{\eta'} \left\{ A - C_{rr} - B_r - \frac{3}{2} A^2 + A C_{rr} + \frac{1}{2} C^2_{rr} \right\} \\
- (A - C_{rr}) \int_{\eta_0}^{\eta_0} d\eta'' \partial_{\eta''} (A - C_{rr}) + \frac{1}{2} \gamma_{ab} \partial_{a} \left( \int_{\eta_0}^{\eta_0} d\eta \left( \frac{A}{a} + V + V_r \right) \right) \\
\times \partial_{\eta} \left( \int_{\eta_0}^{\eta_0} d\eta \left( \frac{A}{a} + V + V_r \right) \right) + (V^a)_{\phi} \partial_{a} \left( \int_{\eta_0}^{\eta_0} d\eta \left( \frac{A}{a} + V + V_r \right) \right) \\
+ \delta x_{\phi} \left( \frac{\partial \Delta (x_0^\mu, x_0^\nu)}{\partial x_0^\mu} \right)_{x_0^\mu = \dot{x}_0^\mu} - \delta x_{\phi} \left( \frac{\partial \Delta (x_0^\mu, x_0^\nu)}{\partial x_0^\mu} \right)_{x_0^\mu = \dot{x}_0^\mu} \left( \frac{\partial_0 \bar{E}}{\bar{E}} \right)_{\phi} + \left( \delta x_{\phi} \partial_{\mu} \bar{E} \right)^2 \tag{5.21}
\]

where

\[
\delta t_z \text{NG} = \frac{1}{H} \left( -\phi + V_r \right)_{\phi} - \int_{\eta_0}^{\eta_0} d\eta' \partial_{\eta'} (\phi - \psi) - \frac{\mathcal{H}_0}{a_0} \int_{\eta_0}^{\eta_0} d\eta a \phi + O(2) \\
\delta r_{z} \text{NG} = \int_{\eta_0}^{\eta_0} d\eta \left( \phi - \psi \right) + \frac{(\delta t_0)_{\text{NG}}}{a(t_0)} - \frac{\delta t_{\phi} \text{NG}}{a_0} + (\delta r_{\phi})_{\text{NG}} + O(2) \\
\delta \theta_{z} \text{NG} = - \int_{\eta_0}^{\eta_0} d\eta \left\{ \gamma^{ab} \partial_{b} \left( \int_{\eta}^{\eta_0} d\eta' (\phi - \psi) + \frac{(\delta t_0)_{\text{NG}}}{a_0} + (\delta r_{\phi})_{\text{NG}} \right) \right\} + (\delta \theta_{\phi})_{\text{NG}} + O(2) \tag{5.22}
\]

By inserting eqs. (5.18) into eq. (5.21), we get that linear redshift is then given by

\[
\delta Z_{\text{NG}}^{(1)}(\dot{x}_0^\mu, \dot{x}_0^\nu) = (-\phi + V_r)_{\phi} - \int_{\eta_0}^{\eta_0} d\eta' \partial_{\eta'} (\phi - \psi) - \frac{\mathcal{H}_0}{a_0} \int_{\eta_0}^{\eta_0} d\eta a \phi, \tag{5.23}
\]
and the second-order is
\[
\delta Z_{\text{NG}}^{(2)}(\hat{x}_o^\mu, \hat{x}_o^\nu) = \left[ -\phi + B^{(2)}_r + V_r + \frac{1}{2} \gamma^{ab} V_a V_b \right]_o \delta Z_{\phi}^{(2)} + \frac{1}{2} (V_r z - V_r o)^2 \\
+ (\phi - V_r) \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' (\phi - \psi) - V_r o \delta a \int_{\eta_z}^{\eta_o} d\eta' (\phi - \psi) + \frac{3}{2} \phi_{\eta_z}^{2} - \frac{1}{2} \phi_{\eta_z}^{2} - \phi \phi_{\eta_z} - (\phi)^2_{\eta_z} (V_r z) \\
- (V_r \psi) z \int_{\eta_z}^{\eta_o} d\eta \partial_\eta \left[ \phi - \psi - C^{(2)}_{r z} - B^{(2)}_r - \frac{3}{2} \psi^{2} + \frac{1}{2} \psi^{2} + \psi - (\phi - \psi) \right] \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' (\phi - \psi) \\
+ \frac{1}{2} \gamma^{ab} \partial_a \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' (\phi - \psi) \partial_b \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' (\phi - \psi) \\
- \frac{1}{2} \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' \left\{ \gamma^{ab} \partial_a \int_{\eta_z}^{\eta_o} d\eta' \left( \frac{a}{a_\phi} + V_r \right) \partial_b \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' (\phi - \psi) \right\} + (V_{\eta_z}^{3}) \partial_a \int_{\eta_z}^{\eta_o} d\eta' \left( \frac{a}{a_\phi} + V_r \right) \\
+ \delta x_o^\mu \left[ -\partial_\eta \left( \frac{\Delta(x_o^\mu, \hat{x}_o^\mu)}{x_o^\mu} \right) + \delta x_o^\mu \left( \frac{\partial \Delta}{\partial x_o^\mu} \right) \right] + \left[ -\frac{1}{2} \delta x_o^\mu \partial_\eta \left( \frac{\partial \Delta}{\partial x_o^\mu} \right) \right]_{\text{NG}} \delta x_o^\mu \left( \frac{\partial \Delta}{\partial x_o^\mu} \right).
\]

(5.24)

In order to facilitate the comparison with literature about second order [12, 13, 44], let us assume vanishing anisotropic stress, i.e. $$\psi = -\phi$$ at linear order and in the quadratic terms. We then get
\[
\delta Z_{\text{NG}}^{(2)}(\hat{x}_o^\mu, \hat{x}_o^\nu) = \left[ -\phi + B^{(2)}_r + V_r + \frac{1}{2} \gamma^{ab} V_a V_b \right]_o \delta Z_{\phi}^{(2)} + \frac{1}{2} (V_r z - V_r o)^2 \\
+ 2 (\phi - V_r) \int_{\eta_z}^{\eta_o} d\eta' \phi' - 2 V_r o \partial_\eta \int_{\eta_z}^{\eta_o} d\eta' \phi + \frac{3}{2} \phi_{\eta_z}^{2} - \frac{1}{2} \phi_{\eta_z}^{2} - \phi \phi_{\eta_z} - (\phi)^2_{\eta_z} (V_r z) \\
- \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' \left[ \phi - \psi - C^{(2)}_{r z} - B^{(2)}_r - \frac{3}{2} \psi^{2} + \frac{1}{2} \psi^{2} + \psi - (\phi - \psi) \right] \int_{\eta_z}^{\eta_o} d\eta' \phi' + 2 \gamma^{ab} \partial_a \int_{\eta_z}^{\eta_o} d\eta' \phi \partial_b \left( \int_{\eta_z}^{\eta_o} d\eta' \phi \right) \\
- \frac{1}{2} \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' \left\{ \gamma^{ab} \partial_a \int_{\eta_z}^{\eta_o} d\eta' \left( \frac{a}{a_\phi} + V_r \right) \partial_b \int_{\eta_z}^{\eta_o} d\eta' \partial_\eta' (\phi - \psi) \right\} + (V_{\eta_z}^{3}) \partial_a \int_{\eta_z}^{\eta_o} d\eta' \left( \frac{a}{a_\phi} + V_r \right) \\
+ \delta x_o^\mu \left[ -\partial_\eta \left( \frac{\Delta(x_o^\mu, \hat{x}_o^\mu)}{x_o^\mu} \right) + \delta x_o^\mu \left( \frac{\partial \Delta}{\partial x_o^\mu} \right) \right] + \left[ -\frac{1}{2} \delta x_o^\mu \partial_\eta \left( \frac{\partial \Delta}{\partial x_o^\mu} \right) \right]_{\text{NG}} \delta x_o^\mu \left( \frac{\partial \Delta}{\partial x_o^\mu} \right).
\]

(5.25)

The second order part can be split into several terms as already done in [12, 13]. In particular, we split
\[
\delta Z_{\text{NG}}^{(2)} = \delta Z_{\phi} + \delta Z_{\text{Doppler}} + \delta Z_{\text{SW}} + \delta Z_{\text{ISW}} + \delta Z_{\text{SW} \times \text{ISW}} \\
+ \delta Z_{\text{Doppler} \times \text{ISW}} + \delta Z_{\text{Doppler} \times \text{SW}} + \delta Z_{\phi} + \delta Z_{\phi},
\]

(5.26)
where we define

\[ \delta Z_S \equiv \left[ -\phi^{(2)} + B_r^{(2)} + V_r^{(2)} \right] \frac{\delta Z}{\delta z} - \int_{\eta_0}^{\eta_0^o} d\eta \left( \phi^{(2)} - \psi^{(2)} - C^{(2)}_{rr} - B_r^{(2)} \right) \]

\[ \delta Z_{\text{Doppler}} \equiv \left[ \frac{1}{2} \gamma^{ab} V_a V_b \right] \frac{\delta Z}{\delta z} + \frac{1}{2} (V_r - V_R)^2 \]

\[ \delta Z_{\text{SW}} \equiv \frac{3}{2} \phi^2 - \frac{1}{2} \phi^2 - \phi \phi_o \]

\[ \delta Z_{\text{ISW}} = -\int_{\eta_0}^{\eta_0^o} d\eta \partial \eta \left[ -2 \phi^2 - 4 \phi \int_{\eta}^{\eta_0} \eta' \eta' + 2 \gamma^{ab} \partial_a \left( \int_{\eta}^{\eta_0} \eta' \phi \right) \partial_b \left( \int_{\eta}^{\eta_0} \eta' \phi \right) \right] \]

\[ \delta Z_{\text{SW} \times \text{ISW}} \equiv 2 \left( \phi - \phi_o \right) \int_{\eta_0}^{\eta_0^o} d\eta' \phi' \]

\[ \delta Z_{\text{Doppler} \times \text{SW}} \equiv -2 (V_r - V_R) \int_{\eta_0}^{\eta_0^o} d\eta' \phi' - 2 V^a \partial_a \int_{\eta_0}^{\eta_0^o} d\eta' \phi \]

\[ \delta Z_{\delta} = -\frac{1}{2} \int_{\eta_0}^{\eta_0^o} d\eta \partial \eta \left\{ \gamma^{ab} \partial_a \int_{\eta_n}^{\eta_0} d\eta \left( \frac{a}{a_o} \phi + V_r \right) \partial_b \int_{\eta_n}^{\eta_0} d\eta \left( \frac{a}{a_o} \phi + V_r \right) \right. \]

\[ -2 \gamma^{ab} \partial_b \int_{\eta_n}^{\eta_0} d\eta \left( \frac{a}{a_o} \phi + V_r \right) \partial_b \int_{\eta_n}^{\eta_0} d\eta' \phi \]

\[ + \left( V^a \right)_{\partial a} \int_{\eta_n}^{\eta_0} d\eta \left( \frac{a}{a_o} \phi + V_r \right) + \delta x^\mu \left( \frac{\partial \Delta \left( x^\mu_o, \hat{x}^\mu_o \right)}{\partial x^\mu_o} \right)_{\hat{x} = \hat{x}^\mu_o} \delta x^\mu \left( \frac{\partial \hat{x}^\mu_o}{\partial x^\mu_o} \right) \]

\[ \delta Z_{\text{NG}} = \left[ \delta x^\mu \frac{\partial \Delta Z \left( \delta x^\mu_o, \hat{x}^\mu_o \right)}{\partial \hat{x}^\mu_o} \right]_{\text{NG}} \]

Then \( \delta Z_{\text{NG}} \) is given by the sum of all the previous terms and \( \delta z_S \) is the redshift entirely sourced by pure second order perturbations, \( \delta Z_{\text{Doppler}} \) is the redshift sourced by quadratic linear order peculiar velocity, \( \delta Z_{\text{SW}} \) is the redshift perturbation due to local quadratic potentials, \( \delta Z_{\text{ISW}} \) is the second order and double integrated Sachs-Wolfe effect and all the others are just cross terms among all the previous effect. Let us also notice the presence of an extra term \( \delta Z_{\delta} \), due to the coordinate lapse and shift \( \delta t_o \) and \( \delta x^i \) and normalization constant \( \delta w_o \), which are not present in the other papers. Moreover, we have also the terms \( \delta Z_{\text{NG}} \) which involves coordinate lapse and shift at the source because we express everything in terms of observed redshift, past light-cone and angles.

Now, we have all the ingredients to compare our results with the previous ones in literature.\(^4\) The very first attempt of evaluating redshift perturbations in literature has been performed in [44]. From a direct comparison at linear order between our eq. (5.23) and their eq. (4.11), we can infer that their unspecified function \( \tau \) corresponds to the peculiar velocity \( V_r \). Moreover, at second order, we notice that authors in [44] have been interested in considering only non linear terms from quadratic perturbations (see their eq. (4.12)). This fact, combined with their neglecting of the time lapse and spatial shift at the observer, allows us to provide only a very partial comparison of the results.

\(^4\)In this comparison, we refer to formula as they are enumerated in the final arXiv versions.
A more detailed comparison can be provided with the result obtained in the GLC literature \cite{11, 13, 15, 33, 45}. Whereas \cite{11, 15, 33, 45} provide only the expression for $\delta E$ (or, equivalently $\delta \Upsilon$), which is the key quantity for evaluating the redshift, a direct comparison can be made with eqs. (4-11)-(4.20) of \cite{13}, where $\delta Z$ has been explicitly written down. Beside the absence of $\delta Z_{\hat o}$ and the terms proportional to $\delta \tilde \theta \partial \tilde \omega$ and $\delta w \partial \omega$ in the angular part of $\delta Z_z$, we notice a good agreement with almost all the terms. The only evident disagreement is about the sub-leading terms ($\phi V$) in $\delta Z_{\text{Doppler} \times \text{SW}}$, which is present only in our derivation. However, we notice that our expression for $\delta \Upsilon$ agrees with all the ones derived in GLC literature, which seems to agree with our expression of $\delta Z_{\text{Doppler} \times \text{SW}}$. Moreover, the expansion around the reference frame at background agrees only partially with \cite{13}: indeed, $\delta Z_z$ can be expanded as

\[
\delta Z_z = \left( \frac{\delta Z^{(1)}}{H} - \delta \dot{Z}^{(1)} + \delta r_z \partial_r \delta Z^{(1)} + \delta \tilde{\theta}_z \partial \tilde{\omega} \delta Z^{(1)} \right)_{\text{NG}},
\]

so only the final expansion around the observed angles is present there (namely their $\delta z_{\tilde \theta}$), which contains the leading contributions. However, the full expansion around $\dot{t}_z$ and $\dot{r}_z$ too is always considered in all the GLC paper in the final step where relations between physical observables (for instance $d_L(z)$) are considered. Finally, our term for $\delta Z_{\text{IISW}}$ agrees with the one of \cite{13} as presented in its eq. (3.9).

Last comparison we can perform is with \cite{12}. The authors here consider all the possible corrections from observer and source positions. Moreover, they also take into account perturbations arising from induced vectors and tensors at second order. Also here, we found a disagreement in $\delta Z_{\text{Doppler} \times \text{SW}}$. Indeed, their eq. (83) can be recombined and give a term which, in our notation, is $(\phi V)_z^\hat o + (\phi_z + \phi_{\hat o}) (V_r)_z^\hat o$. Hence, the term $\phi_z (V_r)_z^\hat o$ has opposite sign with respect to our results. On the other hand, also $\delta Z_{\text{IISW}}$ seems to differ. We notice that \cite{12} does not take into account both $\delta Z_{\hat o}$ and any of the $\delta Z_z$ terms while we agree for perturbations due to induced vectors and tensors.

### 5.4 Summary of the comparison

We conclude this section by providing a summary of our comparison with the other second-order calculations of the observed redshift. First of all, the observer terms due to the time lapse and spatial shift have never been considered in literature, except our recent work. In addition, the main differences can be summarized as follows:

- **Baruasse et al.:** we point out three difference in the procedure of solving the photon geodesic equation. First of all the authors solve the geodesic equation in terms of an affine parameter which is not expanded around the perturbed photon’s path from the source to the observer. This implies that their expression misses all the terms coming from the expansion of the perturbed geodesic around the unperturbed one, i.e. the post-Born effects. Secondly they try to recover these terms by expanding the Christoffel symbols around the unperturbed geodesic. This procedure generates some terms which couples to the derivatives of the $\Gamma$ which never appear in our procedure. The last difference is in the definition of the source time shift which is needed to express other physical observables in term of the observed redshift. They expand the affine parameter around the unperturbed geodesic to build it. However this shift does not satisfy the required transformation property of a generic time shift exploited in section 2 which is needed to get the gauge invariance for a given observables in term of the redshift.
• Pyne & Carrol: the derivation presented in that work is very partial and does not allow a full comparison with our result beyond the linear order. Indeed they consider only quadratic perturbations in the expression for the redshift.

• Marozzi: we underline a difference in the term $\delta Z_{Doppler \times SW}$. Indeed our expression has an extra term $(\phi V_r)_{\text{o}}^z$ which combines with $(\phi)_{\text{o}}^z (V_r)_{\text{o}}^z$ and provide a cancellation of the source term $\phi_z V_r z$. Moreover we underline that in Marozzi the full expansion around the observed redshift is made directly for the final relation $d_L(z)$ and not for the redshift itself where only the expansion in terms of the observed angles is provided. The remaining terms for the redshift are in agreement with our derivation.

• Umeh et al.: here we find full agreement for the perturbations induced by vector and tensor up to second order. However, we underline a disagreement with our derivation in the term $\delta Z_{Doppler \times SW}$: indeed they found $(\phi V_r)_{\text{o}}^z + (\phi_z + \phi_o) (V_r)_{\text{o}}^z$ while our result is $(\phi V_r)_{\text{o}}^z + (\phi_z + \phi_o) (V_r)_{\text{o}}^z$. Even in this case, this difference leads to a combination which does not cancel the source contribution $\phi_z V_r z$. Moreover we notice that this result does not take into account all the expansion around the observed angles. Finally the term $\delta Z_{IISW}$ looks different from our result.

6 Summary and discussion

In this paper, we have provided the second-order expression of the observed redshift with all the relativistic effects taken into consideration and verified the gauge-transformation property of its expression. Our result marks the first explicit calculations of otherwise difficult second-order relativistic perturbations in deriving its expression without choosing a gauge condition and in checking its gauge transformation. The observable quantities should follow a unique transformation law, and by explicit calculations of gauge-transformation we have verified that our second-order expressions indeed satisfy this condition, and this consistency check provides the strongest support ever that our calculations are correct. Furthermore, since our expression is general, we can freely impose any gauge conditions, facilitating easy comparison of our result to previous work in literature, and we have provided detailed comparisons in several popular choices of gauge conditions.

While checking the gauge invariance is a powerful way to ensure the sanity of relativistic perturbation calculations, there exists a subtlety associated with the observable quantities. The observable quantities are expressed in terms of diffeomorphism invariant scalars, i.e., invariant under a coordinate transformation. However, they still gauge transform, because they are evaluated at the same coordinate value in two different coordinate systems; in other words, these observables are evaluated at two different physical positions. In fact, the physical points $P$ of our interest such as the observer position or the source position are expressed in terms of coordinate-independent reference $\hat{x}_o^\mu = (\hat{t}_o, 0)$ for the observer position and $\hat{x}_s^\mu = (\hat{t}_z, \hat{r}_z n^i)$ for the source position, where $\hat{t}_o$ is related to the proper time of the observer in eq. (3.5) and $\hat{t}_z$ and $\hat{r}_z$ to the observed redshift in eqs. (4.19). These reference points $\hat{x}_P^\mu$ are important in expressing the physical points of our interest in a coordinate independent way.

However, though these reference points $\hat{x}_P^\mu$ have the same values in any coordinate systems, their position in each coordinate system represents points different from the physical points they are designed to refer to. Instead, these physical points $P$ in each coordinate differ from the reference points by a coordinate lapse and shift: $x_P^\mu = \hat{x}_P^\mu + \delta x_P^\mu$, each of which
describes the difference in the spacetime coordinate values between the physical and the reference points in a coordinate system. By splinting the position into the (coordinate-independent) background and the perturbation, we shift the coordinate transformation of the physical points to the coordinate lapse and shift, and the background reference remains unaffected, as we do in the perturbation analysis. Therefore, by evaluating the observable quantities at the reference points and adding the coordinate lapse and shift, we practically evaluate the observable quantities at the same physical points in any coordinate systems, systematically achieving the goal of diffeomorphism invariance. Indeed, this approach has been adopted, albeit not explicitly stated or understood, in most of linear-order perturbation analysis. However, beyond linear order, the role of the reference points and the coordinate lapse and shift is critical, and we clarified how we can evaluate the perturbation expressions and check their gauge-invariance by expanding around the reference points.

Since the background quantities depend only on time, the coordinate shift drops out in the linear-order expressions of the observable quantities, and only the coordinate lapse plays a physical role. In particular, the coordinate lapse at the source position is frequently computed, again though not explicitly stated, at the linear-order calculations of the observable quantities such as the luminosity distance, and so on. At the same footing, however, the coordinate lapse at the observer position is as important at the linear order, and its absence breaks the gauge-invariance and causes the infrared divergences in numerical calculations (see, e.g., [36]). Beyond the linear order, we showed that both the coordinate lapse and the spatial shift are important in deriving the gauge-invariant expressions of the observable quantities. Our application of this systematic approach to higher-order perturbation analysis in this paper was to derive the gauge-invariant expression for the observed redshift at the second order, as it is the simplest among other second-order calculations of the observable quantities. Having clarified the procedure in a systematic way, we will proceed to derive the luminosity distance, galaxy clustering, and other observable quantities.

Hence in this work we have discussed in details the significance of these terms in order to ensure the correct gauge transformation properties, not only for the redshift itself, but also for a generic physical observable when expressed in terms of the observed redshift. The question then naturally arises: what are the impact of the newly found perturbation contributions on cosmological observables. The answer to this question has no single answer, because it depends on what we measure. For instance, consider the perturbation contributions at the observer position, which are often neglected in the previous calculations (note that these are not the only ones). These terms at the observer position only contribute to the low angular multipoles of $l \leq 2$, as the tensor perturbations at the observer position can contract with two line-of-sight directions to form a scalar. Therefore, in the absence of primordial gravitational waves, these observer terms have no impact on the angular power spectrum. In a dramatic contrast, it was already shown in [36] that these terms are absolutely needed to cancel the infrared divergence in computing the variance of the luminosity distance. In other words, the correct (dimensionless) variance in the luminosity distance is a percent level and remains constant beyond the horizon scale, while the previous calculations without the terms at the observer position need the introduction of an infrared cutoff on the horizon scale for the variance in order to get a finite result. Hence the error made in the previous calculations is cutoff dependent. If we consider the two-point correlation function [46], the observer terms give rise to a few percent corrections to the galaxy two-point correlation function beyond the baryonic acoustic oscillation scale (however, note that the potential contributions to the two-point correlation function in previous calculations are again cutoff dependent and hence the error made there involves the choice of the cutoff).
Furthermore, we need to emphasize that the above discussion is rather limited to the linear-order calculations and the case for our second-order calculations are indeed more complicated. As we demonstrated in our paper, we need the perturbation terms at the observer position (and others as well) to ensure that the full expression is gauge invariant and to prevent any infrared divergences. Moreover, in the second-order calculations, those observer terms now couple to the perturbation contributions at the source position or along the line-of-sight direction, such that they do contribute to all angular multipoles, i.e., they do not drop out in higher angular multipoles, as they do in the linear-order calculations. For example, consider the effect of the observer motion on the CMB multipoles. It was shown [47] that this effect provides a correction of about 0.1%. Given that the upcoming surveys aim to achieve precision measurements of various cosmological observables at the sub-percent level, it is important that the theoretical calculations meet the strict demand set by these upcoming surveys. However, it requires extensive investigations of various observables to quantify the impact of the perturbation contributions neglected in the previous calculations, which is beyond our current scope.

To conclude, we want to underline that the last term in eq. (4.30) contains also the expansion around the observed angles. In literature [12, 13] this term is already included in the definition of \( \delta Z \). The expression of \( \delta \theta^a_z \) as given in eq. (4.24) transforms under a gauge transformation as eq. (4.26) thanks to the careful normalization of the observer terms, as pointed out in [48] and more carefully analyzed in appendix A.2. Even though this term is a pure non-linear effect, it can be important in some relevant cases. For instance, let us consider the two point correlation function for temperature anisotropies in the CMB: it is well-known that the redshift perturbations are related the fluctuation \( \Delta T/T \) in temperature. On the other hand, because the term \( \delta x^a_i \partial_a \delta Z^{(1)} \) contains the expansion around the observed angles \( \delta \theta^a_z \partial_a \delta Z^{(1)} \), this is nothing but \( \delta \theta^a_z \partial_a \Delta T/T \). This correction leads to the lensed CMB spectrum for temperature anisotropies and it affects the unlensed spectrum of the two point correlation function of \( \Delta T/T \) about 10% on small scales \( (\ell > 1000) \) [22, 23, 49, 50]. In this paper, we provided the correct second-order expression for the observed redshift and showed that there exist many terms at the source and the observer positions that are not properly accounted for. Their impact on the observed CMB power spectra is left for a future work.
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A Notation convention and Geodesic Light-Cone gauge

A.1 FRW metric convention

We consider a flat Friedmann-Robertson-Walker (FRW) metric with small perturbations in cartesian coordinates

\[
ds^2 = -(1 + 2 \mathcal{A}) dt^2 - 2 \mathcal{B}_i dx^i dt + a^2 (\delta_{ij} + 2 \mathcal{C}_{ij}) dx^i dx^j ,
\]

where the perturbation variables are meant to represent the deviation from the background up to second order, e.g., \( \mathcal{A} = \mathcal{A}^{(1)} + \mathcal{A}^{(2)} \). According to the transformation properties, we
further decompose all the perturbations as

\[ A = \phi, \quad B_i = \partial_i \beta + B_i \quad \text{and} \quad C_{ij} = \psi \delta_{ij} + \partial^2_{ij} \gamma + \partial_i C_j + C_{ij}, \]  
(A.2)

where \( \phi, \beta, \psi \) and \( \gamma \) are scalars, \( B_i \) and \( C_i \) are transverse vectors and \( C_{ij} \) is a symmetric, transverse and traceless tensor.  

We also express the FRW metric in spherical coordinates to facilitate comparison to the calculations in Geodesic Light-Cone (GLC) gauge, so that the line element in this case becomes

\[ ds^2 = -(1 + 2A)dt^2 - 2aB_r dr dt - 2aB_a dy^a dt + a^2 (1 + 2C_{rr}) dr^2 + 2a^2 C_{ra} dr dy^a + a^2 (\bar{\gamma}_{ab} + 2C_{ab}) dy^a dy^b, \]  
(A.3)

where \( y^a = (\theta, \phi) \) is an angular coordinate and \( \bar{\gamma}_{ab} = r^2 \text{diag}(1, \sin^2 \theta) \) is the metric in a 2D sphere with radius \( r \). The metric perturbations are again decomposed in terms of scalar, vector and tensor as

\[ B_r = \partial_r \beta + B_r, \quad B_a = \partial_a \beta + B_a, \]
\[ C_{rr} = \psi + \partial^2_r \gamma + \partial_r C_r + C_{rr}, \]
\[ C_{ra} = \partial^2_{ra} \gamma - \frac{1}{r} \partial_a \gamma + \partial_a C_r - \frac{1}{r} C_a + C_{ra}, \]
\[ C_{ab} = \psi \bar{\gamma}_{ab} + \nabla_a \partial_b \gamma + \nabla_a C_b + C_{ab}. \]  
(A.4)

A.2 Geodesic Light Cone coordinates and the second-order expressions

Here we consider the so called Geodesic Light Cone (GLC) gauge, firstly introduced in [51], in which the line element looks like:

\[ ds^2 = \Upsilon^2 dw^2 - 2 \Upsilon dw d\tau + \gamma_{ab} \left( d\tilde{\theta}^a - U^a dw \right) \left( d\tilde{\theta}^b - U^b dw \right), \quad a, b = 1, 2 \]  
(A.5)

where \( \gamma_{ab} \) is a symmetric \( 2 \times 2 \) tensor. This line element is exact in the sense that no symmetries are imposed in it. The only constraints regard the gauge fixing allowed by diffeomorphism invariance in general relativity. This is evident from the metric in which we have six arbitrary functions depending on all the four coordinates(see [15, 52] for the construction and the discussion about the geometrical properties of this line element). The physical advantage of the line element in eq. (A.5) is that the photon geodesic equations can be exactly solved in the GLC gauge: the exact quadri-momentum for photon is \( k^\mu = \partial^\mu w \), while the quadri-velocity of the observer is \( u^\mu = \partial^\mu \tau \), where the coordinate \( \tau \) is the time measured by a geodesic observer and the hyper-surfaces of constant \( w \) define different past light-cones for different observers.

In this way, the GLC approach allows to express the observed redshift in an exact way

\[ 1 + z = \frac{(k^\mu u^\mu)_s}{(k^\mu u^\mu)_o} = \frac{\Upsilon(\tau_o, w, \tilde{\theta}^a)}{\Upsilon(\tau_s, w, \tilde{\theta}^a)}, \]  
(A.6)

where the function \( \Upsilon \) is evaluated with the same phase \( w \) and angles \( \tilde{\theta}^a \), but the proper times are different in the numerator and the denominator. This expression reflects the advantage

---

5Here we denote scalar, vector and tensor with respect to the background symmetry SO(3) in spatial coordinates.
of the GLC coordinate, describing individual light-cones parametrized by the phase \( w \) and the observed angles \( \theta^a \).

For our purposes, the significance of eq. (A.6) consists of the possibility of expanding \( \Upsilon \) up to any order in perturbation theory. This perturbation expansion can be made thanks to the coordinates covariance of the metric tensor

\[
g_{\text{GLC}}^{\mu\nu} = \frac{\partial X^\mu}{\partial x^\alpha} \frac{\partial X^\nu}{\partial x^\beta} \Upsilon^{\alpha\beta},
\]

where the GLC coordinate is \( X^\mu = (\tau, w, \theta^a) \) and a FRW coordinate with metric tensor \( g^{\alpha\beta} \) is denoted as \( x^\alpha \). Eq. (A.7) can be expanded order by order in terms of the GLC coordinates and metric components as

\[
X^\mu = \bar{X}^\mu + \delta X^\mu, \quad \Upsilon = \bar{\Upsilon} + \delta \Upsilon, \quad \ldots
\]

For simplicity, we take a cartesian coordinate \( x^\alpha = (t, x^i) \) in FRW and first derive the relation between two coordinates in the background

\[
\dot{\tau} = 1, \quad (a \partial_t - n^i \partial_i) \bar{w} = 0.
\]

Using the \( \tau\tau \) component and the \( \bar{w}w \) one in eq. (A.7), we can derive the perturbative relations

\[
\delta \dot{\tau} = A - \frac{1}{2} \delta_{ij} B_i B_j - \frac{1}{2} A^2 + \frac{1}{2} \frac{\partial \delta_{ij}}{\partial \tau} \partial \tau \delta_{ij} - \frac{1}{a} \delta_{ij} B_i \partial_j \delta \tau
\]

\[
= A - \frac{1}{2} A^2 + \frac{1}{2} \delta_{ij} \left( B_i - \frac{1}{a} \partial_i \delta \tau \right) \left( B_j - \frac{1}{a} \partial_j \delta \tau \right),
\]

and

\[
(a \partial_t - n^i \partial_i) \delta w = A - n^i n^j C_{ij} - n^i B_i - \frac{1}{2} A^2 + \frac{1}{2} \frac{\partial \delta_{ij}}{\partial \tau} \partial \tau \delta_{ij} + 2 \delta_{ij} n^k B_i C_{jk} - \delta_{ij} \partial_i \delta w B_j + \frac{1}{2} \left( \delta_{ij} - n^i n^j \right) \partial_i \delta w \partial_j \delta w + A n^i \partial_i \delta w - A n^i n^j C_{ij}
\]

\[
- 2 \left( \delta_{ij} - \frac{1}{2} n^i n^j \right) n^k \partial_i \delta w C_{jk} + 2 \left( \delta_{jk} - \frac{1}{4} n^i n^k \right) n^i C_{ij} n^l C_{lk},
\]

where we have defined \( n^i = \frac{x^i}{r} \) and \( r = (\delta_{ij} x^i x^j)^{1/2} \). Noting that the differential operator \( a \partial_t - n^i \partial_i \) is nothing but \(-a^2 \bar{k}^\mu \partial_\mu\), where \( \bar{k}^\mu = a^{-2} (-a, n^i) \) is the background quadrermomentum of the photon, the perturbation \( \delta \bar{w} \) to the phase can be expressed at each order as an integration of perturbations along the observer’s line of sight. Also note that the combination \( n^i \partial_i \) is nothing but the radial derivative \( \partial_r \) in polar coordinates so, \( n^i \partial_i n^j = \partial_r n^i = 0 \). Putting it together, eqs. (A.11) can be written in terms of a polar coordinate \( y^i = (r, \theta, \phi) \) as

\[
\delta \dot{\tau} = A - \frac{1}{2} \frac{A^2}{a} + \frac{1}{2} \left( B_r - \frac{1}{a} \partial_r \delta \tau \right)^2 + \frac{1}{2} \frac{\partial \gamma_{ab}}{\partial \tau} \left( B_a - \frac{1}{a} \partial_a \delta \tau \right) \left( B_b - \frac{1}{a} \partial_b \delta \tau \right),
\]

\[
(a \partial_t - \partial_r) \delta w = A - C_{rr} - B_r - \frac{1}{2} A^2 + \frac{1}{2} B_r^2 + \frac{1}{2} \frac{\partial \gamma_{ab}}{\partial \tau} B_a B_b + 2 B_r C_{rr} + 2 \frac{\partial \gamma_{ab}}{\partial \tau} B_a C_{br}
\]

\[
- \partial_r \delta w B_r - \gamma_{ab} \partial_a \delta w B_b + \frac{1}{2} \frac{\partial \gamma_{ab}}{\partial \tau} \partial_a \delta w \partial_b \delta w + A \partial_r \delta w - A C_{rr}
\]

\[
- 2 \gamma_{ab} \partial_a \delta w C_{br} - \partial_r \delta w C_{rr} + 2 \frac{\partial \gamma_{ab}}{\partial \tau} C_{ra} C_{rb} + \frac{3}{4} C_{rr}^2 = \Xi(t, r, \theta, \phi).
\]
We can then solve eqs. (A.11) by
\[
\delta w(t, r, \theta, \phi) - \delta w_o = - \int_{t_o}^{t} \frac{dt'}{a(t')} \Xi(t', r + \eta(t) - \eta(t')) = - \int_{\eta(t)}^{\eta_o} d\eta' \Xi(\eta', \eta_o - \eta') ,
\]
with \(\eta(t) = \int_{t_o}^{t} \frac{dt'}{a(t')}\). From this expression, we can easily recover the radial derivative of \(\delta w\). Indeed, thanks to the property
\[
\frac{d}{d\eta} \Xi(\eta', r + \eta - \eta') = \partial_{\eta'} \Xi(\eta', r + \eta - \eta') - \partial_r \Xi(\eta', r + \eta - \eta') ,
\]
we derive
\[
\partial_r \delta w = \Xi_o - \int_{\eta}^{\eta_o} d\eta' \partial_{\eta'} \Xi(\eta', r + \eta - \eta') + \partial_r \delta w_o ,
\]
\[
a \delta w = \Xi_o - \int_{\eta}^{\eta_o} d\eta' \partial_{\eta'} \Xi(\eta', r + \eta - \eta') + \partial_r \delta w_o .
\]

Let us notice that the free function \(\delta w_o\) can be function only of \(\eta + r\), because we have to satisfy \((\partial_{\eta} - \partial_r) \delta w_o = 0\). In this way, because \(\eta + r = \eta_o, \delta w_o\) can be seen as a normalization function at the observer position. We will see in the following subsection how to fix it at linear order, by using the gauge transformation of \(\delta w\).

So far, the missing part is the expression for \(\Upsilon\). Again, from the coordinates transformation, we consider the \(\tau w\) component, i.e.
\[
\tilde{\Upsilon} = a(t)
\]
\[
a \delta \tilde{\Upsilon}^{-1} = - A + n^i (B_i + V_i) + a \delta \tilde{w} + \frac{1}{2} \delta^{ij} V_i V_j - \frac{1}{2} B_i^2 B_i
\]
\[
- a A \delta \tilde{w} + \frac{3}{2} A^2 - A n^i B_i + \delta^{ij} \partial_i \delta w (B_j + V_j)
\]
\[
- 2 n^k C_k \delta^{ij} (B_j + V_j)
\]
\[
= - A + (B_r + \partial_r \delta \tau) + a \delta \tilde{w} + \frac{1}{2} V_r^2 + \frac{1}{2} \gamma^{ab} V_a V_b - \frac{1}{2} B_r^2 - \frac{1}{2} \gamma^{ab} B_a B_b
\]
\[
- a A \delta \tilde{w} + \frac{3}{2} A^2 - A B_r + \partial_r \delta w (B_r + V_r) + \gamma^{ab} \partial_a \delta w (B_a + V_a)
\]
\[
- 2 (B_r + V_r) C_{rr} - 2 \gamma^{ab} (B_a + V_a) C_{br}
\]
\[
= - A + (B_r + V_r) + \partial_r \delta w_o + \Xi_o - \int_{\eta}^{\eta_o} d\eta' \partial_{\eta'} \Xi + \frac{1}{2} V_r^2 + \frac{1}{2} \gamma^{ab} V_a V_b - \frac{1}{2} B_r^2 - \frac{1}{2} \gamma^{ab} B_a B_b
\]
\[
+ A \int_{\eta}^{\eta_o} d\eta' \partial_{\eta'} \Xi + \frac{3}{2} A^2 - A B_r - \left( \Xi + \int_{\eta}^{\eta_o} d\eta' \partial_{\eta'} \Xi \right) (B_r + V_r)
\]
\[
- \gamma^{ab} (B_a + V_a) \partial_b \int_{\eta}^{\eta_o} d\eta' \Xi - 2 (B_r + V_r) C_{rr} - 2 \gamma^{ab} (B_a + V_a) C_{br}
\]
\[
+ (\Xi_o + \partial_r \delta w_o) (B_r + V_r - A) ,
\]
where \(V_i \equiv \frac{1}{a} \partial_t \delta r\). Because of the equality in eq. (A.6), eqs. (A.17) allow us to write the observed redshift at second order in perturbation theory. In the following, for a matter of computation, we will focus on \(k^\mu u_\mu = \Upsilon^{-1}\). Proving the gauge transformation of this term will automatically provide the gauge transformations of the observed redshift too.
The last part that we want to discuss involves the angles. Just as done so far, linear perturbations of the GLC angles can be obtained by a coordinates transformation as eq. (A.7), in particular through its component \(\omega\)

\[
\omega = \sigma_{ij} \delta \theta^a - n^i \partial_i \delta \theta^a = \delta^{ij} \partial_i \delta \theta^a \left( \partial_j \delta w - B_j - 2 n^k C_{kj} \right),
\]

which is solved by

\[
\delta \theta^a = \delta \tilde{\theta}^a - \int_\eta^\rho \gamma^a \left( \gamma^{ab} \partial_b \delta w - B^a - 2 C^{a \rho} \right) \, \delta \eta.
\]

Just as found for \(\delta w\), here we have the free function \(\delta \tilde{\theta}^a\), which must satisfy the condition \((\partial_\eta - \partial_r) \delta \tilde{\theta}^a = 0\). This means that \(\delta \tilde{\theta}^a\) can be only function the angle \(\tilde{\theta}\) and the combination \(\eta + r\), which is exactly the same symmetry allowed by a residual gauge freedom within the GLC gauge \([52, 53]\). This means that the initial condition for the evolution of the angles perturbation \(\delta \tilde{\theta}^a\) can be chosen in order to fix the so-called observational gauge.\(^6\) We will show this later by using the gauge-transformation properties.

### A.3 Second-order gauge transformations

The metric perturbations change in a non trivial way under a coordinate transformation, because they are part of a metric tensor but their correspondence to the background depends on the time coordinate only. Here we provide the gauge transformation for the metric components up to second order in perturbations. We consider a general coordinate transformation with small perturbation \(\epsilon^\mu\)

\[
\tilde{x}^\mu = x^\mu + \epsilon^\mu + \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^\mu + O(3),
\]

\(\epsilon^\mu = (\epsilon^t, \epsilon^i)\).

This coordinate transformation generates the gauge transformation of a generic tensor \(T\) of any rank

\[
T \to \tilde{T} = T - \mathcal{L}_\epsilon T + \frac{1}{2} \mathcal{L}_\epsilon^2 T + O(3),
\]

where \(\mathcal{L}_\epsilon\) is the Lie derivative with respect to the vector field \(\epsilon^\mu\). Using this relation, we derive the metric perturbations gauge-transform as \([10, 54–56]\)

\[
\begin{align*}
\tilde{A} &= A - \epsilon^t - 1 \left( \epsilon^\sigma \partial_\sigma \epsilon^t \right) - \epsilon^i \partial_i A - (\epsilon^t A) - A \epsilon^t \left( \epsilon^t \right)^2 \left[ \frac{1}{2} \epsilon^t \dot{\epsilon}^t - \frac{1}{2} \epsilon^t \partial_\sigma \epsilon^t \right] + \frac{1}{2} \epsilon^t \partial_i \epsilon^t - a B_i \epsilon^t, \\
\tilde{B}_i &= B_i - \frac{1}{a} \partial_i \left( \epsilon^t - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^t \right) + \frac{1}{a} \dot{\epsilon}^t \epsilon_i \left( \epsilon^t \right)^2 + \frac{1}{2} \dot{\epsilon}^t \dot{\epsilon}^i - a \dot{\epsilon}^t \partial_i \epsilon^t - \frac{1}{2} A \partial_i \epsilon^t - B_j \partial_i \epsilon^j - B_i \epsilon^t + 2 a C_{ij} \epsilon^j - 2 a H \epsilon^t \dot{\epsilon}^i, \\
\tilde{C}_{ij} &= C_{ij} - \left[ \partial_i (\epsilon_j) - \frac{1}{2} \partial_i (\epsilon^\sigma \partial_\sigma \epsilon_j) \right] - 2 H \dot{\epsilon}^t C_{ij} - \epsilon^t \partial_\rho C_{ij} + \left[ \frac{1}{2} \left( \dot{\epsilon}^t \right)^2 \left( \dot{H} + 2 H^2 \right) - H \left( \dot{\epsilon}^t - \frac{1}{2} \epsilon^t \partial_\rho \epsilon^t \right) \right] + \frac{1}{a} B_{i (\dot{\epsilon}^t)} \epsilon^t - 2 C_{k i} (\dot{\epsilon}^t \epsilon^k) + 2 H \dot{\epsilon}^t \partial_i \epsilon^j - \frac{1}{2} \partial_i \epsilon^t \partial_j \epsilon^t + \frac{1}{2} \partial_i \epsilon^k \partial_j \epsilon^t.
\end{align*}
\]

\(^6\)Here we denote by observational gauge the one where \(\delta \tilde{\theta}^a\) is gauge invariant at the observer position, which is meaningful in a perturbative approach.
Applying eq. (A.21) to the four velocity, we can derive the gauge transformation property of the spatial part as

\[
\tilde{V}_i = V_i + \frac{1}{a} \partial_i \left( \epsilon^t - \frac{1}{2} \epsilon^\mu \partial_\mu \epsilon^t \right) - \epsilon^\rho \partial_\rho V_i - H \epsilon^t V_i + \frac{1}{a} A \partial_i \epsilon^t - \partial_i \epsilon^j V_j. \tag{A.23}
\]

Further decomposition of the metric perturbations in terms of scalar, vector and tensor is possible from eq. (A.21).

Given the gauge transformation associated with the general coordinate transformation, we can also explicitly derive the gauge transformation of the GLC coordinates. Since the GLC coordinates describe physical quantities at a given spacetime point described by a coordinate \(x^\mu\) in FRW, the GLC coordinates will remain invariant under a coordinate transformation. However, with the correspondence to the background fixed, two different coordinates \(x^\mu\) and \(\tilde{x}^\mu\) describe two different spacetime points, generating a gauge transformation of the GLC coordinates \(X^\alpha\) as

\[
\tilde{X}^\alpha = X^\alpha - \left( \epsilon^\rho - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^\rho \right) \partial_\rho X^\alpha + \frac{1}{2} \epsilon^\rho \epsilon^\sigma \partial_\rho \partial_\sigma X^\alpha. \tag{A.24}
\]

We can derive the gauge transformations for \(\tau\) and \(w\) as

\[
\tilde{\delta \tau} = \delta \tau - \epsilon^t + \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^t - \epsilon^\rho \partial_\rho \delta \tau \tag{A.25}
\]

and

\[
\tilde{\delta w} = \delta w - \frac{1}{a} \left( \epsilon^t - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^t \right) - n_i \left( \epsilon^i - \frac{1}{2} \epsilon^\sigma \partial_\sigma \epsilon^i \right) - \frac{1}{2} \left( \epsilon^t \right)^2 \frac{H}{a} - \epsilon^\rho \partial_\rho \delta w + \frac{\delta \rho - n_i n_j \epsilon^t \epsilon^j}{2r}. \tag{A.26}
\]

Plugging eqs. (A.22) and (A.23) into eqs. (A.10) and (A.11), \(\phi^{(1)}\) transforms as \(-\epsilon^t^{(1)}\). The GT of \(\tau\) can be understood as follows: since \(\dot{\tau}^{(1)} = \phi^{(1)}\), the linear order GT is trivially understood. Similarly \(\dot{\tau}^{(2)}\) involves the same terms appearing the integrand of \(\delta t_o^{(2)}\), so its gauge transformation, provided in eq. (3.17), is perfectly consistent with eq. (A.25). Moreover, the validity of eqs. (A.25) and (A.26) is supported also by the fact that they correctly reproduce the gauge transformations of quadri-vectors \(u_\mu\) and \(k_\mu\) up to second order. Indeed, according to the construction of GLC coordinates, we have that \(u_\mu = \partial_\mu \tau\) and \(k_\mu = \partial_\mu w\), i.e. \(u_\mu\) and \(k_\mu\) have no rotational components. This means that \(\partial_\mu u_\mu = \partial_\rho \partial_\mu \tau = \partial_\rho \partial_\mu \circ \partial_\mu w\), \(u_\mu\) and the same holds for \(k_\mu\). With this property, by considering the gradient of eqs. (A.25) and (A.26), we can show that \(\partial_\mu \tau\) and \(\partial_\mu w\) transform as covariant vectors under gauge transformations, just as expected for \(u_\mu\) and \(k_\mu\). Moreover, eq. (A.26) allows us to fix \(\delta w_o\) at linear order. Indeed, from eq. (A.14), we get

\[
\tilde{\delta w} = - \int_t^{t_o} \frac{dt'}{a(t')} \left[ \tilde{A} - \tilde{C}_r - \tilde{B}_r \right] + \tilde{\delta w}_o + \left[ \frac{\epsilon^t}{a(t)} + n^t \epsilon^t \right]_{t}^{t_o} + \delta \tilde{w}_o. \tag{A.27}
\]

In this way, in order to satisfy eq. (A.26), we need that

\[
\tilde{\delta w}_o = \delta w_o - \frac{\epsilon^t}{a_o} - \epsilon^r. \tag{A.28}
\]
This relation is satisfied by the normalization

\[
\delta w_o = -\frac{\delta t_o}{a_o} - \delta r_o = \int_{t_{in}}^{t_{out}} dt \left[ \frac{A}{a(t_o)} - \frac{n^i}{a(t)} (B_i + V_i) \right] \\
= \int_{\eta_{in}}^{\eta_{out}} d\eta \left[ \frac{a(\eta)}{a(\eta_o)} A - B_r + V_r \right],
\]  

which is our choice for the free function \(\delta w_o\). Let us comment about this choice of \(\delta w_o\). Let us comment about this choice of \(\delta w_o\). \(\delta t_o\) contributes to a monopole in the evaluation of physical quantities so it cannot depend on the angles. On the other hand, \(\delta r_o\) is sourced by the radial velocity of the observer along its world-line. It means that it can contribute to the dipole in the physical observables, hence its angular dependence is not null. Then, our normalization implies that \(\delta w_o\) can depend on the angles and this choice regards a class of residual gauge freedom within the GLC which is different from the one exploited in [52, 53]. In particular, we have that our coordinate system is invariant under the redefinition

\[
\delta w \rightarrow \delta w + \delta w_o(\eta + r, \theta^a) \\
\delta \tilde{\theta}^a \rightarrow \delta \tilde{\theta}^a + \delta \tilde{\theta}^o(\eta + r, \theta^a) + \partial_b \delta w_o \int_{\eta_{in}}^{\eta_{out}} d\eta' \gamma^{ob}(\eta' + r).
\]

The knowledge of \(\delta w\) allows us to obtain also the expression for the radial shift at source presented in eq. (4.23). Indeed, we know that

\[
w = \eta + r + \delta w = \hat{\eta}_z + \hat{r}_z + \frac{\delta t_s}{a} + \delta r_s + \delta w
\]

so, by requiring that \(w\) can be identified as the observed past light-cone described by the fiducial coordinates \((\hat{\eta}_z, \hat{r}_z)\), i.e. \(w = \hat{\eta}_z + \hat{r}_z\), we get that

\[
\delta r_s = -\delta w - \frac{\delta t_s}{a(\hat{t}_z)} \\
= \int_{\hat{t}}^{t_{out}} dt' \left[ A - C_{rr} - B_r \right] + \frac{\delta t_o}{a(\hat{t}_o)} + \delta r_o - \frac{\delta t_s}{a(\hat{t}_z)},
\]

which is consistent with [39]. Let us also underline that the gauge transformation for \(\delta r_z\) is exactly the one required for the radial shift at linear order, namely

\[
\tilde{\delta} r_s = -\tilde{\delta} w - \frac{\tilde{\delta} t_s}{a(\hat{t}_z)} = -\delta w - \frac{\delta t_s}{a(\hat{t}_z)} + \epsilon^r_s,
\]

just as expected.

In the same way, by explicitly checking the gauge transformation of \(\delta \tilde{\theta}^a\), we can get also the angular shift at the source position, which is crucial for expressing the observables in terms of the observed angles. First of all, let us fix the free-function \(\delta \tilde{\theta}^a_o\) in eq. (A.19) by studying the gauge-transformation of \(\delta \tilde{\theta}^a\)

\[
(a \partial_t - n^i \partial_i) \delta \tilde{\theta}^a = (a \partial_t - n^i \partial_i) \delta \tilde{\theta}^a + \partial_t \tilde{\theta}^a \left( -ae^i + n^k \partial_k e^i - \frac{e^i}{\sqrt{x^k x_k}} \right),
\]

just as expected.
or, in terms of polar coordinate

\[
(a \partial_t - \partial_r) \delta \tilde{\theta}^a = (a \partial_t - \partial_r) \left( \delta \tilde{\theta}^a - \epsilon^a \right). \tag{A.35}
\]

Given this, we then impose that \( \tilde{\delta} \tilde{\theta}^a = \delta \tilde{\theta}^a - \epsilon^a \), in order to satisfy our requirement that \( \delta \tilde{\theta}^a = \delta \tilde{\theta}^a - \epsilon^a \). This condition is satisfied if we fix \( \delta \tilde{\theta}^a \) to be opposite to the angular part of the spatial shift given in eq. (3.10)

\[
\delta \tilde{\theta}^o = -\int_{\eta_o}^{\eta} d\eta \left( B^o + V^o \right). \tag{A.36}
\]

Thanks to this choice, we identify \( \tilde{\theta}^a \) as the observed angles so in non linear effects, we have to invert the relation \( \tilde{\theta}^a = \theta^a + \delta \tilde{\theta}^a \) and expand around \( \tilde{\theta}^a \). Indeed, we can identify \( \tilde{\theta} \equiv \tilde{\theta}^a \)

\[
\tilde{\theta}^a = \theta^a + \delta \tilde{\theta}^a = \hat{\theta}^a + \delta \theta^a + \delta \tilde{\theta}^a \tag{A.37}
\]

which implies

\[
\delta \theta^a = -\delta \tilde{\theta}^a = \int_{\eta}^{\eta_o} d\eta' \left( \hat{\gamma}^{a b} \partial_b \delta \varphi - B^a - 2C^{r a} \right) + \delta \tilde{\theta}^a. \tag{A.38}
\]

Again this result is in agreement with the one obtained in [39] and satisfies the required gauge-transformation for the angular shift at the source position. i.e. \( \delta \tilde{\theta}^s = \delta \theta^a + \epsilon^a \)

### B Comparison of the photon wave-vector in two approaches

We provide the connection between two approaches adopted in this paper. The key quantity is the photon wave-vector \( k^\mu \) expressed both in a FRW coordinate and a GLC coordinate (see [48] for details). The photon wave-vector in a FRW coordinate can be expressed as

\[
k_{FRW}^\mu = \frac{1}{C a^2} \left( -a + \delta \nu, n^i + \delta n^i \right), \tag{B.1}
\]

where the normalization constant \( C \) is fixed at the observer position with the photon measured energy as \( (2\pi C a \nu)_o \equiv 1 \). In a GLC coordinate, the photon wave-vector is \( k_{GLC}^\mu = \partial_\mu \varphi \), and the transformation from GLC coordinate to a FRW coordinate gives

\[
k_{FRW}^\mu = \frac{\partial X^n}{\partial x^\mu} k_{GLC}^n = \left( \frac{1}{a}, n_i \right) + \left( \delta \varphi, \partial_i \delta \varphi \right). \tag{B.2}
\]

By comparing eqs. (B.1) and (B.2) we derive

\[
\delta \nu = 2aA - a n^i B_i - a^2 \delta \varphi - a \delta n^i B_i - 2A \delta \nu,
\]

\[
\delta n^i = -B^i - 2 \delta^i k^l C_{kl} + \delta^i j \partial_j \delta \varphi + a \delta \nu B^i - 2 \delta^i j \partial k \delta n^k, \tag{B.3}
\]
which provides the full vocabulary for the comparison. Eqs. (B.3), combined with eqs. (A.11), are sufficient for us to solve the geodesic equations for the wave vector $k^\mu \nabla_\mu k^\mu = 0$, i.e.

$$
\begin{align*}
\delta \dot{\nu} &= \frac{1}{a} n^i \partial_i \delta \nu + 3 H \delta \nu + 2 a H \delta n^i n_i + a \delta \Gamma^i_{tt} + \frac{1}{a} \delta \Gamma^i_{ij} n^i n^j - 2 a \delta \Gamma^i_{ti} n^i \\
&\quad + \frac{1}{a} \delta \nu \delta \dot{\nu} - 2 \frac{H}{a} \delta \nu^2 + \frac{1}{a} \partial_i \delta \nu \delta \nu + a H \delta n^i \delta n_i \\
&\quad - 2 \delta \Gamma^i_{ti} \delta \nu + 2 \delta \Gamma^i_{ti} \left( \frac{1}{a} n^i \delta \nu - \delta n^i \right) + 2 \delta \Gamma^i_{ij} \frac{1}{a^2} \delta n^i n^j, \\
\delta \dot{n}^i &= \frac{1}{a} n^j \partial_j \delta n^i + \frac{1}{a r} (\delta_{ij} - n^i n_j) \delta n^i + a \delta \Gamma^i_{tt} + \frac{1}{a} \delta \Gamma^i_{jk} n^j n^k - 2 \delta \Gamma^i_{ij} n^j \\
&\quad - 2 \delta \Gamma^i_{ij} \delta \nu + 2 \delta \Gamma^i_{ij} \left( \frac{1}{a} n^j \delta \nu - \delta n^j \right) + 2 \delta \Gamma^i_{jk} \frac{1}{a^2} \delta n^i n^k, \quad \text{(B.4)}
\end{align*}
$$

where $\delta \Gamma^i_{\mu\nu}$ are the perturbed Christoffel symbols

$$
\begin{align*}
\delta \Gamma^i_{tt} &= \dot{\dot{A}} - (\dot{A}^2) + H B^i B_i + \frac{1}{2} (B^i B_i) - \frac{1}{a} B^i \partial_i A, \\
\delta \Gamma^i_{ti} &= \partial_i A - a H B_i - \partial_i A^2 + \frac{1}{2} B^j \left( \partial_j B_j - \partial_j C_{ij} - 2 a \dot{C}_{ij} \right) + 2 a H A B_i, \\
\delta \Gamma^i_{ij} &= (a^2 \dot{C}_{ij}) - 2 a^2 H A \delta_{ij} + \frac{a}{2} \left( \partial_i B_j + \partial_j B_i \right) + a^2 H \left( 4 A^2 - B^k B_k \right) \delta_{ij} \\
&\quad - a B^k \left( \partial_i C_{jk} + \partial_j C_{ki} - \partial_k C_{ij} \right) - a A \left( \partial_i B_j + \partial_j B_i \right) - 2 A (a^2 C_{ij}), \\
\delta \Gamma^i_{tt} &= \frac{\partial^2 A}{a^2} - \frac{(a B^i)}{a^2} + \frac{B^i \dot{A}}{a} - 2 \frac{\delta_{ij}}{a^2} C_{jk} \left( \partial^k A - (a B^k) \right), \\
\delta \Gamma^i_{ij} &= \delta^{ik} \dot{C}_{kj} + \frac{1}{2 a} \delta^{ik} \left( \partial_k B_j - \partial_j B_k \right) - \frac{1}{a} \delta^{ik} C_{kl} \delta^{lm} \left( 2 a \dot{C}_{mj} + \partial_m B_j - \partial_j B_m \right) \\
&\quad + \frac{1}{a} B^i \left( \partial_j A - a H B_j \right), \\
\delta \Gamma^i_{jk} &= a H B^i \delta_{jk} + \delta^{il} \left( \partial_l C_{jk} + \partial_j C_{kl} - \partial_k C_{lj} \right) \\
&\quad + \frac{1}{2} B^i \left( 2 a \dot{C}_{jk} - 4 a H A \delta_{jk} + 2 a H C_{jk} + \partial_j B_k + \partial_k B_j \right) \\
&\quad - 2 a H \delta^{il} C_{lm} B^m \delta_{jk} - 2 \delta^{il} \left( \partial_j C_{kl} + \partial_k C_{lj} - \partial_l C_{jk} \right). \quad \text{(B.5)}
\end{align*}
$$
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