Application of deep reinforcement learning to networked control systems with uncertain network delays
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Abstract: Networked control systems (NCSs) have been attracted much attention thanks to the development of network technology. There are network delays caused by data transmissions in NCSs. These network delays may degrade control performances. In general, the network delays may fluctuate randomly and it is difficult to identify their probability distributions. Moreover, it is difficult to precisely identify models of plants. Thus, we propose a design method of networked controllers using deep reinforcement learning (DRL) taking network delays into consideration. Additionally, we consider the case where sensors cannot observe all state variables of plants. We introduce an extended state and propose a DRL-based controller design method.
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1. Introduction

Reinforcement learning (RL) \cite{1} has attracted much attention in various fields. In the control field, many applications of RL have been studied because it is useful to design controllers for plants whose mathematical models are unknown. In \cite{2}, Ichikawa and Ushio applied RL to control of an auto-driven vehicle following after a platoon of human-driven vehicles. In \cite{3}, Kamio et al. proposed multi-agent reinforcement learning system (MARLS) to search ships’ courses as a useful tool. Moreover, a method to modify near-miss courses has proposed as an expansion of MARLS in \cite{4}. In \cite{5,6}, RL-based methods for design of optimal controllers were proposed for an uncertain Markov decision process (MDP) with a control cost and a linear temporal logic (LTL). In \cite{7}, RL has been also applied to control of chaotic systems. However, classical RL algorithms cannot solve the complicated control problems since they are table-based algorithms.

Recently, RL with deep neural networks (DNNs), which is called deep reinforcement learning (DRL), has actively researched. The deep Q-network (DQN) algorithm has achieved impressive results in many Atari 2600 video games using pixels as inputs to the DQN \cite{8}. In this algorithm, a DNN is used in
order to estimate the optimal Q-function with two major techniques: the *experience replay* and the *fitted target Q-function*. It is an extension of *neural fitted Q-learning* [9]. The agent with a DNN can learn successful policies directly from high-dimensional sensory inputs. Thereafter, the DQN has been improved and achieved better performance for playing video games [10, 11]. Furthermore, the DQN is useful for not only playing video games but also controlling complicated systems. In [12], Zhang et al. applied the DQN to control of a three-joint robot manipulator using raw-pixel images observed by an external visual sensor. In [13], Demirel et al. proposed a control-aware scheduling algorithm using the DQN in the case where the size of the communication network is smaller than the size of a system consisting of multiple independent subsystems. Moreover, in [14], Masuda and Ushio applied the hierarchized DQN [15] to a path planning for a parking problem of a 4-wheeled vehicle. However, the DQN cannot deal with a continuous action space since it is assumed that the numbers of the available action is finite. In general, a controller design method using discretization of the continuous action space degrades control performances. Thus, Lillicrap et al. proposed the *deep deterministic policy gradient* (DDPG) algorithm for the continuous action space [16]. It is shown that the DDPG algorithm can solve more than 20 simulated physics tasks. As its applications to control problems, for example, Baumann et al. proposed a method to design an event-triggered controller using the DDPG algorithm in [17] and Duan et al. proposed the method to master the power grid voltage control problem using not only the DQN algorithm but also the DDPG algorithm in [18].

In this paper, we apply DRL to *networked control systems* (NCSs), which consist of a plant, a sensor, a controller, an actuator, and a network. The controller computes control inputs from data sent by the remote sensor, and sends them to the remote actuator. NCSs have been also attracted much attention thanks to development of network technology. In NCSs, there are network delays due to data transmissions. It is necessary to design the controller taking these network delays into consideration because the delays degrades control performances and may make the plant unstable in the worst case. We consider the following NCSs.

- The plant is a nonlinear system whose mathematical model is unknown.
- Network delays fluctuate randomly due to the network routing, where their maximum values are known beforehand.
- The sensor cannot observe all state variables of the plant.

Under these assumptions, we propose a DRL-based design method for a networked controller. The paper is organized as follows. In Section 2, we review standard RL and the DDPG algorithm. In Section 3, we formulate the network control problem considered in this paper. In Section 4, we propose a DRL-based design method of a networked controller. In Section 5, by numerical simulations, we apply the proposed method based on the DDPG algorithm to stabilization of a Lorenz equation at one of equilibrium points. In Section 6, we conclude this paper.

### 1.1 Related work and contribution

In NCSs, it is important to take network delays into consideration. Many design methods of the controller considering network delays have been researched [19–21]. These approaches consist in predicting the state at a time when the control input is received by the actuator. However, in these methods, we need the knowledge of the system. If there is uncertainty about the model of the plant or the network characteristic, we must design the networked controller conservatively. As a way to solve this problem, RL-based control methods are useful. In [22, 23], Fujita and Ushio proposed the RL-based optimal networked control method for a linear system whose parameters are unknown with uncertain fixed network delays. However, we cannot apply these methods to control of nonlinear systems. Thus, in this paper, we use the DRL algorithm in order to design the networked controller for nonlinear systems. Moreover, we assume that network delays fluctuate randomly due to network routing, where their maximum values are known beforehand. Recently, DRL-based networked control methods have been proposed in [13, 17]. However, in these researches, it is not assumed that there are network delays.
In the case where there are network delays, it is necessary for the controller to receive sufficient information about these network delays to learn its control policy. In [24], we proposed the DRL-based control method for the nonlinear system with control input delays. In this method, we use an extended state consisting of the current state and some past determined control inputs for the controller to learn its control policy. Additionally, we considered not only delays due to transmission of control inputs from the controller to the actuator but also delays due to transmission of control outputs from the sensor to the controller. In [25], we showed that the method proposed in [24] is useful in such a case. Furthermore, in NCSs, the sensor may not observe all state variables of the plant, which is called a partial observation and causes degradation of learning performances. For the partial observation, RL algorithms using recurrent neural networks have proposed in [26, 27]. On the other hand, in order to deal with both network delays and the partial observation, we proposed the method using an extended state consisting of not only the current observed output and some past determined control inputs but also some past observed outputs in [28]. In [24, 25, 28], we leveraged the continuous deep Q-learning (CDQL) algorithm [29]. The CDQL algorithm is a simplified method of the DDPG algorithm with a normalized advantage function (NAF) that is a quadratic function approximator of the advantage term of the optimal Q-function. However, the controller may not learn the desirable control policy for a complicated system due to the quadratic approximation of the advantage term. Hence, in this paper, we use the DDPG algorithm to verify that the proposed method is useful not only for the CDQL algorithm but also for the DDPG algorithm that is the standard DRL algorithm with the experience replay and the fixed target Q-network for a continuous action space.

2. Preliminaries

This section reviews standard RL and the DDPG algorithm that is one of DRL algorithms.

2.1 Reinforcement learning (RL)

RL is one of the machine learning methods [1]. The learner is called an agent in RL. The agent interacts with everything outside the agent that is called an environment \( E \) and learns its policy as shown in Fig. 1. At each discrete time \( k \in \{0, 1, \ldots\} \), the agent receives a state of the environment \( s_k \in S \) and determines an action \( a_k \in A \), where \( S \) and \( A \) denote the sets of states and actions, respectively. The agent determines the action \( a_k \) by its policy \( \mu : S \rightarrow A \). Then, at the next time, the state of the environment is transited from \( s_k \) to \( s_{k+1} \). The transition is stochastically caused by a transition dynamics \( p(s_{k+1}|s_k, a_k) \), where \( p(s_{k+1}|s_k, a_k) \) is the conditional probability of the next state \( s_{k+1} \) given by the current state \( s_k \) and the action \( a_k \). The agent receives the next state \( s_{k+1} \) and a reward \( r_k \in \mathbb{R} \) that is given by the following reward function \( R : S \times A \times S \rightarrow \mathbb{R} \).

![Fig. 1. Illustration of interactions between an environment and an agent.](image-url)
Then, a tuple \((s_k, a_k, s_{k+1}, r_k)\) is called an experience. The agent updates its control policy \(\mu\) based on experiences. The goal of RL is for the agent to learn the policy that maximizes the discounted sum of rewards \(G_k = \sum_{i=k}^{\infty} \gamma^{i-k} r_i\), where \(\gamma \in [0,1)\) is a discount factor to prevent the divergence of \(G_k\). On the other hand, it is assumed that transitions of states are stochastic. Thus, we define the following conditional expectation of \(G_k\) as value functions.

\[
V^\mu(s) = \mathbb{E}_{s_{i+1} \sim \rho} [G_k | s_k = s],
\]

\[
Q^\mu(s, a) = \mathbb{E}_{s_{i+1} \sim \rho} [G_k | s_k = s, a_k = a].
\]

Equations (2) and (3) are called a state value function and a state-action value function (Q-function), respectively. Moreover, the following functions are defined as an optimal state value function and an optimal Q-function, respectively.

\[
\forall s \in S, \quad V^*(s) = \max_{\mu} V^\mu(s),
\]

\[
\forall s \in S, \forall a \in A, \quad Q^*(s, a) = \max_{\mu} Q^\mu(s, a),
\]

where the policy \(\mu^*\) is called an optimal policy. In SARSA and Q-learning [1], the agent learns the value function or the optimal value function through interactions with the environment. However, these algorithms are table-based algorithms assuming that both the state set and the action set are finite sets. In the case where states and actions are continuous values, a \(\theta\) gradient method is useful [30]. In this method, we consider a deterministic policy parameterized by a parameter vector \(\theta^\mu\). The parameterized policy is denoted by \(\mu(\cdot; \theta^\mu)\). We define a performance object by \(J(\theta^\mu) = \mathbb{E}[\sum_{i=0}^{\infty} \gamma^i r_i]\). The idea of this method is to adjust the parameter vector \(\theta^\mu\) in the direction of the performance gradient \(\nabla_{\theta^\mu} J(\theta^\mu)\) computed by the following equation [30]:

\[
\nabla_{\theta^\mu} J(\theta^\mu) = \mathbb{E}_{s \sim \rho^\theta} [\nabla_{\theta^\mu} \mu(s; \theta^\mu) \nabla_a Q^\mu(s, a)|_{a = \mu(s; \theta^\mu)}],
\]

where \(\rho^\mu\) is a discounted state distribution defined by

\[
\rho^\mu(s') := \int_s \sum_{i=0}^{\infty} \gamma^i p_0(s)p(s \rightarrow s', i, \mu)ds,
\]

where \(p_0\) is an initial state distribution and \(p(s \rightarrow s', i, \mu)\) is the density at the state \(s'\) after transiting for \(i\) discrete time steps from the state \(s\) by the policy \(\mu\).

Moreover, when we consider off-policy methods where an agent learns a deterministic policy \(\mu\) from trajectories generated by an arbitrary stochastic policy \(\beta\), we use the following approximated performance gradient [30, 31].

\[
\nabla_{\theta^\mu} J(\theta^\mu) \approx \mathbb{E}_{s \sim \rho^\beta} [\nabla_{\theta^\mu} \mu(s; \theta^\mu) \nabla_a Q^\mu(s, a)|_{a = \mu(s; \theta^\mu)}].
\]

Then, we must estimate \(Q^\mu(s, a)\) in Eqs. (6) or (8) to compute \(\nabla_{\theta^\mu} J(\theta^\mu)\). The actor-critic [1] is often used to estimate \(Q^\mu(s, a)\). In this approach, there are two components. One is an actor that determines an action by its parameter vector \(\theta^{\pi}\). The other is a critic that updates an estimation of the Q-function using a set of experiences. Actually, we also use a parametrized function by a parameter vector \(\theta^Q\) in the critic.

### 2.2 Deep deterministic policy gradient (DDPG)

The DQN attracted much attention for learning human level performances on many Atari video games using pixels as inputs to the DQN [8]. However, it is not possible to apply the DQN to problems where the action set is infinite, that is, the action is a continuous variable. Therefore, Lillicrap et al. proposed a DRL algorithm based on a deterministic policy gradient method, called the DDPG algorithm [16], where two deep neural networks are used as function approximators of the actor and the critic. These
deep neural networks are called an *actor network* and a *critic network*, respectively. The parameter vectors of the actor network and the critic network are denoted by $\Theta^{\mu}$ and $\Theta^{Q}$, respectively.

We use the following *TD-error* to adjust the parameter vector $\Theta^{Q}$.

$$L(\Theta^{Q}) = (Q(s_k, a_k; \Theta^{Q}) - t_k)^2,$$

where

$$t_k = r_k + \gamma Q(s_{k+1}, \mu(s_{k+1}; \Theta^{\mu}); \Theta^{Q}).$$

However, the learning method with DNNs tends to be unstable. Hence, we use two major techniques of the DQN algorithm: the experience replay and the fixed target Q-network. In the experience replay, we store the experiences $(s_k, a_k, s_{k+1}, r_k)$ to a *replay buffer* at each discrete time $k + 1$. When the agent updates the parameter vector $\Theta^{Q}$, it selects $N$ experiences randomly and updates $\Theta^{Q}$ by minimizing a TD-error based on these experiences. This technique leads reductions of correlations between experiences. In the fixed target Q-network, we use two deep neural networks that are called a *target actor network* and a *target critic network* for calculating $t_k$. The parameter vectors of these target networks are denoted by $\Theta^{\mu}_{-}$ and $\Theta^{Q}_{-}$, respectively. This technique can make the learning more stable compared with the standard learning by Eq. (10). We use the following *soft update* to adjust parameter vectors $\Theta^{\mu}_{-}$ and $\Theta^{Q}_{-}$.

$$\Theta^{Q}_{-} \leftarrow \eta \Theta^{Q} + (1 - \eta)\Theta^{Q}_{-},$$
$$\Theta^{\mu}_{-} \leftarrow \eta \Theta^{\mu} + (1 - \eta)\Theta^{\mu}_{-},$$

where $\eta$ is a sufficiently small positive constant. Thus, in this paper, we calculate $t_k$ by

$$t_k = r_k + \gamma Q(s_{k+1}, \mu(s_{k+1}; \Theta^{\mu}_{-}); \Theta^{Q}_{-}).$$

The parameter vector $\Theta^{\mu}$ is updated by the following approximated performance gradient.

$$\nabla_{\Theta^{\mu}} J(\Theta^{\mu}) \approx \mathbb{E}_{s \sim \rho^\beta} [\nabla_{\Theta^{\mu}} \mu(s; \Theta^{\mu}) \nabla_{a} Q(s, a; \Theta^{Q}) | a = \mu(s; \Theta^{\mu})].$$

We construct an exploration policy $\mu'$ by adding a noise $\epsilon$ sampled from a noise process $\mathcal{N}$ to our actor policy as follows:

$$\mu'(s) = \mu(s; \Theta^{\mu}) + \epsilon.$$

Finally, the DDPG algorithm is shown in Algorithm 1.

### 3. Network control problem

We consider the networked control of the following nonlinear plant as shown in Fig. 2.

$$\dot{x}(t) = f(x(t), u(t)),$$
$$y_k = h(x(k\Delta)),$$

where

- $x(t) \in \mathcal{X}$ is the state of the plant at time $t \in [0, \infty)$,
- $u(t) \in \mathcal{U}$ is the control input inputted to the plant at time $t \in [0, \infty)$,
- $\Delta > 0$ is the sampling period of the sensor,
- $y_k \in \mathcal{Y}$ is the $k$-th output observed by the sensor at time $k\Delta$ ($k = 0, 1, ...$),
- $f : \mathcal{X} \times \mathcal{U} \rightarrow \mathcal{X}$ describes the mathematical model of the plant, and
- $h : \mathcal{X} \rightarrow \mathcal{Y}$ is the output function that is characterized by the sensor.
Algorithm 1 Deep deterministic policy gradient algorithm

1: Randomly initialize the parameter vectors $\Theta^Q, \Theta^\mu$.
2: Initialize parameter vectors of target networks $\Theta^Q \leftarrow \Theta^Q, \Theta^\mu \leftarrow \Theta^\mu$.
3: Initialize a replay buffer $B$.
4: for episode = 1, ..., $M$ do
5: Initialize a random process $N$ for action explorations.
6: Receive initial observation state $s_0$.
7: for $k = 0, ..., K$ do
8: Determine an action $a_k = \mu(s_k; \Theta^\mu) + \epsilon_k$ according to the current policy $\mu$ and the exploration noise $\epsilon_k \sim N$.
9: Execute the action $a_k$.
10: Observe the next state $s_{k+1}$ and receive the reward $r_k$.
11: Store the experience $(s_k, a_k, s_{k+1}, r_k)$ in $B$.
12: for iteration = 1, ..., $I$ do
13: Select $N$ experiences $(s^{(n)}, a^{(n)}, s'^{(n)}, r^{(n)}) (n = 1, ..., N)$ randomly.
14: Set $t^{(n)} = r^{(n)} + \gamma Q(s'^{(n)}, \mu(s'^{(n)}; \Theta^\mu); \Theta^Q)$.
15: Update $\Theta^Q$ by minimizing the loss: $L = \frac{1}{N} \sum_n (t^{(n)} - Q(s^{(n)}, a^{(n)}; \Theta^Q))^2$
16: Update $\Theta^\mu$ using the policy gradient:
17: \[ \nabla_{\Theta^\mu} J(\Theta^\mu) \approx \frac{1}{N} \sum_n \nabla_{\Theta^\mu} \mu(s^{(n)}; \Theta^\mu) \nabla_a Q(s^{(n)}, a^{(n)}; \Theta^Q)|_{a=\mu(s^{(n)}; \Theta^\mu)} \]
18: Update $\Theta^Q$ and $\Theta^\mu$:
19: \[ \Theta^Q \leftarrow \eta \Theta^Q + (1 - \eta) \Theta^Q, \]
20: \[ \Theta^\mu \leftarrow \eta \Theta^\mu + (1 - \eta) \Theta^\mu. \]
21: end for
22: end for
23: end for

\[ X \subseteq \mathbb{R}^n, U \subseteq \mathbb{R}^m, \text{and } Y \subseteq \mathbb{R}^p \] are the plant’s state space, the control input space, and the control output space, respectively. In this paper, we assume that models $f$ and $h$ are unknown, while $n$, $m$, and $p$ are known. Moreover, we assume that there are two types of network delays in the NCS. One is caused by transmissions of observed outputs from the sensor to the controller. The other is caused by...
transmissions of determined control inputs from the controller to the actuator. These $k$-th network delays are denoted by $\tau_{sc,k}$ and $\tau_{cp,k}$, respectively. These network delays randomly fluctuate, where these delays are bounded by maximum delays $\tau_{sc,max} = a\Delta$ and $\tau_{cp,max} = b\Delta$, respectively. We assume that $a$, $b \in \mathbb{N}$ are known and define $\tau := a + b$. We also assume that the packet loss does not occur in the networks and all data are received in the same order as their sending order.

We design a digital networked controller for this system. The $k$-th control input determined by the controller is denoted by $u_k$. The control input $u_k$ is held until the next control input $u_{k+1}$ is received by the actuator, that is,

$$u(t) = u_k \quad (k\Delta + \tau_{sc,k} + \tau_{cp,k} \leq t < (k+1)\Delta + \tau_{sc,k+1} + \tau_{cp,k+1}).$$

(18)

For the NCS, we design the networked controller using the DDPG algorithm.

4. Design of networked controller using DDPG

4.1 State based learning

In this subsection, we consider the case where the sensor can observe all state variables of the plant, that is, $n = p$ and $h(x) = x$ for any $x \in \mathcal{X}$. In an application of RL to control problems, we often regard the unknown plant and the controller as the environment $E$ and the agent, respectively. However, there are uncertain network delays in the communication networks between the plant and the controller. If we ignore network delays and apply RL to design of the controller, the controller cannot learn its control policy. In the RL framework, the state of the environment $E$ must include all information outside the agent. Therefore, we must appropriately determine the environment $E$ and the agent for the NCS.

We consider the worst case, that is, for each $k$, $\tau_{sc,k} = \tau_{sc,max}$, $\tau_{cp,k} = \tau_{cp,max}$. The delays in data transmissions are illustrated in Fig. 3. The sensor observes the state $x_k = x(k\Delta)$ at time $t = k\Delta$. The $k$-th observed state $x_k$ is sent to the controller through the network. The controller receives $x_k$ and determines the $k$-th control input $u_k$ at time $t = (k+a)\Delta$. The control input $u_k$ is sent to the actuator. The actuator receives the $k$-th control input $u_k$ and updates the control input to the plant $u(t) = u_k$ at time $t = (k+\tau)\Delta$. Then, the plant’s state is $x((k+\tau)\Delta)$ that is the future state at

![Diagram of networked control system](image)

**Fig. 3.** Illustration of the delays in data transmissions for the worst case. In this figure, we assume that $\tau_{sc,max} = 2\Delta$ and $\tau_{cp,max} = 3\Delta$. It shows timings of observing states, determining control inputs, and updating control inputs to the plant.
In this subsection, we assume that the sensor cannot observe all state variables of the plant (4.2 Output based learning). This case is called a partial observation. Then, we cannot directly use the plant's state determined by the controller as the action determined by the agent.

On the other hand, if we could identify a mathematical model of the plant \( f \), we would predict the future state \( x((k+\tau)\Delta) \) and determine the \( k \)-th control input \( u_k \) based on available information.

We regard the extended state \( z_k \) as the state of the environment \( E \). We also regard the control input determined by the controller as the action determined by the agent.

In general, network delays do not always take the maximum values \( \tau_{\text{sc}} \) and \( \tau_{\text{cp}} \). However, the controller learns the optimal control policy based on sufficient information \( z_k \) through interactions with the plant.

### 4.2 Output based learning

In this subsection, we assume that the sensor cannot observe all state variables of the plant \( (p < n) \). This case is called a partial observation. Then, we cannot directly use the plant’s state \( x(k\Delta) \). We must estimate the full plant’s state based on available information. If we could identify the models \( f \) and \( h \), we would predict the full state \( x_k \) based on the past control inputs and outputs. Particularly, in the case where the system is a discrete-time linear system, we can estimate the state \( x_k \) based on the current output \( y_k \), past outputs \( y_{k-1}, y_{k-2}, \ldots, y_{k-\varsigma} \), and past control inputs \( u_{k-1}, u_{k-2}, \ldots, u_{k-\varsigma} \), where the length \( \varsigma \) is larger than the observability index \( q \) of the linear system, that is, \( n \leq pq \). Based on this fact, Aangenent et al. proposed a data-based optimal control method [32], Lewis et al. proposed a RL-based method for partially observable dynamic process [33], and Fujita and Ushio applied the Lewis’ method to the design method of an optimal networked controller [23]. The previous studies dealt with linear systems and the estimation of the current state of the linear systems can be done by solving a linear equation consisting of the past control inputs and outputs whose number is larger than the observability index. In nonlinear systems, however, it is difficult to derive a nonlinear equation whose solution is the current state. Thus, we select \( \varsigma \) as a meta-parameter beforehand and give the controller with DNNs past control inputs \( u_{k-1}, u_{k-2}, \ldots, u_{k-\varsigma} \) and control outputs \( y_{k-1}, y_{k-2}, \ldots, y_{k-\varsigma} \) for its learning. In general, if we set the meta-parameter \( \varsigma \) to a small value, the performance of the learned control policy may be limited. On the other hand, if we set the meta-parameter \( \varsigma \) to a large value, the controller may fail to learn the optimal control policy due to the curse of dimensionality. Additionally, we must consider existence of network delays. In the same way as Section 4.1, we consider the worst case, that is, all network delays are \( \tau_{\text{sc}} \) and \( \tau_{\text{cp}} \) as in Fig. 4. When we use past control outputs \( y_{k-1}, y_{k-2}, \ldots, y_{k-\varsigma} \), we must consider past control inputs inputted to the plant for \( (k-\varsigma)\Delta \leq t < (k+\tau)\Delta \), that is, \( u_{k-1}, u_{k-2}, \ldots, u_{k-(\tau+\varsigma)} \). Thus, we define the following extended state \( w_k \in \mathbb{R}^{(\varsigma+1)p+\tau(q+\varsigma)m} \).
∀k \ \tau_{sc,k} = 2\Delta, \ \tau_{cp,k} = 3\Delta

We regard the extended state \(w_k\) as the state of the environment \(E\). We also regard the control input determined by the controller as the action determined by the agent. Moreover, the network delays do not always take the maximum values \(\tau_{sc}^{\text{max}}\) and \(\tau_{cp}^{\text{max}}\). However, the controller learns the optimal control policy based on sufficient information \(w_k\) through interaction with the plant.

We explain our proposed learning algorithm to design the networked controller. The algorithm is shown in Algorithm 2. Let \(S = Y^{k+1} \times U^{\tau+\varsigma}\) and \(A = U\). As shown in Fig. 5, we regard the controller as the agent, and the combination of the past control input list and the past control output list as the environment, respectively. At time \(t = k\Delta + \tau_{sc,k}\), the controller receives the output \(y_k\), generates the extended state \(w_k\), and sends the tuple \((w_{k-1}, u_{k-1}, w_k)\) to the experience sampler as shown between Lines 11 and 16 of Algorithm 2. The experience sampler computes the reward \(r_{k-1} = R(w_{k-1}, u_{k-1}, w_k)\), makes the experience \((w_{k-1}, u_{k-1}, w_k, r_{k-1})\), and stores the experience to the replay buffer \(B\). The reward function \(R\) is defined depending on our control objective. In this paper, it is assumed that the reward function \(R\) is given beforehand. Moreover, the controller determines the control input by

\[
\epsilon_k \sim N
\]

where \(\epsilon_k \sim N\) is the exploration noise as shown in Lines 17 and 18 of Algorithm 2. The controller holds \(w_k\) and \(u_k\) to make the next experience \((w_k, u_k, w_{k+1}, r_k)\) until it receives the next state \(w_{k+1}\).
The controller updates parameter vectors $\Theta^\mu$, $\Theta^{\mu-1}$, $\Theta^Q$, $\Theta^{Q-1}$ asynchronously with sampling experiences. At each time $t = k_p \Delta$ ($k_p \in \mathbb{N}$), the controller updates the parameter vectors as shown between Line 20 and 26 of Algorithm 2.

5. Example

We consider the following Lorenz equation as a plant.

$$\frac{d}{dt} \begin{bmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \end{bmatrix} = \begin{bmatrix} 10(x_2(t) - x_1(t)) \\ -x_1(t)x_3(t) + 28x_1(t) - x_2(t) \\ x_1(t)x_2(t) - 8/3x_3(t) \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \\ 2 \\ 0 \\ 3 \end{bmatrix} \begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix}. \quad (23)$$

The state of the plant is denoted by $x(t) = [x_1(t), x_2(t), x_3(t)]^T$ and the control input is denoted by $u(t) = [u_1(t), u_2(t)]^T$. The uncontrolled trajectory is shown in Fig. 6. The goal is the stabilization of the Lorenz equation at one of equilibrium points which we cannot identify. In the following simulations, we assume that the reward functions are given beforehand to meet the goal. In this section, we assume that both $\tau_{sc,k}$ and $\tau_{cp,k}$ are generated by the uniform distribution $U(3\Delta, 5\Delta)$, where we cannot identify this distribution beforehand while these maximum network delays $\tau_{sc,\max} = 5\Delta$ and $\tau_{cp,\max} = 5\Delta$ are known. Thus, in all simulations, we set $\tau = 10$.

We use a critic network with two hidden layers, where all hidden layers have 128 units and all layers are fully connected layers, and an actor network with two hidden layers, where all hidden layers have 128 units and all layers are fully connected layers. The activation functions are ReLU except for the output layers. In regards to the activation functions of the output layers, we use a 7 times weighted hyperbolic tangent function for the actor network and a linear function for the critic network. The two DNNs are shown in Fig. 7. The size of the replay buffer $B$ is $1.0 \times 10^6$ and the minibatch size is $N = 128$. The parameter vectors of the actor network and the critic network are updated 10 times per $4\Delta$ ($I = 10$, $k_p = 4$) by ADAM [34], where learning step sizes are set to $1.0 \times 10^{-5}$ for the actor network and $1.0 \times 10^{-4}$ for the critic network. The update rate of target networks is $\eta = 0.001$ and the discount factor for the Q-function is $\gamma = 0.99$. The final layer weights and biases of both the
Algorithm 2 DDPG-based learning of the networked controller under a partial observation with the extended state consisting past control inputs and outputs.

1: Select the length of the past output sequence $\varsigma$.
2: Randomly initialize the parameter vectors $\Theta^Q, \Theta^\mu$.
3: Initialize parameter vectors of target networks $\Theta^Q_{\text{−}}, \Theta^\mu_{\text{−}} \leftarrow \Theta^Q, \Theta^\mu \leftarrow \Theta^\mu$.
4: Initialize the replay memory $B$.
5: for episode = 1, ..., $M$ do
6: Receive the initial observed output $y_0$.
7: Add the observed output $y_0$ to the past control output list.
8: Generate the initial extended state $w_0$, where $u_i = 0$ ($i < 0$), $y_i = 0$ ($i < 0$).
9: Initialize a random process $N$ for action exploration.
10: for $k = 0, ..., K$ do
11: if $k > 0$ then
12: Receive the $k$-th output $y_k$.
13: Add the observed output $y_k$ to the past control output list.
14: Generate the extended state $w_k$ with past control inputs and outputs, where $u_i = 0(i < 0)$.
15: Send the tuple $(w_{k-1}, u_{k-1}, w_k)$ to the experience sampler.
16: end if
17: Determine the control input $u_k = \mu(w_k; \Theta^\mu) + \epsilon_k$ and send the control input to the actuator.
18: Add the control input $u_k$ to the past control input list.
19: if $k \% k_p = 0$ then
20: for iteration = 1, ..., $I$ do
21: Select $N$ experiences $(w^{(n)}, u^{(n)}, w^{(n)}, r^{(n)})$ ($n = 1, ..., N$) randomly.
22: Set $t^{(n)} = r^{(n)} + \gamma Q(w^{(n)}, \mu(w^{(n)}; \Theta^\mu); \Theta^Q_{\text{−}})$.
23: Update $\Theta^Q$ by minimizing the loss: $L = \frac{1}{N} \sum_n (t^{(n)} - Q(w^{(n)}, u^{(n)}; \Theta^Q))^2$
24: Update $\Theta^\mu$ using the policy gradient:
25: \[
\nabla_{\Theta^\mu} J(\Theta^\mu) \approx \frac{1}{N} \sum_n \nabla_{\Theta^\mu} \mu(w^{(n)}; \Theta^\mu) \nabla_u Q(w^{(n)}, u^{(n)}; \Theta^Q)|_{u=\mu(w; \Theta^\mu)}.
\]
26: Update $\Theta^Q$ and $\Theta^\mu$:
27: $\Theta^Q_{\text{−}} \leftarrow \eta \Theta^Q + (1 - \eta) \Theta^Q_{\text{−}}$.
28: $\Theta^\mu_{\text{−}} \leftarrow \eta \Theta^\mu + (1 - \eta) \Theta^\mu_{\text{−}}$.
29: end for
30: end if
31: end for

Fig. 6. Illustration of the trajectory of the uncontrolled Lorenz equation. Three equilibrium points are shown by red cross marks $[0, 0, 0]^T$, $[6\sqrt{2}, 6\sqrt{2}, 27]^T$, $[-6\sqrt{2}, -6\sqrt{2}, 27]^T$. 
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actor and critic are initialized from a uniform distribution $[-3.0 \times 10^{-3}, 3.0 \times 10^{-3}]$. We explain the exploration noise process $N$ in Appendix A. The initial state is randomly selected for each episode, where $-15 \leq x_1(0) \leq 15$, $-15 \leq x_2(0) \leq 15$, and $10 \leq x_3(0) \leq 50$.

5.1 State-based learning

In this subsection, we assume that the sensor can observe all state variables of the plant, where the $k$-th observed state is $x_k = [x_1(k\Delta), x_2(k\Delta), 0.08x_3(k\Delta)]^T$. We set the sampling time $\Delta = 2^{-4}$. We assume that the terminal of a learning episode is at time $t = 25$.

First, we consider the design of a networked controller using the current observed state $x_k$ only. It is assumed that the following reward function $R_0: \mathcal{X} \times \mathcal{U} \times \mathcal{X} \rightarrow \mathbb{R}$ is given in order to meet the goal.

$$R_0(x_k, u_k, x_{k+1}) = - \begin{bmatrix} 0.8 & 0.8 & 8.0 \end{bmatrix} \mathcal{K}_3(x_{k+1} - x_k) - \begin{bmatrix} 1.3 & 2.5 \end{bmatrix} \mathcal{K}_2(u_k),$$

(24)

where the function $\mathcal{K}_i: \mathbb{R}^i \rightarrow \mathbb{R}^i$ is given by

$$\forall \mathbf{v} = [v_1, v_2, ..., v_i]^T \in \mathbb{R}^i, \quad (\mathcal{K}_i(\mathbf{v}))[j] = \begin{cases} v_j^2 & \text{if } |v_j| \geq 1 \\ |v_j| & \text{otherwise} \end{cases} \quad (j = 1, ..., i).$$

(25)

The $j$-th element of the vector $\mathbf{b}$ is denoted by $(b)_j$. The absolute value of $v_j$ is denoted by $|v_j|$. The reward given by the reward function $R_0$ is maximum when the plant is stabilized at one of equilibrium points, that is, $x_{k+1} = x_k$ and $u_k = 0$. In the case where for each $k$, $\tau_{sc,k}, \tau_{cp,k} = 0$, the controller can learn its control policy. On the other hand, in the case where for each $k$, $\tau_{sc,k}, \tau_{cp,k} \sim U(3\Delta, 5\Delta)$, the controller cannot proceed with its control policy as shown in Fig. 8. The horizontal axis represents the number of episodes and the vertical axis represents the mean value of the rewards obtained by the control policy after each episode learning, where the initial state is $x(0) = [9.0, -9.0, 18.0]^T$ and the controller controls the plant for $0 \leq t \leq 25$.

Next, we use the extended state $z$ as the state of the environment $E$. It is assumed that the following reward function $R_z: (\mathcal{X} \times \mathcal{U}^*) \times \mathcal{U} \times (\mathcal{X} \times \mathcal{U}^*) \rightarrow \mathbb{R}$ is given in order to meet the goal.
In the case where for each $k$, $\tau_{sc,k}$, $\tau_{cp,k} = 0$, the controller can learn its control policy based on the observed state $x_k$ (blue curve). On the other hand, in the case where for each $k$, $\tau_{sc,k}$, $\tau_{cp,k} \sim U(3\Delta, 5\Delta)$, the controller cannot learn its control policy (orange curve).

Fig. 9. Average learning curve using the extended state $z$. The solid curve and the shade represent the averaged result and the standard deviation over 10 trials, respectively.

$$R_z(z_k, u_k, z_{k+1}) = -r_z^T K_{23}(z_{k+1} - z_k) - \begin{bmatrix} 1.3 \\ 2.5 \end{bmatrix} K_2(u_k),$$

(26)

where $K_{23}$ and $K_2$ are defined by Eq. (25) and the vector $r_z$ is given by

$$r_z = \begin{bmatrix} 0.8 & 0.8 & 8.0 & 0.15 & \cdots & 0.15 \end{bmatrix}^T \in \mathbb{R}^{23}.$$  

(27)

The average learning curve over 10 trials is shown in Fig. 9. The horizontal axis represents the number of episodes and the vertical axis represents the mean value of the rewards obtained by the control policy after each learning episode, where the initial state is $x(0) = [9.0, -9.0, 18.0]^T$ and the controller controls the plant for $0 \leq t \leq 25$. It is shown that the controller can learn a control policy that achieves high rewards using the extended state $z$. Moreover, the time response of the Lorenz equation controlled by the control policy after sufficient learning is shown in Fig. 10. It is shown that
the controller that sufficiently learned its control policy by the proposed method can stabilize the Lorenz equation.

5.2 Output-based learning

In this subsection, we assume that the output function is given by
We assume that $\Delta = 2^{-4}$. First, we use the current output $y_k$ and past control inputs $u_{k-1}, \ldots, u_{k-10}$ as the state of the environment $E$. This state is denoted by $w_k = [y_k^T, u_{k-1}^T, \ldots, u_{k-10}^T]^T$. It is assumed that the following reward function $R_{w^0}: (Y \times U^*) \times U \times (Y \times U^*) \to \mathbb{R}$ is given in order to meet the goal.

$$ R_{w^0}(w_k^0, u_k, w_{k+1}^0) = -r_0^T K_{22}(w_{k+1}^0 - w_k^0) - \begin{bmatrix} 1.3 & 2.5 \end{bmatrix} K_2(u_k), \quad (29) $$

where $K_{22}$ and $K_2$ are defined by Eq. (25) and the vector $r_0$ is given by

$$ r_0 = \begin{bmatrix} 0.8 & 8.0 & 0.15 & \cdots & 0.15 \end{bmatrix}^{\top} \in \mathbb{R}^{22}. \quad (30) $$

The learning curve is shown in Fig. 11. The horizontal axis represents the number of episodes and the vertical axis represents the mean value of the rewards obtained by the control policy after each episode learning, where the initial state is $x(0) = [9.0, -9.0, 18.0]^T$ and the controller controls the plant for $0 \leq t \leq 25$. It is shown that the controller cannot proceed with its control policy using the state $w^0$ under the partial observation.

Next, we use the extended state $w$ as the state of the environment $E$. We set the length of the past output sequence $\zeta = 1, 4, 7$, where these extended states are denoted by $w^1, w^4$, and $w^7$, respectively. It is assumed that the following reward functions $R_{w^i}: (Y^{\zeta+1} \times U^{\zeta+\zeta}) \times U \times (Y^{\zeta+1} \times U^{\zeta+\zeta}) \to \mathbb{R}$ are given in order to meet the goal.

$$ R_{w^1}(w_k^1, u_k, w_{k+1}^1) = -r_1^T K_{26}(w_{k+1}^1 - w_k^1) - \begin{bmatrix} 1.3 & 2.5 \end{bmatrix} K_2(u_k), \quad (31) $$

$$ R_{w^4}(w_k^4, u_k, w_{k+1}^4) = -r_4^T K_{38}(w_{k+1}^4 - w_k^4) - \begin{bmatrix} 1.3 & 2.5 \end{bmatrix} K_2(u_k), \quad (32) $$

$$ R_{w^7}(w_k^7, u_k, w_{k+1}^7) = -r_7^T K_{50}(w_{k+1}^7 - w_k^7) - \begin{bmatrix} 1.3 & 2.5 \end{bmatrix} K_2(u_k), \quad (33) $$

where $K_2, K_{26}, K_{38}$, and $K_{50}$ are defined by Eq. (25) and the vectors $r_1, r_4$, and $r_7$ are given by

$$ r_1 = \begin{bmatrix} 0.8 & 8.0 & 0.8 & 8.0 & 0.15 & \cdots & 0.15 \end{bmatrix}^{\top} \in \mathbb{R}^{26}, \quad (34) $$
Fig. 12. Average learning curve using the extended state $w^1$. The solid curve and the shade represent the averaged result and the standard deviation over 10 trials, respectively.

Fig. 13. Average learning curve using the extended state $w^4$. The solid curve and the shade represent the averaged result and the standard deviation over 10 trials, respectively.

$$r_4 = \begin{bmatrix} 0.8 & 8.0 & \cdots & 0.8 & 8.0 & 0.15 & \cdots & 0.15 \end{bmatrix}^T \in \mathbb{R}^{38},$$ (35)

$$r_7 = \begin{bmatrix} 0.8 & 8.0 & \cdots & 0.8 & 8.0 & 0.15 & \cdots & 0.15 \end{bmatrix}^T \in \mathbb{R}^{50}. $$ (36)

Average learning curves over 10 trials are shown in Figs. 12, 13, and 14, respectively. The horizontal axis represents the number of episodes and the vertical axis represents the mean value of the rewards obtained by the control policy after each episode learning, where the initial state is $x(0) = [9.0, -9.0, 18.0]^T$ and the controller controls the plant for $0 \leq t \leq 25$. It is shown that the controller can learn the control policy that achieves high rewards in all cases $\varsigma = 1, 4, 7$. On the other hand, if we set the meta-parameter $\varsigma$ to a larger value, the controller may fail to learn an
optimal control policy. For example, shown in Fig. 15 is a learning curve in the case where we set $\varsigma = 14$. The extended state is denoted by $w^{14}$. It is assumed that the following reward function

$$ R_{w^{14}}(w_k^{14}, u_k, w_{k+1}^{14}) = -r_{14}^T K_{28}(w_{k+1}^{14} - w_k^{14}) - \begin{bmatrix} 1.3 & 2.5 \end{bmatrix} K_2(u_k), $$

where $K_2$ and $K_{28}$ are defined by Eq. (25) and the vector $r_{14}$ is given by

$$ r_{14} = \begin{bmatrix} 0.8 & 8.0 & \cdots & 0.8 & 8.0 & 0.15 & \cdots & 0.15 \end{bmatrix}^T \in \mathbb{R}^{78}. $$

Although the mean of rewards obtained by the learned control policy is increasing until 200 episodes, it drops after about 350 episodes. Moreover, it is oscillating after 400 episodes. It is shown that a large meta-parameter setting causes unstable learning.

Furthermore, the time response of the Lorenz equation controlled by the control policy after sufficient learning episodes using $w^4$ is shown in Fig. 16. It is shown that the controller that sufficiently
learned its control policy by the proposed method can stabilize the Lorenz equation to the target equilibrium point.

6. Conclusion
In this paper, we proposed a DRL-based learning method to design the networked controller that takes into the consideration two types of network delays caused by data transmissions between the plant and the controller. First, we consider the case where all state are observed and we use the

Fig. 16. Time response of the Lorenz equation by the controller that sufficiently learned its control policy using the extended state $w^4$, where the initial state $x(0) = [9.0, -9.0, 18.0]^T$. The red dotted lines represent the equilibrium point $[x_1, x_2, x_3]^T = [6\sqrt{2}, 6\sqrt{2}, 27]^T$. 
current observed state and the past determined control inputs as the state of the environment. Next, we consider the case where the sensor cannot observe all state variables of the plant and we use not only the current observed output and the past determined control inputs but also the past observed outputs as the state of the environment. As examples, we consider the stabilization of the Lorenz equation and show that the controller learns its control policy by the proposed method. On the other hand, we cannot select the length of the past output sequence theoretically. It is future work to examine how to select the meta-parameter properly. Moreover, it is future work to examine how to select the DRL algorithm according to control problems, namely the DDPG algorithm or the CDQL algorithm. It is also future work to apply our proposed learning method to design of a networked controller for real systems.
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Appendix
A. Exploration noise
We use an Ornstein Uhlenbeck process \( \{ \omega_t \}_{t \in [0,T]} \) \cite{35} as the stochastic process that generates exploration noises. The stochastic process is given by the following stochastic differential equation.

\[
d\omega_t = -p_1(\omega_t - p_2) + p_3 dW_t,
\]

where \( p_1, p_2, \) and \( p_3 \) are given parameters and \( \{ W_t \}_{t \in [0,T]} \) is a Wiener process. In this paper, we use noises \( \{ \omega_k \}_{k \in \{0,1,2,...\}} \) generated by the following difference equation based on Eq. (A-1).

\[
\begin{cases}
\omega_k = \omega_{k-1} - p_1(\omega_{k-1} - p_2) + p_3 w,
\omega_0 = 0,
\end{cases}
\]

where \( w \) is a noise generated by a standard normal distribution. We set the parameters \( (p_1, p_2, p_3) = (0.15, 0, 0.5) \) between the first 25 episodes. After that, we set the parameters \( (p_1, p_2, p_3) = (0.15, 0, 0.3) \). Moreover, we double the size of generated noise \( \omega_k \) before 400th episode:

\[
\epsilon_k \leftarrow 2\omega_k.
\]

After that, we weight the generated noise as follows:

\[
\epsilon_k \leftarrow \frac{800}{m} \omega_k,
\]

where \( m (> 400) \) is the current episode.
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