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Abstract—We study an information design problem for a non-atomic service scheduling game. The service starts at a random time and there is a continuum of agent population who have a prior belief about the service start time but do not observe the actual realization of it. The agents want to make decisions of when to join the queue in order to avoid long waits in the queue or not to arrive earlier than the service has started. There is a planner who knows when the service starts and makes suggestions to the agents about when to join the queue through an obedient direct signaling strategy, in order to minimize the average social cost. We characterize the full information and the no information equilibria and we show in what conditions it is optimal for the planner to reveal the full information to the agents. Further, by imposing appropriate assumptions on the model, we formulate the information design problem as a generalized problem of moments (GPM) and use computational tools developed for such problems to solve the problem numerically.

I. INTRODUCTION

Information asymmetry is inevitable in today’s ever-growing systems and networks. Each agent in these systems faces decision makings in the presence of uncertainty toward some states of the world or other agent’s information [1], [2]. Having access to as much information as possible enables these agents to make more profitable decisions. Information design [3], [4] studies how sharing information strategically with the agents can steer their actions towards a desirable direction. In the information design framework, there is a sender that possesses some private knowledge about the state of the world. There are possibly multiple receivers of the information. The information that the sender shares with the receivers is shaped in a way to align their objectives with that of the sender as much as possible.

There are different types of information design problems depending on whether there are multiple receivers or a single one, whether the system is dynamic or not, whether the receivers have private information or not, etc. The information design problems with a single receiver are referred to as “Bayesian persuasion” as first introduced in [3], where a geometric method of analyzing the information design problem is proposed. Information design problems with more than one receiver are usually more complex since the solution must induce an equilibrium between the receivers. It is shown in [5] that the set of outcomes in an information design problem with multiple receivers is indeed the set of Bayes-correlated equilibria, BCE, for the receivers. According to the definition of BCE in [5], the information shared with the receivers contains suggestions of what actions they should take. Therefore, an obedience condition has to be imposed on the strategy of the sender to make sure the receivers will follow the suggestions once they hear them. The obedience condition is the same as the conditions that are imposed in the definition of correlated equilibria.

Information design problems study dynamic or static systems. In static information design, the problem that the information designer faces is a static optimization problem [3], [5]–[9]. Dynamic information design problems [10]–[15] deal with dynamic settings and therefore, the information can be disclosed sequentially. Dynamic programming techniques can therefore be used to characterize the optimal strategy.

An example of dynamic information design can be found in [10], where the receiver is awaiting the occurrence of a random event, e.g., the arrival of an email, so that she can check her email. The receiver is informed of the arrival of the email by a beep that is sent by the sender. The sender wants the receiver not to check her email for as long as possible. Therefore, the sender has to solve a dynamic information design problem to decide whether or not or when to send a beep and reveal the arrival of an email. The problem is solved in continuous time and then a discrete time generalization is presented.

In this paper, we study an information design problem where there are not only multiple receivers, but they are non-atomic. That is, they form a continuum of population with unit total mass. A service scheduling problem is studied where the service start time is unknown to the agents who want to make decisions of when to join the queue in order to avoid long waits in the queue or not to arrive earlier than the service has started. The service starting time and agents’ decisions are in continuous time. There is a planner that knows when the service starts and makes suggestions to the agents about when to join the queue. The suggestion profile has to satisfy the obedience condition. That is, an agent that has received the suggestion of joining at time $t$ must be willing to obey that suggestion. Our model can be considered a dynamic information design problem because the planner makes suggestions for the whole dynamic arrival process of agents. However, each agent only receives one signal from the planner.

Our model of a continuum of agent population arriving at a queue and their cost function closely follows that of [16], [17]. The existence and uniqueness of the equilibrium arrival process is proved in [16] and [17], respectively. In these works, the agents have a preference of when to depart the queue while in our model, this preferred time coincides with the time the service starts and is also the same for all
of the agents, although they do not know when that time is. This is where the information design aspect of our model plays its role. Information design for non-atomic agents has also been studied in [18], where a routing game has been considered in which the unknown states of the world affect the latency of the links. The problem has been shown to be a generalized problem of moments and a hierarchy of polynomial optimization is proposed to approximate the solution.

The contributions of this paper are as follows. We formulate an information design problem for a service scheduling game consisting of non-atomic agents. We characterize the equilibrium in full information and no information extremes. We show some results on when the planner can do no better than revealing the full information to the agents. We impose some assumptions on our model that will allow us to express the information design problem as a generalized problem of moments (GPM) [19]. We use the computation tools for these problems such as Gloptipoly [20] to numerically solve the information design problem.

The rest of the paper is structured as follows. Problem formulation is discussed in section II. In section III, the obedience condition is defined and simplified. We study the two extreme cases of full information and no information equilibria in section IV. A structural result is stated in section V for a specific type of arrival processes. We formulate the problem as a GPM in section VI and we present numerical analysis in section VII. We conclude in section VIII. The proofs of the lemmas and theorems can be found in the Appendix at the end of the paper.

II. PROBLEM FORMULATION

A service provider starts its service at a fixed rate \( \mu \in (0, 1) \) starting at some time \( \tau \geq 0 \) with probability distribution of \( f_\tau(\cdot) \). A continuum of agent population of unit total mass needs this service. The action of an agent is the time \( t \) to join the service queue. The collection of actions of all the agents can be represented as a probability measure, \( m \), on \( \mathbb{R}_{\geq 0} \). Let the set of such measures be denoted as \( M \). We usually refer to the measure \( m \) as the arrival process. Note that the support of \( m \) can include negative numbers. That is, the arrival times of agents can be a negative number which is due to the fact that the time origin is considered to be when the service can possibly start. For a given \( m \in M \) and \( \tau \), we denote the queue length at time \( t \) by \( q_{\tau,m}(t) \), which is given as follows.

\[
q_{\tau,m}(t) = \int_{s=-\infty}^{t} m(s)ds - \mu(t-\tau)^+,
\]

where \((a)^+ = \max(a, 0)\).

The cost of an agent with action \( t \in \text{supp}(m) \) and for a given \( \tau \) and \( m \) is denoted by \( c_{\tau,m}(t) \) and is the weighted sum of (i) time to wait in the queue until receiving service; and (ii) the difference between the time of service and realization of \( \tau \). Note that (i) includes the time to wait for the service to start in case \( t < \tau \). Part (ii) is considered to capture the possibility of service quality deterioration by time. For example, the service quality degrades by time in a food distribution center since the food quality degrades. Part (ii) also captures the fact that agents might be impatient and want to get serviced as soon as possible. Therefore, we have the following cost function.

\[
c_{\tau,m}(t) = c_1 \left( \frac{q_{\tau,m}(t)}{\mu} + (\tau - t)^+ \right) + c_2 (t + \frac{q_{\tau,m}(t)}{\mu} + (\tau - t)^+ - \tau) \\
\equiv \frac{q_{\tau,m}(t)}{\mu} + c(t - \tau)^+ + (1 - c)(t - \tau)^+ \\
= \frac{q_{\tau,m}(t)}{\mu} + (t - \tau)^+ - c(t - \tau),
\]

where \( c = \frac{c_1}{c_1 + c_2} \leq 1 \), and \( c_1 \) and \( c_2 \) are the weights of the two parts of the cost function. Without loss of generality, we can assume \( c_1 \) and \( c_2 \) are between 0 and 1.

The social cost associated with an arrival process \( m \) and a \( \tau \) is denoted by \( s(\tau, m) \) and is defined as the sum of costs of all agents, i.e., \( s(\tau, m) := \int m(t)c_{\tau,m}(t)dt \).

The service rate \( \mu \) and the probability distribution of \( \tau, f_\tau(\cdot) \), are common knowledge. The agents do not know the exact realization of \( \tau \), but there is a planner who does. The planner desires to utilize this information asymmetry to minimize expected social cost over all \( \text{obedient} \) direct signaling strategies. A direct signaling strategy is a map \( \tau : \mathbb{R}_{\geq 0} \rightarrow \Delta M \), where \( \Delta M \) is the set of probability distributions over \( M \). That is, for a realization \( \tau \), the planner privately recommends actions to the agents consistent with a measure \( m \in M \) sampled from \( \pi(\cdot|\tau) \). The obedience condition is defined in the next section. The objective of the planner is to minimize the average value of the social costs, \( \bar{s}(\pi) \), which is given below.

\[
\bar{s}(\pi) := \int_{\tau,m} \int_t m(t)c_{\tau,m}(t)f_\tau(\tau)\pi(m|\tau)dm d\tau dt.
\]

Throughout the paper, we impose different assumptions on the set of arrival processes \( M \), to which the designer restricts his attention. In each section, it will be stated which assumption has been considered. Below is the list of these assumptions.

**Assumptions:**

(a) \( m(t) \leq \mu, \forall t \).

(b) For all \( m \) with \( \pi(m|\tau) > 0 \), \( m(t) = 0 \) for \( t \notin [t_\tau, \bar{t}_\tau] \) and some \( t_\tau \) and \( \bar{t}_\tau \) that are increasing with respect to \( \tau \).

(c) For all \( m \) with \( \pi(m|\tau) > 0 \), if \( q_{\tau,m}(t) = 0 \) and \( m(s) > 0 \) for some \( s > t \) and \( s < t \), then \( m(t) = \mu \).

(d) \( m \) is piecewise continuous.

Note that assumption (c) is to make sure that the server works at its full capacity as long as there is yet agents to arrive. As we will see in section IV, the full information equilibrium arrival process satisfies all of the above assumptions. Further, the no information equilibrium arrival process that satisfies (d), also satisfies assumptions (a) and (b).
III. Obedience Condition

The agent that has received suggestion $t$, will form her posterior belief on $\tau$ and $m$ which can be used to calculate the average cost of taking action $s$ (arriving at time $s$). We denote this average cost by $\tilde{c}_{t, \pi}(s)$. The posterior belief of an agent that has received the suggestion $t$ is given below.

$$\beta(\tau, m|t, \pi) = \frac{f_r(\tau)\pi(m|\tau)m(t)}{\int_{m, \tau} f_r(\tau)\pi(m|\tau)m(t)dt}.$$

In order to calculate $\tilde{c}_{t, \pi}(s)$, we define a quantity $\tilde{\tau}_m(t)$ as follows. For a given arrival process $m$ and each $t \geq 0$, we define $\tilde{\tau}_m(t) \leq t$ as follows.

$$\forall \tau \leq \tilde{\tau}_m(t), \ q_{\tau, m}(t) = 0$$
$$\forall \tau > \tilde{\tau}_m(t), \ q_{\tau, m}(t) > 0.$$

Note that there might exist a $\tau$ for which we have $q_{\tau, m}(t) > 0$, for all $\tau$. In this case, we define $\tilde{\tau}_m(t) = 0$. Also, for $t < 0$, we define $\tilde{\tau}_m(t) = 0$.

Throughout the paper, except for section IV, we assume $m$ follows assumption (a). As we will see in section IV, both full information and no information equilibria satisfy this assumption.

The average cost $\bar{c}_{t, \pi}(s)$ is given in the following lemma.

Lemma 1: $\bar{c}_{t, \pi}(s)$ which is the average value of the cost for an agent that has received suggestion $t$ through the signaling strategy $\pi$ is given as follows.

$$\bar{c}_{t, \pi}(s) = \frac{1}{\mu m(t)} \int_{s, t} f_r(\tau)\pi(m|\tau)m(t)\left(\int_{m}^{-\infty} m(t)dl - \mu cs\right)d\tau dm$$
$$+ \frac{1}{\mu m(t)} \int_{m, t < \tilde{\tau}_m(t)} f_r(\tau)\pi(m|\tau)m(t)((1 - c)s - \tau)d\tau dm$$
$$+ c\bar{E}(\tau|t),$$

where $\bar{m}(t) = \int_{m} f_r(\tau)\pi(m|\tau)m(t)d\tau dm$.

As mentioned before, the planner restricts his attention to the set of obedient signaling strategies. The definition of the obedience condition is stated below.

Definition 1 (Obedience Condition): The signaling strategy $\pi$ is obedient if all of the agents prefer to arrive at the queue at the time they are recommended to do so. That is

$$t \in \arg\min_s \bar{c}_{t, \pi}(s), \ \forall t.$$

Definition 1 states that $t$ must be a global minimizer of $\bar{c}_{t, \pi}(s)$ for $\pi$ to be obedient. In the next lemma, we will show that for a signaling strategy $\pi$ to be obedient, it is necessary and sufficient for $t$ to be a local minimizer of $\bar{c}_{t, \pi}(s)$.

Lemma 2: The signaling strategy $\pi$ is obedient if and only if $\frac{d}{dt}\bar{c}_{t, \pi}(s)|_t = 0$ for all times $t$, which implies the following must hold for an obedient signaling strategy.

$$(1 - c) \int_{m, \tau = 0}^{\tilde{\tau}_m(t)} f_r(\tau)\pi(m|\tau)m(t)d\tau dm$$
$$+ \frac{1}{\mu} \int_{m, \tau = 0}^{\tilde{\tau}_m(t)} f_r(\tau)\pi(m|\tau)m(t)(m(t) - \mu c)d\tau = 0.$$

IV. Full Information and No Information Extremes

In this section, we characterize the full information (all agents know the value of $\tau$) and the no information (there is no signal sent to the agents about the value of $\tau$) equilibrium arrival processes.

Theorem 1 (Full Information): The full information equilibrium arrival process for the service time $\tau$ is as follows.

$$m(t) = \mu c, \ t \in (\tau - \frac{1 - c}{\mu c}, \tau + \frac{1}{\mu})$$

and $m(t) = 0$ elsewhere.

Note that the full information equilibrium arrival process induces a single queue throughout the whole time horizon and the queue is cleared out at the same time the arrival process is ended.

Next, we investigate the equilibrium when the agents have no information about $\tau$, other than its prior distribution, $f_r(\cdot)$. For this part, we restrict our attention to the set of arrival processes that satisfy assumption (d). Also, we assume $f_r(\cdot)$ is an exponential distribution with parameter $\lambda$. Note that this assumption is not critical in finding the no information equilibrium and one can search the equilibrium arrival process for a different $f_r(\cdot)$. As we will see in the proof of Theorem 2, having a different $f_r(\cdot)$ will induce a different differential equation to be solved than the one we solve in this paper.

Before stating the equilibrium, we present the following lemma that will enable us to restrict our attention to a smaller set of arrival processes for the no information equilibrium.

Lemma 3: For the no information equilibrium arrival process, $m$, we have $m(t) \leq \mu$ for all $t$ and $m$ can not include a delta function.

Using Lemma 3, we can characterize the no information equilibrium arrival process.

Theorem 2 (No Information): The no information equilibrium arrival process, if it exists, is as follows.

$$m(t) = \mu - \frac{\mu}{\beta - \lambda t}, \ t \in [t_1, t_2],$$

where $\beta = -\ln(1 - c) + \frac{\lambda}{\mu} + 1$, $t_2 = \frac{\ln(1 - c)}{\lambda} + \frac{1}{\mu}$, and $t_1$ is derived from either of the following equations (or possibly both, which results in two solutions for the equilibrium).

$$\ln(1 - c) + \lambda t_1 + \ln\left(\frac{\mu}{\lambda c}(1 - \lambda t_1 - \lambda t_1 + 1)\right) = 0, \ t_1 \geq 0$$
$$t_1 = \frac{1 - c}{\lambda c} - \frac{1 - c}{\mu c} + \frac{1}{\lambda}, \ t_1 < 0.$$

V. Structural Results

In this section, we assume that the planner restricts her attention to a set of arrival processes that satisfy assumption (b) and for such strategies, we present a structural property in the next theorem.

Theorem 3: If a signaling strategy $\pi(\cdot|\tau)$ that satisfies assumption (b) is obedient and if we assume $L_\tau - L_\tau \leq \frac{1}{\mu c}$ and $c \leq 0.5$, then, $\pi(\cdot|\tau)$ is supported only over the
full information equilibrium arrival process characterized in Theorem 1.

Note that the interval $\bar{\tau} - \underline{\tau} = \frac{1}{\mu c}$ is the time span of the equilibrium arrival process in the full information case. Theorem 3 indicates that if the planner wants to induce a lower social cost than the full information equilibrium social cost, he should expand the time span of the arrival processes to intervals longer than $\frac{1}{\mu c}$.

VI. GPM Formulation

In this section, we formulate our problem as a generalized problem of moments (GPM). A GPM is an optimization problem over finite probability measures that minimizes a cost that is linear in moments w.r.t. those measures, subject to constraints that are linear w.r.t. those moments. The GPM formulation will allow us to utilize the computation tools available for such problems to do numerical analysis for our model. In order to express our problem as a GPM, we impose two assumptions (b) and (c) on the set of arrival processes.

We define $\bar{\tau}(t)$ and $\bar{\tau}(t)$ to be the inverse of $\underline{\tau}$ and $\bar{\tau}$, respectively. That is, for $\tau < \underline{\tau}(t)$ or $\tau > \bar{\tau}(t)$, we have $m(t) = 0$ for all $m$ with $\pi(m|\tau) > 0$.

The obedience condition is simplified in the next lemma.

Lemma 4: A signaling strategy $\pi$ that satisfies assumptions (b) and (c) is obedient iff the following holds.

$$\int_{\underline{\tau}(t)}^{\bar{\tau}(t)} f_{\tau}(\tau) R_m,\tau(t,t)d\tau = \mu c \int_{\underline{\tau}(t)}^{\bar{\tau}(t)} f_{\tau}(\tau) \bar{m}_\tau(t)d\tau,$$

where we denote $\bar{m}_\tau(t) = \int_m \pi(m|\tau) m(t)d\tau$ and $R_m,\tau(t,s) = \int_m \pi(m|\tau) m(t)m(s)dm$.

One can easily see that the full information signaling strategy, i.e., $\pi(m|\tau) = 1(m = m^F)$, where $m^F$ is the full information equilibrium characterized in Theorem 1, satisfies the above obedience constraints.

We can also simplify the planner’s objective as follows.

Lemma 5: The planner’s objective is given below if he restricts his attentions to the signalling strategies that satisfy assumptions (b) and (c).

$$\bar{s}(\pi) = \frac{1}{\mu} \int_{\underline{\tau}}^{\bar{\tau}} \int_{\underline{\tau}}^{\bar{\tau}} f_{\tau}(\tau) \left( \int_{s=\underline{\tau}}^{t} \int_{s=\underline{\tau}}^{t} (R_m,\tau(t,s) - \mu c \bar{m}_\tau(t)) dsdt + \mu c (\tau - \underline{\tau}) \right) d\tau$$

According to lemmas 4 and 5, the planner’s objective is linear in moments of $m$ with respect to the measure $\pi(m|\tau)$. Also, the obedience condition is linear in moments of $m$. However, $m$ is supported over real numbers and therefore, the measure $\pi$ is not a finite measure. But for a problem to be a GPM, we must have finite probability measures. In order to have a finite measure, we need to discretize the time and consider a discretized version of the optimization problem, which is a GPM. Therefore, we can numerically solve it using the computation tools available for these types of problems such as Gloptipoly [20]. In the next section, we will present these numerical results.

Next lemma presents a result similar to one presented in Theorem 3 for the signaling strategies that satisfy assumptions (b) and (c).

Theorem 4: If a signaling strategy $\pi(\cdot|\tau)$ that satisfies assumptions (b) and (c) is obedient and if we assume $\bar{\tau} - \underline{\tau} = \frac{1}{\mu c}$ then $\pi(\cdot|\tau)$ is supported only over the full information equilibrium arrival process characterized in Theorem 1.

Note that the result of Theorem 4 holds regardless of the value of $c$, while in Theorem 3, we must have $c \leq 0.5$ for the result to hold.

VII. Numerical Analysis

In this section, based on the GPM formulation of our problem, we use Gloptipoly to solve the problem numerically. In this paper, we consider uniform discretization of time.

As showed in the previous section, if we restrict our attention to the signaling strategies that satisfy assumptions (b) and (c), and if $\bar{\tau} - \underline{\tau} = \frac{1}{\mu c}$, then the solution is known to have support only on the full information equilibrium of Theorem 1. This result is numerically confirmed as it is shown in Fig. 1a and 1b for $c = 0.5$ and $c = 0.8$, respectively, and for $\mu = 0.5$ and a bounded discrete interval of $\tau \in \{3, 3.5, 4, 4.5, 5, 5.5, 6\}$ with uniform distribution.

In order to investigate solutions other than the full information equilibrium, we allow the interval of $\bar{\tau} - \underline{\tau}$ to be longer than $\frac{1}{\mu c}$. We set $\bar{\tau} - \underline{\tau} = \frac{1}{\mu c} + 0.75$. The optimal signaling strategy for each $\tau$ turns out to have support on a singleton arrival process and the different arrival processes corresponding to each $\tau$ are represented in Fig. 1c and 1d for $c = 0.5$ and $c = 0.8$, respectively.

An intuitive explanation about why the solution looks like what we see in Fig. 1c, is that the planner decides to put smaller values of $\tau$ in higher priority compared to larger values. We can see that the arrival processes associated with smaller values of $\tau$ result in smaller social cost. However, they do not satisfy the obedience condition and are indeed far from it. This has been compensated with the arrival processes associated with larger values of $\tau$ that result in higher social cost but help with the obedience condition.

VIII. Conclusion

In this paper, we formulated and studied an information design problem for a non-atomic service scheduling game. We characterized the two extremes of full information and the no information equilibrium and investigated the conditions in which the planner should reveal the full information to the agents. We also formulated the information design problem as a GPM by imposing some assumptions on the model and then numerically solved some examples of the problem.
APPENDIX

A. Proof of Lemma 1

\[ \bar{c}_{t,\pi}(s) = E[c_{t,m}(s)|t, \pi] = \frac{1}{\mu} \int_{m,\tau \geq \tilde{m}(s)} f_{\tau}(\tau)\pi(m|\tau)m(t) \]

\[ = \frac{1}{\mu m(t)} \int_{m,\tau < \tilde{m}(s)} f_{\tau}(\tau)\pi(m|\tau)m(t) \]

\[ = \frac{1}{\mu m(t)} \int_{m,\tau \geq \tilde{m}(s)} f_{\tau}(\tau)\pi(m|\tau)m(t) \]

\[ \left( \int_{l=-\infty}^{s} m(l)dl - \mu(s-\tau)^+ + \mu c(\tau-s) + \mu(s-\tau)^+ \right) d\tau dm \]

\[ + \frac{1}{m(t)} \int_{m,\tau < \tilde{m}(s)} f_{\tau}(\tau)\pi(m|\tau)m(t) \]

\[ = \frac{1}{m(t)} \int_{m,\tau \geq \tilde{m}(s)} f_{\tau}(\tau)\pi(m|\tau)m(t) \]

\[ \left( \int_{l=-\infty}^{s} m(l)dl - \mu cs + \mu c\tau \right) d\tau dm \]

\[ + \frac{1}{m(t)} \int_{m,\tau < \tilde{m}(s)} f_{\tau}(\tau)\pi(m|\tau)m(t) \]

\[ = \frac{1}{\mu m(t)} \int_{m,\tau > \tilde{m}(s)} f_{\tau}(\tau)\pi(m|\tau)m(t) \]

\[ \left( \int_{l=-\infty}^{s} m(l)dl - \mu cs + \mu c\tau \right) d\tau dm \]

In order for an agent to obey her suggestion, we must have \( \bar{c}_{t,\pi}(t) \) to be the global minimizer of \( \bar{c}_{t,\pi}(s) \). In the next lemma, we will show that \( \bar{c}_{t,\pi}(s) \) is convex and therefore, any local minimizer is a global minimizer.

**Lemma 6:** \( \bar{c}_{t,\pi}(s) \) is convex with respect to \( s \).

**Proof:** In order to prove convexity of \( \bar{c}_{t,\pi}(s) \), we prove that its derivative is increasing. But we first go over some preliminary results.

For \( t \geq 0 \), if \( \int_{-\infty}^{t} m(s)ds \leq \mu t \), we have

\[ \int_{-\infty}^{t} m(s)ds = \mu(t - \tilde{m}(t)) \]

**B. Proof of Lemma 2**

Fig. 1: \( m(t) \) for different values of \( \tau \in \{3, 3.5, 4, 4.5, 5, 5.5, 6\} \). The starred plots corresponds to \( \tau = 3.5 \).
Since we have $\tilde{\tau}_m(t) = 0$ for $t \leq 0$, the following holds.

$$\tilde{\tau}_m(t) = (t - \int_{-\infty}^{t} \frac{m(s)}{\mu} ds)^+$$

**Lemma 7:** If $m(t) \leq \mu$ for all $t$, then $\tilde{\tau}_m(t)$ is continuous and increasing with respect to $t$. Furthermore, $\tilde{\tau}_m(t)$ is differentiable for all $t$ except possibly for $t = \hat{t}$, where $\hat{t}$ will be characterized in the proof.

**Proof:** Since we have $m(t) \leq \mu$, there exists a time $\hat{t}$, for which we have $t - \int_{-\infty}^{t} \frac{m(s)}{\mu} ds \geq 0$ for $t \geq \hat{t}$ and $t - \int_{-\infty}^{t} \frac{m(s)}{\mu} ds < 0$ for $t < \hat{t}$. It is clear that $\tilde{\tau}_m(t)$ is continuous, differentiable and increasing for $t < \hat{t}$ and for $t > \hat{t}$. Also, since the assumption of $m(t) \leq \mu$ eliminates the possibility of $m(t)$ including a delta function, $\tilde{\tau}_m(t)$ is continuous for all $t$.

Since we have assumed $m(t) \leq \mu$, and according to Lemma 7, we know $\tilde{\tau}_m(t)$ is continuous, increasing, and differentiable for $t \neq \hat{t}$, we can write the following for $\frac{d}{ds} \tilde{c}_{t, \pi}(s)$ for $s \neq \hat{t}$.

$$\frac{d}{ds} \tilde{c}_{t, \pi}(s) = \frac{1}{m(t)} \int_{m(s)}^{\tilde{\tau}_m(s)} f_\tau(\tau) \pi(m|\tau) m(t) d\tau dm$$

$$= \frac{1}{m(t)} \left[ \int_{m(s)}^{\tilde{\tau}_m(s)} (1-c) f_\tau(\tau) \pi(m|\tau) m(t) d\tau dm + \int_{m(s)}^{\infty} \frac{m(l)}{\mu} d\tau - c(s - \tilde{\tau}_m(s)) \right]$$

$$+ \int_{m(s)}^{\infty} \frac{m(l)}{\mu} d\tau - c(s - \tilde{\tau}_m(s))$$

Therefore, we should have $\frac{d}{ds} \tilde{c}_{t, \pi}(s)|_{\hat{t}} = 0$ and we have the result by setting (2) at $\hat{t} = 0$.

**C. Proof of Theorem 1**

Let us assume that we have a positive queue over the interval $[t_1, t_2]$, i.e., $q_{\tau,m}(t) > 0$ for $t \in (t_1, t_2)$ and $q_{\tau,m}(t_1) = 0$ and $q_{\tau,m}(t_2) = 0$. Note that we do not have any assumptions on the queue length at other times. In order not to have any profitable deviations for agents arriving in $t \in (t_1, t_2)$, we should have $c'_{\tau,m}(t) = 0$ for $t \in (t_1, t_2)$ to avoid profitable deviations by changing the position inside the queue. It implies the following.

$$c'_{\tau,m}(t) = \frac{m(t)}{\mu} - c = 0 \Rightarrow m(t) = \mu c, \ t \in (t_1, t_2)$$

Since the queue size is 0 at $t_2$, an agent arriving at $t_2$ does not have any incentives for arriving later. Furthermore, in order for an agent arriving at $t_1$ not to have profit by arriving earlier, it is sufficient to have $t_1 \leq t_\pi$. This condition implies that we can not have multiple queues in the full information equilibrium.

We can calculate the queue length at $t$ as follows.

$$q_{\tau,m}(t) = \int_{t_1}^{t_2} m(t) dt - \mu(t - \tau)^+ = c\mu(t-t_1) - \mu(t - \tau)^+$$

Setting the queue at $t_2$ to 0 will give us the equation below that relates $t_1$ and $t_2$ to $\tau$.

$$\tau = c t_1 + (1-c)t_2$$

Since all agents must arrive between $[t_1, t_2]$, we have

$$c\mu(t_2-t_1) = 1,$$

and therefore, we have

$$t_1 = \tau - \frac{1-c}{c\mu}, \ t_2 = \tau + \frac{1}{\mu}$$

**D. Proof of Lemma 3**

Assume we have a delta function of size $a$ at some time $t$ in the arrival process. We will show that the agent arriving at time $t$ has a profit by arriving slightly before $t$ at $s = t-dt$. Note that we have $q_{\tau,m}(t-dt) = q_{\tau,m}(t) - a$ for every $\tau$. The average cost of arriving at time $t$ is

$$\bar{c}(t) = \int_{\tau=0}^{\tau=1} \frac{q_{\tau,m}(t)}{\mu} - c(t - \tau) + (t - \tau)^+ f_\tau(\tau) d\tau$$

On the other hand, the average cost of arriving at time $s = t-dt$ is

$$\bar{c}(t-dt) = \int_{\tau=0}^{\tau=1} \frac{q_{\tau,m}(t-dt)}{\mu} - c(t-dt - \tau) + (t-dt - \tau)^+ f_\tau(\tau) d\tau$$

Subtracting the two will result in the following.

$$\bar{c}(t) - \bar{c}(t-dt) = \frac{a}{\mu} - c dt + dt(1 \geq \tau) > 0,$$

for $dt$ small enough.

Therefore, we can not have a delta function in the arrival process.
Next, assume \( m(t) > \mu \) for some time \( t \), which due to piecewise continuity of \( m \), implies that \( m(s) > \mu \) in a neighborhood of \( t \). If \( m \) is not continuous at \( t \), we consider a point in the neighborhood of \( t \) where \( m \) is continuous. Therefore, we have \( q(t) > 0 \) in a neighborhood of \( t \). Let us denote \( l_0 \) to be the latest time before \( t \) that \( q(t_0) = 0 \). We have \( q(t) = \int_{t_0}^{t} m(l)dl - \mu(t - \max(t_0, \tau))1(t \geq \tau) \). Therefore, we can write the derivative of the average value of the cost as follows.

\[
\dot{e}'(t) = \frac{d}{dt} \left( \int_{\tau=0}^{\infty} \left( \int_{t_{l_0}}^{t} \frac{m(l)}{\mu} dl - (t - \max(t_0, \tau))1(t \geq \tau) \right) + (t - \tau)^{+} - c(t - \tau))f_{\tau}(\tau)d\tau = \frac{m(t)}{\mu} - c
\]

Setting \( \dot{e}'(t) = 0 \) results in \( m(t) = c\mu < \mu \). Therefore, we can not have \( m(t) > \mu \).

E. Proof of Theorem 2

We define \( e(t) \) to be the average value of the cost \( c_{\tau_m}(t) \) with respect to \( \tau \) using \( f_{\tau}(\cdot) \). In order to have an equilibrium, each agent arriving at time \( t \) should be acting rationally by doing so. Therefore, we should have \( \dot{e}'(t) = 0 \) for every \( t \) that \( m(t) > 0 \) in a neighborhood of \( t \). If \( m(t) > 0 \) in a right neighborhood of \( t \), the right derivative of the expected cost should be zero and the left derivative should be non-positive. Similar rule applies for the left neighborhoods.

In Lemma 3, we proved that in order to satisfy incentive constraints in the no information case, we can never have \( m(t) > \mu \), and \( m(t) \) can never include a delta function. Therefore, we have \( m(t) \leq \mu \) for all \( t \). Also, according to Lemma 7, we know \( \bar{t}_m(t) \) is continuous and differentiable. Therefore, the derivative of the average value of the cost, \( \dot{e}'(t) \) is given as follows.

\[
\dot{e}'(t) = \frac{d}{dt} \int_{\tau=\tau_m(t)}^{\infty} c_{\tau_m}(t)f_{\tau}(\tau)d\tau
\]

\[
= \frac{d}{dt} \left( \int_{0}^{\bar{t}_m(t)} (1 - c)(t - \tau)f_{\tau}(\tau)d\tau + \int_{\bar{t}_m(t)}^{\infty} \frac{m(l)}{\mu} dl - c(t - \tau)f_{\tau}(\tau)d\tau \right)
\]

\[
= \tau_m'(t)(1 - c)(t - \bar{t}_m(t))f_{\tau}(\tau) - \bar{t}_m'(t)(1 - c)(t - \tau_m(t))f_{\tau}(\tau)
\]

\[
= \int_{\tau_m(t)}^{\infty} (1 - c)f_{\tau}(\tau)d\tau + \int_{\tau_m(t)}^{\infty} \left( \frac{m(l)}{\mu} - c \right) f_{\tau}(\tau)d\tau
\]

\[
= 1 - e^{-\lambda\tau_m(t)} + \frac{m(t)}{\mu} e^{-\lambda\tau_m(t)} - c
\]

\[
= 1 - c - e^{-\lambda(t - \tau_m(t))\tau} \left( 1 - \frac{m(t)}{\mu} \right)
\]

Setting \( \dot{e}'(t) = 0 \) will result in the following.

\[
e^{-\lambda(t - \tau_m(t))\tau} \left( 1 - \frac{m(t)}{\mu} \right) = 1 - c \quad (3)
\]

Equation (3) holds for all \( t \) such that we have \( m(t) > \mu \). Note that if \( m(s) = 0 \) for \( s < t \) and \( m(s) > 0 \) for \( s > t \), the left derivative of \( \dot{e}(t) \) is non-positive given equation (3) holds for \( t \). This implies that, as we increase \( t \), we can have discontinuity in \( m(t) \) from 0 to a non zero value. This is not the case for right neighborhoods with zero arrivals, i.e., \( m(s) = 0 \) for an interval of \( s > t \) and \( m(s) > 0 \) for an interval of \( s \leq t \). In this case, the right derivative will be non-positive if (3) holds for \( t \). However, we need the right derivative to be positive for the agents to not have profitable deviations. Hence, whenever we have \( m(s) = 0 \) for an interval of \( s > t \), we should have \( m(t) = 0 \), i.e., \( m(t) \) must be continuous when transitioning to zero from non zero values. Also, note that the assumption of \( m(t) \leq \mu \) clearly holds for any \( m(t) \) satisfying equation (3). Therefore, we have the following.

If we take the derivative of equation (3) w.r.t. \( t \) for \( t \geq \bar{t} \) (\( \bar{t} \) is defined in Lemma 7), we have

\[
e^{-\lambda(t - \tau_m(t))\tau} \left( 1 - \frac{m(t)}{\mu} \right) = 1 - c
\]

\[
\Rightarrow t_2 = \frac{-\ln(1 - c) + 1}{\lambda}
\]

and we know \( m(t_2) = 0 \) which will give us \( \beta \) as follows.

\[
\mu - \frac{\mu}{\beta - \lambda t_2} = 0 \Rightarrow \beta = \lambda t_2 + 1
\]

\[
\beta = -\ln(1 - c) + \frac{\lambda}{\mu} + 1
\]

On the other hand, we must have \( \int_{t_1}^{t_2} m(t)dt = 1 \), which results in the following equation to derive \( t_1 \).

\[
\int_{t_1}^{t_2} m(t)dt = \int_{t_1}^{t_2} \left( \mu - \frac{\mu}{\beta - \lambda t} \right) dt = 1
\]

\[
\Rightarrow \mu(t_2 - t_1) - \frac{\mu}{\lambda} \ln(\lambda(t_2 - t_1) + 1) = 1
\]

\[
\Rightarrow \ln(1 - c) + \lambda t_1 + \ln\left( \frac{\lambda}{\mu} - \ln(1 - c) - \lambda t_1 + 1 \right) = 0
\]

(5)

If \( t_1 \) derived from the above equation is non-negative, then the equilibrium is characterized. Next, we consider the possibility of \( t_1 \leq 0 \), which results in \( \bar{t} > 0 \). For \( t \leq \bar{t} \), \( \tau_m(t) = 0 \) and according to (3) we have \( 1 - \frac{m(t)}{\mu} = 1 - c \).
and therefore, we must have \( m(t) = \mu c \) for \( t_1 \leq t \leq \hat{t} \). The queue size must be 0 at \( \hat{t} \) if \( \tau = 0 \), because for \( t > \hat{t} \), we have \( \tilde{r}_m(t) > 0 \). This results in the following.

\[
\mu c (\hat{t} - t_1) = \mu \Rightarrow \hat{t} = -\frac{c}{1 - c} t_1
\]

On the other hand, since \( \tilde{r}_m(t) > 0 \) for \( t > \hat{t} \) and \( \tilde{r}_m(\hat{t}) = 0 \), \( m(t) \) follows equation (4) for \( t \geq \hat{t} \) and we have \( m(\hat{t}) = \mu - \frac{\mu}{\beta - \lambda} \). Therefore, we have the following.

\[
m(\hat{t}) = \mu - \frac{\mu}{\beta - \lambda} = \mu c
\]

\[
\Rightarrow 1 - \frac{1}{\lambda (t_2 + \frac{\mu}{\beta - \lambda} t_1 + 1) c = 0
\]

\[
\Rightarrow \lambda ((1 - c) t_2 + ct_1) = c
\]

\[
\Rightarrow -(1 - c) \ln(1 - c) + \frac{1 - c}{\mu c} + \lambda c t_1 = c
\]

\[
\Rightarrow t_1 = 1 - \frac{c}{\lambda c} \ln(1 - c) - \frac{1 - c}{\mu c} + \frac{1}{\lambda}
\] (6)

If the value of \( t_1 \) above is negative, the no information equilibrium is characterized. Notice that we might have two types of no information equilibrium, one with negative \( t_1 \) and one with a positive one if the value of \( t_1 \) satisfying equations (5) and (6) is positive and negative, respectively.

**F. Proof of Theorem 3**

Consider any \( m \) in the support of \( \pi(\cdot | \tau) \). We show \( m(t) = \mu c + \delta(t) \), where \( \delta(t) \) is defined over \([L_\tau, \tilde{t}_\tau] \). Since we have \( \int_{r}^{\hat{t}_m} m(t)dt = 1 \) and \( \tilde{t}_\tau - L_\tau = \frac{1}{\mu c} \), we must have \( \int_{L_\tau}^{\hat{t}_m} \delta(t)dt \geq 0 \). Using Lemma 2 we have the following.

\[
(1 - c) \int_{\tau, m} f_r(\tau)(m | \tau) m(t)1(\tau \leq \tilde{r}_m(t))dm + \frac{1}{\mu} \int_{\tau, m} f_r(\tau)(m | \tau) m(t)(m(t) - \mu c)1(\tau > \tilde{r}_m(t))dm = 0
\]

Since \( \tilde{r}_m(t) \) is increasing in \( t \), we can define its inverse by \( \hat{t}_m(\tau) \), i.e., we have \( q_{r,m}(\tau) > 0 \) for \( L_\tau \leq t < \hat{t}_m(\tau) \) and \( q_{r,m}(\tau) = 0 \) for \( t \geq \hat{t}_m(\tau) \). We have

\[
\frac{1}{\mu} \int_{\tau, m} f_r(\tau)(m | \tau) m(t)(1 - c)1(t \geq \hat{t}_m(t))dt + (m(t) - \mu c)1(1 < \hat{t}_m(t))d\pi m dt = 0
\]

\[
\frac{1}{\mu} \int_{\tau, m} f_r(\tau)(m | \tau) \int_{\tau, m} \delta(t) + \mu c(1 - 2c + c)1(1 < \hat{t}_m(t))dt + (m(t) - \mu c)1(1 < \hat{t}_m(t))d\pi m dt = 0
\]

\[
\frac{1}{\mu} \int_{\tau, m} f_r(\tau)(m | \tau) \int_{\tau, m} (\mu(1 - 2c) + \mu c^2 1(t \geq \hat{t}_m(t))) + (m(t) - \mu c)1(1 < \hat{t}_m(t))d\pi m dt = 0
\]

We notice that all of the elements of the above integral are greater than or equal to zero. Therefore, they must all be zero for the sum to be zero. Hence, we have

\[
\int_{L_\tau}^{\hat{t}_m} \mu^2 c^2 1(t \geq \hat{t}_m(t))dt = 0
\]

\[
\int_{L_\tau}^{\hat{t}_m} \mu(1 - 2c)m(t)1(t \geq \hat{t}_m(t))dt = 0
\]

\[
\int_{L_\tau}^{\hat{t}_m} \delta(t)^2 1(t < \hat{t}_m(t))dt = 0
\]

Therefore, we must have \( \delta(t) = 0 \) for all \( t \in [L_\tau, \tilde{t}_\tau] \). Hence, \( m(t) = \mu c \) and thus, \( \tilde{t}_\tau = \frac{1}{\mu} \), i.e., the time span of the arrival processes are equal to the one in the full information equilibrium. We must also have \( 1(t \geq \hat{t}_m(\tau)) = 0 \) for all \( t \in [L_\tau, \tilde{t}_\tau] \), \( \tau, m \), which is consistent with assumption (c). Therefore, we must have \( L_\tau = \tau - \frac{1}{\mu} \) and \( \tilde{t}_\tau = \tau + \frac{1}{\mu} \). Hence, \( \pi(\cdot | \tau) \) is supported only over the full information equilibrium arrival process and the theorem is proved.

**G. Proof of Lemma 4**

If the planner restricts his attention to the set of signaling strategies that satisfy assumptions (b) and (c), we have \( q_{r,m}(\tau) = \int_{-\infty}^{\tau} m(l)dl - \mu(\tau - \hat{t})^+ \). Therefore, we have the following for \( \tilde{c}_{r,\pi}(s) \) and its derivative.

\[
\tilde{c}_{r,\pi}(s) = \frac{1}{\mu m(t)} \int_{\tau, \tau, m} f_r(\tau)(\pi(m | \tau)m(t))d\tau m + \mu c(\tau - s) + (\mu c(\tau - s) + (\mu c(\tau - s))^+)f_r(\tau)(\pi(m | \tau)m(t))d\tau m
\]

\[
\int_{-\infty}^{\tau} m(l)dl - \mu(\tau - \hat{t})^+ + \mu c(\tau - s) + (\mu c(\tau - s))^+)f_r(\tau)(\pi(m | \tau)m(t))d\tau m + c\pi(\tau - s)
\]

According to Lemma 2, if we set \( \frac{d}{ds} \tilde{c}_{r,\pi}(s) \big|_{s = \theta} = 0 \) we get the result.

**H. Proof of Lemma 5**

\[
\tilde{s}(\pi) = \int_{\tau, m} f_r(\tau)(\pi(m | \tau)m(t))c_{r,m}(t)d\tau m dt
\]

\[
= \int_{\tau, m} f_r(\tau)(\pi(m | \tau)m(t))d\tau m dt + \int_{\tau, m} f_r(\tau)(\pi(m | \tau)m(t))d\tau m dt
\]

\[
= \int_{\tau, m} f_r(\tau)(\pi(m | \tau)m(t))(\int_{-\infty}^{\tau} m(l)dl - \mu(\tau - \hat{t})^+ + c(\tau - t) + (\tau - t)^+)d\tau m dt
\]

\[
= \int_{\tau, m} f_r(\tau)(\pi(m | \tau)m(t))(\int_{-\infty}^{\tau} m(l)dl - \mu(\tau - \hat{t})^+ + c(\tau - t) + (\tau - t)^+)d\tau m dt
\]
Lemma 4 results in the following.

\[
\bar{t} \pi T.
\]

We show therefore, we have information equilibrium, i.e.,

\[
m \cdot | \tau \rangle = 0 \quad \Rightarrow \quad \delta(t) = 0 \quad \text{wp.} \ 1
\]

\[
\mu T = 1 \Rightarrow \frac{T}{\mu c}
\]

Therefore, we have \( m(t) = \mu c \) with probability one and \( \bar{t}_r - L_r = \frac{1}{\mu c} \). Therefore, we must have \( m(t) \) to be the full information equilibrium, i.e., \( L_r = \frac{1}{\mu c} \tau \) and \( \bar{t}_r = \tau + \frac{1}{\mu c} \). Therefore, \( \pi(\cdot | \tau) \) is supported only over the full information equilibrium arrival process and the result is proved.
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