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Abstract

We derive entropy conserving and entropy dissipative overlapping domain formulations for systems of nonlinear hyperbolic equations in conservation form, such as would be approximated by overset mesh methods. The entropy conserving formulation imposes a two-way coupling at the artificial interface boundaries through nonlinear penalty functions that vanish when the solutions coincide. The penalty functions are expressed in terms of entropy conserving fluxes originally introduced for finite volume schemes. In addition to the interface coupling, which is required, entropy dissipation and coupling can optionally be added through the use of linear penalties within the overlap region.
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1. Introduction

Overset grid methods \cite{15},\cite{5} are used to simplify the mesh generation problem for complex geometries by overlapping simpler–to–mesh domains to cover the original more complex domain. An example is shown in Fig. 1. Overset grid methods trade the complexity of meshing a complex domain for the complexity of coupling the overlapping grids. In addition to the physical boundaries, $\Gamma_a$ and $\Gamma_d$ in Fig. 1 artificial interior boundaries, $\Gamma_b$ and $\Gamma_c$, are introduced that will need boundary conditions applied to them. Essentially, two ways to couple the domains are found in the literature: boundary coupling and volume coupling. Boundary coupling typically includes interpolation of
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solution or characteristic data from the base to the overset grid along \( \Gamma_c \), and similarly from the overset grid to the base grid along \( \Gamma_b \). Volume coupling transfers the solution from one grid to another, for example through interpolation, see e.g. [3].

Overset grids have been used with all the major approximation methods, finite difference, finite element, finite volume and spectral element [20], [10], [8], [12], [4], [13], [16]. No matter how the problems are approximated, however, the approximations must be consistent with and converge to the original single domain PDE problem.

Unlike the original single domain problem, the overset grid methods produce multiple solutions in the overlap regions. Two fundamental questions then arise:

1. Is the solution of the overset domain problem the same as the original, single domain problem?
2. Is the overset domain problem well-posed (or bounded, if nonlinear)?

It is imperative that any approximation, including overset grid approximations, be put on a firm theoretical foundation and approximate a meaningful PDE problem equivalent to the original one. If the PDE problems being approximated are not well-posed or bounded, then the question of stability of the numerical schemes becomes moot. If they do not have the same solution as the original problem, they are not consistent, and hence meaningless.

In a recent paper, [14], hereinafter called Paper I, we studied the overset domain problems for linear hyperbolic systems. We showed that in general, when one cannot characteristically decouple the solutions in the overlap regions, the coupling between the domains must be two-way for the problem to be well-posed. It is not sufficient to pass only data from the base to the overset domain along \( \Gamma_c \) and vice versa along \( \Gamma_b \). If limited to one–way coupling, there are terms in the equation for
the norm of the solution (energy) for which boundary or initial data is needed, but is not available, and so the problem is not well-posed.

To impose two-way coupling between the subdomains and to form a well-posed problem, we proposed a novel formulation of the continuous overset domain problem for linear hyperbolic systems. Conditions were applied along \( \Gamma_b \) and \( \Gamma_c \) on both domains through penalty terms proportional to the jump in the two solutions. The penalty terms applied to the interior of the subdomain serve to cancel those terms for which no data is available. Under general, but well-defined, conditions on the coupling matrices in the penalty terms, the overset domain problem with interior penalties is energy bounded. Since the problems were linear, energy boundedness could then be used to show that starting with the initial conditions of the single domain problem on each subdomain, the solution of the overset domain problem was identical to the original one, and hence also well-posed. Satisfying another well-defined condition on the penalty matrices ensured conservation.

We also enabled volume coupling by adding optional penalty terms to the interior of the overlap region, which could be used to more tightly couple the solutions between the subdomains. The volume coupling was also two-way, and proportional to the difference between the solutions on the two domains, unlike what is traditionally done in numerical implementations of overset grid methods where data is often interpolated from one grid to another. With the penalty formulation, however, the volume coupling was shown to preserve well-posedness and conservation of the overset problem with two-way coupling of the interface penalties, again under well-defined conditions on the coefficient matrices.

The formulation proposed in Paper I is suitable for linear problems such as Maxwell’s equations or linear acoustics, but not for nonlinear problems, such as the Euler gas-dynamics or shallow water equations. In this paper we propose formulations suitable for such nonlinear problems.

For the approximation of nonlinear PDEs it has become popular to substitute \( L^2 \) stability, like that used in Paper I, with discrete entropy stability, where a mathematical entropy function can be shown to be bounded by initial and boundary data. For a review, see [21]. For some systems, like the Burgers equation or shallow water equations, the \( L^2 \) energy norm is an entropy, so entropy boundedness ensures that the solution components are bounded. In other systems, it is possible to define the entropy so that the solution is bounded. For a discussion on the relation between entropy and \( L^2 \) stability, see [7], for example. Entropy preserving and entropy stable schemes have been found to be more robust than their linearly stable counterparts, hence their popularity. To ensure that the approximation is entropy stable and consistent, however, the continuous PDE problem it approximates must be entropy bounded and consistent.

To the best of our knowledge, an examination of entropy bounded formulations of the PDEs approximated by overset methods has not been previously done.

In this paper we propose entropy bounded formulations of the overset grid problem. Following the recipe of Paper I, we enforce two-way coupling through the addition of penalty functions to the PDEs. Unlike those designed for linear problems, the penalty functions are now nonlinear, and designed to ensure that only physical boundary terms remain in the time derivative of the total entropy. As for the energy in the linear case, we define a global entropy that accounts for the overlap region in a consistent way. We also show that penalty functions that are linear in the entropy variables can be added to the overlap region to add optional volume coupling to more
strongly couple the separate domains, and at the same time preserve entropy boundedness and conservation.

2. The Overset Domain Problem

The goal is to find a solution, \( \omega \), to a nonlinear system of conservation laws,

\[
\partial_t \omega + \nabla_x \cdot \vec{f}(\omega) = 0, \quad \vec{x} \in \Omega, t > 0
\]  

(1)
on a domain \( \Omega \), known here as the “original problem”, as sketched in Fig. 2. Here, \( \omega \) is the state vector of \( p \) unknowns, and \( \vec{f} = \sum_{i=1}^{d} f_i(\omega) \hat{x}_i \) is the nonlinear flux vector, for a \( d \) dimensional geometry in \( \vec{x} \) with unit direction vectors \( \hat{x}_i \), \( i = 1, \ldots, d \). In this paper we use \( \partial_\xi \) for \( \frac{\partial}{\partial \xi} \) for the derivative with respect to some variable \( \xi \) as the shorthand for partial derivatives; subscripts are used as identifiers.

We assume that the nonlinear system (1) is entropy bounded. Thus, see e.g. [21], we assume that there is an entropy pair \((s, \vec{f}^s)\), where \( s \) is the convex scalar entropy function and \( \vec{f}^s \) is the entropy flux space–vector. Associated with the entropy pair are entropy variables, \( \vec{w} = \partial s/\partial \omega \), which contract with the state variables as

\[
\vec{w}^T \partial_i \omega = \left( \frac{\partial s}{\partial \omega} \right)^T \partial_i \omega = \partial_i s(\omega)
\]

(2)

\[
\vec{w}^T \nabla_x \cdot \vec{f} = \nabla_x \cdot \vec{f}^s,
\]

so that, for smooth solutions, the entropy satisfies the scalar conservation law

\[
\partial_t s + \nabla_x \cdot \vec{f}^s = 0, \quad \vec{x} \in \Omega,
\]

(3)

with equality, \( = \), replaced by the inequality, \( \leq \), for non-smooth solutions.
One can show that the entropy is bounded by initial and boundary data from (3). Define the inner product
\[ (u, v)_\Omega = \int_\Omega u^T v d\vec{x} \] (4)
for any state vectors \( u, v \), and similarly for scalars. Then
\[ \langle w, \partial_t \omega \rangle_\Omega + \left( \langle w, \nabla_x \cdot \hat{f} \rangle_\Omega + \langle \nabla_x \cdot \hat{f}, 1 \rangle_\Omega \right) = 0. \] (5)
If we define the total entropy on \( \Omega \) as \( \bar{s}_\Omega = \langle s, 1 \rangle_\Omega = \int_\Omega s d\Omega \), and use Gauss’ law on (5), the total entropy satisfies
\[ \frac{d\bar{s}_\Omega}{dt} + \int_{\partial\Omega} \hat{f} \cdot \hat{n} dS = 0. \] (6)
In this way, the total entropy is determined solely by physical boundary and initial values. In this paper we will assume that physical boundary conditions are applied so that
\[ \int_{\partial\Omega} \hat{f} \cdot \hat{n} dS \geq 0, \] (7)
and then that initial conditions are specified so that
\[ \bar{s}_\Omega(t) \leq \bar{s}_\Omega(0) \] (8)
for all \( t \geq 0 \). [7]

The overset domain problem subdivides the domain \( \Omega \) into overlapping subdomains, \( \Omega_k \) that are geometrically simpler, and completely cover the domain, \( \Omega = \bigcup_k \Omega_k \). In this paper we will limit the problem to two domains, \( \Omega_u, \Omega_v \), as sketched in Fig. 3 in two space dimensions. The base domain, \( \Omega_v \), has an artificial hole bounded by the curve \( \Gamma_b \). The overset domain extends beyond that hole to an artificial outer boundary bounded by the curve, \( \Gamma_c \). At a minimum, boundary conditions are required along the physical boundaries \( \Gamma_a, \Gamma_d \), but also at the artificial subdomain boundaries, \( \Gamma_b \) and \( \Gamma_c \).

In Paper I, we showed that for linear problems it was not sufficient to only apply dissipative boundary conditions along the physical and subdomain boundaries. To guarantee bounded energy for linear problems we introduced linear penalty terms \[ [17, 18] \] to the conservation laws in each domain to enforce two–way coupling.

Following the approach of Paper I, we now write the overset (O) and base (B) PDEs with nonlinear penalty terms applied along the interface boundaries. To do so, let the function \( L^\alpha \) be a lifting operator \[ [1] \] that returns the values along a curve, \( \Gamma_\alpha \). For example, over a two-dimensional domain \( V \) containing the curve \( \Gamma_\alpha \),
\[ \int_V \psi^T L^\alpha [q] dV = \int_{\Gamma_\alpha} \psi^T(\vec{x}(l))q(\vec{x}(l))dl, \] (9)
where \( \psi \) is some test function. The lifting function applied to some function, \( q \), will just become the function evaluated along the curve in the weak form of the equations.

Let \( P_u^\alpha(u, v), P_v^\alpha(u, v) \) be penalty functions defined along a curve \( \Gamma^\alpha \) with the property that for any admissible \( \omega, P^\alpha_*(\omega; \omega) = 0 \), so that the penalty vanishes when there is no difference in
Figure 3: Diagrams of the overset geometry in 2D with the vertical projection of the domains and curves on the right. The physical boundaries are $\Gamma_a$ and $\Gamma_d$. The interior interfaces are $\Gamma_b$ and $\Gamma_c$. The normals are defined to point to the exterior of the overset domains, $\Omega_u$ and $\Omega_v$. Boundaries are traversed in a counter-clockwise fashion as illustrated by the white arrows and paths on the right. As a result of their definition in terms of the original overset domains, the normals on the complementary domains $\Omega_u^c$ and $\Omega_v^c$ are not in standard outward form. (C.f. $\hat{n}_\alpha$ pointing into subdomain $\Omega_v^c$.)

the arguments. This condition is required for consistency with the original equations so that the penalty terms vanish when $u = v$. Later, we will show that, in general, $P^\alpha = \vec{P} \cdot \hat{n}_\alpha$ for the unit normal $\hat{n}_\alpha$ along $\Gamma_\alpha$.

In strong form, the overset domain equations with two-way coupling are

\[
\begin{align*}
(O) & \quad \partial_t u + \vec{\nabla}_x \cdot \vec{f}(u) + \mathcal{L}^b [P^b_u(u, v)] + \mathcal{L}^c [P^c_u(u, v)] = 0 \quad \vec{x} \in \Omega_u \\
(B) & \quad \partial_t v + \vec{\nabla}_x \cdot \vec{f}(v) + \mathcal{L}^b [P^b_v(u, v)] + \mathcal{L}^c [P^c_v(u, v)] = 0 \quad \vec{x} \in \Omega_v.
\end{align*}
\]

To specify the full overset domain problem, we assume that dissipative boundary conditions are applied along $\Gamma_a$ and $\Gamma_d$, and proper initial conditions are set; we restrict ourselves in this paper, however, to the study of the effects of the artificial interface boundaries, $\Gamma_b$ and $\Gamma_c$.

We get the weak form of the overset domain equations by multiplying (10) with test functions and integrating over the domains. In inner product notation, the weak form becomes

\[
\begin{align*}
(O) & \quad \langle \phi_u, \partial_t u \rangle + \langle \phi_u, \vec{\nabla}_x \cdot \vec{f}(u) \rangle + \int_{\Gamma_b} \phi_u^T P^b_u(u, v) dS + \int_{\Gamma_c} \phi_u^T P^c_u(u, v) dS = 0 \quad \vec{x} \in \Omega_u \\
(B) & \quad \langle \phi_v, \partial_t v \rangle + \langle \phi_v, \vec{\nabla}_x \cdot \vec{f}(v) \rangle + \int_{\Gamma_b} \phi_v^T P^b_v(u, v) dS + \int_{\Gamma_c} \phi_v^T P^c_v(u, v) dS = 0 \quad \vec{x} \in \Omega_v.
\end{align*}
\]
3. Entropy Boundedness and Conservation for the Overset Domain Problem

As it was necessary to consistently define the total energy for linear problems in Paper I, it is also necessary to define the total entropy for the overset problem here. The issue is that in the overlap region, $\Omega_O$, the entropy gets counted twice if we simply add the entropies of the two domains.

The problem of enforcing entropy boundedness reduces to finding the penalty functions $P$ so that the total entropy is determined solely by (physical) boundary and initial data, which makes it necessary to define the total entropy in the overlap region to be consistent with the original problem. In the linear analysis of Paper I, we used the fact that (see Fig. 3)

$$
||u||^2_{\Omega_u} = ||u||^2_{\Omega_u} + ||u||^2_{\Omega_o},
$$

$$
||v||^2_{\Omega_v} = ||v||^2_{\Omega_v} + ||v||^2_{\Omega_o},
$$

(12)

So it was true that, for $0 < \eta < 1$, the combinations

$$
||u||^2_{\Omega_u} - \eta \ ||u||^2_{\Omega_o} = ||u||^2_{\Omega_u} + (1 - \eta) \ ||u||^2_{\Omega_o} \geq 0, 
$$

$$
||v||^2_{\Omega_v} - (1 - \eta) \ ||v||^2_{\Omega_o} = ||v||^2_{\Omega_v} + \eta \ ||v||^2_{\Omega_o} \geq 0, 
$$

(13)

and

$$
||u||^2_{\Omega_u} + ||v||^2_{\Omega_v} - \left\{ \eta \ ||u||^2_{\Omega_o} + (1 - \eta) \ ||v||^2_{\Omega_o} \right\} \geq 0 
$$

(14)

define norms, being positive unless the argument is zero. The overset norm (14) is consistent with the norm over $\Omega$, since if the solutions match the solution $\omega$,

$$
||\omega||^2_{\Omega_u} + ||\omega||^2_{\Omega_v} - \left\{ \eta \ ||\omega||^2_{\Omega_o} + (1 - \eta) \ ||\omega||^2_{\Omega_o} \right\} = ||\omega||^2_{\Omega}. 
$$

(15)

**Remark 1.** At the PDE level the choice of $\eta$ is arbitrary, but in a numerical implementation it gives one the flexibility to choose $\eta$ to favor one domain over another, say if one grid is better resolved and presumably more accurate.

For the entropy analysis, we must combine the component entropies so that the combination is also an entropy, and contracts with the time derivative and divergence to give the entropy and entropy flux, while being consistent with total entropy over $\Omega$. To that end, let us define a new state vector, $U$, and new entropy variables, $W$, to be

$$
U = \begin{cases} 
\begin{bmatrix} u \\ 0 \end{bmatrix} & \bar{x} \in \Omega_u \\
\begin{bmatrix} u \\ v \end{bmatrix} & \bar{x} \in \Omega_O \\
\begin{bmatrix} 0 \\ v \end{bmatrix} & \bar{x} \in \Omega_v 
\end{cases} 
$$

$$
W = \begin{cases} 
\begin{bmatrix} w_u \\ 0 \end{bmatrix} & \bar{x} \in \Omega_u \\
\begin{bmatrix} (1 - \eta)w_u \\ \eta w_v \end{bmatrix} & \bar{x} \in \Omega_O \\
\begin{bmatrix} 0 \\ w_v \end{bmatrix} & \bar{x} \in \Omega_v 
\end{cases} 
$$

(16)
where, to simplify notation, \( w_u \equiv w(u) \), etc. The constant \( 0 < \eta < 1 \) is a weighting parameter that convexly weights the contributions in the overlap region. Then

\[
W^T \partial_t \mathbf{U} = \begin{cases}
\partial_t s(u) & \bar{x} \in \bar{\Omega}_u \\
(1-\eta)\partial_t s(u) + \eta \partial_t s(v) & \bar{x} \in \Omega_O = \frac{\partial}{\partial t} \begin{cases}
s(u) & \bar{x} \in \bar{\Omega}_u \\
(1-\eta)s(u) + \eta s(v) & \bar{x} \in \Omega_O
\end{cases} = \frac{\partial S}{\partial t}.
\end{cases}
\tag{17}
\]

Note that the entropy, \( S \), defined as

\[
S(u, v) = \begin{cases}
s(u) & \bar{x} \in \bar{\Omega}_u \\
(1-\eta)s(u) + \eta s(v) & \bar{x} \in \Omega_O \\
s(v) & \bar{x} \in \bar{\Omega}_v
\end{cases}
\tag{18}
\]

is equal to the entropy \( s(\omega) \) on \( \Omega \) when \( u = \omega \) and \( v = \omega \). So it is consistent. Furthermore, it is convex on all subdomains since \( s(u) \) and \( s(v) \) are convex, and the combination on \( \Omega_O \) is also convex.

Not only do the entropy variables contract with the time derivative of the state vector to give the time derivative of the entropy, it is also true that \( W = \frac{\partial S}{\partial \mathbf{U}} \), for differentiating with respect to the components of \( \mathbf{U} \),

\[
\frac{\partial S}{\partial \mathbf{U}} = \begin{cases}
\frac{\partial s}{\partial u} & \bar{x} \in \bar{\Omega}_u \\
(1-\eta)\frac{\partial s}{\partial u} + \eta \frac{\partial s}{\partial v} & \bar{x} \in \Omega_O = W, \\
0 & \bar{x} \in \bar{\Omega}_v
\end{cases}
\tag{19}
\]

when we define the derivative of zero with respect to zero to be zero.

For the flux, let the \( i^{th} \) flux component of \( \mathbf{F} = \sum_i \mathbf{F}_i \mathbf{x}_i \) be organized similarly as

\[
\mathbf{F}_i = \begin{cases}
\mathbf{f}_i(u) & \bar{x} \in \bar{\Omega}_u \\
\mathbf{f}_i(u) & \bar{x} \in \bar{\Omega}_v
\end{cases}
\tag{20}
\]

Then

\[
W^T \nabla_x \mathbf{F} = \begin{cases}
\nabla_x \cdot \mathbf{f}_i(u) & \bar{x} \in \bar{\Omega}_u \\
(1-\eta)\nabla_x \cdot \mathbf{f}_i(u) + \eta \nabla_x \cdot \mathbf{f}_i(v) & \bar{x} \in \Omega_O = \nabla_x \cdot \begin{cases}
\mathbf{f}_i(u) & \bar{x} \in \bar{\Omega}_u \\
(1-\eta)\mathbf{f}_i(u) + \eta \mathbf{f}_i(v) & \bar{x} \in \Omega_O
\end{cases} \equiv \nabla_x \cdot \mathbf{F}_i.
\end{cases}
\tag{21}
\]

The derivatives must be interpreted in a weak sense.
Finally, let us write the overset penalty terms as

\[
P^\alpha(u, v) = \begin{cases}
P^\alpha_u(u, v) & \bar{x} \in \Omega_a \\
0 & \bar{x} \in \Omega_O \\
0 & \bar{x} \in \Omega_v
\end{cases}
\]

where \(\alpha\) is either \(b\) or \(c\). Note that the penalty is not applied to the overlap region, see Paper I [14] for a discussion.

With the definitions (16), (20), and (22), the overset problem can be written in strong form as

\[
\partial_t U + \nabla_x \cdot F + L^b [P^b] + L^c [P^c] = 0. \tag{23}
\]

Contracting with the entropy variable vector leads to a scalar equation for the entropy of the overset domain problem,

\[
W^T \partial_t U + W^T \nabla_x \cdot \vec{F} + W^T P = \partial_t S + \nabla_x \cdot \vec{F}^c + P^b + P^c = 0, \tag{24}
\]

where \(P^\alpha = W^T L^\alpha [P^\alpha]\), and \(S\) is defined in (18). Thus, the overset domain entropy satisfies

\[
\partial_t S + \nabla_x \cdot \vec{F}^c \leq 0 \tag{25}
\]

as long as the penalty terms are non-negative, with equality when \(u = v\), as in the original problem, (3).

**Remark 2.** We see, then, that the overset domain entropy variables, \(W\), contract with the overset domain state, \(U\), and the overset domain flux, \(\vec{F}\), in the same way as in the original single domain problem, ensuring that \(S\) is an entropy with an entropy flux \(\vec{F}^c\). Thus, the overset domain problem has an entropy pair \((S, \vec{F}^c)\), just as the original problem has the pair \((s, \vec{f}^c)\) over the same domain. Furthermore, \(S\), defined in (18), satisfies the same equation as the entropy, (3), with equality when \(u = v\). The overset domain is therefore consistent with the original problem, since when \(\omega = u = v\), then \(S = s\), on all domains. This result is of fundamental importance because it shows that the overset domain problem has the same properties as the original one, and when the initial and boundary data match, the overset domain problem has the same solution as the original one.

We can re-write the weak form, (11), as a single overset domain problem if we define a test function

\[
\Phi = \begin{cases}
\phi_u & \bar{x} \in \Omega_a \\
0 & \bar{x} \in \Omega_O \\
(1 - \eta) \phi_u & \bar{x} \in \Omega_O \\
\eta \phi_v & \bar{x} \in \Omega_O \\
0 & \bar{x} \in \Omega_v \\
\phi_v & \bar{x} \in \Omega_v
\end{cases}
\]

9
Multiplying (23) by $\Phi$ and integrating over the domain gives the first weak form,

$$
\langle \Phi, \partial_t U \rangle_{\Omega} + \langle \Phi, \vec{\nabla} \cdot \vec{F} \rangle_{\Omega} + \int_{\Gamma_b} \Phi^T \mathbf{P}^b \, dS + \int_{\Gamma_c} \Phi^T \mathbf{P}^c \, dS = 0. \tag{27}
$$

We get an alternate weak form by applying Gauss' law (multidimensional integration by parts) to the flux integral in (27). Separating the integrals and applying the Gauss Law (integration by parts) to each of the volume integrals (see Fig. 3, noting how the normals flip direction depending on the subdomain), and using the usual notation that $\Gamma^\pm$ represents the limit from each side of the curve with respect to the normal to select the correct subdomain value of the global fluxes in (20),

$$
\langle \Phi, \vec{\nabla} \cdot \vec{F} \rangle_{\Omega} = \langle \Phi, \vec{\nabla} \cdot \vec{F} \rangle_{\Omega_a} + \langle \Phi, \vec{\nabla} \cdot \vec{F} \rangle_{\Omega_b} + \langle \Phi, \vec{\nabla} \cdot \vec{F} \rangle_{\Omega_c}
$$

$$
= \int_{\Gamma_a} \Phi^T \vec{F} \cdot \hat{n}_a - \int_{\Gamma_b} \Phi^T \vec{F} \cdot \hat{n}_b - \langle \vec{\nabla} \Phi, \vec{F} \rangle_{\Omega_a}
$$

$$
+ \int_{\Gamma_b} \Phi^T \vec{F} \cdot \hat{n}_b + \int_{\Gamma_c} \Phi^T \vec{F} \cdot \hat{n}_c - \langle \vec{\nabla} \Phi, \vec{F} \rangle_{\Omega_b}
$$

$$
+ \int_{\Gamma_c} \Phi^T \vec{F} \cdot \hat{n}_c - \langle \vec{\nabla} \Phi, \vec{F} \rangle_{\Omega_c}. \tag{28}
$$

3.1. Conditions for Entropy Boundedness

To get the entropy bound, we use (27) with $\Phi$ replaced with $W$,

$$
\langle W, \partial_t U \rangle_{\Omega} + \langle W, \vec{\nabla} \cdot \vec{F} \rangle_{\Omega} + \int_{\Gamma_b} W^T \mathbf{P}^b \, dS + \int_{\Gamma_c} W^T \mathbf{P}^c \, dS = 0. \tag{29}
$$

and contract the state and flux terms. Then with $\frac{d}{dt} \bar{S} \equiv \langle \partial_t S, 1 \rangle_{\Omega}$,

$$
\frac{d}{dt} \bar{S} + \langle \vec{\nabla} \cdot \vec{F}^e, 1 \rangle_{\Omega} + \int_{\Gamma_b} W^T \mathbf{P}^b \, dS + \int_{\Gamma_c} W^T \mathbf{P}^c \, dS = 0. \tag{30}
$$

We separate boundary and interior contributions when we apply Gauss' law to the divergence.
of the flux integral. Note that (see Fig. 3 and \(28\))

\[
\left\langle \nabla_x \cdot \hat{F}, 1 \right\rangle = \int_{\Omega_a} \nabla_x \cdot \hat{F} \, d\Omega_a + \int_{\Omega_b} \nabla_x \cdot \hat{F} \, d\Omega_b + \int_{\Omega_c} \nabla_x \cdot \hat{F} \, d\Omega_c.
\]

\[
= \left\{ \int_{\Gamma_a} \hat{F}(\mathbf{u}) \cdot \hat{n}_a \, dS - \int_{\Gamma_a} \hat{F}(\mathbf{u}) \cdot \hat{n}_b \, dS \right\} + \left\{ \int_{\Gamma_b} \left( (1 - \eta) \hat{F}(\mathbf{u}) + \eta \hat{F}(\mathbf{v}) \right) \cdot \hat{n}_b \, dS + \int_{\Gamma_c} \left( (1 - \eta) \hat{F}(\mathbf{u}) + \eta \hat{F}(\mathbf{v}) \right) \cdot \hat{n}_c \, dS \right\}
\]

\[
+ \left\{ \int_{\Gamma_d} \hat{F}(\mathbf{v}) \cdot \hat{n}_d \, dS - \int_{\Gamma_d} \hat{F}(\mathbf{v}) \cdot \hat{n}_c \, dS \right\} + \int_{\Gamma_b} \eta \left( \hat{F}(\mathbf{v}) - \hat{F}(\mathbf{u}) \right) \cdot \hat{n}_b \, dS + \int_{\Gamma_c} \left( 1 - \eta \right) \left( \hat{F}(\mathbf{u}) - \hat{F}(\mathbf{v}) \right) \cdot \hat{n}_c \, dS.
\]

\[
(31)
\]

Substituting (31) into (30) and gathering terms,

\[
\frac{d}{dt} \bar{S} + \left\{ \int_{\Gamma_a} \hat{F}(\mathbf{u}) \cdot \hat{n}_a \, dS + \int_{\Gamma_d} \hat{F}(\mathbf{v}) \cdot \hat{n}_d \, dS \right\}
\]

\[
+ \int_{\Gamma_b} \left[ -\eta \left( \hat{F}(\mathbf{u}) - \hat{F}(\mathbf{v}) \right) \cdot \hat{n}_b + w_T^a \mathcal{P}_u^b + w_T^v \mathcal{P}_v^b \right] \, dS
\]

\[
+ \int_{\Gamma_c} \left[ (1 - \eta) \left( \hat{F}(\mathbf{u}) - \hat{F}(\mathbf{v}) \right) \cdot \hat{n}_c + w_T^a \mathcal{P}_u^c + w_T^v \mathcal{P}_v^c \right] \, dS
\]

\[
= 0.
\]

The integrands along the interior interfaces \(\Gamma_b\) and \(\Gamma_c\) are of the same form and can be written generically as

\[
\mathcal{B} \equiv \left( \hat{F}(\mathbf{u}) - \hat{F}(\mathbf{v}) \right) \cdot \beta + w_T^a \mathcal{P}_u + w_T^v \mathcal{P}_v,
\]

where

\[
\beta = \begin{cases} 
-\eta \hat{n}_b, & \vec{x} \in \Gamma_b \\
(1 - \eta) \hat{n}_c, & \vec{x} \in \Gamma_c
\end{cases}
\]

\[
(34)
\]

We then have the entropy boundedness theorem

**Theorem 1.** The total entropy, \(\bar{S}\), is bounded by initial and physical boundary data if \(\mathcal{B} \geq 0\) for each boundary curve, \(\Gamma_b, \Gamma_c\), where \(\mathcal{B}\) is defined in (33) and \(\beta\) is given by (34). We define the overset domain problem as entropy preserving if \(\mathcal{B} = 0\) for each interface boundary.

**Proof.** When \(\mathcal{B} \geq 0\), the integrals along \(\Gamma_b\) and \(\Gamma_c\) in (32) are non-negative so

\[
\frac{d\bar{S}}{dt} \leq - \left\{ \int_{\Gamma_a} \hat{F}(\mathbf{u}) \cdot \hat{n}_a \, dS + \int_{\Gamma_d} \hat{F}(\mathbf{v}) \cdot \hat{n}_d \, dS \right\}.
\]

\[
(35)
\]
The time derivative of the total entropy (32) can therefore be bounded solely in terms of the physical boundary values and the initial condition, from which the result follows. When $B = 0$, the inequality in (35) becomes an equality, and any entropy gained or lost is done through the physical boundaries.

### 3.2. Conservation Conditions

We get the conservation conditions on the penalty functions when we integrate (10) over the domains, apply Gauss’ law to each flux divergence integral, and combine the results as in (14) (so as to not double count the overlap region), to get

$$
\begin{align*}
\int_{\Omega_u} \partial_t u d\Omega_u + \int_{\Omega_v} \partial_t v d\Omega_v - \left\{ \eta \int_{\Omega_O} \partial_t u d\Omega_O + (1 - \eta) \int_{\Omega_O} \partial_t v d\Omega_O \right\} \\
+ \int_{\Gamma_b} (P^b_u + P^b_v) dS + \int_{\Gamma_c} (P^c_u + P^c_v) dS \\
+ \int_{\Gamma_a} \hat{f}(u) \cdot \hat{n}_a dS + \int_{\Gamma_c} \hat{f}(u) \cdot \hat{n}_c dS \\
+ \int_{\Gamma_d} \hat{f}(v) \cdot \hat{n}_d dS + \int_{\Gamma_b} \hat{f}(v) \cdot \hat{n}_b dS \\
- \int_{\Gamma_b} \left[ \eta \hat{f}(u) + (1 - \eta) \hat{f}(v) \right] \cdot \hat{n}_b dS \\
- \int_{\Gamma_c} \left[ \eta \hat{f}(u) + (1 - \eta) \hat{f}(v) \right] \cdot \hat{n}_c dS \\
= 0.
\end{align*}

(36)

Gathering terms,

$$
\frac{d}{dt} \left\{ \int_{\Omega_u} u d\Omega_u + \int_{\Omega_v} v d\Omega_v - \left\{ \eta \int_{\Omega_O} u d\Omega_O + (1 - \eta) \int_{\Omega_O} v d\Omega_O \right\} \right\} \\
+ \int_{\Gamma_b} \left[ P^b_u + P^b_v - \eta \left( \hat{f}(u) - \hat{f}(v) \right) \cdot \hat{n}_b \right] dS \\
+ \int_{\Gamma_c} \left[ P^b_u + P^b_v + (1 - \eta) \left( \hat{f}(u) - \hat{f}(v) \right) \cdot \hat{n}_c \right] dS \\
+ \int_{\Gamma_a} \hat{f}(u) \cdot \hat{n}_a dS + \int_{\Gamma_d} \hat{f}(v) \cdot \hat{n}_d dS \\
= 0.
$$

(37)

The formulation is conservative when the terms along the artificial interface boundaries vanish, leaving only the physical boundary fluxes, i.e., when

$$
\left( \hat{f}(u) - \hat{f}(v) \right) \cdot \vec{\beta} + P_u + P_v = 0,
$$

(38)

where $\vec{\beta}$ is defined as before in (34), holds along each of $\Gamma_b$ and $\Gamma_c$. 
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When we define an integral quantity over a domain $V$, $\mathbf{q}_V = \int_V \mathbf{q} \, dV$, and assume that holds on each artificial interface boundary, the statement of conservation becomes

$$
\frac{d}{dt} \{ \mathbf{u}_{\Omega_a} + \mathbf{v}_{\Omega_v} - \eta \mathbf{u}_{\Omega_a} + (1 - \eta) \mathbf{v}_{\Omega_v} \} = -\left\{ \int_{\Gamma_a} \mathbf{f}(u) \cdot \mathbf{n}_a \, dS + \int_{\Gamma_d} \mathbf{f}(v) \cdot \mathbf{n}_d \, dS \right\}.
$$

(39)

When $\mathbf{u} = \mathbf{v} = \mathbf{\omega}$, (39) becomes the usual conservation statement over $\Omega$,

$$
\frac{d}{dt} \mathbf{\omega}_\Omega = -\left\{ \int_{\Gamma_a} \mathbf{f}(\mathbf{\omega}) \cdot \mathbf{n}_a \, dS + \int_{\Gamma_d} \mathbf{f}(\mathbf{\omega}) \cdot \mathbf{n}_d \, dS \right\}.
$$

(40)

**Remark 3.** Since $\mathcal{P}_u = 0$ and $\mathcal{P}_v = 0$ when $\mathbf{u} = \mathbf{v}$, the conservation condition (38) is trivially satisfied when $\mathbf{u} = \mathbf{v}$. Conversely, the overset problem is not conservative without a penalty unless $\mathbf{f}(\mathbf{u}) = \mathbf{f}(\mathbf{v})$.

### 3.3. Finding the Entropy Bounding and Conserving Penalty Functions

We find the penalty functions from the two equations (33) and (38), copied here,

$$
\begin{align*}
\left( \mathbf{f}^+(\mathbf{u}) - \mathbf{f}^+(\mathbf{v}) \right) \cdot \mathbf{\beta} + \mathbf{w}_a^T \mathcal{P}_u + \mathbf{w}_v^T \mathcal{P}_v & \geq 0 \quad \text{(Entropy Boundedness)}, \\
\left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) \cdot \mathbf{\beta} + \mathcal{P}_u + \mathcal{P}_v & = 0. \quad \text{(Conservation)}
\end{align*}
$$

(41)

(42)

The equations are linear in $\mathcal{P}_u$ and $\mathcal{P}_v$.

From the conservation condition,

$$
\mathcal{P}_v = -\left( \mathbf{\beta} \cdot \left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) + \mathcal{P}_u \right).
$$

(43)

Substituting (43) into (41),

$$
\mathbf{\beta} \cdot \left( \mathbf{f}^+(\mathbf{u}) - \mathbf{f}^+(\mathbf{v}) \right) + \mathbf{w}_a^T \mathcal{P}_u - \mathbf{w}_v^T \left( \mathbf{\beta} \cdot \left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) + \mathcal{P}_u \right) \geq 0.
$$

(44)

Re-arranging gives an equation for $\mathcal{P}_u$,

$$
\mathbf{\beta} \cdot \left( \mathbf{f}^+(\mathbf{u}) - \mathbf{f}^+(\mathbf{v}) \right) - \mathbf{w}_a^T \left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) + (\mathbf{w}_u - \mathbf{w}_v)^T \mathcal{P}_u \geq 0.
$$

(45)

If, instead, we write

$$
\mathcal{P}_u = -\left( \mathbf{\beta} \cdot \left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) + \mathcal{P}_v \right),
$$

(46)

then we get an equation for $\mathcal{P}_v$,

$$
\mathbf{\beta} \cdot \left( \mathbf{f}^+(\mathbf{u}) - \mathbf{f}^+(\mathbf{v}) \right) - \mathbf{w}_a^T \left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) - (\mathbf{w}_u - \mathbf{w}_v)^T \mathcal{P}_v \geq 0.
$$

(47)

Gathering the two, we have equations for the penalty functions,

$$
\mathbf{\beta} \cdot \left( \mathbf{f}^+(\mathbf{u}) - \mathbf{f}^+(\mathbf{v}) \right) - \mathbf{w}_a^T \left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) + (\mathbf{w}_u - \mathbf{w}_v)^T \mathcal{P}_u \geq 0
$$

$$
\mathbf{\beta} \cdot \left( \mathbf{f}^+(\mathbf{u}) - \mathbf{f}^+(\mathbf{v}) \right) - \mathbf{w}_a^T \left( \mathbf{f}(\mathbf{u}) - \mathbf{f}(\mathbf{v}) \right) - (\mathbf{w}_u - \mathbf{w}_v)^T \mathcal{P}_v \geq 0.
$$

(48)
which must hold for any \( \beta = \beta n \). Taking \( \mathcal{P} = \mathcal{F} : \mathbf{n} \), it is sufficient for each component to satisfy

\[
\beta \left( f^i_u(u) - f^i_v(v) - w^T_v (f_u(u) - f_v(v)) \right) + (w_u - w_v)^T J_{i,u} \geq 0 \\
(49)
\]

\[
\beta \left( f^i_u(u) - f^i_v(v) - w^T_v (f_u(u) - f_v(v)) \right) - (w_u - w_v)^T J_{i,v} \geq 0.
\]

It is convenient to re-write (49) in terms of the standard jump operator, \([\cdot]\). Let us drop the subscript \( i \) in the following and define \([f^e] = f^e_u(u) - f^e_v(v)\), etc. Then, compactly,

\[
\beta \left( [f^e] - w^T_v [f] \right) + [w]^T \mathcal{P}_u \geq 0 \\
\beta \left( [f^e] - w^T_u [f] \right) - [w]^T \mathcal{P}_v \geq 0
\]

(50)

for each component in each coordinate direction, \( x_i \).

Since \( \mathcal{P}_u \) and \( \mathcal{P}_v \) appear in (50) premultiplied by a vector, getting an analytic expression for each penalty function requires us to be able to write the remaining terms of the form \(( [f^e] - w^T [f] \)) as some other vector premultiplied by \([w]^T\). At the very least, we need to be able to factor the jump in the entropy flux, \([f^e]\), into the product of \([w]^T\) and some vector.

The required factorization of the jump in the entropy flux can be found in the so-called Tadmor jump condition [21],

\[
[f^e] = [w^T f^e] - [w]^T f^{ec}.
\]

(51)

The flux, \( f^{ec}(u,v) \), called the “entropy conserving flux”, is generically defined in terms of a path integral in phase space. It is consistent with the conservative flux, \( f \), meaning that when the arguments are equal, \( f^{ec}(u,u) = f(u) \). Closed form solutions have been derived for a variety of important systems of equations like the shallow water, Euler gas-dynamics, and MHD equations. See Appendix A for further discussion.

Starting from the first equation of (50) with the equality, we substitute \([f^e]\) using (51),

\[
\beta \left( [w^T f^e] - [w]^T f^{ec} - w^T_v [f] \right) + [w]^T \mathcal{P}_u = 0.
\]

(52)

Now,

\[
[w^T f^e] = w^T_u f(u) - w^T_v f(v),
\]

(53)

so

\[
[w^T f^e] - w^T_v [f] = w^T_u f(u) - w^T_v f(v) - w^T_v (f(u) - f(v))
\]

\[
= w^T_u f(u) - w^T_v f(u)
\]

\[
= [w]^T f(u),
\]

(54)

Replacing that gives

\[
\beta [w]^T (f(u) - f^{ec}) + [w]^T \mathcal{P}_u = 0.
\]

(55)

We can then factor out the jump, and

\[
[w]^T (\beta (f(u) - f^{ec}) + \mathcal{P}_u ) = 0 \quad \forall [w].
\]

(56)
Therefore,
\[ \beta (f(u) - f^{ec}) + \mathcal{P}_u = 0, \]
which means that each directional component \( \mathcal{P}_u \) is a state vector
\[ \mathcal{P}_u(u, v) = \beta (f^{ec} - f(u)). \]
Similarly,
\[ \beta (\|f^e\| - w_u^T \|f\|) - \|w\|^T \mathcal{P}_v = 0. \]
This time,
\[ \beta \left( w_u^T f(u) - w_v^T f(v) - w_u^T (f(u) - f(v)) \right) = w_u^T f(u) - w_v^T f(v) = \|w\|^T f(v), \]
from which it follows that
\[ \mathcal{P}_v(u, v) = -\beta (f^{ec} - f(v)). \]
Note that by consistency of the entropy conserving flux, \( \mathcal{P}_v(u, v) = \beta (f(v) - f(u)) = 0 \), and similarly
for \( \mathcal{P}_u \); the penalties vanish when the two solutions are the same, as required.

3.4. Summary

We summarize the results of this section in the following theorem:

**Theorem 2.** The overset domain problem, where
\[
\begin{align*}
(O) & \quad \partial_t u + \nabla_x \cdot \vec{F}(u) + \mathcal{L}^b \left[ \mathcal{P}_u(u, v) \cdot \hat{n}_b \right] + \mathcal{L}^c \left[ \mathcal{P}_u(u, v) \cdot \hat{n}_c \right] = 0 & x \in \Omega_u \\
(B) & \quad \partial_t v + \nabla_x \cdot \vec{F}(v) + \mathcal{L}^b \left[ \mathcal{P}_v(u, v) \cdot \hat{n}_b \right] + \mathcal{L}^c \left[ \mathcal{P}_v(u, v) \cdot \hat{n}_c \right] = 0 & x \in \Omega_v,
\end{align*}
\]
is entropy conserving and conservative if
\[
\begin{align*}
\mathcal{P}_{i,u}(u, v) &= \beta \left( f^{ec}_{i,u}(u, v) - f_i(u) \right) \quad (63) \\
\mathcal{P}_{i,v}(u, v) &= -\beta \left( f^{ec}_{i,v}(u, v) - f_i(v) \right), \quad (64)
\end{align*}
\]
where \( f^{ec}_{i}(u, v) \) is an entropy conserving flux for the \( i^{th} \) coordinate direction that satisfies the Tadmor jump condition, \( (A.18) \).

**Proof.** We first show conservation. When we multiply each component in (63) and (64) by a component of a unit vector along any of the interface boundaries and add the results,
\[ \mathcal{P}_u + \mathcal{P}_v = -\vec{\beta} \cdot (\vec{F}(u) - \vec{F}(v)), \]
which is the conservation condition, \( (38)/[12] \).
Figure 4: The overset domain problem in one space dimension

To show that entropy is preserved, we show (41) with the equality, using the Tadmor jump condition, (A.18). For each component,

$$\beta \left( f^i_i (u) - f^i_j (v) \right) + w^T \mathcal{P}_i, u + w^T \mathcal{P}_i, v$$

$$= \beta \left\{ \| f^i_i \| + w^T \left( f^{cc}_i (u, v) - f_i (u) \right) - w^T \left( f^{cc}_i (u, v) - f_i (v) \right) \right\}$$

$$= \beta \left\{ \| f^i_i \| + [w]^T f^{cc}_i - [w]^T f_i \right\}$$

(66)

$$= 0.$$

Then (33)/(41) holds for any $\beta = \beta \hat{n}$, and by Thm. 1 the formulation is entropy conserving.

The penalty terms are therefore proportional to the difference between an entropy conserving flux for the specific system of equations and the conservative flux, rather than being directly proportional to the difference in the states, as was the case for linear problems considered in Paper I [14].

In the case of the Burgers equation, however, we show in the following example that the penalty terms can be written that way, but with a solution-dependent coefficient that depends on the two states.

3.5. Example

The Burgers equation in one space dimension is

$$\partial_t \omega + \partial_x \left( \frac{1}{2} \omega^2 \right) = 0.$$  \hspace{1cm} (67)

We pose the problem on the one-dimensional domains shown in Fig. 4.

The Burgers equation has an entropy pair $(s, f^s) = \left( \frac{1}{2} \omega^2, \frac{1}{2} \omega^3 \right)$, conservative flux $f = \frac{1}{2} \omega^2$, and entropy variable $w = \partial s/\partial \omega = \omega$. The symmetric and consistent entropy conserving flux for this
entropy that satisfies the Tadmor jump condition is
\[ f^{ec}(u, v) = \frac{1}{6} (u^2 + uv + v^2), \]  
which can be verified by substitution.

For the one-dimensional geometry of Fig. 4, \( \hat{n}_b = -\hat{x} \) and \( \hat{n}_c = \hat{x} \), so
\[ \beta = \begin{cases} \eta, & x = b \\ (1 - \eta), & x = c. \end{cases} \]  
Then the penalty term \( P_u \) is
\[ P_u(u, v) = \beta \left( f^{ec}(u, v) - f(u) \right) 
= \frac{\beta}{6} (u^2 + uv + v^2) - \beta \frac{1}{2} u^2 
= \frac{\beta}{6} (-2u^2 + uv + v^2) 
= -\frac{\beta}{6} \left( (u^2 - v^2) + u(u - v) \right) 
= -\frac{\beta}{6} (2u + v)(u - v). \]  
Explicitly, the penalty vanishes when the jump in the solutions is zero, as required.

Similarly,
\[ P_v(u, v) = -\frac{\beta}{6} (u^2 + uv + v^2) + \beta \frac{1}{2} v^2 
= -\frac{\beta}{6} (u^2 + uv - 2v^2) 
= -\frac{\beta}{6} \left( (u^2 - v^2) + v(u - v) \right) 
= -\frac{\beta}{6} (u + 2v)(u - v). \]  
The Burgers equation penalties can be written, then, in the form \( \sigma(u, v)(u - v) \), and is linear in the jump.

**Remark 4.** For the scalar Burgers equation, one can get the same penalty functions directly from (50), without the explicit need for the jump condition or entropy conserving flux, since it is easy to factor the jump directly using standard polynomial factorization formulas.

The entropy preserving and conservative overset domain equations for the Burgers equation can therefore be written as
\[ \partial_t u + \partial_x f(u) - L^b_u \left[ \frac{\eta}{6} (2u + v)(u - v) \right] - L^c_u \left[ \frac{1 - \eta}{6} (2u + v)(u - v) \right] = 0, \quad x \in \Omega_u \]  
\[ \partial_t v + \partial_x f(v) - L^b_v \left[ \frac{\eta}{6} (u + 2v)(u - v) \right] - L^c_u \left[ \frac{1 - \eta}{6} (u + 2v)(u - v) \right] = 0, \quad x \in \Omega_v \]  
(72)
for $0 < \eta < 1$.

In one space dimension, the lifting operator reduces to a point,

$$\int_I \psi I^{T} L^\alpha [\phi] dx = \psi I^{T} \phi |_{\alpha},$$

(73)

so in weak form,

$$\langle \phi_u, \partial_t u \rangle_{\Omega_u} + \langle \phi_u, \partial_x f(u) \rangle_{\Omega_u} - \left[ \phi_u \frac{\eta}{6} (2u + v)(u - v) \right]_{b}^c - \left[ \phi_u \frac{1 - \eta}{6} (2u + v)(u - v) \right]_c = 0$$

$$\langle \phi_v, \partial_t v \rangle_{\Omega_v} + \langle \phi_v, \partial_x f(v) \rangle_{\Omega_v} - \left[ \phi_v \frac{\eta}{6} (u + 2v)(u - v) \right]_{b}^c - \left[ \phi_v \frac{1 - \eta}{6} (u + 2v)(u - v) \right]_c = 0.$$  

(74)

4. Interior Coupling and Dissipation

One can optionally couple the solutions further and add dissipation in the overlap region by adding internal penalty terms as an entropy bounded way to enforce volume coupling. Unlike the interface penalties, the linear analysis of Paper I applies to the interior penalties for nonlinear problems. The only difference is that the penalties are now proportional to the entropy variables rather than the state variables. For that reason we include only an outline here.

We add linear penalties at any set of points, $\{\bar{x}^m\}_{m=1}^M$, located anywhere in $\Omega_O$, to the overset problem [10], the additions being

$$\frac{1}{M} \sum_{m=1}^M L_u^m [\Sigma_u^m (w_u - w_v)], \quad \bar{x} \in \Omega_u$$

$$\frac{1}{M} \sum_{m=1}^M L_v^m [\Sigma_v^m (w_v - w_u)], \quad \bar{x} \in \Omega_v,$$

(75)

where $\Sigma_{u,v} > 0$ are positive definite matrices, which can be constant, and $L_{u,v}^m$ are lifting operators that select the value at $\bar{x}^m$.

Then the strong form, [10], of the system is amended to

$$(O) \quad \partial_t u + \bar{\nabla}_x \cdot \bar{f}(u) + L^b [P_u^b(u,v)] + L^c [P_u^c(u,v)] + \frac{1}{M} \sum_{m=1}^M L_u^m [\Sigma_u^m (w_u - w_v)] = 0 \quad \bar{x} \in \Omega_u$$

$$(B) \quad \partial_t v + \bar{\nabla}_x \cdot \bar{f}(v) + L^b [P_v^b(u,v)] + L^c [P_v^c(u,v)] + \frac{1}{M} \sum_{m=1}^M L_v^m [\Sigma_v^m (w_v - w_u)] = 0 \quad \bar{x} \in \Omega_v,$$

(76)
while the weak forms become

\[(O) \quad \langle \phi_u, \partial_t u \rangle + \int_{\Gamma_b} \phi_u^T P_u^b(u, v) \, dS + \int_{\Gamma_c} \phi_u^T P_c^b(u, v) \, dS \]
\[+ \frac{1}{M} \sum_{m=1}^{M} \left[ \Sigma_{u}^m (w_u - w_v) \right]_{\tilde{x}_m} = 0 \quad \tilde{x} \in \Omega_u \]

\[(B) \quad \langle \phi_v, \partial_t v \rangle + \int_{\Gamma_b} \phi_v^T P_v^b(u, v) \, dS + \int_{\Gamma_c} \phi_v^T P_c^b(u, v) \, dS \]
\[+ \frac{1}{M} \sum_{m=1}^{M} \left[ \Sigma_{v}^m (w_v - w_u) \right]_{\tilde{x}_m} = 0 \quad \tilde{x} \in \Omega_v, \quad (77)\]

Getting the entropy bound then follows the procedure used in Sec. 3.1. When one replaces the test functions \(\phi\) with the entropy variables, and uses the interior penalty terms derived in Sec. 3.4, the entropy equation becomes

\[
\frac{dS}{dt} + D \leq - \left\{ \int_{\Gamma_a} \tilde{f}^T(u) \cdot \tilde{n}_a \, dS + \int_{\Gamma_d} \tilde{f}^T(v) \cdot \tilde{n}_d \, dS \right\}, \quad (78)
\]

where

\[
D \equiv \frac{1}{M} \sum_{m=1}^{M} P^m = \frac{1}{M} \sum_{m=1}^{M} \left\{ (1 - \eta) w_u^T \Sigma_u^m (w_u - w_v) + \eta w_v^T \Sigma_v^m (w_v - w_u) \right\}_{\tilde{x}_m}. \quad (79)
\]

To ensure that the total entropy is bounded, then, we require that each term in \(D\) is non-negative, that is, \(P^m\) satisfies

\[
P^m = (1 - \eta) w_u^T \Sigma_u^m (w_u - w_v) + \eta w_v^T \Sigma_v^m (w_v - w_u) \geq 0. \quad (80)
\]

Eq. (80) is identical in form to the linear case, with entropy variables replacing state variables. From the analysis of Sec. 3.2 of Paper I, the condition on the penalty matrices is

\[(1 - \eta) \Sigma_u^m = \eta \Sigma_v^m. \quad (81)\]

With this condition holding,

\[
P^m = (1 - \eta) (w_u - w_v)^T \Sigma_u^m (w_u - w_v) \geq 0, \quad (82)
\]

provided that the penalty matrices are chosen to be positive definite. Then (35) follows from (78) and the formulation is entropy conserving if all \(P^m = 0\), and entropy bounded otherwise. The relationship (81) between the penalty matrices also ensures conservation [14].

**Remark 5.** This section shows how to add dissipation to the results of the previous section by adding such penalties at the interface points alone. This is equivalent to the creation of entropy dissipative fluxes from entropy conserving ones. See [24], or [19], [23] for examples.
5. Discussion and Conclusion

We have derived entropy preserving and entropy dissipative formulations of the overset domain problem for nonlinear hyperbolic conservation laws. All that is necessary is that the system has a convex entropy and entropy flux associated with it. As for linear problems studied in Paper I, two-way coupling is necessary, and in this formulation the two-way coupling is enforced by penalty terms in both domains along the artificial interior boundaries. With the required two-way interface coupling and the optional volume coupling, the overset domain problems are provably conservative. Finally, overset domain equations satisfy the same global entropy bound and are consistent with the original single domain problem they represent.

Unlike the penalties for linear problems, the penalties for nonlinear problems are not necessarily linear in the state or entropy variables. The interface penalties were shown to depend conveniently on the difference between the conservative flux and a two-point entropy flux that satisfies the Tadmor jump condition. Closed form versions of these two-point fluxes exist for numerous systems of equations, including the Euler gas-dynamics equations, making the penalties straightforward to express for those systems. Otherwise, a representation of these fluxes as integrals in phase space always exists \cite{21}. Entropy dissipation and additional overlap coupling between the domains can be added through penalties that are linear, but in terms of the difference between the entropy variables from the overset domains rather than the state variables.

The overlapping domain equations serve to match the solutions of the original PDE system on the original domain sans overlaps, and are independent of the methods used to approximate them. Operationally, strong form approximations such as finite difference methods would start by approximating \cite{77} in the most general form. Such approximations would require consistent interpolation operators on the finite difference grids and discrete lifting operators to evaluate them along the interior interfaces. Finite or spectral element methods would start from \cite{77}. Interpolation is well defined in those approximations, but the integrals along the interior boundary curves would need to be approximated in a stable way. Ultimately, the design of a stable numerical overset grid method must satisfy the same entropy bound as shown for the PDEs, and those that don’t cannot be stable. As far as we know, there are no overset grid approximations today in more than one space dimension that approximate boundary value problems for hyperbolic systems that are well-posed or entropy bounded like those presented here.

The new entropy conservative/bounded overset domain problems are flexible in that they include parameters that can be chosen or adapted as desired. The domain weighting parameter, \(0 < \eta < 1\), for instance, can be chosen to favor one grid over the other, which may be useful if one grid is known to have a more accurate solution. Entropy dissipation can be added and controlled through linear penalty terms added at the artificial interface boundaries (as is done with entropy stable Riemann solvers) or at arbitrary points in the interior of the overlap region. This gives the flexibility to tune or adapt, for instance, the amount of entropy dissipation in the PDE system according to the solutions through the size of the penalty matrices, as desired.
Appendix A. The Tadmor Jump Condition

For completeness, we review the derivation of the Tadmor jump condition [21] for an entropy conserving numerical flux function, \( f^c \). We start with the one dimensional hyperbolic system with periodic boundary conditions
\[
\partial_t \omega + \partial_x f(\omega) = 0, \tag{A.1}
\]
equipped with an entropy pair \((s, f^c)\). We then write its conservative finite difference approximation in space
\[
\partial_t \omega_j + \frac{f^*_{j+1/2} - f^*_{j-1/2}}{\Delta x} = 0, \quad j \in \mathbb{Z}, \tag{A.2}
\]
where the numerical flux, \( f^*_{j+1/2} = f^*_{j+1/2}(\omega_{j+1}, \omega_j) \), is the continuous flux with the consistency property \( f^*_{j+1/2}(\omega, \omega) = f(\omega) \). The quantity \( \Delta x \) is the width of the grid cells, and \( \omega_j \) is the discrete value at cell \( j \).

Next, we introduce the discrete entropy variable \( w_j := \frac{\partial_s}{\partial \omega}(\omega_j) \) and contract the conservative finite difference approximation to mimic the continuous entropy analysis
\[
w_j^T \frac{\partial}{\partial t} \omega_j + w_j^T \frac{f^*_{j+1/2} - f^*_{j-1/2}}{\Delta x} = 0, \quad j \in \mathbb{Z}. \tag{A.3}
\]
Assuming time continuity, the first term in (A.3) becomes
\[
w_j^T \frac{\partial}{\partial t} \omega_j = \frac{\partial}{\partial t} s_j. \tag{A.4}
\]
The second term in (A.3), after being multiplied by \( \Delta x \), is recast as
\[
w_j^T (f^*_{j+1/2} - f^*_{j-1/2}) = (f^*_{j+1/2} - f^*_{j-1/2}) - \frac{1}{2} (r_{j+1/2} + r_{j-1/2}), \tag{A.5}
\]
where \( f^*_{j+1/2} \) are consistent numerical entropy fluxes, i.e. \( f^*_{j+1/2} = f^*_{j+1/2}(\omega_{j+1}, \omega_j) \) and \( f^*_{j+1/2}(\omega, \omega) = f^c(\omega) \). The last term on the right is an entropy production term, and we get the desired contraction of the fluxes when we find \( f^* \) and \( f^c \) so that \( r_{j+1/2} = 0 \).

To find the residual quantities, we define the usual entropy flux potential \([21]\),
\[
\psi = w^T f(\omega(w)) - f^c(\omega(w)). \tag{A.6}
\]
Tadmor writes the numerical entropy flux in terms of this potential,
\[
f^*_{j+1/2} = \{w^T\}_{j+1/2} f^*_{j+1/2} - \{\psi\}_{j+1/2}, \tag{A.7}
\]
where \( \{\cdot\} \) is the average operator, e.g. \( \{\psi\}_{j+1/2} = (\psi_j + \psi_{j+1})/2 \). This numerical entropy flux is consistent since it reduces to \( f^c \) when the jumps are zero.

If we substitute the numerical entropy flux (A.7) into (A.5), and rearrange,
\[
\left(w_j^T - \{w^T\}_{j+1/2}\right) f^*_{j+1/2} - \left(w_j^T - \{w^T\}_{j-1/2}\right) f^*_{j-1/2} = -\{\psi\}_{j+1/2} + \{\psi\}_{j-1/2} - \frac{1}{2} (r_{j+1/2} + r_{j-1/2}). \tag{A.8}
\]
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If we define the jump operator \( [w]_{j+1/2} \equiv w_{j+1} - w_j \) and gather terms, then

\[
- \frac{1}{2} \left[ w^T \right]_{j+1/2} f^*_{j+1/2} = - \frac{1}{2} \left[ w^T \right]_{j-1/2} f^*_{j-1/2} + \left\{ \psi \right\}_{j+1/2} - \left\{ \psi \right\}_{j-1/2} = \frac{1}{2} \left( r_{j+1/2} + r_{j-1/2} \right) (A.9)
\]

Now,

\[
\left\{ \psi \right\}_{j+1/2} - \left\{ \psi \right\}_{j-1/2} = \frac{\psi_{j+1} + \psi_j}{2} - \frac{\psi_j + \psi_{j-1}}{2} = \frac{\psi_{j+1} - \psi_j}{2} + \frac{\psi_j - \psi_{j-1}}{2} = \frac{1}{2} \left\{ \psi \right\}_{j+1/2} + \frac{1}{2} \left\{ \psi \right\}_{j-1/2},
\]

so

\[
\frac{1}{2} \left( - \left[ w^T \right]_{j+1/2} f^*_{j+1/2} + \left\{ \psi \right\}_{j+1/2} \right) + \frac{1}{2} \left( - \left[ w^T \right]_{j-1/2} f^*_{j-1/2} + \left\{ \psi \right\}_{j-1/2} \right) = - \frac{1}{2} \left( r_{j+1/2} + r_{j-1/2} \right) (A.11)
\]

We now match the left and right sides of (A.11) to find that

\[
r_{j+1/2} = \left[ w^T \right]_{j+1/2} f^*_{j+1/2} - \left\{ \psi \right\}_{j+1/2},
\]

with the equation for \( r_{j-1/2} \) having just an integer shift to the left.

As mentioned above, one wants the entropy production terms to vanish, \( r_{j\pm 1/2} = 0 \), which happens if

\[
r_{j\pm 1/2} = 0 = \left[ w \right]_{j\pm 1/2}^T f^*_{j\pm 1/2} - \left\{ \psi \right\}_{j\pm 1/2},
\]

i.e.

\[
\left[ w \right]_{j\pm 1/2}^T f^*_{j\pm 1/2} = \left\{ \psi \right\}_{j\pm 1/2}. (A.14)
\]

Going back to (A.6), we can construct the averages

\[
\left\{ \psi \right\}_{j\pm 1/2} = \left[ w^T f \right]_{j\pm 1/2} - \left\{ f^* \right\}_{j\pm 1/2}. (A.15)
\]

Therefore, combining with (A.14),

\[
\left[ w \right]_{j\pm 1/2}^T f^*_{j\pm 1/2} = \left[ w^T f \right]_{j\pm 1/2} - \left\{ f^* \right\}_{j\pm 1/2}. (A.16)
\]

Tadmor \[21\] defined numerical flux functions \( f^{ec} \) for \( f^* \) that satisfy (A.16) generally via a path integral in entropy phase space, and so they can always be found, in principle. Although it is relatively straightforward to solve this path integral for the scalar Burgers equation, i.e.

\[
f^{ec}_{j\pm 1/2} = \frac{\omega^2_j + \omega_j \omega_{j+1} + \omega^2_{j+1}}{6}, (A.17)
\]

it has been only recently that closed form analytical expressions of entropy conserving fluxes for complex system of conservations laws such as the shallow water equations \[9\ \[22\], the compressible Euler equations \[11\ \[19\], and the ideal MHD equations \[6\ \[23\] have been derived.

Once derived, (A.16) is a purely algebraic condition dependent only on the entropy variables and potential, independent of any numerical scheme. As such, the entropy conserving flux \( f^{ec} \) satisfies the jump relation for any two arbitrary states and can be written generally as

\[
\left[ f^* \right] = \left[ w^T f \right] - \left[ w \right]^{T} f^{ec}. (A.18)
\]
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