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Abstract

Far-infrared dust polarimetry enables the study of interstellar magnetic fields via tracing of the polarized emission from dust grains that are partially aligned with the direction of the field. The advent of high-quality polarimetric data has permitted the use of statistical methods to extract both the direction and magnitude of the magnetic field. In this work, the Davis–Chandrasekhar–Fermi technique is used to make maps of the plane-of-sky (POS) component of the magnetic field in the Orion Molecular Cloud (OMC-1) by combining polarization maps at 53, 89, 154 and 214 μm from HAWC+ / SOFIA with maps of density and velocity dispersion. In addition, maps of the local dispersion of polarization angles are used in conjunction with Zeeman measurements to estimate a map of the strength of the line-of-sight (LOS) component of the field. Combining these maps, information about the three-dimensional magnetic field configuration (integrated along the LOS) is inferred over the OMC-1 region. POS magnetic field strengths of up to 2 mG are observed near the BN/KL object, while the OMC-1 bar shows strengths of up to a few hundred μG. These estimates of the magnetic field components are used to produce maps of the mass-to-magnetic-flux ratio (M/Φ)—a metric for probing the conditions for star formation in molecular clouds—and determine regions of sub- and supercriticality in OMC-1. Such maps can provide invaluable input and comparison to MHD simulations of star formation processes in filamentary structures of molecular clouds.

Unified Astronomy Thesaurus concepts: Molecular clouds (1072); Giant molecular clouds (653); Interstellar magnetic fields (845); Far infrared astronomy (529)

1. Introduction

Magnetized turbulence is believed to play an important role in regulating the star formation activity in the interstellar medium (ISM) over a wide range of scales. The free-electron density in the ISM is sufficiently high that magnetic field lines are frozen into the gas, allowing gravitational collapse parallel to the field lines. Across magnetic field lines, the collapse can modify the geometry by compressing the field lines to create regions of enhanced magnetic field strength. Simultaneously, the collapse in this direction is slowed by an increase of magnetic pressure. Therefore, whether a molecular cloud will form filaments, dense cores, and protostars depends on (among other factors) the interplay between the mass M of a region and its magnetic flux Φ. The two relevant regimes correspond to \( M/\Phi < (M/\Phi)_c \) (subcritical) or \( M/\Phi > (M/\Phi)_c \) (supercritical), where \( (M/\Phi)_c = 1/(2\pi \sqrt{G}) \) is the critical value of mass-to-magnetic-flux ratio (Crutcher & Kemball 2019), with G being the gravitational constant. If a region is supercritical, the magnetic field is insufficient to halt the collapse of the cloud, and stars will eventually form. On the other hand, if the cloud is subcritical, the magnetic pressure will prevent gravitational collapse (Mouschovias 1976). More specifically, magnetohydrodynamical (MHD) numerical simulations have shown that the gravitational collapse and the star formation rate greatly depend on physical parameters such as the virial parameter, \( \alpha_{\text{vir}} = 2E_{\text{kin}}/|\Phi_{\text{grav}}| \), the sonic Mach number, \( M_s \), the ratio of gas pressure to magnetic pressure, \( \beta = p/(B^2/8\pi) \), and the turbulence forcing parameter (Price & Bate 2008; Federrath & Klessen 2012). Many of these parameters depend on mass and magnetic field strength. There is also growing interest and capability for deciphering the three-dimensional magnetic field. Tahani et al. (2019) utilize a method based on Faraday rotation measurements to probe the three-dimensional geometry of Orion-A, and Chen et al. (2019) use statistical properties of the polarization magnitude to infer the angle of inclination of the magnetic field in Vela-C. Such techniques are likely to improve the fidelity of comparisons of observations with models.

The Orion Molecular Cloud (OMC) complex is the nearest (~380 pc; Kounkel et al. 2017) region in which massive star formation is occurring. In particular, the OMC-1 region contains molecular gas and dust in the form of a ridge roughly oriented north–south. Inside this molecular ridge lies the Becklin–Neugebauer (BN) object—a massive young stellar object—and the Kleinmann–Low (KL) nebula. Previous studies using submillimeter (Tang et al. 2010) and far-infrared (FIR) polarization measurements (Schleuning 1998; Vallée & Bastien 1999; Houde et al. 2004; Ward-Thompson et al. 2017) have revealed that the OMC-1 region exhibits the “hourglass”-shaped magnetic field expected from the MHD considerations described above—that is, a fairly uniform magnetic field oriented approximately northwest–southeast that displays a pinch orthogonal to this direction. Recently, Chuss et al. (2019), using multiwavelength IR observations from the High-resolution Airborne Wideband Camera (HAWC+; Harper et al. 2018) on board the Stratospheric Observatory For Infrared Astronomy (SOFIA; Temi et al. 2018), confirmed the general hourglass shape of the magnetic field on large scales. At shorter
wavelengths (53 and 89 μm) deviations from this geometry are observed approximately perpendicular to the north–south direction near the BN/KL location. In addition, at the same location, low polarization fractions are observed, perhaps signaling that the magnetic field is predominantly along the line-of-sight (LOS) direction. Chuss et al. (2019) also studied the magnetized turbulence through the structure of the dispersion of the polarization vectors and determined that three distinct parts of OMC-1 (the dense region around BN/KL, the H II region ionized by the radiation from the Trapezium cluster, and the photodissociation region of the OMC-1 bar) indeed display different properties. These authors infer a plane-of-sky (POS) magnetic field strength of ~1 mG for the BN/KL region, and approximately 1/3 of that value was measured for the bar and Trapezium H II regions. These authors have found the bar region to be highly turbulent as indicated by the large dispersion in polarization angle. The H II region was found to possess lower dispersion, which was interpreted to correspond to lower turbulence, while the magnetic field in the high-density BN/KL region was found to have approximately equal contributions from organized and turbulent components. These results indicate that there are spatial variations in the magnetized turbulence throughout the OMC-1 complex. Naturally, these spatial variations are of importance for the ongoing star formation in the region.

Ultimately, understanding the star formation process depends on the ability to connect new high-quality data sets with increasingly sophisticated magnetohydrodynamics models (see, e.g., Federrath et al. 2016). This paper takes a step toward this goal by utilizing the order-of-magnitude increase in the number of HAWC+/SOFIA polarization vectors over previous FIR polarimetry data sets to create maps of the magnetic field strength across the region. This work extends the classical Davis–Chandrasekhar–Fermi (DCF) technique for estimating the strength of the POS component of the magnetic field using the variation of polarization direction. Utilizing the methods for separating the large-scale field variation from the turbulent component of the polarization direction variation (Hildebrand et al. 2009; Houde et al. 2009), the technique is applied on a pixel-by-pixel basis. Maps of velocity dispersion and column density are then used to estimate the magnetic field strength over the region. The strength of the LOS component of the magnetic field is also addressed. Based on the idea that the local dispersion of the polarization direction is related to the inclination angle of the field (Hensley et al. 2019), an estimate of this component is derived that is constrained to be consistent with Zeeman measurements. The total estimate of the magnetic field strength over the region is then used to estimate M/Φ for the region. Section 2 reviews the HAWC+/SOFIA observations used in this work. Section 3 describes the implementation of the DCF technique, along with the calculation of the maps of local dispersion. Section 4 describes the construction of the POS and LOS magnetic field maps and discusses the criticality of the OMC-1 regions based on the derived map of M/Φ. Finally, a summary is presented in Section 5.

### 2. Observations

Multiwavelength polarimetric observations of OMC-1 have been obtained with the HAWC+ instrument on SOFIA and first reported in Chuss et al. (2019). Data consist of maps of Stokes parameters I, Q, and U (and their associated uncertainties) for FIR continuum emission centered at wavelengths of 53, 89, 154, and 214 μm, observed with nominal beam sizes of 4′′9, 9′′8, 13′′6, and 18′′2, respectively (Harper et al. 2018). Maps of polarization angles φ and polarization fraction p are calculated from the Stokes parameters as φ = −1/2 arctan(u/q) and p = (q^2 + u^2)^1/2. Here, normalized Stokes parameters are defined as q = Q/I and u = U/I. In adherence to the IAU standard definition, φ is measured east of north. The polarization fraction is debiased by p = √(p^2_m − σ_p^2), where σ_p is the uncertainty in the polarization fraction (Serkowski 1974) and p_m is the measured polarization. Resulting maps have a resolution 1/4 of beam size per pixel. For full details on these data sets and the associated reduction details, see Chuss et al. (2019).

### 3. Methods

In order to construct maps of magnetic field strength from IR polarization vector maps, the variation of polarization angles across the image is studied in two ways. First, for estimating the magnitude of the POS magnetic field component, the DCF (Davis 1951; Chandrasekhar & Fermi 1953) method is utilized, and the dispersion-related parameters are determined based on the work of Hildebrand et al. (2009) and Houde et al. (2009, 2013). In these works, the turbulent magnetic field contribution is obtained by fitting a model to the variation of the polarization vectors as a function of angular separation. In this paper, these methods are applied to estimate the magnitude of the POS component of the magnetic field, B_POS, for each pixel across the source. For each pixel, dispersion-related parameters are obtained by analysis of a two-point structure function, here referred to as the “dispersion function,” calculated using data within a circular region centered on the pixel in question. Details are provided below. The size of the circular region used for determining the dispersion function sets the resolution for the maps of the magnetized turbulence parameters; however, in determining the ultimate resolution of the magnetic field maps, the resolutions of the auxiliary data sets (velocity dispersion and density maps; see Section 4.1.1) must also be considered.

The spatial variation of the magnetic field is also commonly quantified by the (local) dispersion, S (Fissel et al. 2016; Planck Collaboration et al. 2020; Chuss et al. 2019; Hensley et al. 2019). In contrast to the dispersion function, S has no explicit dependence on spatial scale since it corresponds to the rms variation of all polarization directions within a region surrounding a pixel, relative to the mean direction. Again, details are provided below. This quantity has been utilized to probe grain alignment efficiency (Fissel et al. 2016; Chuss et al. 2019), but it has also been suggested that S can provide information about the angle of the field with respect to the POS (Falcke-Gonzalves et al. 2008; Hensley et al. 2019). Maps of this quantity were created and used to produce an estimate of magnitude of the LOS component of the magnetic field, B_LOS. In this section, the construction of the dispersion function and the method for obtaining maps of fit parameters are described. The construction of maps of S are also detailed.

#### 3.1. Applying the DCF Technique across a Polarization Map

Assuming that the magnetic field in a molecular cloud is composed of an ordered, large-scale magnetic component, B_POS, and a turbulent component, B_t, the total magnetic field in the
POS is $B_{\text{POS}} = B_0 + B_t$. The DCF expression for $B_{\text{POS}}$ can be then be written as (Houde et al. 2009)

$$B_{\text{POS}} \simeq \sqrt{4\pi \rho \sigma_v} \left( \frac{\langle B_t^2 \rangle}{\langle B_0^2 \rangle} \right)^{1/2},$$

(1)

where $\rho$ and $\sigma_v$ are the mass density and velocity dispersion of the cloud, respectively, and $\langle B_t^2 \rangle / \langle B_0^2 \rangle$ is the ratio of the LOS-averaged turbulent to ordered magnetic energy densities. In Equation (1), the dispersion of polarization vectors is approximated as $\sigma_v \approx \langle B_t^2 \rangle / \langle B_0^2 \rangle$.

Defining $\Delta \phi(\ell)$ as the angle difference between two points separated by an angle $\ell$ on the sky, Houde et al. (2009) proposed the two-point dispersion function of polarization vector difference, $1 - \langle \cos[\Delta \phi(\ell)] \rangle$, and modeled it as the superposition of large-scale field structure and small-scale, beam-integrated turbulence,

$$1 - \langle \cos[\Delta \phi(\ell)] \rangle = \frac{1}{1 + N \left( \langle \delta^2 \rangle / \langle B_0^2 \rangle \right)^{-1}} \times \left\{ 1 - \exp \left[ -\frac{\ell^2}{2(\delta^2 + 2W^2)} \right] \right\} + a_2 \ell^2,$$

(2)

where $\ell$ is the angular distance between a pair of polarization vectors; $\delta$ and $W$ are the (Gaussian) turbulence correlation length and telescope beamwidth (FWHM), respectively. $N$ is the number of turbulent cells along the LOS, where $N^{-1} = \sqrt{2\pi \delta^2 / (\delta^2 + 2W^2) \Delta t}$ (with $\Delta t$ being the cloud’s effective thickness). Here, angle brackets indicate an average over all such pairs of polarization vectors having angular separation $\ell$. This analysis is applied locally at each position (pixel) in a polarization map by applying a two-dimensional normalized circular top-hat kernel that defines the region over which $1 - \langle \cos[\Delta \phi(\ell)] \rangle$ is evaluated. The size of this top-hat kernel is characterized by a radius $w$ (measured in pixels). All vectors within a distance $w$ from the position in question are multiplied by unity, while those outside this radius are multiplied by zero. This symmetric kernel ensures that when calculating $1 - \langle \cos[\Delta \phi(\ell)] \rangle$, no preference is given to a particular direction. In this way, a dispersion function is constructed for each pixel in the map, and corresponding magnetized turbulence parameters can be obtained.

The dispersion function at each pixel is fitted with Equation (2). Using a Markov Chain Monte Carlo (MCMC) solver (EMCEE; Foreman-Mackey et al. 2013), the parameters $\delta$, $a_2$, and $\langle B_t^2 \rangle / \langle B_0^2 \rangle$ are determined. The MCMC solver explicitly produces posterior distributions for the first two
parameters $(\delta, a_2)$, while posterior distributions of $\langle B_1^2 \rangle / \langle B_0^2 \rangle$ are obtained from similar distributions for the product $\Delta[(\langle B_1^2 \rangle / \langle B_0^2 \rangle)]^{-1}$. The value of $\Delta$ is determined by calculating the half-width at half-maximum value of the polarized flux $(p \times I)$ autocorrelation function over the entire field of view (see Houde et al. 2009, for details).

During the MCMC fitting of dispersion functions, numerical values of all three parameters are constrained to be positive. No upper bounds are imposed for parameters $a_2$ and $\Delta[(\langle B_1^2 \rangle / \langle B_0^2 \rangle)]^{-1}$, although $\delta$ has a natural upper bound equal to the diameter of the circular kernel used to calculate the dispersion function. In maps of parameters presented in the following sections, values at each pixel were estimated from posterior distributions with well-defined unimodal shapes that do not fall against the boundaries (see corner plots in Figure 13, Appendix B). The convergence of the MCMC chains was inspected for several sample locations in the maps (BN/KL object and the bar; see Figure 1, left panel for reference), and posterior distributions are typically constructed with chains for which maximum likelihood displays $\approx 1\%$ of variance. Appendix B contains further discussion on the quality and convergence of the MCMC results.

3.2. Optimization of the DCF Kernel Size

The choice of kernel size depends on several factors. Trivially, the kernel needs to be larger than both the beam size and turbulence coherence scale to be useful. Kernels that are too small also run the risk that the there will be an insufficient number of pairs of measurements to create a dispersion function with the requisite fidelity. Large kernels potentially degrade the final resolution of the maps, depending on the resolutions of the auxiliary data sets. In addition, for large kernels, the spatial variation of the large-scale component of the field must be considered. The model in Equation (2) is valid only for small spatial scales, i.e., for the case where $\ell < \text{f } \times \text{ beam size, } W$ (Houde et al. 2011). Since the dispersion function is calculated for a circular kernel of radius $w$ (in pixels), the largest physical spatial scale that is included in the dispersion function is $\ell_{\text{max}} = 2 \times w \times (\text{pixel size})$. This section describes a method for determining an optimal kernel for the DCF studies in which fits to various kernels are done and tested for fidelity over the data set. To ensure that all dispersion functions are calculated with the same number of pixels and thus statistical properties are kept constant across all bands, it is desirable to use a single kernel size, $w_{\text{opt}}$, for all maps.

To determine $w_{\text{opt}}$ for the analysis, the 214 $\mu$m data are used. First, a dispersion function for each pixel/position is calculated using odd values for $w$ ranging from 3 to 13 pixels. Figure 1 shows examples of dispersion functions (right panels) constructed for sample positions in three physically different regions in OMC-1 (as shown in the left panel): the BN/KL region and molecular ridge, the intercloud H II region, and the bar. Each panel on the right shows dispersion functions calculated using three kernels of different sizes (see circles in Figure 1). For each $w$ value, dispersion functions are fitted for each map pixel using Equation (2) and the MCMC algorithm. The quality of the fit is quantified by evaluating the reduced $\chi^2$ goodness-of-fit parameter and the nonlinear rank correlation (Spearman $\rho$) coefficient between the best-fit version of Equation (2) and data. Therefore, for each value of $w$, a map of $\rho$ and $\chi^2$ is obtained. Figure 2 (left) displays the histogram of $\rho$ values for each value of $w$. These distributions are smoothed using a Gaussian kernel density estimation for better visualization. Values of $\rho$ range from $-1$ to $1$, with the latter corresponding to perfect positive correlation in a slowly varying, nonlinear fashion. The distribution of $\rho$ with the narrowest shape is for $w = 9$ pixels. This means that 75% of the dispersion functions in this case show $\rho > 0.974$. Therefore, $w_{\text{opt}} = 9$ pixels is used for data at each wavelength.

3.3. DCF Parameter Maps

Figure 3 displays the parameter maps calculated for 214 $\mu$m data using $w_{\text{opt}} = 9$ pixels. To obtain $\langle B_1^2 \rangle / \langle B_0^2 \rangle$, $\Delta$ needs to be estimated. As stated in Section 3.1, values of $\Delta$ are estimated

\[
\Delta = \frac{1}{2} \ln \left( \frac{\langle B_1^2 \rangle}{\langle B_0^2 \rangle} \right)
\]
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to be the width of the autocorrelation function of the polarized intensity. A value of $\Delta_0^{1214} = 91^\circ 0$ is obtained for the $\langle B_2^2 \rangle / \langle B_0^2 \rangle$ map in Figure 3 (middle). For the other HAWC+ wavelengths, values of the cloud’s effective thickness used are $\Delta_2^{124} = 81^\circ 6$, $\Delta_2^{89} = 80^\circ 0$, and $\Delta_2^{53} = 71^\circ 4$. Maps of parameters have an angular resolution set by the size of the kernel used to calculate the dispersion functions. An FWHM value for each band is defined to be the FWHM of the Gaussian having the same area as the kernel. The result is FWHM = 1.88$w_{\text{opt}}$. This corresponds to 77$^\circ 0$ for 214 $\mu$m, 57$^\circ 5$ for 154 $\mu$m, 33$^\circ 0$ for 89 $\mu$m, and 20$^\circ 7$ for 53 $\mu$m. The maps in Figure 3 are shown with beam-sampled inferred magnetic field vectors superposed. These maps were first cleaned by removing outliers using the Chauvenet criterion. That is, values that exceed three times the standard deviation within a $3 \times 3$ region centered at the pixel are removed and replaced with interpolated values. Less than $\sim 10\%$ of the pixels in each map are replaced by this process.

In all three maps a similar spatial structure is seen. First, larger values of the $a_2$ and $\langle B_2^2 \rangle / \langle B_0^2 \rangle$ values appear in locations where the polarization vectors are seen to have larger deviation from uniformity. This occurs near the BN/KL and the bar regions. The largest values of both $a_2$ and $\langle B_2^2 \rangle / \langle B_0^2 \rangle$ are seen in the bar region, where the polarization vectors (see Figure 1) are visibly most random. In the $\delta$-map (Figure 3, right) the turbulence correlation length appears shorter in the same regions where the $a_2$ and $\langle B_2^2 \rangle / \langle B_0^2 \rangle$ parameters are larger. Indeed, it appears that $a_2$ and $\delta$ are negatively correlated. Table 4 in Chuss et al. (2019), where single values of the three parameters are reported for the three regions (BN/KL, bar, and H II), also hints at a negative correlation. This anticorrelation is expected because small values of $\delta$ represent large numbers of turbulent cells in the column of gas and therefore provide a larger contribution to the dispersion.

In the right panel of Figure 3 a white contour delineates the level at which $\delta$ is equal to the autocorrelated beam size, $\sqrt{2} W$, for the corresponding HAWC+ wavelength (see color bar). In regions where $\delta$ is lower than this level, the contribution of the gas turbulence cannot be properly resolved by the angular resolution of the polarimetric observations, and the resulting $R_{\text{POS}}$ can be overestimated. The majority of such areas are located in the OMC-1 bar. It is worth noting that in the OMC-1 bar the potential effect of reference beam contamination is particularly large for longer HAWC+ wavelengths (Chuss et al. 2019). However, the effect of reference beam contamination on dispersion functions needs to be properly studied. Over most of the map, the turbulence scale is resolved.

To check that the structure seen in Figure 3 is not due to covariance among the fitted parameters, the dispersion functions are refitted assuming a constant value of the local turbulence correlation length (\(\delta\)) to apply to each pixel in the map. This value is set to the global value of correlation length \(\delta_0\), calculated using the data from the entire map. In this case, only maps of $a_2$ and $\langle B_2^2 \rangle / \langle B_0^2 \rangle$ are constructed. The resulting maps (Appendix A) show a similar spatial structure to those in Figure 3. This provides confidence that the structure in the maps of Figure 3 is not due to a fitting-induced covariance. In addition, by comparing the histograms of the reduced goodness-of-fit $\chi^2$ values (Figure 2, right) obtained for $w_{\text{opt}}$ and using the $\delta$-fixed (blue) and $\delta$-variable (orange) approaches, it is clear that in the latter case lower occurrence is seen in all bins of $\chi^2$ but the smallest. This implies that allowing $\delta$ to be determined by the MCMC fit improves the fit in most pixels.

The focus of this work is the construction of magnetic field maps, from which only the $\langle B_2^2 \rangle / \langle B_0^2 \rangle$ map is used from this analysis. Further interpretation of the other DCF parameter maps is deferred to future work.

### 3.4. Local Dispersion Maps

The local dispersion quantifies the deviations of polarization angles at a given position from the average direction calculated within a circle centered at that position. Although the local dispersion has a variety of definitions, this work utilizes a version similar to that of Planck Collaboration et al. (2020). The measured dispersion, $S_m$, within an angular radius, centered at each pixel can be written as

$$S_m = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\phi_i - \bar{\phi})^2}.$$  

where $\phi_i$ is the polarization angle of pixel $i$, $\bar{\phi}$ is the average polarization angle of pixels inside the kernel, and $N$ is the number of pixels within the kernel. To calculate the average polarization direction, $\bar{\phi}$, first the error-weighted normalized Stokes parameters, $\bar{q}$ and $\bar{u}$, are calculated, and their associated errors are propagated accordingly. Then, $\bar{\phi} \equiv \frac{1}{2} \arctan \frac{2 \bar{u}}{\bar{q} - \bar{u}}.$

Figure 3. Maps of parameters $a_2$ (left), $\langle B_2^2 \rangle / \langle B_0^2 \rangle$ (middle), and $\delta$ (right) for 214 $\mu$m data using $w_{\text{opt}} = 9$ pixels. In all three parameter maps a similar structure is observed: large-scale field and turbulence contributions to the dispersion of polarization vectors are larger in a region near and around the BN/KL object and in the OMC-1 bar. In these regions the turbulence’s correlation length appears shorter. The white contour in the map of $\delta$ encompasses those locations where the turbulence correlation length is equal to or shorter than the autocorrelated beam size, $\sqrt{2} W$. 
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(π, q), where \( \arctan2 \) places the polarization angle in the correct quadrant. Since polarization is represented by a pseudo-vector, if \(|φ_i - \overline{φ}| > 90°\), the supplement of the angle between pseudo-vectors is taken.

To adjust for bias in the positive-definite quantity \( S \), the correction from Planck Collaboration et al. (2020) is followed:

\[
S = \begin{cases} 
S_m^2 - \sigma_S^2 & \text{if } S_m > \sigma_S \\
0 & \text{otherwise,}
\end{cases}
\]

where \( \sigma_S^2 \) is found by propagating the uncertainties in both the individual \( φ_i \)-values and the mean value \( \overline{φ} \),

\[
\sigma_S^2 = \frac{1}{N^2S_m^2} \sum_{i=1}^{N} (φ_i - \overline{φ})^2 \sigma_{φ_i}^2 \\
+ \frac{σ_{\overline{φ}}^2}{N^2S_m^2} \left( \sum_{i=1}^{N} (φ_i - \overline{φ}) \right)^2 .
\]

Here \( \sigma_{φ_i} \) is the polarization angle error for pixel \( i \), and \( \sigma_{\overline{φ}} \) is the error in the mean polarization angle calculated by propagating the errors in the values of \( φ_i \) over the region defined by the kernel.

For calculating \( S \), the radius of the circular kernel was chosen to be an integer number of pixels that approximately corresponds to the angular resolution of the velocity dispersion maps (Section 4.1.1), which is \( ∼16″ \) (32″ FWHM). The precise values of each kernel are shown for each HAWC+ band in the \( S \)-maps of Figure 4. Although testing revealed that \( S \) in general increases with larger kernel sizes, the growth did not continue much beyond 2–3 times the HAWC+ beam size. This choice of kernel size, which is at least twice the beam diameter for each band, guarantees that in all cases \( S \) values are not undersampling the HAWC+ data.

Figure 4 shows maps of \( S \) across all four HAWC+ wavelengths using an angular radius of \( ∼16″ \). The scale of \( S \) values saturates at 55°. Higher-than-average values of \( S \) seem to appear in elongated structures that are reasonably spatially consistent across all wavelengths. The observation of such elongated structures was first reported by Planck Collaboration et al. (2020) in the 353 GHz data of Planck and subsequently studied by Clark & Hensley (2019). It is also clear that...
larger-than-average dispersion $S$ is observed at the same locations (i.e., BN/KL, the bar) where the analysis of dispersion functions (previous section) produced large values of $(B_\nu^2)/(B_0^2)$, which will correspond to lower POS magnetic field strengths.

The parameter $S$ has been shown to be negatively correlated with the polarization fraction; regions with large dispersion display low values of polarization fraction (Fissel et al. 2016; Planck Collaboration et al. 2020; Chuss et al. 2019). Several explanations are possible for $S$-p anticorrelation: (1) highly turbulent fields cancel contributions from different depths along the LOS; (2) in dense regions of the cloud, grains may be less well aligned than in cloud envelopes; and (3) the magnetic field is mostly oriented in the LOS direction. According to Hensley et al. (2019), in a magnetic field mostly oriented in the LOS direction, even small perturbations can induce large changes in $\phi$, leading to large values of $S$. Therefore, one would expect regions for which the field is predominantly oriented along the LOS to have low $p$ and high $S$. In order to estimate the LOS component, for which the DCF technique is insensitive, empirical relations between $S$ and measurement of the LOS magnetic field may be a viable exploratory path.

4. Results

4.1. Plane-of-sky Component

As is evident from Equation (1), the spatial variations in all three quantities ($\rho, \sigma_v, (B_\nu^2)/(B_0^2)$) determine the spatial variations in the resulting $B_{\text{POS}}$. Previous work has been limited to providing estimates of $B_{\text{POS}}$ that were averaged over large regions (or, in most cases, over the entire map) because of the lack of spatial information available for one or more of these three quantities. In this work, maps for all three variables are used, and maps of POS magnetic field strength are produced for the first time.

4.1.1. Column Density and Velocity Dispersion Maps

First, a mass density map is obtained using the map of $N_2$ column density ($N(H_2)$; Figure 5, left) from Chuss et al. (2019) and assuming a uniform depth of the cloud of $\sim 10^3$ cm. This $N(H_2)$ map was obtained by fitting of the spectral energy distribution (SED) of IR emission from OMC-1 in the range of 53 $\mu$m–35 mm, including data from the four HAWC+ bands. In Chuss et al. (2019), the values of $N(H_2)$ used to estimate $B_{\text{POS}}$ for the three distinct regions (BN/KL, the bar, and the H II area) corresponded to average values from the same $N(H_2)$ map used here, calculated inside each region. See Chuss et al. (2019) for a discussion of details.

Velocity dispersion values for the OMC-1 region can be obtained from emission-line spectra of an appropriate molecular tracer. The ammonia molecule, $NH_3$, has been used as a probe of dense clouds and cloud cores ($n > 2 \times 10^3$ cm$^{-3}$; Friesen et al. 2017). In particular, the emission line from the (1, 1) transition of $NH_3$ (rest frequency 23694.4955 MHz) has been found to be highly correlated with the dust column density derived from Herschel observations in the OMC-1 region (see Figure 7 in Friesen et al. 2017), and thus the coexistence of this molecular tracer with the polarized dust emission is inferred. Most of the OMC-1 region exhibits column density values (estimated from thermal dust SEDs) in excess of $10^{22}$ cm$^{-2}$. The exception is in the H II region surrounding the Trapezium cluster, where the column density drops to approximately half of this value. Because of the lack of information about the velocity dispersion, the H II region is excluded from the analysis.

These $\sigma_v$ data were obtained with the Green Bank Telescope as part of the Greenbank Ammonia Survey (Friesen et al. 2017) to map all star-forming regions in the Gould Belt. This survey includes NH$_3$(1, 1) observations of the Orion-A (North) filament taken with a beam of 32'' (23 GHz). At the distance of Orion-A, this beam yields a resolution of $\sim 0.06$ pc. In order to estimate $\sigma_v$, the hyperfine structure of the NH$_3$(1, 1) line is modeled for thermal and nonthermal widening with a multi-Gaussian model, assuming that each hyperfine splitting has the same $\sigma_v$ value. The resulting map of $\sigma_v$ can be seen in the right panel of Figure 5. Velocity dispersion values range from $\sim 0.8$ km s$^{-1}$ in areas like the bar to $\sim 1.5$ km s$^{-1}$ near the BN/KL object.

4.1.2. Maps of $B_{\text{POS}}$

As stated before, maps of $B_{\text{POS}}$ are obtained by combining the maps of $\rho, \sigma_v$, and $(B_\nu^2)/(B_0^2)$ according to Equation (1), once they have been smoothed to a common resolution. In doing so, the following steps are taken:

1. Maps of $\rho$ and $\sigma_v$ are reprojected to the pixelization of each HAWC+ data map (which is the same as the pixelation of $(B_\nu^2)/(B_0^2)$).

2. Maps are smoothed by convolving the original maps with a Gaussian kernel of $\sigma = \sqrt{\sigma^2 - \sigma_0^2}$, where the subscripts T and O signal the $\sigma$ value of the target and original resolutions, respectively. The target resolution is set by that of the map with the lowest resolution among all the maps involved in the calculation.

For the 214, 154, and 89 $\mu$m maps, the angular resolution for the POS magnetic field maps is set by the $(B_\nu^2)/(B_0^2)$ maps: 77", 58", and 33", respectively. For the 53 $\mu$m map, the resolution is 32", limited by the resolution of the $\sigma_v$ map. Thus, the 53 $\mu$m map is unique in that the $(B_\nu^2)/(B_0^2)$ map is smoothed to a courser resolution. For the remainder of the bands, this quantity sets the resolution of the $B_{\text{POS}}$ map.

The resulting maps of the POS magnetic field are displayed in Figure 6 for all four HAWC+ wavelengths. The inferred POS magnetic field direction for each map is shown as a line integral contour (LIC; Cabral & Leedom 1993) overlay.

Analyzing all four maps, one finds the following: (1) $B_{\text{POS}}$ values range from $\sim 100 \mu$G to a maximum value of $\sim 2000 \mu$G; (2) the maximum $B_{\text{POS}}$ value in the map increases with increasing angular resolution of the maps from 214 to 89 $\mu$m; (3) for the 53 $\mu$m map, the maximum value of $B_{\text{POS}}$ is slightly lower, $\sim 1500 \mu$G; (4) the largest field strengths ($\sim 2000 \mu$G) are consistently observed around and south of the BN/KL object, where both the mass density and velocity dispersion are large and the angular dispersion low; and (5) weaker $B_{\text{POS}}$ strengths are observed in the bar region, due to a combination of low density and large polarization dispersion.

Differences in the four maps potentially indicate that the four wavelengths are each preferentially sampling a different part of the cloud along the LOS. For example, the short-wavelength (53 and 89 $\mu$m) maps clearly show a region where the POS magnetic field strength decreases, which is not observed in the long-wavelength (154 and 214 $\mu$m) maps. This region is

---

*Available at: https://dataverse.harvard.edu/dataverse/GAS_Project.*
Figure 5. Left: column density map for the OMC-1 region obtained through the fitting of the SED using infrared photometric data from different instruments (for larger spectral coverage), including HAWC+. The angular resolution of this map is 22″ (Chuss et al. 2019). Right: OMC-1 velocity dispersion map determined from the multi-Gaussian fitting of the hyperfine structure of NH$_3$(1, 1). These observations were taken with a FWHM beam of 32″ (Friesen et al. 2017).

Figure 6. Maps of POS magnetic field strength for 53 μm (top left), 89 μm (top right), 154 μm (bottom left), and 214 μm (bottom right). Inferred magnetic field orientation is shown by LIC contours. For reference, the locations of the BN/KL object (star) and the Trapezium cluster (plus sign) are included as well. The angular resolution in each map is 32″ (53 μm), 33″ (89 μm), 58″ (154 μm), and 77″ (214 μm).
approximately centered at the BN/KL object location (Figure 6, top panels) and is approximately 3.6 pc × 4.7 pc in area. This region is coincident with the BN/KL explosion (Bally et al. 2017), and the decreased inferred POS field strength may be due to the sensitivity to the explosion morphology at these bands due to their higher resolutions and sensitivity to warmer dust located in the interior of the cloud complex.

Maps of $B_{\text{POS}}$ constructed in this work have two important considerations. First, the magnetic field strength is underestimated in areas where the turbulence correlation length ($\delta$) is not resolved. Specifically, this is clearly a problem for the bar in the 214 $\mu$m data. This particular shortcoming can be fixed only by increasing the angular resolution of the polarimetric data. However, the application of a statistical correction factor in such areas could be studied using simulated polarimetric data. Second, the quality of $B_{\text{POS}}$ maps depends on (resolution and accuracy) the quality of the maps of mass density and velocity dispersion. On the other hand, the largest uncertainty source for the $B_{\text{POS}}$ maps presented here likely comes from the $(B_{\phi}^2)/(B_{\chi}^2)$ parameter. In this work, we assume a fractional uncertainty in $B_{\text{POS}}$ of 50% (Ostriker et al. 2001).

4.2. Line-of-sight Component

The DCF technique as described above enables one to produce a map of the magnitude of the POS component of the magnetic field. Because the total magnetic field is three-dimensional, it is desirable to also take into account any significant contribution of the LOS component of the field for the end goal of estimating M/Φ over the cloud. Here a novel approach is explored for estimating the angle of the field relative to the LOS that utilizes the local dispersion $\sigma$ that is described above. This rough estimate of the magnitude of the LOS component of the magnetic field, $B_{\text{LOS}}$, that is described here is used as a map-based correction to estimate the total magnetic field from the POS component as determined by the DCF technique above.

Hensley et al. (2019) demonstrate that for the diffuse ISM the dispersion of polarization angles $\sigma$ is modulated by the angle that the magnetic field forms with the LOS direction, $\phi$. They propose the relation $\sin^2(\phi) \propto S^n$ and find values of $n$ between $-0.478$ and $-0.528$ (for different ranges of N(H1) using the Planck 353 GHz all-sky data). Because $n < 0$, values of $\sigma$ near zero are associated with $\phi$ close to $\pi/2$—the magnetic field is close to the LOS. On the other hand, large values of $\sigma$ then indicate that the magnetic field is oriented closer to the LOS direction ($\phi \rightarrow 0$). Therefore, $\sigma$ is assumed to be a rough tracer of $B_{\text{LOS}}$ across the cloud. This relationship can be calibrated by examining Zeeman measurements of the magnetic field in OMC-1, which directly measure $B_{\text{LOS}}$. Figure 7 shows a map of $\sigma$ values for the 214 $\mu$m data with available measurements of $B_{\text{LOS}}$ for OMC-1 superposed. $B_{\text{LOS}}$ values were obtained from the fitting of Zeeman splitting lines of 21 cm H1 (squares; Troland et al. 2016) and CN measurements (circles; Crutcher et al. 1996). Visually, low values of $B_{\text{LOS}}$ seem spatially aligned with low values of dispersion, while one measure of strong $B_{\text{LOS}}$ is located near the BN/KL object, where the dispersion is large.

Here, this general principle is applied to the OMC-1 data as follows. Caveats and justification of assumptions are considered at the end of this section. In order to determine the LOS component in this work, first the $\phi$–$\sigma$ relation is expressed as

$\sin^2(\phi) = aS^n,$ \hspace{1cm} (6)

with $\phi$ being the angle between the magnetic field direction and the LOS. The coefficient $a$ and exponent $n$ are experimentally determined parameters. Following this convention, the magnitudes of the components $B_{\text{POS}}$ and $B_{\text{LOS}}$ are therefore related as

$\tan(\phi) = \frac{B_{\text{POS}}}{B_{\text{LOS}}}$ \hspace{1cm} (7)

Combining Equations (6) and (7), $B_{\text{LOS}}$ can be calculated as

$B_{\text{LOS}} = B_{\text{POS}} \left(1 - \frac{aS^n}{aS^n}\right).$ \hspace{1cm} (8)

The use of Equation (8) to estimate the LOS component is limited to values of $aS^n < 1$. Depending on the specific values of $a$ and $n$, a cutoff value in angle dispersion $S_c \equiv a^{-1/n}$ is imposed ($n < 0$). Once the technique is calibrated and the values of $n$ and $a$ are found, regions where $S < S_c$ are assumed to have negligible contribution to the total magnetic field from the LOS component.

The power-law relation in Equation (6) is also consistent with the empirical anticorrelation between $S$ and the polarization fraction $\rho$ (Fissel et al. 2016; Planck Collaboration et al. 2020). Thus, following Hensley et al. (2019), the value of $n$ can be determined using the ratio of the polarized intensity to the column density, $P/N(H_2)$, as a function of the dispersion $S$ (see their Equation (21)). Figure 8 (left) displays the data for the 214 $\mu$m observations. The exponent $n$ is identified as the best-fit value of the slope of a linear fit to these data. It can be seen that the best linear fit (red line) has a negative slope with a relatively small uncertainty, given by the 1$\sigma$ value of the posterior MCMC distribution.
For HAWC+ 214 \mu m data. The red line corresponds to the best-fit linear model, while gray lines correspond to different realizations of the MCMC solver and provide the uncertainty for the best-fit model. Right: LOS field values from Zeeman CN and H I measurements are used to plot \( \ln \left( \frac{B_{\text{LOS}}}{B_{\text{POS}}} \right)^2 + 1 \) as a function of \( S \) and modeled according to Equation (9). In this plot only the intercept is fitted using the Zeeman measurements; the slope for the model from the fit on the left \( (P/N(\text{H}_2) \text{ vs. } S) \) is used for the slope for the model in the right panel. As in Figure 7, CN Zeeman measurements are plotted with circles, while the squares correspond to H I Zeeman measurements.

### Table 1

| Wavelength (\( \mu m \)) | \( n \)  | \( a \)  | \( \Delta \) (deg) |
|--------------------------|---------|---------|------------------|
| 53                      | \(-0.68 \pm 0.01\) | 2.77 \pm 0.14 | 4.47             |
| 89                      | \(-0.34 \pm 0.01\) | 1.42 \pm 0.12 | 2.80             |
| 154                     | \(-0.52 \pm 0.01\) | 1.39 \pm 0.32 | 1.88             |
| 214                     | \(-0.41 \pm 0.02\) | 1.34 \pm 0.13 | 2.04             |

**Note.** Values of \( n \) and \( a \) correspond to the exponent and coefficient that characterize the power law of Equation (6) and that are necessary for calculating values of \( B_{\text{LOS}} \). The parameter \( \Delta \) is the minimum dispersion value for which the magnetic field has a negligible component in the LOS direction.

On the other hand, Equation (8) can be linearized to solve for the calibration constant \( a \),

\[
\ln \left( \frac{B_{\text{LOS}}}{B_{\text{POS}}} \right)^2 + 1 = -\ln a - n \ln \phi.
\]

In this form, the intercept \((-\ln a)\) sets the calibration for the power-law relationship. To estimate this, a set of Zeeman measurements is utilized as a transfer standard. To determine \((-\ln a)\), the value of \( n \) is fixed to that found above, and thus Equation (8) is fit for the intercept only using the Zeeman values for \( B_{\text{LOS}} \), and the corresponding \( B_{\text{POS}} \) and \( \ln \phi \) from the analysis above for each point for which a Zeeman measurement exists (see Figure 8, left panel, for a graphical depiction of these locations) can be utilized. Figure 8 (right) shows the fit for the intercept. The uncertainties in the ordinate variable are obtained from those of \( B_{\text{LOS}} \) and \( B_{\text{POS}} \); properly propagated (the uncertainty in \( B_{\text{POS}} \) is assumed to be 50% of its value). These uncertainties are then inflated to force the \( \chi^2 \) value of the fit to unity. Values of \( n \), \( a \), and \( \Delta \) for all four HAWC+ wavelengths are summarized in Table 1.

Although the H I Zeeman measurements are not necessarily colocated with the dust grains along the LOS, they are still a potentially good indicator of the LOS field strength if the field does not significantly vary along the LOS. Including these data points along with the CN measurements does not have a significant effect on the values of \( a \) resulting from the fits. However, the inclusion of H I data points improves the uncertainty of \( a \) by making the posterior distributions narrower.

Values of \( n \) are negative and range from \(~-0.7\) to \(-0.3\), in agreement with Hensley et al. (2019). However, no clear trend is observed with the FIR wavelength. Values of the coefficient \( a \), on the other hand, seem to roughly increase with wavelength from 1.34 at 214 \( \mu m \) to 2.77 at 53 \( \mu m \).

The maps of \( S \) shown in Figure 4 are used to obtain estimates of \( B_{\text{LOS}} \) across the field of view of OMC-1. The resulting maps are displayed in Figure 9, utilizing Equation (8) along with the values in Table 1. As previously mentioned, values of \( B_{\text{LOS}} \) can only be estimated for values of dispersion \( \phi > \phi_c \); therefore, for locations with values of \( \phi < \phi_c \); the \( B_{\text{LOS}} \) value is set to zero, and the total field is taken to be \( B_{\text{POS}} \). Strong LOS magnetic fields (\( \geq 1000 \mu G \)) appear near the BN/KL object, where the dispersion \( \phi \) and/or mass density \( \rho \) are observed to be large. On the other hand, in the OMC-1 bar, although the dispersion \( \phi \) is observed to be large, the density is low, resulting in low values of the LOS magnetic field.

This approach to calculating \( B_{\text{LOS}} \), although promising, is in an early stage of development. The use of \( S \) as a proxy for the inclination angle of the field depends on other factors that contribute to \( S \) being subdominant. As mentioned in Section 3.4, other physical quantities that can affect \( S \) include variations in grain alignment efficiency and variation of magnetic field structure within the volume of the beam through the cloud. Chuss et al. (2019) found that the inverse relation between \( p \) and \( I \) did not require loss of grain alignment efficiency in dense regions of OMC-1. In addition, from our DCF fit parameters, it is found that the turbulence scale is resolved over most of the cloud. Therefore, it may be reasonable to assume that, at least in OMC-1, the dispersion is dominated by the geometry of the magnetic field. However, future studies of additional clouds along with numerical models will be required to understand this in sufficient detail to quantify the uncertainties of this technique. Additionally, more precise Zeeman measurements would strengthen the calibration of the technique.
4.3. Total Magnetic Field Strength and Mass–Magnetic Flux Criticality

The balance between gravitational collapse and magnetic pressure support of ionized material in molecular clouds can be quantified by the ratio $M/\Phi$, where $M$ is the total mass and $\Phi$ is the magnetic flux. Following Crutcher (2004), the value of $M/\Phi$ divided by the critical ratio $(M/\Phi)_c$ can be calculated as

$$\lambda = \frac{M/\Phi}{(M/\Phi)_c} = 7.6 \times 10^{-21} \left(\frac{N(H_2)}{B_{\text{Total}}}\right).$$

(10)

where $N(H_2)$ is the column density in cm$^{-2}$ and the total magnetic field strength in $\mu G$, $B_{\text{Total}}$, can be written as

$$B_{\text{Total}} = (B_{\text{POS}}^2 + B_{\text{LOS}}^2)^{1/2} = \frac{B_{\text{POS}}}{(\alpha S^a)^{1/2}}.$$  

(11)

Based on this ratio, a volume of mass inside the magnetized molecular cloud can be established to be subcritical ($\lambda < 1$) or supercritical ($\lambda > 1$).

To evaluate $\lambda$, first $B_{\text{Total}}$ is estimated using the results presented in the previous section and the $N(H_2)$ map that is presented in Section 4.1.1. These maps are displayed in Figure 9. Maps of the LOS field strength for 53 $\mu$m (top left), 89 $\mu$m (top right), 154 $\mu$m (bottom left), and 214 $\mu$m (bottom right). For reference, the locations of the BN/KL object (star) and the Trapezium cluster (plus sign) are included as well. Angular resolution in each map matches those of the $B_{\text{POS}}$ maps. LOS strengths can only be calculated for values of $S > S_c \approx 4^\circ$, 3$^\circ$, 2$^\circ$, and 2$^\circ$ for the 53, 89, 154, and 214 $\mu$m data, respectively.

Figure 9. Rotated polarization vectors are also displayed to visualize the POS magnetic field direction. In this case the polarization vectors are multiplied by a factor of $\sin(\phi)$ in order to provide a rough indication of three-dimensional field geometry. Vectors with shorter lengths in Figure 10 correspond to positions where $B_{\text{LOS}}$ dominates. Polarization vectors with longer lengths indicate locations for which $B_{\text{Total}}$ is predominantly in the POS direction.

The resulting maps of $\lambda$ for all wavelengths are presented in Figure 11. Values range from $\sim$0.1 to $\sim$10, and further spatial structure appears at smaller wavelengths given the increased angular resolution. In the maps of Figure 11, the $\lambda$ values are shown with a diverging color bar for easier interpretation. Gray indicates those locations where $\lambda$ is around unity, shades of red correspond to $\lambda > 1$ (supercritical), and shades of blue correspond to $\lambda < 1$ (subcritical). Supercritical regions appear spatially aligned with the highest-density ($N(H_2) \gtrsim 10^{23}$ cm$^{-2}$) filament in OMC-1 (e.g., Figure 5, left), especially in the 53 and 89 $\mu$m maps. In each map, subcritical regions (blue) are observed to be cospatial with lower-density ($N(H_2) \lesssim 10^{23}$ cm$^{-2}$) regions of relatively strong magnetic field strengths ($\sim$500 $\mu$G), such as the filamentary structures located northwest of the BN/KL.
For these filamentary structures, the total magnetic field seems to come entirely from the POS component, $B_{\text{LOS}} = B_{\text{POS}}$. These findings suggest that the results from Planck (Planck Collaboration et al. 2016), which finds subcritical clouds with an intermediate range of column density to be mostly perpendicular with the magnetic field orientation, are valid at subparsec spatial scales. This is consistent with the findings of Pillai et al. (2020) in Serpens South.

### 4.4. Wavelength Dependence of Maps

In Figures 6, 10, and 11, differences are evident between maps at different wavelengths. There are several potential explanations for such differences. The resolutions of the 53 and 89 $\mu$m maps are approximately those of the velocity dispersion map (32" and 33", respectively). The 154 and 214 $\mu$m maps have resolutions set by the dispersion function kernels (58" and 77", respectively). The coarser resolutions at the longer wavelengths likely account for some of the discrepancy between images. More specifically, because the same kernel size was used for each map, the angular size of the kernel scales with wavelength. For the construction of the 53 $\mu$m $B_{\text{POS}}$ map, the $\langle B^2 \rangle / \langle B_0^2 \rangle$ parameter map (whose resolution is 20") is smoothed to the resolution of the velocity dispersion map. For other wavelengths, the velocity map is smoothed to the resolution of the $\langle B^2 \rangle / \langle B_0^2 \rangle$ parameter map. This difference in procedure can potentially account for some of the differences between the 53 and 89 $\mu$m $B_{\text{POS}}$ maps.

In addition, different wavelengths are likely to selectively probe different regions of the cloud along the LOS. This is especially likely to be true in the dense region around BN/KL, where the polarization angle also differs between wavelengths. For example, near BN/KL, the long-wavelength polarimetry is likely tracing the cooler outer part of the cloud, while the short-wavelength data preferentially sample the warm dust that corresponds to the BN/KL and the associated explosion (Chuss et al. 2019). Infrared polarimetry supports this picture (Dyck et al. 1973). The magnetic field direction implied by polarimetry by absorption is consistent with the HAWC+ 154 and 214 $\mu$m data, indicating that the majority of the absorption is being done by the cool, dense part of the cloud.

Another caveat here is that the estimated density map that is used for the DCF technique assumes that a single-temperature thermal model for the dust is sufficient. Although this is likely to be true over parts of the cloud, it is difficult to apply this to the BN/KL region in particular. As argued above from the polarimetry perspective, this region is likely to contain regions of various temperatures and densities along the LOS. Future work should consider the three-dimensional distribution of dust and magnetic field geometry in working toward magnetic field measurements of higher fidelity. Specifically, estimates of the...
density and velocity dispersion maps that are functions of wavelength are desired. Finally, it should be noted that despite these caveats, the $M/\Phi$ maps look similar in each of the four wavelengths. This relative consistency may be partially due to the fact that this ratio is slightly less sensitive to mass density than the magnetic field maps themselves.

5. Summary

The relationship between magnetic field strength and dispersion of polarization angles was investigated in the Orion Molecular Cloud 1 (OMC-1) using FIR dust polarization observations from SOFIA/HAWC+. Maps of POS and the LOS magnetic field strength were constructed by quantifying the spatial variation of dispersion of polarization vectors.

1. Maps of the POS field strength in OMC-1 have been produced by means of the DCF method in combination with the analysis of a two-point structure function of the angle difference $(1 - \langle \cos[\Delta \phi(t)] \rangle)$. $B_{\text{POS}}$ was estimated for each pixel by calculating $1 - \langle \cos[\Delta \phi(t)] \rangle$ over a circular kernel centered at such a pixel. Maps of POS field show strengths in the range of $\sim 0$–$2000 \mu$G, with strong fields observed in areas where mass density and velocity dispersion are large (i.e., the BN/KL object) and the dispersion in polarization angles (as measured by the ratio of turbulent to ordered magnetic energies) is small.

2. For $B_{\text{LOS}}$, the local dispersion parameter $S$—an rms value of angle dispersion over a circular region of $\sim 32''$—in combination with Zeeman measurements of $B_{\text{LOS}}$, provided an exploratory path to infer the strength of the total field from that of the POS component by estimating the field inclination at each point in the $B_{\text{POS}}$ map. This allows a coarse estimate of the LOS magnetic field strength across the map to complement the map of the POS component. This approach depends on many important considerations and must be tested in larger FIR polarimetric data sets, observations, and simulated data.

3. The estimation of both POS and LOS field strengths allows one to produce a map of $M/\Phi$, the mass-to-magnetic-flux critical ratio, by improving the estimates of the total magnetic field strength. The inferred maps of $M/\Phi$ show consistency with early results that establish higher-density filamentary structures in clouds perpendicular to their ambient magnetic field (Planck Collaboration et al. 2016).

Figure 11. Mass-to-magnetic-flux ratio, $M/\Phi$, normalized by the critical mass-to-magnetic-flux ratio, $(M/\Phi)_c$, for the OMC-1 region, according to Equation (10). $M$ is obtained from the column density $N(\text{H}_2)$ map, and the total magnetic field $B_{\text{Total}}$ is calculated using $B_{\text{POS}}$ from Figure 6 and $B_{\text{LOS}}$ derived from Figure 9. Gray color corresponds to the unity value, signaling the separation between the two different regimes: subcritical (blue) and supercritical (red). Regions with values $<1$ are subcritical, and gravitational collapse will likely not occur. For reference, the locations of the BN/KL object (star) and the Trapezium cluster (plus sign) are included as well. The blue circle just above the BN/KL location corresponds to the location of $B_{\text{LOS}} = 360 \mu$G (see previous section).
Keeping in mind the limitations of the derived maps, the results of this work show the potential for testing the specific scenarios of clumps and star formation. For example, Crutcher et al. (2009) proposed that the quantity $R$—the ratio of $M/\Phi$ between the core and the envelope—can be used to distinguish between ambipolar diffusion and turbulence-regulated star formation.

Based on observations made with the NASA/DLR Stratospheric Observatory for Infrared Astronomy (SOFIA). SOFIA is jointly operated by the Universities Space Research Association, Inc. (USRA), under NASA contract NAS2-97001, and the Deutsches SOFIA Institut (DSI) under DLR contract 50 OK 0901 to the University of Stuttgart. Financial support for this work was provided by NASA through awards #SOF 05-0038 and #SOF 05-0018 issued by USRA. D.C. would like to thank S. Clark, B. Hensley, D. A. Harper, and I. Stephens for useful discussions. Parts of the analysis were performed using the Clusty Computing Facility in the Villanova Department of Astrophysics and Planetary Science. We thank Andrej Prša for his support in leading and maintaining this resource. Portions of this work were carried out at the Jet Propulsion Laboratory, operated by the California Institute of Technology under a contract with NASA.

Software: python, Ipython (Pérez & Granger, 2007), numpy (van der Walt et al. 2011), scipy (Jones et al. 2001), matplotlib (Hunter, 2007), emcee (Foreman-Mackey et al. 2013), corner (Foreman-Mackey, 2016), astropy (Astropy Collaboration et al. 2013; Price-Whelan et al. 2018). LIC code (ported from publicly available IDL source by Diego Falceta-Gonçalves), joblib.

Appendix A

DCF Parameter Maps for $\delta$ Constant

Figure 12 displays the $a_2$ (left) and $(B^2 / B^2_0)$ (right) maps when the turbulence correlation length $\delta = 27''0$ is assumed constant over the whole field of view. Compared to maps in Figure 3 (left and middle), the solutions for $a_2$ do not seem affected by the $\delta$ value, which is expected since those parameters describe different spatial scales. On the other hand, values of $(B^2 / B^2_0)$ are lower in Figure 12. However, the spatial distributions of $a_2$ and $(B^2 / B^2_0)$ in this case ($\delta$ constant) are very close to those of the $\delta$-variable case. Therefore, this is evidence that such spatial distribution is not the result of covariance among the parameters.

Appendix B

MCMC Posterior Distributions and Chain Convergence

The MCMC process for fitting the measured dispersion function to Equation (2) is routinely performed twice for every pixel, each run with 500 steps. In the first run, a global solution is estimated. Then, the second run uses the median values from the global solution as initial guess. Figure 13 (left) displays the posterior distributions for parameters (log of) $a_2$, $\delta$, and $(B^2 / B^2_0)$ for the MCMC fitting performed at the BN/KL position (red) and the OMC-1 bar (blue), using the 214 $\mu$m data (see Figure 1). At both locations, posterior distributions appear unimodal, and their shapes suggest that values are not severely limited by the imposed bounds (i.e., $a_2$, $(B^2 / B^2_0) > 0$ and $0 < \delta < \delta_{max}$). A simple way to test the quality of the resulting posterior distributions is by inspecting the convergence of the MCMC chains. This is shown in Figure 13 (right) with the values of the maximum likelihood, log(Prob), as a function of steps for the same OMC-1 locations. It can be seen that during the first MCMC run all chains have converged (i.e., log(Prob) stabilizes) well before 500 steps, and therefore a global solution is found. During the second run, the chains appear already converged since the variation of log(Prob) is small for all step values. More importantly, the variance of the chains for the second run is approximately 1% of their mean. Values in maps of parameters such as those in Figures 3 and 12 are always

![Figure 12. Maps of parameters $a_2$ (left) and $(B^2 / B^2_0)$ (right) for 214 $\mu$m data using $w_{opt} = 9$ pixels. For calculating these maps, the parameter $\delta$—the turbulence correlation length—is kept fixed to a whole-map value, $\delta_0 = 27''0$. The spatial distribution of the parameters in this case is very similar to that when the parameter $\delta$ is also determined by the MCMC solver.](image-url)
calculated from posterior distributions obtained from the second run.
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**Figure 13.** Posterior distributions (left) and maximum likelihood (right) of the chains for the MCMC fitting of dispersion functions calculated at the BN/KL (red) and the bar (blue) positions, using the 214 μm data (Figure 1, left). Unimodal distributions for parameters (log of $a_0$, $b$, and $(B_0^2)/B_0^2$) are constructed with the chains from the second MCMC run, which have already converged into the global solution.