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Abstract—With files proactively stored at base stations (BSs), mobile edge caching enables direct content delivery without remote file fetching, which can reduce the end-to-end delay while relieving backhaul pressure. To effectively utilize the limited cache size in practice, cooperative caching can be leveraged to exploit caching diversity, by allowing users served by multiple base stations under the emerging user-centric network architecture. This paper explores delay-optimal cooperative edge caching in large-scale user-centric mobile networks, where the content placement and cluster size are optimized based on the stochastic information of network topology, traffic distribution, channel quality, and file popularity. Specifically, a greedy content placement algorithm is proposed based on the optimal bandwidth allocation, which can achieve $(1 - 1/e)$-optimality with linear computational complexity. In addition, the optimal user-centric cluster size is studied, and a condition constraining the maximal cluster size is presented in explicit form, which reflects the tradeoff between caching diversity and spectrum efficiency. Extensive simulations are conducted for analysis validation and performance evaluation. Numerical results demonstrate that the proposed greedy content placement algorithm can reduce the average file transmission delay up to 45% compared with the non-cooperative and hit-ratio-maximal schemes. Furthermore, the optimal clustering is also discussed considering the influences of different system parameters.
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1 INTRODUCTION

To accommodate the ever increasing mobile traffic demand, small cell base stations (SBSs) are expected to be ultra-densely deployed for extensive spatial spectrum reuse in the next generation (5G) networks and beyond [2]. As networks are further densified, deploying ideal backhaul for each SBS becomes impractical due to the high cost, leading to possible backhaul congestions and performance degradation [3], [4]. To relieve the backhaul pressure, mobile edge caching has been proposed to store contents at the edge of networks (e.g., SBSs or end devices) in addition to remote servers, whereby contents can be directly delivered through wireless transmission without backhaul or core network transmissions [5], [6], [7], [8], [9]. By exploiting the similarity of requested contents, mobile edge caching has the potential to reduce backhaul capacity requirement to 35% [10]. In practical systems, the performance of mobile edge caching can be constrained by the limited cache size [11], [12]. A straightforward solution is to design more effective content placement schemes, by exploring the information of content popularity and user preferences [13]. Furthermore, cooperative caching can be leveraged to enlarge the set of cached files, which enables users served by multiple SBSs to exploit caching diversity in space [14], [15]. In fact, mobile networks are now evolving from the conventional cellular topology to a de-cellular user-centric structure, where each user can be served by a dynamically formed cluster of SBSs for quality of experience (QoE) enhancement [16], [17], [18], [19]. In this case, different SBSs can store diverse contents in a cooperative manner, such that users have higher probability to obtain the requested contents locally from the caches of clustered SBSs [20]. However, cooperative caching may sacrifice spectrum efficiency due to the enlarged transmission distance. Specifically, increasing the cluster size improves the content hit ratio, but users are served by farther SBSs with higher path loss, degrading spectrum efficiency. The tradeoff relationship between caching diversity and spectrum efficiency in terms of the cluster size can bring significant challenges for edge caching, which has not been well studied in literature [21].

This paper investigates delay-optimal cooperative edge caching in large-scale user-centric clustered mobile networks considering the constrained cache size and radio resources, based on the stochastic information of network topology, traffic distribution, channel quality, and file popularity. Specifically, we focus on two fundamental problems: 1) content placement, and 2) SBS clustering. Coded caching is adopted, whereby each user can fetch coded segments for decoding from the caches of the candidate SBSs in cluster. For the content placement design, an optimization problem is formulated to determine the ratio of cached segments for different files,
aiming at minimizing the average file transmission delay. In addition, the bandwidth allocation is jointly optimized for load balancing, since different content placement results in different traffic distributions. The formulated problem is challenging for following reasons. Firstly, the accurate form of average file transmission delay cannot be derived due to the multi-dimensional randomness of network topology, traffic distribution, and channel quality. Secondly, the problem is a NP-hard mixed integer programming problem, as content placement and bandwidth allocation determines the average file transmission rate in a coupled manner. Thirdly, the average file transmission rate has a piecewise structure with respect to content placement, introducing additional complexity for delay performance analysis. By applying the theory of stochastic geometry, we obtain the average transmission rate with conservative approximation, whereby two subproblems need to be addressed, i.e., bandwidth allocation and content placement. The bandwidth allocation subproblem is convex and thus is solved by employing Lagrange multiplier method. To address the non-convex content placement subproblem, we prove the piecewise objective function has monotone submodular property, and thus propose a greedy algorithm which can achieve $(1 - \frac{1}{e})$-optimality with linear complexity. For the SBS clustering, an explicit condition constraining the maximal cluster size is obtained, which reveals the tradeoff between content diversity and spectrum efficiency with respect to system parameters (including SBS density, backhaul delay and content popularity). Extensive simulations are conducted to validate the analysis as well as evaluate the performance of proposed algorithm, based on both real-world YouTube data trace and the classic Zipf content popularity distribution. Two typical caching schemes, non-cooperative and hit-ratio-maximal, are adopted to demonstrate the tradeoff between content diversity and spectrum efficiency in user-centric clustered caching. Simulation results show that the non-cooperative scheme guarantees highest spectrum efficiency with lowest content ratio, which performs well in case of low network density or large cache size; whereas the hit-ratio-maximal caching scheme provides maximal hit rate but sacrifices the spectrum efficiency, which is more advantageous in dense networks with congested backhaul and small cache size. The proposed greedy caching scheme always outperforms the other two schemes, by adjusting content placement and cluster size to balance content diversity and spectrum efficiency. Furthermore, the influences of important system parameters are also studied, including cache size, SBS density, backhaul delay and content popularity.

The main contributions of this work are as follows.

1) The content placement, SBS clustering, and bandwidth allocation have been jointly optimized in large-scale user-centric mobile networks considering the radio resource constraints, based on the stochastic information of network topology, traffic distribution, channel quality, and file popularity.

2) The average file transmission delay is derived with conservative approximation, and proved to have monotone submodular property with respect to content placement. Accordingly, a low-complexity greedy content placement algorithm is proposed with $(1 - \frac{1}{e})$-optimality performance guarantee.

3) The bandwidth allocation is optimized to minimize average file transmission delay, which can match radio resource to the traffic load distribution resulting from content placement.

4) The delay-optimal SBS clustering for cooperative caching is obtained, and the influences of important system parameter are analyzed.

5) Both analytical and numerical results reveal the underneath tradeoff relationship between content caching diversity and spectrum efficiency in cooperative caching, which can provide insightful guidelines to dynamic SBS clustering and content placement with the variations of traffic loads and operational scenarios.

The remainder is organized as follows. Section 2 reviews related work on cooperative caching, and Section 3 introduces the system model and problem formulation. The average file transmission delay is analyzed in Section 4 based on which the optimal bandwidth allocation is derived. In Section 5 a greedy content placement algorithm is proposed. Finally, Section 6 shows simulation results, and Section 7 concludes the paper.

2 Literature Review

Although the content placement problem has been extensively studied in wired networks, the design of mobile edge caching is relatively underdeveloped, due to the features of user mobility, link connectivity and channel quality [14], [22]. When each BS provides service independently, the popularity-based cache placement scheme (i.e., each BS stores the most popular contents) has been widely adopted to maximize the content hit ratio [23]. The cooperation among BSs can further enhance caching efficiency, which is also more challenging since the caching decision of one BS can be influenced by neighboring BSs [24]. Existing works on cooperative mobile edge caching can be classified into two categories based on the utilized system information, i.e., complete priori information and stochastic information.

With complete priori information of user connectivity and channel quality, both centralized and distributed cooperative content placement schemes have been designed [25], [26], [27], [28]. Shanmugam et al. have investigated the centralized cooperative content placement problem to minimize the average file downloading delay in a network consisting of one MBS and several cache-enabled SBSs, considering both coded and uncoded caching [25]. Li et al. have proposed a distributed belief propagation algorithm for content placement, by applying the factor graph to describe network topology [26]. Tran et al. have further combined the edge-based BS caching with core-based cloud caching in the Cloud-based Radio Access Networks (C-RANs), and designed a hierarchical content placement scheme to reduce file fetching delay and backhaul pressure [27]. The cooperative caching among BSs and users has been studied in [28], which can be
formulated as an integer-linear programming problem and solved by the hierarchical primal-dual decomposition method. In addition to popularity-based caching, other works have also exploited the user mobility information for proactive content fetching and cache update, to provide seamless handover experience [29]. Furthermore, caching schemes jointly consider content popularity and user mobility have been also designed [30]. By utilizing the complete information of network status, these algorithms can significantly improve network performance in terms of transmission delay, content hit rate, backhaul load, and user QoE. However, the limitation is that the cached contents need to be updated frequently with the variations of user requests or channel conditions, which may introduce considerable overhead and backhaul loads in practice. Furthermore, these algorithms are usually designed on a case-by-case basis for small-scale networks, which cannot provide general design guidelines for practical networks.

Cooperative caching has also been studied based on stochastic network information. By modeling the cache-enabled BSs as a homogeneous Poisson Point Process (PPP), the caching probabilities of different files have been optimized to maximize the content delivery success probability, where each user is served by the nearest BS with requested contents in cache [31]. Our previous work has shown the tradeoff between content diversity and spectrum efficiency in cooperative caching, when the user can be steered to the second nearest SBSs (i.e., user-centric cluster size set to 2) [1]. For multi-tier heterogeneous networks, an iterative heuristic content placement algorithm has been proposed, where each network tier makes decisions based on the contents cached at other tiers [32]. Furthermore, the long-term cache instance deployment problem has been studied to determine the optimal cache size of SBSs and MBSs for the given storage resource budget, where the SBS-tier cache the most popular contents and the MBS-tier cache the less popular ones for load balance [33]. Very recent works have explored the cooperative caching in user-centric clustered networks [20], [21], where insightful analytical results have been obtained on the tradeoff between caching diversity and channel diversity. However, [20], [21] only considered the single user case and ignored the constraints of radio resources. In fact, radio resource management has great impact on the performance of edge caching, which should be jointly optimized to further enhance system performance [34], [35], [36].

This paper investigates the joint optimization of content placement, SBS clustering, and bandwidth allocation in large-scale user-centric mobile networks, based on the stochastic network information. The novelty is three-fold. Firstly, by jointly optimizing bandwidth allocation, we conduct network-level cooperative caching design with the constraint of radio resources taken into consideration, which has been ignored in the existing clustered cooperative caching studies focusing on user-aspect performance [20], [21]. Secondly, through the design of content placement and cluster size, we reveal the underneath tradeoff relationship between content diversity and spectrum efficiency in an analytical way, which has not been well investigated in existing literature. Thirdly, both the analytical and numerical results demonstrate that the cluster size should be adjusted based on the traffic load and network status to balance the content diversity and spectrum efficiency, whereas most existing works have adopted the constant cluster size only based on the received signal strength.

3 SYSTEM MODEL AND FORMULATION

We consider a homogeneous mobile network with edge caching, where contents can be partially or completely stored at each SBS after being coded into segments, as shown in Fig. 1. The contents are characterized by popularity based on the hit rate, corresponding to diverse mobile services such as video streaming, HD map, social media, news, software update. When a user raises a content request, it can be served by a cluster of candidate SBSs, depending on the content caching states. If the requested content is cached, the user fetches the coded segments directly from candidate SBSs in ascending order of transmission distance, until the obtained segments are sufficient for file decoding. In addition, if the obtained segments from the caches of all candidate SBSs are insufficient for decoding, the nearest SBS will fetch the remaining ones from remote servers through backhaul, and then deliver to the user through wireless transmission. If the requested content is not stored in cache, the nearest SBS will fetch the whole content from remote servers. Therefore, the transmission delay depends on the content placement. The main notations are listed in Table 1.

3.1 Cooperative Content Caching

The distributions of SBSs and end users are modeled as independent PPPs of densities ρ and λ, respectively, for tractable analysis [37]. Denote by \( F = \{1, 2, \ldots, F\} \) the file library, where \( F \) is the total number of files. Denote by \( Q = \{q_1, q_2, \ldots, q_f, \ldots, q_F\} \) the file popularity distribution, where \( q_f > 0 \) is the probability that the requested content is file-\( f \) (\( \sum_{f=1}^{F} q_f = 1 \)). We exploit rateless fountain coding for cooperative caching [38]. Each
file is encoded by fountain coding into independent segments, which are equally deployed to all SBSs, i.e., each SBS holds \(c_f\) encoded segments of file-\(f\). Users can decode file-\(f\) by collecting \(s_f\) encoded segments from SBSs. The coded segments are considered to have the same size of \(L\) in bits, and thus \(s_f L\) reflects the size of file-\(f\) in bits. Due to the limited cache size, each SBS can store \(C\) coded segments at most, i.e., \(\sum_{f=1}^{F} c_f \leq C\).

Consider a typical user \(u\), served by \(K\) SBSs which have the shortest transmission distance. As the SBSs are homogeneous with the same system parameters (transmit power, bandwidth, cache size and backhaul capacity).

1. The identical file caching at SBSs is adopted since the SBSs are homogeneous with the same system parameters (transmit power, bandwidth, cache size and backhaul capacity).

**TABLE 1: Notation table**

| Notation | Definition/Description |
|----------|------------------------|
| \(p\)    | Density of SBSs         |
| \(\lambda\) | Density of active users |
| \(F\)    | The number of files in the file library |
| \(f\)    | File index, \(f = 1, \ldots, F\) |
| \(q_f\)  | File popularity of file-\(f\) |
| \(L\)    | Length of each coded segment |
| \(s_f\)  | The number of coded segments of file-\(f\) |
| \(c_f\)  | The number of coded segments of file-\(f\) cached |
| \(C\)    | Cache size of each SBS |
| \(K\)    | SBS cluster size |
| \(B_k\)  | The \(k\)th nearest SBS, \(k = 1, 2, \ldots, K\) |
| \(P_{k,f}\) | Downloading ratio at \(B_k\) if file-\(f\) is requested |
| \(\Omega_k\) | Average ratio of traffic served by \(B_k\) |
| \(W\)    | Available system bandwidth |
| \(\mu_{k,f}\) | Ratio of bandwidth allocated to Group-\(k\) users |
| \(N_k\)  | Number of Group-\(k\) users served by a SBS |
| \(\zeta\) | Spectrum efficiency of Group-\(k\) users |
| \(R_k\)  | Transmission rate of Group-\(k\) users |
| \(P_k\)  | Transmit power of SBSs |
| \(d_k\)  | Transmission distance of Group-\(k\) users |
| \(\alpha\) | Path loss coefficient |
| \(\sigma^2\) | Additive Gaussian noise power density |
| \(I_k\)  | Inter-cell interference received by Group-\(k\) users |
| \(D\)    | Average transmission delay |

*Fig. 2: Service process with user-centric clusters.*

**TABLE 2: Example of user-centric cluster**

|     | user-1 | user-2 | user-3 | user-4 | user-5 |
|-----|--------|--------|--------|--------|--------|
| SBS-1 | \(B_1\) | \(B_1\) | \(B_1\) | \(B_2\) | \(B_1\) |
| SBS-2 | \(B_2\) | \(x\)  | \(x\)  | \(B_2\) | \(B_1\) |
| SBS-3 | \(x\)  | \(B_1\) | \(B_2\) | \(B_1\) | \(x\)  |

Transmit power, the distance-based SBS clustering can provide highest transmission rate on average. In practical systems, the transmission distance can be estimated by the user-side channel measurement, and the information is reported to the Mobility Management Entity (MME) which makes decisions on user association and service. Denote by \(B_u = \{B_1, B_2, \ldots, B_k, \ldots, B_K\}\) the set of candidate SBSs, which are sorted according to transmission distance in ascending order without loss of generality. Suppose user-\(u\) requests file-\(f\), and it will fetch the cached segments from SBS-\(B_1\) to SBS-\(B_K\) successively, until the number of obtained segments reaches \(s_f\). If \(K c_f < s_f\), SBS-\(B_1\) will fetch the remaining \((s_f - K c_f)\) segments from remote servers via backhaul, which does not break cell load balancing. In addition, such service scheme can minimize the average transmission delay, without the instant information of channel status or cell load. User-\(u\) can get \([\min (kc_f, s_f) - \min ((k-1)c_f, s_f)]\) segments from SBS-\(B_k\) and SBS-1 needs to fetch \([s_f - \min (Kc_f, s_f)]\) segments from remote servers. The service flow chart is given as Fig. 2. When the cluster size is \(K = 2\), Fig. 3 illustrates the detailed service process with different cache ratio, corresponding to Fig. 1. Notice that the average downloading delay is lower at SBS-\(B_1\) compared with that at SBS-\(B_2\), which will be analyzed in details later. In addition, the delay will further increase when fetching the remaining segments from remote servers, due to the backhaul transmission. Thus, increasing \(c_f\) helps to reduce average transmission delay of file-\(f\), as shown in Fig. 3. As a result, the content placement should be well designed to minimize delay, under the constraint of cache size \(\sum_{f=1}^{F} c_f \leq C\).

Denote by \(P_{k,f}\) the ratio of segments that user-\(u\) can get from the cache of SBS-\(B_k\), given by

\[
P_{k,f} = \frac{1}{s_f - \min (K c_f, s_f)} - \min ((k-1)c_f, s_f).
\]

For notation simplicity, denote by \(P_{K+1,f}\) the ratio of remaining contents fetched from remote servers:

\[
P_{K+1,f} = 1 - \sum_{k=1}^{K} P_{k,f} = 1 - \min (K c_f, s_f) \frac{1}{s_f}.
\]

Therefore, the average content hit ratio at the \(k\)th candidate SBS is given by

\[
\Omega_k = \sum_{f=1}^{F} q_f P_{k,f},
\]

where \(k = 1, 2, \ldots, K\). Denote by \(\Omega_{K+1}\) the average content miss ratio: \(\Omega_{K+1} = 1 - \sum_{k=1}^{K} \Omega_k\).

For a typical SBS, it can hold different rankings to the served users, varying from the 1st to the \((K+1)\)th. Thus, from the perspective of SBSs, the served users can be classified into \((K+1)\) groups, based on the ranking of the
serving SBSs. From the perspective of an individual user, it can belong to different groups at different times, since it fetches segments from different SBSs successively. User-\(u\) belongs to Group-\(k\) when it is fetching file from SBS \(B_k\), i.e., the \(k\)th candidate SBS. Table 2 gives an example of network topology when there are 3 SBSs serving 5 users with cluster size of 2, where \(B_k\) means the SBS is the \(k\)th nearest SBS for the corresponding user (\(x\) means the SBS is not connected). For illustration, SBS-2 is the second nearest SBS for user-1 and user-5, and is the nearest SBS for users-4. As a result, SBS-2 can serve three users, user-4 belongs to the first user group when downloading cached segments, user-1 and user-5 belong to the second user group, while user-4 belongs to the third group when downloading remaining segments via the backhaul.

The main difference between the groups is the wireless transmission rate. Specifically, the transmission distance increases with the group index \(k\), leading to higher path loss and lower transmission rate on average. According to Eq. (3), \(\Omega_k\) also denotes the probability that a user is being served by the \(k\)th candidate SBS, i.e., belonging to Group-\(k\). As the user distribution follows a PPP of density \(\lambda\), the distribution of Group-\(k\) users also follows a PPP of density \(\Omega_k\lambda\). Define \(\{\Omega_k\}\) as the group load distribution, to denote the traffic load distribution among different groups, which is a key factor influencing the average file transmission delay.

### 3.2 Wireless Transmission

The transmission rate should be guaranteed for successful file delivery. When user-\(u\) is served by SBS-\(B_k\), the file transmission rate is given by

\[
R_k = w_{u,k} \log_2 (1 + \zeta_k),
\]

where \(w_{u,k}\) is the allocated bandwidth to user-\(u\) and \(\zeta_k\) is the received signal to interference and noise ratio (SINR)

\[
\zeta_k = \frac{P_T d_k^{-\alpha}}{\sigma^2 + I_k},
\]

\(P_T\) is the SBS transmit power density, \(d_k\) is the distance from user-\(u\) to SBS-\(B_k\), \(\alpha\) is the path loss exponent, \(\sigma^2\) is the additive Gaussian noise power density, and \(I_k\) denotes the inter-cell interference when served by SBS-\(B_k\). With the advanced interference mitigation techniques (like spectrum reuse, power control, and interference alignment), the inter-cell interference can be treated as constant noise.

Then, \(I_k\) can be interpreted as the efficiency of interference mitigation. For example, \(I_k = 0\) if the interference is canceled completely, which usually requires perfect channel information. Larger \(I_k\) means less effective interference mitigation, which can happen with incomplete channel information, lower received signal strength, extensive spatial spectrum use.

Denote by \(W\) the total available system bandwidth, and \(\phi_k\) the ratio of bandwidth allocated to Group-\(k\) users, where \(\phi_k \geq 0\) and \(\sum_{k=1}^{K+1} \phi_k \leq 1\). When user-\(u\) is being served by SBS \(B_k\), it belongs to Group-\(k\) and the corresponding transmission rate is given by

\[
R_k = \frac{\phi_k W}{N_k} \log_2 (1 + \zeta_k),
\]

where \(N_k\) is the number of Group-\(k\) users being served by SBS-\(B_k\). Due to the random network topology and user location, \(N_k\) and \(\zeta_k\) are random variables. Thus, the average file transmission delay is given by

\[
\bar{D} = \sum_{k=1}^{K} \frac{\Omega_k S L}{E_{\{B_k, d_k\}} [R_k]} + \left( \frac{S L}{E_{\{B_k, d_{K+1}\}} [R_k]} + \bar{D}_{BH} \right) \Omega_{K+1},
\]

\(2\). \(\zeta_{K+1} = \zeta_1\).
where $\{N_k, d_k\} [R_k]$ denotes the expected transmission rate of Group-$k$ users in respect to the random variables $N_k$ and $d_k$, $D_{BH}$ is the average delay of backhaul file fetching, and $S$ is the average length of requested files, i.e., $S = \sum_{f=1}^{F} q_f s_f$. The probability distribution of $N_k$ depends on the group load distribution $\{\Omega_k\}$, which varies with content placement $\{c_f\}$ according to Eq. (3). Accordingly, the bandwidth allocation $\{\phi_k\}$ should be adjusted to $\Omega_k$ for load balancing and effective resource utilization, based on the content placement. Therefore, we jointly optimize the content placement and bandwidth allocation, to minimize the average file transmission delay.

### 3.3 Problem Formulation

The delay-optimal cooperative caching problem can be formulated as follows:

$$\begin{align*}
\min_{\{c_f\}, \{\phi_k\}} & \quad D, \\
\text{s.t.} & \quad \sum_{f=1}^{F} c_f \leq C, \\
& \quad \sum_{k=1}^{K+1} \phi_k \leq 1, \\
& \quad c_f \in \{0, 1, \cdots, s_f\}, \quad \forall f \in F, \\
& \quad \phi_k \geq 0, \quad k = 1, 2, \cdots, K + 1,
\end{align*}$$

(P1)

where (8b) reflects the limitation of cache capacity and (8c) is due to the constrained system bandwidth. The optimization of content placement $\{c_f\}$ should consider the tradeoff between content diversity and spectrum efficiency. Increasing content diversity can improve content hit ratio, and the average backhaul transmission delay can be reduced as more users can get requested contents directly from the candidate SBSs. However, the spectrum efficiency degrades due to the increased transmission distance, introducing higher delay of wireless transmission. The optimization of bandwidth allocation (i.e., $\{\phi_k\}$) is to balance the resource and traffic demand among different groups, since different content placement leads to different group load distributions (i.e., $\{N_k\}$).

Problem (P1) has two-fold challenges. Firstly, the average delay cannot be derived in closed form, due to the multi-dimensional randomness of network topology, traffic distribution, as well as file popularity. Accordingly, the relationship between average delay and content placement cannot be obtained directly. Secondly, as $\{c_f\}$ takes discrete values while $\{\phi_k\}$ is continuous, (P1) is a mixed integer programming problem and cannot be solved in polynomial time. To deal with the first challenge, we apply the stochastic geometry and analyze the average delay approximately based on the high SINR requirements of practical networks. As for the second challenge, (P1) can be solved in two steps: 1) Bandwidth Allocation Subproblem: deriving the optimal bandwidth allocation for any given content placement; and 2) Content Placement with Optimal Bandwidth Allocation: optimizing the caching problem by substituting the obtained optimal bandwidth allocation into (P1). In the following sections, the analysis of average file transmission delay, bandwidth allocation and content placement subproblems will be presented in details.

### 4 AVERAGE DELAY ANALYSIS

In this section, we analyze the average file transmission delay via stochastic geometry, based on which the bandwidth allocation subproblem is solved by applying the Lagrange multiplier method.

#### 4.1 File Transmission Delay

Due to the multi-dimensional randomness of cell load, transmission distance and coverage area, the accurate transmission rate cannot be derived, posing challenges to the design of cooperative caching. However, a lower bound of average file transmission rate can be approximately obtained in closed form, based on the theory of stochastic geometry, given as Lemma 1.

**Lemma 1.** The average file transmission rate for Group-$k$ users has a lower bound,

$$E[R_k] \geq \frac{\phi_k W \rho}{M_k} \left[ \log_2 \left( \frac{P_T (\pi \rho)^{\frac{2}{\sigma^2 + I_k}}}{\sigma^2 + I_k} \right) + \frac{\alpha}{2} \ln \left( \gamma - \sum_{m=1}^{k-1} \frac{1}{m} \right) \right],$$

where $\gamma \approx 0.577$ denotes the Euler-Mascheroni constant. In addition, the equality holds when $\frac{\sigma^2 + I_k}{\gamma} \to 0$. 

**Proof.** As the received SINR and cell load can be considered as independent variables, the average file transmission rate can be approximated as:

$$E[R_k] = \frac{\phi_k W E[\ln (1 + \zeta_k)]}{\ln 2 E[N_k]},$$

where $E[N_k] = \lambda \Omega_k / \rho$ since both users and SBSs follow PPPs. Furthermore,

$$E[\ln (1 + \zeta_k)] \geq -\alpha E[\ln (d_k)] + \ln \left( \frac{P_T}{I_k + \sigma^2} \right),$$

where the equality holds if $\frac{1 + \frac{\sigma^2}{I_k}}{\gamma} \to 0$ (i.e., high SINR). The cumulative distribution function (CDF) of the transmission distance $d_k$ is given by

$$P\{d_k \leq D\} = 1 - \sum_{m=0}^{k-1} \frac{(\pi D^2 \rho)^m}{m!} e^{-\pi D^2 \rho},$$

i.e., the probability that there are at least $k$ SBSs within the circular of radius $d_k$ centered at a user. Thus,

$$E[\ln (d_k)] = \int_0^\infty \ln D \, d (P\{d_k \leq D\}) = \int_0^\infty 2\pi \rho D e^{-\pi D^2 \rho} \ln D \, dD$$

$$= \int_0^\infty 2\pi \rho D e^{-\pi D^2 \rho} \ln D \, dD \cdot \frac{1}{2} e^{-\pi D^2 \rho} \ln D + \sum_{m=1}^{k-1} \frac{(\pi D^2 \rho)^m}{m!} e^{-\pi D^2 \rho} \ln D$$

$$= -\frac{\gamma}{2} \ln \pi \rho + \sum_{m=1}^{k-1} \frac{(\pi \rho D^2)^m}{m!} e^{-\pi D^2 \rho} \ln D$$

$$= -\frac{\gamma}{2} \ln \pi \rho + \sum_{m=1}^{k-1} \frac{1}{2m}.$$
where $\gamma$ is the Euler-Mascheroni constant with numerical value of 0.577215664902... [41]. Substituting (13) into (11) and (10), Lemma 1 can be proved.

The lower bound abstracts wireless transmission rate with respect to physical layer parameters and the group load distributions. As the group load distribution results from the cooperative caching schemes, Lemma 1 can be applied to analyze the performance of cooperative caching while taking into account wireless transmission features. The lower-bound approximation is quite accurate in high SINR region, and hence supports conservative analysis. In practical systems, most users are guaranteed with high SINR due to the reliable communication requirement, which can be achieved through advanced interference mitigation techniques. The accuracy of the lower-bound will be validated in the simulation section. Lemma 1 indicates that the file transmission rate of Group-$k$ varies with the allocated bandwidth $\phi_k$ and traffic load $\Omega_k$. For notation simplicity, the average file transmission rate is rewritten as

$$ E[R_k] \approx \frac{\phi_k}{\Omega_k} W \tau_k, \quad (14) $$

where

$$ \tau_k = \frac{\rho}{\lambda} \left[ \log_2 \frac{P_T (\pi \rho)}{\sigma^2 + I_k} + \frac{\alpha}{2 \ln 2} \left( \gamma - \sum_{m=1}^{k-1} \frac{1}{m} \right) \right], \quad (15) $$

representing the average spectrum efficiency of the $k$th candidate SBS. Specifically, the physical meaning of $W \tau_k$ is the average file transmission rate when all users are served by their $k$th candidate SBS with all available system bandwidth. $\tau_k$ is irrelevant with content placement and $k$ due to high transmission distance and path loss.

### 4.2 Bandwidth Allocation Subproblem

Substituting the results of Lemma 1 into Eq. (7), the average file transmission delay can be rewritten as

$$ \bar{D} = \left[ \sum_{k=1}^{K+1} \frac{\Omega_k^2}{W \tau_k \phi_k} \right] S L + \bar{D}_{BH} \Omega_{K+1}. \quad (16) $$

For the given content placement $\{c_j\}$, $\{\Omega_1, \Omega_2, \ldots, \Omega_{K+1}\}$ can be derived based on Eqs. (1), (2), and (3). As a result, the average file transmission delay only varies with $\{\phi_k\}$ in Eq. (16). The bandwidth allocation subproblem can be formulated as follows:

$$ \min_{\{\phi_k\}} \left[ \sum_{k=1}^{K+1} \frac{\Omega_k^2}{W \tau_k \phi_k} \right] S L + \bar{D}_{BH} \Omega_{K+1}, \quad (17a) $$

s.t.

$$ \sum_{k=1}^{K+1} \phi_k \leq 1, \quad (17b) $$

$$ \phi_k \geq 0, \quad k = 1, 2, \ldots, K + 1. \quad (17c) $$

(S1) is a convex optimization with respect to $\{\phi_k\}$, since $\frac{\partial^2 \bar{D}}{\partial \phi_k^2} = \frac{\Omega_k^2}{2 W \tau_k \phi_k^3} > 0$. The optimal bandwidth allocation is given as Proposition 1, obtained with the Lagrange multiplier method.

**Proposition 1.** For the given content placement, the optimal bandwidth allocation is given as

$$ \hat{\phi}_k = \frac{\Omega_k}{\sum_{j=1}^{K+1} \Omega_j}. \quad (18) $$

**Proof.** The Lagrange function of bandwidth allocation subproblem is given by

$$ G(\phi_1, \ldots, \phi_{K+1}) = \sum_{k=1}^{K+1} \frac{\Omega_k^2 S L}{W \tau_k \phi_k} + \bar{D}_{BH} \Omega_{K+1} + \xi_0 \left( \sum_{k=1}^{K+1} \phi_k - 1 \right) - \sum_{k=1}^{K+1} \xi_k \phi_k, \quad (19) $$

where $\xi_0 \geq 0$ is the Lagrange multiplier for constraint $\sum_{k=1}^{K+1} \phi_k \leq 1$, $\xi_k \geq 0$ is the multiplier for constraint $\phi_k \geq 0$ and $k = 1, 2, \ldots, K + 1$. Taking the derivative of the Lagrange function, the optimal solution should satisfy

$$ \frac{\partial G(\phi_1, \ldots, \phi_{K+1})}{\partial \phi_k} = -\frac{\Omega_k^2 S L}{W \tau_k \phi_k^2} + \xi_0 - \xi_k = 0, \quad (20) $$

which is equivalent to

$$ \phi_k = \Omega_k \sqrt{\frac{S L}{W \tau_k (\xi_0 - \sum_{k=1}^{K+1} \xi_k)}}. \quad (21) $$

Due to the complementary slackness of a constraint and its optimal Lagrange multiplier, $\phi_k > 0$ implies $\mu_k = 0, \forall k$. As a result, the optimal bandwidth allocation should also satisfy $\xi_0 \left( \sum_{k=1}^{K+1} \phi_k - 1 \right) = 0$, i.e.,

$$ \xi_0 \left( \sum_{k=1}^{K+1} \phi_k - 1 \right) = 0. \quad (22) $$

Therefore, $\sqrt{\xi_0} = \sum_{k=1}^{K+1} \Omega_k \sqrt{\frac{S L}{W \tau_k}}$, and Proposition 1 is thus proved.

Substitute (18) into (16), the average file transmission delay can be rewritten as

$$ \bar{D} = \left[ \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} \right] S L \bar{W} + \bar{D}_{BH} \Omega_{K+1} $$

$$ = \left( \sum_{k=1}^{K} \frac{\Omega_k}{\sqrt{\tau_k}} + \frac{1 - \sum_{k=1}^{K} \Omega_k}{\sqrt{\tau_1}} \right)^2 \frac{S L}{\bar{W}} + \bar{D}_{BH} \left( 1 - \sum_{k=1}^{K} \Omega_k \right), \quad (23) $$

The two parts can be interpreted as the average wireless transmission delay and backhaul delay, respectively. Notice that placing more diverse files in cache increases the content hit ratio $\Omega_k$ ($k = 1, 2, \ldots, K$). Based on Eq. (23), the average backhaul delay decreases, whereas the average wireless transmission delay increases with $\Omega_k$, where $k = 2, 3, \ldots, K$. This result reflects the tradeoff between content diversity gain and spectrum efficiency degradation under cooperative caching, which is influenced by the
delay due to the large path loss. To balance the gain of candidate SBS may even increase average transmission delay dominants, and using the kth candidate SBS may even increase average transmission delay. Otherwise, the wireless transmission delay dominants, and we should enhance content diversity to reduce average file transmission delay. Otherwise, the delay of content diversity gain, but results in lower spectrum efficiency degradation should be no guaranteed, and a sufficient condition is given in Proposition 2.

Proposition 2. If
\[ \frac{\partial \bar{D}}{\partial \bar{k}} \leq 0 \]  
where \( k = 2, 3, \ldots, K \). If \( \frac{\partial \bar{D}}{\partial \bar{k}} \leq 0 \), the backhaul delay can be guaranteed \( \forall \Omega_k \in [0, 1] \), where \( k = 2, 3, \ldots, K \). As \( \tau_{K+1} = \tau_1 \) and \( \tau_K \leq \tau_k \) (for \( k = 1, 2, \ldots, K + 1 \)), we have
\[ \sum_{k=2}^{K+1} \left( \frac{1}{\sqrt{\tau_k}} \right) \Omega_k + \frac{1}{\sqrt{\tau_1}} \leq \frac{1}{\sqrt{\tau_k}}. \]

Furthermore,
\[ \left( \frac{1}{\sqrt{\tau_k}} \right) \leq \frac{1}{\sqrt{\tau_k}} \]

Substitute Eqs. 26 and 27 into Eq. 24:
\[ \frac{\partial \bar{D}}{\partial \bar{k}} = 2 \frac{S L}{\sqrt{W}} \left( \frac{1}{\sqrt{\tau_k}} - \frac{1}{\sqrt{\tau_1}} \right) - \bar{D}_{BH}. \]

Therefore, Eq. 25 provides a sufficient condition to \( \frac{\partial \bar{D}}{\partial \bar{k}} \leq 0 \), and Proposition 2 is thus proved.

Notice that the left part of Eqn. 25 can be interpreted as the maximal degradation of spectrum efficiency when the cluster size is \( \bar{k} \). Therefore, Proposition 2 indicates that the degradation of spectrum efficiency should be no larger than the backhaul delay. Otherwise, the delay of remote file fetching is even smaller than the delay of fetching files from SBS \( B_K \), and \( B_K \) should not be involved into cluster. Proposition 2 offers a guideline for SBS clustering. As the left part of Eqn. 25 (i.e., the spectrum efficiency degradation) increases with \( K \), Eqn. 25 constrains the maximal cluster size. Furthermore, the maximal cluster size depends on network parameters. For example, larger backhaul delay indicates larger cluster size.

5 CONTENT PLACEMENT WITH OPTIMAL BANDWIDTH ALLOCATION

Based on the result of optimal bandwidth allocation, the content placement subproblem can be formulated as follows:
\[
\min_{\{c_f\}} \frac{S L}{W} \left( \sum_{k=1}^{K+1} \sqrt{\tau_k} \right)^2 + \bar{D}_{BH} \Omega_{K+1}, \tag{29a}
\]
\[
(\text{SP2}) \quad \text{s.t.} \quad \sum_{f=1}^{F} c_f \leq C, \tag{29b}
\]
\[
c_f \in \{0, 1, \ldots, s_f\}, \quad \forall f \in \mathcal{F}. \tag{29c}
\]

The complexity of this integer programing problem increases exponentially with the number of files and file size. In addition, the average delay is piecewise with respect to caching placement based on Eqs. 1, 2 and 3, posing additional challenges. Therefore, a sub-optimal algorithm with low complexity should be devised for practical network operations. To this end, we first analyze the delay improvement by adding a segment into cache, and then design a greedy algorithm based on the submodular properties.

5.1 Delay Improvement with Segment Placement

When a segment is added into cache, the content hit ratio increases, influencing average file transmission delay. Suppose the number of segments cached in the SBS is \( C = \{c_1, c_2, \ldots, c_f, \ldots, c_F\} \), whose corresponding content hit ratio and group load distribution is \( \{P_{k,f}\} \) and \( \{\Omega_k\} \), respectively. Assume file-\( h \) is not completely stored (i.e., \( c_h = s_h \)), and we add a segment of file-\( h \) into cache.

Accordingly, the number of cached segments becomes \( C' = \{c_1', c_2, \ldots, c_f', \ldots, c_F'\} \), where \( c_h' = c_h + 1 \), \( c_f' = c_f \), \( \forall f \in \mathcal{F} \) and \( f \neq h \). Denote by \( \{P_{k,f}'\} \) and \( \{\Omega_k'\} \) the updated content hit ratio and group load distribution, respectively. To evaluate the delay performance improved by caching the segment, we define \( V(C, h) \) as the marginal gain:
\[ V(C, h) = \bar{D}_c(C) - \bar{D}_c(C'), \tag{30} \]
where \( \bar{D}_c(C) \) and \( \bar{D}_c(C') \) denote the average file transmission delays when the cached segment set is \( C \) and \( C' \), respectively. Substitute Eq. 23 into Eq. 30, and the marginal gain is given by
\[
V(C, h) = \bar{D}_{BH} (\Omega_{K+1} - \Omega'_{K+1})
+ \frac{S L}{W} \left( \sum_{k=1}^{K+1} \sqrt{\tau_k} \right)^2 \left( \sum_{k=1}^{K+1} \frac{\Omega_k - \Omega'_k}{\sqrt{\tau_k}} \right) \tag{31}
\]
indicating that the key factor of the marginal gain is the variation of group load distribution.

Denote by \( \delta_k = \Omega_k - \Omega_k' \) and \( \Delta = [\delta_1, \delta_2, \ldots, \delta_{K+1}] \), i.e., the variations of group load distribution. The group
load distribution depends on the content hit ratio, according to Eq. (3). For the other files except \( h \), the number of cached segment remains the same, and thus the content hit ratio does not change, i.e., \( P'_{k,f} = P_{h,f} \) for \( f \neq h \). Therefore, the variations of group load distribution is given by \( \delta_k = q_h (P'_{k,h} - P_{h,h}) \) for \( k = 1, 2, \ldots, K + 1 \). As the content hit ratio is piecewise with respect to the SBS index \( k \) according to Eq. (3) and (4), \( \delta_k \) also has a piecewise structure. The result of \( \delta_k \) can be classified into the following two cases, depending on the number of cached segments \( c_h \).

**Case 1.** If \( c_h \leq \frac{n}{K} \), the variation of group load distribution is given by

\[
\delta_k = \begin{cases} 
\frac{q_h}{s_h}, & k = 1, 2, \ldots, K, \\
\frac{q_h}{s_h} - \frac{k}{s_h}, & k = K + 1.
\end{cases}
\]

**Case 2.** If \( c_h \geq \frac{n}{K} \), the variation of group load distribution is given by

\[
\delta_k = \begin{cases} 
\frac{q_h}{s_h}, & k = 1, 2, \ldots, K, \\
\frac{q_h}{s_h} - \frac{k}{s_h}, & k = K + 1.
\end{cases}
\]

When the number of cached segments is small, extra segments need to be fetched from remote servers for file decoding. Accordingly, adding a new segment into cache can reduce content miss ratio, which is the situation of Case 1. However, when the number of cached segments exceeds some threshold, the requested file can be decoded by downloading files locally from the candidate SBSs, i.e., no content miss in Case 2. Therefore, adding a new segment into cache no longer improves total content hit ratio, but users can finish file downloading from closer SBSs with higher transmission rate. For example, suppose there are 6 candidate SBSs and consider a file-\( h \) requiring 100 segments to decode. If each SBS caches 24 segments, users need to download segments from SBS B1-B5 for file decoding. If each SBS caches 25 segments, users can finish file decoding only from SBS B1-B4, in this case, \( K = 4, K = 5 \), and \( \Delta = \left[ \frac{1}{200}, \frac{1}{200}, \frac{1}{200}, \frac{1}{200}, -\frac{1}{50}, 0, 0 \right] \) if the popularity is \( q_h = 0.5 \).

The tradeoff between content diversity and spectrum efficiency influences the marginal gain differently in the two cases. In Case 1, adding a new segment enhances content diversity as well as content hit ratio. Accordingly, the backhaul transmission delay can be reduced, but the wireless transmission delay increases due to degraded spectrum efficiency. In Case 2, adding a new segment cannot enhance content diversity, and brings no backhaul delay improvement. However, wireless transmission delay can be reduced with improved spectrum efficiency, since users can download file from BSs in proximity.

### 5.2 Submodular Property Analysis

In what follows, we analyze the marginal gain of content placement with respect to \( C \) and \( h \). Specifically, the marginal gain can be proved to have monotone submodular properties under the condition of Proposition 2, given as Proposition 3.

**Proposition 3.** For any two feasible cache placement \( C = \{c_1, \ldots, c_F\} \) and \( C' = \{c'_1, \ldots, c'_F\} \) satisfying \( c_f \leq c'_f (\forall f \in F) \), we have \( V(C, h) \geq V(C', h) \) \( > 0 \) under the condition of Proposition 2, where \( c_h \leq c_h < s_h \).

**Proof.** The proof can be conducted in two steps: 1) the marginal gain is positive, i.e., \( V(C, h) > 0 \); and 2) the marginal gain decreases with the number of cached contents, i.e., \( V(C', h) < V(C, h) \). For the proof of step 2), we prove \( V(C', h) < V(C, h) \) under a special case: suppose \( C \) is the initial cache placement where \( c_h \leq s_h - 2, C' \) is the cache placement when a segment of file-\( h \) is added, and \( C'' \) is the cache placement when two segments of file-\( h \) are added. For the general case of \( c'_f \geq c_f, V(C', h) < V(C, h) \) can be proved through recursion. Furthermore, the proof needs to be conducted under both cases, respectively.

1) \( V(C, h) > 0 \) in Case 1:

Substituting Eq. (32) into (31), the marginal value can be rewritten as

\[
V(C, h) = K \tilde{D}_{BH} \frac{q_h}{s_h} - \frac{SL}{W} \left( \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega_k^p}{\sqrt{\tau_k}} \right) \left( \sum_{k=1}^{K+1} \frac{\delta_k}{\sqrt{\tau_k}} \right) \]

\[
= K \tilde{D}_{BH} \frac{q_h}{s_h} - \frac{SLq_h}{W} \left( \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega_k^p}{\sqrt{\tau_k}} \right) \left( 1 - \frac{1}{\sqrt{K+1}} \right)
\]

As \( \tau_{K+1} > \tau_2 > \ldots > \tau_K \), we have

\[
\sum_{k=1}^{K+1} \left( \frac{1}{\sqrt{\tau_k}} - \frac{1}{\sqrt{\tau_1}} \right) < K \left( \frac{1}{\sqrt{\tau_K}} - \frac{1}{\sqrt{\tau_1}} \right),
\]

and

\[
\frac{2}{\sqrt{K}} > \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega_k^p}{\sqrt{\tau_k}}
\]

due to \( \sum_{k=1}^{K+1} \Omega_k = \sum_{k=1}^{K+1} \Omega_k^p = 1 \). According to (25),

\[
K \tilde{D}_{BH} \geq 2K \frac{\tilde{S}L}{W} \left( \frac{1}{\sqrt{\tau_K}} - \frac{1}{\sqrt{\tau_1}} \right) \]

\[
> \frac{\tilde{S}L}{W} \left( \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega_k^p}{\sqrt{\tau_k}} \right) \left( \frac{1}{\sqrt{\tau_K}} - \frac{1}{\sqrt{\tau_1}} \right).
\]

Hence, \( V(C, h) > 0 \).

2) \( V(C, h) > 0 \) in Case 2:

Substituting Eq. (33) into (31), the marginal value can be rewritten as

\[
V(C, h) = - \frac{SL}{W} \left( \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega_k^p}{\sqrt{\tau_k}} \right) \left( \sum_{k=1}^{K-1} \frac{\delta_k}{\sqrt{\tau_k}} \right).
\]

Assume \( s_f/K \) is an integer without losing generality.
As \( \delta_1 = \delta_2 = \cdots = \delta_K = q_h/s_h > 0 > \delta_{K+1} \geq \cdots \geq \delta_K \) and \( \tau_1 > \tau_2 > \cdots > \tau_{K'} \), we have
\[
\sum_{k=1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} = \sum_{k=1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} + \sum_{k=K+1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} < \sum_{k=1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} + \sum_{k=K+1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} = 0. \tag{39}
\]
Hence, \( V(C, h) > 0 \).

(3) \( V(C', h) < V(C, h) \) in Case 1:

Denote by \( \{\Omega_k\} \), \( \{\Omega'_k\} \) and \( \{\Omega''_k\} \) the group load distributions, corresponding to cache placement is \( C \), \( C' \) and \( C'' \), respectively. Denote by \( \delta_k = \Omega'_k - \Omega_k \), and \( \delta_k = \Omega''_k - \Omega'_k \) for \( k = 1, \cdots, K + 1 \). According to Eq. \( 34 \) and \( \tau_{K+1} = \tau_1 \), we have
\[
V(C', h) - V(C, h) = \frac{S}{W} L \frac{q_h}{s_h} \left( \sum_{k=1}^{K+1} \frac{\Omega_k - \Omega''_k}{\sqrt{\tau_k}} \right) \sum_{k=1}^{K} \left( \frac{1}{\sqrt{\tau_k}} - \frac{1}{\sqrt{\tau_1}} \right). \tag{40}
\]
As \( \Omega_k - \Omega''_k = -2q_h/s_h \) for \( k = 1, \cdots, K \) and \( \Omega_{K+1} - \Omega''_{K+1} = 2q_h/s_h \), we have
\[
\sum_{k=1}^{K} \frac{\Omega_k - \Omega''_k}{\sqrt{\tau_k}} = -2 \frac{q_h}{s_h} \sum_{k=1}^{K+1} \frac{1}{\sqrt{\tau_k}} + 1/\sqrt{\tau_1}. \tag{41}
\]
Therefore,
\[
V(C', h) - V(C, h) = -\frac{2S}{W} \left( \frac{q_h}{s_h} \right)^2 \sum_{k=1}^{K+1} \left( \frac{1}{\sqrt{\tau_k}} - \frac{1}{\sqrt{\tau_1}} \right)^2 < 0. \tag{42}
\]

(4) \( V(C', h) < V(C, h) \) in Case 2:

According to Eq. \( 38 \), we have
\[
V(C', h) - V(C, h) = \frac{S}{W} L \left( \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega'_k}{\sqrt{\tau_k}} \right) \left( \sum_{k=1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} \right) \tag{43}
\]
\[
= \left( \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega'_k}{\sqrt{\tau_k}} \right) \left( \sum_{k=1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} \right) \]
\[
= \left( \sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega'_k}{\sqrt{\tau_k}} \right) \left( \sum_{k=1}^{K'} \frac{\delta_k}{\sqrt{\tau_k}} \right). \tag{44}
\]
where \( \tilde{K} = \left\lfloor \frac{q_h}{s_h} \right\rfloor \) and \( \tilde{K}' = \left\lfloor \frac{2q_h}{s_h} + 1 \right\rfloor \). Notice that \( \Omega''_k - \Omega_k \) corresponds to the variations of group load distributions when two segments of file-\( h \) are added, which has a similar structure of \( \delta_k \):
\[
\begin{cases}
\Omega''_k - \Omega_k = \frac{2q_h}{s_h}, & \text{for } k = 1, 2, \cdots, \tilde{K}'', \\
\Omega'_k - \Omega_k < 0, & \text{for } k = K'' + 1, \cdots, \tilde{K}'', \\
\Omega'_k - \Omega_k = 0, & \text{for } k = K'' + 1, \cdots, K + 1.,
\end{cases} \tag{45}
\]
where \( \sum_{k=1}^{K''} (\Omega''_k - \Omega_k) = 0, \tilde{K}'' = \left\lfloor \frac{q_h}{s_h} + 2 \right\rfloor \), and \( \tilde{K}'' = \left\lfloor \frac{2q_h}{s_h} \right\rfloor \). Due to the same reason of Eqn. \( 39 \),
\[
\sum_{k=1}^{K+1} \frac{\Omega''_k - \Omega_k}{\sqrt{\tau_k}} < 0. \tag{46}
\]
Therefore,
\[
\sum_{k=1}^{K+1} \frac{\Omega_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega'_k}{\sqrt{\tau_k}} > \sum_{k=1}^{K+1} \frac{\Omega''_k}{\sqrt{\tau_k}} + \sum_{k=1}^{K+1} \frac{\Omega''_k}{\sqrt{\tau_k}} > 0. \tag{47}
\]
In what follows, we prove \( \sum_{k=1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} < \sum_{k=1}^{K} \frac{\delta'_{K+1}}{\sqrt{\tau_k}} < 0. \)

As \( c_h \geq \frac{K}{s_h} \) in Case 2, we have \( \frac{q_h}{s_h} - \frac{2q_h}{s_h} - \frac{q_h}{s_h} < K^2 \).

In practical systems, the number of candidate SBSs \( K \) (usually smaller than 10) is generally much smaller than \( s_h \) (usually hundreds or thousands). Thus, we assume \( \frac{q_h}{s_h} - \frac{2q_h}{s_h} - \frac{q_h}{s_h} < 1. \)

Therefore, \( \sum_{k=1}^{K+1} \frac{\delta_k}{\sqrt{\tau_k}} < \sum_{k=1}^{K+1} \frac{\delta'_{K+1}}{\sqrt{\tau_k}} < 0. \)

If \( K = K' \), we have \( K' = K' + 1, \delta_k = \delta'_k = q_h/s_h \) for \( k = 1, 2, \cdots, K, \delta_{K+1} = 0, \delta_{K+2} = 0, \delta_{K+1} = 0, \delta_{K+2} = 0, \delta_{K+1} = -Kq_h/s_h < 0 \), we further have
\[
\sum_{k=1}^{K+2} \frac{\delta_k}{\sqrt{\tau_k}} - \sum_{k=1}^{K+2} \frac{\delta'_{K+1}}{\sqrt{\tau_k}} = \frac{\delta_{K+1}}{\sqrt{\tau_{K+1}}} + \frac{\delta_{K+2}}{\sqrt{\tau_{K+2}}} - \frac{\delta_{K+1} + \delta_{K+2}}{\sqrt{\tau_{K+1}}} - \frac{\delta_{K+1} + \delta_{K+2}}{\sqrt{\tau_{K+2}}} \tag{49}
\]
\[
= \frac{1}{\sqrt{\tau_{K+1}}} + \frac{1}{\sqrt{\tau_{K+2}}} < 0, \tag{50}
\]
since \( \tau_1 > \tau_2 \).

Thus \( K = K' + 1, \delta_k = \delta'_k = q_h/s_h \) for \( k = 1, 2, \cdots, K, \delta_{K+1} = 0, \delta_{K+2} = 0, \delta_{K+1} = 0, \delta_{K+2} = 0, \delta_{K+1} = -Kq_h/s_h < 0 \), By Eqs. \( 49 \) and \( 50 \), we have \( \sum_{k=1}^{K} \frac{\delta_k}{\sqrt{\tau_k}} < \sum_{k=1}^{K} \frac{\delta'_{K+1}}{\sqrt{\tau_k}} < 0 \) with Eqn. \( 46 \),

\( V(C', h) < V(C, h) \) can be proved in Case 2.
Algorithm 1 The Proposed Greedy Algorithm

Input: $F$: file library; $\{q_f\}$: file popularity distribution; $(s_f)$: file length; $C$: cache size of SBSs; $\rho$: SBS density; $K$: cluster size; $D_{BH}$: average backhaul delay;
Output: $\{c_f\}$: number of cached segments; $\{\hat{\phi}_f\}$: the optimal bandwidth allocation;
1: Calculate $y_k$ based on Eq. (15), for $k = 1, 2, \cdots, K + 1$;
2: Set $\mathcal{Y}_f = \emptyset, c_f = 0, \forall f \in F$;
3: while $\sum_{f=1}^{F} c_f < C$ do
4: Calculate the group load distribution $\{\Omega_k\}$ with Eq. (52);
5: $h^* = \arg \max_h V(\{c_f\}, h)$, based on Eq. (31);
6: $\mathcal{Y}_{f^*} \leftarrow \mathcal{Y}_{f^*} \cup \{x_{c_{f^*}+1}\}, c_{f^*} = c_{f^*} + 1$;
7: end while
8: Calculate $\{\hat{\phi}_f\}$ with Proposition 1;
9: Return $\{c_f\}$ and $\{\hat{\phi}_f\}$;

Therefore, $0 < V(C', h) < V(C, h)$ holds for both cases, and Proposition 3 can be proved.

Remark. Proposition 3 reveals two facts: 1) adding a segment in cache can always improve the delay performance; and 2) the marginal gain of adding segments in cache decreases when more segments are stored in cache. With this monotone submodular property, greedy algorithms can be designed with near-optimal performance guarantee.

5.3 Greedy Content Placement Algorithm

The content placement problem can be transferred into a submodular optimization problem. Denote by $\mathcal{X}_f$ a set of coded segments which can support the decoding of file-$f$, and $|\mathcal{X}_f| = s_f$. Denote by $\mathcal{Y}_f \subseteq \mathcal{X}_f$ the set of segments placed in cache, and $|\mathcal{Y}_f| = c_f$ in problem (SP2) \cite{42}. The content placement can be reformulated as (SP3),

$$\max_{\mathcal{Y}_f} \left[ \frac{\bar{S}L}{W} + D_{BH} \right] - \left[ \frac{\bar{S}L}{W} K \sum_{k=1}^{K} \Omega_k \right]^{2} + D_{BH} \Omega_{K+1},$$

(SP3) s.t. $\sum_{f=1}^{F} |\mathcal{Y}_f| \leq C,$

where the group load distribution is given by

$$\Omega_k = \sum_{f=1}^{F} \frac{q_f}{s_f} \left[ \min(k|\mathcal{Y}_f|, s_f) - \min((k-1)|\mathcal{Y}_f|, s_f) \right], \quad (52)$$

for $k = 1, 2, \cdots, K$, and $\Omega_{K+1} = 1 - \sum_{k=1}^{K} \Omega_k$. The objective function represents the reduced delay with cooperative caching, where $\frac{\bar{S}L}{W} + D_{BH}$ denotes the average delay without content caching. A greedy content placement algorithm is proposed to solve problem (SP3) as described in Algorithm 1, where $\mathcal{Y}_f$ denotes the set of segments in cache, $c_f$ is the number of segments cached for file-$f$. Each time a segment is placed in cache until the caching capacity $C$ is achieved, and the one providing maximal marginal gain is always selected to minimize average delay. The reformulated content placement problem (SP3) can be proved to be monotone submodular based on the result of Proposition 3. Therefore, the proposed greedy algorithm can achieve $(1 - \frac{1}{e})$-optimality\cite{42}. The computation complexity of the proposed greedy algorithm is $O(FC)$. Specifically, $O(F)$ denotes the computation complexity to find the file segment which can bring the maximal marginal gain, and $O(C)$ corresponds to the process that $C$ segments are selected for caching.

6 Simulation Results

In this section, we validate the obtained analytical results of average rates based on extensive system-level simulations, evaluate the performance of the proposed greedy caching algorithm, and study the influence of system parameters as well as cluster size. Important simulation parameters are set as Table 3. Both real-world data trace and Zipf
popularity distribution are adopted. The real-world data trace is crawled from YouTube where some video owners made their video view statistics open to public, and the view amount information is recorded on a daily basis. We randomly crawled 1000 videos on May 2017. The most popular video has been watched over 9 million times during the May of 2017, while the least popular one has been rarely viewed. The view amounts (in both daily and weekly scales) of the 1000 videos are normalized to represent the hit ratio, illustrated as Fig. 4. Although the popularity of a specific file may change with time, the overall popularity distribution of the whole file library is shown to be stable in both daily and weekly scales. We adopt the normalized daily content popularity distribution to evaluate the proposed greedy content placement algorithm. The Zipf distribution has been widely adopted to model the content popularity distribution [43]:

\[ q_f = \frac{1/f^\nu}{\sum_{h=1}^{f} 1/h^\nu}, \]

where \( \nu \geq 0 \) represents the skewness of popularity distribution, and a larger \( \nu \) corresponds to more concentrated file requests. Thus, we vary the skewness parameter \( \nu \) in simulation to depict diverse applications and contents. As shown in Fig. 4, the normalized content hit rate of the top 10% of real trace YouTube videos can be approximated by the Zipf distribution with \( \nu = 1 \). The other files can be outdated ones and rarely requested, causing the mismatch. As these files do not need to be considered for edge caching, the Zipf distribution can be applied to model the popularity distribution of real-world data trace.

### 6.1 Analytical Results Evaluation

The derived lower bound of average file transmission rates for radio access is validated, shown as Fig. 5 where Group-k in the legend represents the results when users are associated with the \( k \)th candidate SBS. The results of lower bound is based on Eqn. 9. The simulation results are calculated based on the Monte Carlo method, whereby the SBS topology, user locations, and channel fading are generated randomly according to the corresponding probability distribution functions. Fig. 5 shows that the derived lower bounds of average transmission rate are quite close to the simulation results for different groups of users, and both decrease with the traffic density due to the limited radio resources. Therefore, Lemma 1 is validated, and the derived lower bound can be applied to approximate the average file transmission rate for theoretical analysis.

### 6.2 Tradeoff between Content Diversity and Spectrum Efficiency

Fig. 6 demonstrates the tradeoff between content diversity and spectrum efficiency, where different caching schemes are compared in terms of content hit ratio, spectrum efficiency and average delay. The cluster size is set as 2, and the daily YouTube video hit ratio is used. Two caching schemes are adopted as benchmarks. Under the non-cooperative scheme, users are only served by the nearest SBS to achieve the high transmission rate, where each SBS cache \( s_f \) segments of the most popular files. On the contrary, the hit-ratio-maximal scheme exploits caching diversity to maximize local content hit ratio, where each SBS cache \( s_f/K \) segments of the most popular files. In fact, maximizing the content hit ratio has been considered as a key objective of edge caching, which is favorable in dealing with backhaul congestion and cache size limitations [21, 32].

As shown in Figs. 6 (a) and (b), the hit-ratio-maximal scheme always achieves the highest content hit ratio with the lowest spectrum efficiency. Specifically, the content hit ratio increases with the cache size, whereas the spectrum efficiency decreases. The reason is that more users fetch file segments from the cache of farther SBSs as cache size increases, introducing larger wireless transmission delay. On the contrary, the non-cooperative caching scheme is shown to maintain the highest spectrum efficiency but the content hit rate is the lowest, regardless of the cache size. This result is rational since all users are only served by the home SBSs, which can provide maximal average transmission rate. Compared with the other two schemes, the proposed greedy scheme is shown to balance content hit rate and spectrum efficiency under different cache sizes. Fig. 6 (c) demonstrates that the average file transmission delay decreases with cache size, under all the three
schemes. The greedy scheme presents the minimal transmission delay, while the hit-ratio-maximal algorithm performs better than the non-cooperative scheme only when the cache size is smaller than some threshold.

Figs. 6 (a), (b) and (c) are consistent with the analysis. Specifically, the proposed greedy scheme balances content diversity and spectrum efficiency to minimize the average file transmission delay. When the cache size is small, enhancing content diversity is more important due to backhaul congestion, and the proposed greedy scheme is equivalent to the hit-ratio-maximal scheme. When the cache size further increases, the backhaul congestion has been significantly relieved with local caching, and increasing content hit ratio through traffic steering is no longer advantageous considering the degraded spectrum efficiency. In this case, the proposed greedy scheme maintains the spectrum efficiency at certain level, by slightly sacrificing the content hit rate.

6.3 Impact of System Parameters

To evaluate the performance of the proposed greedy scheme under different traffic demands and use scenarios, we further study the influences of key system parameters, including content popularity distribution, network density, and backhaul delay, illustrated as Fig. 7. The Zipf popularity distribution is adopted in Fig. 7 (a), where popularity skewness varies to represent different applications. Fig. 7 (b) studies the influence of SBS density based on daily trace, corresponding to different network scenarios like dense urban or sparse rural networks. The results reveal three facts. Firstly, the performance gain of greedy algorithm decreases with the content popularity skewness, shown as Fig. 7 (a). This is because that the content hit ratio gain brought by cooperative caching degrades when the content requests are more concentrated. Secondly, the performance gain of greedy algorithm increases with cell density, shown as Fig. 7 (b). As the network gets more densified, the cost of traffic steering decreases due to reduced transmission distance and path loss, enhancing the benefit of cooperative caching. Thirdly, the greedy algorithm is even more advantageous when backhaul delay is high, as shown in both Figs. 7 (a) and (b). This result actually indicates the effectiveness of cooperative caching on reducing backhaul transmissions. With the three observed facts, we can conclude that the proposed greedy algorithm can be more effective to cache the less concentrated contents in denser networks with higher backhaul delay.

6.4 Optimal Cluster Size

As analyzed in previous context, the cluster size also influences the content diversity and spectrum efficiency. Fig. 8 reveals the system performance with different cluster sizes. As shown in Fig. 8 (a), the average delay can be minimized when the cluster size is 4. In addition, when the cluster size exceeds 7, the average delay decreases with the cluster size, indicating that the benefit of cooperative caching will vanish if the cluster size is too large. In this case, it is optimal to store the most popular files as a whole, to avoid users served by SBSs farther away. The simulation results are consistent with the analytical ones. In fact, the cluster size also influences the tradeoff between caching diversity and spectrum efficiency. As cluster size increases, users can fetch files from more SBSs, which increases caching diversity whereas degrades spectrum efficiency. Accordingly, the optimal cluster size should balance the tradeoff to minimize average transmission delay. The optimal cluster size also depends on the SBS density, shown as Fig. 8 (b). Specifically, larger cluster sizes are more advantageous in denser networks, due to the reduced transmission distance and path loss on average. For example, the optimal cluster size is shown to be 4 when the SBS density is smaller than 54 /km², but becomes 7 when the SBS density further increases. Consider another example when cluster size equals to 7. The average delay is shown to be no smaller than that of the non-cooperative caching when the SBS density is smaller than 45 /km². In this case, the condition of Proposition 2 (i.e., Eqn. (25)) cannot be satisfied, as the caching diversity gain is overwhelmed by the spectrum efficiency degradation due to the long transmission distance. However, the average delay decreases significantly when the SBS density exceeds 45 /km². Then, the condition of Proposition 2 holds with reduced spectrum efficiency degradation, and thus cooperative caching improves delay performance. Notice that the optimal cluster size also increases with the
Fig. 8: Performance with different cluster size $K$.

Fig. 9: Optimal cluster size with respect to backhaul delay.

Fig. 10: Delay enhancement with optimal clustering (cluster size denoted as $K$).

backhaul delay, shown as Fig. 9. The reason is that increasing content hit ratio is more advantageous when backhaul delay is higher, which can be realized by increasing cluster size.

Fig. 10 further demonstrates the effectiveness of optimizing cluster size. The average transmission delay increases with the backhaul delay regardless of cluster size, whereas the increasing rates are different. When the cluster size is a constant, the average transmission delay is shown to increase almost linearly with backhaul delay. When the cluster size is optimized, the average transmission delay increases sub-linearly. For illustration, compared with the non-cooperative caching (cluster size set to 1), the average delay can be reduced by around 25% and 45% through cluster size optimization, when the backhaul delay is 400 ms and 1 s, respectively. The important insights for application is that the cluster size should be adjusted based on the system parameter and status. For instance, when the backhaul is congested during rush hours, the user-centric cluster size should enlarge to increase content hit ratio and reduce backhaul pressure. Instead, when the traffic load decreases at midnight, users can just fetch files from home SBs with the cluster size shrink to 1.

7 CONCLUSIONS AND FUTURE WORK

In this paper, the cooperative edge caching has been investigated in large-scale user-centric clustered mobile networks, aiming at minimizing the average file transmission rates with caching size and bandwidth constraints. Based on the optimal bandwidth allocation obtained by the Lagrange multiplier method, a linear-complexity greedy content placement algorithm has been proposed with guaranteed performance. In addition, an explicit condition constraining the maximal cluster size has been obtained, which offers a guideline for user-centric clustering in practical networks. The results of the optimal content placement and SBS clustering have both revealed the tradeoff relationship between content diversity and spectrum efficiency with cooperative edge caching. For our future work, we will investigate the impact of user mobility and unknown content popularity on mobile edge caching. Furthermore, it is also interesting to design advanced cooperative caching scheme with instant information of cell load and channel condition in heterogeneous networks with diversified backhaul capacity.
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