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Abstract—The issue of lacking reference books in braille in most public building is crucial, especially public places like libraries, museum and others. The visual impairment or blind people is not getting the information like we normal vision do. Therefore, a multi languages reading device for visually impaired is built and designed to overcome the limitation of reference books in public places. Some research regarding current product available is done to develop a better reading device. This reading device is an improvement from previous project which only focuses on single language which is not suitable for public places. This reading device will take a picture of the book using 5MP Pi camera, Google Vision API will extract the text, and Google Translation API will detect the language and translated to desired language based on push buttons input by user. Google Text-to-Speech will convert the text to speech and the device will read out aloud in through audio output like speaker or headphones. A few testings have been made to test the functionality and accuracy of the reading device. The tests are functionality, performance test and usability test. The reading device passed most of the testing and get a score of 91.7/100 which is an excellent (A) rating.
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1 Introduction

Reading is one of the most important skills and it gives many advantages for us. People can improve their knowledge and information about a particular field from books, magazine, newspaper and others. Based on the report of the United Nations Educational, Scientific and Cultural Organization (UNESCO), Malaysia’s literacy rate stands at 94.64 percent, which is very high in line with the measurement level set by the Unesco Statistics Institute. It is important that everyone get the access to the information. Malaysia is a multi-ethnic and multicultural country. According to [1], the official language of Malaysia is Malay language but other languages like English, Tamil and Mandarin are also used.

Braille is a language used by majority visually impaired to read and write using tactile approach for communication and education purposes. Tactile is using sense by
touching or rubbing the surface of corresponding output device. Braille system was invented by a genius blind man, named Louis Braille. The Braille reading skill seems to be an essential skill for blind person, where 74% of blind people is reported unemployed because of poor academic achievement, since most of the related academic institutions use braille in the system [2]. From [3], it is reported that 95% of blind children do not attend school due to lacked of skilled teachers and limited access to Braille material and equipment. In report made in [4], KL Braille Resources acknowledge there is a lack of reference books in Braille. This is due to the shortage of experts who can convert conventional texts to Braille. It can be a time-consuming and labour intensive task as well. The lack of braille writing also makes it hard for visually impaired people to access information and news inside and out of country [5],[6].

Nowadays, many people with visually impairment use variety of assistive technology to help them become more functional. The assistive technology tools offers people with disabilities the perfect opportunity to develop their social interaction skills, visual competence, independent living skills, career education skills, and orientation and mobility among others. One of the current products that could assist them is the smart book reader published in [7]. The developed book reader will help the visual impairment people to read book without using braille. By using the book reader, they can access all information inside the normal using embedded speaker. It helps the visual impairment person to get knowledge from a normal book as easy as the normal person do. The book reader in [7] uses image-to-text and text-to-audio conversion technology inside the (Optical Character Recognition) OCR software. However, the book reader only read books in English language.

This aim of this project to build a multi-language book reader that can overcome the limitation of reference books in braille. The ability of the developed prototype will benefit blind person from various spoken language, thus will help them to access knowledge from normal book. This prototype can be also used in public area such library and museum. This reading device will help braille readers and visually impaired people to read without another person help. This reading device applies conversational artificial technology from three main module in Google Cloud, which are image-to-text, translation, and text-to-speech. The reading device will capture an image of the text using a camera pi, which is connected to raspberry pi 3 model B+. The captured image will be processed using Google Cloud Vision API, using image-to-text module. Then, the text will be translated to the desired languages using Google Cloud Translation API, before using Google Cloud Text-to-Speech API conversion. The converted speech is delivered to the blind and visual impairment, using speaker or headphone.

The project results will produce a product which is the reading device. The camera pi from reading device which is connected to Raspberry Pi 3 Model B+ will capture an image of the text. It uses Google Cloud Vision API to convert image to text and translate it using Google Cloud Translation API to desired languages, then it will read out the text by using Google Cloud Text-to-Speech API conversion. It supports audio via speaker and headphones. This helps to build a low cost reading device made for visually impaired.

2 Literature review

Based on [8], the Digital Daisy Book Reader is a smartphone application based on Android that uses an audio representation of a print publication that is designed to further
empower people with impairments. Blind user can move through the device using voice commands & predefined gestures to use daisy audio books to gain information. It has all the advantages of standard audio books but they are better when it adds up to content control and synchronized text display. This also offers enhanced visual access to the content for blind or otherwise visually impaired people, allowing them easy access to different sections of the script. Through using the Digital Accessible Information System (DAISY), which was developed through speaking book libraries to lead the global transition from analog to digital books. The DAISY Standard provides for maximum versatility in combining text and audio from audio-only, to text-only, full text and audio.

Based on [9] OrCam MyEye 2.0 is a smart technology that uses computer vision algorithms to help people with vision problems with the addition of wearable platforms. Its primary goals are to enhance the dignity of individuals and to help visually disabled people communicate by themselves. The design is very basic, lightweight, secure, and a pair of glasses could be clipped on. The attached camera can read text instantly using the motion of the person using any surface, and produces a loud voice using a small speaker for the user. Even the machine can identify real-time objects, items, and money notes.

While in [7], Smart Book Reader will assist the blind people or those with low vision to read the book without using braille. This uses IoT technology, using an IoT system, an IoT network and a service. Raspberry Pi, an IoT computer, is used and is very energy efficient as it requires just 5V of power to operate. Using the camera, the book reader captures the picture of the book pages and the book reader processes the images using the Optical Character Recognition (OCR) Software. Once the image is recognized it will be read aloud by the book reader. Therefore, blind people or those with poor vision can understand it without having to touch it with their fingertips. By using this book reader, the user can enjoy both softcopy and hardcopy books, by using online text to voice converter with a help of IoT connectivity protocol such as Wi-Fi and 4G services. For hardcopy book, a camera is embedded to capture the page.

| Device                  | Description                                                                                                                                           | Disadvantage                                                                                       |
|------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------|
| Daisy Digital Book Reader | Android-based mobile application that uses an audio representation of a print. Blind user can navigate through the application using voice commands & predefined gestures. Provide access to information of the standard audio book. | Cannot read a real book, limited of audio book and a blind needs helper to use it                  |
| OrCam MyEye 2.0        | OrCam mainly consists of the RGB camera and portable computer. This can be attached to any eyeglass frame. It alerts the user via the audio signals outside information. | Unaffordable Price.                                                                                |
| Book Reader            | Using the camera, the book reader takes the picture of the book pages and the book reader analyses the pictures using OCR Software. Once the image is recognized it will be read aloud by the book reader. | Only read in one language which is English                                                         |
In Table 1, the comparison includes three different devices depending on how tasks performed, the first device is an app in smartphone which is Daisy Digital Book Reader. The second device is a wearable device named OrCam MyEyes 2.0. The third device is book Reader which uses raspberry pi. The book reader is the best idea to overcome the problem of sufficient resources since there are many books that is not available in digital format. However, there is a few lacking to the device which is its only read and translate to one language which is English. To overcome the problem, propose to build an updated reading device which will read and translate to multiple languages.

3 Research method

The development of the reading device for visually impaired is using a model known as Rapid Application Development (RAD). RAD is one of methodology that developers used because it allows the developer to continuously check the entire system during completion. RAD have 4 phases, which are requirement planning, user design, construction, and cutover phase. Testing process will be in the cutover phase. Functionality, performance test and usability test will be done on the reading device. Functionality-test require 5MP pi camera, sound and push buttons testing, performance test require font type and size and special character testing and usability test will be run by using System Usability Scale (SUS). The RAD model consists of 4 phases as follows:

- **Requirement planning phase** – Requirement planning phase undergo both system preparation and system analysis such as list of hardware and software needed in the project and user requirement for the prototype. In order to determine user requirement, literature study about blind people and their limitation, their needs, braille limitation and previous similar product have been analyzed.

- **User design phase** – In this phase, we design the entire framework to create the prototype including flowchart, Gantt chart and milestone. The prototype design and concept is determined in this phase.

- **Construction phase** – In this phase, the prototype is developed based on previous determined design and requirements in previous phases.

- **Cutover phase** - This phase is a testing phase consist of three type of tests which are the functionality, performance and usability test. Functionality test will run 5MP Pi Camera, push buttons and sound testing. This to ensure that all hardware is function perfectly. Performance test will be testing on minimum font size on different font type and special character. This to ensure the reading device can read real books. A questionnaire will be given to users to test the usability of the reading device, this testing known as system usability scale. A final test will be conducted to ensure the prototype is fully ready for use.

4 Design and implementation

The design of proposed prototype consists of two parts, which are hardware/device and cloud. The device part is used to take a picture of the page inside the book, while
cloud part is used to process the taken picture. The taken picture will be processed in Google Cloud using artificial intelligence technology, by 3 phases, image-to-text conversion, translation and text-to-speech conversion. The architecture of this design must be user friendly for blind people by using the appropriate structure. The system will be connected to Wi-Fi to use Google Cloud libraries.

![Diagram of the physical design of the reading device using Raspberry Pi](image)

**Fig. 1. Physical design of reading device using Raspberry Pi**

### 4.1 Hardware/device

Figure 1 shows the physical design of reading device for visually impaired user. The Pi Camera will connect to camera slot in Raspberry Pi board. The speaker will be connected to audio port, the power supply will connect to power port and the buttons will connect to GPIO pins of the Pi as shown in Figure 2 and Figure 3.
Figure 4 shows the flowchart of the proposed reading device. When the reading device is activated, the user has to choose between 6 buttons as shown in Figure 4 to continue. The embedded camera can take an image if the user presses Button numbers 2 to 5, representing 4 different languages. Once the image is captured, the image is translated to a text. The text will be translated into the desired language, and then converted to an audio file. Save the image and the audio file. If not, press the button again and the camera captures the shot. After that, it will play the audio file. To users wishing to play/pause the recording, there will also be a play/pause button on button 1. There is also button 6, that can be used to shut down the reading device.

### 4.2 Google cloud

As described in the previous section, the reading device will be integrated with AI module in Google Cloud. Thus, the following Google cloud module need to be installed [10],[11]:

- Cloud Vision API is used to perform image-to-text conversion.
- Cloud Translation API to perform translation of the converted text.
- Google Cloud Text-to-Speech to perform the translated text to speech.
The installed Google APIs are integrated by python programming, shown in Figures 5–7. For Cloud Vision API shown in Figure 5, it will open camera pi and take a picture, the image then will be saved with the name “Book[date][time].jpg”. Next, the text from the image will be extracted and sent to the “translated” function. For Translation API in Figure 6, text that extracted using Vision API will be detected language and translated using the Translation API with the desired language. For text-to-Speech API, in function “synthesize_text”, the translated text will be generated into audio, as shown in Figure 7.

![Flow chart for reading device](image-url)

*Fig. 4. Flow chart for reading device*
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def capture(language_code):
    time.sleep()
    print('Capturing new image...')
    # image name --> name of the captured image.
    image_name = "Book-" + datetime.datetime.now().strftime("%Y-%m-%d") + ".jpg"
    # 2 second sleep to give sufficient time for the camera to initialize.
    camera.start_preview()
    time.sleep(2)
    camera.capture(image_name)
    print("Image clicked...")
    # content --> Image contents in binary
    with open(image_name, 'rb') as image_file:
        content = image_file.read()
    print("Sending Image to OCR...")
    # Send the binary to OCR API for text extraction.
    image = types.Image(content=content)
    response = client.document_text_detection(image=image)
    labels = response.full_text_annotation
    # Capitalize every word's first letter.
    # Add an additional identifier at the end, to signify end of file.
    s = ""
    for i in labels.text.split():
        t = i + "" 
        t += i[0].upper() + i[1:].lower()
    t += " End Of Page Nr. X"
    print("Converting your text to sound...")

fig. 5. Vision API for image-to-text conversion

def translateText(text, language_code):
    translate_client = translate.Client()
    result = translate_client.translate(
        text=text, target_language=language_code_dict[language_code]
    )
    print(result)
    return result['translatedText']

fig. 6. Translation API text translation

def synthesize_text(result, language_code, audio_name):
    client = initializeTextToSpeechAPI()
    input_text = texttospeech.TextToSpeechClient
    # Text output
    print(result)
    response = client.synthesize_speech(input_text, voice_config)
    # The response's audio content is in binary format. The audio content is written
    with open(audio_name, 'wb') as out:
        out.write(response.audio_content)
    print('Audio content written to file ('.format(audio_name))
    # Detect Capture button state.
    # Capture new image if the camera capture button is pressed.

fig. 7. Text-to-speech translation
5 Testing

The testing phase consist of performance testing and system usability testing. In performance testing, the developed reading device is tested with various font type and size to identify its capability. For system usability test, users with visual impairment problem assess the device, to identify the effectiveness, efficiency and satisfaction level of the developed reading device.

5.1 Performance test

For overall testing, programming script named final.py in folder /home/pi/Desktop/ will be used. It is necessary that the program is reading the book correctly. The accuracy of reading in different font type, size and language will be tested. The usability of the reading device will also be tested on different people and real books.

- Alphabetical Font Type and Size
  According to [12], there are few recommended guidelines on font types and sizes used in making a book. Two of the most widely used serif font in body text of the book are Baskerville and Times Roman. It is recommended not to use font size smaller than 10 points. From [13], the recommended font size for a book are between 10 to 14 points. Most of the adult books used 10 to 11 points font size while 13 to 14 points font size are used in the children’s books. It is important for a book to use the right font size as it is easier and comfortable for the normal reader. The font type and size will be tested on the reading device to get the minimum font size on different font type that the reading device can read aloud. There is a font type which is Lucida handwriting will also be tested as it imitates handwriting of a human being. This will test the reading device on reading a complexity of a font type. The testing results will be shown Tables 2–4.

| Table 2. Testing results for Times New Roman in English |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| **Language: English, Font Type: Times New Roman** |
| Font Size: 7 8 9 10 11 12 13 14 15 16 |
| Result: No No Yes Yes Yes Yes Yes Yes Yes Yes |

| Table 3. Testing results for Baskerville Old Face in English |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| **Language: English, Font Type: Baskerville Old Face** |
| Font Size: 7 8 9 10 11 12 13 14 15 16 |
| Result: No No No Yes Yes Yes Yes Yes Yes Yes |

| Table 4. Testing results for Lucida Handwriting in English |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| **Language: English, Font Type: Lucida Handwriting** |
| Font Size: 7 8 9 10 11 12 13 14 15 16 |
| Result: No Yes Yes Yes Yes Yes Yes Yes Yes Yes |
Special Character
Some languages require special character for their writing. In [14], Mandarin, Arabic and Japanese are the top 3 hardest language which uses different character and alphabet. It will be beneficial to visually impairment people to read books in any language. It is important that the languages are translated accurately. Therefore, these languages will be tested on the reading device for accuracy. As claimed in [15], a proper font size for chine body text is 10.5 points and based on a study by [16], the minimum readable font size in Arabic is 14 points, yet the most recommended font size is 18 points. As stated in [17], the recommended minimum font size is 12 points for Japanese books to avoid low legibility. It is preferable that the reading passed all the minimum font size for every type of font. The testing results will be shown in Tables 5–7.

| Table 5. Testing results for Mandarin to English |
|-----------------------------------------------|
| Language: Mandarin, Character Type: Pinyin     |
| Font Size | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| Result    | No| No| No| Yes| Yes| Yes| Yes| Yes| Yes| Yes |

| Table 6. Testing results for Arabic to English |
|-----------------------------------------------|
| Language: Arabic, Character Type: Arabic      |
| Font Size | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| Result    | No| No| No| No | No | Yes| Yes| Yes| Yes| Yes |

| Table 7. Testing result for Japanese to English |
|-----------------------------------------------|
| Language: Japanese, Character Type: Hiragana  |
| Font Size | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| Result    | No| Yes| Yes| Yes| Yes| Yes| Yes| Yes| Yes| Yes |

From the performance test, it is proved that the reading device has capability to read usual book from minimum with font size 10. This font size outperforms the recommended font by most publishers which is 12. Thus, font 10 can be recommended to the publisher for future references. By using this tool, blind and visual impairment person can access more usual book in future even they are without braille skill. This will help them to access more information and knowledge from books. The product usage is not limited to hardcopy book, but also can be used in digital books and website. On the other hand, this product can solve lack of teachers with braille skill capability, where those without the braille skill can also become a teacher to a blind or visual impairment student.

5.2 Usability test
The System Usability Scale (SUS) is originally founded in 1986 by John Brooke [18]–[20]. It offers a simple and easy way to evaluate the usability of the products and
designs. Another applications that use usability testing to measure user satisfaction rate also can be found in [21]–[23]. SUS is a realistic and accurate method for assessing perceived user friendliness, which can be used across a wide variety of digital goods and services to help programmer and developer to decide whether a design has the solution for overall problem. According to [19], SUS is not diagnostic and is used for an overall usability assessment as described in ISO 9241–11, consisting of the following characteristics.

- Effectiveness—can users successfully achieve their objectives?
- Efficiency—how much effort and resource is expended in achieving those objectives
- Satisfaction—was the experience satisfactory?

SUS consists of a 10 questions questionnaire with five choices from Strongly Agree to Strongly Disagree for each respondent. These questions are designed to get user feedback for each test session easily and unfiltered, and to be answered quickly without onerous interaction. The questionnaire will be created on google form platform because it provides organized real time response info and chart. Following are the 10 questions that will be in the questionnaire [18],[19]. From [19], the minimum respondent for reliable data is 5 users feedback. For this project, 6 respondents with visual impairment problems have been given to experience the prototype and response to the SUS questionnaires. Table 8 shows sample of answers’ score from 6 respondents.

| Respondent | Q1 | Q2 | Q3 | Q4 | Q5 | Q6 | Q7 | Q8 | Q9 | Q10 |
|------------|----|----|----|----|----|----|----|----|----|-----|
| 1          | 5  | 3  | 4  | 4  | 5  | 1  | 5  | 2  | 5   | 3   |
| 2          | 5  | 2  | 4  | 4  | 5  | 1  | 5  | 1  | 5   | 4   |
| 3          | 5  | 1  | 5  | 1  | 5  | 1  | 5  | 1  | 5   | 1   |
| 4          | 5  | 1  | 5  | 1  | 5  | 1  | 5  | 1  | 5   | 1   |
| 5          | 5  | 1  | 5  | 2  | 5  | 1  | 5  | 1  | 5   | 1   |
| 6          | 4  | 1  | 5  | 1  | 5  | 1  | 5  | 1  | 5   | 2   |

The SUS score can be calculated as:

\[
\text{SUS Score} = \frac{(X+Y)25}{R^*5} \times 100
\]  

Where, \(X=\) Total odd-Numbered Questions – 30 and, \(Y=\) Total even-numbered Questions.

In order to calculate the SUS score, the response scale will be ranging from 1 to 5. Add up the total score for all odd-numbered questions (Q1, Q3, Q5, Q7, Q9) for 6 respondents, then subtract 30 from the total to get (X) because the odd numbered questions express positive attitudes, while the even ones express negative attitudes. In order to calculate SUS score, subtract 1 from each response to odd statements. From this case there are 5 odd numbered questions for each 6 respondents, overall the total score for odd-numbered questions will be subtracted by 30. Then, add up the total score for all.
even-numbered questions (Q2, Q4, Q6, Q8, Q10), then subtract that total from 150 to get (Y). This explains by subtract corresponding values from 5 in every even-numbered statements.

When following the above technique of scoring tabulation, the SUS score will be a score out of 100 which is (91.7/100). This is not a percentage score. According to (usabiliTEST, 2011), It is important to remember that to generate a percentile ranking, raw scores are not expressed as percentages and need to be normalized. SUS scores can be converted into letter grades, which will help convey outcomes.

| SUS Score       | Letter Grade | Adjective Rating |
|-----------------|--------------|------------------|
| Above 80.3      | A            | Excellent        |
| Between 68 and 80.3 | B          | Good             |
| 68              | C            | OK               |
| Between 51 and 67 | D          | Poor             |
| Below 51        | F            | Awful            |

The SUS score for the reading device is above 80.3. This shows that the reading device for visually impaired get an A which is an excellent rating.

6 Conclusion

This project was developed to help visual impairment people to overcome the limitation of reference book in braille. This reading device would provide visually impaired to get information from an accessible tool in public places such as libraries by making it affordable for the masses. An improvement has been made that detect any to languages and translate into multi-languages such as Malay, English, Tamil and Mandarin compared to previous product which only can read out English language. People who have knowledge in python language and Raspberry Pi can built their own reading device with reasonable price and adding more functionality by using Raspberry Pi.
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