A Flexible Phase Retrieval Framework for Flux-limited Coherent X-Ray Imaging
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Coherent X-ray diffraction imaging (CXDI) experiments are intrinsically limited by shot noise, a lack of knowledge about the sample’s support, and missing measurements due to the experimental geometry. We propose a flexible, iterative phase retrieval framework that allows for accurate modeling of Gaussian or Poissonian noise statistics, modified support updates, regularization of reconstructed signals, and handling of missing data in the observations. The proposed method is efficiently solved using alternating direction method of multipliers (ADMM) and is demonstrated to consistently outperform state-of-the-art algorithms for low-photon phase retrieval from CXDI experiments, both for simulated diffraction patterns and for experimental measurements.

Propelled by the development of ultra-bright 4th generation light sources like the linac coherent light source (LCLS), coherent X-ray diffraction imaging (CXDI) has the promise of revealing the atomic or near-atomic structure of aperiodic structures like single, non-crystalline proteins [1–4].

In a common implementation of such experiments, identically-structured particles are exposed to coherent X-ray pulses at unknown orientations and a detector records the intensity of forward-scattered diffraction patterns. Real-space images can then be retrieved by means of iterative phase retrieval algorithms [5–9], for example the hybrid input-output (HIO) and relaxed averaged alternating reflections (RAAR).

To employ any of these algorithms, it is necessary to “oversample” the diffraction patterns by a factor of at least 2x (in the Shannon sense) [10]. Due to this oversampling, reconstructed molecules only occupy part of the image, known as the support. Unfortunately, the specific support of any sample is usually unknown and has to be estimated. For example, the Shrinkwrap algorithm [2], one of the most common approaches, thresholds the real-space image at each iteration to provide a continuously updated support estimate. An accurate support is crucial for reliable reconstructions.

A second unavoidable challenge in phase retrieval is Poisson-distributed shot noise due to the fact that source brightness or radiation damage intrinsically limits the number of photons a given sample can diffract [11]. Reconstruction resolution is determined by the total number of photons diffracted [2]. Most iterative phase retrieval algorithms implicitly employ a Gaussian noise model (either as additive readout noise or as a model of the diffraction intensity), which is not optimal for low-light imaging. This model mismatch is small when many photons are captured by each camera pixel (≫ 10), but it becomes significant when photons are scarce. Modeling Poisson noise directly with maximum-likelihood methods has demonstrated reconstruction improvement in ptychography [12] and aberration estimation in incoherent imaging [13], suggesting it may also offer advantages in CXDI reconstructions.

Finally, in most CXDI experiments, the direct beam necessitates a beam dump or stop to prevent damage to experimental equipment, resulting in a missing region in the center of the detector that corresponds to low frequency information. This missing information can severely limit the quality of a reconstruction or make it impossible [2, 14–16]. Since missing frequencies are unconstrained by available experimental data, they often remain near the random initial values set by the phase retrieval method employed, resulting in significant artifacts in the reconstructed image. A common empirical solution is to fix the missing intensities to physically motivated values (see e.g. [3]). Recent studies [17, 18], however, demonstrated that prior information about the real space image, such as total variation regularization (TV) [19], could sufficiently constrain missing intensities, resulting in reproducible, high-quality reconstructions. However, the regularization was carried out in an ad hoc manner separate from the phase retrieval algorithm employed (HIO) and therefore was not easily interfaced with other methods.

In this letter, we propose a framework for combining different prior information in an efficient and flexible way, leveraging the alternating direction method of multipliers (ADMM) [20]. Similar approaches have been shown successful in phase retrieval for sparse signals [21, 22]. Within this framework, we implement a Poisson error model, TV regularization, support update model, and handle missing measurements in a unified manner. Our method is compatible with classic update rules like HIO and RAAR. Here, we focus on the most common case of real and positive images, in both real and diffraction space; extensions to e.g. complex images is straightforward.

To be precise, we introduce a notation for CXDI measurements and quickly review these classic phase retrieval...
algorithms before describing our method mathematically. Let \( x \) be a finite scalar field representing the electron density of an object, generally in 3 dimensions. In this paper, we limit our interest to 2D manifolds within a 3D object and 2D objects. Extension to 3D objects is straightforward. We employ a vectorized representation \( x \in \mathbb{R}^N \), where \( x_i \) denotes a voxel value at index \( i \), and \( i \) runs over all voxels in all dimensions. To deal with missing data in the diffraction image (due to e.g. the beam stop), let \( w \in \mathbb{R}^N \) be a binary vector with value 0 for pixels in missing regions and 1 otherwise. In CXDI, the camera measures the diffraction image

\[
\mathbf{b} = |\mathcal{F}x|^2,
\]

where \( \mathbf{b} \in \mathbb{R}^N \) is the measured Fourier intensity and \( \mathcal{F} \) is the 3D discrete Fourier transform operator. Let \( S^k \) be the support, that is \( x_i = 0 \) if \( i \notin S^k \), at iteration \( k \). Define projection operator \( P_m \).

\[
P_m(x) = F^{-1}(v), \quad u_i = \begin{cases} \sqrt{b_i} \frac{(F^2x)_i}{|F^2x|_i} & W_i = 1, \ |F^2x|_i \neq 0 \\ (F^2x)_i & \text{otherwise} \end{cases}
\]

which enforces the amplitude of the diffraction image from the estimated object to equalize the experimental measurement. The Fourier components in missing regions remain unchanged.

The three classic algorithms we consider consist of iterative updates, where in-support pixels are updated according to

\[
x^{k+1}_i = (P_mx^k)_i, \quad i \in S^k,
\]

and out-of-support pixels \((i \notin S^k)\) are updated by one of (where the algorithm is indicated)

\[
x^{k+1}_i = \begin{cases} 0 & \text{Error Reduction} \\ x^k_i - \beta(P_mx^k)_i & HIO \\ \beta x^k_i + (1-2\beta)(P_mx^k)_i & RAAR \end{cases}
\]

with \( \beta \) a feedback parameter (a typical choice of \( \beta \) is around 0.9). The update rule for pixels inside the support can be interpreted as a gradient descent update which minimizes \( \varepsilon_m = ||\text{diag}(w)(\mathcal{F}x-\sqrt{b})||^2_2 \), followed by projection onto the feasible set in real space, i.e. support \( S^k \).

The model above assumes the diffracted wavefront can be measured perfectly. A real experiment is better modeled by a Poisson process that takes into account photon shot statistics

\[
\mathbf{b} \sim \mathcal{P}(|\mathcal{F}x|^2),
\]

specifically, the probability of observing \( b_i \) photons at pixel \( i \) is

\[
p(b_i|x) = \begin{cases} \frac{(|\mathcal{F}x|^2)_i}{b_i!} e^{-(|\mathcal{F}x|^2)_i} \frac{b_i}{|\mathcal{F}x|^2} & W_i = 1 \\ \text{const} & W_i = 0 \end{cases}
\]

FIG. 1. (a) Reconstructed “Cameraman” and associated supports from 2.5x oversampled noise-free simulations, for both our method (ADMM) and the Hawk package using \( \sigma_{\text{init}} = 3 \), \( \sigma_{\text{end}} = 1.5 \). PSNRs labeled on top-left corner of each image. (b) Reconstructed “Lena” from 2x oversampled simulations with shot-noise (average 150 photons/px), for our method (ADMM), HIO and ER implemented by the authors, and the Hawk package using \( \sigma_{\text{init}} = 1 \), \( \sigma_{\text{end}} = 0.5 \). PSNRs labeled on top-left corner of each image. (c) Real-space root-mean-square error (RMSE) of “Lena” between the ground truth and reconstruction over 2000 iterations.

Let \( \mathbf{1} \) be a column vector with every element 1, the loglikelihood of the joint probability can then be expressed in following compact form

\[
L_W(x) = (W \log |\mathcal{F}x|^2)^T \mathbf{b} - (W|\mathcal{F}x|^2)^T \mathbf{1} - \sum_{i=1}^N W_i \log (b_i!)
\]

where \( W = \text{diag}(w) \), with gradient

\[
\nabla L_W(x) = 2F^{-1}\left(\mathcal{F}x - W \left(\text{diag}(|\mathcal{F}x|^2)^{-1}\text{diag}(\mathcal{F}x)\mathbf{b}\right)\right)
\]

allowing the log-likelihood to be efficiently maximized by gradient ascent.

We add two pieces of prior knowledge to this model of the measurement: that we expect the real space image to be smooth and positive. This is not an exhaustive list of prior information that could be employed, but will be used to demonstrate the effectiveness of our approach. We add prior terms directly to the objective function, allowing for continuous enforcement of this information. No intensity constraints are applied to missing-measurement regions, though these regions are implicitly constrained by the real-space priors. We can then write an objective function for the phase retrieval problem with these priors,
\[
\begin{align*}
\text{minimize} \quad & -L_W(x) + \lambda \|Dx\|_{2,1} + I_{R_+}(x), \\
\text{subject to} \quad & \begin{bmatrix} D & I \end{bmatrix} x - \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = 0,
\end{align*}
\]

where \(D = [D_x; D_y] \in \mathbb{R}^{2N \times N}\) is the discrete gradient operator consisting the horizontal and vertical partial derivative operators (vertically stacked), \(\|Dx\|_{2,1} = \sum_{g \in \{x, y\}}\|D_g x\|_2\) is the \(\ell_1/\ell_2\) norm of \(Dx\), \(\lambda\) is the weight for the isotropic TV term and \(I_{R_+}(x)\) is the indicator function enforcing positivity (\(I_{R_+} = 0\) if \(x_i \in \mathbb{R}_+\) and \(\infty\) otherwise). During iteration, \(I_{R_+}\) is not evaluated in the objective, only in the gradient.

This problem can be efficiently solved by the alternating direction of multiple methods (ADMM) [20]. Using ADMM, Eq. (1) is reformulated as

\[
\begin{align*}
\text{minimize} \quad & -L_W(x) + \lambda \|z_1\|_{2,1} + I_{R_+}(z_2) \\
\text{subject to} \quad & \begin{bmatrix} D & I \end{bmatrix} x - \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = 0,
\end{align*}
\]

where \(z_1 \in \mathbb{R}^{2N}\) and \(z_2 \in \mathbb{R}^N\) are slack variables. ADMM splits the objective into a weighted sum of three independent functions \(f(x), g_1(z_1)\) and \(g_2(z_2)\) that are only linked through the stated constraints. Following the general ADMM strategy, we write an augmented Lagrangian of Eq. (2)

\[
L_{\rho_1, \rho_2}(x, z, y) = f(x) + g_1(z_1) + g_2(z_2) + y^T(Kx - z)
+ \frac{\rho_1}{2} \|Dx - z_1\|_2^2 + \frac{\rho_2}{2} \|x - z_2\|_2^2,
\]

where \(\rho_1\) and \(\rho_2\) set the penalty associated with ADMM constraints violation. Under the scaled form of the augmented Lagrangian, a single ADMM iteration consists of a sequential updates:

\[
\begin{align*}
x & \leftarrow \text{prox}_{\rho_1, \rho_2}(v_1, v_2) = \arg \min_x f(x) + \\
& \quad \frac{\rho_1}{2} \|Dx - v_1\|_2^2 + \frac{\rho_2}{2} \|x - v_2\|_2^2, \\
v_1 & = z_1 - u_1, \quad v_2 = z_2 - u_2, \\
z_1 & \leftarrow \text{prox}_{\|\cdot\|_1, \rho_1}(v) = \arg \min_{z_1} g_1(z_1) + \frac{\rho_1}{2} \|v - z_1\|_2^2, \\
v & = Dx + u_1, \\
z_2 & \leftarrow \text{prox}_{\rho_2}(v) = \arg \min_{z_2} g_2(z_2) + \frac{\rho_2}{2} \|v - z_2\|_2^2, \\
v & = x + u_2
\end{align*}
\]

\[
\begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \leftarrow u + Kx - z,
\]

where the scaled dual variable \(u = (1/\rho)y\) is used to simplify the notation of Eq. (4).

FIG. 2. Reconstructed caffeine molecule from 2x oversampled simulations with shot-noise at average [12.5, 1.25] photons/px. For our method (ADMM) and the Hawk package using \(\sigma_{\text{out}} = 1\), \(\sigma_{\text{end}} = 0.5\). PSNRs labeled on top-right corner of each image.

The \(x\)-update is a quadratic program which can be iteratively minimized by gradient-based methods. We used the Hessian-free Newton method provided by the minFunc package (http://www.cs.ubc.ca/~schmidtm/Software/minFunc.html). Upon completion, out-of-support pixels can be updated using rules specified by HIO or RAAR.

After \(t\) ADMM iterations, we update the object support using a modified Shrinkwrap algorithm. Let \(G(k_r)\) be a normalized Gaussian blurring kernel with standard deviation \(k_r\), and \(\eta\) be a thresholding parameter. Standard Shrinkwrap updates the support by convolving the real-space image with a Gaussian and thresholding, precisely

1. \(x_g = |x| * G(k_r)\)
2. \(S = \{i \mid (x_g)_i \geq \eta \max (x_g)\}\).

Inspired by recent study which showed that modest overestimation of the extent of the support results in significantly less error than underestimating it [16], we added a third step that fills in any non-support regions completely enclosed by the support. Specifically, we employed a morphological hole-filling on the binary support image [24].

We also experimented with including the entire convex hull of the Shrinkwrap support, with good but inferior results.

For the \(z_1\) and \(z_2\) update steps, closed-form solutions can be obtained using proximate operators for the \(\ell_1/\ell_2\)-norm and indicator function, as discussed in [25].

The ADMM framework allows flexible expression of models that can be customized easily and solved efficiently. For example, switching to a Gaussian error model only requires modification on the cost function of the \(x\)-update and its gradient. Because the slack variable \((z)\) update is separated from the unknown variable \((x)\) update, changing or imposing new priors is convenient.

To assess the proposed algorithm, we applied it to both simulated diffraction patterns and experimental measurement imaged at LCLS. The results are compared with the ones produced by the state-of-the-art phase retrieval toolbox Hawk [26], which implements the standard shrinkwrap algorithm, HIO and RAAR with a Gaussian noise model (but not a Poisson noise model).
We began with test images (Figures 1 and 2). Initial supports were obtained by thresholding the inverse Fourier transform of intensity measurement (autocorrelation) at 4% of the maximum intensity. The initial and minimal standard deviation of Shrinkwrap Gaussian blur kernel ($\sigma_{\text{init}}, \sigma_{\text{min}}$) were chosen based on trials and the initial value was reduced by 1% every 20 iterations down to the minimum. The parameters $\eta = [5\%, 10\%, 15\%, 20\%]$ and $\lambda = [0.1, 0.01, 0.005, 0.001]$ were tested and the resulting highest peak signal-to-noise ratio (PSNR) reconstruction was chosen. The slack variables were set to $\rho_1 = 50\lambda/\max(x)$ and $\rho_2 = \rho_1/100$ by empirical trial and error. A Gaussian noise model was used to reconstruct noise-free simulations while the Poisson model was used for simulations incorporating shot-noise. All reconstructions (both Hawk and ADMM) were run for 1500 global iterations using HIO update with $\beta = 0.9$. For 500 additional iterations, the out-of-support update was switched from HIO to ER. The $\chi$-update ADMM step ran for 20 internal iterations in each global ADMM iteration. Reconstructions were rotated to appear “upright” in the case that the algorithm produced an upside-down image, which is expected to occur in half of randomly seeded reconstructions due to the inversion (Friedel) symmetry of real diffraction images.

Fig. 1h demonstrates the importance of support estimation. The low brightness of the camera man’s black coat produces holes in the support estimated by Hawk, whereas our modified Shrinkwrap fills these in, leading to a better reconstruction. Fig. 1b, showing reconstructions of the “Lena” from simulations incorporating modest shot-noise, demonstrates how the Poisson model and prior constraints jointly improve the final reconstruction. Fig. 1c shows how the error between the reconstruction and the ground truth improves during algorithm iterations. Our method converges in a comparable number of iterations to Hawk, but typically finds lower-error solutions.

For a more experimentally relevant test, we simulated diffraction from a caffeine molecule’s electron density [21]. Fig. 2 shows the reconstructed results from measurements at different shot-noise levels. As shot noise increases, Hawk increasingly suffers from artifacts, whereas our modified Shrinkwrap preserves the approximate shape of virus at 0.405 photons/px, with one missing and one attenuated edge of the hexagon-like shape of the projected virus.

In conclusion, we propose a phase retrieval framework that allows simultaneous optimization of both the primary model (here, Poisson or Gaussian pixel noise) and the prior constraints, with proper handling of missing measurements. It is efficiently solved using ADMM, by splitting the objective into sub-problems and addressing them independently. The decoupled treatment and the flexibility of adding/dropping priors at run time provides a significant productivity advantage. Together with a modified Shrinkwrap support update, the proposed algorithm produces high-quality reconstructions, in particular for CXDI measurements with low photon counts.
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Fig. 3. (a) Experimentally recorded far-field diffraction pattern of a single mimivirus. (b) Reconstructed mimivirus from the original measurement using Hawk’s implementation of RAAR. (c) Reconstructed mimivirus from shot-noise simulations at average [40.5, 4.05, 0.90, 0.405] photons/px, for our method (ADMM) and the Hawk package using $\sigma_{\text{init}} = 10$, $\sigma_{\text{end}} = 1$.}
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