KIGLIS: Smart Networks for Smart Cities

Daniel Bogdoll*, Patrick Matalla†, Christoph Füllner‡, Christian Raack§, Shi Li∥, Tobias Käfer¶, Stefan Orf†, Marc René Zofka*, Finn Sartorius*, Christoph Schweikert**, Thomas Pfeiffer†, André Richter†, Sebastian Randel†, Rene Bonk†

*FZI Research Center for Information Technology, Germany. Email: bogdoll@fzi.de
†Nokia Bell Labs, Germany. Email: rene.bonk@nokia-bell-labs.com
‡IPQ at Karlsruhe Institute of Technology, Germany. Email: rene.bonk@nokia-bell-labs.com
§AIFB at Karlsruhe Institute of Technology, Germany. Email: tobias.kaefer@kit.edu
∥VI photonics GmbH, Germany. Email: shi.li@vpiphotonics.com
**TelemaxX Telekommunikation GmbH, Germany. Email: schweikert@telemaxx.de

Abstract—Smart cities will be characterized by a variety of intelligent and networked services, each with specific requirements for the underlying network infrastructure. While smart city architectures and services have been studied extensively, little attention has been paid to the network technology. The KIGLIS research project, consisting of a consortium of companies, universities and research institutions, focuses on artificial intelligence for optimizing fiber-optic networks of a smart city, with a special focus on future mobility applications, such as automated driving. In this paper, we present early results on our process of collecting smart city requirements for communication networks, which will lead towards reference infrastructure and architecture solutions. Finally, we suggest directions in which artificial intelligence will improve smart city networks.
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I. INTRODUCTION

A smart city can be defined as an urban area that uses information and communication technologies to become more sustainable, drive economic growth, increase citizen welfare, and improve the quality of life. It is characterized by a high degree of digitization and based upon a variety of interconnected services in the fields of economy, mobility, living, governing, and social affairs [1]. However, many technical hurdles need to be overcome before such a smart environment becomes a reality. In particular, the services differ strongly with respect to the requirements imposed on the network infrastructure. For instance, low latency and high reliability are essential for real-time applications, whereas other services are not time-critical, but may produce a large amount of data that needs to be transmitted and processed. In addition, the heterogeneity of services can complicate interoperability. There can also be legal constraints, such as the German draft bill on automated driving [2], which in its current form requires such vehicles to have a permanent network connection to allow a technical supervisor to remotely monitor and potentially assist the automated systems.

Operation of such services requires a network infrastructure with an intelligent and flexible management. Such a network needs to provide wireless connectivity to a massive number of endpoints, e.g. for car-to-network communication. A connection to the optical fiber backbone and to data centers must be guaranteed to handle high data volumes. This can be achieved by fixed-mobile convergence and a technology mix consisting of wireless access networks, long range wide area networks (LoRa-WANs), passive optical networks (PONs), and point-to-point (P2P) fiber solutions. Early concepts for this topic resulted from the Connected OFCity Challenge [3]. However, the challenge did not take a closer look at operational details. KIGLIS addresses the envisioned optical network solutions and how they can be enhanced by artificial intelligence (AI). KIGLIS focuses on three key pillars: 1) AI for improving digital signal processing (DSP) in optical access networks, 2) AI for traffic management and resource allocations in such networks, and 3) AI for supporting optical network infrastructure planning. The aim is a final demonstration within the Test Area Autonomous Driving Baden-Württemberg in Karlsruhe, Germany [4].

II. SERVICE-DRIVEN NETWORK REQUIREMENTS

Services of a smart city impose multidimensional demands on the network, which can vary immensely. At scale, some services need to be prioritized above others. We will give an overview about the variety of services in Sec. II-A and introduce our analysis approach in Sec. II-B.

A. Smart City Services

KIGLIS focuses on services in the area of mobility solutions [5]. As an example, smart parking [6] and smart waste management are already being applied in pilot projects [7]. Visual surveillance [8] or audio event detectors [9] are proposed to detect road traffic anomalies, such as car accidents, and allow rapid intervention. Road safety can be further increased by digital traffic signs in vehicles [10], roadside unit (RSU) based driver warnings [11], or vehicle-to-pedestrian (V2P) communication [12].
For steady traffic flows, congestion avoidance can be achieved with dynamic allocation of lanes to different types of transportation [13] or intersection management [14]. Automated driving will contribute to both road safety and traffic flow [15].

![Latency vs Bandwidth Diagram](image)

Fig. 1. Requirements of the analyzed services with representatives in each cluster: CACC, RA, VS, and RSW.

The benefits of smart city services increase with the level of interconnection. However, such communication and data processing require an appropriate network infrastructure and hence a detailed analysis of the specific network requirements of smart city services.

B. Service Analysis

In KIGLIS, 30 smart city services have been evaluated so far and subsequently assigned to four clusters depending on their bandwidth and latency requirements, as shown in Fig. 1. From each cluster, one representative service has been chosen for further analysis, as shown in Fig. 2. While high reliability, positioning accuracy, and latency are mandatory for Remote Assistance (RA) [16], Video Surveillance (VS) [17] relies on high data rates. Cooperative Adaptive Cruise Control (CACC) [18] and Road Safety Warnings (RSW) [19] on the other hand have increased demand with respect to the velocity of the emitting devices.
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Fig. 2. Spider diagram for the multidimensional visualization of the requirements of the four representative services CACC, RA, VS, and RSW.

In the following, particular emphasis is placed on RA, as it is a key technology for automated driving and one of the central scenarios considered in KIGLIS. When automated driving systems identify corner-case or deadlock situations, human support can be requested. Following the SAE standard J3016_202104 [20], automated driving features can only be supported by indirect remote assistance [16] instead of direct remote driving [21]. High bandwidth is required for the transmission of sensor data to the remote human agent. In contrast, latency requirements are relatively low since the automated driving system remains in control at all times. For precise assistance, demands on positioning accuracy and reliability are high [22]. Situations that require RA are most likely in urban environments where speeds of up to 50 km/h need to be tracked.

III. SMART ARCHITECTURES

Smart city services come with a diverse set of requirements that need to be satisfied to ensure high quality of service (QoS), see Fig. 2. These must be considered with regard to networking properties, namely capacity, placement of network elements, fiber distances, redundancy, etc. Furthermore, the network has to ensure coexistence on legacy wireless and optical systems deployed.

A smart city network infrastructure developed within KIGLIS is shown in Fig. 3, allowing to address the different services classified previously. Services with high latency and low bandwidth demands are well suited to be transported by LoRa-WAN. Sensor data are aggregated in centralized LoRa-WAN receiving units that are optically connected to the edge cloud data center. Public Wi-Fi 6/7 offloads data from 5G radio access networks (RAN), e.g., for applications requiring moderate bandwidth and latency, while 5G RAN is used for enhanced mobile broadband and ultra reliable low latency communications.

The content, processing and storage functionality as part of the data center cloud is distributed according to the bandwidth and latency needs of the services. Few large centralized edge clouds for moderate and low demanding services, a larger number of in-field far edge clouds for stringent services requirements, and a few service-dedicated deep edge cloud solutions, allowing for local processing and data offloading, are part of our smart city infrastructure.

The backbone of the infrastructure is the optical fiber access network. In KIGLIS, we envision the optical connectivity between edge clouds to be realized by P2P fibers using wavelength-division multiplexing (WDM) and high-capacity system solutions with 100 Gbit/s and beyond per wavelength.

PONs, in turn, are used to bring fiber connectivity to households, business units, antenna sites, and towards city infrastructures. Using time-division multiplexing (TDM), optical line terminals (OLTs) located at the edge clouds will be connected with the optical network units (ONUs) located deep in the network. Such TDM-PONs combine the backhaul of the public Wi-Fi 6/7 located at, e.g., lampposts with fiber-to-the-home solutions, see Fig. 3, thus, leveraging the synergy of deployment. Today’s 10-gigabit capable XGS-PON and also 25GS-PON [23] can be envisioned to provide the connectivity

\[ h = \text{home}, \ b = \text{building}, \ Lo = \text{LoRa-WAN}, \ r = \text{remote assistance}, \ i = \text{industry} \]
over typical fiber distances of 10 to 20 km. Moreover, PONs allow for wavelength-overlays to connect local area and campus networks, e.g. of hospitals, to the data centers.

Finally, to offer cost-efficient 5G RAN solutions for large scale deployment, virtualized RAN with cloudification of radio processing functions offers significant benefits by pooling of computing resources and simplifying antenna sites. KIGLIS envisions the use of 5G small cell fronthaul transport links with capacity requirements dependent on the user data traffic and radio channel conditions. This enables the use of multiplexing technologies such as TDM-PON [24] for fronthauling, e.g. 25GS-PON or future 50 Gbit/s TDM-PON [25]. Fronthaul links, however, come with stringent latency requirements in the range of hundreds of µsec, which calls for locating the OLTs and most RAN entities into far edge clouds with less than 10 km fiber distance to small cell antenna sites. Far edge clouds, in turn, need to be optically connected with the centralized edge clouds. This can be done via high-capacity TDM-PONs, e.g. 100 Gbit/s PONs [26] or by using WDM-PONs with a large number of wavelengths (e.g. > 20) and at least 25 Gbit/s per wavelength.

Core functionalities of all wireless solutions are centralized within the edge clouds. In our proposal, these functions are moved much deeper into the network compared to today's network infrastructures. This way the overall service latency can be reduced down to approximately 1 msec which will increase the QoS within the smart city.

IV. ARTIFICIAL INTELLIGENCE FOR SMART NETWORKS

Operating a smart network requires managing and processing vast amounts of volatile data using forecasting, optimization, and reconfiguration methods. For this purpose, AI methods are identified, investigated, and demonstrated within KIGLIS. The fundamental question of whether these methods outperform conventional tools not only in terms of performance, but also in terms of implementation complexity, latency, and reliability is to be clarified.

AI for Fiber Network Signal Processing: Using digital-analog converters in optical access networks enables the utilization of advanced DSP techniques. [26]. Here, machine learning might address technological challenges of a 100G-PON, e.g. compensating low-cost and low-bandwidth component distortions and channel impairments [27] or optimizing burst-mode reception, such as the alignment of the received signal powers in the upstream. In this context, neural networks (NNs) are ideally suited as signal equalizers. As an alternative to NNs, clustering algorithms offer the ability to detect point clouds in the constellation diagram, e.g. to support the phase synchronization in coherent optical systems. In addition to addressing signal impairments, the network service can be supplemented by classification techniques for forecasting the end of lifetime of employed hardware or the recognition of network anomalies, such as fiber defects.

AI for Data Compression: Beside DSP for the optical transmission channel, data compression is a central component for efficient data transmissions. There has been impressive progress in regards to the compression of image and speech data lately based on generative models [28]. Since these models are data-based and primarily explored in the field of image processing, multi-modal data streams of automated driving systems pose a particular challenge, as they must be correctly transmitted even in rare corner cases.

AI for Network Management: While there is some early work on the incorporation of AI for a more efficient network
operation [29], it is tailored for private customer access. However, due to the multitude of connected applications, network access can also be differentiated at the application level according to user classes and QoS. Hence, it is necessary to identify applications of AI and related methods ranging from classification to process mining and multi-criteria optimization on multiple levels, to optimize the network management. Here, KIGLIS is focusing on the improvement of the dynamic bandwidth allocation, network automation for end-to-end slicing and computing resources along the edge-cloud continuum.

**AI for Fiber Network Infrastructure Planning:** Finally, AI techniques can help to reduce deployment costs and time for fiber-optic access networks. One major challenge when expanding fiber networks is the divergence and impreciseness of data on available infrastructure, piping, and cabling, leading to accidents and additional costs [30]. KIGLIS aims at using AI for merging and extracting data from geographic information systems, analog maps, and ground-penetrating radar images to synthesize a cartography of the urban environment. These AI methods include image processing, semantic knowledge representation, as well as clustering.

**V. SUMMARY & OUTLOOK**

KIGLIS investigates advantages and applicability of AI methods for realizing fixed-mobile converged networks in a smart city environment. The diverse requirements of services and the mixture of private and public interests push current network technologies to their limits. We have presented early results regarding the analysis of services as the basis for smart architectures with a focus on automated driving systems. To overcome these challenges, we will identify, investigate and demonstrate the exploitation of suitable AI techniques for DSP in optical transmission links, for network traffic management and resource allocation, and for improving infrastructure planning processes. The shift of fiber access networks from private towards general public infrastructure poses multiple challenges and open questions that will be examined within KIGLIS. For example, one challenge is how to utilize reserve capacities of existing, mainly residential, FTTx networks to support smart city endpoints.

While numerous publications will follow, we expect to perform a final demonstration within the Test Area Autonomous Driving Baden-Württemberg in Karlsruhe, Germany in 2023.
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