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ABSTRACT

Neural networks can be regarded as a new programming paradigm, i.e., instead of building ever-more complex programs through (often informal) logical reasoning in the programmers’ mind, complex ‘AI’ systems are built by optimising generic neural network models with big data. In this new paradigm, AI frameworks such as TensorFlow and PyTorch play a key role, which is as essential as the compiler for traditional programs. It is known that the lack of a proper semantics for programming languages (such as C), i.e., a correctness specification for compilers, has contributed to many problematic program behaviours and security issues. While it is in general hard to have a correctness specification for compilers due to the high complexity of programming languages and their rapid evolution, we have a unique opportunity to do it right this time for neural networks (which have a limited set of functions, and most of them have stable semantics). In this work, we report our effort on providing a correctness specification of neural network frameworks such as TensorFlow. We specify the semantics of almost all TensorFlow layers in the logical programming language Prolog. We demonstrate the usefulness of the semantics through two applications. One is a fuzzing engine for TensorFlow, which features a strong oracle and a systematic way of generating valid neural networks. The other is a model validation approach which enables consistent bug reporting for TensorFlow models.
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1 INTRODUCTION

Artificial intelligence (AI) refers to intelligence expressed by machines. It can be based on imitating human intelligence or learning behaviour. For example, the technique called deep learning (DL) applies artificial neural networks to simulate the neurons of natural brains [36]. In recent years, the dramatic growth of data and computing power has led to the spread of DL approaches which enabled numerous new technologies, like autonomous driving, language processing, and face recognition [34].

In principle, AI systems can be seen as a new programming paradigm. Instead of building programs through (often informal) logical reasoning by programmers, AI systems are built by training neural network models with big data. For conventional programming, compilers or interpreters are major development tools. Similarly, for the development of neural networks the focus is on AI frameworks (or libraries) such as TensorFlow and PyTorch, which provide utilities, algorithms, and various types of layers that constitute DL models.

The lack of a proper semantics (or correctness specifications) for programming languages has resulted in many critical issues such as inconsistencies or vulnerabilities. Generally, it is hard to develop a comprehensive specification for compilers due to the high complexity and the rapid evolution of programming languages [39]. However, we believe that it is more feasible for AI frameworks, since the semantics of AI frameworks are usually stable and simpler, i.e., the set of functions and layers used in popular machine learning models are usually limited.

Although AI systems have been proven successful in many applications, they are not error free. Especially in safety critical applications, like autonomous driving, or medical systems, even small bugs can have severe consequences. Thus, we need systematic well-grounded analysis methods for AI systems. While the lack of a proper language specification has hindered many program analysis tasks, we have here a unique opportunity to start afresh by building a formal semantics of AI systems, which then serves as a solid foundation for developing ever more sophisticated analysis methods for AI systems. In this work, we make such an attempt by developing an executable (formal) semantics for AI frameworks. That is, we introduce a Prolog specification for almost all TensorFlow layers. Our specification provides the foundation for solving many AI analysis problems, such as AI test generation, model validation, and potentially AI model synthesis. In the following, we present one example application of the semantics, AI test generation.

Recently, testing DL systems has become a popular research topic, with a variety of approaches [24, 30, 44]. In comparison, testing AI frameworks has gained less attention. A bug in an AI library can potentially put all systems that were built with the library at risk. Hence, it is crucial to ensure the correctness of these libraries. Multiple researchers made some early attempts [22, 23, 33, 38, 40, 41, 43], although existing approaches suffer from at least two major issues. First, existing approaches often have a weak oracle (i.e., a test case passes if some simple algebraic properties are satisfied [22] or results in similar outputs on two implementations [40]), which can make it difficult to find deep semantic bugs. Second, existing approaches fail to systematically generate valid AI models, i.e., to our knowledge, the state-of-the-art approach has a success rate of 25% in generating valid models (after a complicated process combining NLP techniques with manually designed templates) [29].

Our executable semantics solves these two issues naturally. First, given an AI model, our semantics can be executed to compute precisely the constraints that are satisfied by the output (based on the Prolog’s underlying unification and rewriting system), which serves as a strong test oracle. Second, our semantics facilitates the development of a fuzzing-based test generation method to systematically produce valid AI models. Our semantics facilitates the generation process by providing feedback in the form of a badness-value that indicates how far the model is away from being valid (i.e., satisfying the precondition of all layers of the model). Our evaluation shows that we significantly improve the success rate of generating valid AI model (e.g., 99%) and can generate diverse model architectures.
consisting of various layers (in the form of sequences and complex graphs) as well as layer arguments, weights, and input data.

Besides, having an executable semantics of an AI library opens the door for a range of other exciting research. For instance, it allows systematic validation and bug reporting for AI models, e.g., by investigating automatically whether certain preconditions required by a specific AI component are violated, and by checking if the architecture of a model is valid. We remark that existing debugging techniques for AI systems rely on simple oracles (such as shape mismatch), which is preliminary compared to the oracle that is provided by our semantics. For another instance, our semantics potentially supports the development of synthesising techniques for AI models. That is, given certain user requirements (e.g., on the input format, the output constraints and perhaps a model sketch), the problem of synthesising AI models can be reduced to a search problem based on the well-specified semantics of all components in existing AI frameworks, i.e., by composing the components in different ways and checking if the user requirements are satisfied.

To sum up, we present the following contributions in this work.

- We introduce an executable semantics of an AI library (i.e., TensorFlow), which captures the behaviour of the DL layers.
- To demonstrate the relevance of our semantics, we present a novel testing method for AI libraries that applies the semantics as test oracle and utilises it to generate valid AI models. Our method was able to reveal 14 issues and bugs in TensorFlow.
- We illustrate a model validation method that can identify issues of invalid AI models, like a wrong model architecture, based on our semantics, and that supports consistent bug reporting.

Structure. The rest of the paper is structured as follows. In Sect. 2, we introduce our semantics and show how we specify different layers. In Sect. 3, we present two applications of the semantics. In Sect. 4, we evaluate these two applications systematically. Lastly, we review the related work in Sect. 5 and conclude in Sect. 6.

2 AI FRAMEWORK SEMANTICS

In this section, we start with a brief introduction of the logic programming language Prolog [32] that we adopt for the development of our AI framework semantics. Afterwards, we describe our approach on developing the semantics through examples. In general, to support a variety of analysis tasks including testing, debugging and even synthesising AI models, it is important that the semantics fulfils the following requirements [35, 39]. First, the semantics must be declarative and high-level so that it avoids complications due to implementation-level optimisation and to facilitate a concise specification that is independent of implementation details. Second, it must support symbolic reasoning to allow various property consistency and correctness checks, and thus it must be specified in logic. Lastly, it must be executable so that it can be used to support a variety of automated analysis tasks, like testing or debugging.

2.1 Prolog

Prolog is a declarative language that relies on first order logic. Programs in Prolog are built with rules and facts, which are usually concerned with mathematical relations. Hence, we believe that Prolog is suitable for a formal semantic representation. There might be more formal mathematical semantic models that, e.g., rely on Coq [38], but such notations are not as flexible and would make it difficult to support a large number of layers.

In Prolog, a user can ask queries, and the answer is computed automatically based on the rules and facts with a unification algorithm. The following example shows two facts stating that average and flatten are layers and a rule that says that layers are AI components ai_components.

\[
\text{layer(average).} \\
\text{layer(flatten).} \\
\text{ai_components(X):- layer(X).}
\]

A user may ask queries such as ai_components(flatten), which is simply answered by true, or ai_components(X), where X is a variable which produces the following results.

\[
X = \text{average}; \\
X = \text{flatten}.
\]

A rule can generally be seen as a predicate that has arguments (in the header) and describes the relation between these arguments with a conjunction of clauses in the body of the rule. Arguments can be atoms (lowercase) or variables (uppercase). Prolog supports a number of data types and has built-in features for various mathematical operations. Moreover, it includes functions for list and string processing, and higher order programming notations [21].

Prolog is a well-suited specification language for our purpose for multiple reasons. First, it is largely intuitive and convenient to use (i.e., by specifying rules and facts) and has a reasonably large user base, which is extremely important as we intend to invite the open-source community to collaboratively maintain the semantics. Second, it supports various list operations and mathematical expressions, which is helpful for capturing the semantics of AI libraries that involve mathematical operations on multidimensional data. Third, Prolog supports automated reasoning (through an underlying rewriting and search system), which is essential for our purpose. Lastly, Prolog is a well-studied declarative programming language, which is fundamentally different from the imperative programming that is used to implement AI frameworks. This makes it unlikely that our semantics will have the same bugs in the implementation.

2.2 Specifying the Semantics

In this work, we focus on developing a semantics for the TensorFlow framework, since it is the most popular AI framework. TensorFlow is a complex framework that provides various tools, implementations, and features for the development of AI systems. We systematically go through every component in the TensorFlow framework and identify all the components which are relevant to AI models themselves (rather than, components for the training process). Our goal is to implement a comprehensive semantics for one of its core components, i.e., the layers [19]. We specify the semantics of nearly all layers except a few layers for practical reasons. A detailed discussion of the omitted layers is in Sect. 4. In total, we specify the layer functionality that is required to perform a prediction of 72 layers of different types, we did not implement any TensorFlow algorithms that are concerned with the training of models or data processing.

A full list of these layers is available in our repository [10]. For each layer, we systematically go through the documentation, and run tests to understand the semantics. Unfortunately, the semantics of quite a number of layers are under-specified, and we have to seek
further help from online forums and/or the authors. In multiple cases, we identify under-specified or mis-specified behaviours, like wrong handling of unexpected layer arguments, or missing restrictions for layer inputs (more details are in Sect. 4). This suggests that formalising the semantics alone is already useful, and can help to improve AI frameworks.

The semantics of each layer is specified using one or more rules in Prolog. Figure 1 shows a histogram of the frequencies of the number of lines (or rules) required for the layers. It can be seen that many layers only require less than 10 lines. The reason is that they reuse predicates of other layers, or built-in rules. A major fraction of layers requires no more than 40 lines, and the remaining layers have nearly all less than 80 lines. One outlier (the Dot layer) has 106 lines since the implementation supports various axis combinations for the dot product. In total, the semantics consists of about 3200 lines of Prolog code and on average 44 lines per layer (when shared predicates are considered). The implementation of nearly all layers has an one-to-one correspondence with the deterministic functionality of the TensorFlow layers. This allows us to, given an AI model, straightforwardly invoke the relevant rules in our semantics and apply them to generate constraints on the model output.

We remark that since these Prolog rules are specified by humans, they are potentially buggy as well. Standard practices are applied to ensure the correctness of the semantics itself, such as code review, manual testing (e.g., using documentation examples) and automated testing (e.g., using our own fuzzing engine). While we cannot be completely sure that the semantics is correct, we have reason to believe that it is reasonably so. In general, one can always argue that correctness is an illusion and all there is is consistency (e.g., between manually-programmed TensorFlow and manually-written Prolog semantics). That is, as long as the same bug is not present in both the implementation and the semantics, inconsistency would arise and either TensorFlow or our semantics will be fixed. In the following, we illustrate our semantics with multiple examples.

Dense layer. Listing 1 shows our Prolog semantics of a Dense layer [6]. It is a standard densely connected layer, which contains a number of nodes and each is connected with all inputs. The output is computed by the weighted sum of all inputs at each node with an added bias value. Our specification works as follows. The rule starting in Line 1 has multiple parameters: a list \( [1|Is] \), a weight array \( IWs \), and a bias array \( Bs \) (which can be intuitively regarded as inputs) and a list \( Os \) (which can be regarded as the output). The list notation \( [1|Is] \) enables access to the first element \( I \) and the remaining elements \( Is \) of a list. Line 2 constrains the depth of the nested input to two. We handle higher dimensional input separately. Line 3 applies a predicate that is true when \( 0 \) can be unified as the expected output for an input \( Is \), and Line 4 is a recursive constraint, which intuitively continues with the next inputs.

The rule in Lines 6–9 is similar, except that it handles (layer) inputs with a higher dimension, which is checked in Line 7, and recursively uses our initial predicate from Line 1 since the dense layer only performs computations in the inner most list even when it receives high dimensional input data. Line 11 (and Line 18) are the base cases for the recursion, i.e., when only an empty list remains.

The predicate in Line 13 encodes the main layer functionality and becomes true when the \( Res \) variable is the expected output for the input \( [1|Is] \). It has the same arguments as our first rule and an additional temporary variable \( Res0 \) for the result. It consists of clauses for multiplying the weight arrays \( IW \) with each input \( I \) and for adding the results in Line 16. The predicates \( multiply_list_with \) and \( add_lists \) are straightforward and are therefore omitted.

With this Prolog semantics, we can now answer a variety of queries, e.g., to compute the expected output of a Dense layer. The following listing shows some examples. The first is a basic query with two inputs and two nodes and the second has three nodes and more complex input. It can be seen that even such a small and simple specification can handle high dimensional input with just a few lines of code. The third query fails due to invalid arguments since the number of nodes must be equivalent to the size of the bias array and also to the second dimension of the weight array. Many layers have non-trivial preconditions like that. This makes the generation of test data difficult. In Section 3, we will illustrate how we can identify such invalid inputs and produce useful information about the source and severity of such issues to support our model validation and test generation approaches.

```prolog
1 dense_layer([[4,9]], [[5,8],[7,6],[4,3]], X). X = [[87, 89]]
2 dense_layer([[1,2],[3,4],[4,5]], X). X = [[[1,2,3],[4,5,6],[7,8,9],[2,3,4]], X).
3 dense_layer([[1,1],[1,8],[2,7],[3,9]], [7], X). false.
```
Conv1D layer. A convolution layer [2] shifts a kernel (or pool) over the input space and produces the weighted sum of the elements within the kernel. It can, for instance, be used for image preprocessing or recognition. Listing 2 illustrates the (simplified for the sake of presentation) semantics of this layer. Line 1 shows a predicate for the layer, which has the (layer) input data Is, a number KernelSize for the one dimensional size of the window that should be shifted, a weight array IWs for the kernel elements, a bias array Bs of values that are added to the output, a step size Strides, a Boolean Padding for optionally enlarging the input data, e.g., by surrounding it with zeros, and the output data Os, as parameters. Lines 2–4 apply predicates for checking the validity of the layer inputs and arguments, i.e., to ensure that the input dimensions are as required, to check that the kernel is not too large for the input, and to verify that the weights are valid. An example implementation of such a precondition is given in Sect. 3.3. Line 5 applies the pool1D predicate, which is a generic predicate for different types of pooling or convolutional operations, and it becomes true when Os can be unified with the result of the operation.

Line 7 shows the pool1D predicate, which has the same arguments as the conv1D_layer with an additional Poolfunc meta-predicate to decide what should happen within the pool, and an argument MultiLayerPool to specify if the pool should be shifted over the second axis of the input space. Next, there is a call to a sub-predicate for one sample of the input in Line 8, with initialisations of coordinates and a temporary output variable, Line 9 iterates over the other samples, and Line 11 is a simple stopping clause.

In Lines 13–17, we apply padding with the calc_padding predicate that is true when LeftP and RightP are padding sizes to maintain the input shape after pooling, and by using these variables for the padding1D predicate that succeeds when Is1 is Is with padding. The predicate in Lines 19–24 does the actual application of the convolution. Line 21 utilises the pool predicate, i.e., the weighted sum of the kernel, for a given position X, Y, which is then appended to the output in Line 22. Next, Line 23 has a conditional clause that introduces new variables X1, Y1 for the next coordinates given the current pool position, and finally Line 24 performs recursion to continue with the next coordinates.

Lines 26–31 are defined similarly, except that the pool is also shifted over the second axis by iterating over the Y coordinate instead of just using the sum over these values. Finally, Lines 33–36 show a stopping clause, which becomes true when one of the indexes X, Y is outside the input space.

Similarly, with the above semantics, we can now query this layer as shown in the following examples. The first example has integer and the second has floating-point inputs. It can be seen that variables are not limited to a specific type, our implementations work for integers as well as floating-point numbers.

**Listing 2: Simplified Prolog specification of a pooling layer.**

An interesting aspect of this layer is that a lot of the functionality can be reused for other layers. In particular, the pool1D predicate is defined generic so that it can be applied for the semantics of many related layers. For example, it is applied for simple pooling layers, like (global) average or max pooling and for other convolutional layers, like separable convolution and locally connected layers.

Non-deterministic layers. Although most layers have deterministic behaviour when their weights are known, there are a few exceptions including layers such as Dropout, AlphaDropout, SpatialDropout, GaussianDropout, and GaussianNoise. All of them either have built-in non-determinism (i.e., random behaviour) or are probabilistic in nature (i.e., producing outputs that follows a certain probability distribution). We defined Prolog rules that constrain these layers to satisfy high-level properties which are documented in the respective documentation, e.g., if the layer is expected to produce results that are according to a specific distribution, they should. We demonstrate how this is done for the dropout layer [8].
work testing method which improves the existing approaches by
we neglect this feature in the example for brevity.) Listing 3 shows
The semantics has many applications. In this section, we demon-
method can also be seen as a form of differential testing, but it is
bugs due to reasons such as using the same underlying library or
In contrast, if it is available, it is still possible that it suffers from the same
bugs. Usually, the training of AI models contains random factors
make an exact comparison and the identification of bugs difficult.
This issue is sometimes resolved by relying on approximating or-
accept a range of inputs. The semantics, we have an alternative more powerful solution for this
behaviour of the layers, we can test the results of an AI model
independently of the non-deterministic training algorithms. This
fidelity the detection of subtle bugs without the interference of
underlying non-deterministic or probabilistic behaviours.

The second problem, i.e., the test case generation problem, is
often addressed by using existing benchmark examples or by modi-
fying these examples, e.g., via mutation [43]. The problem of the
former is that existing examples are limited in both numbers and va-
riety. The problem of the latter is that test cases generated through
mutation are often invalid, e.g., due to non-trivial preconditions
that must be satisfied by the layers. Most AI libraries contain dozens
of different layers that can be connected in sequences or in complex
graph structures to form deep learning models. There are simple
layers, like a densely connected layer, and also highly complicated
layers which apply operations on multidimensional inputs or even
combine the functionality of other layers. Usually, they need a num-
er of configuration arguments, e.g., for specifying the number of
neurons or a filter size. Most layers have preconditions for the
inputs and hence they cannot be freely combined. To address this
problem, a recent approach [29] proposes to extract information
about the input requirements from the library documentation and
to generate ‘valid’ test cases accordingly. However, after all its ef-
fort, it still has very limited capability in producing valid test data,
i.e., the success rate is around 25%.

In this work, we develop a fuzzing method which utilises feed-
back from our semantics to enable a systematic way of producing
valid test cases, i.e., by finding layers (and associated arguments)
that are compatible with each other. Moreover, our approach ex-
ploring various layer arguments in order to find interesting combi-
nations that might reveal bugs. The overall workflow is depicted in
Fig. 2. Next, we will explain the involved tasks and components.

Our method has two main components. First, the most important
component is the oracle, which is our executable Prolog semantics.
Given a deep learning model (in the form of collection of layers
and their arguments) and the input data, the oracle executes the
semantics to produce a prediction, in a similar fashion as it is done
by an AI library. Second, the test case generator is a tool that pro-
duces test data in the form of multidimensional arrays and a deep
learning model as a collection of layers and their respective arg-
ments. Our test case generator is based on fuzzing techniques and
unusually that our semantics will suffers from the same bugs since it
is developed in a different modelling paradigm at a high-level (e.g.,
where little performance optimisation is involved). On the other
hand, metamorphic testing is usually limited to specific types of
bugs based on algebraic properties (i.e., a very small piece of the
semantics) which are used to guide the test generation. Another
issue that limits the applicability of both approaches is the non-
deterministic behaviour of the layers, e.g., inconsistency may be
due to non-deterministic or probabilistic behaviours rather than
bugs. Usually, the training of AI models contains random factors
that cause small discrepancies in different implementations and

3 APPLICATIONS OF THE SEMANTICS

The semantics has many applications. In this section, we demon-
strate two of them. We illustrate the overall design of our testing
and model validation approaches and show step-by-step examples.

3.1 AI Framework Testing

Recently, multiple researchers started working on AI framework
testing [22, 23, 33, 38, 40, 41, 43]. While an impressive number of
bugs have been identified, there are still many open challenges.
Based on our executable semantics, we introduce a novel AI frame-
work testing method which improves the existing approaches by
addressing the following problems. (1) The oracle problem (i.e.,
how we verify if the output is correct). (2) The test generation
problem (i.e., how we can effectively generate valid test cases). For
the first problem, the existing approaches focus on differential test-
ing [33, 41, 43] or a simple form of metamorphic testing [22, 23, 40].
For differential testing, multiple libraries (or implementations) are
compared against each other, and bugs are identified when an in-
consistency is found. The kind of metamorphic testing done on AI
frameworks introduces changes in the test input (i.e., an AI model)
that should not affect the output. A different output would thus
indicate a bug. In other words, such testing relies on the algebraic
property that ‘dead code’ does not change the model’s behaviour.
Differential testing is powerful since a second implementation can
serve as a good test oracle. However, a second independent imple-
mentation is not always available, especially for new algorithms.
Even if it is available, it is still possible that it suffers from the same
bugs due to reasons such as using the same underlying library or
implementing certain optimisation in the same ‘wrong’ way. Our
method can also be seen as a form of differential testing, but it is

Listing 3: Prolog specification of the Dropout layer.

1 dropout_layer(Is, Os, Rate, AcceptedRateDiff) :-
2 count_atoms(Is,N) ; count_atoms(Os,N0), NO = N,
3 count_occurrences(Is,B,NZeroOrig),
4 count_occurrences(Os,B,NZeroNew),
5 RealRate is (NZeroNew - NZeroOrig) / (N - NZeroOrig),
6 Diff is abs(Rate - RealRate),
7 (Diff > AcceptedRateDiff -> (write("Expected Rate: "),
8 writeln(Rate), write(" Actual Rate: "), writeln(
9 RealRate), false); true).

This layer is expected to set values of the input to zero according to
a given rate. (Additionally, the layer also adds noise to the data, but
we neglect this feature in the example for brevity.) Listing 3 shows
a predicate that checks if the dropout actually occurs at a given
rate. The arguments are the inputs Is, the outputs from TensorFlow
Os, the rate, and a threshold AcceptedRateDiff for the maximum
difference to the observed rate. Line 2 shows predicates which are
ture when N and NO can be unified with the number of input and
output values, which must be equal. Line 3 does the same for the
number of zeros in the input, and Line 4 for the number of zeros in
the given output. Next, Line 5 sets RealRate to the observed rate of
dropsouts while considering the already existing zeros in the input,
and Line 6 applies the abs function to obtain the difference to the
expected rate. Finally, Line 7 checks if the difference is bigger than
our threshold and writes a message if that is the case.
produces random input data and models. The focus of the generation is to produce complex models with graph structures in order to extensively test combinations of different layers in various settings.

In the following, we use the simplified semantics of the convolution layer that we showed in the last section to demonstrate the test generation. The test case generator produces test input data as well as a deep learning model (including layer arguments) to reveal bugs or inconsistencies in the AI library. The model and the input data (for performing a prediction) together form a test case. A test case is automatically generated in the form of a Prolog query, which is given to the Prolog interpreter to compute a result with a unification algorithm. For example, a simple query for our convolutional layer is as follows.

```
conv1d_layer([[5, 8, 7], [9, 10, 7], [3, 7, 7]], 2,
[[3, [1, 1]], [[1, 1, 1]], [1], [1, 1]], [8, 1], false, 1, X).
```

The same test case for TensorFlow is expressed as a simple Python program as shown in Listing 4. The first lines are imports and configurations. Lines 3-4 define the actual deep learning model. In Lines 5-8 we overwrite the weights for the kernel and the biases in order to support a deterministic prediction. Usually these weights are initialised randomly and tuned through training. Line 9 sets the input data and Line 10 performs a prediction with the model for the input data, which gives us the test output.

**Algorithm 1** Pseudo code of the test model generation.

```
function recursiveGeneration(input_data, level, rand):
  if level = 0 ∨ rand.nextBool() then  // Allow deeper graph based on the random result
    return null
  else
    layer ← GenHelper.generateLayer()  // Generates a random layer incl. arguments
    inputNumber ← 1
    if layer.hasMultipleInputs() then
      inputNumber ← rand.nextIntifier(3)
    for i ← 1 to inputNumber do
      layer ← recursiveGeneration(input_data, level - 1, rand)
      layer1.setParent(layer, layer.addChild(layer1))  // Connect layer
    if success then
      return layer
    else if error.getErrorLocation() = lastError.getLocation() ∧
      error.getBadness() ≥ lastError.getBadness() then
      layer ← lastLayer, error ← lastError  // Restore model if no improvement
    else
      lastLayer ← lastLayer, error ← error, layer1 ← error.getLocation()
      if rand.nextBool() then
        layer1.regenerateArgs()  // Reset the layer arguments
      else if rand.nextBool() then
        options ← ["Reshape","UpSampling","Cropping","Padding",...]  // Generate one of the options
        layer2 ← GenHelper.generateLayer(options)  // Generates a random layer incl. arguments
        layer1.insertLayerBeforeChild(layer2)
      if rand.nextBool() then
        layer2 ← GenHelper.generateLayer()  // Generates a random layer incl. arguments
        layer1.replaceWith(layer2)  // Replace current layer with another layer
      else if rand.nextBool() then
        layer2 ← GenHelper.generateLayer()  // Generates a random layer incl. arguments
        layer1.replaceChildWith(layer2)  // Replace input layer with another layer
      return null
```

Finally, we compare the output of the test program (that includes the AI library) to the output of the semantics. A test fails if the constraints produced by the semantics are not satisfied by the output from the Python program. In general, such a failure can be caused by bugs in the library and possibly by bugs in the semantics. For our example, the output was `[[46], [43]]` in both cases, which represents a successful test. A bug is identified when there is an inconsistency in the outputs (prediction results) of the TensorFlow program and of our semantics. If there is an inconsistency, we localise the bug by checking which layer specification is violated, and by manually checking the cause.

### 3.2 Test Case Generation

The test case generator is a tool that can produce models in the form of Python scripts (that use TensorFlow) as well as models represented as Prolog queries. It also generates random test inputs (in the form of multidimensional arrays that need to have a specific shape or number of dimensions depending on the first layer) for a prediction with a model and layer arguments, which can also be the weights of layers. The generation is done by the test case generator alongside the AI model generation while considering input requirements. The details about the required arguments can be found in the TensorFlow documentation. A test case is a model together with the associated test inputs.

The main functionality of the test generator is the generation of diverse functional models. Pseudo code of the generation process is illustrated in Algorithm 1. It consists of two major functions for randomly building a model and for finding a valid model. The first is a recursive function (Line 1) that starts by selecting an
initial root layer and continues to connect random layers onto it. The algorithm increases the probability of stopping based on the level that represents the distance of the current layer to the root layer (Line 2) to prevent too large models. Many layers can take the output of one layer as input, and some can have inputs from multiple layers, e.g., to perform mathematical operations, like addition, or multiplication of the inputs. Hence, there is a variable for the number of inputs, which is set according to the generated layer (Lines 5–7). Finally, the recursion is performed for each input, a connection is formed with the associated functions (by feeding the output of a layer as input to another layer), and the layer is returned. The model in this case is just the root layer that is connected to other layers. Note that the models produced by this function are most likely invalid, and for simplicity it produces models in the form of trees. The semantics also supports more complex graphs.

The second function takes this model as a basis to find a valid model with the help of the semantics (Line 12). Our semantics can identify invalid models based on layer preconditions, which are defined as part of the corresponding Prolog rules. These preconditions give feedback in the form of a badness value to guide the generation process towards valid models. Given a concrete model and a precondition to be satisfied, the badness value is defined in the same way as fitness in search-based software testing [25]. It is a distance metric that increases when the model is further away from becoming valid, i.e., we rank the preconditions based on severity and calculate a value by multiplying a severity factor with the difference of, e.g., an expected argument value to an observed one.

Line 14 shows that we apply a `SemanticHelper` to run our semantics and to retrieve a success or an error message. If the semantics was executed successful then the model is valid and the algorithm stops (Line 16). If an error occurs during the execution, we check if it originates from the same layer as a previous error, and if it is more severe than the last error (based on the badness value), which would indicate that the last model change did not improve the model. In this case, we restore the last model (Line 18). Otherwise, we try to adopt the model to gradually improve its validity (Lines 21–32). This is done by randomly selecting a potential model modification for the layer that causes invalidity, like regenerating arguments, inserting a layer to change the input shapes/dimensions, or replacing the layer with one of its input layers. This process is repeated until a valid model is found or a maximum number of tries is reached.

An example graph model that was generated with our approach is illustrated in Fig. 3. The nodes in the model represent layers and the arrows show the data flow. It can be seen that the model includes various layers, like convolutional or reshape, and the output of the model is derived from the root layer, i.e., that average layer at the bottom. The corresponding TensorFlow and Prolog model are available online in our repository [10].

3.3 Model Validation

Another application of our semantics is the model validation by identifying bugs in faulty (or invalid) AI models. It can be challenging to create working models, especially since the layers have numerous preconditions that need to be fulfilled when they are used or combined. For example, common errors are wrong input shapes and dimensions, or arguments that are invalid for the input data, like a convolution kernel or an axis value that is too large for an input dimensions [27, 45]. AI libraries, like Tensorflow, already produce error message to detect such issues. However, they can be difficult to understand, the messages are not always consistent for the same type of issue, and in rare cases there is no error for a problematic model (see the example below). Hence, we provide an alternative way to validate models by identifying and reporting issues precisely and consistently with the help of our semantics. By converting an existing TensorFlow model into our Prolog representation, we can exploit our semantics to check if there are any precondition violations in the model, which would make it invalid.

An example precondition is shown in Listing 5. It checks if a cropping layer applies too much cropping, which would result in an empty output. There is a predicate `check_empty_cropping` that has the layer input and output as arguments and it is true when the output is not empty. Otherwise, an exception is thrown. First, in Lines 1–2 there is a recursive rule for the inspection of multidimensional output. Next, the rule in Line 3 makes our predicate true, if any numerical value is found in the output. If that is not the case, then we generate an error message Lines 4–7.

An example TensorFlow model that contains a corresponding cropping issue is shown in Listing 6. It can be seen that our model consists of four layers, a convolutional layer that is connected with a cropping layer, a maximum pool layer, and a concatenate
layer that takes the outputs of the cropping and pool layers. The same model in Prolog is shown in Listing 7. This model has a slightly different structure as our previous model queries. First, we assign the layers to variables, which we then pass in a list to the `exec_layers` function. This function is a simple wrapper for the execution of a list of layers that helps to identify the name of a layer that violates a precondition.

The model might seem valid at a first glance, but investigating the cropping arguments shows that the values are too big. This causes an empty intermediate output in the cropping layer. Expectedly, our semantics is able to identify this issue and produces an error. TensorFlow has no error message [5]. The model is just executed, and the concatenation is performed with the empty output, which means that the first branch of the model is completely ignored. Especially in large models, it can be challenging to find such issues since only intermediate results reveal such problems. The TensorFlow developers confirmed this should not happen and that an additional check will be added [5].

Our semantics are not only important for the test generation, but they also enable a reliable way to identify issues in AI models. Error messages in AI libraries are not always consistent because of multiple (or device-specific) implementations of a layer. Our preconditions are easy to define and can speed up the identification of issues by highlighting problematic layers and by presenting consistent messages that could, e.g., support automatic error handling. In future work, we aim to provide a more user-friendly tool with a graphical user interface in order to facilitate the usage of both our test case generation and model validation approaches in a practical setting, e.g., to produce test models for various purposes and to find issues with existing models.

4 EVALUATION

We implemented our semantics for almost all TensorFlow layers and developed two example applications, i.e., AI framework testing, and model validation to find invalid AI models. In this section, we evaluate the effectiveness of the approaches. We design multiple experiments to answer the following research questions (RQ).

- **RQ1: Is Prolog expressive and efficient enough for AI semantics analysis?** There are various specification languages that might be suited for developing a semantics of an AI framework. Hence, we want to highlight the advantages of using Prolog.
  
  - **RQ2: Does the semantics allow us to effectively generate valid AI test cases?** This is important since one of the applications of our semantics is AI framework testing and for that it is necessary to produce good test models.
  
  - **RQ3: Is our test generation method based on the semantics effective for finding AI framework bugs?** To further motivate the usage of our testing method, we show what bugs and issues it can reveal.
  
  - **RQ4: How well can our semantics report bugs of invalid AI models?** Another application of our semantics is the model validation. We will show the advantages of our method compared with the default bug reporting capabilities of TensorFlow.

The experiments were performed on a 7th Gen. Lenovo X1 Carbon ThinkPad with a 8th Gen i7 CPU with four 1.80 GHz cores and 16GB RAM. We mainly tested TensorFlow 2.4, but also discovered issues in version 1.14. For executing the Prolog semantics, we used SWI-Prolog 8.2.1 and the test generator was built in Java 13.0.7. Below are our answers to the research questions.

Listing 6: Simple example model bug in a TensorFlow.

```python
1 import tensorflow as tf, numpy as np
2 from tensorflow.keras import layers, models
3
4 in0 = tf.keras.layers.Input(shape=(2, 2))
5 in1 = tf.keras.layers.Input(shape=(2, 2))
6 Max = layers.MaxPool1D(pool_size=1, name = 'Max')(in0)
7 Con = layers.Conv1D(1, (1), padding='valid', name = 'Con')(in1)
8 Cro = layers.Cropping1D((0, 5), name = 'Crok')(Con)
9 Con1 = layers.Concatenate(axis=1, name = 'Con1')(Max, Cro)
10 model = models.Model(inputs=[in0, in1], outputs=Con1)
11
12 w = model.get_weights()
13 w[0] = np.array([[0.572, 0.621], [0.5188, 0.5741]])
14 w[1] = np.array([0, 0])
15 model.set_weights(w)
16
17 in0 = tf.constant([[[1.313, 1.02], [1.45, 1.92]]])
18 in1 = tf.constant([[[0.9421, 0.7879], [0.809, 0.855]]])
19
20 print(np.array2string(model.predict([in0, in1], steps=1)))
```

Listing 7: Simple example model bug in a Prolog.

```prolog
1 A = max_pool1D_layer([[1.313, 1.02], [1.45, 1.92]], 1, false, Max).
2 B = conv1D_layer([[0.9421, 0.7879], [0.809, 0.855]], 1, [[0.572, 0.621], [0.5188, 0.5741]], [8, 0], 1, false, 1, Con).
3 C = cropping1D_layer([5, 5], Cro).
4 D = concatenate_layer([Max, Cro], 1, Con).
5 exec_layers([A, B, C, D], ['Max', 'Con', 'Cro', 'Con1'], Con1, 'Con1')
```

RQ1: Is Prolog expressive and efficient enough for AI semantics analysis? In order to answer this question, we report our findings on developing our Prolog semantics. From the TensorFlow documentation [19], we identified 79 unique non-abstract and non-wrapper layers that we wanted to implement. For practical reasons, we could not support all layers, but we were able to develop our specification for 72 layers of various types, like mathematical, normalisation, convolutional, recurrent, pooling, dense, activation, cropping, padding, dropout, and most of these layers support nearly all arguments. We implemented the core functionality of these layers to be able to perform predictions. Our specification is not concerned with learning/training algorithms, data preprocessing and model (accuracy) evaluations or optimisations. A full list of the layers is available online [10].

We did not develop a specification for the remaining 7 layers (ActivityRegularization, AdditiveAttention, Attention, DenseFeatures, Lambda, MultiHeadAttention, StackedRNNCells) since they have too generic or flexible input requirements, like a generic iterable that can contain other layers, or arbitrary functions or queries. Moreover, we could not fully support all layer arguments and features, e.g., we implemented the Masking layer as a stand-alone layer, but not the influencing behaviour that it can have on other layers. We had to omit some layer arguments since they would have violated our specification requirement of static weights, i.e., there are initialisers, regularisers (for weights, kernels, or biases) that we did not implement since we statically set these attributes. Moreover, we did not implement activation or dropout features within the
layers since the same behaviour can be achieved by adding an independent activation, or dropout layer. We left out some arguments, like constraints, data formats, or a trainable option, due to their complexity or because they have an influence outside the scope of our semantics which is not concerned with the training of AI models. Some layers, like GRU, have an option to choose a specific implementation of the layer. For simplicity, we implemented the default implementations.

It should be noted that only seven layers had detailed (mathematical) descriptions in the documentation. 44 were explained with examples or had a reference paper, and the remaining 21 layers were under-specified or had just very limited examples. From our 72 implemented layers, seven had non-deterministic properties, hence instead of exactly specifying their behaviour, we defined Prolog rules that check if they follow the described properties from the documents as explained in Sect. 2. For the remaining 65 layers, we directly specified the functionality, which enables an easy execution and an exact comparison of the prediction results from our semantics to TensorFlow. The implementation effort of the semantics was about eight work months, which partially also includes the time to acquire the relevant domain knowledge.

We evaluated the execution time of our semantics in order to illustrate the applicability for non-trivial use cases. Figure 4 shows the achieved run times for increasing model sizes. We created the models by adopting the level variable of the test generation from Algorithm 1, by setting the input data size to 4KB, and by taking the average over ten models for each data point. It can be seen, that for small models with about ten layers and non-trivial inputs the run time of the semantics is only about 0.6s, and even for models with about 50 layers, a prediction can be done in less than 3s. Hence, we believe our semantics is fast enough for reasonable models.

A major advantage of using Prolog is its declarative and high-level specification style, which enables a compact and straightforward implementation. We only needed about 3200 lines of code for all 72 layers, and on average 44 lines per layer, because Prolog has already a lot of built-in functionality, like list operations, and it also facilitates the reuse of code. In contrast, TensorFlow has a huge code base with about three million lines of code. Hence, we believe our specification provides a good opportunity to AI developers to learn more about the inner workings of layers, and that Prolog is a well suited specification language since it supports a compact and convenient implementation of most layers.

**RQ2: Does the semantics allow us to effectively generate valid AI test cases?** In order to evaluate the effectiveness of our test generation approach, we used our test generator to produce 10,000 test models. The run time of the generation was about 35 hours (on average 12.6s per model), of which most time was spent on gradually finding a valid model with feedback information from the execution of the semantics. Our generated AI models had an average size of 9.89 layers (excluding input layers), and we used small inputs with a range of one to four values per dimension since bigger sizes vastly increased the overall size of our highly dimensional input data.

Compared to state-of-the-art approaches for testing AI frameworks, our generated models have more diversity in terms of layers and structure. A related fuzzing method [29] only tests single layers and it is unclear how many layers it can test with valid inputs. A differential testing approach [43] can produce valid models with mutation, but they are less diverse since the mutations are only concerned with sequential model aspects, and they can only add 24 types of layers to the mutants. Other related approaches have less variety since they only use existing models or adopt the input data.

Out of the 10,000 test cases 99.1% were valid, i.e. we were able to produce the same prediction result with our semantics as TensorFlow for the same model and inputs. Seven test cases failed because of a dependency issue of the Masking layer [14] that we could not fully support. (Almost all layers work independently, but the Masking layer is an exception. It requires all following layers to skip a specific input time step.) Two tests failed due to rare inputs which caused inconsistencies with the TensorFlow input argument checks. We are still investigating this issue because of its rare occurrence. Finally, one test failed due to a minor inconstancy in the handling of floating-point values, which only occurred very rarely when a lot of computations with recurrent layers were performed.

The high percentage of valid AI models that we were able to achieve with our test case generation shows that our method is effective, especially considering the low percentage (25%) of the related work [29]. Moreover, we were able to reveal various issues and bugs as we will see in the answer to the next research questions.

**RQ3: Is our test generation method based on the semantics effective for finding AI framework bugs?** With our generated test cases, we were able to discover various issues and bugs in TensorFlow. Some of which were actual faults in TensorFlow, a few issues were related to wrong or misleading error messages, and there were some documentation bugs. Table 1 shows an overview of the found issues, their type, and if they were confirmed or not.

![Figure 4: Run time of the semantics for rising model sizes.](image)

| Issue Type          | Fixed or Confirmed | Pending or Unconfirmed | Total |
|---------------------|--------------------|------------------------|-------|
| TensorFlow bugs     | 2                  | 1                      | 3     |
| Error message bugs  | 4                  | 2                      | 6     |
| Documentation bugs  | 4                  | 1                      | 5     |
| Total               | 10                 | 4                      | 14    |

The most interesting bug that we found was related to the popular activation function (or layer) called ReLU, which showed a wrong behaviour for negative thresholds that violated the description of the documentation [15]. We believe that this bug is the most significant since it is concerned with one of the most common activation functions, and AI models that used this function with a negative threshold (and negative) values might have suffered from
Another bug was regarding the ConvLSTM2D layer, which produced potentially wrong prediction results in rare cases [4], and one was an ignored argument [11].

An issue was regarding an error message that suggested that another number format is required, but when the format was changed then the message stated the original format was needed [12]. There were various similar error message related issues [3, 5, 9, 17, 20].

A documentation bug was about a missing preconditions description that caused an error when certain arguments were not equal in a SeparableConv layer [16]. A number of similar issues [1, 7, 13, 18] were also related to documentation inconsistencies.

In total, we found 14 issues that we reported to the TensorFlow developers and that helped to improve the framework. Ten issues were confirmed or are already fixed, four are unconfirmed or still pending. Note that our method focuses on semantic bugs, like the ReLU bug [15], that are harder to find. Related work cannot directly be compared due to simpler types of oracles, which we will explain in Sect. 5. Hence, we believe it is reasonable effective, and the fact that we found a major bug in one of the most common activation layers highlights the need for a good executable semantics.

**RQ4: How well can our semantics report bugs of invalid AI models?**

In order to evaluate the bug finding or localisation capabilities of our semantics, we generated 100 invalid models by running our test case generation method that gradually finds valid models. Retrieving the last model of this process allowed us to have invalid models that only contain a single bug, which facilitates the manual analysis of the issues. We evaluated the type of issues that made the models invalid and compared the bug finding and reporting capabilities of our semantics to TensorFlow.

Table 2 shows an overview of the types and frequencies of issues, and the number of TensorFlow inconsistencies that we found. The majority (57) of the models were invalid due to dimension errors caused by layers requiring input data with a maximum, minimum or specific dimension, or when a layer has multiple inputs and their dimensions are not matching. The next large portion, 29 models were invalid due to inconsistent input data that occurs when a layer takes multiple inputs and there is a requirement that the inputs need to be the same shape or the size of some dimensions must match. The remaining 14 models were invalid due to argument errors, like a pool or kernel size that is too large, or inconsistencies in weight (or biases) shapes. Most convolutional layers require weight arrays to have a specific shape that can depend on the input size. Hence, a model can, e.g., become invalid when the shape of the weights is inconsistent with the input shape.

Many error messages from TensorFlow were inconsistent as indicated in the last column of Table 2. Even for simple cases like a wrong input dimension, there are different messages ("ValueError: Input 0 of layer X is incompatible with the layer: expected ndim=5, found ndim=3." or "ValueError: Shape must be rank 4 but is rank 5 for X." or "ValueError: Inputs should have rank 4. Received input shape …"). The reason for these differences might be that the error messages are produced independently in different layers. In contrast, we can easily reuse a precondition that produces the same message in all layers. This facilitates automatic error processing.

There were cases in which TensorFlow did not produce an error, although there should be one. For example, when cropping layers are used with a too large cropping values, then TensorFlow will just produce an empty output [5] (more details are in Sect. 3.3). A similar issue was regarding the input shape verification that did not occur with specific prediction methods [9].

Same as TensorFlow, our semantics was able to identify the layers that were causing an invalid model in all cases. In four cases, there were discrepancies regarding the type of error. The reason for that is simple. Some issues can have multiple causes, e.g., when a weight shape is inconsistent with an input, then either of them may be wrong.

Generally, our produced messages are simpler, consistent, and at a high level. To be fair, TensorFlow’s error messages could be at times more detailed (for better debugging), but our focus is on automatic error handling. Note that there seems to be no other work investigating TensorFlow’s error messages for AI models. Finally, with our approach it is much easier to add preconditions for special use cases or types of layers since the code is much more compact, which makes it easy to find the right place to add a precondition.

**Discussion.** A threat to the validity of our evaluation might be that there are limited ways that we can compare with existing works. This might have been interesting. However, there were not many related approaches that could be used for a fair comparison since the closest related work for generating AI models worked with a much weaker oracle and only focused on simpler bugs.

One might argue that our AI framework semantics is limited since it is mostly concerned with the behaviour of layers. AI frameworks have other important components, e.g., it would be interesting to specify the learning algorithms. However, in this work we focused on the static behaviour of layers since we believe it is a good start for more general AI framework semantics, and our specification is valuable since it can perform predictions for various complex AI models. Moreover, we illustrated how non-deterministic properties can be evaluated with Prolog.

Another potential threat to the validity of our evaluation could be that the test inputs we used to generate AI models were too small for a realistic study. AI models can handle huge data like large images or videos. Hence, it is true that an evaluation with larger test inputs might be more realistic, but bugs in the AI frameworks as well as in AI models could be independent of the input size. We believe that our test models with rather small inputs were still reasonable and did not represent a big limitation. Moreover, it is well-known that small test cases can reveal various bugs [28].

One might argue that our model validation approach is not as useful as TensorFlow’s bug reporting capabilities. It is true that the produced error messages from TensorFlow are more sophisticated, and they might be better for debugging. However, our goal was to produce simple and consistent error messages that can be used
for applications such as automatic error handling or even model repair. Moreover, we wanted to provide an easy way to add new preconditions and reporting capabilities, which can be helpful since not all model issues were identified by TensorFlow.

5 RELATED WORK

Executable semantics for programming languages are related to our work because AI libraries have a similar purpose as a compiler. For example, there are various executable semantics for popular programming languages that were build with the K framework [35]. In the same way as our AI framework specification, such semantics can be used as a strong test oracle and facilitate the test generation.

A related approach that also works with AI specifications was presented by Selsam et al. [38]. The authors apply an interactive proofing tool and partial synthesis of some system components to construct an AI system and to prove its correctness. Such a system can also be seen as a formal specification similar to ours since it can be used to detect bugs. However, in this work the authors focus more on an alternative (library) implementation that is correct by design, and they only focus on a limited AI system. Moreover, the authors point out that their proof relies on an idealised setting with infinite-precision real numbers that are replaced for a concrete execution, which can be a potential source for bugs.

The closest related work to our testing approach was presented by Wang et al. [43]. The authors show a differential testing approach called LEMON that uses mutations to produce test cases, and it applies a heuristic strategy to guide the generation in order to amplify inconsistencies between different DL libraries. They do this to get rid of noise introduced by non-determinism in DL libraries. With our approach, we can directly test many library components deterministically, which makes the identification of bugs much easier. Moreover, we do not have to rely on the existence of other libraries. Our semantics can also be used to test newly developed features that are only provided by a single library.

A similar approach called CRADLE was presented by Pham et al. [33]. CRADLE also performs differential testing, and it applies distance metrics to detect inconsistent outputs. It localises the source of an inconsistency by tracking and analysing anomalies in the execution graph. Similarly, Srisakaokul et al. [41] show a differential method for supervised learning software and demonstrate it for k-Nearest Neighbour and Naive Bayes implementations.

A related fuzzing method was illustrated by Li [29]. The approach relies on extracting information from AI library documentations to find input requirements of deep learning layers, which are needed to generate test data. In contrast to our work, this method only has very limited capabilities to produce valid tests (about 25%) and their oracle can only detect documentation bugs or input violations.

Dwarakanath et al. [23] have developed new metamorphic relations for metamorphic testing of AI libraries. For example, they perform permutations, rearrangements, or rotations of the input data that should not change the output. Then, they identify bugs based on unexpected changes in the output. They evaluate their method by artificially introducing bugs into image classification systems.

A similar metamorphic method for validation was presented by Ding et al. [22]. The approach works with metamorphic relations that, e.g., add (or remove) images or image categories to the training, test or validation data. They also work with image classifiers. Another metamorphic method that permutes rows and columns, shuffles and renames input features in order to evaluate the balancedness of machine learning classifiers was introduced by Sharma and Wehrheim [40]. In contrast to these approaches, our semantics will work with much more AI applications, and its strong oracle supports the detection of a wider range of bugs.

Related to our model validation method are some debugging approaches [26, 37, 42] for AI models that offer features like visualisation or auditing, to find issues. However, such approaches are usually limited to specific types of models, e.g., classifiers, and their focus is not on introducing custom validation options.

6 CONCLUSION

We have introduced a novel executable semantics for AI frameworks and illustrated two of its applications. Our semantics is implemented in Prolog and it focuses on the deterministic behaviour of deep learning layers. With Prolog, we could develop almost all layers of TensorFlow in a convenient and compact specification style.

One major application of our semantics is the automatic generation of test AI models. We applied a fuzzing approach that incorporates feedback from the semantics to gradually find valid models. The approach was able to consistently produce valid models in 99% of the cases, which is much higher than related approaches. Moreover, we evaluated the effectiveness of this method for finding AI framework bugs, and the results were encouraging. We discovered various issues and bugs in TensorFlow and could thereby help to improve this AI framework. Most notably, we even found a bug in the well-established ReLU function.

Another application that we presented is the validation of deep learning models. Our semantics is built with various preconditions that can find bugs in invalid AI models. The evaluation showed that we can produce consistent error messages, and we were able to identify issues that could not be discovered by TensorFlow.

We believe that these two approaches highlight the usefulness and generality of our semantics, which will also enable further applications. In the future, we aim to explore different test generation methods and AI model synthesis.
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