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Analysis of electronic health records (EHRs) is an increasingly common approach for studying real-world patient data. Use of routinely collected data offers several advantages compared with other study designs, including reduced administrative costs, the ability to update analysis as practice patterns evolve, and larger sample sizes. Methodologically, EHR analysis is subject to distinct challenges because data are not collected for research purposes. In this Viewpoint, we elaborate on the importance of in-depth knowledge of clinical workflows and describe six potential pitfalls to be avoided when working with EHR data, drawing on examples from the literature and our experience. We propose solutions for prevention or mitigation of factors associated with each of these six pitfalls—sample selection bias, imprecise variable definitions, limitations to deployment, variable measurement frequency, subjective treatment allocation, and model overfitting. Ultimately, we hope that this Viewpoint will guide researchers to further improve the methodological robustness of EHR analysis.

Introduction and context: use of data from electronic health records

Electronic health records (EHRs) are increasingly used to survey population health, develop classification and prediction models for decision support, identify optimal treatment policies, or even simulate randomised clinical trials. Compared with alternative data sources and study approaches, such as cohort studies or randomised controlled trials, the main advantage of EHR analysis is the use of data that are already captured, thus reducing administrative efforts, costs, and sample selection bias. EHRs are more representative of the total target population and less subject to inclusion bias than randomised controlled trials, because EHR data are obtained from all individuals who interact with health systems. Although important epidemiological considerations remain, such as those discussed in this Viewpoint, EHRs include more comprehensive data from patients as they evolve over time and provide access to large dataset sizes, especially when EHR analysis involves large integrated health-care systems or a network of health-care providers who use interoperable information systems. Ultimately, large sample sizes can provide increased statistical power to do subgroup analyses and reduce the risk of type II errors.

Importance of methodological robustness

Although EHR data analysis offers promising research opportunities, the applicability and robustness of EHR research are often limited by methodological shortcomings inherent to the complexity of EHR data.

First, compared with clinical repositories and clinical trials, the likelihood of variation in data collection for EHRs is increased because many variables are measured by use of different technologies and sampling frequencies. Second, the retrospective nature of most EHR data analyses means that cohorts, exposures, and outcomes are defined retrospectively. This retrospective approach allows for such definitions to be adjusted in light of analysis outcomes, resulting in potentially misleading findings, because of multiple hypothesis testing and without appropriate statistical adjustment. Finally, the type and quality of data, including which patients are included in the analysis, are heavily dependent on clinical practice patterns, which introduce sample selection biases that lead to spurious associations. One should keep in mind that EHR data are not primarily collected for research purposes; instead, they store all patients’ information collected during clinical care, and, in some cases, serve an administrative function such as billing. Therefore, analysis of EHR data should not be undertaken without the involvement of investigators with specialist knowledge of the domain of interest, spanning from care practices to data processing.

Goals of this Viewpoint

Over the past two decades, with ever increasing use of EHR data, previous investigations and our research have observed that issues arising during clinical care (eg, from minority ethnic groups seeking health care less frequently) are also reflected in the EHR data, thus introducing bias in EHR studies. We believe that an integrated and comprehensive discussion of how clinical workflows and information system design affect EHR data analyses is still missing in the literature. In this Viewpoint, we extend these concepts by integrating machine learning, epidemiological, and statistical considerations with important clinical considerations, by reviewing the literature and case examples. Although most pitfalls we present are mainly relevant to machine learning models, others are also crucial for all types of EHR studies.

In this Viewpoint, we identify six common clinical and methodological pitfalls using a mixed approach, both relying on expert opinion and a literature review. We cross-checked our literature review and references of the identified publications to include additional relevant publications. Inclusion of papers was at the authors’ discretion (CMS, SLH, and LAC). By discussing these six pitfalls of crucial importance, we hope to guide
researchers to avoid repeating the same errors in future analyses, and we hope that the solutions we provide will improve the scientific robustness of descriptive and predictive models that use EHR data. Although some points we present here are elaborations or extensions of key concepts that have been previously published in reporting guidelines such as the Strengthening the Reporting of Observational studies in Epidemiology checklist,14 we also describe additional pitfalls and concepts. Furthermore, the added value of this Viewpoint lies in the provision of actionable solutions.

Pitfalls and solutions
Arguably most mistakes are not made on purpose or through negligence, but by not knowing what one does not know. Especially when trying to build advanced statistical models, in-depth knowledge of how data are collected and how decisions are made is crucial, such as when patients are admitted to, for example, hospital or an intensive care unit (ICU), how treatment decisions are made, or when patients should be discharged from an ICU or from hospital. Although non-medical researchers might obtain some insights into these processes from the internet or from the media, we recommend involving clinicians, nurses, or other relevant health-care providers throughout the lifecycle of the research project.15 In several previous analyses, the influence of hospital-specific practices was not incorporated, ultimately leading to issues with the external (and sometimes also internal) validity of the studies16–18 and highlighting the importance of domain expertise on local health-care unit policies in EHR research.19 Protocols that vary among hospitals can establish if, when, and how some data are collected. For example, an atypical blood test result can only be retrieved from the EHR if the patient had a blood test. Thus, local protocols and diverse testing frequencies for different patient populations can be associated with the identification of patients with atypical results. This issue of missing data is a very common, yet overlooked, problem in research and leads to sample selection bias that is seldom adjusted for.

When analysing EHR data collected from patients in ICUs, the analysis is affected by the criteria for admission to the ICU, which vary among different ICUs and even within the same hospital depending on circumstances.20–24 Such changing circumstances became obvious during the COVID-19 pandemic, when demand for ICU beds exceeded capacity.25 Similarly, many other clinical decisions are susceptible to subjectivity of health-care providers, such as when a patient is ready for discharge (selective censoring),26 or when a patient should be readmitted from the ward to the ICU.27 In most of these situations, factors related to health-care providers, such as clinical experience and cultural differences, or current events in general, such as the pandemic, can affect triage and other decisions. To address the aforementioned issues, we suggest always discussing design choices and study assumptions with clinicians or other health-care providers who are knowledgeable of local protocols. Furthermore, causal inference frameworks28 should be incorporated if studies aim to analyse or predict outcomes that result from treatment decisions (eg, which patients should be offered renal replacement therapy). We have listed the identified pitfalls and outlined potential solutions (figure). The pitfalls are structured according to the analysis stage in which they most likely occur.

Pitfall 1: sample selection bias
Cohort building is a challenging step in data analysis because it requires translation from diverse case definitions into specific data criteria. The quality of the definition used in the literature to correctly identify cases, and the interpretation and translation of these definitions by researchers affect the composition of the cohort. Crucially, sample selection bias can occur if these case definitions are overly restrictive, thus potentially excluding a subgroup, or too general, thus increasing the number of falsely identified patients in the cohort.29–30

One prominent example of definitions being too unspecific is seen in studies using different methods to identify patients with sepsis, including the quick Sequential Organ Failure Assessment (qSOFA) score,31 codes proposed by Martin and colleagues32 (known as Martin methodology), codes proposed by Angus and van der Poll33 (Angus methodology), or the systemic inflammatory response syndrome score.34 Although use of these methods as a surrogate for sepsis is established,35–37 such methods lack specificity. Meanwhile, performance to identify patients with sepsis in various situations has repeatedly been shown to be variable and moderately discriminatory, reflected in areas under the receiver operating characteristic curve (AUROC) values between 0·6 and 0·8 for qSOFA scores of 2 or higher.38–40

Furthermore, misclassification intrinsic to disease definition can occur, such as when applying the gold-standard definition known as Sepsis-3.41 One crucial part of the Sepsis-3 definition is suspicion of infection, for which more inclusive definitions of what constitutes a suspected infection in place of restrictive ones (eg, whether a positive nitrite urine test is sufficient or whether also other signs of tissue invasion have to be present) could substantially affect cohort size and model performance.42 The poor performance of the Epic Sepsis Model is an example of why cohort definitions and external validation are important factors to consider in a study.43 Notably, even when algorithms are used to define syndromes such as sepsis, retrospective review of patients considered to have sepsis might show serious misclassification.44–46

Another example of definitions being too general is associated with mortality prediction: constructed cohorts used in different studies have been observed to be
variable, despite all publications using the same dataset (Medical Information Mart for Intensive Care III) and investigating the performance of the same model (ie, mortality prediction). Sources of variation in the inclusion and exclusion criteria included age restrictions (eg, excluding individuals younger than 18 years), the exclusion of individuals with multiple ICU stays, or the requirement of particular measurements, such as those of infection markers.

On the basis of the aforementioned examples, we suggest always using the definitions that have been extensively validated but appreciating that even these definitions are prone to error and not fixed. Furthermore, if reported, model performance should be compared if reported, model performance should be compared to existing algorithms, whether expert opinion-based or machine learning-based; if algorithms based on machine learning are used for comparison, differences in definitions should also be explored. We suggest explicitly describing the definitions used for cohort identification, explaining potential limitations, and discussing potential effects on the robustness of the analyses. If no gold-standard definitions are available, we suggest performing sensitivity analyses and checking which approach succeeds best in identifying the target population.

Pitfall 2: imprecise variable definitions
After cohort building, imprecise variable definitions is the next important pitfall. As is the case for cohort building, definitions should be meticulously inspected because their sensitivity and specificity have substantial influence on whether the analyses truly reflect real-world practice.

When deciding on the outcome measure, one should appraise the epidemiological implications and the clinical context. A common example is the question of whether to use in-hospital events (eg, hospital mortality) or a fixed timepoint (eg, 28-day mortality). Generally, in-hospital events should be used when studying effects associated with direct hospital interventions, such as the effect of prophylactic heparin use on incidence of venous thromboembolism in patients treated in hospital. By contrast, when interested in the occurrence of postsurgical thrombosis, a fixed timepoint should be used because length of stay in hospital is associated with risk of thrombosis.

Generally, we recommend obtaining advice on definitions from a multidisciplinary team including patients and people with relevant subject matter knowledge, such as clinicians, epidemiologists, statisticians, and social scientists.

Pitfall 3: limitations to deployment
A major challenge to real-world use and deployment of machine learning or other predictive models developed from EHR studies is that data available in EHRs cannot be easily translated into clinical practice. This issue arises if data structure and availability of time-stamped results in EHRs differ from real-world practice. For instance, during retrospective analysis, time-stamped data might be assumed to be available at the time of measurement and analysed as such. However, these data might not be realistically available to clinicians or other decision makers at the expected time. Such discrepancy can, for example, occur when results of blood tests or blood cultures are used: they might be included in the analysis with the timestamp of the registration of the blood draw, and not the time they became available to the clinicians.

Another example is exclusion of patients with very long hospital stays—information that is not available early in
the patient’s hospital stay (ie, when most algorithms are deployed). Furthermore, International Classification of Diseases codes are typically assigned to patients after hospital discharge or death and with varying timestamps for their occurrence; therefore, their use would not be appropriate for models using hospital admission as a baseline because of the temporal difference. In many of the aforementioned situations, model performance might be overestimated and might not be replicable in real-world applications.

A separate but related issue is the leakage of data, which refers to the appearance of training data in the test datasets. This leakage can often occur if multiple admissions from the same patients are used or if time-series data from one patient are not isolated to the training or test set but appear in both. Leakage of data is an important methodological flaw that can result in overestimation of model performance, thus limiting performance and usefulness of the model in clinical practice.

Challenges associated with deployment can be avoided by understanding when data become available in real time and by selecting features on the basis of their data availability to physicians. Furthermore, time-series data and data from multiple admissions to, for example, hospital or ICU should be randomly assigned only to either the training or test dataset to avoid leakage of patient data from the training to the test dataset.

**Pitfall 4: variable measurement frequency**

Another often overlooked issue is the intrinsic association between frequency of measurements and severity of disease. Clinicians typically order additional laboratory measurements or review recordings of vital signs more frequently if patients are unstable. This association between frequency of measurements and disease severity is important when building predictive or descriptive models. For example, model validity is affected when patients with a substantial proportion of missing (ie, not performed) values are excluded from the study. This exclusion often results in a biased model that might potentially overestimate severity of illness, thus constituting a form of sample selection bias (pitfall 1). Importantly, imputation with mean or median values from the cohort is not a solution to compensate for missing values because measurement frequency is not a random occurrence. This example shows how routinely collected data implicitly encode clinicians’ judgement and might be highly variable across health-care providers. A model trained on such data can be susceptible to poor performance if variation in clinical practice is substantial and if clinician’s behaviour were to change.

Consequently, we recommend involving clinicians to identify circumstances in which variable measurement frequency could result in a biased analysis and statisticians to discuss appropriate epidemiological (eg, weighting) or statistical strategies (eg, multiple imputation, or removal of highly unreliable variables entirely).**Pitfall 5: subjective treatment allocation**

Causal inference studies typically aim to predict the unobserved, counterfactual treatment outcome enabling estimation of treatment effects. To quantify such effects, all factors associated with treatment allocation should be identified and corrected for. Although this approach has merit and has been shown to simulate randomised controlled clinical trials, it is not without limitations. The assumption for causal inference studies is that all factors influencing treatment allocation are observed. However, previous studies have shown that treatment allocation is subject to both differences in interphysician decision making (ie, different physicians prescribing different treatments in the same clinical setting) and intraphysician decision making (ie, biased on patient’s socioeconomic factors, such as race and ethnicity). Where possible, researchers should adopt causal frameworks when designing EHR-based studies to avoid introducing bias due to confounding. Before exploratory analyses, we recommend creating causal diagrams describing the team’s knowledge of the data generating process (eg, using directed acyclic graphs). These diagrams can identify missing confounders or other important factors that should be accounted for during the analysis. Adjusting for confounders is the basis of emulating randomisation, yet EHRs often do not capture relevant social determinants of health or clinical parameters. In this case, we recommend carefully considering whether a causal inference study is feasible at all. When in doubt, sensitivity analyses should be done to estimate the potential effect of unmeasured confounders on the basis of previous studies.

**Pitfall 6: model overfitting and reduced generalisability**

Differences among institutions and regions can be substantial and results might not be generalisable beyond the original data source. Notably, because of model overfitting, not all analyses and models need to be generalisable. Researchers should thus ask themselves if local practice patterns influence treatments or outcomes of interest. For example, if researchers within a hospital would like to establish how patient handover between services affects clinical outcomes, the best performing model could be developed without giving too much importance to issues arising from poor generalisability. However, if the intent is to address this topic beyond one hospital, external validation on another cohort should be done. Furthermore, differences between clinical settings in the prevalence of important variables, or their absence, should be highlighted and adjusted for where possible.

External validity is not a yes or no question but pertains to identifying which specific clinical contexts the analysis is relevant to. A causal diagram can be helpful to infer the generalisability of models, by making explicit which
associations in the data are likely to differ among institutions or regions.

Proper performance measures not affected by class imbalance should also be used to assess model performance. In case of imbalance in the frequency of a feature or outcome of interest, such as a very low hospital mortality for some medical conditions, the inclusion of metrics that are prone to class imbalance (e.g., accuracy) should be avoided as model performance measures. Furthermore, reporting only aggregate measures of discrimination (e.g., AUROC) might conceal reduced clinical usability because of, for example, not high enough sensitivity or specificity. Use of metrics based on a single operating point, such as the F1 score, which balances precision and recall, might be more informative. Ultimately, model assessment should be tailored to the intended use case of the system (e.g., screening vs treatment recommendation).

Conclusions

We identified six common methodological and clinical issues that limit robustness, validity, and reproducibility of studies leveraging EHR data. Key challenges are sample selection bias, imprecise variable definitions, limitations to deployment, absence of adjustment for the association between frequency of measurements and severity of disease, subjective treatment allocation, and reduced generalisability of findings. Although this list is not exhaustive and the suggested solutions to these issues are not universally applicable, we hope this Viewpoint will increase awareness of some crucial pitfalls associated with EHR data and encourage researchers to consider them when designing EHR-based studies.
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