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Abstract

We examine a class of random walks in random environments on $\mathbb{Z}$ with bounded jumps, a generalization of the classic one-dimensional model. The environments we study have i.i.d. transition probability vectors drawn from Dirichlet distributions. For this model, we characterize recurrence and transience, and in the transient case we characterize ballisticity. For ballisticity, we give two parameters, $\kappa_0$ and $\kappa_1$. The parameter $\kappa_0$ governs finite trapping effects, and $\kappa_1$ governs repeated traversals of arbitrarily large regions of the graph. We show that the walk is right-transient if and only if $\kappa_1 > 0$, and in that case it is ballistic if and only if $\min(\kappa_0, \kappa_1) > 1$.
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1 Introduction

This paper studies a special model of random walks in random environments (RWRE) on \( \mathbb{Z} \). We allow jumps of bounded size, and assume transition probabilities at various sites are drawn in an i.i.d. way according to a Dirichlet distribution.

RWRE were first treated in depth by F. Solomon [26] in 1975 and the study has since grown in many directions. Solomon focused on nearest-neighbor RWRE on \( \mathbb{Z} \), characterizing directional transience and calculating limiting speed (under mild conditions) in terms of simple, easily computable expectations involving the environment at a single site. One of the main results from Solomon’s paper is that a RWRE can approach infinity almost surely, but with an almost-sure limiting speed of zero, a surprising phenomenon that cannot occur for random walks in homogenous or even periodic environments. A random walk is called directionally transient if it has an almost-sure limiting direction. Under appropriate i.i.d. assumptions on the environment, all directionally transient nearest-neighbor RWRE on \( \mathbb{Z}^d \) have an almost-sure limiting velocity \( v \) (which can be 0). This is also true of RWRE with bounded jumps on \( \mathbb{Z} \); see Appendix A. We say a directionally transient random walk is ballistic if the limiting velocity \( v \) is nonzero. The goal of this paper is to characterize directional transience and ballisticity for the model of random walks in Dirichlet environments (RWDE) on \( \mathbb{Z} \) with bounded jumps.

RWRE have proven quite challenging to analyze in settings other than the nearest-neighbor case of \( \mathbb{Z} \). For instance, although some sufficient conditions for directional transience and ballisticity have been studied for nearest-neighbor RWRE on \( \mathbb{Z}^d \), no general characterizations are known, and known sufficient conditions are often quite difficult to check in practice. Nevertheless, certain special cases have proven to be more tractable. Examples include random environments that almost surely have zero drift at every site (e.g., [19], [14], [2]), random environments that are small perturbations of simple random walks (e.g., [7], [27], [21], [5], [1]), and environments where transition probabilities are deterministic in some directions and random in others (e.g., [4]). The case of RWDE is another notable example. Many conjectures that remain open for general nearest-neighbor RWRE on \( \mathbb{Z}^d \) have been proven for RWDE, including a characterization of directional transience for all \( d \) and a characterization of ballisticity for \( d \geq 3 \).

Dirichlet environments present a helpful case study for general RWRE, giving insight into what sorts of behaviors are possible. For example, a noted conjecture (see [12]) asserts that under an assumption of uniform ellipticity (where all transition probabilities are bounded from below), nearest-neighbor RWRE on \( \mathbb{Z}^d, d \geq 2 \), that are directionally transient are necessarily ballistic. Certain RWDE provide a counterexample for the non-uniform elliptic case [23], showing that the uniform ellipticity assumption is necessary for this conjecture. At the same time, in the Dirichlet case, the factors that can cause ballisticity to fail are
entirely due to the non–uniform ellipticity property, providing some additional evidence for the conjecture (see [6], [25, Remark 5.13]).

In the setting of RWRE on $\mathbb{Z}$ with bounded jumps—and of RWRE on a strip, a generalization of the bounded-jump model—directional transience and ballisticity have been given various characterizations, most in terms of Lyapunov exponents of infinite products of random matrices (see, for example, [18], [3], [9], [10], [20]). These exponents cannot in general be computed exactly, although some of them can be well approximated. Moreover, the characterizations of ballisticity have relied on various strong ellipticity assumptions, which preclude the Dirichlet model.

Although RWDE have proven to be a fruitful model for nearest-neighbor RWRE on $\mathbb{Z}^d$, we know of only one paper studying RWDE on $\mathbb{Z}$ with bounded jumps or on strips. That paper [15] was the first to treat RWDE in any setting. It uses a connection between RWDE and directed edge reinforced random walks to provide a characterization of directional transience for the latter in the mold of [18]. That paper preceded the development of helpful tools that have since been applied to the analysis of nearest-neighbor RWDE on $\mathbb{Z}^d$. Armed with these tools, we now undertake a more comprehensive study of a special case of RWDE on a strip: namely, RWDE on $\mathbb{Z}$ with bounded jumps.

We show that as with nearest-neighbor RWDE on $\mathbb{Z}^d$, directional transience is determined by the direction of the annealed expectation of the first step, a fact that does not hold for general RWRE. We also show that in the case where the annealed expectation of the first step is 0, the walk is recurrent. We next turn to ballisticity. For i.i.d. RWRE on $\mathbb{Z}$ with bounded jumps, there necessarily exists a deterministic $v$ with $\lim_{n \to \infty} \frac{X_n}{n} = v$ almost surely (see Appendix A). When the walk is recurrent, necessarily $v = 0$. We assume the walk is transient to the right, so that $v \geq 0$, and characterize the ballistic regime $v > 0$.

Our results on ballisticity comprise a sort of mixture of characterizations for the nearest-neighbor cases on $\mathbb{Z}$ and on $\mathbb{Z}^d$, $d \geq 3$. These characterizations are quite different from each other, as they reflect substantially different ways that a walk may “get stuck.” (The case $d = 2$ is still open.) For $d \geq 3$, ballisticity has a simple characterization in terms of a parameter $\kappa_0$ (called $\kappa$ in [6]). The fact that Dirichlet distributions are not uniformly elliptic allows environments to contain arbitrarily severe “traps” where a walk can get stuck for a long time. In fact, if enough parameters of the Dirichlet distribution are sufficiently small, there are finite subgraphs whose annealed expected exit times are infinite, causing zero limiting speed—see [29, Proposition 12], [25, Proposition 2]. The parameter $\kappa_0$, which represents the minimal amount of weight exiting a finite set, controls finite moments of the quenched expected exit times of finite traps containing the origin. In the case $d \geq 3$, a directionally transient walk is ballistic if and only if $\kappa_0 > 1$, reflecting the idea that finite traps are the only way directional transience with zero speed can occur in the case $d \geq 3$.

The case $d = 1$, where probabilities $\omega(x, x + 1)$ of stepping to the right are given by beta random variables with parameters $(a, b)$, is different. Here, $\kappa_0 = a + b$, and this parameter still controls finite traps, but it is possible for a walk to have zero speed even if $\kappa_0 > 1$. In fact, ballisticity of walks transient to the right is controlled by another parameter, $\kappa_1 = a - b$, which is the unique positive number (studied in a more general setting by Kesten, Kozlov, and Spitzer in [17], and there called $\kappa$) such that $E \left[ \left( \frac{1 - \omega(0,1)}{\omega(0,1)} \right)^{\kappa_1} \right] = 1$. In the case $d = 1$, a walk that is transient to the right is ballistic if and only if $\kappa_1 > 1$, by a direct application of
the characterization of ballisticity given in [26]. Here, as in the case $d \geq 3$, $\kappa_0 \leq 1$ is enough to cause finite trapping that would slow the walk down to zero speed. However, because we always have $\kappa_1 < \kappa_0$, the walk is already not ballistic in this case, and thus the value of $\kappa_1$ alone determines ballisticity.

We find that the parameters $\kappa_0$ and $\kappa_1$ can be given definitions that apply to our model as well, that unlike in the nearest-neighbor $\mathbb{Z}$ case, either may be greater than the other, and that both must be greater than 1 in order to achieve ballisticity. As in the nearest-neighbor cases, $\kappa_0$ controls finite traps. We do not give an explicit formula for $\kappa_0$, which is defined as an infimum over an infinite set of sums, but we show that it is in fact a minimum over finitely many sums, and provide an algorithm to compute it directly. The parameter $\kappa_1$ has a simple formula as a weighted sum of Dirichlet parameters, which reduces to $a - b$ in the nearest-neighbor beta case. When $\kappa_0 \leq 1$, the walk has zero speed because of the relatively high likelihood of getting stuck in a region of bounded size for a long time. When $\kappa_1 \leq 1$, the walk has zero speed because of the relatively high likelihood of repeatedly backtracking over regions of all sizes. When both are greater than 1, the walk is ballistic.

The appearance of the dual possibilities of finite trapping and large-scale backtracking seems to be a new phenomenon in RWRE with bounded jumps. Previous characterizations of ballisticity use ellipticity assumptions strong enough to preclude finite trapping, and therefore do not cover cases where walks can get stuck in these two different ways. Part of our characterization for the Dirichlet case involves showing that the two forms of slowing “act independently” in the sense that if neither finite trapping nor large-scale backtracking is by itself enough to cause zero speed, the two together cannot cause zero speed; the walk is ballistic. We ask whether this is true for general RWRE on $\mathbb{Z}$ with bounded jumps; see Question 1.1.

While our main results are for RWDE, part of the proof requires obtaining some results that apply to general RWRE on $\mathbb{Z}$ with bounded jumps. We present a new abstract criterion for ballisticity, showing that the walk is ballistic if and only if the annealed expected number of returns to the origin is finite. To do this, we define a “walk from $-\infty$ to $\infty$” in a typical environment where transience to the right holds, and the almost-sure limiting speed of this bi-infinite walk is the reciprocal of the expected amount of time it spends at 0 under an appropriate annealed measure. Thus, the limiting speed is zero precisely when this expectation is infinite. We show that this expectation in turn is infinite if and only if the expected amount of time at 0 for a walk started at 0 is infinite. While for general models we do not know how to check the finiteness of this expectation, we are able to do so for our Dirichlet model, showing that it is finite if and only if $\min(\kappa_0, \kappa_1) > 1$.

1.1 Model

Because there are many definitions and symbols introduced throughout this paper, we provide an appendix to help the reader keep track of notation that is introduced outside of this subsection or that is particularly unusual.

Let $L$ and $R$ be positive integers, and let $(\alpha_i)_{i=-L}^R$ be non-negative real numbers, with $\alpha_L, \alpha_R > 0$. Assume that the gcd of all $i$ with $\alpha_i > 0$ is 1. We are interested in a random walks in Dirichlet random environments on $\mathbb{Z}$ with jumps to the left up to $L$ steps and to the right up to $R$ steps, with transition probability vectors given by i.i.d. Dirichlet random
vectors with parameters \((\alpha_i)^{R}_{i=-L}\). To define these concepts explicitly, we will first define the more general notion of random walks in random environments.

**Random Walks in Random Environments**

Let \(V\) be a finite or countable set, and let \(\Omega = \prod_{x \in V} \mathcal{M}_1(V)\), where \(\mathcal{M}_1(V)\) is the set of probability measures on \(V\), endowed with the topology of weak convergence. An environment on \(V\) is an element \(\omega \in \Omega\), which can be thought of as a function from \(V \times V\) to \([0, 1]\), with \(\sum_{y \in V} \omega(x, y) = 1\) for all \(x\). For a given environment \(\omega\) and \(x \in V\), we can define \(P^\omega_x\) to be the measure on \(V^{\mathbb{N}_0}\) giving the law of a Markov chain \((X_n)_{n=0}^\infty\) started at \(x\) with transition probabilities given by \(\omega\). That is, \(P^\omega_x(X_0 = x) = 1\), and for \(n \geq 1\), \(y \in V\), \(P^\omega_x(X_{n+1} = y | X_0, \ldots, X_n) = \omega(X_n, y)\).

Let \(\mathcal{F}_V\) be the Borel sigma field on \(\Omega_V\) (with respect to the product topology), and let \(P\) be a probability measure on \((\Omega_V, \mathcal{F}_V)\) (we often leave the \(\mathcal{F}_V\) implicit and say \(P\) is a probability measure on \(\Omega_V\)). For a given \(x \in V\), we let \(\mathbb{P}^x = P \times P^\omega_x\) be the measure on \(\Omega_V \times V^{\mathbb{N}_0}\) induced by both \(P\) and \(P^\omega_x\). That is, for measurable events \(A \subset \Omega_V, B \subset V^{\mathbb{N}_0}\),

\[
\mathbb{P}^x(A \times B) = \int_A P^\omega_x(B)P(d\omega)
\]

In particular, \(\mathbb{P}^x(\Omega_V \times B) = E[P^\omega_x(B)]\). For convenience, we commit a small abuse of notation by using \(\mathbb{P}^x\) to refer both to the measure we’ve described on \(\Omega_V \times V^{\mathbb{N}_0}\) and also to its marginal \(\mathbb{P}^x(\Omega_V \times \cdot)\) on \(V^{\mathbb{N}_0}\). We call a measure \(P^\omega_x\) on \(V^{\mathbb{N}_0}\) a quenched measure of a random walk in random environment on \(V\) started at \(x\), and we call the measure \(\mathbb{P}^x\) the annealed measure.

In this paper, \(V\) is nearly always \(\mathbb{Z}\) or a subset of \(\mathbb{Z}\). In the case where \(V \subset \mathbb{Z}\), we can consider an environment \(\omega\) on \(V\) to be the projection of an environment on \(\mathbb{Z}\) by assigning arbitrary transition probability vectors at states \(x \notin V\). Likewise, a measure \(P\) on \(\Omega_V\) may be thought of as, for example, a measure on \(\Omega_{\mathbb{Z}}\) with \(\omega(x, y) = 1_{\{y=x\}}\) for \(x \notin V\), \(P\)-a.s. Though we do not emphasize it in the body of this paper, all environments considered are assumed to live in the space \(\Omega_{\mathbb{Z}}\), and all measures on environment spaces are measures on \(\Omega_{\mathbb{Z}}\). This allows us to intelligibly compare probabilities of the same event under different annealed measures, even if one of the measures is concentrated on walks that remain in a finite part of \(\mathbb{Z}\).

As another notational convenience, we will use interval notation to denote sets of consecutive integers in the state space \(\mathbb{Z}\), rather than subsets of \(\mathbb{R}\). Thus, for example, we will use \([1, \infty)\) to denote the set of integers to the right of 0. However, we make one exception, using \([0, 1]\) to denote the set of all real numbers from 0 to 1.

In the case where \(V = \mathbb{Z}\), for each \(x \in \mathbb{Z}\) we let \(\omega^x \in \mathcal{M}_1(\mathbb{Z})\) be the measure on \(\mathbb{Z}\) given by \(\omega^x(y) = \omega(x, x+y)\). Thus, \(\omega = (\omega^x)_{x \in \mathbb{Z}}\) is the generic element of \(\Omega\). For a subset \(S \subset \mathbb{Z}\), let \(\omega^S = (\omega^x)_{x \in S}\). In the case where \(S\) is a half-infinite interval, we simplify our notation by using \(\omega^{\leq x}\) to denote \(\omega^{(-\infty, x]}\), and similarly with \(\omega^{< x}\), \(\omega^{\geq x}\), and \(\omega^{> x}\). A common assumption, which our model will satisfy, is that the \(\{\omega^x\}_{x \in \mathbb{Z}}\) are i.i.d. under \(P\).
1.1 Model

Random Walks in Dirichlet Environments

Let $\mathcal{H} = (V, E, w)$ be a weighted directed graph with vertex set $V$, edge set $E \subseteq V \times V$, and a weight function $w : E \rightarrow \mathbb{R}^+$ if $e = (x, y) \in E$, we say that $e$ is an edge from $x$ to $y$, and we say the head of $e$ is $\overline{e} = y$ and the tail of $e$ is $\underline{e} = x$. We say a set $S \subseteq V$ is strongly connected if for all $x, y \in S$, there is a path from $x$ to $y$ in $\mathcal{H}$ using only vertices in $S$. To the weighted directed graph $\mathcal{H}$, we can associate the Dirichlet measure $P_\mathcal{H}$ on $(\Omega_V, \mathcal{F}_V)$, which we now describe.

Recall the definition of the Dirichlet distribution: for a finite set $I$, take parameters $\mathbf{a} = (a_i)_{i \in I}$, with $a_i > 0$ for all $i$. The Dirichlet distribution with these parameters is a probability distribution on the simplex $\Delta_I := \{(x_i)_{i \in I} : \sum_{i \in I} x_i = 1\}$ with density

$$D((x_i)_{i \in I}) = C(\mathbf{a}) \prod_{i \in I} x_i^{a_i-1},$$

where $C(\mathbf{a})$ is a normalizing constant.

Define $P_\mathcal{H}$ to be the measure on $\Omega_V$ under which transition probabilities at the various vertices $x \in V$ are independent, and for each vertex $x \in V$, $(\omega(x, \overline{e}))_{e=x}$ is distributed according to a Dirichlet distribution with parameters $(w(e))_{e=x}$. (Or, if $V \subseteq \mathbb{Z}$, let $P_\mathcal{H}$ be any measure on $\Omega_\mathbb{Z}$ satisfying this description.) With $P_\mathcal{H}$-probability 1, $\omega(x, y) > 0$ if and only if $(x, y) \in E$ for all $x, y \in V$. We will call a random environment chosen according to $P_\mathcal{H}$ a Dirichlet environment on $\mathcal{H}$. We will use $E_\mathcal{H}$ to denote the associated expectation, and $P_\mathcal{H}^x$ and $E_\mathcal{H}^x$ to denote the annealed measure and expectations.

We let $\mathcal{G}$ be the graph with vertex set $\mathbb{Z}$, edge set $\{(x, y) \in \mathbb{Z} \times \mathbb{Z} : -L \leq y-x \leq R, \alpha_{y-x} > 0\}$, and weight function $(x, y) \mapsto \alpha_{y-x}$. An example with $L = R = 2$ is represented in Figure 1 (here, and in other illustrations of graphs, we depict the case where $\alpha_0 = 0$, but our model does allow for $\alpha_0 > 0$).

Our main concern in this paper is to characterize almost-sure recurrence, directional transience, and ballisticity of a random walk in a Dirichlet environment on $\mathcal{G}$ started at 0 in terms of the $\alpha_i$.

---

We define weighted directed graphs in a way that precludes multiple edges from sharing the same head and tail. However, we could expand our definition to include weighted directed multigraphs, and natural generalizations of the results that are true for graphs as we define them would still hold. Describing these generalizations would cause some notational inconvenience that is unnecessary for our purposes, such as defining random walks that keep track of edges taken as well as vertices visited. Nevertheless, we use multigraphs in our illustrations as a visual aid. Multiple edges from one vertex to another in our illustrations can be interpreted as a single edge whose weight is the sum of the weights of the edges depicted. By the amalgamation property reviewed in Section 2, identifying or splitting these edges that share the same head and tail does not affect the distributions of transition probability vectors between sites.

The measure $P_\mathcal{H}$ is then technically not unique, but its marginal on the set $\{\omega^V : \omega \in \Omega_\mathbb{Z}\}$ is unique, and that is all that will matter for our purposes.

---

Figure 1: A portion of the graph $\mathcal{G}$ with $L = R = 2$
Our assumption that $\alpha_L, \alpha_R > 0$ is without loss of generality, since $L$ can be defined as the minimum $i$ with $\alpha_i > 0$, and $R$ as the maximum of these $i$. Our assumption that $L$ and $R$ are positive means it is possible for the walk to move in both directions. Otherwise, directional transience and ballisticity are trivial.\footnote{Indeed, the walk has $|v| \geq 1$ if $\alpha_0 = 0$, and if $\alpha_0 > 0$, one can easily check that $v > 0$ if and only if $\sum_{i \neq 0} \alpha_i > 1$, which is what is needed to guarantee finite expected time to exit a self-loop.} The assumption that the gcd of all the $i$ such that $\alpha_i > 0$ is 1 is needed to ensure that the Markov chain under $P^0_\omega$ is almost surely irreducible. It is without loss of generality because dividing all the $i$ by their gcd $g$ yields a graph $\mathcal{G}'$ where the law of $(\omega(gx, gy))_{x,y \in \mathbb{Z}}$ under $P^0_{\mathcal{G}'}$ is the same as the law of $(\omega(x, y))_{x,y \in \mathbb{Z}}$ under $P_{\mathcal{G}}$, and thus the law of $(gX_n)_{n=0}^{\infty}$ under $\mathbb{P}_{\mathcal{G}'}$ is the law of $(X_n)_{n=0}^{\infty}$ under $\mathbb{P}_{\mathcal{G}}$. From this assumption, it follows that there is an $m$ large enough that every interval of length $m$ is strongly connected in $\mathcal{G}$. Let $m_0$ be such an integer, chosen large enough that also $m_0 \geq \max(L, R)$. We will use this $m_0$ in several proofs throughout this paper.

### 1.2 Results

It has been shown [30] that for nearest-neighbor random walks in Dirichlet environments in $\mathbb{Z}^d$, $d \geq 1$, if the annealed expected position of the first step is nonzero, then its direction is the direction of almost-sure transience. A remark in that paper points out that the proof also works for the bounded-jump case.

Let $d^+ = \sum_{i=1}^{R} i\alpha_i$ and $d^- = \sum_{i=-L}^{-1} |i|\alpha_i$. Then $\kappa_1 := d^+ - d^-$ is the weighted sum of the weights $\alpha_i$, and its sign is the sign of $\mathbb{E}_G^0[X_1]$. In fact, let $c^+$ and $c^-$ be the unweighted sums $\sum_{i=1}^{R} \alpha_i$ and $\sum_{i=-L}^{-1} \alpha_i$, respectively. Then one can check using the well known Lemma 2.1, which we recall below, or simply using the expectation of a beta random variable, that $\mathbb{E}_G^0[X_1] = \frac{\kappa_1}{c^+ \alpha_0 + c^+}$.

Applying the results from [30] with $d = 1$ yields a characterization of directional transience for our model in the case where $\kappa_1 \neq 0$. To complete the characterization, we prove in Section 3 that the walk is recurrent in the case $\kappa_1 = 0$. We also outline a version of the argument from [30], because it is a bit simpler in one dimension and because similar ideas are used in the proof for the case $\kappa_1 = 0$, and to a lesser extent for later proofs in this paper.

**Theorem 1.1.** The directional transience of the walk is determined by the sign of $\kappa_1$ in the following way:

1. If $\kappa_1 > 0$, then $\lim_{n \to \infty} X_n = \infty$, $\mathbb{P}_{\mathcal{G}}^0$–a.s.
2. If $\kappa_1 < 0$, then $\lim_{n \to \infty} X_n = -\infty$, $\mathbb{P}_{\mathcal{G}}^0$–a.s.
3. If $\kappa_1 = 0$, then $-\infty = \lim \inf_{n \to \infty} X_n < \lim \sup_{n \to \infty} X_n = \infty$, $\mathbb{P}_{\mathcal{G}}^0$–a.s.

Our goal in Sections 4 and 5 is to investigate the limit $v := \lim_{n \to \infty} \frac{X_n}{n}$, showing that it exists and characterizing when it is positive. Section 4 provides characterizations of ballisticity for a more general setting than the Dirichlet model. We consider the following conditions for a probability measure $P$ on $\Omega_\mathbb{Z}$:

(C1) The $\{\omega^x\}_{x \in \mathbb{Z}}$ are i.i.d. under $P$. 

\[ \sum_{x \in \mathbb{Z}} |\omega^x| \leq \infty, \quad \mathbb{E}_G[|X_1|] < \infty. \]
(C2) For \( P \)-a.e. environment \( \omega \), the Markov chain induced by \( P^0_\omega \) is irreducible.

(C3) For \( P \)-a.e. environment \( \omega \), \( \omega(a,b) = 0 \) whenever \( b \) is outside \([a - L, a + R]\).

It was shown in [18] that under these assumptions, a 0-1 law holds for directional transience. That is, the walk is either almost surely transient to the right, almost surely transient to the left, or almost surely recurrent. We show that under these assumptions, the limit \( v \) necessarily exists. In the recurrent case, it necessarily holds that \( v = 0 \). We then provide two abstract characterizations of ballisticity under the following additional assumption.

(C4) For \( P \)-a.e. environment \( \omega \), \( \lim_{n \to \infty} X_n = \infty \), \( P^0_\omega \)-a.s.

By symmetry, our characterizations also handle the case where the walk is transient to the left, and thus by the 0-1 law for directional transience, completely characterize the regime \( v \neq 0 \) for all measures \( P \) satisfying (C1), (C2), and (C3).

The first characterization strengthens one given by Brémont, who showed (see [8, Theorem 3.7], [9, Proposition 9.1]) that for a walk that is transient to the right, \( v > 0 \) if and only if the annealed expected time to reach \([1, \infty)\) is finite. Brémont’s works used an ellipticity assumption that is too strong to apply to our Dirichlet environments. We therefore prove the lemma without the assumption.

To formally state it, we must establish notation for hitting times. For a given walk \( X = (X_n)_{n=0}^\infty \), we define \( H_x(X) \) to be the first time the walk hits \( x \in \mathbb{Z} \). That is,

\[
H_x(X) = \inf \{ n \in \mathbb{N}_0 : X_n = x \}
\]

We usually write it as \( H_x \) when we can do so without ambiguity. For a subset \( S \subset \mathbb{Z} \), let \( H_S = \min_{x \in S} H_x \). First positive hitting times are denoted as \( \tilde{H}_x \) or \( \tilde{H}_S \). That is,

\[
\tilde{H}_x(X) = \inf \{ n \in \mathbb{N} : X_n = x \},
\]

and \( \tilde{H}_S = \min_{x \in S} \tilde{H}_x \). If the set is the half-infinite interval \([x, \infty)\), we use \( H_{\geq x} \) to denote its hitting time, and similarly with \( H_{> x}, H_{\leq x}, \) and \( H_{> x} \).

**Lemma 1.2.** Let \( P \) be a probability measure on \( \Omega_\mathbb{Z} \) satisfying (C1), (C2), (C3), and (C4). Then \( v > 0 \) if and only if \( \mathbb{E}[H_{\geq 1}] < \infty \), where \( H_{\geq 1} \) is the first time the walk hits \([1, \infty)\).

This characterization is quite natural, given that in the nearest-neighbor case we in fact have the identity \( v = 1/\mathbb{E}[H_{\geq 1}] \), where the fraction is understood to be 0 if the denominator is infinite. However, although it is natural, we do not know a way to check it directly in the \((L, R)\) case, even for Dirichlet environments. We therefore use Lemma 1.2 as well as a construction of a “walk from \(-\infty \) to \( \infty \)” to provide another criterion for ballisticity, which is based on the expected number of visits to a specific site.

For a walk \( X = (X_n)_{n=0}^\infty \) on a vertex set \( V \) with \( x \in V \), \( N_x(X) = \# \{ n \in \mathbb{N}_0 : X_n = x \} \) is the number of times the walk is at site \( x \). We usually write it as \( N_x \) if we are able to do so without ambiguity. For a subset \( S \subset \mathbb{Z} \), let \( N_S = \sum_{x \in S} N_x \). We prove the following lemma in Section 4.

**Lemma 1.3.** Let \( P \) be a probability measure on \( \Omega_\mathbb{Z} \) satisfying (C1), (C2), (C3), and (C4). Then \( v > 0 \) if and only if \( \mathbb{E}[N_0] = \mathbb{E}[\mathbb{E}_\omega[N_0]] < \infty \).
Thus, the question of ballisticity is reduced to the integrability of the “Green function” $E^0_\omega[N_0]$ under the measure on environments. We devote Section 5 to answering this question in the case of our Dirichlet measure $P_G$. In fact, we go further and characterize integrability of $E^0_\omega[N_0]^s$ for any $s > 0$. This is done in terms of two parameters; one we call $\kappa_0$, and the other is $\kappa_1 = d^+ - d^-$. Although we always have $\kappa_0 > \kappa_1$ in the case $L = R = 1$, the ordered pair $(\kappa_0, \kappa_1)$ can take on any value in the first quadrant of $\mathbb{R}^2$ in the general case (see Proposition B.2).

For a weighted, directed graph $H = (V, E, w)$ and vertex $x \in V$, one may define $\kappa_0(H, x)$ as the minimal total weight of edges exiting a finite, strongly connected set of vertices containing $x$ in $H$. We give a precise definition for our graph $G$ in Section 5.1; see (21) (the definition is not vertex-dependent due to the translation-invariance of $G$). The smaller $\kappa_0(H, x)$ is, the greater is the propensity of a walk drawn according to $P^x_H$ to get stuck for a long time in a finite trap containing $x$ [29]. This parameter is the “$\kappa$” defined for $\mathbb{Z}^d$ in [6]. In that model, the walks are nearest-neighbor, and so the underlying directed graph has an edge from $x$ to $y$ precisely when $x$ and $y$ are adjacent. There, it can easily be shown that the worst traps are just pairs of vertices, and so $\kappa_0$ has an explicit formula as a minimum of $d$ different sums of edge weights. By contrast, our model encompasses many underlying directed graphs (even before assignment of weights). For each underlying directed graph there is a different formula for $\kappa_0$ as a minimum of finitely many sums, but we do not have a general method to find the formula given a particular underlying directed graph. This is because we have no simple general way to know what the worst finite traps look like. However, we find the formula in several examples in Appendix B, and show in Proposition 5.1 that $\kappa_0$ can be calculated directly from $L, R$, and the specific values of the $\alpha_i$, even without a general formula in terms of the $\alpha_i$.

This parameter $\kappa_0$ plays an important role in the integrability of $E^0_\omega[N_0]$. For a set $S \subseteq \mathbb{Z}$, and for $x \in S$, define $N^S_x$ to be the amount of time a walk spends at $x$ before leaving $S$ for the first time (we always have $N^S_x \leq N_x$). We define $\kappa_0$ as an infimum of sums of edge weights. This infimum is over an infinite set, but once we can show that it is actually a minimum, the following theorem follows almost immediately from [29, Theorem 1].

**Theorem 1.4.** For $s > 0$, the following are equivalent:

(a) $\kappa_0 \leq s$.

(b) For all sufficiently large $M$, $E^x_G \left[ E^0_\omega \left[ N_0^{-M,0} \right]^s \right] = \infty$.

(c) For some $M \geq 0$, $E^x_G \left[ E^0_\omega \left[ N_0^{-M,M} \right]^s \right] = \infty$.

Letting $s = 1$, the implication (a)$\Rightarrow$(b) or (a)$\Rightarrow$(c) shows that if $\kappa_0 \leq 1$, then $\mathbb{E}^0_\omega[N_0] = \infty$, which by Lemma 1.3 implies $v = 0$. We include condition (b) because the implication (a)$\Rightarrow$(b) allows one to arrive at the same conclusion using Lemma 1.2 (by showing that $\kappa_0 \leq 1$ implies $\mathbb{E}^0_\omega[H_{\geq 1}] = \infty$).

While $\kappa_0$ controls the moments of the quenched expected amount of time the walk spends at 0 before exiting a finite region of the graph, the parameter $\kappa_1 = d^+ - d^-$ controls, in the same way, the moments of the quenched expected number of times the walk traverses...
arbitrarily large regions of the graph. For \( x < y \in \mathbb{Z} \), we define the following functions of a walk \( X \):

- \( N_{x,y}(X) = \# \{ n \in \mathbb{N}_0 : X_n = x, \sup\{ j < n : X_j = y \} > \sup\{ j < n : X_j = x \} \} \) is the number of times the walk hits \( x \) after more recently having hit \( y \), or the number of “trips from \( y \) to \( x \”).

- \( N'_{x,y}(X) := \# \{ n \in \mathbb{N}_0 : X_n \leq x, \sup\{ j < n : X_j \geq y \} > \sup\{ j < n : X_j \leq x \} \} \) is the number of trips leftward across \([x, y]\).

Again, we write these as \( N_{x,y} \) and \( N'_{x,y} \) if we can do so without ambiguity. Note that \( N_x \geq N_{x,y} \), and also \( N'_{x,y} \geq N_{x,y} \). We prove the following theorem.

**Theorem 1.5.** Let \( \kappa_1 > 0 \), so that the walk is transient to the right. Then, if \( s > 0 \), the following are equivalent:

(a) \( \kappa_1 > s \).

(b) There is an \( M \geq 0 \) such that for all \( x, y \in \mathbb{Z} \) with \( y - x \geq M \), \( E_0^\omega \left[ E_0^\omega [N'_{x,y}]^s \right] < \infty \).

(c) There exist \( x < y \in \mathbb{Z} \) such that \( E_0^\omega \left[ E_0^\omega [N_{x,y}]^s \right] < \infty \).

The proof of Theorem 1.5 is long and naturally divides into two parts, so we prove the parts separately as Proposition 5.4 and Proposition 5.5. Letting \( s = 1 \), the contrapositive of the implication (c)⇒(a) tells us that if \( \kappa_1 \leq 1 \), then \( E_0^\omega [N_0] = \infty \), which by Lemma 1.3 implies \( v = 0 \).

Combining the theorems stated so far, we can see that if \( \kappa_0 \leq 1 \), then the walk is not ballistic due to finite trapping, and that if \( \kappa_1 \leq 1 \), then the walk is not ballistic due to large-scale backtracking. We would like to show that if both parameters are greater than 1, then the walk is ballistic. For every environment \( \omega \) on \( \mathbb{Z} \) and every \( M > 0 \), we have

\[
E_0^\omega [N_0] = E_0^\omega \left[ N_0^{-M,M} \right] E_0^\omega \left[ \# \left\{ \text{Times exiting } [-M,M] \text{ and then returning to 0} \right\} \right].
\]

(1)

The first expectation on the right relates to finite trapping, and the second to large-scale backtracking. By Theorem 1.4, the term \( E_0^\omega \left[ N_0^{-M,M} \right] \) has finite moments up to \( \kappa_0 \) under \( P_G \) for \( M \) sufficiently large. And the number of times exiting \([-M,M]\) and returning to 0 is between \( N_{-M-1,0} + N_{0,M+1} \) and \( N'_{-M-1,0} + N'_{0,M+1} \), so the term \( E_0^\omega \left[ \# \left\{ \text{Times exiting } [-M,M] \text{ and then returning to 0} \right\} \right] \) has finite moments up to \( \kappa_1 \) by Theorem 1.5. If the two terms on the right side of (1) were independent under \( P_G \), we could conclude that \( E_G[E_0^\omega [N_0]^s] < \infty \) if and only if \( s < \min(\kappa_0, \kappa_1) \). However, they are not independent. We therefore ask whether it is possible that the phenomena of finite trapping and large-scale backtracking may conspire together to prevent ballisticity, even if neither is strong enough to do it on its own. This question is of interest for general RWRE on \( \mathbb{Z} \) with bounded jumps.
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2 BACKGROUND ON DIRICHLET ENVIRONMENTS

Question 1.1. Let $P$ be a measure satisfying (C1), (C2), (C3), and (C4), under which both terms on the right of (1) have finite expectation for all $M$; that is, $E\left[E^0_\omega \left[N_0^{-M,M}\right]\right] < \infty$ and $E\left[E^0_\omega \left[\#\left\{\text{Times exiting } [-M,M] \text{ and then returning to 0}\right\}\right]\right] < \infty$. Does it necessarily follow that $E^0_0[N_0] = E^0_0[N_0] < \infty$?

We are able to answer this question in the affirmative for our Dirichlet model. In fact, we characterize all finite moments of $E^0_0[N_0]$ under $P_G$.

Theorem 1.6. Assume $\kappa_1 > 0$. Then $E_G \left[\left(E^0_0[N_0]\right)^s\right] < \infty$ if and only if $s < \min(\kappa_0,\kappa_1)$.

Combining this with Lemma 1.3, we get a complete characterization of ballisticity.

Theorem 1.7. Assume $\kappa_1 > 0$. Then the walk is ballistic if and only if $\min(\kappa_0,\kappa_1) > 1$.
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2 Background on Dirichlet Environments

For a more comprehensive overview of random walks in Dirichlet environments, their properties, known results, and techniques used to achieve those results, see [25]. Here, we review specific results that will be useful to us. To begin with, we recall some important properties of Dirichlet distributions.

Property (Amalgamation). Assume $(U_i)_{i \in I}$ has Dirichlet distribution on $\Delta_I$ with parameters $(a_i)_{i \in I}$. Let $I_1, \ldots, I_r$ be a partition of $I$. The random vector $(\sum_{i \in I_k} U_i)_{1 \leq k \leq r}$ on the simplex $\{(x_i)_{i=1}^r : \sum_{i=1}^r x_i = 1\}$ follows the Dirichlet distribution with parameters $(\sum_{i \in I_k} a_i)_{1 \leq k \leq r}$.

Property (Restriction). Assume $(U_i)_{i \in I}$ has Dirichlet distribution on $\Delta_I$ with parameters $(a_i)_{i \in I}$. Let $J$ be a nonempty subset of $I$. The random vector $\left(\frac{U_i}{\sum_{j \in J} U_j}\right)_{i \in J}$, which takes values on the simplex $\Delta_J$, follows the Dirichlet distribution with parameters $(a_i)_{i \in J}$ and is independent of $\sum_{j \in J} U_j$. It is also independent of $(U_k)_{k \notin J}$.

By the amalgamation property, the marginal distribution of each coordinate of a Dirichlet random vector is a beta distribution. The next property bounds the probability that a beta random variable is small.

Property (Moments). Assume $X$ is a beta random variable with parameters $(a,b)$. Then there exists constants $0 < c < C$ such that for all $\epsilon \in [0,1]$,

$$ce^a \leq P(X < \epsilon) \leq Ce^a.$$  (2)

In particular, $E\left[\frac{1}{X^s}\right] < \infty$ if and only if $s < a$. 
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Dirichlet environments were first studied for their connection to a stochastic process called a directed edge reinforced random walks (DERRW), which we now define. For a weighted directed graph \( \mathcal{H} = (V,E,w) \), and for an initial vertex \( x_0 \in V \), we define the stochastic processes \((X_n)_{n=0}^\infty \) and \((r(e,n))_{e \in E, n \geq 0} \) as follows: with probability 1, \( X_0 = x_0 \) and \( r(e,0) = w(e) \) for all \( e \). If \( X_n = x \) and \( e_1 \) is an edge with \( e_1 = x \) (i.e., the edge is rooted at \( x \)), then the walk takes edge \( e_1 \), so that \( X_{n+1} = \overline{e_1} \), with probability \( \sum_{e \in x} r(e,n) \). Each time an edge is taken, its weight \( r \) is increased by 1; otherwise, weights do not change. That is, \( r(e,n+1) =\begin{cases} r(e,n) + 1 & \text{if } (X_n,X_{n+1}) = e \\ r(e,n) & \text{otherwise} \end{cases} \). The process \((X_n)_{n=0}^\infty \) is the DERRW on \( \mathcal{H} \) started at \( x_0 \). The following lemma was first shown in [13] and [15].

**Lemma 2.1.** Let \( V \) be a set, and let \( \mathcal{H} = (V,E,w) \) be a weighted directed graph with vertex set \( V \). Then the law of a DERRW on \( \mathcal{H} = (V,E,w) \) started at vertex \( x \) is the annealed law \( \mathbb{P}^x_{\overline{\mathcal{H}}} \) of the RWDE on \( \mathcal{H} \).

We now describe an important time-reversal lemma for Dirichlet environments. Let \( \mathcal{H} = (V,E,w) \) be a weighted directed graph, and let \( P_\mathcal{H} \) be the associated product Dirichlet measure on the set \( \Omega_V \) of environments on \( V \).

For a vertex \( x \in V \), the divergence of \( x \) in \( \mathcal{H} \) is \( \text{div}(x) = \sum_{\pi=x} w(e) - \sum_{\overline{e}=x} w(e) \). If the divergence is zero for all \( x \), we say the graph \( \mathcal{H} \) has zero divergence.

Now if \( \mathcal{H} \) is a finite, strongly connected graph, then for \( P_{\mathcal{H}} \)-a.e. \( \omega \in \Omega_V \), there exists an invariant probability for the Markov chain corresponding to \( \omega \). Call this invariant measure \( \pi_\omega \). Define the time reversed environment \( \check{\omega} \) by

\[
\check{\omega}(x,y) := \frac{\pi_\omega(y)}{\pi_\omega(x)} \omega(y,x)
\]

One can check that \( \check{\omega} \) is an environment and that the probability, under \( \omega \), of taking any loop is equal to the probability, under \( \check{\omega} \), of taking the reversed loop; that is, for a path \((v_0,v_1,\ldots,v_n = v_0)\), we have

\[
P_\omega(X_1 = v_1, X_2 = v_2, \ldots, X_n = v_n) = P_{\check{\omega}}(X_1 = v_{n-1}, X_2 = v_{n-2}, \ldots, X_n = v_0).
\]

See [24] for details. The following lemma can be proven using Lemma 2.1. It was first proven analytically in [22], and its probabilistic proof was first given in [24]. Let \( \check{\mathcal{H}} \) be the graph made by reversing all edges of \( \mathcal{H} \) and keeping the same weights.\(^4\), and let \( P_{\check{\mathcal{H}}} \) be the associated measure on \( \Omega_V \).

**Lemma 2.2 ( [25], Lemma 3.1).** If the graph \( \mathcal{H} \) has zero divergence, then the law of \( \check{\omega} \) is \( P_{\check{\mathcal{H}}} \).

In other words, drawing an environment \( \omega \) according to \( P_{\mathcal{H}} \) and then time-reversing it is the same as reversing the edges of \( \mathcal{H} \) to get \( \check{\mathcal{H}} \) and then drawing an environment according to \( P_{\check{\mathcal{H}}} \). This lemma implies that the probability, under \( P_{\mathcal{H}} \), of taking any loop is equal to the probability, under \( P_{\check{\mathcal{H}}} \), of taking the reversed loop. Indeed, for our purposes, the use of Lemma 2.2 comes from the following corollary.

\(^4\)Formally, if \( e = (a,b) \), then let \( \check{e} = (b,a) \). Then define \( \check{w}(\check{e}) = w(e) \) and \( \check{E} = \{ \check{e} : e \in E \} \). Now let \( \check{\mathcal{H}} = (V,E,\check{w}) \).
Corollary 2.3. Let $\mathcal{H}$ be as described above, and let $x, y \in V$ such that there is an edge $e$ from $y$ to $x$ in $\mathcal{H}$. Then, letting $\tilde{H}_x$ denote the first positive hitting time of $x$,

1. The law of $P_\mathcal{H}^x(X_{\tilde{H}_x-1} = y)$ under $P_\mathcal{H}$ is the law of $P_\mathcal{H}^y(X_1 = y) = \omega(x, y)$ under $P_\mathcal{H}$.

2. $P_\mathcal{H}^x(X_{\tilde{H}_x-1} = y) = P_\mathcal{H}^y(X_1 = y) = \frac{w(y, x)}{\sum_{v \in V} w(v, x)}$.

The formula for the probability as a fraction comes from either Lemma 2.1 or the fact that the expectation of a beta random variable with parameters $(a, b)$ is $\frac{a}{a+b}$.

The next lemma we recall was proven by Tournier [29]. We will refer to it as Tournier’s lemma. For a set $S \subseteq V$, define

$$\beta_S := \sum_{e \in S, e \not\in S} w(e).$$

(3)

This parameter $\beta_S$ is the sum of the weights of all edges exiting the set $S$.

Lemma 2.4 (see [29], Theorems 1 and 2). Let $\mathcal{H} = (V \cup \{\partial\}, E, w)$ be a finite weighted directed graph with $\partial$ a unique sink reachable from every other site. We denote by $P_\mathcal{H}$ the corresponding Dirichlet distribution on environments.

For every $s > 0$, the following statements are equivalent:

1. $E_{\mathcal{H}}[E_\mathcal{H}^x[N_x]^s] < \infty$.

2. For every strongly connected subset $S$ of $V$ with $x \in S, \beta_S > s$.

In particular, by letting $s = 1$, we see that $E_{\mathcal{H}}[N_x] < \infty$ if and only if for every strongly connected subset $S$ of $V$ containing $x$, $\beta_S > 1$. The formulation given in Theorem 1 of [29] is in terms of strongly connected sets of edges rather than vertices, but implies ours. Tournier defines a set $A$ of edges to be strongly connected if all heads and tails of edges in $A$ can communicate only through $A$, and for such a set defines $\beta_A$ to be the sum of weights of edges that are not in $A$ but share tails with edges in $A$. Every $\beta_S$ for a set $S$ of vertices is $\beta_A$ for the set $A$ of edges between vertices in $S$. On the other hand, for any strongly connected set $A$ of edges, one can take $S$ to be the set of heads or tails of edges in $A$ and take $A'$ to be the set of edges between vertices in $S$ (so that $A \subset A'$). Then $\beta_S = \beta_A' < \beta_A$. From this, one can check that Tournier’s formulation implies ours.

3 Recurrence and Transience

In this section, we are to prove the characterization of recurrence and directional transience given in Theorem 1.1.

Proof of Theorem 1.1. Case 1: $\kappa_1 > 0$. This follows from [30, Corollary 1], but we outline the proof for the one-dimensional case. We are to show that $\lim_{n \to \infty} \frac{X_n}{n} = \infty$, $P_\mathcal{G}^0$-a.s. The steps are as follows:

(a) Show that $P_\mathcal{G}^0(H_{\geq M} < \tilde{H}_{\leq 0})$ is bounded away from 0 as $M$ approaches $\infty$. (This is shown in [30, Theorem 1]).
(b) Taking limits, conclude that $\mathbb{P}_G(\tilde{H}_{\leq 0} = \infty) > 0$, implying the walk is transient to the right with positive probability.

(c) Use the 0-1 law [18, Theorem 11] to conclude that if the probability of transience to the right is positive, it is 1.

We outline the proof of (a) for convenient reference. For $M > R + L$, we consider a weighted directed graph $G_M$ with vertex set $[0, M]$. Each vertex in $[1, M - 1]$ has the same edges with the same weights as those on $G$, except that edges that would terminate at points less than zero are simply edges to the point 0, and edges that would terminate at points greater than $M$ are simply edges to the point $M$. If this would result in multi-edges, each multi-edge is replaced with a single edge whose weight is the sum of the weights in the multi-edge; however, we leave the multi-edges in our illustrations in order to show more clearly where this occurs. Based on the edges and weights we’ve described so far, zero divergence already holds at points from $R + 1$ to $M - L - 1$, but points to the left of $R$ and to the right of $M - L$ are “missing” incoming weights from vertices to the left of 0 and to the right of $M$, respectively. Therefore, to each vertex $1 \leq j \leq R$, we add an edge from 0 with weight $\sum_{i=j}^{R} \alpha_i$ (depicted in Figure 2 as a multi-edge) in order to achieve zero divergence at $j$. Likewise, to each edge $M - L \leq j \leq M$, we add an edge from $M$ with weight $\sum_{i=M-L}^{M-j} \alpha_{i-M}$. Based on these weights, the site 0 has incoming weight $d^-$ and outgoing weight $d^+$, and the site $M$ has incoming weight $d^+$ and outgoing weight $d^-$. To adjust for this, we add a special edge from $M$ to 0 with weight $d^+ - d^- = \kappa_1$.

Now the graph satisfies the zero-divergence property. This is the graph $G_M$, pictured in Figure 2. For now, the usefulness of $G_M$ comes from the following claim, which we prove in its entirety because the ideas in its proof will be referenced several times throughout this paper.

**Claim 1.1.1.**

$$\mathbb{P}_G^x(H_{\geq M} < H_{\leq 0}) = \mathbb{P}_{G_M}^x(H_M < H_0), \quad 0 < x < M.$$  \hspace{1cm} (4)

To prove this, consider for each environment $\omega$ on $\mathbb{Z}$ a modified environment $\omega'$, where transition probabilities between sites in $[1, M - 1]$ are the same as in $\omega$, but for each $i \in [M - R, M - 1]$, $\omega'(i, M) = \sum_{j \geq M} \omega(i, j)$, and for each $i \in [1, R]$, $\omega'(i, 0) = \sum_{j \leq 0} \omega(i, j)$. Then by construction, a walk drawn according to $P_{\omega}^x$ for any $x$ strictly between 0 and $M$ and stopped when it hits 0 or $M$ follows the same law (except possibly for the terminating site) as the law of a walk drawn according to $P_{\omega'}^x$ and stopped when it reaches $(-\infty, 0]$ or
Claim 1.1.2. There exists the following claim. 

\[ P_x^\omega(H_{\geq M} < H_{\leq 0}) = P_x^\omega(H_M < H_0), \quad 0 < x < M. \]

On the other hand, by the amalgamation property of Dirichlet random vectors, we also see that for every \( y \in [1, M - 1] \), the law of \( (\omega')^x \) under \( P_y \) is a Dirichlet distribution, and in fact is the same as the law of \( \omega^x \) under \( P_{yM} \). Hence, for each \( 0 < x < M \), we have

\[
\begin{align*}
P_x^\omega(H_{\geq M} < H_{\leq 0}) & = E_G [P_x^\omega(H_{\geq M} < H_{\leq 0})] \\
& = E_G [P_x^\omega(H_M < H_0)] \\
& = E_{\omega M} [P_x^\omega(H_M < H_0)] \\
& = \mathbb{P}_{\omega M}^x(H_M < H_0).
\end{align*}
\]

This proves the claim.

From Corollary 2.3 (2), we can get \( \mathbb{P}_{\omega M}^0(H_M < \tilde{H}_0) \geq \frac{\kappa_1}{d^+} \). We can use Claim 1.1.1 to show that \( \mathbb{P}_{\omega M}^0(H_M < \tilde{H}_0) \leq \mathbb{P}_{\omega M}^R(H_{\geq M} < H_{\leq 0}) \). Putting the two together, we get

\[
\mathbb{P}_{\omega M}^R(H_{\geq M} < H_{\leq 0}) \geq \frac{\kappa_1}{d^+}
\]

for all \( M \). By independence of sites, we then have

\[
\mathbb{P}_{\omega M}^0(H_{\geq M} < \tilde{H}_{\leq 0}) \geq \mathbb{P}_G(X_1 = R) \mathbb{P}_{\omega M}^R(H_{\geq M} < H_{\leq 0}) \\
\geq \mathbb{P}_G(X_1 = R) \frac{\kappa_1}{d^+}.
\]

This is the bound we needed to finish case 1.

Case 2: \( \kappa_1 < 0 \). This follows from Case 1 by symmetry.

Case 3: \( \kappa_1 = 0 \).

Again, let \( M > R + L \). We will define a graph \( H_M \) with vertex set \([-M, M]\). The edges in \( H_M \) are defined in much the same way as those in \( G_M \): for vertices other than endpoints, edges are the same, except that edges with heads to the left of \(-M\) and the right of \( M \) become edges to \(-M\) and \( M \), respectively (again, multi-edges can be amalgamated into single edges to fit our definitions, but we leave multi-edges in our illustration for clarity). As in the case of \( G_M \), we add edges from the left and right endpoints to vertices nearby as needed to achieve zero divergence on those vertices, but since \( d^+ = d^- \), no edge from \( M \) to \(-M \) is then needed to achieve zero divergence at the endpoints. Finally, we add edges of weight 1 from 0 to \(-M \) and from \(-M \) to 0, which maintains the zero-divergence condition (the weight 1 is arbitrary; any positive weight would work). An example of the graph \( H_M \) is depicted in Figure 3.

Assume for a contradiction that the walk on \( \mathbb{Z} \) is transient, \( P_G \)-a.s. By the 0-1 law of [18] it is directionally transient; and without loss of generality assume it is transient to the right. We define \( T_{-M \rightarrow 0} = \inf\{n \in \mathbb{N} : X_n = 0, X_{n-1} = -M\} \). Note that \( \tilde{H}_0 = T_{-M \rightarrow 0} = \{X_{\tilde{H}_0-1} = -M\} \) is the event that the first return to zero is by the special edge. We make the following claim.

Claim 1.1.2. There exists \( c < 1 \) such that for all large enough \( M \), \( \mathbb{P}_{H_M}^x(H_0 = T_{-M \rightarrow 0}) < c \). That is, the probability, starting from \(-M \), that the first visit to 0 is by the special edge from \( M \) to 0, is bounded away from 1.
To prove the claim, it suffices to show that $\mathbb{P}_H(H_0 \neq T_{-M \to 0})$ is bounded away from 0. Recall that $m_0 \geq \max(L, R)$ is large enough that every interval of length $m_0$ is strongly connected in $G$. Let $M \geq m$. We then have

$$\min_{0 \leq i \leq R-1} \mathbb{P}_H^i(H_0 < H_{[0,m_0-1]}) = b > 0,$$

and $b$ does not depend on $M$. Now by independence of sites and the strong Markov property,

$$\mathbb{P}_H(H_0 \neq T_{-M \to 0}) \geq \mathbb{P}_H(\exists 1 \leq i \leq R-1 \mathbb{P}_H^i(H_0 < H_{[0,m_0-1]})) = \frac{\alpha R}{d^+} \mathbb{P}_H^R(H_0 < H_{-M+R})b.$$  \hspace{1cm} (6)

Again, the equality comes from either Lemma 2.1 or the expectation of a beta random variable, along with (5). But arguing along the same lines as in Claim 1.1.1, we can see that paths that do not exit $(-M, M)$ have the same probability under $\mathbb{P}_G$ and $\mathbb{P}_H$. Therefore, we have

$$\mathbb{P}_H(H_0 < H_{-M+R}) = \mathbb{P}_G(H_0 = \infty) > 0.$$ \hspace{1cm} (7)

Now (6) and (7) together give us

$$\mathbb{P}_H(H_0 \neq T_{-M \to 0}) \geq \frac{\alpha R}{d^+} \mathbb{P}_G(H_0 = \infty) > 0.$$  \hspace{1cm} (8)

Because the last term is positive and does not depend on $M$, our claim is proven.

We now note, by Corollary 2.3 (2),

$$\mathbb{P}_H^0(H_0 = T_{-M \to 0}) = \mathbb{P}_H^0(X_1 = -M) = \frac{1}{1 + c^- + c^+}$$

On the other hand, we also have $\mathbb{P}_H^0(X_1 = -M) = \frac{1}{1 + c^- + c^+}$. Now we have

$$\mathbb{P}_H^0(H_0 = T_{-M \to 0}) \leq \mathbb{P}_H^0(X_1 = -M) \mathbb{P}_H^0(H_0 = T_{-M \to 0}) + \mathbb{P}_H^0(X_1 \neq -M, H_{-M} < \tilde{H}_0),$$

which can be rewritten as

$$\frac{1}{1 + c^- + c^+} \leq \frac{1}{1 + c^- + c^+} \mathbb{P}_H^0(H_0 = T_{-M \to 0}) + \mathbb{P}_H^0(X_1 \neq -M, H_{-M} < \tilde{H}_0).$$ \hspace{1cm} (8)

For now, assume this claim.
Claim 1.1.3. The second term of the right hand side of (8) approaches 0 as $M \to \infty$.

By Claim 1.1.2, $\mathbb{P}_{\mathcal{H},M}(\tilde{H}_0 = T_{-M}) \leq c < 1$ for all $M$. Taking the limsup as $M$ approaches infinity in (8) therefore yields the contradiction

$$\frac{1}{\lambda + c^r + c^\tau} \leq \frac{1}{1 + c^r + c^\tau} < \frac{1}{1 + c^r + c^\tau}.$$

This completes the proof, pending Claim 1.1.3, which we now prove. We must show that the expectation, under $P_{\mathcal{H}}$, of $P^0_\omega(X_1 \neq -M, H_{-M} < \tilde{H}_0)$, approaches 0. Because $P^0_\omega(X_1 \neq -M, H_{-M} < \tilde{H}_0)$ is bounded between 0 and 1, this is equivalent to showing that it approaches 0 in probability.

First note that for $P_{\mathcal{H}}$-a.e. environment $\omega$, we have

$$P^0_\omega(X_1 \neq -M, H_{-M} < \tilde{H}_0) \leq \max_{-L \leq x \leq -1} P^x_\omega(H_{-M} < H_0).$$

This is because a walk from 0 that does not immediately step to $-M$ but hits $-M$ before returning to 0 must first visit one of the sites in $[-L, -1]$. Now for almost every environment, we also have for $x \in [-L, -1]$,

$$P^x_\omega(H_{-M} < H_0) \leq P^x_\omega(H_{-M} < H_{[0, -1]}) + P^x_\omega(H_{[0, -1]} < H_{-M}) \max_{0 \leq i \leq R-1} P^i_\omega(H_{-M} < H_0) \leq \max_{-L \leq y \leq -1} P^y_\omega(H_{-M} < H_{[0, -1]}) + \max_{0 \leq i \leq R-1} P^i_\omega(H_{-M} < H_0). \quad (9)$$

But

$$\max_{0 \leq i \leq R-1} P^i_\omega(H_{-M} < H_0) \leq \max_{0 \leq i \leq R-1} P^i_\omega(H_{[-L, -1]} < H_0) \max_{-L \leq x \leq -1} P^x_\omega(H_{-M} < H_0), \quad (10)$$

again because the walk must first visit $[-L, -1]$ if it is to hit $-M$ before 0. Combining (9) and (10), we get

$$\max_{-L \leq x \leq -1} P^x_\omega(H_{-M} < H_0) \leq \max_{-L \leq y \leq -1} P^y_\omega(H_{-M} < H_{[0, -1]}) + \max_{0 \leq i \leq R-1} P^i_\omega(H_{[-L, -1]} < H_0) \max_{-L \leq x \leq -1} P^x_\omega(H_{-M} < H_0).$$

Rearranging terms then gives us

$$\max_{-L \leq x \leq -1} P^x_\omega(H_{-M} < H_0) \leq \frac{\max_{-L \leq y \leq -1} P^y_\omega(H_{-M} < H_{[0, -1]})}{1 - \max_{0 \leq i \leq R-1} P^i_\omega(H_{[-L, -1]} < H_0)}.$$

The numerator and denominator are independent under $P_{\mathcal{H},M}$. Since the denominator is almost surely positive, it suffices to show that the numerator approaches 0 in probability. But again arguing as in Claim 1.1.1, we see that the distribution of $\max_{-L \leq y \leq -1} P^y_\omega(H_{-M} < H_{[0, -1]})$ under $P_{\mathcal{H},M}$ is the distribution of $\max_{-L \leq y \leq -1} P^y_\omega(H_{-M} < H_{[0, -1]})$ under $P_G$. By non-transience to the left, the latter approaches 0 $P_G$-a.s. as $M$ increases. This proves Claim 1.1.3, and with it Theorem 1.1.
4 An abstract ballisticity criterion

The main goal of this section is to prove Lemma 1.3, which says that a walk is ballistic if and only if $\mathbb{E}^0[N_0] < \infty$.

Before we can characterize when the almost-sure limiting velocity $v$ is positive, we must first note that it exists. This has been shown under an ellipticity assumption too strong for our model [9], but it can be proven in the more general case with standard techniques. The proof for the recurrent case (where, necessarily, $v = 0$) can be done by a slight modification of arguments in [32]. The proof for the directionally transient case follows [16] in defining regeneration times $(\tau_k)_{k=0}^\infty$. Let $\tau_0 := 0$, and for $k \geq 1$, define

$$\tau_k := \min\{n > \tau_{k-1} : X_n > X_j \text{ for all } j < n, X_n \leq X_j \text{ for all } j > n\}. \tag{11}$$

A crucial fact is that the sequences $(X_{\tau_n} - X_{\tau_{n-1}})_{n=2}^\infty$ and $(\tau_n - \tau_{n-1})_{n=2}^\infty$ are i.i.d. Using these regeneration times, we are able to derive a formula for $v$, as well as a characterization in terms of hitting times.

**Proposition 4.1.** Let $P$ be a probability measure on $\Omega_\mathbb{Z}$ satisfying (C1), (C2), and (C3). Then the following hold:

1. There is a $\mathbb{P}^0$–almost sure limiting velocity

$$v := \lim_{n \to \infty} \frac{X_n}{n} = \frac{\mathbb{E}^0[\tau_2 - \tau_1]}{\mathbb{E}^0[\tau_2 - \tau_1]}, \tag{12}$$

where the numerator is always finite, and the fraction is understood to be 0 if the denominator is infinite.

2. $\lim_{x \to \infty} \frac{H_{\geq x}}{x} = \frac{1}{v}$, where $\frac{1}{v}$ is understood to be $\infty$ if $v = 0$.

We outline some details of the argument for Proposition 4.1 in Appendix A.

For the rest of this section, assume $P$ satisfies (C1), (C2), (C3), and (C4). We also use regeneration times to derive the following lemma.

**Lemma 4.2.** For any $a, c \in \mathbb{Z}$,

$$\lim_{x \to \infty} \frac{1}{x} \sum_{k=c}^{x} N_k = \frac{1}{v}, \mathbb{P}^a - a.s.$$

If $v = 0$, then the limit is infinity.

**Proof.** Fix $a$. Recall that $N_k^{(-\infty,x)}$ is the amount of time the walk spends at $k$ before $H_{\geq x}$. Then for $x > c$,

$$\frac{H_{\geq x}}{x} = \frac{1}{x} \sum_{k=-\infty}^{c-1} N_k^{(-\infty,x)} + \frac{1}{x} \sum_{k=c}^{x-1} N_k^{(-\infty,x)}.$$

The first term approaches 0 almost surely by assumption (C4); hence, by Proposition 4.1 (2),
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Then for almost every cascade, concatenating these finite walks gives, for each point \( a \) as the law of \( X \) by every level. This gives what we’ll call a cascade \( R \), it is not possible to jump over a set of length \( [x, \infty) \) on the space of cascades, and let \( P \) be the same as the law of \( \omega \) walk according to the transition probabilities given by \( \omega \). Call the set of vertices \( \{(k - 1)R, kR\} \) the \( k \)th level of \( \mathbb{Z} \), and for \( x \in \mathbb{Z} \), let \( [[x]]_R \) denote the level containing \( x \). Let \( \omega \) be a given environment. From each point \( a \in \mathbb{Z} \), run a walk according to the transition probabilities given by \( \omega \) until it reaches \( a + 1 \) (which occurs in finite time \( P_{\omega}^a \)-a.s. for \( P \)-a.e. \( \omega \)). Concatenating all of these walks then gives, up to a time shift\(^5\), a unique walk \( \overline{X} = (X_n)_{n \in \mathbb{Z}} \) such that for any \( x \in \mathbb{Z} \), the distribution of \( (X_k)_{k=\infty}^{\infty}, \) conditioned on \( X_n = x \), is \( P_{\omega}^x \). We may think of \( \overline{X} \) as a walk from \(-\infty \) to \( \infty \) in the environment \( \omega \).

With a bit more work, we can define a similar bi-infinite walk in the general case \( R > 0 \). Call the set of vertices \( \{(k - 1)R, kR\} \) the \( k \)th level of \( \mathbb{Z} \), and for \( x \in \mathbb{Z} \), let \( [[x]]_R \) denote the level containing \( x \). Let \( \omega \) be a given environment. From each point \( a \in \mathbb{Z} \), run a walk according to the transition probabilities given by \( \omega \) until it reaches the next level (i.e., \( [[a + R]]_R \)). This will happen \( P_{\omega}^a \)-a.s. for \( P \)-a.e. \( \omega \), by transience to the right and because it is not possible to jump over a set of length \( R \). Do this independently at every point for every level. This gives what we’ll call a cascade: a set of (almost surely finite) walks indexed by \( \mathbb{Z} \), where the walk indexed by \( a \in \mathbb{Z} \) starts at \( a \) and ends upon reaching level \( [[a + R]]_R \). Then for almost every cascade, concatenating these finite walks gives, for each point \( a \), a right-infinite walk \( X^a = (X_n^a)_{n=0}^{\infty} \). Let \( P_{\omega} \) be the probability measure we have just described on the space of cascades, and let \( P = P \times P_{\omega} \).

It is crucial to note that by the strong Markov property, the law of \( X^a \) under \( P_{\omega} \) is the same as the law of \( X \) under \( P_{\omega}^a \), which also implies that the law of \( X^a \) under \( P \) is the same as the law of \( X \) under \( P^{a} \).

For each \( x \in \mathbb{Z} \), let the “coalescence event” \( C_x \) be the event that all the walks from level \( [[x - R]]_R \) first hit level \( [[x]]_R \) at \( x \). On the event \( C_x \), we say a coalescence occurs at \( x \).

\[ \lim_{x \to \infty} \frac{1}{x} \sum_{k=c}^{x-1} N_k^{(-\infty, x)} = \frac{1}{v} \|P^a\text{-a.s.} \]  

(13)

We note that \( N_k \) and \( N_k^{(-\infty, x)} \) differ only if the walk backtracks and visits \( k \) after reaching \([x, \infty)\). The sum, over all \( k < x \), of these differences, is the total amount of time the walk spends to the left of \( x \) after \( H_{\geq x} \), and it is bounded above by the time from \( H_{\geq x} \) to the next regeneration time (defined as in (11)), which is in turn bounded above by \( \tau_{J(x)} - \tau_{J(x)-1} \), where \( J(x) \) is the (random) \( j \) such that \( \tau_{j-1} \leq H_{\geq x} < \tau_j \). Hence

\[ \frac{1}{x} \sum_{k=c}^{x-1} N_k^{(-\infty, x)} \leq \frac{1}{x} \sum_{k=c}^{x-1} N_k \leq \frac{1}{x} \sum_{k=c}^{x-1} N_k^{(-\infty, x)} + \frac{1}{x} [\tau_{J(x)} - \tau_{J(x)-1}] \]  

(14)

Assume \( v = 0 \). Then by (13), the left side of (14) approaches \( \infty \) as \( x \) approaches \( \infty \), and therefore so does \( a \). On the other hand, suppose \( v > 0 \). By (12), \( \mathbb{E}[\tau_2 - \tau_1] < \infty \). Then by the strong law of large numbers, \( \frac{\tau_n}{n} \to \mathbb{E}[\tau_2 - \tau_1] < \infty \), which implies that \( \frac{\tau_n - \tau_{n-1}}{n} \) approaches 0. Since \( J(x) \leq x + 1 \), the term \( \frac{1}{x} [\tau_{J(x)} - \tau_{J(x)-1}] \) approaches zero almost surely; hence the Squeeze Theorem yields the desired result.

\(^5\)Choose, for example, the time shift where \( X_0 = 0 \) and where \( X_n < 0 \) whenever \( n < 0 \).
Lemma 4.3. Let $\mathcal{E}_1$ be the event that all the $X^a$ are transient to the right, that all steps to the left and right are bounded by $L$ and $R$, respectively, and that infinitely many coalescences occur to the left and to the right of 0. Then $\mathbb{P}(\mathcal{E}_1) = 1$.

Proof. Boundedness of steps has probability 1 by assumption (C3), and by assumption (C4) all the walks $X^a$ are transient to the right with probability 1. Now for $k \geq 2$ and $x \in \mathbb{Z}$, let $C_{x,k}$ be the event that all the walks from level $[[x - R]]_R$ first hit level $[[x]]_R$ at $x$ without ever having reached $[[x - kR]]_R$. Choose $k$ large enough that $\mathbb{P}(C_{0,k}) > 0$; then under the law $\mathbb{P}$, the events $\{C_{nkR,k}\}_{n \in \mathbb{Z}}$ are all independent and have equal, positive probability. Thus, infinitely many of them will occur in both directions, $\mathbb{P}$-a.s. By definition, $C_{x,k} \subset C_x$, and so infinitely many of the events $C_x$ occur in both directions, $\mathbb{P}$-a.s. \hfill \Box

Assume the environment and cascade are in the event $\mathcal{E}_1$. Let $(x_k)_{k \in \mathbb{Z}}$ be the locations of coalescence events (with $x_0$ the smallest non-negative $x$ such that $C_x$ occurs). By definition of the $x_k$, for every $k$ and for every $a$ to the left of $[[x_k]]_R$, $H_{[[x_k]]_R}(X^a) = H_{x_k}(X^a) < \infty$. Now for $j < k$, it necessarily holds that $x_j$ is to the left of $[[x_k]]_R$, since there can be only one $x_k$ per level. Define $\nu(j, k) := H_{x_k}(X^{x_j})$. By definition of the walks $X^a$, we have for $j < k$, $n \geq 0$,

$$X^{x_j}_{n+\nu(j,k)} = X^n_{x_k}. \quad (15)$$

From this one can easily check that the $\nu(j, k)$ are additive; that is, for $j < k < \ell$, we have $\nu(j, \ell) = \nu(j, k) + \nu(k, \ell)$. Because all the $X^a$ agree with each other in the sense of (15), we may define a single, bi-infinite walk $\overline{X} = (\overline{X}_n)_{n \in \mathbb{Z}}$ that agrees with all of the $X^a$. For $n \geq 0$, let $\overline{X}_n = X^a_{x_0}$. For $n < 0$, choose $j < 0$ such that $\nu(j, 0) > |n|$, and let $\overline{X}_n = X^{x_j}_{\nu(j,0)-|n|}$. This definition is independent of the choice of $j$, because if $j < k < 0$ with $\nu(k, 0) > |n|$, then by (15) and the additivity of the $\nu(j, k)$, we have

$$X^{x_j}_{\nu(j,0)-|n|} = X^{x_j}_{\nu(j,k)+\nu(k,0)-|n|} = X^{x_k}_{\nu(k,0)-|n|}. $$

We may then define $\overline{N}_x := \#\{n \in \mathbb{Z} : \overline{X}_n = x\}$ to be the amount of time the walk $\overline{X}$ spends at $x$. Thus, $\overline{N}_x = \lim_{a \to -\infty} N_x(x^a)$.

Lemma 4.4. Both of the sequences $(X^a)_{a \in \mathbb{Z}}$ and $(\overline{N}_x)_{x \in \mathbb{Z}}$ are stationary and ergodic.

Proof. For a given environment, the cascade that defines $\overline{X}$ may be generated by a (countable) family $U = (U^a_n)_{n \in \mathbb{N}, a \in \mathbb{Z}}$ of i.i.d. uniform random variables on $[0, 1]$. For such a collection, and an $a \in \mathbb{Z}$, let $U^a$ be the projection $(U^a_n)_{n \in \mathbb{N}}$. Given an environment $\omega$, the finite walk from $a$ to level $[[a + R]]_R$ may be generated using the first several $U^a_n$. (One of the $U^a_n$ is used for each step. Once the walk terminates, the rest of the $U^a_n$ are not needed, but one does not know in advance how many will be needed.) Let $\hat{\omega}^x = (\hat{\omega}^x, U^x)$, and $\hat{\omega} = (\hat{\omega}^x)_{x \in \mathbb{Z}}$. Define the left shift $\hat{\theta}$ by $\hat{\theta}(\hat{\omega}) := (\hat{\omega}^x+1)_{x \in \mathbb{Z}}$. Then $(\hat{\omega}^x)_{x \in \mathbb{Z}}$ is an i.i.d. sequence. We have $X^0 = X^0(\hat{\omega})$ and $X^a = X^0(\hat{\theta}^a\hat{\omega})$. Similarly, $\overline{N}_0 = \overline{N}_0(\hat{\omega})$ and $N_x = \overline{N}_0(\hat{\theta}^x\hat{\omega})$. So it suffices to show that $X^0$ and $\overline{N}_0$ are measurable. The measurability of $X^0$ is obvious. For $\overline{N}_0$, let $A_{k,\ell,B,R}$ be the event that:

(a) for some $x < 0$, a coalescence event $C_{x,k}$ (as defined in the proof of Lemma 4.3) occurs with $-B \leq x - kR < x < 0$, so that $\overline{X}$ agrees with $X^x$ to the right of $x$;
(b) $N_{0}^{[-B,B]}(X^{x}) \geq \ell$, where $N_{0}^{[-B,B]}$ is the amount of time the walk spends at $x$ before exiting $[-B,B]$; and

(c) none of the walks from sites $a \in [-B,B]$ uses more than $r$ of the random variables $U_{r}^{a}$.

On this event, $\overline{N}_{0}$ is seen to be at least $\ell$ by looking only within $[-B,B]$ and only at the first $r$ uniform random variables at each site. The event $A_{k,\ell,B,r}$ is measurable, because it is a measurable function of finitely many random variables, and the event $\{\overline{N}_{0} > \ell\}$ is, up to a null set, simply the union over all $r$, then over all $B$, and then over all $k$ of these events. Thus, $\overline{N}_{0}$ is measurable.

We now give the connection between $\overline{N}_{0}$ and the limiting velocity $v$.

**Lemma 4.5.** $v = \frac{1}{E[\overline{N}_{0}]}$. Consequently, the walk is ballistic if and only if $E[\overline{N}_{0}] < \infty$.

We note that a similar formula for the limiting speed in the ballistic case can be obtained from [11, Theorem 6.12] for discrete-time RWRE on a strip, although the probabilistic interpretation is less explicit, and an ellipticity assumption that does not hold for Dirichlet RWRE is required.

**Proof.** By Lemma 4.4 and Birkhoff’s Ergodic theorem, for any $c \in \mathbb{Z}$ we have

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=c}^{n} \overline{N}_{k} = E[\overline{N}_{0}], \ P\text{-a.s.}$$

Fix $a \in \mathbb{Z}$. For large enough $k$, $N_{k}(X^{a}) = \overline{N}_{k}$. We therefore get

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=c}^{n} N_{k}(X^{a}) = E[\overline{N}_{0}], \ P\text{-a.s.}$$

It follows that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=c}^{n} N_{k}(X) = E[\overline{N}_{0}], \ P\text{-a.s.}$$

By Lemma 4.2, we get $v = \frac{1}{E[\overline{N}_{0}]}$. \hfill \Box

Now we can see that the walk is ballistic if and only if $E[\overline{N}_{0}] < \infty$. In order to prove Lemma 1.3, we need to compare $E[\overline{N}_{0}]$ with $E_{0}[\overline{N}_{0}]$.

**Lemma 4.6.** $E[\overline{N}_{0}] \leq E_{0}[\overline{N}_{0}]$.

**Proof.** If $E_{0}[\overline{N}_{0}] = \infty$, the inequality is trivial. Assume, therefore, that $E_{0}[\overline{N}_{0}] < \infty$.

Note that $\lim_{x \to \infty} N_{0}(X^{x}) = \overline{N}_{0}, \ P\text{-a.s.}$ Assuming we are able to interchange a limit with an expectation, we have

$$E[\overline{N}_{0}] = E \left[ \lim_{k,x \to \infty} N_{0}(X^{x}) \right] = \lim_{x \to \infty} E \left[ N_{0}(X^{x}) \right] = \lim_{x \to \infty} E^{-x}[N_{0}(X)].$$

(16)
But each term $\mathbb{E}^{-x}[N_0(\mathbf{X})] = E[E_{\omega}^{-x}[N_0]]$ is less than $\mathbb{E}^0[N_0] = E[E_{\omega}^0[N_0]]$, since $E_{\omega}^{-x}[N_0] = P_{\omega}^{-x}(H_0 < \infty)E_{\omega}^0[N_0]$. Therefore, we may conclude $\mathbb{E}[\bar{N}_0] \leq \mathbb{E}^0[N_0]$, provided we can justify (16). To do this, we will apply the dominated convergence theorem, noting that $N_0(\mathbf{X}^{-x}) \leq \max_{1-R \leq y \leq 0} N_0(\mathbf{X}^y)$ for all $x > R$. To see that the latter has finite expectation, we have

$$
\mathbb{E} \left[ \max_{1-R \leq y \leq 0} N_0(\mathbf{X}^y) \right] \leq \sum_{y=1-R}^{0} \mathbb{E} \left[ N_0(\mathbf{X}^y) \right]
$$

$$= \sum_{y=1-R}^{0} E \left[ E_{\omega}[N_0(\mathbf{X}^y)] \right]
$$

$$= \sum_{y=1-R}^{0} E \left[ E_{\omega}^y[N_0] \right]
$$

$$= \sum_{y=1-R}^{0} E \left[ P_{\omega}^y(H_0 < \infty)E_{\omega}^0[N_0] \right]
$$

$$\leq \sum_{y=1-R}^{0} E \left[ E_{\omega}^0[N_0] \right]
$$

$$= R\mathbb{E}^0[N_0]
$$

$$< \infty.
$$

This allows us to justify our use of the dominated convergence theorem, completing the proof.

We must now handle the case where $\mathbb{E}^0[N_0] = \infty$. Our first step is to prove Lemma 1.2, which states that $v > 0$ if and only if $\mathbb{E}^0[H_{\geq 1}] < \infty$.

**Proof of Lemma 1.2.** Suppose $\mathbb{E}^0[H_{\geq 1}](\mathbf{X}) < \infty$. Then for $P_{\omega}$–almost every cascade, we have

$$
\frac{H_{\geq x}(\mathbf{X}^0)}{x} = \frac{1}{x} \sum_{k=1}^{x} (H_{\geq k}(\mathbf{X}^0) - H_{\geq k-1}(\mathbf{X}^0))
$$

$$\leq \frac{1}{x} \sum_{k=1}^{x} H_{\geq k}(\mathbf{X}^{k-1}),
$$

where the inequality comes from the fact that if $\mathbf{X}^0$ hits $[k-1, \infty)$ at $k-1$, then it follows the same path from there as $\mathbf{X}^{k-1}$, while if it hits $[k-1, \infty)$ at a point to the right of $k-1$, then $H_{\geq k} - H_{\geq k-1} = 0$. By Birkhoff’s Ergodic Theorem, the right side $\mathbb{P}$–a.s. approaches $\mathbb{E}[H_{\geq 1}(\mathbf{X}^0)] = \mathbb{E}^0[H_{\geq 1}]$. Now we know from Proposition 4.1 that $\lim_{n \to \infty} \frac{n}{X_n} = \frac{1}{v}$, so the subsequence $\frac{H_{\geq x}(\mathbf{X}^0)}{X_{H_{\geq x}^0}}$ must have the same limit. Since, for $x > R$, we have

$$
\frac{H_{\geq x}(\mathbf{X}^0)}{X_{H_{\geq x}^0} + R} \leq \frac{H_{\geq x}(\mathbf{X}^0)}{x} \leq \frac{H_{\geq x}(\mathbf{X}^0)}{X_{H_{\geq x}^0} - R},
$$

$$\leq \frac{H_{\geq x}(\mathbf{X}^0)}{x - R}.$$
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we get \( \frac{1}{v} = \lim_{x \to \infty} \frac{H_{\geq x}(X^0)}{x} \). Applying (17), we get

\[
\frac{1}{v} = \lim_{n \to \infty} \frac{H_{\geq x}(X^0)}{x} \\
\leq \lim_{n \to \infty} \frac{1}{x} \sum_{k=1}^{x} H_{\geq k}(X^{k-1}) \\
= \mathbb{E}^{0}[H_{\geq 1}].
\]

Therefore, if \( \mathbb{E}^{0}[H_{\geq 1}] < \infty \), then \( v > 0 \).

On the other hand, suppose \( \mathbb{E}^{0}[H_{\geq 1}] = \infty \). We will show that \( v = 0 \).

Claim 1.2.1. \( \mathbb{E} \left[ \min_{1 \leq i \leq R} H_{\geq R+1}(X^i) \right] = \infty. \)

By assumptions (C1), (C2), and (C3), we still have an \( m_0 \geq \max(L, R) \) large enough that every interval of length \( m_0 \) is irreducible, \( P \)-a.s. Let \( A \) be the event that

- For each \( i = 1, \ldots, R-1 \), the walk \( X^i \) hits \( R \) before leaving \( [R - m_0 + 1, R] \).
- The walk \( X^R \) first exits \( [R - m_0 + 1, R] \) by hitting \( R - m_0 \).

Then under \( P \), the quenched probability of \( A \) is independent of \( \omega^{\leq R-m_0} \). Now, on the event \( A \), the minimum \( \min_{1 \leq i \leq R} H_{\geq R+1}(X^i) \) is attained for \( i = R \), since all the other walks take time to get to \( R \) and then simply follow \( X^R \). Now on \( A \), \( H_{\geq R+1}(X^R) \) is greater than the amount of time it takes for the walk \( X^R \) to cross back to \( [R - m_0 + 1, \infty] \) after first hitting \( R - m_0 \). The quenched expectation of this time, conditioned on \( A \), is \( E^{R-m_0}_{\omega}[H_{\geq R-m_0+1}] \) by the strong Markov property, and this depends only on \( \omega^{\leq R-m_0} \). Hence

\[
E \left[ \min_{1 \leq i \leq R} H_{\geq R+1}(X^i) \right] \geq E \left[ P_{\omega}(A)E_{\omega}[H_{\geq R+1}(X^R)|A] \right] \\
\geq E \left[ P_{\omega}(A)E^{R-m_0}_{\omega}[H_{\geq R-m_0+1}(X)] \right] \\
= \mathbb{P}(A)E^{R-m_0}[H_{\geq R-m_0+1}(X)] \\
= \mathbb{P}(A)\mathbb{E}^{0}[H_{\geq 1}(X)] \\
= \infty.
\]

This proves our claim. Now for \( x \geq 1 \),

\[
H_{\geq xR+1}(X^0) \geq H_{\geq 1}(X^0) + \sum_{k=1}^{x} \min_{1 \leq i \leq R} H_{\geq kR+1}(X^{(k-1)R+i}).
\]

Dividing by \( xR \) and taking limits as \( x \to \infty \), we get \( \lim_{x \to \infty} \frac{H_{\geq xR+1}(X^0)}{xR} = \infty \), \( P \)-a.s. by Birkhoff’s ergodic theorem. Hence \( \lim_{x \to \infty} \frac{H_{\geq xR+1}(X^0)}{xR} = \infty \), \( P^0 \)-a.s. It follows that \( v = 0 \). \( \square \)

Now we can handle the case \( \mathbb{E}^{0}[N_0] = \infty. \)

Proposition 4.7. If \( \mathbb{E}^{0}[N_0] = \infty \), then \( v = 0 \).
Proof. Suppose $\mathbb{E}^0[N_0] = \infty$. We want to show that $v = 0$. By Lemma 1.2, it suffices to show that $\mathbb{E}^0[H_{\geq 1}] = \infty$.

Now $N_0$ is the total number of visits the walk makes to 0. These visits may be sorted based on the farthest point to the right that the walk has hit in the past at the time of each visit. As in the proof of Lemma 4.2, we use $N_k^{(-\infty,x)}$ to denote the amount of time the walk spends at $k$ before $H_{\geq x}$. Thus, for a walk started at 0 we get

$$N_0 = \sum_{x=0}^{\infty} \left( N_0^{(-\infty,x+1)} - N_0^{(-\infty,x)} \right). \tag{18}$$

Taking expectations on both sides, we get

$$\mathbb{E}^0[N_0] = \sum_{x=0}^{\infty} E \left[ E_\omega \left[ N_0^{(-\infty,x+1)} - N_0^{(-\infty,x)} \right] \right] \tag{19}$$

Now $N_0^{(-\infty,x)}$ and $N_0^{(-\infty,x+1)}$ can only differ if the walk hits $[x, \infty)$ at $x$. Conditioned on this event, the distribution under $P^0_\omega$ of the walk $(X_{n+H_{\geq x}})_{n=0}^{\infty}$ is the distribution of $X$ under $P^x_\omega$. Thus,

$$E_\omega^{0} \left[ N_0^{(-\infty,x+1)} - N_0^{(-\infty,x)} \right] = P^0_\omega(X_{H_{\geq x}} = x) E^x_\omega \left[ N_0^{(-\infty,x+1)} \right]. \tag{20}$$

Combining (19) and (20), we get

$$\mathbb{E}^0[N_0] = \sum_{x=0}^{\infty} E \left[ P^0_\omega(X_{H_{\geq x}} = x) E^x_\omega \left[ N_0^{(-\infty,x+1)} \right] \right]$$

$$\leq \sum_{x=0}^{\infty} E \left[ E^x_\omega \left[ N_0^{(-\infty,x+1)} \right] \right]$$

$$= \sum_{x=0}^{\infty} \mathbb{E}^x \left[ N_0^{(-\infty,x+1)} \right].$$

By stationarity,

$$\mathbb{E}^0[N_0] \leq \sum_{x=0}^{\infty} \mathbb{E}^0 \left[ N_x^{(-\infty,1)} \right]$$

$$= \mathbb{E}^0 \left[ \sum_{x=0}^{\infty} N_x^{(-\infty,1)} \right]$$

$$= \mathbb{E}^0[H_{\geq 1}].$$

If $\mathbb{E}^0[N_0] = \infty$, it follows that $\mathbb{E}^0[H_{\geq 1}]$, and by Lemma 1.2, $v = 0$. \hfill \square

We can now complete the proof of our main lemma.

Proof of Lemma 1.3. Assume the walk is transient to the right. If $\mathbb{E}^0[N_0] = \infty$, the conclusion is that of Proposition 4.7. Otherwise, combining Lemmas 4.5 and 4.6 gives $v > 0$. The left-transient case follows by symmetry. By the 0-1 law of [18], the remaining case is where the walk is recurrent. This implies that $N_0 = \infty$, $\mathbb{P}^0$-a.s., so that $\mathbb{E}^0[N_0] = \infty$. Because $v = 0$ in the recurrent case, the lemma is true. \hfill \square
5 Ballistic parameters

We now return to the Dirichlet model. In this section, we will characterize ballisticity in terms of \(L, R,\) and the parameters \((\alpha_i)_{-L \leq i \leq R}\). Lemma 1.3 tells us that the walk is ballistic precisely when the quantity \(\mathbb{E}^0_G[N_0] = E^0_G[E^0_{\omega}[N_0]]\) is finite. Although we cannot usually calculate this expectation, we are able to characterize when it is finite in terms of our Dirichlet parameters.

We assume throughout this section that \(\kappa_1 > 0\), so that the walk is transient to the right, and we examine the integrability of \(E^0_{\omega}[N_0]s\) for \(s > 0\). The goal of this section is to prove Theorems 1.4, 1.5, and 1.6. Theorem 1.7 then easily follows from Theorem 1.6 and Lemma 1.3.

5.1 Finite traps: the parameter \(\kappa_0\)

In this subsection, we use Tournier’s lemma to study the existence of finite traps—finite sets in which the walk is expected to spend an infinite amount of time before exiting under the annealed measure.

We note that although Tournier’s lemma is stated for a finite graph, it can readily be applied to walks that are killed upon exiting a finite subset of an infinite graph. In particular, for any positive integer \(M\), the annealed expected number of visits to 0 before exiting \([-M, M]\) is infinite if and only if there is a strongly connected subset \(S\) of \([-M, M]\) containing 0 such that \(\beta_S \leq 1\).

This discussion motivates us to define, for our graph \(G\), the quantity

\[
\kappa_0 := \inf \{\beta_S : S \subset \mathbb{Z} \text{ finite, strongly connected}\}. \tag{21}
\]

Recall that Theorem 1.4 states the equivalence of the following statements (where \(N^S_0\) is the amount of time the walk spends at 0 before first exiting \(S\)):

(a) \(\kappa_0 \leq s\).

(b) For all sufficiently large \(M\), \(E_G\left[ E^0_{\omega}\left[ N^0_{-M,0} \right]^s \right] = \infty \).

(c) For some \(M \geq 0\), \(E_G\left[ E^0_{\omega}\left[ N^0_{-M,M} \right]^s \right] = \infty \).

The proof is essentially a straightforward application of Tournier’s lemma as we have just discussed; however, in order to handle the boundary case \(s = \kappa_0\), we first need to show that the infimum in the definition of \(\kappa_0\) is actually a minimum. For example, in the case \(\kappa_0 = s = 1\), showing that \(\kappa_0\) is a minimum means showing that there is actually a finite set containing 0 that the walk is expected to get stuck in for an infinite amount of time. We also give an algorithm to compute \(\kappa_0\).

**Proposition 5.1.** The infimum \(\kappa_0\) for the graph \(G\) is actually a minimum attained by a set \(S \subset \mathbb{Z}\). Moreover, there is an integer \(M\), which may be calculated from \(L, R\), and the weight assignments \((\alpha_i)_{-L \leq i \leq R}\), such that the infimum is attained on a subset \(S\) with diameter at most \(M\). Hence \(\kappa_0\) can be calculated directly.
By translation invariance of the graph $G$, this implies that it is possible to compute $\kappa_0$ by looking at strongly connected subsets $S$ with diameter no more than $M$ and with leftmost point 0.

**Proof.** We prove this in a series of claims. Recall that $m_0 \geq \max(L, R)$ is large enough that every interval of length $m_0$ is strongly connected.

**Claim 5.1.1.** $\kappa_0 \leq d^+ + d^-$. To prove this claim, it suffices to exhibit a finite, strongly connected set $S \subset \mathbb{Z}$ with $\beta_S = d^+ + d^-$. Let $S = [0, m_0 - 1]$. Then $S$ is strongly connected. Now $\beta_S$ is the total weight of edges from $[0, m_0 - 1]$ to other vertices. Since $m \geq \max(L, R)$, it is easy to check that this is exactly $d^+ + d^-$.

**Claim 5.1.2.** Let $S \subset \mathbb{Z}$ be a finite, strongly connected set of vertices. If $x$ is a vertex to the left or to the right of $S$, then $\beta_{S \cup \{x\}} \geq \beta_S$.

The quantity $\beta_S$ is the sum of all weights from vertices in $S$ to vertices not in $S$. The quantity $\beta_{S \cup \{x\}}$ counts all same weights, except for weights of edges from $S$ to $x$, and it also counts weights of edges from $x$ to vertices not in $S \cup \{x\}$. If $x$ is to the right of $S$, then the total weight of edges from $S$ to $x$ cannot be more than $c^+$, because $c^+$ is the total weight into $x$ from all vertices to the left of $x$. On the other hand, $c^+$ is also the total weight from $x$ to all vertices to the right of $x$, which are necessarily not in $S \cup \{x\}$. Thus, the additional weight from $x$ to the right at least makes up for any weight into $x$ from $S$. This proves the claim in the case that $x$ is to the right of $A$, and a similar argument proves the symmetric case.

**Remark 5.1.** Note the importance of the assumption that $x$ is to the left or right of $S$. If $x$ is in between some of the vertices of $S$, then it is certainly possible that $\beta_{S \cup \{x\}} < \beta_S$. See Examples B.7 and B.8.

**Claim 5.1.3.** Let $S$ be a finite, strongly connected subset of $\mathbb{Z}$. Say that a vertex $x \in S$ is *insulated* if every site reachable in one step from $x$ is also in $S$. Then if $x < y$ are consecutive non-insulated vertices in $S$ with $y - x > m_0$, it must be the case that all vertices between $x$ and $y$ are in $S$.

Suppose there are two consecutive non-insulated vertices $x, y \in S$ with $y - x > m_0$. Because $m_0 \geq \max(L, R)$, there must be other vertices from $S$ strictly between $x$ and $y$ in order for $S$ to contain a path from $x$ to $y$ and $y$ to $x$. By assumption, all such vertices are insulated. Therefore, if there is an edge from a vertex in $(x, y) \cap S$ to another vertex in $(x, y)$, then the latter vertex must also be in $S$, and since it is strictly between $x$ and $y$, it must also be insulated. Applying this fact repeatedly, we see that any two vertices that communicate within $(x, y)$ are either both insulated in $S$ or both in $S^c$. Since the length of $(x, y)$ is at least $m_0$, all sites in the interval communicate, and so all are in $S$.

**Claim 5.1.4.** The infimum $\kappa_0$ is attained as a minimum; $\kappa_0 = \beta_{S_0}$ for some $S_0$. Moreover, there is an algorithm to find it.
Let $\varepsilon$ be the smallest weight any edge in $G$ has, let $N$ be an integer such that $N\varepsilon \geq d^+ + d^-$, and let $M = (N - 1)(m_0)$ (note this implies $M \geq m_0$). Then if $S$ is a set of vertices with diameter greater than $M$, it must either have at least $N$ non-insulated vertices or have consecutive non-insulated vertices that differ by more than $m_0$. If there are at least $N$ non-insulated vertices, then there is an edge from each of these to at least one vertex outside of $S$, which means $\beta_S \geq N\varepsilon \geq d^+ + d^- \geq \kappa_0$, the last inequality coming from Claim 5.1.1. On the other hand, if two consecutive non-insulated vertices $x < y$ differ by more than $m_0$, then $[x, y] \subseteq S$ by Claim 5.1.3. Now $\beta_{[x, y]} = d^+ + d^-$, and vertices to the left and to the right of $[x, y]$ can only increase $\beta_S$ by Claim 5.1.2. Thus, $\beta_S \geq d^+ + d^- \geq \kappa_0$. Therefore, one can compute $\kappa_0$ by looking only at $\beta_S$ for subsets $S$ of $Z$ with diameter no larger than $M$ (note that this includes $[0, m_0 - 1]$, which has $\beta_{[0, m_0 - 1]} = d^+ + d^-$. By shift invariance, one can in fact look only at subsets of $[0, M]$. Since there are only finitely many such sets, the infimum in the definition of $\kappa_0$ is actually a minimum. Since a suitable $M$ can be easily calculated from $L, R$, and the $\alpha_i$, finding such an $M$ and then examining all strongly connected subsets of $Z$ with leftmost point 0 and diameter $\leq M$ gives us an algorithm to find $\kappa_0$. \hfill $\Box$

We are now able to prove Theorem 1.4.

**Proof of Theorem 1.4.** (a) $\Rightarrow$ (b) Suppose $\kappa_0 \leq s$. By Proposition 5.1, this means there is a finite, strongly connected set $S$ of vertices in $Z$ such that $\beta_S \leq s$. By translation invariance, we may assume 0 is the rightmost point of $S$. Let $-M$ be large enough that $S \subseteq [-M, 0]$. By collapsing all vertices not in $[-M, 0]$ into a sink and then arguing as in Claim 1.1.1, we may apply Tournier’s lemma along with the amalgamation property to see that $E_G \left[ E_0^0 \left[ N_0^{-[M,0]} \right]^s \right] = \infty$.

(b) $\Rightarrow$ (c) Immediate, since $N_0^{-[M,0]} \leq N_0^{-[M,M]}$.

(c) $\Rightarrow$ (a) Suppose $E_G \left[ E_0^0 \left[ N_0^{-[M,M]} \right]^{s'} \right] = \infty$. Again, collapsing all vertices not in $[-M, M]$ into a single sink, we may apply Tournier’s lemma to see that there is a strongly connected set $S \subseteq [-M, M]$ such that $\beta_S \leq s$. Hence $\kappa_0 \leq s$. \hfill $\Box$

The method for finding $\kappa_0$ given in the proof of Proposition 5.1 requires knowledge of the $\alpha_i$, and the number of sets to examine grows exponentially in the smallest positive $\alpha_i$. We prove in Appendix B that given only $L, R$, and the $i$ for which $\alpha_i > 0$, $\kappa_0$ can be expressed as a minimum of finitely many positive integer combinations of the $\alpha_i$. If one has this formula, then one may easily compute $\kappa_0$ for any specific values of the $\alpha_i$.

**Proposition 5.2.** Given $L, R$, and the $i$ for which $\alpha_i > 0$, $\kappa_0$ is an elementary function (a minimum of finitely many positive integer combinations) of the $\alpha_i$.

Notice that Proposition 5.2 would have sufficed in place of Proposition 5.1 to show that the infimum in the definition of $\kappa_0$ is a minimum, which is enough to prove Theorem 1.4. Proposition 5.2 is stronger than Proposition 5.1 in that it shows, given the structure of the graph $G$, that there is an elementary formula for $\kappa_0$ that holds for all possible choices of $\alpha_i$, whereas Proposition 5.1 gives $\kappa_0$ as a minimum of $\beta_S$ for $S$ in a set that is finite, but whose size depends on the size of the $\alpha_i$. On the other hand, Proposition 5.2 is weaker than Proposition 5.1 in that it does not provide an explicit algorithm for finding $\kappa_0$. This
5.2 Large-scale backtracking: The parameter $\kappa_1$

We have seen that the parameter $\kappa_0$ controls moments of the quenched expected time a walk spends at 0 before exiting a finite set. We will now show that in a similar way, $\kappa_1$ controls moments of backward traversals of arbitrarily large stretches of the graph.

In our proof of Theorem 1.1, we used the graphs $G_M$, finite graphs that looked like $G$ except near endpoints. Here, we consider these along with a “limiting graph” that is half infinite. Let $G_+$ be a graph with vertex set $[0, \infty)$. The graph $G_+$ contains all the same edges between vertices to the right of 0 with the same weights as $G$. For vertices $1 \leq i \leq L$, there is an edge from $i$ to 0 with weight $\sum_{j=1-L}^{0} \alpha_{j-i}$. And to each vertex $1 \leq j \leq R$ is added an edge from 0 with weight $\sum_{i=j}^{R} \alpha_{i}$.

The graph $G_+$ has zero divergence at all sites except 0, where the divergence is $d^+ - d^- = \kappa_1$. Thus, in a sense there is a “net flow” of strength $\kappa_1$ from 0 to infinity, and to motivate the following lemma, the reader may imagine an edge “from $\infty$ to 0” with weight $\kappa_1$. In some sense, the following lemma extends Corollary 2.3 (1) to this infinite graph. One can prove it using a comparison between $G$ and $G_M$.

Lemma 5.3 ([30, Theorem 2]). Under $P_{G_+}$, $P^0_{\omega}(\tilde{H}_0 = \infty) \sim \text{Beta}(\kappa_1, d^-)$.

We will use Lemma 5.3 to prove Theorem 1.5 in two separate propositions. Recall that for a given walk $X$ and integers $x < y$, the quantity $N_{x,y} = N_{x,y}(X)$ is defined as the number of trips from $y$ to $x$.

Proposition 5.4. Suppose $s \geq \kappa_1$. Then the following hold:

1. $E_G[E^0_{\omega}[N_0]^s] = \infty$.

2. For all $x < y \in \mathbb{Z}$, $E_G[E^0_{\omega}[N_{x,y}]^s] = \infty$.

Like Theorem 1.4, this proposition not only gives a sufficient condition for zero speed, but gives the reason for zero speed. If $\kappa_0 \leq 1$, the speed is zero because it takes a long time for the walk to exit small traps; on the other hand, if $\kappa_1 \leq 1$, the speed is zero because the walk traverses large regions of $\mathbb{Z}$ many times.
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\textbf{Proof.}

\textbf{Outline}

The philosophy of the proof is that the components of a Dirichlet random vector become more and more independent as their values become small. If $(Y_1, Y_2, Y_3, Y_4)$ is a Dirichlet vector with parameters $(a, b, c, d)$, and $(X_1, X_2)$ and $(X_3, X_4)$ are independent Dirichlet vectors with parameters $(a, y)$ and $(c, z)$, respectively, then $P(X_1 < \varepsilon, X_3 < \delta) \approx P(Y_1 < \varepsilon, Y_3 < \delta)$ as $(\varepsilon, \delta) \to (0, 0)$. In other words, although these probabilities do not necessarily become approximately equal (even if $y = b$ and $z = c$), they are bounded by constant multiples of each other. For each $i = 1, \ldots, R$, the Dirichlet weight entering $i$ from $[1 - R, 0]$ in $G$ is the same as the Dirichlet weight entering $i$ from $0$ in $G_+$. The goal of this proof is to exploit the comparability of small-value probabilities and perform a coupling between $(\omega(0, i))^R_{i=1}$ under $P_{G_+}$ and $(\sum_{j=1}^R \omega(j, i))^R_{i=1}$ under $P_{G}$. 

Actually, we will couple vectors that distinguish between different edges to the same vertex. Let $E_0 := \{(i, j) : 1 - R \leq i \leq 0, 1 \leq j \leq i + R, \alpha_{j-i} > 0\}$ be the set of right-oriented edges in $G$ that originate from or cross 0, and for every $e = (i, j) \in E_0$, let $\alpha_{e} = \alpha_{j-i}$. We consider random vectors $Z = (Z_{e})_{e \in E_0}$ and $Y = (Y_{e})_{e \in E_0}$, and a measure $P'$ such that the distribution of $(Z_{e})_{e \in E_0}$ under $P'$ is the distribution of $(\omega(i, j))_{(i, j) \in E_0}$ under $P_{G}$, and such that $Y$ is a Dirichlet random vector with parameters $(\alpha_{e})_{e \in E_0}$. The amalgamation property implies that $(\sum_{i=1}^R Y_{(i,j)})_{j=1}^R$ is distributed like $(\omega(0, j))^R_{j=1}$ under $P_{G+}$. The idea is to define a coupling event $K$, independent of $Y$ and with positive probability, on which $Z_{e} \leq Y_{e}$ for all $e$. We do not quite accomplish this, but we come close enough that we are able to use $Z$ and $Y$ to construct random environments $\omega_1$ and $\omega_2$, drawn respectively according to $P_{G}$ and $P_{G+}$, such that on $K$, $\sum_{i=1}^R P_{\omega_1}^{R}(\tilde{H}_{[1-R,0]} = \infty)$ is bounded above by a constant multiple of $P_{\omega_2}^{R}(\tilde{H}_0 = \infty)$. From Lemma 5.3 we get that $E_{G+}^{R}[P_{\omega_1}(\tilde{H}_{[1-R,0]} = \infty)] = \infty$, so our coupling gives us $E_{G}^{R}[1/P_{G}(\tilde{H}_{[1-R,0]} = \infty)] = \infty$. This is enough to give us $\mathbb{E}_{G}^{0}[N_0] = \infty$, and more careful analysis yields $\mathbb{E}_{G}^{0}[N_{x,y}] = \infty$.

\textbf{Groundwork for the coupling}

Suppose the edges in $E_0$ are enumerated as $e_1, \ldots, e_k$ in some way. (In fact, we will enumerate them in a random way, yet to be described, but for now assume the enumeration is fixed.) We have said how $Z$ and $Y$ will be distributed under $P'$. By the amalgamation property, $Z_{e_1}$ and $Y_{e_1}$ are both beta random variables whose first parameter is $\alpha_{e_1}$. Their second parameters may differ, but by (2) we nonetheless have $P'(Z_{e_1} < \varepsilon) \approx \varepsilon^{\alpha_{e_1}} \approx P'(Z_{e_1} < \varepsilon)$, where $f(\varepsilon) \geq g(\varepsilon)$ means there exist positive constants $c, C$ such that $cg(\varepsilon) \leq f(\varepsilon) \leq Cg(\varepsilon)$ for all $\varepsilon \in [0, 1]$.

Note that for $1 \leq i \leq k - 1$, $Y'_{e_i} := \frac{Y_{e_i}}{1 - \sum_{j=1}^i Y_{e_j}} = \frac{Y_{e_i}}{1 - \sum_{j=1}^i Y_{e_j}}$ is a beta random variable, independent of $Y_{e_1}, \ldots, Y_{e_{i-1}}$, and with first parameter $\alpha_{e_i}$ (this comes from the restriction property, along with the amalgamation property). Let $Y'_{e_k} := \frac{Y_{e_k}}{1 - \sum_{j=1}^k Y_{e_j}} = 1$. Likewise, for $1 \leq i \leq k$, $Z'_{e_i} := \frac{Z_{e_i}}{1 - \sum_{j=1}^i Z_{e_j} 1_{(e_j = e_i)}}$ is a beta random variable, independent of $Z_{e_1}, \ldots, Z_{e_{i-1}}$. 
and with first parameter $\alpha_{e_i}$. (We do not have $Z_{e_k} = 1$ a.s., because $Z_{e_k}$ corresponds to an edge from a vertex $i \leq 0$ to a vertex $j > 0$, and there are still edges from $i$ to vertices to the left of 0.) By (2), $P'(Z_{e_k} < \varepsilon) \geq e^{-\varepsilon} \geq P'(Y_{e_k} < \varepsilon)$, for $0 \leq i \leq k - 1$. Thus, there exists a constant $c$ such that for all $\varepsilon \in [0,1]$, and for all $i = 1,\ldots,k - 1$, we have $P'(Z_{e_k} < \varepsilon) \geq cP'(Y_{e_k} < \varepsilon)$. This $c$ may depend on the chosen permutation $(e_1,\ldots,e_k)$ of $E_0$, but there are only finitely many permutations, so we may assume $c$ is small enough to work for any of them. For each $1 \leq i \leq k$, let $F_{Z_{e_i}}$ be the cdf for $Z_{e_i}$, and let $Q_{Z_{e_i}}$ be the associated quantile function (since $F_{Z_{e_i}}$ is continuous and strictly increasing on $[0,1]$, $Q_{Z_{e_i}}$ is simply the inverse of $F_{Z_{e_i}}$ restricted to the interval $[0,1]$). Similarly, for $1 \leq i \leq k$, let $F_{Y_{e_i}}$ and $Q_{Y_{e_i}}$ be the cdf and quantile function for $Y_{e_i}$.\footnote{Since $Y_{e_k}$ is identically 1, its cdf is 0 to the left of 1 and 1 at 1, and its quantile function is identically 1. All other $Y_{e_i}$ have continuous cdfs and quantile functions.} Choose $\ell$ to be an integer large enough that $\frac{1}{\ell} < c$. Then

$$F_{Z_{e_i}} \geq \frac{1}{\ell} F_{Y_{e_i}}, \quad 1 \leq i \leq k. \quad (22)$$

Now given $Y' = (Y_{e_1},\ldots,Y_{e_k})$ and $Z' = (Z_{e_1},\ldots,Z_{e_k})$, we can recover $Y$ and $Z$. First, $Y_{e_1} = Y_{e_1}'$ and $Z_{e_1} = Z_{e_1}'$, and then if $Y_j$ and $Z_j$ are known for $1 \leq j \leq i$, then the formulas for $Y_{e_i}$ and $Z_{e_i}'$ can be used to find $Y_{e_i}$ and $Z_{e_i}'$. Therefore, one way to generate the vector $Y$ is to generate independent beta random variables $Y_{e_1}',Y_{e_2}',\ldots,Y_{e_k-1}'$ with appropriate parameters (which depend on the permutation $(e_1,\ldots,e_k)$) and then use these to recover $Y$. Similarly, $Z$ can be generated by means of independent beta random variables $Z_{e_1}',\ldots,Z_{e_k}'$. Under this method, the chosen permutation $(e_1,\ldots,e_k)$ affects the parameters for the $Y_{e_i}$ and $Z_{e_i}'$, as well as the order in which they are put together, but the distributions of $Y$ and $Z$, are the same regardless of the chosen permutation.

The coupling

Our probability space is $[0,1]^k \times \{0,\ldots,\ell - 1\}^k \times \Omega_Z$. Let $P'$ be the product measure whose marginals on $\Omega_Z$ are equal to $P_Z$, and whose marginals on $[0,1]^k \times \{0,\ldots,\ell - 1\}^k$ are uniform. An element of our probability space will be of the form

$$(U_1,\ldots,U_k,V_1,\ldots,V_k,\omega),$$

where the $U_i$ take values on $[0,1]$, the $V_i$ take integer values from 0 to $\ell - 1$, and $\omega$ can be any environment on $Z$. Define the function $W_i := \frac{V_i + U_i}{\ell}$. Then the $W_i$ are i.i.d. uniform on $[0,1]$ under $P'$.

Recall that $\omega^{>0}$ is the environment $\omega$ to the right of 0; that is, if $\omega = (\omega(a,b))_{a,b \in \mathbb{Z}}$, then $\omega^{>0} = (\omega(a,b))_{a,b \in \mathbb{Z},a > 0}$. The values of $P_{\omega}(H_0 = \infty)$ are determined by $\omega^{>0}$ for $1 \leq i \leq R$. For a given $\omega^{>0}$, let $(e_1,\ldots,e_k)$ be a permutation of $E_0$ such that

$$i < j \quad \Rightarrow \quad P_{\omega^{>0}}(H_0 = \infty) \leq P_{\omega^{>0}}(H_0 = \infty). \quad (23)$$

To get such an arrangement, sort vertices $1 \leq j \leq R$ in order of $P_{\omega^{>0}}(H_0 = \infty)$, then sort the edges $(i,j) \in E_0$ primarily according to the rank of $j$ and secondarily according to the value of $i$.\footnote{Since $Y_{e_k}$ is identically 1, its cdf is 0 to the left of 1 and 1 at 1, and its quantile function is identically 1. All other $Y_{e_i}$ have continuous cdfs and quantile functions.}
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We can now use uniform random variables along with quantile functions to get $Z' = (Z'_{e_1}, \ldots, Z'_{e_k})$ and $Y' = (Y'_{e_1}, \ldots, Y'_{e_k})$. Letting $Z'_{e_i} = Q_{Z'_{e_i}}(W_1)$ gives us the desired distribution for each $Z'_{e_i}$ under $P'$, and letting $Y'_{e_i} = Q_{Y'_{e_i}}(U_1)$ gives us the desired distribution for each $Y'_{e_i}$. This gives us $\mathbf{Y}'$ and $\mathbf{Z}'$, from which we may then recover $\mathbf{Z}$ and $\mathbf{Y}$. Even though the specific permutation $(e_1, \ldots, e_k)$ is used along with the $U_i$ in defining $\mathbf{Y}'$, the distribution of $\mathbf{Y}'$ is the same for any fixed permutation, and so $\mathbf{Y}'$ is independent of $\omega$. Similarly, $\mathbf{Z}'$ is also independent of $\omega$.

Define the coupling event $K$ to be the event that $V_1 = \ldots = V_k = 0$, the walk is transient to the right, $P_\omega$-a.s., and $\omega(i,j) > 0$ iff $\alpha_{j-i} > 0$ for all $i,j \in \mathbb{Z}$. Because these last two conditions each have $P'$ probability 1, $K$ is independent of $\omega$ as well as $\mathbf{Y}'$, and has positive probability $P'(K) = \left(\frac{1}{L}\right)^k$. On $K$, $W_i = \frac{1}{t}U_i$ for $1 \leq i \leq L$. Let $t \in [0,1]$. Then $Q_{Z'_{e_i}}(\frac{1}{t}t)$ is the unique $x$ such that $F_{Z'_{e_i}}(x) = \frac{1}{t}t$. For this $x$, applying (22) gives us $\frac{1}{t}t \geq \frac{1}{t}F_{Y'_{e_i}}(x)$, or $t \geq F_{Y'_{e_i}}(x)$. Applying the increasing function $Q_{Y'_{e_i}}$ to both sides, we get $Q_{Y'_{e_i}}(t) \geq x = Q_{Z'_{e_i}}(\frac{1}{t}t)$. This is true for all $t \in [0,1]$, so on the event $K$, we have

$$Z'_{e_i} \leq Y'_{e_i}, \quad i = 1, \ldots, k.$$  \hfill (24)

We now describe how to use $\mathbf{Z}'$, $\mathbf{Y}'$, and $\omega$ to create environments $\omega_1$ and $\omega_2$, drawn according to $P_\mathfrak{G}$ and $P_{\mathfrak{G}+}$, respectively. For $i,j > 0$, let $\omega_1(i,j) = \omega_2(i,j) = \omega(i,j)$. We also let $\omega_1(i,j) = \omega(i,j)$ for $i > 0$ and any $j \leq 0$. But for $\omega_2$, transition probabilities from positive to negative vertices are “collapsed” to 0. That is, for $i > 0$, we let $\omega_2(i,0) = \sum_{j \leq 0} \omega(i,j)$. By the amalgamation property, one can check that transition probabilities at sites greater than 0 are drawn according to $P_{\mathfrak{G}+}$. Moreover, for $i \geq 1$, we have

$$P_{\omega_1}^i(H \leq 0 = \infty) = P_{\omega_2}^i(H_0 = \infty)$$  \hfill (25)

Then let $\omega_2(0,j) = \sum_{i=1-j}^0 Y(i,j)$, $j = 1, \ldots, R$. By the distribution of $\mathbf{Y}'$ and the fact that it is independent of $\omega$, transition probabilities at sites greater than or equal to 0 of $\omega_2$ are drawn according to $P_{\mathfrak{G}+}$ (sites less than 0 don’t matter, so for example we can let $\omega_2(i,j) = \mathbb{1}_{\{j = i\}}$ whenever $i < 0$).

For $i \notin [1-R,0]$, and for all $j$, let $\omega_1(i,j) = \omega(i,j)$. For $i \in [1-R,0]$ and for all $j > 0$ with $(i,j) \in E_0$, let $\omega_1(i,j) = Z(i,j)$. For all $i \in [1-R,0]$ and $j \leq 0$, we keep $\omega_1(i,j)$ the same as $\omega(i,j)$, but scaled to ensure that $\sum_j \omega_1(i,j) = 1$. That is,

$$\omega_1(i,j) = \left(1 - \sum_{r>0} Z(i,r)\right) \frac{\omega(i,j)}{\sum_{r \leq 0} \omega(i,r)}$$

Notice that under this definition, $\left(\frac{\omega_1(i,j)}{\sum_{r \leq 0} \omega_1(i,r)}\right)_{r \leq 0} = \left(\frac{\omega(i,j)}{\sum_{r \leq 0} \omega(i,r)}\right)_{r \leq 0}$. By the restriction property, $\left(\frac{\omega(i,j)}{\sum_{r \leq 0} \omega(i,r)}\right)_{r \leq 0}$ is independent of $(\omega(i,r))_{r > 0}$ under $P_{\mathfrak{G}}$, and by the way we have defined $\omega_1$, $\left(\frac{\omega_1(i,j)}{\sum_{r \leq 0} \omega_1(i,r)}\right)_{r \leq 0}$ is independent of $(Z(i,r))_{r > 0}$ under $P'$. Therefore, since $(Z(i,r))_{r > 0} \stackrel{d}{=} (\omega(i,r))_{r > 0}$ by construction, we have $\omega_1(i,j) \stackrel{d}{=} \omega(i,j)$ for each $i$, and the transition probability vectors are all independent. Hence the law of $\omega_1$ is $P_\mathfrak{G}$.
Comparing sums of probabilities

The goal for this part of the proof is to show that on the event $K$, 

$$
\sum_{i=1}^{k} Z_{e_i} P_{\omega_1}^{e_i}(H \leq 0 = \infty) \leq C \sum_{i=1}^{k} Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty)
$$

(26)

for some deterministic constant $C$. Note that the sum on the right side of (26) is equal to $P^{0}_{\omega_2}(\tilde{H}_0 = \infty)$.

By (25), we could get (26) by showing that $Z_{e_i} \leq CY_{e_i}$ for all $i$. However, achieving this precisely would require a more elaborate coupling. The difficulty is that if, for example, $Y_{e_1}$ is very close to 1, all other $Y_{e_i}$ are forced to be very small, whereas some of the $Z_{e_i}$ are independent of $Z_{e_1}$. Our specific ordering of the edges $e_1, \ldots, e_k$ allows us to get around this difficulty.

Let $r$ be the smallest integer in $\{1, \ldots, R\}$ such that $\sum_{i=1}^{r} Y_{e_i} > \frac{1}{2}$ ($r$ is random). For $1 \leq i \leq r$, on the event $K$ we have

$$
Z_{e_i} \leq \frac{Z_{e_i}}{1 - \sum_{j=1}^{i-1} Z_{e_j} \mathbb{1}(e_j = e_i)} \leq \frac{Y_{e_i}}{1 - \sum_{j=1}^{i-1} Y_{e_j}} \leq 2Y_{e_i}.
$$

(The middle terms are the definitions of $Z'_{e_i}$ and $Y'_{e_i}$, respectively.) We now have

$$
\sum_{i=1}^{k} Z_{e_i} P_{\omega_1}^{e_i}(H \leq 0 = \infty) = \sum_{i=1}^{r} Z_{e_i} P_{\omega_1}^{e_i}(H \leq 0 = \infty) + \sum_{i=r+1}^{k} Z_{e_i} P_{\omega_1}^{e_i}(H \leq 0 = \infty)
$$

$$
\leq \sum_{i=1}^{r} 2Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty) + \sum_{i=r+1}^{k} P_{\omega_1}^{e_i}(H_0 = \infty)
$$

$$
\leq \sum_{i=1}^{r} 2Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty) + kP_{\omega_2}(H_0 = \infty),
$$

(27)

where, for the last line, we used the fact that $P_{\omega_1}^{e_i}(H_0 = \infty)$ is non-increasing in $i$ by (23).

We want to combine the two terms from (27) into one. To do this, we note

$$
\sum_{i=1}^{r} 2Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty) \geq \sum_{i=1}^{r} 2Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty)
$$

$$
= 2P_{\omega_2}(H_0 = \infty) \sum_{i=1}^{r} Y_{e_i}
$$

$$
\geq P_{\omega_2}(H_0 = \infty),
$$

where we used the same non-increasing property for the first line, and the definition of $r$ in
the last line. Applying this to (27) gives us

$$
\sum_{i=1}^{k} Z_{e_i} P_{\omega_1}^{e_i}(H_{\leq 0} = \infty) \leq \sum_{i=1}^{r} 2Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty) + k \sum_{i=1}^{r} 2Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty)
$$

$$
= 2(k + 1) \sum_{i=1}^{r} Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty)
$$

$$
\leq 2(k + 1) \sum_{i=1}^{k} Y_{e_i} P_{\omega_2}^{e_i}(H_0 = \infty).
$$

(28)

This is exactly (26).

Comparing expectations

We consider the probability in $\omega_1$, starting from a point $a$ in $(-\infty, 0]$, of never hitting the set $[1 - R, 0]$ at a positive time. If $\omega_1$ is transient to the right and jumps to the right are bounded by $R$, then the only way for this to occur is for $a$ to be in $[1 - R, 0]$, for the first step to be to the right of 0, and then for the walk to never again hit a site to the left of 0. Thus, on the coupling event $K$,

$$
\max_{a \leq 0} P_{\omega_1}^{a}(\bar{H}_{[1-R,0]} = \infty) \leq \sum_{i=1}^{0} P_{\omega_1}^{i}(\bar{H}_{[1-R,0]} = \infty)
$$

$$
= \sum_{i=1-R}^{0} \sum_{j=1}^{R} Z_{(i,j)} P_{\omega_1}^{j}(H_{\leq 0} = \infty)
$$

$$
\leq 2(k + 1) \sum_{i=1-R}^{0} \sum_{j=1}^{R} Y_{(i,j)} P_{\omega_2}^{j}(H_0 = \infty)
$$

$$
= 2(k + 1) P_{\omega_2}^{0}(\bar{H}_0 = \infty).
$$

(29)

It is straightforward to check by induction that for all $n \geq 1$, $a \leq 0$,

$$
P_{\omega_1}^{a}(N_{[1-R,0]} \geq n) \geq \min_{1-R \leq i \leq 0} P_{\omega_1}^{i}(\bar{H}_{[1-R,0]} < \infty)^{n-1}.
$$

(30)

Summing over all $n \geq 1$ in (30) and applying (29), we get on the coupling event $K$,
\[ E_{\omega_1}^n[N_{[1-R,0]}] = \sum_{n=1}^{\infty} P_{\omega_1}^n(N_{[1-R,0]} \geq n) \]
\[ \geq \sum_{n=1}^{\infty} \min_{1-R \leq i \leq 0} P_{\omega_1}^i(\tilde{H}_{[1-R,0]} < \infty)^{n-1} \]
\[ = \frac{1}{\max_{1-R \leq i \leq 0} P_{\omega_1}^i(\tilde{H}_{[1-R,0]} = \infty)} \]
\[ = \frac{1}{2(k+1)} E_{\omega_2}^0[N_0]. \tag{31} \]

Since the event \( K \) is independent of \( \omega_2 \), we conclude that
\[ E'[E_{\omega_1}^0[N_{[1-R,0]}]^s] \geq E'[E_{\omega_1}^0[N_{[1-R,0]}]^s \mathbb{1}_K] \]
\[ \geq E'[\frac{1}{2^s(k+1)^s} E_{\omega_2}^0[N_0]^s \mathbb{1}_K] \]
\[ = \frac{1}{2^s(k+1)^s} E'[E_{\omega_2}^0[N_0]^s] P'(K) \]
\[ = \frac{1}{\ell k} \frac{1}{2^s(k+1)^s} E'[E_{\omega_2}^0[N_0]^s]. \]

By the way \( \omega_1 \) and \( \omega_2 \) are distributed, this means
\[ E_{\mathcal{G}}[E_{\omega}^0[N_{[1-R,0]}]^s] \geq \frac{1}{\ell k} \frac{1}{2^s(k+1)^s} E_{\mathcal{G}'}[E_{\omega}^0[N_0]^s] \]
\[ = \frac{1}{\ell k} \frac{1}{2^s(k+1)^s} E_{\mathcal{G}'} \left[ \frac{1}{P_{\omega}^0(\tilde{H}_0 = \infty)^s} \right]. \tag{32} \]

If \( s \geq \kappa_1 \), then the right side of (32) is infinite by Proposition 5.3 and (2), so we have
\[ \infty = E_{\mathcal{G}}[E_{\omega}^0[N_{[1-R,0]}]^s] \]
\[ = E_{\mathcal{G}} \left[ \left( \sum_{i=1-R}^{0} E_{\omega}^0[N_i] \right)^s \right] \]
\[ \leq E_{\mathcal{G}} \left[ \left( \sum_{i=1-R}^{0} E_{\omega}^i[N_i] \right)^s \right] \]
\[ \leq R^s E_{\mathcal{G}} \left[ \left( \max_{1-R \leq i \leq 0} E_{\omega}^i[N_i] \right)^s \right] \]
\[ = R^s \sum_{i=1-R}^{0} E_{\mathcal{G}} \left[ (E_{\omega}^i[N_i])^s \right] \]
\[ = R^{s+1} E_{\mathcal{G}} \left[ (E_{\omega}^0[N_0])^s \right]. \]
5.2 Large-scale backtracking: The parameter $\kappa_1$

This proves the first part of the proposition. At this point, the reader interested only in characterizing ballisticity may skip the remainder of the proof, and may also skip Proposition 5.5, going straight to Section 5.3. However, the next part of this proof and Proposition 5.5 together provide an important insight into the behavior of the walk: namely, that the walk is expected to oscillate back and forth between any two points infinitely many times precisely when $\kappa_1 \leq 1$.

**Arbitrarily large backtracking**

We now want to prove the second part of the proposition, which strengthens our result to show that the expected number of oscillations between any two points is infinite. We do this via the following claim.

**Claim 5.4.1.** For any $a \leq 0$ and $x < y \leq 0$ we have

$$E_G \left[ E^a_\omega [N_{x,y}]^s \left| \omega \leq -R \right. \right] = \infty, \; P_G^-a.s. \tag{33}$$

Assume for now that the claim is true. Taking expectations on both sides gives us

$$E_G \left[ E^a_\omega [N_{x,y}]^s \right] = \infty. \tag{33}$$

Let $x < y \in \mathbb{Z}$. If $y \leq 0$, then letting $a = 0$ in (33) gives us $E_G \left[ E_\omega^0 [N_{x,y}]^s \right] = \infty$, which is exactly what we needed to show for the second part of the proposition. If $y > 0$, then (33) gives us $E_G \left[ E_{\omega^y}^0 [N_{x-y,0}]^s \right] = \infty$, and then the translation invariance of $G$ gives us $E_G \left[ E_\omega^0 [N_{x,y}]^s \right] = \infty$.

It remains, then, to prove the claim. Under $P'$, $\omega_1$ is drawn according to $P_G$. Since $\omega_1$ agrees with $\omega$ on $(-\infty, -R]$, our claim is equivalent to the statement $E' \left[ E_{\omega_1}^a [N_{x,y}]^s \left| \omega \leq -R \right. \right] = \infty, \; P'^-a.s.$ And since $\sigma(\omega \leq -R)$ is coarser than $\sigma(\omega \leq 0)$, it suffices to show that

$$E' \left[ E_{\omega_1}^a [N_{x,y}]^s \left| \omega \leq 0 \right. \right] = \infty, \; P'^-a.s. \tag{34}$$

We first show that for $i \in [1 - R, 0]$ and $j \leq 0$, there is a constant $C > 0$ such that on the event $K$,

$$\frac{\omega_1(i,j)}{\omega(i,j)} \geq C. \tag{35}$$

Recall that for $i \in [1 - R, 0]$ and $j \leq 0$, we have defined

$$\omega_1(i,j) = \left(1 - \sum_{r > 0} Z_{(i,r)}\right) \frac{\omega(i,j)}{\sum_{r \leq 0} \omega(i,r)}. \tag{36}$$

Now for $i \in [1 - R, 0]$, we know that $\sum_{r > 0} Z_{(i,r)}$ can be arbitrarily close to 1. However, we assert it is bounded away from 1 on the coupling event $K$, where necessarily $W_1, W_2, \ldots, W_k < \frac{1}{1}$. In fact, we assert that on this event, $\sum_{r > 0} Z_{(i,r)}$ is maximized when $W_1 = \cdots = W_k = \frac{1}{1}$. One can check by induction that for a given $1 - R \leq i \leq 0$,

$$\sum_{r > 0} Z_{(i,r)} = 1 - \prod_{r > 0} (1 - Z_{(i,r)}'). \tag{36}$$
5.2 Large-scale backtracking: The parameter $\kappa_1$

Since all the $Z'_{(i,r)}$ are independent, the right side of (36) is maximized when they are all as large as possible. On $K$, the largest they can get is when all the $W_i$ are equal to $\frac{1}{\ell}$, and this yields a value less than $1$, proving our assertion and giving us (35).

Let $-M < 0$. For $1 - R \leq i \leq 0$, consider the $(i, x, y)$ excursion event $E_{i,x,y}$ where:

- $X_0 = i$
- If $i \neq y$, the walk hits $y$ before returning to $i$ or leaving $(-\infty, 0]$.
- After $H_y$, the walk hits $x$ without hitting $i$ more than once in between and without leaving $(-\infty, 0]$.\(^7\)

We say an $(i, x, y)$ excursion event starts at time $n$ if $(X_n, X_{n+1}, \ldots) \in E_{i,x,y}$. Then the number of such excursion events for any $i$ is no more than $2N_{i,x,y}$. This is because each trip from $y$ to $x$ can count toward at most two excursion events due to the requirement that there be only one visit to $i$ in between visiting $y$ and $x$.\(^8\)

Fix $\omega \leq 0$. For any $i \leq 0$, the probability under $P_i^\omega$ of any finite path that stays within $(-\infty, 0]$ is fixed. On the event $K$ (which is independent of $\omega \leq 0$ and therefore still has probability $\frac{1}{\ell}$ conditioned on $\omega \leq 0$), the probability under $P_i^\omega$ of such a path is bounded from below due to (35). Therefore, on the event $K$, there exists a positive constant $c = c(\omega \leq 0)$ such that on $K$,

$$\min_{1-R \leq i \leq 0} P_i^\omega(E_{i,x,y}) > c. \quad (37)$$  

(For each $i$ consider a particular finite path that achieves $E_{i,x,y}$, take $c_i$ to be a lower bound for the probability under $P_i^\omega$ of taking that path, then take $c$ to be the minimum of the $c_i$.)

We have from (31) that on $K$, $E_{\omega_1}^a[N_{[1-R,0]}] \geq \frac{1}{2(k+1)}E_{\omega_2}[N_0]$. Taking conditional expectations, we almost surely have

$$E'\left[ E_{\omega_1}^a[N_{[1-R,0]}]^s \mid \omega \leq 0 \right] \geq E'\left[ E_{\omega_1}^0[N_{[1-R,0]}]^s1_K \mid \omega \leq 0 \right]$$

$$\geq \frac{1}{2^s(k+1)^s} E'\left[ E_{\omega_2}^0[N_0]^s1_K \mid \omega \leq 0 \right]$$

$$= \frac{1}{2^s(k+1)^s} E'\left[ E_{\omega_2}^0[N_0]^s \right] P'(K)$$

$$= \infty,$$

where the first equality comes from the fact that $\omega \leq 0$, $K$, and $\omega_2$ are all independent. Now

\(^7\)It is necessary to allow for the walk to hit $i$ once on the way to $x$ in case $b > i$ and the only way to reach $x$ from $y$ is through $i$. For all other cases, we could require that the walk avoid $i$ between hitting $y$ and hitting $x$, but to avoid treating this case separately, we allow one visit to $i$ in all cases, at the cost of a factor of 2.

\(^8\)For example, if the walk goes from $i$ to $y$ to $i$ again to $y$ again and then to $x$, then an excursion event started at each of the times the walk was at $i$, but there was only one trip from $y$ to $x$. 
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with probability 1,

$$\infty = E' \left[ E_{\omega_1}^a [N_{[1-R,0]}]^{s} \mid \omega \leq 0 \right]$$

$$= E' \left[ \left( \sum_{n=1}^{\infty} P_{\omega_1}^a (X_n \in [1-R,0]) \right)^s \mid \omega \leq 0 \right]$$

$$= E' \left[ \left( \sum_{i=1-R}^{0} \sum_{n=1}^{\infty} P_{\omega_1}^a (X_n = i) \right)^s \mid \omega \leq 0 \right]$$

Multiplying by $c^s$, where $c$ is the constant from (37), will not change the fact that the expression is infinite. And since $c^s$ depends only on $\omega \leq 0$, it may be pulled inside of an expectation conditioned on $\omega \leq 0$. Therefore we almost surely have

$$\infty = E' \left[ \left( \sum_{i=1-R}^{0} \sum_{n=1}^{\infty} cP_{\omega_1}^a (X_n = i) \right)^s \mid \omega \leq 0 \right]$$

$$\leq E' \left[ \left( \sum_{i=1-R}^{0} \sum_{n=1}^{\infty} P_{\omega_1}^a (X_n = i) P_{\omega_1}^i (E_{i,x,y}) \right)^s \mid \omega \leq 0 \right]$$

$$= E' \left[ \left( \sum_{i=1-R}^{0} E_{\omega_1}^a \left[ \# \{ n \in \mathbb{N}_0 : (X_k)_{k=n}^{\infty} \in E_{i,x,y} \} \right] \right)^s \mid \omega \leq 0 \right]$$

$$\leq E' \left[ \left( \sum_{i=1-R}^{0} E_{\omega_1}^a [2N_{x,y}] \right)^s \mid \omega \leq 0 \right]$$

$$= (2R)^s E' \left[ E_{\omega_1}^a [N_{x,y}]^s \mid \omega \leq 0 \right]$$

Thus, $E' \left[ E_{\omega_1}^a [N_{x,y}]^s \mid \omega \leq 0 \right] = \infty$ with probability 1. This is (34), which suffices to prove our claim, and with it our theorem.

We now prove a slightly strengthened converse to Proposition 5.4.

**Proposition 5.5.** If $s < \kappa_1$, then there is an $M \geq 0$ such that for all $x, y \in \mathbb{Z}$ with $y - x \geq M$, $E_G \left[ E_\omega^0 [N'_{x,y}]^s \right] < \infty$.

**Proof.** Let $s < \kappa_1$. It suffices to find $M$ such that for any $a \in \mathbb{Z}$,

$$E_G \left[ E_\omega^a [N'_{0,M}]^s \right] < \infty. \quad (38)$$

This is because for any $x, y$ with $y - x = M$, (38) gives us

$$E_G \left[ E_\omega^{-x} [N'_{0,M}]^s \right] < \infty,$$

and then the shift-invariance of $G$ gives us $E_G \left[ E_\omega^0 [N'_{x,y}]^s \right] < \infty$. For $y - x > M$, we have $N'_{x,y} \leq N'_{x,x+M}$, which finishes the proof.

Let $M \geq 1$ and and fix $a \in \mathbb{Z}$. Suppose $\omega$ is such that jumps to the left and right are bounded by $L$ and $R$, respectively, and the Markov chain is irreducible with almost-
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transience to the right (this is all true with $P_\theta$-probability 1). Then after the walk traverses $[0,M]$ from right to left $n-1$ times, it will almost surely return to $[M,\infty)$ by transience to the right, and then traversing the interval an $n$th time will require visiting one of the sites $M,\ldots,M+L-1$ and then backtracking past 0. Hence $P^i_\omega(N'_{0,M} \geq n \mid N'_{0,M} \geq n-1) \leq \max_{0 \leq i \leq L-1} P^i_\omega(M+i) < \infty).$ It is therefore straightforward to check by induction that

$$P^a_\omega(N'_{0,M} \geq n) \leq \left( \max_{0 \leq i \leq L-1} P^i_\omega(M+i) < \infty \right)^{n-1}. $$

Summing over all $n \geq 1$ we get

$$E^a_\omega[N'_{0,M}] \leq \frac{1}{\min_{0 \leq i \leq L-1} P^i_\omega(M+i) < \infty}. \tag{39}$$

It therefore suffices to show that the right hand side has finite $s$th moment.

Notice that by our assumptions on $\omega$, for any $x \geq 0$ and $y \geq x$, there is a $z$ in $[y+1,y+R]$ such that $P^z_\omega(H_\leq \infty) \geq P^z_\omega(H_\leq \infty)$. This is because if a walk from $x$ is to avoid backtracking to 0, it must enter $[y+1,y+R]$ before backtracking to 0, and then continue to avoid backtracking to 0. Thus, in every interval of length $R$ to the right of 0, there is at least one site $z$ (which depends on $\omega$) such that $P^z_\omega(H_\leq \infty) \geq \max_{1 \leq i \leq R} P^i_\omega(H_\leq \infty)$. Call such a site an escape site, and let

$$\mathcal{E} = \mathcal{E}(\omega) := \{x \in [1,M] : x \text{ is an escape site}\}. \tag{40}$$

Then for $x > 0$,

$$P^x_\omega(H_\leq \infty) \geq P^x_\omega(H_\leq H_\infty) \max_{1 \leq i \leq R} P^i_\omega(H_\leq \infty) + P^x_\omega(H_\leq H_\infty) \geq P^x_\omega(H_\leq \infty) \max_{1 \leq i \leq R} P^i_\omega(H_\leq \infty).$$

Substituting this into (39) we get

$$E^a_\omega[N'_{0,M}] \leq \frac{1}{\min_{0 \leq i \leq L-1} P^i_\omega(M+i) < H_\infty} \cdot \frac{1}{\max_{1 \leq i \leq R} P^i_\omega(H_\leq \infty)} \cdot \frac{1}{\max_{1 \leq i \leq R} P^i_\omega(H_\leq \infty)}. \tag{41}$$

To show that this has finite $s$th moment for large enough $M$ we will use Hölder’s inequality. Choose $s'$ such that $s < s' < \kappa_1,$ and let $t = \frac{sd}{s-s'}$. Thus, for any random variables $X$ and $Y$, where $E[X^{s'}] < \infty$ and $E[Y^{s'}] < \infty$, we will have $E[(XY)^s] < \infty$. We will show that the second term of the right hand side of (41) has finite $s$'th moment, and that the first term can have arbitrarily high finite moments for $M$ sufficiently large, so that for large enough $M$, the first term has finite $t$th moment.

By arguing along the lines of Claim 1.1.1, we see that the distribution of $\max_{1 \leq i \leq R} P^i_\omega(H_0 = \infty)$ under $P_{\theta^*}$ is the distribution of $\max_{1 \leq i \leq R} P^i_\omega(H_0 = \infty)$ under $P_\theta$. Recall from Lemma
5.3 that under \( P_{\omega}^{0}(\tilde{H}_0 = \infty) \sim \text{Beta}(\kappa_1, d^-) \). Now for \( P_{\omega}^{0} \)-a.e. environment \( \omega \), 
\( P_{\omega}^{0}(\tilde{H}_0 = \infty) \leq \max_{1 \leq i \leq R} P_{\omega}^{0}(H_0 = \infty) \) by the Markov property, because \( X_1 \in [1, R] P_{\omega}^{0} \)-a.s. \nWe may conclude that

\[
E_\theta \left[ \left( \frac{1}{\max_{1 \leq i \leq R} P_{\omega}^{0}(H_0 = \infty)} \right)^{s^*} \right] \leq E_\theta \left[ \left( \frac{1}{P_{\omega}^{0}(H_0 = \infty)} \right)^{s^*} \right] < \infty. \tag{42}
\]

We now show that the first term of (41) has finite \( t \)th moment, provided \( M \) is chosen large enough. Let \( A \in [0, L - 1] \) be the maximizer in the denominator this term. That is, \( M + A \) is the site within \([M, M + L - 1]\) from which there is the highest probability of hitting 0 before hitting an escape site between 0 and \( M \). For \( i \in [0, L - 1] \), let \( \omega_i \) be the environment \( \omega \), modified at sites other than \( M + i \) in \([M, \infty)\) so that the walk jumps from these sites to \( M + i \) with probability 1 under \( \omega_i \). That is, for \( y \geq M \), \( \omega_i(y,M+i) = 1 \).

Now under \( \omega \), a walk from any site to the right of \([M, M + L - 1]\) must enter \([M, M + L - 1]\) before hitting 0. By the strong Markov property, the site in \([M, \infty)\) with the best probability (under \( \omega \)) of hitting 0 strictly before \( \mathcal{E} \) is therefore \( A \). Forcing the walk to jump from other sites in \([M, \infty)\) to site \( A \) can only increase the probability that the walk hits 0 before \( \mathcal{E} \), by Lemma A.1. Therefore,

\[
\max_{0 \leq i \leq L-1} P_{\omega}^{M+i}(H_{\leq 0} < H_\mathcal{E}) = P_{\omega}^{M+A}(H_{\leq 0} < H_\mathcal{E}) \leq P_{\omega_A}^{M+A}(H_{\leq 0} < H_\mathcal{E}).
\]

From this we get

\[
\frac{1}{1 - \max_{0 \leq i \leq L-1} P_{\omega}^{M+i}(H_{\leq 0} < H_\mathcal{E})} \leq \frac{1}{P_{\omega_A}^{M+A}(H_\mathcal{E} \leq H_{\leq 0})} \leq \sum_{i=0}^{L-1} \frac{1}{P_{\omega_i}^{M+i}(H_\mathcal{E} \leq H_{\leq 0})}, \tag{43}
\]

and it suffices to show that each term in the sum has finite \( t \)th moment for large enough \( M \).

Say that a set \( W \subseteq [1, M] \) is an escape-type set if \( W \) contains at least one element of every interval of length \( R \) contained in \([1, M] \). Then \( \mathcal{E} \) is an escape-type set. Now for each escape-type set \( W \), consider an environment \( \omega_{i,W} \) such that:

1. All sites \( y \in W(\omega) \) are sinks: for all \( y \in W \), \( z \in \mathbb{Z} \), \( \omega_{i,W}(y,z) = \mathbbm{1}_{\{z = y\}} \);
2. For \( y = 1, \ldots, L - 1 \), \( \omega_{i,W}(y,0) = \sum_{z \leq 0} \omega_{i}(y,z) \) and for \( z < 0 \), \( \omega_{i,W}(y,z) = 0 \);
3. For all \( z \), \( \omega_{i,W}(0,z) = \mathbbm{1}_{\{z = M+i\}} \);
4. All other transition probabilities are the same in \( \omega_{i,W} \) as in \( \omega_i \).

By construction, \( P_{\omega_i}^{M+i}(H_{\mathcal{E}} \leq H_{\leq 0}) = P_{\omega_{i,W}}^{0}(\tilde{H}_0 = \infty) \). Hence

\[
\frac{1}{P_{\omega_i}^{M+i}(H_{\mathcal{E}} \leq H_{\leq 0})} = E_{\omega_{i,W}}^{0}[N_0]. \tag{44}
\]

We wish to show, with Tournier’s lemma, that this quantity has finite \( t \)th moment for sufficiently large \( M \). Since \( \mathcal{E} \) is random, \( \omega_{i,W} \) is not a Dirichlet environment, because the set \( \mathcal{E} \) of sink sites is random. Nevertheless, for a fixed \( M \), there are finitely many possible escape
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Figure 5: An example of the graph \( G_{M,i,W} \) with \( L = 3, R = 2, M = 6, i = 1, \) and \( W = \{2, 3, 5\} \)

sets. Hence it suffices to show that for large enough \( M \), \( E^0_{\omega_{i,W}[N_0]} \) has finite \( t \)th moment for every escape-type set \( W \). Note that sites outside of the set \([0, M + i + R]\) are unreachable from sites inside the set under \( \omega_{i,W} \). By the amalgamation property, the restriction of \( \omega_{i,W} \) to \([0, M + i + R]^2\) is distributed as a Dirichlet environment on a graph \( G_{M,i,W} \) with vertex set \([0, M + i + R]\) that looks like \( G \) on these vertices except that:

1. Directed edges from sites \( w \in W \) are removed and replaced with one self-loop at each such site;
2. For each \( y = 1, \ldots, L - 1 \), all directed edges from \( y \) to sites less than or equal to 0 are replaced with one directed edge to 0 with the sum of their weights (in our illustration we use multiple edges for visual clarity);
3. All directed edges from 0 are replaced with one directed edge to \( M + i \);
4. All directed edges from each \( y \in [M + L, M + i + R] \) are replaced with one edge to \( M + i \).

When there is only one edge from a vertex, its weight does not matter—weight 1 is as good as any. Figure 5 illustrates an example of a graph \( G_{M,i,W} \). Any strongly connected set \( S \) of vertices containing 0 must contain \( M + i \) and a path from \( M + i \) to 0, but cannot contain any vertices in \( W \). Dividing \([0, M]\) into consecutive intervals of length \( m_0 \) (where \( m_0 \geq \max(L, R) \) is large enough that every interval of length \( m_0 \) is strongly connected in \( G \)), we see that every such interval contains a vertex in \( S \) (because a path from \( M + i \) to 0 in \( G_{i,W} \) cannot jump over \( L \) vertices), and every such interval contains a vertex in \( W \) (because such a vertex exists in every interval of length \( R \)). Hence, by the definition of \( m_0 \), every such interval must contain an edge from \( S \) to a vertex not in \( S \). If \( M \geq qm_0 \), so that \([0, M]\) contains at least \( q \) disjoint intervals of length \( m_0 \), and if \( \varepsilon \) is the smallest weight any edge in \( G \) has, then \( \beta_S \geq q\varepsilon \). Taking \( M \) sufficiently large raises this lower bound above \( t \). Fix this large \( M \). Then Tournier’s lemma ensures that \( E_{G_{M,i,W}}[E^0_{\omega_{i,W}[N_0]}^t] \) is finite for all escape-type sets \( W \), which implies that \( E_G[E^0_{\omega_{i,W}[N_0]}^t] \) is finite. Since \( M \) is fixed, there are finitely many such \( W \), so

\[
E_G[E^0_{\omega_{i,W}[N_0]}^t] \leq E_G \left[ \sum_W E^0_{\omega_{i,W}[N_0]}^t \right] < \infty,
\]

where the sum is taken over all escape-type sets \( W \). Now, by (44), each term of the sum on the right hand side of (43) has finite \( t \)th moment, giving finite \( t \)th moment to the left
hand side. This is what we needed to complete the proof, as we may now apply Hölder’s inequality to \( (41) \) to see that \( E_G \left[ E_\omega^0 \left[ N'_{0,M} \right]^s \right] < \infty \), which is precisely \( (38) \).

We have now proven each part of Theorem 1.5, which states that if \( \kappa_1 > 0 \) and \( s > 0 \), then the following are equivalent:

(a) \( \kappa_1 > s \).

(b) There is an \( M \geq 0 \) such that for all \( x, y \in \mathbb{Z} \) with \( y - x \geq M \), \( E_G \left[ E_\omega^0 \left[ N'_{x,y} \right]^s \right] < \infty \).

(c) There exist \( x < y \in \mathbb{Z} \) such that \( E_G \left[ E_\omega^0 \left[ N_{x,y} \right]^s \right] < \infty \).

**Proof of Theorem 1.5.** (a) \( \Rightarrow \) (b) This is Proposition 5.5.

(b) \( \Rightarrow \) (c) This follows from the fact that \( N'_{-M,0} \geq N_{-M,0} \).

(c) \( \Rightarrow \) (a) This is the contrapositive of Proposition 5.4 (2). \( \square \)

### 5.3 Using \( \kappa_0 \) and \( \kappa_1 \) to characterize ballisticity

From Theorems 1.4 and 1.5, we can conclude that if \( s \geq \kappa_0 \), then \( E_G \left[ E_\omega^0 \left[ N_0 \right]^s \right] = \infty \) due to finite trapping effects, and that if \( s \geq \kappa_1 \), then \( E_G \left[ E_\omega^0 \left[ N_0 \right]^s \right] = \infty \) due to large-scale backtracking effects. On the other hand, if \( s < \text{min}(\kappa_0, \kappa_1) \), then neither effect, on its own, is enough to cause \( E_G \left[ E_\omega^0 \left[ N_0 \right]^s \right] \) to be infinite. However, we must consider the possibility that the two effects could “conspire together”, since the quenched probability of backtracking and hitting 0 is not completely independent of the quenched probability of hitting 0 a large number of times before exiting a small region. Nevertheless, we are able to show that there is enough independence that this is not an issue; \( E_\omega^0 \left[ N_0 \right] \) indeed has finite moments up to the minimum of \( \kappa_0 \) and \( \kappa_1 \). In this subsection, we prove Theorem 1.6, which states that \( E_G \left[ E_\omega^0 \left[ N_0 \right]^s \right] < \infty \) if and only if \( s < \text{min}(\kappa_0, \kappa_1) \). Before proving it, we begin with the following lemma.

**Lemma 5.6.** For any \( z > 0 \),

\[
E_G \left[ \frac{1}{P_\omega^0 \left( H_{\geq z} < \bar{H}_0 \right)^s} \right] < \infty \iff s < \text{min}(\kappa_0, d^+).
\]

Equivalently, \( E_G \left[ E_\omega^0 \left[ N_0^{(-\infty,z)} \right]^s \right] = \infty \) if and only if \( s < \text{min}(\kappa_0, d^+) \).

**Proof.** First, assume \( s < \text{min}(\kappa_0, d^+) \). We will consider an integer \( -M < -R \). For an environment \( \omega \), let \( j(\omega) \) be the vertex \( j \) in \( [1 - M, R - M] \) that maximizes \( P_\omega^j \left( H_0 < H_{\geq z} \right) \). Consider an environment \( \omega' \) such that:

1. for \( i \in [z - R, z - 1] \), \( \omega'(i, z) = \sum_{j \geq z} \omega(i, j) \) and for \( j > z \), \( \omega'(i, j) = 0 \);
2. \( z \) is a sink—for all \( x \), \( \omega'(z, x) = 1_{\{x = z\}} \);
3. all other transition probabilities are the same in \( \omega' \) as in \( \omega \).

By construction, \( P_\omega^x \left( \bar{H}_0 < \infty \right) = P_\omega^x \left( \bar{H}_0 < H_z \right) = P_\omega^x \left( \bar{H}_0 < H_{\geq z} \right) \) for all \( x \). We now modify the environment further. For each \( 1 \leq \ell \leq R \), let \( \omega_\ell \) be the environment such that
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Figure 6: An example of the graph $G_\ell$, where $L = 2$, $R = 3$, $z = 1$, $M = 6$, and $\ell = 2 - M$

1. For $i \in [-M - L + 1, -M]$, $\omega'(i, j) = 1_{\{j=\ell\}}$ for all $j$;

2. All other transition probabilities are the same in $\omega_\ell$ as in $\omega'$.

In particular, we are interested in $\omega_j(\omega)$. Because $j(\omega)$ maximizes $P_\omega^0(H_0 < H_{\geq z})$ on $[-M - L + 1, -M]$, modifying sites in this set to send the walk directly to $j(\omega)$ can only increase the probability, from any starting point, that $H_0 < H_z$ (see Lemma A.1 for details). Thus,

$$P_\omega^0(\tilde{H}_0 < H_{\geq z}) \leq P_\omega^0(\tilde{H}_0 < H_{\geq z}) = P_\omega^0(\tilde{H}_0 < H_{\geq z}).$$

Moreover, for $P_\omega$-a.e. $\omega$, we have $E_{\omega_j(\omega)}[N_0] = \frac{1}{P_\omega^0(H_0 = \infty)}$. It follows that

$$\frac{1}{P_\omega^0(H_{\geq z} < H_0)} \leq E_{\omega_j(\omega)}^0[N_0].$$

It suffices, therefore, to show that $E_\omega^0[E_{\omega_j(\omega)}[N_0]^s] < \infty$. We would like to use Tournier’s lemma. Although $\omega_j(\omega)$ is not distributed according to a Dirichlet distribution (since $j(\omega)$ is random), the amalgamation property implies that each $\omega_\ell$ is distributed as a Dirichlet environment. In particular, the restriction of $\omega_\ell$ to $[-M - L + 1, z]^2$ is distributed as a Dirichlet environment on a graph $G_\ell$ with vertices $[-M - L + 1, z]$ and the following properties:

1. Each vertex in $[-M - L + 1, -M]$ has one edge to $\ell$ with arbitrary weight, say 1;

2. Vertices in $[1 - M, z - R - 1]$ have the same edges with the same weights as in $G$;

3. Vertices in $[z - R, z - 1]$ have the same edges with the same weights as in $G$, except that edges that would terminate to the right of $z$ terminate at $z$;\(^9\)

4. $z$ has one self-loop with arbitrary weight, say 1.

With probability 1, no vertices to the left of $-M - L + 1$ or to the right of $z$ are reachable from $[-M, z]$, so what happens at these vertices does not really matter. Figure 6 shows an example of the graph $G_\ell$.

Moreover, since $1 - M \leq j(\omega) \leq R - M$, we have $E_{\omega_j(\omega)}^0[N_0] \leq \sum_{\ell = 1 - M}^{R - M} E_{\omega_\ell}^0[N_0]$. Thus, to show that $E_\omega^0 \left[ \frac{1}{P_\omega^0(H_{\geq z} < H_0)^s} \right] < \infty$, it suffices to show that $E_\omega^0[E_{\omega_j(\omega)}[N_0]^s] = E_{\omega_\ell}^0[E_{\omega_j(\omega)}[N_0]^s]$ is finite for each $1 - M \leq \ell \leq R - M$.

We make the following claim.

\(^9\)As usual, if this would result in multiple edges, they are collapsed into one edge with the sum of their weights, but we leave multiple edges in our illustration for clarity.
Claim 5.6.1. If $M$ is chosen large enough, $\mathcal{G}_t$ will have the property that every finite, strongly connected set $S$ of vertices with $0 \in S$ has $\beta_S \geq \min(d^+, \kappa_0)$.

The proof of this claim is very similar to the proof of Proposition 5.1, so we only sketch it here, making special note of important similarities to and differences from the earlier proof. Like $\mathcal{G}$, the graph $\mathcal{G}_t$ has the property that for any finite, strongly connected set $S$ of vertices, if $x < y$ are consecutive “non-insulated” vertices to the right of $-M$ that differ by more than $m_0$, then $(x, y) \subset S$. The graph $\mathcal{G}_t$ also has the property that every strongly connected set $S'$ that contains $m_0$ or more consecutive vertices has total weight at least $d^+$ exiting $S'$ to the right. However, because of how the graph is modified, there need not be any weight exiting $S'$ to the left. We may therefore choose $M$ large enough that every finite, strongly connected set $S$ containing 0 either (a) does not reach $-M$, in which case $S$ looks like a subset of $\mathcal{G}$ and $\beta_S \geq \kappa_0$, or (b) contains at least $m_0$ consecutive vertices in a row, in which case $\beta_S \geq d^+$, or (c) contains enough non-insulated vertices that $\beta_S \geq \min(d^+, \kappa_0)$. This completes the proof of the claim.

Since we have assumed $s < \min(\kappa_0, d^+)$, our claim gives us $s < \beta_S$ for all strongly connected sets $S$ containing 0, and therefore Tournier’s Lemma tells us that $E_{\mathcal{G}_t}[E_0^0[N_0]^s] < \infty$.

This finishes one direction of the lemma, and the only direction that is needed for the rest of the paper. For the other direction, assume $s \geq \min(\kappa_0, d^+)$. If $s \geq \kappa_0$, then Theorem 1.4 implies $E_{\mathcal{G}}\left[E_0^0\left[N_0^{[-M, 0]}\right]^s\right] = \infty$, which implies $E_{\mathcal{G}}\left[E_0^0\left[N_0^{(-\infty, z]}\right]^s\right] = \infty$. If $s \geq d^+$, then one can check that $E_{\mathcal{G}}\left[\left(\sum_{i < z, j \geq z} \omega(i, j)\right)^{-s}\right] = \infty$, and then arguments along the lines of the last part of the proof of Proposition 5.4 give the desired result.

We are now ready to prove Theorem 1.6, which gives us the final piece for our characterization of ballisticity.

Proof of Theorem 1.6. The forward direction is implied by Theorem 1.4 and Theorem 1.5. For the reverse direction, let $s < s' < \min(\kappa_1, \kappa_0)$. We want to show that $E_{\mathcal{G}}[E_0^0[N_0]^s] < \infty$. Since, for all $\omega$, $E_0^0[N_0] = \frac{1}{P_0^0(\bar{H}_0 = \infty)}$, we must examine the quantity $P_0^0(\bar{H}_0 = \infty)$.

Let $M = qm_0$ be a positive multiple of $m_0$ (we will later take $q$ to be large enough to satisfy a given condition, but we will not take $q$ to infinity). For each $1 \leq j \leq q$, let $B_j = ((j - 1)m_0, jm_0]$, and define

$$f_\omega(B_j) := \min_{x \in B_j, 1 \leq i \leq R} P_\omega^x(X_{H_{B_j}} = jm_0 + i)$$

Since $f_\omega(B_j)$ only depends on $\omega^{B_j}$, the $f_\omega(B_j)$ are i.i.d.

We will show that for some $a, C > 0$, $P_\omega(f_\omega(B_1) < \varepsilon) \leq C\varepsilon^a$. For a given vertex $x$, let $\omega^x = \min_{y \neq x > 0} \omega(x, y)$. Since intervals of length $m_0$ are strongly connected, there is a path in $\mathcal{G}$ from every $x \in B_1$ to every $m_0 + i, 1 \leq i \leq R$, that uses only vertices in $B_1$, and each at most once (since the existence of a path with loops implies the existence of a path without loops). Therefore,

$$f_\omega(B_1) \geq \left(\prod_{x \in B_1} \omega^x\right).$$
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Now for each $x$,

$$P_G (\bar{\omega}^x < \varepsilon) \leq (R + L) \max_{\alpha_y \in \mathcal{X}} P_G (\omega(x, y) < \varepsilon)$$

$$\leq C \varepsilon^a$$

for some constant $C > 0$, where $a = \min_{\alpha_i \neq 0} \alpha_i$. Now by \cite[Lemma 9]{29}, there is some $r$ such that $P_G (\prod_{x \in B_j} \omega^x \leq \varepsilon) \leq C' \varepsilon^a (- \ln \varepsilon)^r$ for all $\varepsilon$ sufficiently small. Let $a' < a$; then for large enough $C''$, we have $P_G (\prod_{x \in B_j} \omega^x < \varepsilon) \leq C'' \varepsilon^{a'}$, and therefore $P_G (f_\omega(B_j) < \varepsilon) \leq C'' \varepsilon^{a'}$

Let $M = m_0 q$ be large enough that $a' q > t := \frac{a''}{q - a}$. Since all the $f_\omega(B_j)$ are i.i.d., we have

$$P_G \left( \max_{0 \leq j \leq q - 1} f_\omega(B_j) < \varepsilon \right) \leq (C'' \varepsilon^{a'})^q. \quad (45)$$

Now let $j_*$ be the maximizer of $f_\omega(B_j)$ over $0 \leq j \leq q - 1$. By (45) and the choice of $M$, we have

$$E_G \left[ \left( \frac{1}{f_\omega(B_{j*})} \right)^q \right] < \infty. \quad (46)$$

As in the proof of Proposition 5.5, we note that for any random variables $X$ and $Y$, where $E[X^t] < \infty$ and $E[Y^{s'}] < \infty$, we will have $E[(X Y)^t] < \infty$ by Hölder’s inequality.

For $P_{G^\alpha}$-a.e. environment $\omega$ we have

$$P_{G^\alpha} (\tilde{H}_0 = \infty) \geq P_{G^\alpha} (H_{j*} < \tilde{H}_0) f_\omega(B_{j*}) \max_{1 \leq i \leq R} P_{\omega}^{j_0 m_0 + i} (H_{j_0 m_0} = \infty).$$

This is because one way for the walk to never return to 0 is for it to hit $B_{j*}$ before returning to 0, then once it is in $B_{j*}$, to make its way to the vertex $j_0 m_0 + i$ just to the right of $B_{j*}$ that maximizes the probability of never backtracking to $j_0 m_0$, and then to avoid backtracking to $j_0 m_0$. Thus

$$\frac{1}{P_{\omega} (\tilde{H}_0 = \infty)} \leq P_{G^\alpha} (H_{j*} < \tilde{H}_0) f_\omega(B_{j*}) \max_{1 \leq i \leq R} P_{\omega}^{j_0 m_0 + i} (H_{j_0 m_0} = \infty)$$

$$= \sum_{j=1}^{q} P_{\omega} (H_{B_{j}} < \tilde{H}_0) f_\omega(B_{j*}) \max_{1 \leq i \leq R} P_{\omega}^{j_0 m_0 + i} (H_{j_0 m_0} = \infty)$$

$$\leq \frac{1}{f_\omega(B_{j*})} \sum_{j=1}^{q} P_{\omega} (H_{B_{j}} < \tilde{H}_0) \frac{1}{\max_{1 \leq i \leq R} P_{G^\alpha}^{j_0 m_0 + i} (H_{j_0 m_0} = \infty)} \quad (47)$$

Now for each fixed $j$, $P_{\omega}^0 (H_{B_{j}} < \tilde{H}_0)$ and $P_{\omega}^{j_0 m_0 + i} (H_{j_0 m_0} = \infty)$ are independent. Under $P_G$, the reciprocal of the former has finite $s'$th moment by Lemma 5.6, since $s' \leq \min(\kappa_0, \kappa_1) \leq \min(\kappa_0, d^+)$. We show that the reciprocal of $\max_{1 \leq i \leq R} P_{\omega}^{j_0 m_0 + i} (H_{j_0 m_0} = \infty)$ has finite $s'$th moment. Under $P_G$, its distribution is the same as that of $\max_{1 \leq i \leq R} P_{\omega}^0 (H_0 = \infty)$, which (arguing as in Claim 1.1.1) is also the distribution of $\max_{1 \leq i \leq R} P_{\omega}^0 (H_0 = \infty)$ under $P_{G^\alpha}$. Now for $P_{G^\alpha}$-a.e. environment $\omega$, $P_{\omega}^0 (\tilde{H}_0 = \infty) \leq \max_{1 \leq i \leq R} P_{\omega}^0 (H_0 = \infty)$. Hence

$$E_{\omega} \left[ \frac{1}{\max_{1 \leq i \leq R} P_{\omega}^{j_0 m_0 + i} (H_{j_0 m_0} = \infty)^{s'}} \right] \leq E_{G^\alpha} \left[ \frac{1}{P_{\omega}^0 (\tilde{H}_0 = \infty)^{s'}} \right]. \quad (48)$$

44
Lemma 5.3 tells us that under $P_G, P^0_\omega(\tilde{H}_0 = \infty) \sim \text{Beta}(\kappa_1, d^-)$. Since $s' \leq \kappa_1$, the right side of (48) is finite by (2).

Returning now to (47), we have seen that the two fractions inside the sum are independent and each have finite $s'$th moment. Thus, the entire sum has finite $s'$th moment. By this and by (46), we may apply Hölder’s inequality to get

$$E_G[E^0_\omega[N_0]^s] = E_G\left[\frac{1}{P_\omega(\tilde{H}_0 = \infty)^s}\right] < \infty.$$ 

We are now able to give a complete characterization of ballisticity. Assume $\kappa_1 > 0$. Theorem 1.7 states that the walk is ballistic if and only if $\min(\kappa_1, \kappa_0) > 1$.

**Proof of Theorem 1.7.** Let $s = 1$ in Theorem 1.6, and then apply Lemma 1.3.

---

**A Auxiliary Proofs**

We outline a proof of Proposition 4.1.

Recall that we have defined $\tau_0 := 0$, and for $k \geq 1$, $\tau_k := \min\{n > \tau_{k-1} : X_n > X_j \text{ for all } j < n, X_n \leq X_j \text{ for all } j > n\}$.

We are to prove that for $P$ satisfying (C1), (C2), (C3), and (C4), the following hold:

1. There is a $P^0$–almost sure limiting velocity

$$v := \lim_{n \to \infty} \frac{X_n}{n} = \frac{\mathbb{E}^0[X_{\tau_2} - X_{\tau_1}]}{\mathbb{E}[\tau_2 - \tau_1]},$$

where the fraction is understood to be 0 if the denominator is infinite, and the numerator is always finite.

2. $\lim_{x \to \infty} \frac{H(x)}{x} = \frac{1}{v}$, $P^0$–a.s., where $\frac{1}{v}$ is understood to be $\infty$ if $v = 0$.

It is standard (see, for example, [16], [28]) to prove a LLN like (49) by the following steps:

(a) Show that $\frac{X_{\tau_k}}{k}$ approaches $\mathbb{E}[X_{\tau_2} - X_{\tau_1}]$

(b) Show that $\frac{\tau_k}{k}$ approaches $\mathbb{E}[\tau_2 - \tau_1]$

(c) Show that $\mathbb{E}[X_{\tau_2} - X_{\tau_1}] < \infty$

(d) Conclude that the limit (49) holds for the subsequence $\left(\frac{X_{\tau_k}}{\tau_k}\right)_k$

(e) Use straightforward bounds that come from the definitions of the $\tau_k$ to get the limit for the entire sequence $\left(\frac{X_n}{n}\right)_n$.
Part (2) then follows from a comparison of \( \frac{x}{H_{\geq x}} \) with a subsequence of \( X_n/n \).

The definition of the regeneration times is precisely set up so that both the sequences \((\tau_k - \tau_{k-1})_{k \geq 2}\) and \((X_{\tau_k} - X_{\tau_{k-1}})_{k \geq 2}\) are i.i.d. sequences, so proving the limits (a) and (b) is a matter of tracing how the i.i.d. feature follows from the definitions and applying the strong law of large numbers. In fact, arguing as in [16, Lemma 1], one can show that the triples

\[
\xi_n := \left( \tau_n - \tau_{n-1} \right), \left( X_{\tau_{n-1}+1} - X_{\tau_{n-1}} \right)_{i=1}^{\tau_n - \tau_{n-1}}, \left( \omega^x(x) \right)_{x=X_{\tau_{n-1}}}^{-1}
\]

are i.i.d. under \( \mathbb{P}^0 = P \times P_\omega^0 \) for \( n \geq 2 \).

The finiteness in (c) can be shown using arguments along the lines of those in [31, Lemma 3.2.5]. Because we have assumed almost-sure transience to the right, the measure \( \mathbb{Q} \) introduced there is unnecessary. Another difference is that in our model, transience to the right does not imply that every vertex to the right of the origin is hit. So instead of studying the probability, for a given \( x \), that a regeneration occurs at site \( x \), we focus on the probability that the regeneration occurs on a given interval of length \( R \). For \( z \geq 0 \), let \( B_z \) be the event that for some \( k \), \( X_{\tau_k} \in [zR, (z+1)R) \). Then

\[
\mathbb{P}^0(B_z) = E \left[ P_\omega^0(B_z) \right] \geq E \left[ \sum_{i=0}^{R-1} P_\omega^0(H_{[zR,(z+1)R)} = zR + i) P_\omega^{zR+i}(H_{<zR+i} = \infty) \right] \geq \sum_{i=0}^{R-1} E \left[ P_\omega^0(H_{[zR,(z+1)R)} = zR + i) \mathbb{P}^{zR+i}(H_{<zR+i} = \infty) \right] = \sum_{i=0}^{R-1} \mathbb{P}_\omega(H_{[zR,(z+1)R)} = zR + i) \mathbb{P}^{zR+i}(H_{<zR+i} = \infty) = \mathbb{P}^0(H_{<0} = \infty),
\]

(50)

where the second to last equality comes from the fact that \( \omega^{<zR} \) is independent of \( \omega^{zR+i} \), and the last comes from translation invariance and the fact that \( H_{[zR,(z+1)R)} < \infty \) \( \mathbb{P}^0 \)-a.s. The rest of the argument from [31] goes through to prove (c), and (d) and (e) easily follow.

We now prove a lemma that is used to justify arguments where we replace transition probabilities at a particular site \( x \) with an almost-sure jump to another site \( y \).

**Lemma A.1.** Consider an environment \( \omega \) on a finite or countable vertex set \( V \). Assume the Markov chain is irreducible under \( \omega \). Let \( A \) and \( B \) be disjoint finite subsets of \( V \), with \( A \) nonempty. Now let \( x \in V - A \cup B \) and \( y \in V - B \), with \( P_\omega^y(H_A < H_B) \geq P_\omega^x(H_A < H_B) \). Suppose \( \omega' \) is an environment that agrees with \( \omega \) at all sites other than \( x \) but has \( \omega'(x,y) = 1 \). Then for all \( z \in V \), \( P_{\omega'}^z(H_A < H_B) \geq P_\omega^z(H_A < H_B) \).

**Proof.** We first assume that \( V \) is finite. For \( z \in V \), let \( f_0(z) = P_\omega^z(H_A < H_B) \). Then, for \( i \geq 1 \), define

\[
f_i(z) := \begin{cases} 
\sum_{w \in V} \omega'(z,w) f_{i-1}(w) & z \notin A \cup B \\
0 & z \in B \\
1 & z \in A
\end{cases}
\]

46
Now for \( z \neq x \), \( f_1(z) = f_0(z) \), since \( f \) is harmonic with respect to \( \omega \). On the other hand, \( f_1(x) = f_0(y) \geq f_0(x) \). Thus, \( f_1(z) \geq f_0(z) \) for all \( z \). A straightforward induction now shows that for all \( z \in V \), the sequence \( (f_i(z)) \) is increasing and bounded. Hence \( f(z) := \lim_{i \to \infty} f_i(z) \) exists, and \( f(z) \geq f_0(z) \) for all \( z \).

We will have completed the proof if we can show that \( f(z) = P_{\omega}^z(H_A < H_B) \). One can easily check that \( f \) is \( \omega' \)-harmonic on \( V - A \cup B \), identically 1 on \( A \), and identically 0 on \( B \). The function \( z \to P_{\omega}^z(H_A < H_B) \) has these same properties, and by the maximum principle there is only one such function.

Now suppose \( V \) is infinite, and let \( z_0 \in V \). Take any finite subset \( S \subset V \) containing \( A, B, x, y, \) and \( z_0 \), and take one “sink” vertex \( \partial \) not in \( S \). For \( z, w \in S \), define \( \omega_*(z, w) := P_{\omega}^z(H_S < \infty, X_{H_S} = w) \), and \( \omega_*(z, \partial) := P_{\omega}^z(H_S = \infty) \). Define \((\omega')_*\) similarly. Then for all \( z \in S \),

\[
P_{\omega}^z(H_A < H_B) = P_{\omega_*}^z(H_A < H_B). \tag{51}
\]

To see this, it is straightforward to check that \( z \to P_{\omega}^z(H_A < H_B) \) is harmonic with respect to \( \omega_* \) on \( S - \{A \cup B\} \), identically 1 on \( A \), and identically 0 on \( B \cup \{\partial\} \). The function \( z \to P_{\omega_*}^z(H_A < H_B) \) has these same properties, and there is only one such function. Similarly,

\[
P_{\omega}^z(H_A < H_B) = P_{(\omega')}_*^z(H_A < H_B). \tag{52}
\]

We want to show that \((\omega')_*\) has the same properties relative to \( \omega_* \) that \( \omega' \) has relative to \( \omega \), so that we may apply the conclusion from the finite case with \((\omega_*)' = (\omega')_*\). That is, we need to show that

(a) For \( z \neq x \), and \( w \in S \cup \{\partial\} \), we have \((\omega')_* (z, w) = \omega_*(z, w)\).

(b) \((\omega')_*(x, y) = 1\).

The statement (b) comes from the fact that \( \omega'(x, y) = 1 \). The statement (a) says that \( P_{\omega}^z(H_S < \infty, X_{H_S} = w) = P_{\omega}^z(H_S < \infty, X_{H_S} = w) \). This is true because these probabilities do not depend on the environment at \( x \), and \( \omega \equiv \omega' \) everywhere else.

We may now apply the finite case to the measures \( \omega_* \) and \( (\omega')_* \), concluding that \( P_{(\omega')}^z(H_A < H_B) \geq P_{\omega_*}^z(H_A < H_B) \). By (51) and (52), we get \( P_{\omega}^z(H_A < H_B) \geq P_{\omega}^z(H_A < H_B) \). Since \( z_0 \) was arbitrary, this is enough to conclude the argument. \( \square \)

## B Calculating \( \kappa_0 \)

In the body of the paper, we gave an algorithm to compute \( \kappa_0 \), but this algorithm grows in complexity with the smallest positive \( \alpha_i \). Here, we prove Proposition 5.2, which asserts that given an underlying directed graph, \( \kappa_0 \) is a minimum of finitely many positive integer combinations of the \( \alpha_i \). Although we do not have a general algorithm to find the formula, we give several examples where we are able to do so. These examples exhibit various important features that sets \( S \) attaining \( \beta_S = \kappa_0 \) may have. We also prove Proposition B.2, showing that \( \kappa_0 \) and \( \kappa_1 \) are unrestricted by each other. We begin with the following lemma.

**Lemma B.1.** Let \( \mathcal{N} \subseteq \mathbb{N}^k \) be a set of ordered \( k \)-tuples of positive integers. Let \( \sqsubseteq \) be the natural partial ordering on \( \mathbb{N}^k \), \( (n_1, \ldots, n_k) \sqsubseteq (n'_1, \ldots, n'_k) \) if \( n_i \leq n'_i \) for all \( i \). Then there is a finite subset \( \mathcal{N}^* \subseteq \mathcal{N} \) such that for all \( \mathbf{x} \in \mathcal{N} \), there is an \( \mathbf{x'} \in \mathcal{N}^* \) such that \( \mathbf{x'} \sqsubseteq \mathbf{x} \).
Proof. We prove this by induction on $k$. The base case $k = 1$ is trivial; a 1-tuple is simply a positive integer, and we can let $\mathcal{N}^* := \{\min \mathcal{N}\}$. Now suppose the result is true for all subsets of $\mathbb{N}^k$, and let $\mathcal{N} \subseteq \mathbb{N}^{k+1}$. Now let $\mathcal{N} := \{(n_1, \ldots, n_k) : (n_1, \ldots, n_k, n_{k+1} \in \mathcal{N} \text{ for some } n_{k+1} \in \mathbb{N}\}$ be the projection of $\mathcal{N}$ onto $\mathbb{N}^k$, and for $n \in \mathbb{N}$ define $\mathcal{N}(n) := \{(n_1, \ldots, n_k) : (n_1, \ldots, n_k, n) \in \mathcal{N}\}$. Thus, $\mathcal{N} = \bigcup_{n=1}^{\infty} \mathcal{N}(n)$. Now by the inductive hypothesis, there is a finite set $\mathcal{N}^* \subseteq \mathcal{N}$ such that every element of $\mathcal{N}^*$ is greater than some element of $\mathcal{N}^*$. Since $\mathcal{N}^*$ is finite, $\mathcal{N}^* \subseteq \bigcup_{n=1}^{\infty} \mathcal{N}(n)$ for some $N$. Applying the inductive hypothesis to each $\mathcal{N}(n)$ gives us sets $\mathcal{N}^*(n)$ such that for all $x \in \mathcal{N}(n)$, there is a $x^* \in \mathcal{N}^*(n)$ such that $x^* \subseteq x$.

Now define $\mathcal{N}^* := \bigcup_{n=1}^{N} \{(n_1, \ldots, n_k, n) : (n_1, \ldots, n_k) \in \mathcal{N}^*(n)\}$. It is easy to see that this is a finite subset of $\mathcal{N}$. Now suppose $(n_1, \ldots, n_k, n_{k+1}) \in \mathcal{N}$. Suppose $n_{k+1} < N$. Then $(n_1, \ldots, n_k) \in \mathcal{N}(n_{k+1})$, so there exists $(n_1^*, \ldots, n_k^*) \in \mathcal{N}^*(n_{k+1})$ with $n_i^* \leq n_i$ for $1 \leq i \leq k$. Since $(n_1^*, \ldots, n_k^*, n_{k+1}) \in \mathcal{N}^*$, we are done.

On the other hand, suppose $n_{k+1} \geq N$. Then since $(n_1, \ldots, n_k) \in \mathcal{N}$, there exists $(n_1^*, \ldots, n_k^*) \in \mathcal{N}^*$ such that $n_i^* \leq n_i$ for all $i = 1, \ldots, k$. Now $(n_1^*, \ldots, n_k^*) \in \mathcal{N}(n)$ for some $n \leq N \leq n_{k+1}$. Hence there exists $(n_1^{*,*}, \ldots, n_k^{*,*}) \in \mathcal{N}^*(n)$ such that $n_i^{*,*} \leq n_i^*$ for all $1 \leq i \leq k$. Thus $(n_1^{*,*}, \ldots, n_k^{*,*}, n) \in \mathcal{N}^*$ with $n_i^{*,*} \leq n_i$ for $1 \leq i \leq k$, and $n \leq n_{k+1}$.

We are now able to prove Proposition 5.2.

Proof of Proposition 5.2. For any finite set $S \subseteq \mathbb{Z}$, $\beta_S$ is a sum of weights of edges exiting $\beta$. The weight of each edge is $\alpha_i$ for some $i$, and each $\alpha_i$ must be included at least once, as the weight of an edge exiting either the rightmost or leftmost point of $S$. Thus,

$$\beta_S = \sum_{i=-L}^{R} x_i \alpha_i$$

where $x_i = x_i(S) := \#\{z \in S : z + i \notin S\} \geq 1$.

Now let $\mathcal{N} \subseteq \mathbb{N}^{R+L}$ be the set of ordered tuples $(y_L, \ldots, y_R)$ such that there is some finite set $S$ with $x_i(S) = y_i$ for all $-L \leq i \leq R$. Thus,

$$\kappa_0 = \inf \left\{ \sum_{i=-L}^{R} y_i \alpha_i : (y_L, \ldots, y_R) \in \mathcal{N} \right\}.$$ 

Applying Lemma B.1, we get a finite set $\mathcal{N}^* \subseteq \mathcal{N}$ such that for any $S$, there is a $(y_L, \ldots, y_R) \in \mathcal{N}^*$ with $y_i \leq x_i(S)$ for all $-L \leq i \leq R$. Thus,

$$\kappa_0 = \min \left\{ \sum_{i=-L}^{R} y_i \alpha_i : (y_L, \ldots, y_R) \in \mathcal{N}^* \right\}.$$ (53)

This is a minimum of finitely many positive integer combinations of the $\alpha_i$. 

We now give examples where we can find the formula for $\kappa_0$. Recall that $\kappa_0 := \inf \{\beta_S : S \subseteq \mathbb{Z} \text{ finite, strongly connected}\}$, where $\beta_S$ is the sum of edge weights leaving the set $S$. By shift invariance of the graph $G$, it suffices to consider sets $S$ whose leftmost point is 0.
We already showed in Claim 5.1.1 that \( \kappa_0 \leq d_+ + d^- \). We can also give a general lower bound: \( \kappa_0 \geq c^+ + c^- \). This is because any strongly connected set will have weight at least \( c^+ \) exiting from the rightmost point and weight at least \( c^- \) exiting from the leftmost point. Therefore, every strongly connected set \( S \) has \( \beta_S \geq c^+ + c^- \), and taking the infimum preserves the inequality. So we have the bounds

\[
c^+ + c^- \leq \kappa_0 \leq d^+ + d^-.
\]

(54)

**Example B.1.** \( L = R = 1 \).

In this case, \( d^+ = c^+ = \alpha_1 \), and \( d^- = c^- = \alpha_{-1} \), so (54) immediately implies \( \kappa_0 = \alpha_1 + \alpha_{-1} \). This can also be seen by noting that the only strongly connected sets are intervals, which all have the same exit weight.

**Example B.2.** \( \alpha_0 > 0 \).

In this case, \( \{0\} \) is already a strongly connected set, so (54) gives \( \kappa_0 = \beta_{\{0\}} = c^+ + c^- \).

**Example B.3.** \( L = 2, R = 3, \alpha_i = 0 \) for \( i = -1, \ldots, 2 \).

In this case, we also have \( \kappa_0 = d^+ + d^- \). Let \( S \) be a strongly connected finite set of vertices with left endpoint 0. Then \( S \) contains 3, since there must be a vertex reachable from 0 in one step, and by assumption there are no vertices to the left of 0. Also, \( S \) contains 2, since 0 must be reachable in one step from a vertex in \( S \). Likewise, 2 must then also be reachable, and since \(-1 \not\in S, S \) must contain 4 as well. Now since a vertex must be reachable from 3, \( S \) must contain either 1 or 6. Suppose \( S \) contains 1. Then \( S \) contains \([0, 4]\), which has exit weight \( d^+ + d^- \), and by Claim 5.1.2, \( \beta_S \geq \beta_{[0,4]} = d^+ + d^- \). On the other hand, suppose \( S \) does not contain 1. Then it contains 6. If \( S \) also contains 5, then \( S \) contains the interval \([2, 6]\), which is shift-equivalent to \([0, 4]\). If \( S \) contains neither 1 nor 5, then it contains exactly the set \( \{0, 2, 3, 4, 6\} \) and possibly vertices to the right and/or left of this set, so by Claim 5.1.2, \( \beta_S \geq \beta_{[0,2,3,4,6]} \). One can easily check that in this case, \( \beta_{[0,2,3,4,6]} = d^+ + d^- \).

We have calculated \( \kappa_0 \) without even showing that either \([0, 4]\) or \( \{0, 2, 3, 4, 6\} \) is strongly connected, but in fact they both are. Consider the path \( 0 \to 3 \to 1 \to 4 \to 2 \to 0 \) in \([0, 4]\) and the path \( 0 \to 3 \to 6 \to 4 \to 2 \to 0 \) in \( \{0, 2, 3, 4, 6\} \). Thus, even when \( \kappa_0 = d^+ + d^- \), a minimizing set \( S \) for \( \beta_S \) need not be an interval (although a large enough interval will always be a minimizing set).

**Example B.4.** \( L = 1, R \geq 2, \alpha_0 = 0 \) \( \alpha_1 > 0 \), \( \alpha_i = 0 \) for \( i = 2, \ldots, R - 1 \).

In this case, we show that \( \kappa_0 = 2\alpha_R + \alpha_1 + \alpha_{-1} \); thus if \( R > 2 \), then \( \kappa_0 < d^+ + d^- \). Let \( S \) be a strongly connected set with left endpoint 0. Since 0 must be reachable from another point in \( S \), we have \( 1 \in S \). Now by Claim 5.1.2, this implies \( \beta_S \geq \beta_{\{0,1\}} = 2\alpha_R + \alpha_1 + \alpha_{-1} \). The set \( \{0, 1\} \) is strongly connected, and hence \( \kappa_0 = \beta_{\{0,1\}} = 2\alpha_R + \alpha_1 + \alpha_{-1} \).

This example lets us show that \( \kappa_0 \) and \( \kappa_1 \) are independent in the sense that no information about either may be inferred from the other.

**Proposition B.2.** The ordered pair \((\kappa_0, \kappa_1)\) may take on any value in the first quadrant of \( \mathbb{R}^2 \).
Proof. Let \( a, b > 0 \). We will show that \( L, R \), and the \( \alpha_i \) may be chosen such that \( \kappa_0 = a \) and \( \kappa_0 = b \). Let \( L = 1 \), and let \( R \geq 2 \) be large enough that \( \frac{a}{2} > \frac{b}{R} \). Then let \( \alpha_1 = \alpha_{-1} = \frac{a}{2} - \frac{b}{R} \), \( \alpha_R = \frac{b}{R} \), and all other \( \alpha_i = 0 \). Then \( \kappa_1 = -\alpha_{-1} + \alpha_1 + R\alpha_R = b \), and by Example B.4, \( \kappa_0 = a \).

Example B.5. \( L = R = 2, \alpha_{-1}, \alpha_1 > 0, \alpha_0 = 0 \).

There are two possibilities. Let \( S \) be a strongly connected set with leftmost point 0. If \( 1 \in S \), then by Claim 5.1.2, \( \beta_S \geq \beta(0,1) = d^+ + d^- \). On the other hand, if \( 1 \notin S \), then \( 2 \in S \), and by Claim 5.1.2, \( \beta_S \geq \beta(0,2) = \alpha_{-2} + 2\alpha_{-1} + 2\alpha_1 + \alpha_2 \). Since both \( \{0,1\} \) and \( \{0,2\} \) are strongly connected, \( \kappa_0 \) may be either \( d^+ + d^- \) or \( \alpha_{-2} + 2\alpha_{-1} + 2\alpha_1 + \alpha_2 \), depending on whether \( \alpha_{-1} + \alpha_1 \) or \( \alpha_{-2} + \alpha_2 \) is smaller. That is,

\[
\kappa_0 = \min(2\alpha_{-2} + \alpha_{-1} + \alpha_1 + \alpha_2, \alpha_{-2} + 2\alpha_{-1} + 2\alpha_1 + \alpha_2)
\]

\[
= \alpha_{-2} + \alpha_{-1} + \alpha_1 + \alpha_2 + \min(\alpha_{-1} + \alpha_1, \alpha_{-2} + \alpha_2)
\]

\[
= \min(\beta(0,1), \beta(0,2)).
\]

Example B.6. \( L = 6, R = 3, \alpha_2 > 0, \alpha_i = 0 \) for \( i = -5, \ldots, 1 \).

If \( S \) is a finite, strongly connected set with 0 the leftmost vertex, then \( 6 \in S \), since 0 must be reachable from the right. We consider possible sets \( S \cap [0, 6] \). There are 32 subsets of \([0, 6]\) that contain 0 and 6; however, \( S \) must contain either 2 or 3, since there must be edges from 0 to other sets in \( S \) and nothing to the left of 0 is allowed. Similarly, if \( S \) contains 1, then it must contain either 3 or 4, and if \( S \) contains 2, then it must contain either 4 or 5. This eliminates 12 of the 32 possibilities, leaving 20 possibilities for \( S \cap [0, 6] \). Of these, we first consider two candidates, \( \{0, 3, 6\} \) and \( \{0, 2, 4, 6\} \). Both of these are strongly connected, and so \( \beta(0,3,6) = 2\alpha_{-6} + 3\alpha_2 + \alpha_3 \) and \( \beta(0,2,4,6) = 3\alpha_{-6} + \alpha_2 + 4\alpha_3 \) both provide upper bounds for \( \kappa_0 \). Depending on the values of the \( \alpha_i \), either can be lower than the other. The set \( \{0, 2, 3, 4, 6\} \) is also strongly connected, but has \( \beta(0,2,3,4,6) = 4\alpha_{-6} + 2\alpha_2 + 3\alpha_3 \). Thus, if \( \alpha_2 \geq \alpha_3 \), then \( \beta(0,2,3,4,6) < \beta(0,2,3,4,6) \), and if \( \alpha_2 \leq \alpha_3 \), then \( \beta(0,3,6) < \beta(0,2,3,4,6) \). One can simply check that other 17 of the possible sets \( D = S \cap [0, 6] \) either have \( \beta_D < \beta(0,3,6) \) for all possible values of the \( \alpha_i \), \( \beta_D > \beta(0,2,4,6) \) for all possible values of the \( \alpha_i \), or \( \beta_D > \beta(0,2,3,4,6) \) for all possible values of the \( \alpha_i \). By Claim 5.1.2, this implies that \( \beta_S \geq \min(\beta(0,3,6), \beta(0,2,4,6)) \). Therefore,

\[
\kappa_0 = \min(2\alpha_{-6} + 3\alpha_2 + \alpha_3, 3\alpha_{-6} + \alpha_2 + 4\alpha_3)
\]

\[
= \min(\beta(0,3,6), \beta(0,2,4,6)).
\]

In all five of the above examples, there is always a set \( S \) minimizing \( \beta_S \) that represents a single, simple loop. The exit time from \( S \) is the first time the walk stops repeating this loop. Thus, if \( \kappa_0 \leq 1 \), then there is a single loop that the walk is expected to repeat infinitely many times before deviating from it.

In the nearest-neighbor case, treated in Example B.1, \( \kappa_0 \leq 1 \) means the walk is expected to repeat the loop \( 0 \to 1 \to 0 \) infinitely many times before ever taking a different step (and, likewise, the walk is expected to repeat the loop \( 0 \to -1 \to 0 \) infinitely many times before ever stepping to 1). This does not mean the only finite traps are sets of the form \( \{x, x + 1\} \). For example, it is also the case that \( \beta(0,5) \leq 1 \), so that the walk is expected to spend an infinite amount of time in \([0, 5]\) before leaving it, regardless of the precise path (and even if transition probabilities at sites 1,2,3, and 4 are conditioned to be moderate). But there are
no finite traps “worse” (in the sense of finite moments of quenched expected exit time) than the set \{0, 1\}.

In fact, for nearest-neighbor RWDE on \(\mathbb{Z}^d\), pairs of adjacent vertices are always the worst finite traps, and if \(\kappa_0 \leq 1\), then the walk is expected to bounce back and forth between 0 and one other vertex infinitely many times before doing anything else [25].

Our other examples so far match this trend in a sense; although the worst traps are not necessarily pairs of vertices, the worst traps are loops, and \(\kappa_0 \leq 1\) means there is a loop that the walk is expected to iterate infinitely many times before doing anything else.

- In Example B.2, one such loop is 0 \(\rightarrow\) 0.
- In Example B.3, one such loop is 0 \(\rightarrow\) 3 \(\rightarrow\) 6 \(\rightarrow\) 4 \(\rightarrow\) 2 \(\rightarrow\) 0.
- In Example B.4, one such loop is 0 \(\rightarrow\) 1 \(\rightarrow\) 0.
- In Example B.5, one such loop is 0 \(\rightarrow\) 1 \(\rightarrow\) 0 (if \(\beta_{\{0,1\}} \leq 1\)) or 0 \(\rightarrow\) 2 \(\rightarrow\) 0 (if \(\beta_{\{0,2\}} \leq 1\)).
- In Example B.6, one such loop is 0 \(\rightarrow\) 3 \(\rightarrow\) 6 \(\rightarrow\) 0 (if \(\beta_{\{0,3,6\}} < 1\)) or 0 \(\rightarrow\) 2 \(\rightarrow\) 4 \(\rightarrow\) 6 (if \(\beta_{\{0,2,4,6\}} < 1\)).

Our next example shows that unlike in the nearest-neighbor case on \(\mathbb{Z}^d\), there are parameters where the strongest finite traps never represent just one loop. In particular, one can find cases where \(\kappa_0 \leq 1\), so there are finite traps in which the walk is expected to be stuck for an infinite amount of time, but there is no single loop that the walk is expected to iterate infinitely many times before deviating from it.

**Example B.7.** \(L = R = 2\), \(\alpha_{-1} = \alpha_0 = 0\), \(\alpha_1 > 0\).

A finite, strongly connected set with 0 as its leftmost point will necessarily contain 2, since 0 must be reachable from the right. Thus, by claim 5.1.2, for any finite, strongly connected set \(S\), \(\beta_S \geq \min(\beta_{\{0,1,2\}}, \beta_{\{0,2\}})\). Now \{0, 2\} and \{0, 1, 2\} are already strongly connected, so \(\kappa_0 = \min(\beta_{\{0,1,2\}}, \beta_{\{0,2\}})\). The minimum may be achieved on either set, depending on the \(\alpha_i\).

We now examine a case where \(\kappa_0 \leq 1\), but there are no loops that the walk is expected to iterate infinitely many times before doing anything else. Suppose \(\alpha_{-2} = \alpha_2 = \frac{1}{5}\), and \(\alpha_1 = \frac{1}{2}\). Then \(\beta_{\{0,2\}} = \frac{11}{9} > 1\), and \(\beta_{\{0,1,2\}} = \frac{17}{18} < 1\). Thus, \(\kappa_0 = \frac{17}{18}\), and a walk started from 0 is expected to spend an infinite amount of time in \{0, 1, 2\} before exiting. However, because \(\beta_{\{0,2\}} = \frac{11}{9} > 1\), the expected exit time from \{0, 2\} is finite, so the walk is not expected to iterate the loop 0 \(\rightarrow\) 2 \(\rightarrow\) 0 infinitely many times before deviating from it. Moreover, the walk is not expected to iterate the loop 0 \(\rightarrow\) 1 \(\rightarrow\) 2 \(\rightarrow\) 0 infinitely many times before deviating it, but to see this, we must use the original formulation of Tournier’s lemma from [29]. The formulation there is in terms of sets of edges rather than vertices. The edges that are not in the loop 0 \(\rightarrow\) 1 \(\rightarrow\) 2 but have tails in the vertex set touched by this loop have weights that add up to \(\frac{10}{18} > 1\). Hence [29, Theorem 1] implies that the expected time to deviate from this set of edges (and thus from the loop 0 \(\rightarrow\) 1 \(\rightarrow\) 2 \(\rightarrow\) 0) is finite. Nevertheless, the weight exiting \{0, 1, 2\} is \(\frac{17}{18} < \frac{1}{4}\), so the walk is expected to stick to the vertex set \{0, 1, 2\}, and thus to the pair of loops 0 \(\rightarrow\) 2 \(\rightarrow\) 0 and 0 \(\rightarrow\) 1 \(\rightarrow\) 2 \(\rightarrow\) 0, for an infinite amount of time before doing anything else. See Figure 7.
Note that in this example, $\beta_{\{0,1,2\}} < \beta_{\{0,2\}}$. This shows that in Claim 5.1.2, the assumption that $x$ is to the right or left of $x$ is really needed.

Our next example presents a similar phenomenon: the walk is not expected to get stuck in any one loop for an infinite amount of time, but the walk is expected to spend an infinite amount of time in a set of vertices. In the previous example, the vertex set $S$ minimizing $\beta_S$ can have all of its vertices hit by one loop, the loop $0 \to 1 \to 2 \to 0$, but this loop alone does not have a trapping effect as strong as the whole set $S$. In the next example, there is no single loop that can hit all the vertices in the minimizing $S$, so our formulation of Tournier’s lemma in terms of vertices only is enough to see that there is no single loop the walk is expected to traverse infinitely many times before straying from it. The next example also presents a calculation of $\kappa_0$ for a situation where it is less straightforward than the others we’ve examined.

**Example B.8.** $L = 16$, $R = 5$, $\alpha_{-16}, \alpha_2, \alpha_5 > 0$, all other $\alpha_i = 0$.

In this case, there are four possible values for $\kappa_0$, three of which can be attained by sets of vertices representing single loops, but one of which cannot. We will show that $\kappa_0$ is attained by one of the following four sets:

- $S_1 = \{0, 2, 4, 6, 8, 10, 12, 14, 16\}$. This set represents a loop that steps up by 2s from 0 to 16 and then jumps back to 0. $\beta_{S_1} = 8\alpha_{-16} + \alpha_2 + 9\alpha_5$.

- $S_2 = \{0, 5, 10, 15, 16, 20, 25, 30, 32\}$. The set $S_2$ represents a loop that steps up by 5s from 0 to 30, then steps to 32 and jumps back to 16 and then to 0. This is one
of 28 loops that all step up by 5 six times, up by 2 once, and down by 16 twice, having vertex set \( S \) with leftmost point 0. All such loops have the same associated \( \beta_S = \beta_{S_2} = 7\alpha_{-16} + 8\alpha_2 + 3\alpha_5 \).

- \( S_3 = \{0, 5, 10, 12, 14, 16\} \). The set \( S_3 \) represents a loop that steps up by 5s from 0 to 10, then by 2s from 0 to 16, then jumps back to 0. This is one of 10 loops that all have vertex set \( S \subset [0, 16] \), all of which have \( \beta_S = \beta_{S_3} = 5\alpha_{-16} + 3\alpha_2 + 4\alpha_5 \).

- \( S_4 = \{0, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16\} \). This set does not represent one single loop; in fact, it represents all 10 loops that stay within \([0, 16] \). \( \beta_{S_4} = 12\alpha_{-16} + 2\alpha_2 + 5\alpha_5 \).

One can check that any of \( \beta_{S_1}, \beta_{S_2}, \beta_{S_3}, \) and \( \beta_{S_4} \) can be the smallest, depending on the \( \alpha_i \).

We will show
\[
\kappa_0 = \min(\beta_{S_1}, \beta_{S_2}, \beta_{S_3}, \beta_{S_4}).
\]

To confirm that these are the possible values for \( \kappa_0 \), let \( S \) be a finite, strongly connected set with leftmost point 0, and we will show that \( \beta_S \) is at least as large as one of these values. First, we note
\[
\beta_S = x_{-16}\alpha_{-16} + x_2\alpha_2 + x_5\alpha_5,
\]
where \( x_i = x_i(S) := \# \{ z \in S : z + i \notin S \} \geq 1 \). Since 0 must be reachable in one step from a vertex to its right, \( 16 \in S \).

**Claim B.8.1.** \( x_{-16} \geq 5 \).

\( S \) must contain 0 and 16, so there must be a path \( \sigma \) from 0 to \([16, \infty) \) that does not leave \( S \). Since the only step to the left is down 16, all steps in this path must be to the right (and must therefore be of length 2 or 5). If this path includes two or more steps of length 2, then \( S \cap [0, 15] \) must have at least 5 elements. But for each \( z \in S \cap [0, 15], z - 16 \notin S \), so each element of \( S \cap [0, 15] \) contributes 1 to \( x_{-16} \). Hence \( x_{-16} \geq 5 \). On the other hand, if the path \( \sigma \) includes no steps or one step of length 2, then the path \( \sigma \) includes four vertices in \( S \cap [0, 15] \), does not include 1 or 4, and lands on either 17 or 20. Since 1 and 4 are not in \( \sigma \), either 17 or 20 contributes 1 to \( x_{-16} \), in which case we then have \( x_{-16} \geq 5 \), or else 1 or 4 is in \( S \), in addition to the four vertices from \( \sigma \) that are in \([0, 15] \), so that \( |S \cap [0, 15]| \geq 5 \), and so \( x_{-16} \geq 5 \). This proves our claim.

**Claim B.8.2.** If \( x_2 = 1 \), then \( x_{-16} \geq 8 \) and \( x_5 \geq 9 \).

To see this, note that if \( x_2 = 1 \), then \( S \) includes only even vertices; otherwise, the rightmost odd vertex and the rightmost even vertex would each contribute 1 to \( x_2 \), giving \( x_2 \geq 2 \). Moreover, since \( S \) contains 0 and 16, it must contain every even vertex between, in order to prevent any vertex other than the rightmost from contributing to \( x_2 \). The 8 even vertices \( z = 0 \) through \( z = 14 \) each have \( z - 16 \notin S \), so \( x_{-16} \geq 8 \), and the 9 even vertices \( z = 0 \) through \( z = 16 \) each have \( z + 5 \notin S \), so \( x_5 \geq 9 \).

**Claim B.8.3.** \( x_5 \geq 3 \).
To see this, note that the rightmost vertex from each equivalence class \( \mod 5 \) will contribute 1 to \( x_5 \). We already have 0, 16 \( \in S \), so the equivalence classes 0 and 1 are represented. But the equivalence class 1 is only reachable from equivalence class 2 (via a downward step of length 16) and from equivalence class 4 (via an upward step of length 2). Hence \( S \) must contain an element from one of the equivalence classes 2 or 4 \( \mod 5 \), and therefore at least three equivalence classes are represented, so \( x_5 \geq 3 \).

**Claim B.8.4.** If \( x_5 = 3 \), then \( x_{-16} \geq 7 \), and \( x_2 \geq 8 \).

We first note that since each equivalence class contributes only 1 to \( x_5 \), all elements in each equivalence class must form an unbroken arithmetic progression from the lowest to the highest. That is, letting \( z_{i, \text{least}} \) and \( z_{i, \text{greatest}} \) be, respectively, the least and greatest \( z \) such that \( z \equiv i \mod 5 \) and \( z \in S \), we have \( \{ z_{i, \text{least}}, z_{i, \text{least}} + 5, z_{i, \text{least}} + 10, \ldots, z_{i, \text{greatest}} \} \subset S \). We now examine two separate cases.

**Case 1:** \( S \) contains elements from equivalence classes 0, 1, and 2 \( \mod 5 \).

Since \( S \) contains no elements from equivalence class 4, equivalence class 1 \( \text{least} \) can only be reached from equivalence class 2, which occurs via a leftward step of length 16. Thus \( z_{1, \text{least}} + 16 \in S \). On the other hand, since \( S \) contains no elements from equivalence class 3, equivalence class 2 can only be reached from equivalence class 0, via a rightward step of length 2. Thus \( z_{2, \text{least}} - 2 \in S \).

Therefore, the path

\[
0 \rightarrow 5 \rightarrow 10 \rightarrow \cdots \rightarrow (z_{2, \text{least}} - 2) \rightarrow z_{2, \text{least}} \rightarrow \cdots \rightarrow (z_{1, \text{least}} + 16) \rightarrow z_{1, \text{least}} \rightarrow \cdots \rightarrow 16 \rightarrow 0
\]

is in \( S \). All steps marked out by ellipses are upward steps of length 5. It follows that this is a path of length 9, since any other number of steps would result in ending at a point other than 0.

All the vertices in equivalence class 0 contribute 1 to \( x_{-16} \), since stepping down by 16 would reach a vertex in equivalence class 4, which cannot be in \( S \). Vertices from the path that are in equivalence class 2, other than \( z_{1, \text{least}} + 16 \), are less than \( z_{1, \text{least}} + 16 \), and so stepping down by 16 reaches a vertex that is in equivalence class 1 but not in \( S \). And all vertices from the path that are in equivalence class 1, other than 16, are less than 16, so stepping down by 16 reaches a vertex not in \( S \). Thus all but two of the vertices from the path shown will contribute 1 to \( x_{-16} \), and therefore \( x_{-16} \geq 7 \).

Now all the vertices in equivalence classes 1 or 2 contribute 1 to \( x_2 \), since stepping to the right by 2 reaches a vertex in equivalence class 3 or 4. And vertices in equivalence class 0 that are less than \( z_{2, \text{least}} - 2 \) also contribute to \( x_2 \), since stepping to the right by 2 reaches a vertex in equivalence class 2 but less than \( z_{2, \text{least}} \). Thus, all but one of the vertices shown in this path contribute to \( x_2 \), so \( x_2 \geq 8 \).

**Case 2:** \( S \) contains elements from equivalence classes 0, 1, and 4 \( \mod 5 \).

By a similar argument to that given in Case 1, the path

\[
0 \rightarrow 5 \rightarrow 10 \rightarrow \cdots \rightarrow (z_{4, \text{least}} + 16) \rightarrow z_{4, \text{least}} \rightarrow \cdots \rightarrow (z_{1, \text{least}} - 2) \rightarrow z_{1, \text{least}} \rightarrow \cdots \rightarrow 16 \rightarrow 0
\]

is in \( S \). All steps marked out by ellipses are upward steps of length 5. It follows that this is a path of length 9, since any other number of steps would result in ending at a point other than 0.
than 0. Now, for \( z = 0, 5, 10, 5^{\text{least}}_4 + 11 \), we have \( z - 16 \equiv 4 \pmod{5} \), but \( z - 16 < 5^{\text{least}}_4 \), so \( z - 16 \notin S \) and \( z \) contributes 1 to \( x_{-16} \). Moreover, \( 5^{\text{least}}_4 \) and every subsequent vertex are all less than 16 (except, of course, for 16 itself), so they all contribute 1 to \( x_{-16} \). Thus, \( x_{-16} \geq 7 \).

Moreover, all vertices in equivalence class 0 or 1 contribute 1 to \( x_2 \), since \( S \) has no vertices in equivalence class 2 or 4. And all but one of the vertices \( z \) in equivalence class 4 are strictly less than \( 5^{\text{least}}_4 - 2 \), so that \( z + 2 \notin S \). Hence all but one of the vertices in the loop contribute to \( x_2 \), so \( x_2 \geq 8 \).

**Claim B.8.5.** If \( x_2 = 2 \), then \( x_5 \geq 5 \).

If \( x_2 = 2 \), then \( S \) contains even and odd elements (because the only even upward jumps are of length 2, a strongly connected \( S \) with only even elements would have \( x_2 = 1 \)). It therefore must contain every even number, from its least even number to its greatest even number. In particular, it must contain \( S_1 = [0,16] \). This is enough to include at least one representative from every equivalence class \( \pmod{5} \). The greatest element of \( S \) in each of these equivalence classes contributes 1 to \( x_5 \), so \( x_5 \geq 5 \).

**Claim B.8.6.** If \( x_2 = 2 \), then \( x_5 + x_{-16} \geq 17 \) and \( x_{-16} \geq 9 \).

We have already established that if \( x_2 = 2 \), then \( S \) contains \( S_1 = [0,16] \) and at least one odd number. Now \( S_1 \) has \( x_{-16} = 8 \) and \( x_5 = 9 \). The odd number will also contribute 1 to \( x_{-16} \), giving the bound \( x_{-16} \geq 9 \). The set \( S_1 \) includes 8, which is in equivalence class \( 3 \pmod{5} \), and two elements of each of the equivalence classes 0,1,2, and 4. Each of the equivalence classes must contribute at least 1 to \( x_5 \), and for any of the classes 0,1,2, or 4 to avoid contributing 2, the odd number in between the two even numbers from that equivalence class must be contained in \( S \). This saves 1 from \( x_5 \) but adds 1 to \( x_{-16} \), thus keeping \( x_5 + x_{-16} \geq 17 \).

**Claim B.8.7.** \( \beta_S \geq \min(\beta_{S_1}, \beta_{S_2}, \beta_{S_3}, \beta_{S_4}) \).

We know \( \beta_S \) must have \( x_5 \geq 3 \) by Claim B.8.3. By Claim B.8.4, if \( x_5 = 3 \), then \( \beta_S \geq 7\alpha_{-16} + 8\alpha_2 + 3\alpha_5 = \beta_{S_4} \). Now suppose \( x_5 \geq 4 \). If \( x_2 = 1 \), then \( \beta_S \geq 8\alpha_{-16} + \alpha_2 + 9\alpha_5 = \beta_{S_1} \) by Claim B.8.2. Now consider the case \( x_2 = 2 \). Then \( x_5 + x_{-16} \geq 17 \) by Claim B.8.6. If \( \alpha_5 > \alpha_{-16} \), then since \( x_5 \geq 5 \) by Claim B.8.5, we have \( \beta_S \geq 12\alpha_{-16} + 2\alpha_2 + 5\alpha_5 = \beta_{S_4} \). On the other hand, if \( \alpha_{-16} > \alpha_5 \), then by Claim B.8.6, \( \beta_S \geq 9\alpha_{-16} + 2\alpha_2 + 8\alpha_5 > 8\alpha_{-16} + \alpha_2 + 9\alpha_5 = \beta_{S_1} \). Now, if \( x_2 \geq 3 \), then by the assumption that \( x_5 \geq 4 \) and by Claim B.8.1, we have \( \beta_S \geq 5\alpha_{-16} + 3\alpha_2 + 4\alpha_5 = \beta_{S_4} \). This proves our final claim.

Now suppose the weights are \( \alpha_{-16} = \frac{1}{67}, \alpha_2 = \frac{15}{67}, \) and \( \alpha_5 = \frac{5}{67} \). We can check that \( \kappa_0 = 12\alpha_{-16} + 2\alpha_2 + 5\alpha_5 = 1 \), achieved on the set \( S_4 = \{0, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16\} \), and that this is strictly less than \( \beta_{S_1}, \beta_{S_2}, \) and \( \beta_{S_3} \). By the proof of Claim B.8.6, any set \( S \) with \( x_{-16} = 12, x_2 = 2, x_5 = 5 \) must contain a translation of \( \{0, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16\} \), and a so there is no possibility that a set \( S \) which we did not consider, and which represents a single loop, also achieves \( \beta_S = 1 \). This means that the walk is expected to spend an infinite amount of time in the set \( \{0, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16\} \) before ever leaving it, but there is no single loop that the walk is expected to take infinitely many times before deviating from it.
C Notation

Here we collect notation that is used throughout the paper as a convenient reference.

General

- \( \mathbb{N} = \{1, 2, 3, \ldots \} \). \( \mathbb{N}_0 = \{0, 1, 2, \ldots \} \). \( \mathbb{R}^\geq = \{x \in \mathbb{R} : x \geq 0\} \). \( \mathbb{R}^> = \{x \in \mathbb{R} : x > 0\} \).
- RWRE stands for random walk(s) in random environment(s). RWDE stands for random walk(s) in Dirichlet environment(s).
- An environment \( \omega \) on a countable vertex set \( V \), the set \( \Omega_V \) of environments on \( V \), and the measurable space \((\Omega_V, \mathcal{F}_V)\), are defined in Section 1.1.
- \( \omega^x = (\omega(x, x + y))_{y \in \mathbb{Z}} \) is the environment \( \omega \) viewed at site \( x \) only. For a set \( S \subseteq \mathbb{Z} \), \( \omega^S = (\omega^x)_{x \in S} \).
- An \( \omega \) with a subscript (e.g., \( \omega_1 \)) or \( \omega' \) is usually used to denote a specific environment when comparing multiple environments.
- Conditions (C1), (C2) (C3), and (C4) are defined right after the statement of Theorem 1.1.
- \( \Delta_I := \{(x_i)_{i \in I} : \sum_{i \in I} x_i = 1\} \) is the simplex of a finite set \( I \).
- \( \theta^x \) is the left shift operator on environments \( \omega \), defined by \( \theta^x \omega(a, b) = \omega(x + a, x + b) \).
- We use interval notation to denote sets of consecutive integers in the state space \( \mathbb{Z} \), rather than subsets of \( \mathbb{R} \). For example, \([1, \infty)\) denotes the set of integers to the right of \( 0 \). However, we make one exception, using \([0, 1]\) to denote the set of all real numbers from \( 0 \) to \( 1 \).

Graphs

- A weighted directed graph \( \mathcal{H} = (V, E, W) \) is a vertex set \( V \) with an edge set \( E \subseteq V \times V \), and a weight function \( w : E \rightarrow \mathbb{R}^> \).
- If \( e = (x, y) \in E \), we say that \( e \) is an edge from \( x \) to \( y \), and we say the head of \( e \) is \( \bar{e} = y \) and the tail of \( e \) is \( e = x \).
- For a vertex \( x \in V \), the divergence of \( x \) in \( \mathcal{H} \) is \( \text{div}(x) = \sum_{e \in \partial^+ x} w(e) - \sum_{e \in \partial^- x} w(e) \). If the divergence is zero for all \( x \), we say the graph \( \mathcal{H} \) has zero divergence.
- A set \( S \subseteq V \) is strongly connected if for all \( x, y \in S \), there is a path from \( x \) to \( y \) in \( \mathcal{H} \) using only vertices in \( S \).
- For a set \( S \subseteq V \), \( \beta_S \) is the sum of the weights of all edges exiting \( S \). See (3).
- \( \mathcal{G} \) is our “main graph.” It vertex set \( \mathbb{Z} \), edge set \( \{ (x, y) \in \mathbb{Z} \times \mathbb{Z} : -L \leq y - x \leq R, \alpha_{y-x} > 0 \} \), and weight function \((x, y) \mapsto \alpha_{y-x}\).
• $\mathcal{G}_M$ is the finite graph with vertices $[0, M]$ that looks like $\mathcal{G}$ in the middle but is modified to have zero divergence at the endpoints. It is defined in the proof of Theorem 1.1, and used there as well as in the proof of Lemma 5.3.

• $\mathcal{G}_+$ is the half-infinite graph with vertex set $[0, \infty)$. It looks like $\mathcal{G}$ except near 0, where it looks like $\mathcal{G}_M$. It can be thought of as a limit of $\mathcal{G}_M$ as $M \to \infty$. It is defined at the beginning of Section 5.2. Its crucial property is given by Lemma 5.3, which is used in the proofs of Proposition 5.4, Proposition 5.5, and Theorem 1.6.

Parameters

• $(\alpha_i)_{i=-L}^{R}$ are Dirichlet parameters for random transition probability vectors. It is assumed that $\alpha_{-L}$ and $\alpha_R$ are positive.

• $d^+ = \sum_{i=1}^{R} i\alpha_i$, and $d^- = \sum_{i=-L}^{-1} i\alpha_i$.

• $c^+ = \sum_{i=1}^{R} \alpha_i$, and $c^- = \sum_{i=-L}^{-1} \alpha_i$.

• $\kappa_1 = d^+ - d^- = \sum_{i=-L}^{R} i\alpha_i$.

• $\kappa_0 = \inf\{\beta_S : S \subset \mathbb{Z} \text{ finite, strongly connected}\}$ is the minimum weight exiting a finite, strongly connected subset of $\mathcal{G}$.

• $m_0$ is an integer large enough that every interval of length $m_0$ is strongly connected in $\mathcal{G}$, and also large enough that $m_0 \geq \max(L, R)$.

Probability measures

• For a given weighted directed graph $\mathcal{H} = (V, E, W)$, $P_{\mathcal{H}}$ is the Dirichlet law on environments corresponding to $\mathcal{H}$; that is, the measure on $\Omega_V$ under which transition probabilities at the various vertices $x \in V$ are independent, and for each vertex $x \in V$, $(\omega(x, e))_{e=x}$ is distributed according to a Dirichlet distribution with parameters $(w(e))_{e=x}$. (Or, if $V \subset \mathbb{Z}$, we let $P_{\mathcal{H}}$ be any measure on $\Omega_{\mathbb{Z}}$ whose marginals on $\Omega_V$ are as described.)

• $P_{\mathcal{G}}$ is the main measure on $\Omega_{\mathbb{Z}}$ that we study in this paper. That is, $P_{\mathcal{G}}$ is the Dirichlet measure on environments corresponding to $\mathcal{G}$, so that for each $x$, the transition probability vector $(\omega(x, y))_{y-x>0} \alpha_{y-x>0}$ is distributed as a Dirichlet random vector with parameters $(\alpha_i)_{\alpha_i>0}$.

Functions of a walk

For all of the functions below, we often suppress the argument of the function as is traditional with random variables. Sometimes, however, we leave the argument in when it is necessary for clarity.

• $H_x(X) = \inf\{n \geq 0 : X_n = x\}$ is the first time the walk $(X)$ hits $x$. We often suppress the $X$. 57
• $\tilde{H}_x(X) = \inf\{n > 0 : X_n = x\}$ is the first nonzero time $X$ hits $x$.

• $N_x(X) = \#\{n \in \mathbb{N}_0 : X_n = x\}$ is the total amount of time $X$ spends at $x$.

• For a subset $S \subset \mathbb{Z}$, $H_S(X) = \min_{x \in S} H_x(X)$, and $N_S(X) = \sum_{x \in S} N_x(X)$.

• $N^S_x(X) = \#\{0 \leq n \leq H_{S\complement} : X_n = x\}$ is the amount of time $X$ spends at $x$ before leaving the subset $S$.

• $N_{x,y}(X) = \#\{n \geq 0 : X_n = x, \sup\{k < n : X_k = y\} > \sup\{k < n : X_k = x\}\}$ is the number of times the walk hits $x$ after more recently having hit $y$, or the number of “trips from $y$ to $x$”.

• $N'_{x,y}(X) := \#\{n \in \mathbb{N}_0 : X_n \leq x, \sup\{j < n : X_j = y\} > \sup\{j < n : X_j \leq x\}\}$ is the number of trips leftward across $[x,y]$.

Cascade and bi-infinite walk

• A cascade is a set of finite (continuous-time) walks, one started at each point in $\mathbb{Z}$. The walk starting at each point terminates when it reaches or passes the next multiple of $R$.

• $X^a = (X^a_n)_{n=0}^{\infty}$ is the infinite walk obtained by concatenating the finite walk starting at $a$ with the walk starting at the point where it terminates, the walk started at the point where that one terminates, and so on.

• $\overline{X} = (\overline{X}_n)_{n \in \mathbb{Z}}$ is the bi-infinite walk obtained by this process.

• $N_x, H_x, N_{x,y}$, and so on are defined analogously to $N_x, H_x, N_{x,y}$, and so on, but with $n \geq 0$ replaced with $n \in \mathbb{Z}$.

References

[1] Erich Baur and Erwin Bolthausen. Exit laws from large balls of (an)isotropic random walks in random environment. *The Annals of Probability*, 43(6):2859 – 2948, 2015.

[2] Noam Berger and Jean-Dominique Deuschel. A quenched invariance principle for non-elliptic random walk in i.i.d. balanced random environment. *Probab. Theory Relat. Fields*, 158:91–126, 02 2014.

[3] Erwin Bolthausen and Ilya Goldsheid. Recurrence and transience criteria for random walk in a random environment. *Commun. Math. Phys.*, 214:429–447, 11 2000.

[4] Erwin Bolthausen, Alain-Sol Sznitman, and Ofer Zeitouni. Cut points and diffusive random walks in random environment. *Annales de l’Institut Henri Poincare (B) Probability and Statistics*, 39(3):527–555, 2003.

[5] Erwin Bolthausen and Ofer Zeitouni. Multiscale analysis of exit distributions for random walks in random environments. *Probab. Theory Relat. Fields*, 138:581—645, 07 2007.
[6] Élodie Bouchet. Sub-ballistic random walk in dirichlet environment. *Electron. J. Probab.*, 18:25 pp., 2013.

[7] J. Bricmont and A. Kupiainen. Random walks in asymmetric random environments. *Communications in Mathematical Physics*, 142(2):345 – 420, 1991.

[8] Julien Brémont. On some random walks on z in random medium. *Ann. Probab.*, 30(3):1266–1312, 07 2002.

[9] Julien Brémont. Random walks in random medium on z and lyapunov spectrum. *Annales de l’Institut Henri Poincare (B) Probability and Statistics*, 40(3):309 – 336, 2004.

[10] Julien Brémont. One-dimensional finite range random walk in random medium and invariant measure equation. *Ann. Inst. H. Poincaré Probab. Statist.*, 45(1):70–103, 02 2009.

[11] Dmitry Dolgopyat and Ilya Goldsheid. Invariant measure for random walks on ergodic environments on a strip. *The Annals of Probability*, 47(4):2494 – 2528, 2019.

[12] Alexander Drewitz and Alejandro F. Ramírez. Asymptotic direction in random walks in random environment revisited. *Braz. J. Probab. Stat.*, 24(2):212–225, 07 2010.

[13] Nathanaël Enriquez and Christophe Sabot. Edge oriented reinforced random walks and rwr. *Comptes Rendus Mathematique*, 335:941–946, 05 2002.

[14] Xiaoquin Guo and Ofer Zeitouni. Quenched invariance principle for random walks in balanced random environment. *Probab. Theory Relat. Fields*, 152(1–2):207–230, 02 2012.

[15] M.S. Keane and S.W.W. Rolles. Tubular recurrence. *Acta Mathematica Hungarica*, 97:207–221, 2002.

[16] H. Kesten. A renewal theorem for random walk in a random environment. *Proc. Sympos. Pure Math.*, 31:67–77, 1977.

[17] H. Kesten, M. V. Kozlov, and F. Spitzer. A limit law for random walk in a random environment. *Compositio Mathematica*, 30(2):145–168, 1975.

[18] Eric S. Key. Recurrence and transience criteria for random walk in a random environment. *Ann. Probab.*, 12(2):529–560, 05 1984.

[19] Gregory F Lawler. Weak convergence of a random walk in a random environment. *Communications in Mathematical Physics*, 87(1):81–87, 1982.

[20] Alexander Roitershtein. Transient random walks on a strip in a random environment. *Ann. Probab.*, 36(6):2354–2387, 11 2008.

[21] Christophe Sabot. Ballistic random walks in random environment at low disorder. *The Annals of Probability*, 32(4):2996 – 3023, 2004.
[22] Christophe Sabot. Random walks in random dirichlet environment are transient in dimension $d \geq 3$. *Probab. Theory Relat. Fields*, 151(1):297–317, 10 2011.

[23] Christophe Sabot. Random dirichlet environment viewed from the particle in dimension $d \geq 3$. *Ann. Probab.*, 41(2):722–743, 03 2013.

[24] Christophe Sabot and Laurent Tournier. Reversed dirichlet environment and directional transience of random walks in dirichlet environment. *Ann. Inst. H. Poincaré Probab. Statist.*, 47(1):1–8, 02 2011.

[25] Christophe Sabot and Laurent Tournier. Random walks in dirichlet environment: an overview. *Annales de la faculté des sciences de Toulouse Mathématiques*, 26:463–509, 01 2016.

[26] Fred Solomon. Random walks in a random environment. *Ann. Probab.*, 3(1):1–31, 02 1975.

[27] Alain-Sol Sznitman. On new examples of ballistic random walks in random environment. *The Annals of Probability*, 31(1):285 – 322, 2003.

[28] Alain-Sol Sznitman and Martin Zerner. A Law of Large Numbers for Random Walks in Random Environment. *The Annals of Probability*, 27(4):1851 – 1869, 1999.

[29] Laurent Tournier. Integrability of exit times and ballisticity for random walks in dirichlet environment. *Electron. J. Probab.*, 14:431–451, 2009.

[30] Laurent Tournier. Asymptotic direction of random walks in dirichlet environment. *Ann. Inst. H. Poincaré Probab. Statist.*, 51(2):716–726, 05 2015.

[31] O. Zeitouni. Random walks in random environment. In J. Picard, editor, *Lecture notes in probability theory and statistics: École d’été de probabilités de Saint-Flour XXXI-2001*, volume 1837 of *Lect. Notes Math.*, pages 190–313. Springer, 2004.

[32] Martin Zerner. A non-ballistic law of large numbers for random walks in i.i.d. random environment. *Electron. Commun. Probab.*, 7:191–197, 2002.