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Abstract
We study the Erdős–Falconer distance problem for a set \( A \subset \mathbb{F}^2 \), where \( \mathbb{F} \) is a field of positive characteristic \( p \). If \( \mathbb{F} = \mathbb{F}_p \) and the cardinality \( |A| \) exceeds \( p^{5/4} \), we prove that \( A \) determines an asymptotically full proportion of the feasible \( p \) distances. For small sets \( A \), namely when \( |A| \leq p^{4/3} \) over any \( \mathbb{F} \), we prove that either \( A \) determines \( \gg |A|^{2/3} \) distances, or \( A \) lies on an isotropic line. For both large and small sets, the results proved are in fact for pinned distances.
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INTRODUCTION

For a compact set \( A \subseteq \mathbb{R}^2 \), the Falconer conjecture [12] claims that, for the distance set of \( A \) to have positive Lebesgue measure, the Hausdorff dimension \( d_H \) of \( A \) must be strictly greater than 1. Recently, Guth et al. [15] made significant progress by establishing the inequality \( d_H \geq 5/4 \) due to Wolff [38] some 20 years previously.

Iosevich and the fourth author [19] stated a finite field \( \mathbb{F}_q \)-variant of the Falconer conjecture. The Wolff exponent 4/3 was subsequently proved by Chapman et al. [8] for \( q \equiv 3 \mod (4) \); this constraint was removed by Bennett et al. [2]. Here, we define the distance \( d \) between two points \( x = (x_1, x_2) \) and \( y = (y_1, y_2) \) in the plane \( \mathbb{F}_q^2 \) to be

\[
d(x, y) := (x - y) \cdot (x - y) = (x_1 - y_1)^2 + (x_2 - y_2)^2.
\]

These approaches were based on Fourier analysis, with the underlying considerations similar to those used over the reals. In contrast, there is no positive characteristic analogue of the multiscale...
decoupling analysis, adapted by Guth et al. to the Falconer problem along the lines of the general method of Bourgain and Demeter [7]. Moreover, the first and the second authors [28] showed that, when $|A| \leq q^{4/3}$, subspaces over subfields in $\mathbb{F}_q$ generally preclude one from having more than $q/2$ distinct distances.

Theorem 1 in this paper claims the exponent $5/4$ in the context of the prime residue field $\mathbb{F}_p$. To achieve this, we use state-of-the-art geometric incidence theory, combined with several new geometric setup ideas. These include the classical Grünwald–Blaschke kinematic map which provides the 'correct coordinate system', in which one can efficiently estimate the key quantity of bisector energy. Both the Grünwald–Blaschke kinematic map and the bisector energy enter the proof of the general field Theorem 3, which we present first. This theorem also establishes the exponent $2/3$ for the Erdős distinct distance problem in $\mathbb{F}^2$. Although this exponent is weaker than its real counterpart, it represents the best known result in general fields.

The Falconer conjecture is a continuous version of the 1946 question of Erdős [10], who conjectured that any $N$-point set $A$ in the real plane should determine at least $c \frac{N}{\sqrt{\log N}}$ distinct distances, for some universal constant $c > 0$. The square grid, which achieves this bound, is thus expected to be a minimiser. In 2010 Guth and Katz [16] essentially resolved the question, and proved that $N$ points in $\mathbb{R}^2$ determine at least $c \frac{N}{\log N}$ distances. See [13] for a fuller account and history of the problem prior to Guth and Katz’s result.

The distinct distance problem can also be posed over arbitrary fields $\mathbb{F}$ with distance defined as in (1). We assume throughout that $\mathbb{F}$ has a positive characteristic $p$, although the results apply to zero characteristic by just omitting the constraints involving $p$. The characteristic $p$ serves as an asymptotic parameter, and our results are trivial for small $p$, in particular the special case $p = 2$.

In this notation, the distinct distance problem is to find a lower bound on the cardinality

$$\Delta(A) := |\{d(a, b) : a, b \in A\}|$$

of the set of distances determined by a finite point set $A \subset \mathbb{F}^2$, with $|\cdot|$ denoting the cardinality of finite sets. The lack of order in $\mathbb{F}$ seriously limits the availability and applicability of the tools used and developed for its study over $\mathbb{R}$.

We use the usual notations $X \ll Y$, equivalently $X = O(Y)$ if there exists some absolute constant $c > 0$ such that $X \leq cY$. Conversely, $X \gg Y$, equivalently $X = \Omega(Y)$ means $Y \ll X$. The constant implicit in this notation may freely change from line to line.

Erdős formulated other versions of the distinct distance problem, including the stronger pinned distance variant. Given a set $A \subset \mathbb{F}^2$, and a point $x \in \mathbb{F}^2$ (‘a pin’), the cardinality of the set of pinned distances at $x$ with respect to $A$ is

$$\Delta(A; x) := |\{d(a, x) : a \in A\}|.$$  

(2)

The pinned distance count of $A$ is

$$\Delta_{\text{pin}}(A) := \max_{x \in A} \Delta(A; x),$$

and the pinned distance problem is to determine $\min_{|A| = N} \Delta_{\text{pin}}(A)$. It is clear that $\Delta(A) \geq \Delta_{\text{pin}}(A)$. Erdős [11] conjectured that asymptotically, the behaviour of $\Delta(A)$ and $\Delta_{\text{pin}}(A)$ should be the same, at least in the reals, that is, $\Delta_{\text{pin}}(A) \gg \frac{|A|}{\sqrt{\log |A|}}$. 


The pinned distance conjecture is still wide open even over the reals, with the strongest bound \( \Delta_{\text{pin}}(A) \gg |A|^{0.8641\ldots} \) due to Katz and Tardos [20] in the early 2000s. Questions about distances have also been asked in \( \mathbb{R}^2 \) (and higher dimensions) for non-Euclidean strictly convex norms, as well as hyperbolic, spherical distances, and so on. See, for example, [24, 31, 37] and [34]. For more relatives of the distinct distance problem over the reals, we recommend the survey of Sheffer [35].

Erdős’ combinatorial pinned distance argument in [10] works equally well for non-zero distances in \( \mathbb{F}^2 \): his argument shows that every \( A \subset \mathbb{F}^2 \) determines either only the zero distance or at least \( |A|^{1/2} \) non-zero distances. (Throughout the rest of this section we assume by default that \( \Delta(A) \neq \{0\} \), that is, \( A \) does not lie on a single isotropic line in \( \mathbb{F}^2 \).) The first improvement of this over the prime field \( \mathbb{F}_p \) was obtained by Bourgain, Katz and Tao [6], who proved a non-quantitative non-trivial bound on \( \Delta_{\text{pin}}(A) \), based on a non-trivial Szemerédi–Trotter-type point-line incidence bound, which in turn followed from a sum-product estimate.

A quantitative lower bound \( \Delta_{\text{pin}}(A) \gg |A|^{8/15} \) (for general \( \mathbb{F} \), henceforth under suitable smallness conditions on \( |A| \) in terms of \( p \)) was established by the fifth author and de Zeeuw [36] by using their novel quantitative Szemerédi–Trotter-type point-line incidence theorem over a general \( \mathbb{F} \), proved in the same paper. In the special case \( A = X \times X \), the second author [29] proved a stronger result \( \Delta_{\text{pin}}(A) \gg |A|^{3/4} \). In the context of \( \mathbb{F} = \mathbb{F}_p \), for \( p \equiv 3 \mod(4) \), Iosevich, Koh and the third author [18] improved the \( \Delta_{\text{pin}}(A) \) exponent to \( \frac{1}{2} + \frac{69}{1558} = 0.5442\ldots \).

The paper by Lund and the second author [22] proved a slightly weaker but more general result \( \Delta_{\text{pin}}(A) \gg |A|^{20/37} \), for \( A \subset \mathbb{F}^2 \). The result was based on upper bounds for the bisector energy quantity, introduced by Lund, Sheffer and de Zeeuw [23], that is, the number of pairs of segments with vertices in \( A \) that are symmetric relative to some line, namely the bisector line. Using the bisector energy enabled Hanson, Lund and Roche-Newton [17] to extend the earlier Falconer conjecture threshold exponent \( 4/3 \) by Chapman et al. [8], and to improve the result of Bennett et al. [2] to pinned distances over \( \mathbb{F}_q \).

In this paper, we will show that these bisector energy bounds respond most naturally to the current state of the art of incidence tools over a general field \( \mathbb{F} \). Note that these tools are much weaker than the incidence tools developed over the reals. Geometric incidence bounds (for sufficiently small sets in positive characteristic) over a general \( \mathbb{F} \) are largely confined to the fourth author’s point–plane theorem in \( \mathbb{F}^3 \) [33] or its descendants [1, 27, 36].

One of the key observations in this paper is that the bisector energy of \( A \subset \mathbb{F}^2 \) can be estimated directly via a point–plane incidence, if one assumes a judicious geometric viewpoint. This viewpoint is provided by the Blaschke–Grünwald kinematic mapping, described in Section 3.2. The mapping provides a natural embedding of the plane Euclidean motion group in the projective three-space. This fact was partially rediscovered by Elekes and Sharir [9] followed by Guth and Katz [16]; it played a major role in their resolution of the distinct distance problem in \( \mathbb{R}^2 \).

This paper proves the new bound \( \Delta_{\text{pin}}(A) \gg |A|^{2/3} \) over a general \( \mathbb{F} \), thus matching Moser’s exponent [25] over the reals from almost 70 years ago.

We also establish a new Falconer-type threshold in the special case \( \mathbb{F} = \mathbb{F}_p \): we show that it is sufficient for a set \( A \subset \mathbb{F}_p \) to satisfy \( |A| \geq p^{5/4} \) to yield a positive proportion of possible distances. We restate that the latter exponent \( 5/4 \) cannot hold over \( \mathbb{F}_q \) in terms of \( q \), where the exponent \( 4/3 \) (from [8], [2], [17]) is generally the best one possible, owing to the series of examples in [28]. Our numerology matches that of the recent paper by Guth et al. [15] that broke the ice in the progress towards the Falconer problem in \( \mathbb{R}^2 \); Guth et al. improved the critical Hausdorff dimension \( d_H \) from \( 4/3 \) to \( 5/4 \).
2 | RESULTS AND DISCUSSION OF TECHNIQUES

2.1 | Main results

The main results of this paper are a consequence of a new bound on the number of isosceles triangles with vertices in $A$ for a set $A \subseteq \mathbb{F}^2$. This is the content of the forthcoming Theorem 4, whose statement we defer until the relevant quantities have been developed. The relation between the number of isosceles triangles and pinned distances is formalised by the Cauchy–Schwarz inequality, together with some technical considerations regarding the number of collinear points in $A$.

Our bound on the number of isosceles triangles consists of three terms, with each term optimised for a particular situation. For clarity, we present the pinned distance result that corresponds to each term separately, since their ranges of applicability are quite distinct.

Our first result applies to the large set case, which is the pinned version of the Erdős–Falconer distance problem for $A \subseteq \mathbb{F}_p$; recall that the Erdős–Falconer distance problem asks for the threshold of $|A|$ so that $A$ determines a positive proportion of all feasible $p$ distances.

**Theorem 1** (Pinned Erdős–Falconer over $\mathbb{F}_p$). There exists an absolute constant $c$ with the following property. For all primes $p$ and all $A \subseteq \mathbb{F}_p^2$ such that $|A| \geq p^{5/4}$, we have

$$\Delta_{\text{pin}}(A) > cp.$$  

Moreover, for all $0 < \varepsilon < 1$ and all increasing unbounded functions $\omega : \mathbb{R}^+ \to \mathbb{R}^+$, there exists $p_0 = p_0(\varepsilon, \omega)$ such that if $p > p_0$ is a prime and $A \subseteq \mathbb{F}_p^2$ satisfies $|A| > \omega(p)p^{5/4}$, then for at least $(1-\varepsilon)|A|$ many $a \in A$ we have $\Delta(A; a) > (1-2\varepsilon)p$.

Theorem 1 implies, with a somewhat informal notation, that

$$\lim_{p \to \infty} \frac{|A|}{p^{5/4}} = \infty \Rightarrow \lim_{p \to \infty} \frac{\Delta_{\text{pin}}(A)}{p} = 1.$$  

This improves the $|A| \geq p^{4/3}$ threshold obtained by Hanson, Lund and Roche-Newton [17]. The unpinned result was proven in [2, 8] and like [17] also holds in a finite field $\mathbb{F}_q$ (of characteristic $p$), with $q$ replacing $p$ in the bounds.

Our second statement concerns sets $A \subseteq \mathbb{F}_p^2$ of intermediate cardinality $p \ll |A| < p^{5/4}$. This bounds the number of pinned distances in terms of $|A|$ and $p$:

**Theorem 2** (Pinned distances over $\mathbb{F}_p$). Let $A \subset \mathbb{F}_p^2$ be a set of points satisfying $4p < |A| < p^{5/4}$. Then

$$\Delta_{\text{pin}}(A) \gg |A|^{4/3} p^{-2/3}.$$  

Theorem 1 and Theorem 2 share a single proof, delivering a new bound on the number of isosceles triangles in Theorem 4 below.

Finally, we address the case of small sets, where $p$ appears only as the applicability constraint. This accounts for the special case $F = \mathbb{F}_p$, where one cannot have more than $p$ distinct distances.
**Theorem 3** (Pinned distances over $\mathbb{F}$). Let $A \subseteq \mathbb{F}^2$ be a set of points. If $\mathbb{F}$ has positive characteristic $p > 0$, assume in addition that $|A| \leq p^{4/3}$. Then either $A$ is contained in a single isotropic line, so all pair-wise distances are zero, or

$$\Delta_{pin}(A) \gg |A|^{2/3}. \quad (4)$$

In the context of $\mathbb{F}_p$, the bound (4) is stronger than (3) whenever $|A| < p$. Note that in Theorems 1 and 2 it is impossible for $A$ to be entirely contained in an isotropic line. A result similar to Theorem 3 holds for different distances. Given a quadratic form $f : \mathbb{F}^2 \rightarrow \mathbb{F}$ we define $d_f(x, y) = f(x - y)$. If $\mathbb{F}$ is algebraically closed, then $f$ is equivalent to $x_1^2 + x_2^2$ and so Theorem 3 applies to $d_f$.

### 2.2 Discussion of techniques

Our results rely on a new bound on the number of non-degenerate isosceles triangles with vertices lying in the point set of interest $A$. We describe the techniques proving Theorem 3, and then indicate the differences in method we use to prove Theorems 1 and 2.

Let $T^*(A)$ be the number of non-degenerate isosceles triangles with vertices in $A$. That is,

$$T^*(A) = |\{(a, b, c) \in A^3 : d(a, b) = d(a, c) \text{ and } (b - c) \cdot (b - c) \neq 0\}|.$$

The reasons behind this choice are discussed in Section 3.6.

**Theorem 4.** Let $p$ be a prime and $A \subseteq \mathbb{F}_p^2$. If $|A| \leq p^{4/3}$, then

$$T^*(A) - \frac{|A|^3}{p} \ll \min \left( p^{2/3} |A|^{5/3} + p^{1/4} |A|^2, |A|^{7/3} \right). \quad (5)$$

Moreover, the bound $T^*(A) \ll |A|^{7/3}$ holds for $A \subseteq \mathbb{F}_p^2$ whenever $|A| < \text{char}(\mathbb{F})^{4/3}$.

We choose to write the bound (5) as an asymptotic formula. The $|A|^3/p$ term dominates the right-hand side for $|A| \geq p^{5/4}$. On the right-hand side, the $p^{2/3} |A|^{5/3}$ dominates when $p < |A| \leq p^{5/4}$ and the $|A|^{7/3}$ term dominates when $|A| \leq p$. We include the $p^{1/4} |A|^2$ term because it dominates the right-hand side when $|A| > p^{5/4}$. As an estimate, the bound (5) could be more simply restated as

$$T^*(A) \ll \begin{cases} 
|A|^3/p, & \text{if } |A| > p^{5/4} \\
 p^{2/3} |A|^{5/3}, & \text{if } p \leq |A| \leq p^{5/4}, \\
 |A|^{7/3}, & \text{if } |A| < p
\end{cases}$$

for all $A \subseteq \mathbb{F}_p^2$ (see [17] for the case $|A| > p^{4/3}$).

The $|A|^3/p$ term is the expected number of ordered (non-degenerate) isosceles triangles if we choose $A$ randomly by including each element of $\mathbb{F}_p^2$ independently with probability $|A|/p^2$. Theorem 4 can therefore be interpreted as saying that all sufficiently large sets in $\mathbb{F}_p^2$ exhibit pseudo-random behaviour with respect to $T^*(A)$. 

The two minimands appearing in Theorem 4 arise from the same techniques: we follow the established method of studying isosceles triangles through the perpendicular bisectors of pairs of points in $A$.

The perpendicular bisector of points $a, b \in \mathbb{F}^2$ with $d(a, b) \neq 0$ is the line
\[
B(a, b) = \{ x \in \mathbb{F}^2 : d(a, x) = d(b, x) \} = \{ x \in \mathbb{F}^2 : 2x \cdot (a - b) = d(a, 0) - d(b, 0) \}.
\]

We relate the number of bisectors determined by $A$ to (a subtle variant of) the bisector energy of the set $A$, which is the number of pairs of points whose perpendicular bisectors coincide:
\[
\mathcal{B}(A) := |\{(a, b, c, d) \in A^4 : B(a, b) = B(c, d)\}|.
\]

In simple terms, $\mathcal{B}(A)$ is the number of pairs of segments with endpoints in $A$, with the two segments symmetric relative to a reflection in some axis, namely the bisector. It is easy to see (and is shown below) that the axis cannot be isotropic, else a symmetry is not well defined.

The variant of the bisector energy that we use in the sequel, denoted as $\mathcal{B}^*(A)$, see Section 3.6, imposes an additional counting restriction that pairs of segments, symmetric relative to the bisector, and thus having the same length, are themselves non-isotropic. Quite clearly, this will not affect $\mathcal{B}(A)$ in a significant way.

The bisector energy controls the number of isosceles triangles in $A$; upper bounds for the number of isosceles triangles in $A$ yield lower bounds for $\Delta_{\text{pin}}(A)$.

Lund and the second author showed quantitatively that if the bisector energy — in $\mathbb{R}^2$ — is large, then $A$ must contain many collinear points or many co-circular points [22, Theorem 1.2]. Earlier Lund, Sheffer and de Zeeuw [23, Theorem 2.2] gave an example of a (real plane) point set with large bisector energy, the set being supported on a family of rich in points parallel lines. (One can modify the construction to turn parallel lines into concentric circles.) Here we succeed in showing that the bound of [22, Theorem 1.2] extends, in fact, to all fields $\mathbb{F}$. Furthermore, in the context of $\mathbb{F} = \mathbb{F}_p$ and the cardinality regime pertaining to the Falconer conjecture, we also show a structural result: the only scenario that can account for large bisector energy is when a large proportion of $A$ is supported on families of rich parallel lines or concentric circles. It is easy to see that this structure contributes acceptably few isosceles triangles.

We count the bisector energy by studying reflective symmetries: a quadruple in the support of $\mathcal{B}^*(A)$ is a pair of segments related by a reflection over a perpendicular bisector. The two segments in this support are of the same length. We partition pairs of segments according to their length. To prove our bound on the modified bisector energy $\mathcal{B}^*(A)$, we use the kinematic mapping of Blaschke and Grünwald [4, 14] to embed the space of segments of the same non-zero length into projective three-space. The bisector energy in a class of $n$ segments of the same non-zero length is then represented by the number of incidences between $n$ points and $n$ planes, which we bound using the point–plane incidence theorem of the fourth author.†

† It is interesting to note that this reasoning is implicit in Lund and Petridis’ proof of [22, Theorem 1.2], which is developed in $\mathbb{R}^2$ and uses inversion in a circle instead of the Blaschke–Grünwald kinematic mapping and Beck’s theorem instead of Theorem 7. The proof also shows implicitly how the Beck theorem, which unfortunately is so far unavailable over the general $\mathbb{F}$ would easily imply Theorem 7 in $\mathbb{R}^3$, see [30, Appendix].
To be precise, we use \( S_r = S_r(A) \) to denote the set of pairs of points of distance \( r \) apart:

\[
S_r = S_r(A) := \{(a, b) \in A^2 : d(a, b) = r, a \neq b\}.
\]  

(6)

The modified bisector energy \( B^*(A) \) is equal to the sum over \( r \neq 0 \) of the number of pairs of segments in \( S_r(A) \) that are axially symmetric (plus an error term for isotropic segments). As mentioned above, we count the number of such pairs by representing it as a point–plane incidence count in projective three-space; see Claim 1 below. From this it follows that

\[
B^*(A) \ll \sum_{r \neq 0} |S_r|^{3/2} \ll \left( \sum_{r \neq 0} |S_r| \right)^{1/2} \left( \sum_{r \neq 0} |S_r|^2 \right)^{1/2} \leq |A| \left( \sum_{r \neq 0} |S_r|^2 \right)^{1/2},
\]

unless the mapping of \( S_r(A) \) into \( \mathbb{F}P^3 \) has too many collinear points. In terms of the original set \( A \), this roughly translates into \( A \) having many collinear or co-circular points. In the part of the proof exploiting the kinematic mapping, we assume without loss of generality that \( \mathbb{F} \) is algebraically closed; we may embed \( A \) into the algebraic closure of \( \mathbb{F} \) without decreasing the quantities we wish to bound. This idea proves the second minimand in Theorem 4, leading to Theorem 3.

In the proof of the first minimand in Theorem 4, and thus Theorems 1 and 2, we return to the ‘configuration space’ \( \mathbb{F}P^2 \). We observe that when proving the second minimand, we are in a bad situation if \( A \) has many collinear or co-circular points. More precisely, this bad situation occurs when \( A \) contains many segments of the same length with endpoints lying on pairs of parallel lines or concentric circles. Then, by the trivial fact in \( \mathbb{F} = \mathbb{F}_p \) that the number of collinear or co-circular points is necessarily bounded in terms of \( p \) (in general, by \( p + 1 \)), we obtain a sufficient numerical advantage in this bad setting, once the isosceles triangles to be counted have been properly ‘pre-pruned’.

To this effect, we decompose the count of isosceles triangles: we first separate out the count of isosceles triangles into those with an axis of symmetry which interacts (in a particular way to be later described) with rich lines or circles — that is, lines or circles containing many points of \( A \). To these triangles, we apply a counting argument to show that, since there cannot be too many rich lines or circles, the contribution of these types of triangles to \( T^*(A) \) is controlled. The count of the remaining contribution to \( T^*(A) \) proceeds again by a bisector argument. However, this time we are in a better situation to apply the point–plane incidence theorem of the fourth author (the version of restricted incidences [32, Theorem 3*]).

### 3 PRELIMINARIES

#### 3.1 Distance preserving transformations

Let \( \text{SO}_2(\mathbb{F}) \subseteq \text{SL}_2(\mathbb{F}) \) denote the set of unit determinant linear transformations preserving the distance:

\[
\text{SO}_2(\mathbb{F}) := \{g \in \text{SL}_2(\mathbb{F}) : \forall x, y \in \mathbb{F}^2, d(x, y) = d(gx, gy)\}.
\]

As a matrix group,

\[
\text{SO}_2(\mathbb{F}) = \left\{ \begin{pmatrix} u & -v \\ v & u \end{pmatrix} : u, v \in \mathbb{F}, u^2 + v^2 = 1 \right\}.
\]
We will use the notation \( \mathcal{C} \subseteq \mathbb{F}^2 \) for the unit circle, and write \((u, v) \in \mathcal{C}\). As is the case for rotations acting on circles in \(\mathbb{R}^2\), the group \( \text{SO}_2(\mathbb{F}) \) acts simply transitively on the level sets \(\{(x, y) \in \mathbb{F}^2 : d(x, y) = t\}\) for all \(t \neq 0\). Thus \(d(x, y) = d(x', y') \neq 0\) if and only if there is a rotation \(\theta \in \text{SO}_2(\mathbb{F})\) such that \(\theta x - \theta y = x' - y'\).

Let \( T_2(\mathbb{F}) \) be the group of translations \(x \mapsto x + t\) acting on the plane \(\mathbb{F}^2\). The group \( \text{SF}_2(\mathbb{F}) \) of positively oriented rigid motions of \(\mathbb{F}^2\) is generated by \( \text{SO}_2(\mathbb{F}) \) and \( T_2(\mathbb{F}) \); this is the analogue of the special Euclidean group \( \text{SE}_2(\mathbb{R}) \).

It is well known that there is an injective group homomorphism from \( \text{SF}_2(\mathbb{F}) \) (where the group operation is composition of maps) into \( \text{SL}_3(\mathbb{F}) \) (where the group operation is matrix multiplication). Thus, an element of \( \text{SF}_2(\mathbb{F}) \) can be represented as a matrix of the form:

\[
\begin{pmatrix}
  u & -v & s \\
  v & u & t \\
  0 & 0 & 1
\end{pmatrix}, \quad \text{where } u^2 + v^2 = 1.
\]  

By the above discussion, we see that \(d(x, y) = d(x', y')\) if and only if there exists \(g \in \text{SF}_2(\mathbb{F})\) such that \(g(x, y) = (x', y')\). If such a \(g\) exists, an easy calculation shows that it is unique.

3.2 Blaschke–Grünwald kinematic mapping

The Blaschke–Grünwald kinematic mapping [4, 14] assigns to each element \(g \in \text{SE}_2(\mathbb{R})\) a point in projective space \(\mathbb{R}P^3\). For a detailed exposition concerning this mapping and its properties, see the textbook by Bottema and Roth [5, Chapter 11]. The kinematic mapping was partially rediscovered some 100 years later by Elekes and Sharir [9] and played an essential role in the resolution of the Erdős distinct distance problem in \(\mathbb{R}^2\) by Guth and Katz [16].

The definition of the original Blaschke–Grünwald kinematic mapping extends to all fields that are closed under taking square roots. The reason for this is the necessity to have well-defined “half-angles”: for all \((u, v) \in \mathcal{C}\) (the unit circle), we may resolve the system of quadratic equations

\[
u = \tilde{u}^2 - \tilde{v}^2, \quad v = 2\tilde{u}\tilde{v}.
\]  

We choose a root of the equation \(\tilde{u}^2 = \frac{1 + u}{2}\) as a solution; since we use projective coordinates, it does not matter which of the two roots one chooses for \(\tilde{u}\) — this choice, once made, defines \(\tilde{v}\) unambiguously. It then follows that \((\tilde{u}, \tilde{v}) \in \mathcal{C}\). With these preliminaries in hand, we may define the Blaschke–Grünwald kinematic mapping, which embeds \(\text{SF}_2(\mathbb{F})\) into \(\mathbb{F}P^3\): an element of \(\text{SF}_2(\mathbb{F})\) of the form of (7) becomes the projective point:

\[
[X_0 : X_1 : X_2 : X_3] = [2\tilde{u} : 2\tilde{v} : s\tilde{u} + t\tilde{v} : s\tilde{v} - t\tilde{u}].
\]  

Note that the mapping (9) does not depend on the sign choice in the half-angle formulae (8). Conversely,

\[
u = \frac{X_0^2 - X_1^2}{X_0^2 + X_1^2}, \quad v = \frac{2X_0X_1}{X_0^2 + X_1^2}, \quad s = \frac{X_1X_3 + X_0X_2}{X_0^2 + X_1^2}, \quad t = \frac{X_1X_2 - X_0X_3}{X_0^2 + X_1^2}.
\]  

Conversely,
If \( \mathbb{F} \) is a field where some elements do not have square roots, we can use projectivity to avoid them. If \( \tilde{u} \neq 0 \), we may multiply the coordinates of the left-hand side of (9) to find

\[
[X_0 : X_1 : X_2 : X_3] = [2(u + 1) : 2v : s(u + 1) + tv : sv - t(u + 1)].
\]

Observe that the image of the kinematic mapping \( \kappa \) is \( \mathbb{F} \mathbb{P}^3 \setminus \{X_0^2 + X_1^2 = 0\} \). That is one removes from \( \mathbb{F} \mathbb{P}^3 \) the exceptional set, which is a line if \(-1\) is not a square in \( \mathbb{F}_p \) and is a union of two planes if \(-1\) is a square in \( \mathbb{F}_p \).

The kinematic mapping has a number of remarkable properties; however, the easiest way to derive these properties is by studying a certain Clifford algebra. Since we do not have a reference for these computations over arbitrary fields, we provide them in Appendix A.

The most important property of \( \kappa \) for this paper is that translation in the group \( \text{SF}_2(\mathbb{F}) \) corresponds to a projective transformation of \( \mathbb{F} \mathbb{P}^3 \).

**Proposition 5.** For all \( g \in \text{SF}_2(\mathbb{F}) \) there are projective maps \( \phi_g : \mathbb{F} \mathbb{P}^3 \to \mathbb{F} \mathbb{P}^3 \) and \( \phi^g : \mathbb{F} \mathbb{P}^3 \to \mathbb{F} \mathbb{P}^3 \) such that for all \( x \in \text{SF}_2(\mathbb{F}) \)

\[
\kappa(gx) = \phi_g(\kappa(x)) \quad \text{and} \quad \kappa(xg) = \phi^g(\kappa(x)).
\]

The proof of this proposition is contained in the proof of Corollary A2 in Appendix A.

As a corollary, we see that the set of all rigid motions mapping one fixed point to another fixed point corresponds to a projective line. For points \( x \) and \( y \) in \( \mathbb{F}^2 \), let \( T_{xy} \) denote the set of \( g \in \text{SF}_2(\mathbb{F}) \) such that \( gx = y \).

**Corollary 6.** For all \( x \) and \( y \) in \( \mathbb{F}^2 \), the image \( \kappa(T_{xy}) \) is a projective line.

**Proof.** The image of the rotation subgroup \( \text{SO}_2(\mathbb{F}) \) under \( \kappa \) is \( X_2 = X_3 = 0 \), which is a projective line. By the transformation properties, all conjugate subgroups of \( \text{SO}_2(\mathbb{F}) \) are projective lines, and all cosets of these groups are lines. The set \( T_{xy} \) is a left coset of the stabiliser of \( x \), which is conjugate to \( \text{SO}_2(\mathbb{F}) \).

\[\square\]

### 3.3 Isotropic lines

In arbitrary fields, there may exist a set of points whose pairwise distance is 0. This is an obvious obstruction to obtaining a lower bound on \( \Delta_{\text{pin}}(A) \), and so we have to consider these points separately.

A vector \( v \neq 0 \in \mathbb{F}^2 \) is **isotropic** if \( d(v, 0) = 0 \). If \( i := \sqrt{-1} \in \mathbb{F} \), then \( \mathbb{F} \) contains isotropic vectors. In particular, we note that when \( p \equiv 3 \mod(4) \), then \(-1\) is not a square in \( \mathbb{F}_p \) so there are no isotropic vectors. Given a finite point set \( A \), an oriented segment is a pair \( (a, a') \in A^2 \) with length \( d(a, a') \). If \( d(a, a') = 0 \), the segment is called isotropic; when \( a \neq a' \) we say that \( (a, a') \) is a non-trivial isotropic segment. A non-trivial isotropic segment lies on an isotropic line with slope \( \pm i \).

Isotropic line segments should be excluded from counts, for there may be too many of them: a single isotropic line supporting \( N \) points contains \( \gg N^2 \) zero-length segments.

Among other facts on isotropic lines, it is easy to see that if \( (a, b, c) \) is an isosceles triangle with \( d(a, b) = d(a, c) \neq 0 \), then the perpendicular bisector \( B(b, c) \) is not isotropic [22, Corollary 2.5].
3.4 | Axial symmetries

As in the Euclidean case, $SF_2(\mathbb{F})$ has index two in the group of all distance-preserving transformations. The other coset of $SF_2(\mathbb{F})$ consists of compositions of reflection over some (non-isotropic) line, and a translation parallel to this line. We call a reflection over a non-isotropic line an axial symmetry. The coset of $SF_2(\mathbb{F})$ contains, in particular, the set of axial symmetries.

We define axial symmetries relative to non-isotropic lines only: if $\ell$ is non-isotropic, then $a$ being symmetric to $a'$ relative to $\ell$ means that $a - a'$ is normal to $\ell$, and also that for any $b \in \ell$, $d(a, b) = d(a', b)$. However, if $\ell$ is isotropic, this means that $a, a'$ lie on $\ell$.

For $x, y \in \mathbb{F}^2$, we write $x \sim_\ell y$ to mean that $x$ is axially symmetric to $y$, relative to the (non-isotropic) line $\ell$.

The composition of two axial symmetries, relative to distinct lines $\ell$ and $\ell'$, is generally a rotation around the axes intersection point, by twice the angle between the lines. This is the same as in the Euclidean setting. If the lines are parallel, it is a translation in the normal direction (note that $\ell, \ell'$ are non-isotropic lines).

In the sequel, for convenience of working within the group structure of $SF_2(\mathbb{F})$, rather than its other coset, we map the set of all axial symmetries into the group $SF_2(\mathbb{F})$. We map an axial symmetry to $SF_2(\mathbb{F})$ by composing it with the fixed axial symmetry $\rho$ relative to a non-isotropic line $\ell$. The image of the set of axial symmetries under this mapping is the set of rotations around all points on $\ell$, which we denote by $R_\ell$.

If $\ell$ is the $x$-axis, then explicitly

$$ R_\ell = \begin{cases} 
(u - v & x_0(1 - u) \\
 v & u & -x_0v \\
 0 & 0 & 1 
\end{cases} : u^2 + v^2 = 1, u, v, x_0 \in \mathbb{F}. $$

A short calculation shows that, for this choice of $\ell$, the image of $R_\ell$ under the kinematic mapping is contained in the plane $X_2 = 0$. By Proposition 5, we see that $R_\ell$ is contained in a plane for any choice of $\ell$. This transformation motivates the role of incidence geometry.

3.5 | Incidence geometry

The key tool that we will use to estimate $\Delta_{\text{pin}}(A)$ is an incidence bound between points and planes in $\mathbb{F}^3$ by the fourth author [32]; for a selection of applications of this bound, see the survey [33].

**Theorem 7** (Points-planes in $\mathbb{F}^3$). Let $P$ be a set of points in $\mathbb{F}^3$ and let $\Pi$ be a set of planes in $\mathbb{F}^3$, with $|P| \ll |\Pi|$. If $\mathbb{F}$ has positive characteristic $p$, suppose that $|P| \ll p^2$. Let $k$ be the maximum number of collinear points in $P$. Then

$$ I(P, \Pi) \ll |P|^{1/2}|\Pi| + k|\Pi|. $$

We also require a version of the incidence bound for restricted incidences. For a finite set of lines $\mathcal{L} \subseteq \mathbb{F}^3$ we define for any finite sets of points $P$ and planes $\Pi$ the number of $(\mathcal{L})$-restricted
incidences as

$$I_L(P, \Pi) := |\{(p, \pi) \in P \times \Pi : p \in \pi \text{ and } \forall \ell \in L, p \notin \ell \text{ or } \ell \notin \pi\}|.$$

**Theorem 8.** Let $\mathbb{F}$ be a field of characteristic $p$. Given a set of points $P \subseteq \mathbb{F}^3$ and sets of lines $L$ and planes $\Pi$ contained in $\mathbb{F}^3$, let $\mu$ denote the maximum number of points of $P$ (planes of $\Pi$) incident to (containing) a certain line not in $L$. If $|P| = |\Pi| = N \ll p^2$, then

$$I_L(P, \Pi) \ll N^{3/2} + \mu N.$$

The proofs of the main results proceed by first relating the quantity $\Delta_{\text{pin}}(A)$ to the count of isosceles triangles. We count the number of isosceles triangles by studying the set of bisectors determined by $A$ considering the axial symmetries relative to this line set. Using the Blaschke–Grünwald embedding, we rephrase this as an incidence bound between points and planes.

### 3.6 Isosceles triangles and bisector energy

The connection between $\Delta_{\text{pin}}(A)$ and the number of isosceles triangles with all vertices in $A \subseteq \mathbb{R}^2$ goes back to at least an argument of Erdős [11]. The same argument can be made to work over general fields. It is advantageous to exclude isosceles triangles where the two equal length sides have zero length. This decreases $\Delta_{\text{pin}}(A)$ by only one element (see Lemma 9 below), while it allows for much needed flexibility, for example, when applying the kinematic mapping of Blaschke–Grünwald. In other words we are interested in bounding the number of isosceles triangles of the form

$$\{(a, b, c) \in A^3 : d(a, b) = d(a, c) \neq 0\}.$$

For such triangles the perpendicular bisector $B(b, c)$ is non-isotropic and hence $b - c$, which is orthogonal to $B(b, c)$ by the definition of $B(b, c)$, is also non-isotropic. Hence the count of isosceles triangles of the above form is precisely

$$\mathcal{T}_{NI}(A) := |\{(a, b, c) \in A^3 : d(a, b) = d(a, c) \neq 0, b - c \text{ is non-isotropic}\}|.$$

(The subscript $NI$ is intended to remind the reader that $\mathcal{T}_{NI}$ is the count of non-isotropic isosceles triangles with vertices in $A$.) Our methods only require that the vector $b - c$ (equivalently $B(b, c)$) is non-isotropic. We therefore define non-degenerate isosceles triangles as isosceles triangles with non-isotropic base:

$$\mathcal{T}^*(A) = |\{(a, b, c) \in A^3 : d(a, b) = d(a, c), b - c \text{ is non-isotropic}\}|$$

$$= |\{(a, b, c) \in A^3 : d(a, b) = d(a, c), B(b, c) \text{ is non-isotropic}\}|.$$

The number of non-degenerate isosceles triangles determined by $A$ is inversely proportional to the number of pinned distances determined by $A$. 
Lemma 9. If $A$ is a subset of $\mathbb{F}^2$ with at most $M$ points on a line, then

$$|A|(|A| - 2M + 1)^2 \leq (\Delta_{\text{pin}}(A) + 1)(T^*(A) + |A|^2).$$  \hspace{1cm} (11)$$

Lund and the second author prove this lemma as part of the proof of their Theorem 1.1 [22, Section 2.5]; we provide the proof here since it is fundamental.

Proof. Let $C_r$ be the set of points in $\mathbb{F}^2$ of distance $r$ from the origin, and denote by $\Delta(A, a)$ the set of non-zero distances determined by $a$. Then

$$|A|(|A| - 2M + 1) \leq \sum_{a \in A} \sum_{r \in \Delta(A, a)} |A \cap (a + C_r)|,$$

so by Cauchy–Schwarz and the bound $|\Delta(A, a)| \leq \Delta_{\text{pin}}(A) + 1$, valid for any $a \in A$, we have

$$|A|(|A| - 2M + 1)^2 \leq (\Delta_{\text{pin}}(A) + 1) \left( \sum_{a \in A} \sum_{r \neq 0} |A \cap (a + C_r)|^2 \right).$$

We have

$$\sum_{a \in A} \sum_{r \neq 0} |A \cap (a + C_r)|^2 = T_{\text{NI}}(A) + |A|^2,$$

since the sum on the left-hand side is equal to $T_{\text{NI}}(A)$ plus the number of triples $(a, b, b')$ in $A^3$ such that $d(a, b) = d(a, b') \neq 0$ and $b - b'$ is isotropic. If $b \neq b'$, then it’s easy to conclude that $d(a, b) = d(a, b') = 0$ (see, e.g. [22, Lemma 2.3]). This is a contradiction, so there are $|A|^2$ such triples. Now apply the bound $T_{\text{NI}}(A) \leq T^*(A).$ \hfill $\square$

In order to bound $T^*(A)$, we first introduce some terminology: let $(a, b, c) \in A^3$ be the vertices of a (non-degenerate) isosceles triangle determined by $A$. We call $a$ the apex of the triangle, $b, c$ the base pairs and $B(b, c)$ the symmetry axis of the triangle. It may of course be the case that the isosceles triangle is in fact an equilateral triangle; in this situation it does not matter which of the three vertices is identified as the apex of the triangle.

If $(a, b, c)$ is a triangle contributing to the count of $T^*(A)$ with apex $a$, then the perpendicular bisector of $b$ and $c$ passes through $a$. Hence we can count the number of triangles by studying the perpendicular bisectors of pairs of points of $A$. This notion is not novel, but we recall this principle in order to assist the reader to parse our notation.

Given a line $\ell$, let $i_A(\ell) = |A \cap \ell|$ denote the number of points of $A$ incident to the line $\ell$, and let $b_A(\ell)$ denote the number of ordered pairs of distinct points in $A$ whose perpendicular bisector is $\ell$. We will use a modification of $b_A$ that suits the definition of $T^*(A)$:

$$b^*_A(\ell) = \{(b, c) \in A \times A : b \neq c, B(b, c) = \ell \text{ and } b - c \text{ is non-isotropic}\}.$$  

Because $B(b, c)$ is isotropic precisely when $b - c$ is isotropic, we have $b^*_A(\ell) = 0$ for all isotropic lines $\ell$, and that $b_A(\ell) = i_A(\ell)^2 - i_A(\ell)$ for all isotropic lines. Therefore

$$\sum_{\ell} b^*_A(\ell) = \sum_{\ell} b_A(\ell) - \sum_{\text{isotropic } \ell} (i_A(\ell)^2 - i_A(\ell)) = |A|^2 - |A| - |S_0|,$$

where $S_0$ is defined in (6) on page 475.
The number of non-degenerate isosceles triangles is then precisely the number of possible apexes of triangles and the number of non-isotropic base pairs:

\[ \mathcal{T}^*(A) = \sum_{\ell} i_A(\ell)b_A^*(\ell). \] (14)

The bisector energy of a set \( A \) in \( \mathbb{F}^2 \) is the second moment of \( b_A \).

\[ \mathcal{B}(A) := \left| \{(a, b, a', b') \in A^4 : \mathcal{B}(a, b) = \mathcal{B}(a', b')\} \right| = \sum_{\ell} b_A(\ell)^2. \]

We write \( B^*(A) \) for the second moment of \( b_A^*(\ell) \); this modified bisector energy allows us to avoid pathologies arising from isotropic vectors.

Our next lemma bounds \( \mathcal{T}^*(A) \) in terms of \( B^*(A) \).

**Lemma 10.** If \( A \) is a subset of \( \mathbb{F}^2 \), then

\[ \mathcal{T}^*(A) \leq 2|A|B^*(A)^{1/2}. \]

**Proof.** By (14) and an application of Cauchy–Schwarz,

\[ \mathcal{T}^*(A) \leq \sum_{\ell : i_A(\ell) = 1} b_A^*(\ell)^2 + \left( \sum_{\ell : i_A(\ell) > 1} i_A(\ell)^2 \right)^{1/2} \left( \sum_{\ell} b_A^*(\ell)^2 \right)^{1/2} \]

\[ \leq \sum_{\ell} b_A^*(\ell) + |A|B^*(A)^{1/2}. \]

By (13), we have

\[ \sum_{\ell} b_A^*(\ell)^2 \leq \left( \sum_{\ell} b_A^*(\ell)^2 \right)^{1/2} \left( \sum_{\ell} b_A^*(\ell) \right)^{1/2} \leq |A|B^*(A)^{1/2}. \] □

4 | Proof of Theorem 3

In this section we prove the following bound on \( \mathcal{T}^*(A) \), which is half of Theorem 3.

**Theorem 11.** Let \( \mathbb{F} \) be a field of characteristic \( p \). If \( p > 0 \) suppose that \( A \subseteq \mathbb{F}^2 \) has cardinality \( |A| \leq p^{4/3} \), then the number of non-degenerate isosceles triangles determined by \( A \) satisfies

\[ \mathcal{T}^*(A) \ll |A|^{7/3}. \]

4.1 | Proof of Theorem 11

Our main technical result bounds the bisector energy of \( A \) in terms of \( |S_r(A)| \), defined in (6) on page 475.
**Proposition 12.** Let $\mathbb{F}$ be a field of characteristic $p$. If $p > 0$ suppose that $A \subseteq \mathbb{F}^2$ has cardinality $|A| \leq p^{4/3}$ and let $M$ denote the maximum number of collinear or co-circular points of $A$, then the bisector energy of $A$ satisfies

$$B^*(A) \ll M|A|^2 + \sum_r |S_r|^{3/2}.$$  

**Proof.** Recall that $S_r \subseteq A \times A$ denotes the set of segments of length $r$, and $C_r$ denotes the set of points in $\mathbb{F}^2$ of distance $r$ from the origin. We have

$$|S_r| = \sum_{a \in A} |A \cap (a + C_r)|.$$  

Let $Ax(c, d)$ be the set of elements $(x, y) \in \mathbb{F}^2 \times \mathbb{F}^2$ that are axially symmetric to $(c, d) \in \mathbb{F}^2$ (with respect to some non-isotropic line). For a set $X \subseteq A \times A$ containing no isotropic segments (that is, $d(a - b, 0) \neq 0$ for all $(a, b) \in X$), let $A(X) := \{Ax_x : x \in X\}$ consist of sets of elements attainable from $X$ via axial symmetries, partitioned according to the $x \in X$ characterising the axial symmetry. Then, letting $L_\perp(A)$ denote the set of non-isotropic perpendicular bisectors of $A$, we have

$$B^*(A) = \sum_\epsilon b_A^*(\epsilon)^2$$  

$$= |\{(a, b, c, d, \epsilon) \in A^4 \times L_\perp(A) : (a, b) \sim_\epsilon (c, d)\}|$$  

$$= \sum_{r \neq 0} |\{(a, b), (c, d) \in S^2_r : (a, b) \in Ax(c, d)\}|$$  

$$+ |\{(a, b), (c, d) \in S^2_0 : \exists \epsilon, (a, b) \sim_\epsilon (c, d)\}|$$  

$$= \sum_{r \neq 0} I(S_r, A(S_r)) + \mathcal{E},$$

where the last line is a definition.

The term $\mathcal{E}$ can be bounded by $2M|A|^2$, since for each $a$, there are at most $2M$ choices of $b$ such that $a - b$ is isotropic; if $a, b$ and $c$ are chosen so that $c$ is axially symmetric to $a$, then there is only one choice for $d$, which gives the claimed bound.

Let us prove the following claim, which immediately proves Proposition 12.

**Claim 1.** Let $r \neq 0$, and suppose, if $\mathbb{F}$ has positive characteristic $p$, that $|A| \leq p^{4/3}$. Suppose that at most $M$ points of $A$ are collinear or co-circular in $\mathbb{F}^2$. Then

$$I(S_r, A(S_r)) \ll M|S_r| + |S_r|^{3/2}.$$  

**Proof of Claim 1.** The value of $I(S_r, A(S_r))$ is the same if we work in an extension of $\mathbb{F}$, and so we assume without loss of generality that $\mathbb{F}$ is algebraically closed.

Let us embed the set $S_r$ in $\text{SF}_2(\mathbb{F})$ as follows. First we fix an element $(a, a') \in S_r$. Then we identify the segment $s_r \in S_r$ with the inverse of the rigid motion that takes $s_r$ to $(a, a')$. This rigid motion always exists, for one can translate $a$ to the origin, and then find the corresponding rota-
tion, for \( r \neq 0 \). Let \( G_r \) denote the set of transformations in \( SF_2(F) \) corresponding to segments in \( S_r \). To summarise, the point \( g \in G_r \) corresponds to a fixed line segment \( s_r \in A^2 \) of length \( r \).

To each segment in \( S_r \), we will associate a projective plane in \( \mathbb{FP}^3 \). More precisely, the plane is associated to the set \( \text{Ax}(s_r) \) characterised by a segment \( s_r \in A^2 \) of length \( r \).

To each segment in \( S_r \), we will associate a projective plane in \( \mathbb{FP}^3 \). More precisely, the plane is associated to the set \( \text{Ax}(s_r) \) characterised by a segment \( s_r \in A^2 \) of length \( r \).

We will first choose, following the notation of page 477, a non-isotropic line \( \ell_\tau \) so that for all \( g, h \in G_r \), the transformation \( g^{-1}h \) has no fixed points on \( \ell_\tau \); this is possible since \( F \) is algebraically closed, so there are infinitely many choices of \( \ell_\tau \), but only a finite number of products \( g^{-1}h \). By a slight abuse of notation, define also \( \tau \in SF_2(F) \) to be the map of reflection over the fixed line \( \ell_\tau \). Recall that \( R_\tau \) is the set of axial symmetries composed with a reflection about \( \ell_\tau \), and that \( \kappa(R_\tau) \) is contained in a projective plane, which we also denote by \( \kappa(R_\tau) \). We remind the reader that \( \kappa \) is the kinematic mapping.

For \( g \in SF_2(F) \) a transformation corresponding to an element in \( S_r \), it follows from Proposition 5 that the transformation \( \phi_g \) is projective. In particular, since \( \kappa(R_\tau) \) is the entire plane (where \( \kappa \) is the kinematic mapping), it follows from projectivity that the set \( \phi_g(\kappa(R_\tau)) \) is a projective plane in \( \mathbb{FP}^3 \).

Let \( \Pi = \{ \phi_g(\kappa(R_\tau)) : g \in G_r \} = \{ \kappa(gR_\tau) : g \in G_r \} \). We have \( |\Pi| = |G_r| = |S_r| \). Indeed, \( \phi_g(\kappa(R_\tau)) = \phi_h(\kappa(R_\tau)) \) if and only if \( g^{-1}h \in R_\tau \); on the other hand, every element of \( R_\tau \) fixes a point on \( \ell_\tau \), while no product \( g^{-1}h \) with \( g \) and \( h \) in \( G_r \) fixes a point on \( \ell_\tau \). Hence there are no collisions of the form \( \phi_g(\kappa(R_\tau)) = \phi_h(\kappa(R_\tau)) \). To summarise, we have mapped a line segment in \( S_r \) to a plane in \( \Pi \) so that different segments yield different planes. In this way, we map \( A(S_r) \) to a set of planes.

An identical process maps \( S_r \) to points. First, we identify \( s_r \in S_r \) with its axially symmetric counterpart; we map the symmetric segment to an element of \( SF_2(F) \), and then, we apply the kinematic mapping \( \kappa \): let \( G'_r \) denote the set of transformations (obtained as in the definition of the set \( G_r \)) in \( SF_2(F) \) corresponding to segments of length \( r \) in \( \tau(A) \times \tau(A) \) and set \( P = \kappa(G'_r) \). Note that \( \tau(A) \) is the reflection of \( A \) in the line \( \ell_\tau \). Since the kinematic mapping is injective, we have that \( |P| = |G'_r| = |S_r| \).

Note that the same procedure was applied to \( S_r \) and \( A(S_r) \) to obtain \( P \) and \( \Pi \), respectively.

We will show that

\[
I(S_r, A(S_r)) = I(P, \Pi).
\]

Suppose that \( \pi = \phi_g(\kappa(R_\tau)) \) for some \( g \in G_r \) and \( q = \kappa(h) \) for some \( h \in G'_r \).

If we have an incidence \( q \in \pi \), this is precisely the statement \( \kappa(h) \in \phi_g(\kappa(R_\tau)) \). Since \( SF_2(F) \) is a group, it follows directly from Proposition 5 that \( \phi_g^{-1} = \phi_{g^{-1}} \). We thus obtain

\[
\kappa(g^{-1}h) = \phi_{g^{-1}}(\kappa(h)) \in \kappa(R_\tau),
\]

so \( h \in gR_\tau \). Now, let \( (a, a') \) correspond to \( g \) and \( (b, b') \) correspond to \( h \), so that

\[
g(a, a') = h(\tau(b), \tau(b')) = s_r.
\]

Since \( h \in gR_\tau \), we have

\[
(\tau(b), \tau(b')) \in R_\tau^{-1}(a, a') = R_\tau(a, a'),
\]

thus \( (b, b') \) is attainable from \( (a, a') \) by an axial symmetry. Hence \( I(S_r, A(S_r)) = I(P, \Pi) \) as claimed.
We apply Theorem 7 to $P$ and $\Pi$, claiming that the number of collinear points is bounded by $M$.

This claim is a direct consequence of [22, Lemma 2.2]. Firstly, note that points in $P := \chi(G'_r)$ correspond to a segment $s_r \in S_r$ in the configuration space; $s_r$ determines the rigid motion $g$ via the relation $g^{-1}(\tau(s_r)) = (a, a')$ and $\chi(g)$ is a point in $P$. This process is reversible.

Lund and the second author [22, Lemma 2.2] show that if we have two segments $s, s' \in S_r$, then any segment $s'' \in S_r$ that is axially symmetric to both $s$ and $s'$ has endpoints lying on either a pair of concentric circles or a pair of parallel lines. The concentric circles, respectively, parallel lines, are uniquely defined by $s$ and $s'$. Moreover, the endpoints of both $s$ and $s'$ also lie on the concentric circles, respectively, parallel lines. Via the chain of (bijective) mappings described above that enable us to obtain $P$ from $S_r$, one can calculate that segments lying on concentric circles (respectively, parallel lines) are mapped to collinear points.

Thus

$$I(S_r, A(S_r)) = I(P, \Pi) \ll M |S_r| + |S_r|^{3/2}.$$  

If $F$ has positive characteristic $p$, then we also need the estimate $|\Pi| \ll p^2$; since $|\Pi| = |S_r| \ll |A|^{3/2}$ by Erdős’ bound on the number of times a distance can repeat [10], we have the required constraint for $|A| \ll p^{4/3}$.

This completes the proof of the claim. □

Using $\sum_r |S_r| \leq |A|^2$, completes the proof of Proposition 12. □

We now conclude the proof of Theorem 11. From Proposition 12 and Lemma 10, we have, with $M$ the maximum number of collinear or co-circular points of $A$, that

$$T^*(A) \ll |A| \left( M |A|^2 + \sum_{r \neq 0} |S_r|^{3/2} \right)^{1/2} \ll M^{1/2} |A|^2 + |A|^{3/2} \left( \sum_{r \neq 0} |S_r|^2 \right)^{1/4}. \quad (15)$$

In the above, we use Cauchy–Schwarz as well as the bound $\sum_r |S_r|^2 \leq |A|^2$.

Observe that $\sum_r |S_r|^2$ can be bounded in terms of $T^*$. Indeed,

$$\sum_{r \neq 0} |S_r|^2 = \sum_{r \neq 0} \left( \sum_{a \in A} \sum_{b \in A} 1_{||a-b||=r} \right)^2 \leq |A| \sum_{r \neq 0} \sum_{a \in A} \sum_{b, b' \in A} 1_{||a-b||=r} 1_{||a-b'||=r} \leq |A| (T^*(A) + 3 |A|^2),$$

where we used the fact that the number of isosceles triangles $(a, b, b')$ with $||b-b'|| = 0$ is at most $3 |A|^2$ because for any $a, b \in A$, there are at most 3 admissible $b'$ lying in the intersection of a circle of non-zero radius centred at $a$ and one of two isotropic lines through $b$.

Either $T^*(A) \leq |A|^2$, in which case the theorem is proved, or $T^*(A) + 3 |A|^2 \ll T^*(A)$. Hence we may assume

$$T^*(A) \ll M^{1/2} |A|^2 + |A|^{7/4} T^*(A)^{1/4}.$$  

If the second term dominates, then $T^*(A) \ll |A|^{7/3}$, as required. If the first term dominates, then $T^*(A) \ll \min(M^2 |A|, M^{1/2} |A|^2)$. When $M \leq |A|^{2/3}$, then the first minimand ensures that
\( T^*(A) \ll |A|^{7/3}. \) When \( M \geq |A|^{2/3} \), we use an additional argument to obtain the statement of Theorem 4, which is independent of \( M \). We remark that \( \Delta_{\text{pin}}(A) \gg M \) (when \( A \) is not contained in an isotropic line), so this additional argument is not necessary to prove Theorem 3.

### 4.2 Additional argument to remove rich circles and lines

**Lemma 13** (Pruning heavy circles and lines I). Suppose that \( A \) is the disjoint union of \( B \) and \( C \). If all of the points of \( C \) are contained in a circle or a line, then

\[
T^*(A) \ll T^*(B) + 8|A|^2.
\]

**Proof.** \( T^*(A) - T^*(B) \) is the number of non-degenerate isosceles triangles with at least one vertex in \( C \). Denoting by \((x, y, z)\) an isosceles triangle with apex \( x \) and base pairs \((y, z)\), we see that every non-degenerate triangle contributing to \( T^*(A) - T^*(B) \) must be either of the form \((c, a, a')\), \((a, c, a')\) or \((a, a', c)\) for some \( c \in C \) and \( a, a' \in A \). In the first case \( c \) belongs to \( C \cap B(a, a') \) and in both the second and third cases \( c \) belongs to \( C \cap \sigma_a(d(a, a')) \), where \( \sigma_x(\rho) \) is the circle of radius \( \rho \) centred at \( x \).

Let us first prove the lemma when \( C \) is contained in a line. In the first case \(|C \cap B(a, a')| \leq 1 \) unless \( C \subseteq B(a, a') \), in which case it is at most \( |A| \). Hence for the at most \(|A|^2\) pairs \((a, a') \in A^2\) for which \( C \not\subseteq B(a, a') \) there is at most one \( c \) so that \((c, a, a')\) contributes to \( T^*(A) - T^*(B) \). Since \( B(a, a') \) is non-isotropic, there are at most \(|A|\) pairs \((a, a') \in A^2\) such that \( B(a, a') \supseteq C \). Therefore the total contribution to \( T^*(A) - T^*(B) \) from such base pairs is at most \(|A|^2\).

To treat the second and third cases, we note that \(|C \cap \sigma_a(d(a, a'))| \leq 2\) for all \((a, a') \in A^2\) with \( d(a, a') \neq 0 \). Hence the total contribution to \( T^*(A) - T^*(B) \) from such base pairs is at most \( 2|A|^2 \).

We must also consider the case when \( d(a, a') = 0 \). For this situation, we fall into two cases.

**Case 1:** Assume that \( C \) is supported on a non-isotropic line \( \ell_C \). We know that \( \sigma(a, d(a, a')) \) is an union of two isotropic lines, say \( \ell_1 \) and \( \ell_2 \), assume that \( \ell_1 \) contains \( a \) and \( a' \). The triangles \((a, c, a')\) or \((a, a', c)\) can contribute to \( T^*(A) - T^*(B) \) only if \( c \not\in \ell_1 \); otherwise, we have \(|c - a| = |c - a'| = 0\), contradicting the non-degeneracy condition. So, \( c \) is determined uniquely by the intersection of \( \ell_2 \) and \( \ell_C \).

**Case 2:** Assume that \( C \) is supported on an isotropic line \( \ell_C \) of slope \( i \) (the case of slope \(-i \) is treated in the same way). A triangle \((a, c, a')\) or \((a, a', c)\) contributes to \( T^*(A) \) only if \(|a' - c| \neq 0\). If \( a \not\in \ell_C \) and \(|a - a'| = 0\), then there is at most one triangle \((a, c, a')\) or \((a, a', c)\) with \(||c - a'|| = 0\). If \( a \in \ell_C \), then it is not hard to see that the number of triangles with \( a \in \ell_C \) is at most \(|\ell_C \cap A| \cdot |A| \leq |A|^2\).

In other words, we have \( T^*(A) - T^*(B) \ll 8|A|^2 \).

Suppose now that \( C \) is contained in a circle of non-zero radius. We proceed in a very similar fashion and omit some details. The number of \((c, a, a')\) that contribute to \( T^*(A) - T^*(B) \) is at most \( 2|A|^2 \) (at most two \( c \) work for each \((a, a')\)). The number of \((a, c, a')\) with \( C \not\subseteq \sigma_a(d(a, a')) \) is at most \( 2|A|^2 \) (at most two \( c \) work for each \((a, a')\)). The number of \((a, a')\), with \( C \subseteq \sigma_a(d(a, a')) \) that contribute to \( T^*(A) - T^*(B) \) is at most \(|A|\) (\( a \) is fixed and \( a' \) is free), and for each such pair there are at most \(|A|\) -many \( c \) that are admissible. In total \( T^*(A) - T^*(B) \ll 8|A|^2 \).

**Lemma 14** (Pruning heavy lines and circles II). There is a subset \( A' \subseteq A \) such that at most \(|A|^{2/3}\) points of \( A' \) are collinear or co-circular, and

\[
T^*(A) \ll T^*(A') + 8|A|^{7/3}.
\]


Proof. Use Lemma 13 to greedily remove lines and circles, gaining a factor of $8|A|^2$ each time. If we only remove lines and circles with more than $|A|^{2/3}$ points on them, then this procedure terminates after $|A|^{1/3}$ steps.

4.3 Conclusion of the proofs of Theorems 3 and 11

For Theorem 11 we apply Lemma 14 to get the $A' \subseteq A$ for which the number $M'$ of collinear or cocircular points is at most $|A|^{2/3}$, and

$$\mathcal{T}^*(A) \ll \mathcal{T}^*(A') + |A|^{7/3}.$$ 

By the work in Section 4.1, summarised in its concluding paragraphs, we have

$$\mathcal{T}^*(A') \ll |A'|^{7/3} + (M')^{1/2} |A'|^2 \ll |A|^{7/3},$$ 

which completes the proof of Theorem 11.

For Theorem 3 we first note that because $A$ is not contained in an isotropic line we have $\Delta_{\text{pin}}(A) \geq (M - 1)/2$. Therefore, if $M > |A|/3$, then $\Delta_{\text{pin}}(A) \gg |A|$. Otherwise, we apply Lemma 9 and simply note that $|A| - 2M + 1 \gg |A|:

$$\Delta_{\text{pin}}(A) \gg |A|^3 \frac{|A|^3}{\mathcal{T}^*(A)} \gg |A|^{2/3}.$$ 

5 Conclusion of the proof of Theorem 4 and proofs of Theorems 1 and 2

As before, the proof of the pinned distance statements of Theorems 1 and 2 relies on a new estimate for the number of non-degenerate isosceles triangles with vertices in $A$. Our final important task is to prove the following.

Theorem 15. Let $p$ be a prime and $A \subseteq \mathbb{F}_p^2$. If $p \leq |A| \leq p^{4/3}$, then

$$\mathcal{T}^*(A) = \frac{|A|^3}{p} + O(p^{2/3}|A|^{5/3} + p^{1/4}|A|^2). \quad (16)$$

We prove Theorem 15 using a modification of the proof of Theorem 11. The improvement does not come from an improved bound on the bisector energy $B^*(A)$. Indeed, Lund, Sheffer and de Zeeuw [23, Theorem 2.2] gave an example of a point configuration with $B^*(A)$ being forbiddingly large, owing to the $M$ quantity above. Our strategy is of a structural nature which lends itself to a dichotomy argument: we show that the components of sets that lead to large $B^*(A)$ cannot supply many isosceles triangles. Before giving the proof, let us quickly derive Theorems 4 and 1 and 2.

The first statement in Theorem 4 follows by combining Theorem 15 (for the range $p \leq |A| \leq p^{4/3}$) with Theorem 11 (for the range $|A| < p$). The second statement in Theorem 4 is Theorem 11.
The first statement in Theorem 1 and Theorem 2 follows from Theorem 15 and Lemma 9 by noting that $M \leq p \pm 1 \leq |A|/4$. (When $p \equiv 1 \pmod{4}$, $M \leq p - 1$, and when $p \equiv 3 \pmod{4}$, $M \leq p + 1$.)

We are left with proving the second statement in Theorem 1. For $a \in A$, recall the definition of $\Delta(A; a) = |\Delta(A, a)|$ in (2) on page 470; set

$$T^*_a(A) = |\{(b, c) \in A^2 : d(a, b) = d(a, c), b - c \text{ is non-isotropic}\}|$$

so that

$$T^*(A) = \sum_{a \in A} T^*_a(A);$$

similarly define $T_{NI, a}(A)$, and set $z_a = |A \cap \sigma_a(0)|$ be the number of elements of $A$ lying at distance zero from $a$. Note that $z_a \leq 2p$ for all $a \in A$.

The Cauchy–Schwarz inequality gives that, for all $a \in A$,

$$\frac{(|A| - z_a)^2}{\Delta(A; a)} - (|A| - z_a - 1) \leq T_{NI, a}.$$

To see this, we have

$$|A| - z_a = \sum_{r \in \Delta(A, a), r \neq 0} |A \cap (a + C_r)|,$$

where $C_r$ is the circle centred at the origin of radius $r$. Therefore,

$$\frac{(|A| - z_a)^2}{\Delta(A; a)} - (|A| - z_a - 1) = \Delta(A; a) \cdot \left( \sum_{r \in \Delta(A, a), r \neq 0} |A \cap (a + C_r)|^2 \right)$$

$$= \Delta(A; a) \cdot (T_{NI, a} + (|A| - z_a - 1)),$$

where the term $(|A| - z_a - 1)$ comes from isosceles triangles $(a, b, b')$ with $b = b'$. As in the proof of Lemma 9, we also note that there is no isosceles triangle $(a, b, b')$ with $||a - b|| = ||a - b'|| \neq 0, b \neq b'$ and $||b - b'|| = 0$.

From this it follows that, with the ensuing constant 4 chosen to simplify the exposition,

$$\frac{(|A| - 4p)^2}{p} - |A| \leq T^*_a(A).$$

By making $p$ large enough we ensure that $T^*_a(A) > (1 - \epsilon^2/2)|A|^2/p$ for all $a \in A$; and also that $T^*(A) \leq (1 + \epsilon^2/2)|A|^3/p$.

Now let $\delta$ be the proportion of elements of $A$ for which $T^*_a(A) > (1 + \epsilon)|A|^2/p$. Summing over $a \in A$ and using the established lower bound on $T^*_a(A)$, we get

$$\left(1 - \frac{\epsilon^2}{2}\right)(1 - \delta) + \delta(1 + \epsilon) < \frac{p}{|A|^3} \sum_{a \in A} T^*_a(A) \leq 1 + \frac{\epsilon^2}{2}. $$
Some algebra gives $\delta \leq \varepsilon$. Therefore for at least $(1 - \varepsilon)|A|$ many $a \in A$ we have

$$\Delta(A; a) \geq \frac{(|A| - 4p)^2}{T^*(A)} \geq \frac{(1 - \varepsilon)|A|^2}{(1 + \varepsilon)|A|^2/p} \geq (1 - \varepsilon)^2 p \geq (1 - 2\varepsilon)p.$$ 

Changing $\varepsilon$ to $\varepsilon/2$ finishes the proof.

### 5.1 Preliminary lemma: Bounding rich lines and circles

In preparation of proving Theorem 15 we prove a standard elementary combinatorial lemma about rich lines or circles. A $k$-rich line or circle with respect to a set $A$ is a line or circle containing at least $k$ elements of $A$.

**Lemma 16.** Let $A \subseteq \mathbb{F}_p^2$ and $k \geq \sqrt{8|A|}$. Let $\gamma_1, \ldots, \gamma_n$ be the complete list of $k$-rich circles and lines with respect to $A$. Then $n \leq 2|A|/k$ and for each $i = 1, \ldots, n$ we have

$$\left|(A \cap \gamma_i) \setminus \bigcup_{j \neq i} \gamma_j\right| \geq \frac{|A \cap \gamma_i|}{2}.$$ 

**Proof.** Consider a maximal collection of circles and lines $\gamma_1^*, \ldots, \gamma_m^*$ such that for each $i = 1, \ldots, m$

$$\left|(A \cap \gamma_i^*) \setminus \bigcup_{j=1}^{i-1} \gamma_j^*\right| \geq \frac{k}{2}.$$ 

It follows that

$$\frac{mk}{2} \leq \left|A \cap \bigcup_{i=1}^n \gamma_i^*\right| \leq |A|,$$ 

and hence $m \leq 2|A|/k$.

Next, consider a circle or a line not in the collection. It is incident to strictly fewer than $k/2$ elements of $A \setminus \bigcup \gamma_j^*$ (else it must be added to the collection) and incident to at most 2 elements of each $\gamma_j^*$. Therefore it is incident to strictly fewer than $k/2 + 2m \leq k/2 + 4|A|/k \leq k/2 + k/2 = k$ points of $A$. We deduce that every $\gamma_i$ is included in this collection and so $n \leq m \leq 2|A|/k$.

Finally, note that

$$\left|\gamma_i \cap \bigcup_{j \neq i} \gamma_j\right| \leq 2(n - 1) \leq \frac{4|A|}{k} \leq \frac{k}{2} \leq \frac{|A \cap \gamma_i|}{2}.$$ 

\[\square\]

### 5.2 Counting isosceles triangles

We first remove isotropic segments from consideration and obtain a balanced count of non-degenerate isosceles triangles. From (13) on page 480 we have the equality

$$T^*(A) - \frac{|A|^3}{p} = \sum_{\varepsilon} \left(i_A(\varepsilon) - \frac{|A|}{p}\right) b_A(\varepsilon) + \frac{|A|}{p} |S_0| + \frac{|A|^2}{p}.$$
We use the bound $|S_0| \leq 2p|A|$ (for each element in $A$ there are at most $2p$ elements of $A$ on the isotropic lines incident to it) to get

$$T^*(A) - \frac{|A|^3}{p} \leq 3|A|^2 + \sum_{\ell} \left( i_A(\ell) - \frac{|A|}{p} \right) b_A^*(\ell).$$  \hfill (17)

The $3|A|^2$ term is smaller than $p^{1/4}|A|^2$, so we could ignore it from now on.

Let us now present an overview of the argument. We partition the above balanced count of isosceles triangles (17) into three parts. This is achieved by partitioning the first set of lines with $b_A^*(\ell) > 0$ into two disjoint sets $\mathcal{L}_1$ and $\mathcal{L}_2$ (the partition is described below). We then further decompose the set of isosceles triangles with symmetry axis in $\mathcal{L}_2$ into two parts, and estimate the size of each separately: those with the base pair $(b, c)$ on a circle or line that contains ‘many’ elements of $A$, and those with the base pair $(b, c)$ on a circle or line that contains ‘few’ elements of $A$.

### 5.3 Decomposition of $T^*(A)$

To define $\mathcal{L}_1$ we apply Lemma 16 with $k = \sqrt[3]{8|A|}$. Let $\Gamma = \{\gamma_1, \ldots, \gamma_n\}$ be the complete set of $k$-rich circles and lines with respect to $A$, and for $\gamma \in \Gamma$, let $A_{\gamma} = A \cap \gamma$.

Let $C$ denote the set of centres of circles in $\Gamma$ and $V$ the set of directions of lines in $\Gamma$. For $c \in C$, let $\Gamma_c$ denote the set of circles in $\Gamma$ centred at $c$ and let $A_c = \bigcup_{\gamma \in \Gamma_c} A_\gamma$. Similarly for $v \in V$, let $\Gamma_v$ denote the set of lines in $\Gamma$ with direction $v$ and let $A_v = \bigcup_{\gamma \in \Gamma_v} A_\gamma$.

Now let

$$K = \frac{|A|^{4/3}}{p^{2/3}}$$

(it may be more helpful to view $K$ as a parameter to be chosen later) and define $C_1 \subseteq C$ to be the set of centres $c$ for which $|A_c| > K$ and $V_1 \subseteq V$ to be the set of directions $v$ for which $|A_v| > K$.

Define $\mathcal{L}_1$ to be the collection of lines with $b_A^*(\ell) > 0$ that pass through some centre in $C_1$ or that are orthogonal to some direction in $V_1$; and define $\mathcal{L}_2$ to be the remaining lines with $b_A^*(\ell) > 0$.

Now for $i = 1, 2$ set $T^*_{i,\text{bal}}(A)$ to be the balanced sum

$$T^*_{i,\text{bal}}(A) = \sum_{\ell \in \mathcal{L}_i} \left( i_A(\ell) - \frac{|A|}{p} \right) b_A^*(\ell).$$

In this notation we have

$$T^*(A) - \frac{|A|^3}{p} \leq 3|A|^2 + T^*_{1,\text{bal}}(A) + T^*_{2,\text{bal}}(A).$$ \hfill (18)

We bound $T^*_{1,\text{bal}}(A)$ by a direct counting argument. For $T^*_{2,\text{bal}}(A)$ we tweak the method developed in the proof of Theorem 4 to be able to deal efficiently with sets with large $M$. 
5.4 Bounding $\mathcal{T}^*_1(A)$: Triangles interacting with rich lines and circles

An isosceles triangle $(a, b, c) \in A^3$ with apex $a$ contributing to the count of $\mathcal{T}^*_1$ satisfies (i) $d(a, b) = d(a, c) \neq 0$; (ii) $b - c$ non-isotropic; (iii) the perpendicular bisector of $b$ and $c$ either passes through a centre in $C_1$ or is orthogonal to a direction in $V_1$.

Claim 2.

$$\mathcal{T}^*_1(A) \ll \frac{|A|^3}{K}.$$ 

Proof of Claim 2. We begin by bounding the number of centres in $C_1$ and the number of directions in $V_1$. From the second claim in Lemma 16 we get

$$\frac{|C_1|K}{2} \leq \sum_{c \in C_1} \frac{|A_c|}{2} \leq \left| \bigcup_{c \in C_1} A_c \right| \leq |A|.$$

Therefore $|C_1| \leq 2|A|/K$ and similarly $|V_1| \leq 2|A|/K$.

For each $c \in C_1$ set $\mathcal{L}_{1,c}$ be the set of lines in $\mathcal{L}_1$ that are incident to $c$; similarly define $\mathcal{L}_{1,v}$ for each $v \in V_1$ to be the set of lines in $\mathcal{L}_1$ with direction $v$. Note that

$$\mathcal{L}_1 \subseteq \bigcup_{c \in C_1} \mathcal{L}_{1,c} \cup \bigcup_{v \in V_1} \mathcal{L}_{1,v}$$

(we do not claim that $\mathcal{L}_{1,c}$ and $\mathcal{L}_{1,v}$ are disjoint). Note that $\sum_{c \in C_1} i_A(\ell) \leq |A| + p$ (each point of $A$ is incident to at most one line in $\mathcal{L}_{1,c}$, unless $c \in A$) and $\sum_{v \in V_1} i_A(\ell) \leq |A|$ (each point of $A$ is incident to at most one line in $\mathcal{L}_{1,v}$). Since $b^*_A(\ell) \leq |A|$, we have

$$\mathcal{T}^*_1(A) \leq \sum_{c \in C_1} \sum_{\ell \in \mathcal{L}_{1,c}} i_A(\ell) b^*_A(\ell) + \sum_{v \in V_1} \sum_{\ell \in \mathcal{L}_{1,v}} i_A(\ell) b^*_A(\ell)$$

$$\leq (|C_1| + |V_1|)(|A| + p)|A|$$

$$\ll \frac{|A|^3}{K} + \frac{p|A|^2}{K}$$

$$\ll \frac{|A|^3}{K},$$

because $|A| \geq p$. This completes the proof of Claim 2.

5.5 Triangles not interacting with rich lines and circles

We now turn to bounding $\mathcal{T}^*_2(A)$. It is helpful to assume that $\mathcal{T}^*(A) - |A|^3 p^{-1} \geq 6|A|^2$ (otherwise we are done because $|A|^2 \leq p^{2/3} |A|^{5/3}$ for all $A \subseteq \mathbb{F}_p^2$). We may also assume that $\mathcal{T}^*_1(A) \ll \frac{|A|^3}{K}$.
We will prove the following bound.

**Claim 3.** If \( T^*(A) - |A|^3 p^{-1} \leq 4 T^*_2,\text{bal}(A) \), then

\[
T^*_2,\text{bal}(A) = O \left( p^{2/3} |A|^{5/3} + p^{1/4} |A|^2 + p^{1/2} |A|^{7/4} + pK^{1/2} |A| \right).
\]

We defer the (rather involved) proof of Claim 3 and complete the proof of Theorem 4.

### 5.6 Conclusion of the proof of Theorem 4 assuming Claim 3

We complete the proof of Theorem 15. The value of \( K \) that balances the first term in Claim 2 and the last term in Claim 3 is \( K = |A|^{4/3} / p^{2/3} \), the value that was assigned to \( K \). Combining (18) with Claims 2 and 3 with \( K = |A|^{4/3} / p^{2/3} \), and the paragraph above Claim 3 yields

\[
T^*(A) - |A|^3 p^{-1} \ll p^{2/3} |A|^{5/3} + p^{1/4} |A|^2 + p^{1/2} |A|^{7/4}.
\]

As \( |A| \leq p^2 \), the fourth summand is always smaller than the first. Since \( |A| \geq p \), the second summand is also smaller than the first.

### 6 PROOF OF CLAIM 3

To prove Claim 3 we follow a similar strategy to the proof of Theorem 11. We relate the contribution to \( T^*(A) \) to the **bisector energy** of \( A \); we bound this in the language of axial symmetries, and finally, using the technology of the Blaschke–Grünwald mapping, we interpret this as an incidence bound between points and planes. This proof is better suited to the ‘large’ \( |A| \) case than Theorem 11.

In Theorem 11 we applied the standard formulation of the point–plane incidence theorem, resulting in a bound in terms of the number of collinear and cocircular points of \( |A| \). We improve this using the version of the point–plane theorem for restricted incidences, Theorem 8; this motivates the definition of \( L_1^* \).

We bound \( T^*_2,\text{bal}(A) \) in terms of the bisector energy using the Cauchy–Schwarz inequality:

\[
T^*_2,\text{bal}(A) = \sum_{\ell \in L_2} \left( i_A(\ell) - \frac{|A|}{p} \right) b^*_A(\ell) \\
\leq \left( \sum_{\ell} \left( i_A(\ell) - \frac{|A|}{p} \right)^2 \right)^{1/2} \left( \sum_{\ell \in L_2} b^*_A(\ell)^2 \right)^{1/2}.
\]

The sum inside first bracket is at most \( p |A| \) (see, for example, [26, Lemma 1]). We denote the sum in the second bracket by \( B^*_2(A) \):

\[
B^*_2(A) := \sum_{\ell \in L_2} b^*_A(\ell)^2.
\]
In other words,

$$\mathcal{T}_{2, \text{bal}}^*(A) \leq \sqrt{p|A|B_2^*(A)}.$$  \hfill (19)

We are left with bounding $B_2^*(A)$. It is worth noting that bounding the sum inside the first bracket by $p|A|$ rather than $|A|^2$ is one of the reasons why Theorem 1 applied to a set $A$ with $|A| = p^{5/4}$ yields $\Delta_{\text{pin}}(A) \gg |A|^{4/5}$ (better than the lower bound that Theorem 3 gives).

### 6.1 Bounding bisector energy using axial symmetries

We first develop notation corresponding to the particular situation of $\mathcal{T}_{2, \text{bal}}^*(A)$. Let $A'_{(c, d)}$ be the set of elements $(x, y) \in \mathbb{F}_p^2 \times \mathbb{F}_p^2$ that are axially symmetric to $(c, d)$ with respect to some line in $\mathcal{L}_2$. Similarly, let $A'(X) := \{A'_{(c,d)} : (c, d) \in X\}$.

Using this language, we formulate a bound on $B_2^*(A)$ as an incidence problem.

$$B_2^*(A) = \sum_{\ell \in \mathcal{L}_2} b^*_A(\ell)^2$$

$$\leq \left|\{(a, b, c, d, \ell) \in A^4 \times \mathcal{L}_2 : \exists \ell', (a, b) \sim_{\ell'} (c, d)\}\right|$$

$$\leq \sum_{r \neq 0} \left|\{(a, b), (c, d)\} \in S_r^2 : (a, b) \in A'_{(c,d)}\}\right|$$

$$+ \left|\{(a, b), (c, d)\} \in S_0^2 : \exists \ell, (a, b) \sim_{\ell} (c, d)\}\right|$$

$$= \sum_{r \neq 0} I(S_r, A'(S_r)) + \mathcal{E},$$

where the last line is a definition.

To bound the (naturally insignificant) term $\mathcal{E}$ we follow Hanson, Lund and Roche-Newton [17, Proof of Theorem 3 from Lemma 10]. We show that

$$\mathcal{E} \leq \sum_{r \neq 0} I(S_r, A'(S_r)) + 2|A|^2$$

and consequently that

$$B_2^*(A) \ll \sum_{r \neq 0} I(S_r, A'(S_r)) + |A|^2.$$  \hfill (20)

Suppose, without loss of generality, that $\ell = B(a, c) = B(b, d)$. It follows, by symmetry or other considerations, that $d(a, d) = d(b, c)$. If $d(a, d) = d(b, c) \neq 0$, then a permutation of the quadruple $(a, b, c, d)$ appears in some $I(S_r, A'(S_r))$ with $r \neq 0$. While if $d(a, d) = d(b, c) = d(a, b) = d(c, d) = 0$ for every $(a, c) \in A^2$, both of $b, d$ must lie on isotropic lines through $a$ and through $c$. Let us call these lines $\ell'_{a1}, \ell'_{a2}, \ell'_{c1}, \ell'_{c2}$. The points $a - c$ and $b - d$ are non-isotropic, and therefore, these four lines must be distinct (otherwise either both $a$ and $c$ or $b$ and $d$ would be on an isotropic line). Therefore there are at most two possibilities for $(b, d)$: the two permutations of $\{\ell'_{a1} \cap \ell'_{a2}, \ell'_{c1} \cap \ell'_{c2}\}$. 
6.2 Application of restricted incidence bound

As in Theorem 11 we work over $\mathbb{F}$, the algebraic closure of $\mathbb{F}_p$; $S_r$ and $\mathcal{A}'(S_r)$ embed into $\mathbb{F}P^3$ as sets of points $P$ and planes $\Pi$, respectively. The elements of $\mathcal{A}'(S_r)$ will be embedded into subsets of planes, which is sufficient for our purposes. We identify the subset of the plane that an element of $\mathcal{A}'(S_r)$ embeds into with the whole plane for ease of notation.

As in the proof of Theorem 11, we will study incidences between points and planes. We map segments in $S_r$ to points $P$ in $\mathbb{F}P^3$ and we map pairs of segments in $S_r$ to planes $\Pi$ in $\mathbb{F}P^3$.

Suppose that we have an incidence between a point $\mathcal{Q}_x$ and distinct planes $\Pi_y, \Pi_z$ in $\mathbb{F}P^3$, where $\mathcal{Q}_x$ corresponds to the segment $x = (x_1, x_2) \in S_r$ and the planes $\Pi_y$ and $\Pi_z$ correspond to the segments $y = (y_1, y_2)$ and $z = (z_1, z_2)$ in $S_r$ for $y \neq z$.

The incidence $\mathcal{Q}_x \in \Pi_y \cap \Pi_z$ has the following interpretation in the original ‘configuration space’ pertaining to the original set $A \subseteq \mathbb{F}_p^2$: the endpoints of the segment $x$ lie on two concentric circles or parallel lines $\gamma, \gamma'$; further, the same is true for the endpoints of $y$ and $z$. This interpretation is described in Theorem 11 and is a consequence of a lemma of Lund and the second author [22, Lemma 2.2].

We say that the pair of concentric circles $\gamma, \gamma'$ is the annulus belonging to $Ax_y, Ax_z$. Every pair of planes in $\mathbb{F}P^3$ intersects in a line that defines an annulus as described in the previous paragraph.

Let $\mathcal{L}$ be the set of lines in $\mathbb{F}P^3$ determined by the intersection of two distinct planes in $\Pi$ such that these planes determine an annulus $(\gamma, \gamma')$ with $\gamma, \gamma' \in \Gamma$. The set $\Gamma$ is the complete set of $k$-rich circles and lines with respect to $A$ defined in Section 5.3. Recall that $k = \sqrt{8|A|}$.

For any pair of planes in $\Pi$ whose intersection $\ell$ is not in $\mathcal{L}$, we have $|P \cap \ell| \ll |A|^{1/2}$.

We will apply the restricted incidence bound Theorem 8 to this setup. We may apply the theorem because, by Erdős’ argument [10], we have the bound $|S_r| \ll |A|^{3/2} \leq p^2$ (this is the only point we use the hypothesis $|A| \leq p^{4/3}$). Since $\mu \ll |A|^{1/2}$ and $N = |S_r|$, we get

$$I_\mathcal{L}(S_r, \mathcal{A}'(S_r)) \ll |S_r|^{3/2} + |A|^{1/2}|S_r|. \quad (21)$$

6.3 Bounding $I(S_r, \mathcal{A}'(S_r))$

For $r \neq 0$, we decompose $I(S_r, \mathcal{A}'(S_r))$ into two pieces.

The quantity $I(S_r, \mathcal{A}'(S_r))$ is bounded by the sum of $I_\mathcal{L}(P, \Pi)$ and the number of pairs $(a, b), (a', b') \in S_r$ satisfying the properties that $(a, b) \sim_\ell (a', b')$ for some $\ell \in \mathcal{L}_2$, and further, there is an annulus $(\gamma, \gamma')$ containing both segments $(a, b)$ and $(a', b')$, where $\gamma, \gamma' \in \Gamma_c$ for some $c \in C \setminus C_1$ or $\gamma, \gamma' \in \Gamma_v$ for some $v \in V \setminus V_1$ (since $\ell' \in \mathcal{L}_2$).

We bound the number of such pairs before dealing with the term that arises from Theorem 8. We restrict our attention to the case where $\gamma, \gamma'$ are circles, the case where they are lines is similar. Summing over $r \neq 0$, we show that the total number of such pairs is $\ll pK|A|$. In fact we count quintuples $(a, b, a', b', c)$ where $c$ is the common center of $\gamma$ and $\gamma'$ (that they share a centre was shown in [22, Lemma 2.2]). The picture in [23, Lemma 3.2] might be helpful.

The number of pairs $(a, c)$ is at most $2|A|$ because $a \in A_\gamma$ for some $\gamma \in \Gamma$ (and knowing $\gamma$ gives $c$) and by Lemma 16

$$\sum_{\gamma \in \Gamma} |A_\gamma| \leq 2 \sum_{\gamma \in \Gamma} |A_\gamma \setminus \bigcup_{\gamma' \neq \gamma} A_{\gamma'}| \leq 2|A|. \quad (22)$$
For each \((a, c)\) there number of admissible \(b\) is at most \(|A_c| \leq K\). For each \((a, b, c)\) there are at most \((p + 1)\) possibilities for \(\ell\) and therefore at most \((p + 1)\) admissible \((a', b')\). Overall there are at most \(2(p + 1)K|A|\) quintuples \((a, b, a', b'c)\) and therefore \(\ll pK|A|\) pairs \((a, b)\) and \((a', b')\).

Via (20) and (21) we get

\[
B_2^*(A) \ll |A|^2 + \sum_{r \neq 0} |S_r|^{3/2} + |A|^{1/2} \sum_{r \neq 0} |S_r| + pK|A|
\]

\[
\leq |A|^2 + \sum_{r \neq 0} |S_r|^{3/2} + |A|^{5/2} + pK|A|
\]

\[
\leq \sum_{r \neq 0} |S_r|^{3/2} + pK|A| + |A|^{5/2}.
\] (22)

We bound the first summand like we did in the proof of Theorem 11.

\[
\sum_{r \neq 0} |S_r|^{3/2} \leq \left( \sum_{r} |S_r| \right)^{1/2} \left( \sum_{r \neq 0} |S_r|^2 \right)^{1/2}
\]

\[
\leq |A|(|A|\mathcal{T}^*(A))^{1/2}
\]

\[
= |A|\left(|A|\left(\mathcal{T}^*(A) - \frac{|A|^3}{p}\right) + \frac{|A|^4}{p}\right)^{1/2}.
\]

By the hypothesis in the statement of the Claim 3, we get

\[
\sum_{r \neq 0} |S_r|^{3/2} \ll |A|^{3/2} \sqrt{T_{2,\text{bal}}^*(A)} + \frac{|A|^3}{p^{1/2}}.
\]

Substituting into (22) yields

\[
B_2^*(A) \ll |A|^{3/2} T_{2,\text{bal}}^*(A)^{1/2} + \frac{|A|^3}{p^{1/2}} + |A|^{5/2} + pK|A|.
\]

Substituting this into (19) yields

\[
T_{2,\text{bal}}^*(A) \ll p^{1/2}|A|^{5/4} T_{2,\text{bal}}^*(A)^{1/4} + p^{1/4}|A|^2 + p^{1/2}|A|^{7/4} + p^{1/2}|A|.
\]

Standard calculations yield the claimed bound on \(T_{2,\text{bal}}^*(A)\).

**APPENDIX: CLIFFORD ALGEBRA COMPUTATIONS**

This section is a short digest of Clifford algebras over fields. We follow Klawitter and Hagemann [21], who give a similar exposition for Clifford algebras over \(\mathbb{R}\). A similar argument also applies to the symmetry group of the sphere, see the Appendix in the paper [34] by the fourth author and Selig.

For a vector space \(V\) with a quadratic form \(Q\), the Clifford algebra \(C\ell(V, Q)\) is the largest algebra containing \(V\) and satisfying the relation that \(x^2 = Q(x)\) for all \(x \in V\), where \(x^2\) is the square of \(x\)
in the algebra. (Recall that an algebra over a field \( \mathbb{F} \) is a ring with a homomorphism from \( \mathbb{F} \) into its center.) We use \( e_0 \) to denote the multiplicative identity of \( \mathcal{C}(V, Q) \); the field \( \mathbb{F} \) is embedded in \( \mathcal{C}(V, Q) \) by \( x \mapsto xe_0 \).

If \( V \) is an \( n \)-dimensional vector space over a finite field \( \mathbb{F} \) of odd characteristic, then there is a basis \( e_1, \ldots, e_n \) of \( V \) such that \( Q(e_i) = \lambda_i \), where \( \lambda_i \) is one of: 0, 1, a non-square. This basis is orthogonal with respect to the bilinear form associated to \( Q \). The Clifford algebra is a \( 2^n \)-dimensional \( \mathbb{F} \) vector space with basis \( e_{i_1 \cdots i_k} \) where \( i_1 < \cdots < i_k \) and \( 0 \leq k \leq n \) defined by

\[
e_{i_1 \cdots i_k} = e_{i_1} \cdots e_{i_k}.
\]

(A.1)

The rules for multiplication in \( \mathcal{C}(V, Q) \) are given by \( e_i e_j = -e_j e_i \) for \( i \neq j \) and \( e_i^2 = \lambda_i \), where \( 1 \leq i, j \leq n \); these rules extend to all of \( \mathcal{C}(V, Q) \) by (A.1) and linearity.

The Clifford algebra \( \mathcal{C}(V, Q) \) splits as a direct sum of exterior products

\[
\mathcal{C}(V, Q) = \bigoplus_{i=0}^{n} \bigwedge^i V
\]

and is \( \mathbb{Z}/2 \)-graded:

\[
\mathcal{C}(V, Q) = \mathcal{C}(V, Q)^+ \oplus \mathcal{C}(V, Q)^-,
\]

where

\[
\mathcal{C}(V, Q)^+ := \bigoplus_{i \equiv 0 \pmod{2}} \bigwedge^i V \quad \text{and} \quad \mathcal{C}(V, Q)^- := \bigoplus_{i \equiv 1 \pmod{2}} \bigwedge^i V.
\]

The dimension of the even subalgebra \( \mathcal{C}(V, Q)^+ \) is \( 2^{n-1} \). We identify \( \bigwedge^0 V \) with \( \mathbb{F} \) and \( \bigwedge^1 V \) with \( V \).

We define two involution of \( \mathcal{C}(V, Q) \). The first, called conjugation, is denoted by an asterisk. For the basis elements of \( V \) we define conjugation by \( e_i^* = -e_i \). We extend conjugation to other basis elements by changing the order of multiplication

\[
(e_{i_1} e_{i_2} \cdots e_{i_k})^* := (-1)^k e_{i_k} \cdots e_{i_2} e_{i_1} \quad 0 \leq i_1 < i_2 < \cdots < i_k \leq n.
\]

Finally, we extend conjugation to \( \mathcal{C}(V, Q) \) by linearity. One can check that \( (ab)^* = b^* a^* \) for an element \( a, b \in \mathcal{C}(V, Q) \). (Notice that if \( a \in \bigwedge^k V \), then \( a^* = (-1)^{(k+1)/2} a \).) For any element \( a \) in \( \mathcal{C}(V, Q) \), the product \( aa^* \) is a scalar. We define the norm of an element \( a \) by \( N(a) = aa^* \); notice that \( N(ab) = N(a)N(b) \).

The second involution of \( \mathcal{C}(V, Q) \), called the main involution, is denoted by \( \alpha \) and defined by \( \alpha(e_i) = -e_i \) and extended to \( \mathcal{C}(V, Q) \) by linearity and the rules for multiplication. The main involution is an algebra automorphism. Clearly \( \alpha \) fixes the even subalgebra \( \mathcal{C}(V, Q)^+ \) and acts by multiplication by \(-1\) on the odd subalgebra \( \mathcal{C}(V, Q)^- \).

Let \( \mathcal{C}^\times(V, Q) \) denote the set of invertible elements of \( \mathcal{C}(V, Q) \), which we call units. If \( a \in V \) and \( N(a) \neq 0 \), then \( a \in \mathcal{C}^\times(V, Q) \), and \( a^{-1} = a^*/N(a) \). The Clifford group associated to \( \mathcal{C}(V, Q) \) is defined by

\[
\Gamma(\mathcal{C}(V, Q)) := \{ g \in \mathcal{C}^\times(V, Q) : \alpha(g)Vg^{-1} \subseteq V \}.
\]
We say that the map \( v \mapsto \alpha(g)v g^{-1} \) is the \textit{sandwich operator} associated to an element \( g \in \Gamma(C\ell(V, Q)) \).

Given a quadratic form \( Q_0 \) on \( \mathbb{F}^2 \) with \( Q_0(e_1) = 1 \) and \( Q_0(e_2) = -\lambda \), let \( SO(Q_0) \) denote the group of rotations preserving \( Q_0 \):

\[
SO(Q_0) := \left\{ \begin{pmatrix} u & v \\ \lambda v & u \end{pmatrix} : u^2 - \lambda v^2 = 1 \right\},
\]

and let \( SF(Q_0) \) denote the group of rigid motions of \( \mathbb{F}^2 \) generated by \( SO(Q_0) \) and the group of translations. If \( \lambda = -1 \), then \( SO(Q_0) = SO_2(\mathbb{F}) \) and \( SF(Q_0) = SF_2(\mathbb{F}) \). The elements of \( SF(Q_0) \) can be represented by matrices of the form

\[
\begin{pmatrix} u & v & s \\ \lambda v & u & t \\ 0 & 0 & 1 \end{pmatrix}.
\] (A.2)

The action of an element of \( SF(Q_0) \) on a vector \((x, y)^T \) in \( \mathbb{F}^2 \) corresponds to matrix multiplication on the vector \((x, y, 1)^T \).

**Proposition A1.** Let \( V = \mathbb{F}^3 \) and define \( Q \) on \( V \) by \( Q(x, y, z) = Q_0(x, y) \), let \( G = (C\ell(V, Q)^+)^\times \) be the group of units of the even subalgebra, and let \( Z \) be its centre. Then \( G/Z \) is isomorphic to \( SF(Q_0) \).

The main idea in this proof is that the set of units in the even subalgebra of \( C\ell(V, Q) \) acts on \( V \) by sandwich operator; this gives us a matrix representation of the group of units, and the dual of the representation is precisely the matrix representation of \( SF(Q_0) \).

**Proof.** By our definition of \( Q \), \( e_1^2 = 1, e_2^2 = -\lambda, e_3^2 = 0 \), \( C\ell(V, Q) \) is spanned by

\[
e_0, e_1, e_2, e_3, e_{12}, e_{13}, e_{23}, e_{123},
\]

and \( C\ell(V, Q)^+ \) is spanned by \( e_0, e_{12}, e_{13}, e_{23} \). If \( g = g_0 e_0 + g_{12} e_{12} + g_{13} e_{13} + g_{23} e_{23} \), then

\[
N(g) = gg^* = g_0^2 - \lambda g_{12}^2.
\]

Thus, if \( g_0^2 - \lambda g_{12}^2 \neq 0 \), the inverse of \( g \) is

\[
g^{-1} = \frac{1}{g_0^2 - \lambda g_{12}^2} g^*.
\]

This determines the group of units explicitly.

One can show by a computation that \( G \) acts on \( V \) by the sandwich product \((g, v) \mapsto gv g^{-1}\) (that is \( G = \Gamma(C\ell(V, Q)^+) \)). In fact, the action of general element \( g = g_0 e_0 + g_{12} e_{12} + g_{13} e_{13} + g_{23} e_{23} \) in \( G \) is given by

\[
ge_{1} g^{-1} = g_0^2 \frac{\lambda}{g_0^2 - \lambda g_{12}^2} e_1 + \frac{-2 g_0 g_{12}}{g_0^2 - \lambda g_{12}^2} e_2 + \frac{-2(g_0 g_{13} + \lambda g_{12} g_{23})}{g_0^2 - \lambda g_{12}^2} e_3,
\]
\[ g e_2 g^{-1} = \frac{-2\lambda g_0 g_{12}}{g_0^2 - \lambda g_{12}^2} e_1 + \frac{g_0^2 + \lambda g_{12}^2}{g_0^2 - \lambda g_{12}^2} e_2 + \frac{2\lambda (g_0 g_{23} + g_{12} g_{13})}{g_0^2 - \lambda g_{12}^2} e_3, \]

\[ g e_3 g^{-1} = e_3. \]

Let \( \rho : G \to \text{GL}(V) \) denote this representation.

The dual representation \( \rho^*(g) := \rho(g^{-1})^T \), where \( T \) denotes the transpose, acts on the dual space \( V^* \), and in the standard basis \( \{f_1, f_2, f_3\} \) on \( V^* \) defined by \( f_i(e_j) = \delta_{ij} \), we have

\[
\rho^*(g^{-1}) = \begin{pmatrix} 
\frac{g_0^2 + \lambda g_{12}^2}{g_0^2 - \lambda g_{12}^2} & -2g_0 g_{12} & -2(\lambda g_{23} + g_{12} g_{13}) \\
-2\lambda g_0 g_{12} & g_0^2 + \lambda g_{12}^2 & 2\lambda (g_0 g_{23} + g_{12} g_{13}) \\
0 & 0 & g_0^2 - \lambda g_{12}^2 
\end{pmatrix}.
\]

(A.3)

The kernels of \( \rho \) and \( \rho^* \) are both equal to the subgroup \( Z := \{g_0 e_0 : g_0 \neq 0\} \).

We wish to show that \( G/Z \) is isomorphic to \( \text{SF}(Q_0) \). By inspection, the image of \( G \) under \( \rho^* \) consists of matrices of the form (A.2), so \( G/Z \) is isomorphic to a subgroup of \( \text{SF}(Q_0) \), so it remains to show that \( \rho^* \) is surjective.

Let \( R \) be the subgroup defined by \( g_{13} = g_{23} = 0 \); the rational parameterisation of the ellipse defined by \( u^2 - \lambda v^2 = 1 \) shows that \( \rho^*(R) \) maps onto the subgroup \( \text{SO}(Q_0) \subseteq \text{SF}(Q_0) \). (By rational parameterisation, we mean the map \( t \mapsto \left( \frac{t^2 + \lambda}{t^2 - \lambda}, \frac{-2t}{t^2 - \lambda} \right) \), which is a bijection from \( \mathbb{F} \) onto \( \{(u, v) : u^2 - \lambda v^2 = 1\} \setminus \{(1, 0)\} \). A similar argument is used by Bennett, Iosevich and Pakianathan [3].)

On the other hand, it is clear that the subgroup \( T \) defined by \( g_0 = 1, g_{12} = 0 \) is bijective with the translation subgroup of \( \text{SF}(Q_0) \). Since these subgroups generate \( \text{SF}(Q_0) \), we see that \( \rho^* \) is surjective.

We have shown more: \( \text{SF}(Q_0) \) is naturally identified with a (Zariski open) subset of \( \mathbb{F}^3 \), and the nature of this identification yields some desirable features. In particular, as in Corollary 6, the set of transformations in \( \text{SF}(Q_0) \) that map a point \( x \in \mathbb{F}^2 \) to a point \( y \in \mathbb{F}^2 \) is a projective line.

Let \( \kappa : \text{SF}(Q_0) \to G/Z \) denote the inverse of \( \rho^* : G/Z \to \text{SF}(Q_0) \). This is the kinematic mapping of Blaschke and Grünwald, who both sought to embed the group of rigid motions in projective space. Let \( \mathbb{F}P^3 \) denote projective three space; we write \([X_0 : X_1 : X_2 : X_3]\) for a typical point of \( \mathbb{F}P^3 \).

**Corollary A2.** There is a bijection \( \kappa : \text{SF}(Q_0) \to \mathbb{F}P^3 \setminus \{X_0^2 - \lambda X_1^2 = 0\} \) such that the image of the rotation subgroup and translation subgroups are projective lines.

Further, for all \( g \in \text{SF}(Q_0) \) there are projective maps \( \phi_g : \mathbb{F}P^3 \to \mathbb{F}P^3 \) and \( \phi^g : \mathbb{F}P^3 \to \mathbb{F}P^3 \) such that for all \( x \in \text{SF}(Q_0) \)

\[ \kappa(gx) = \phi_g(\kappa(x)) \quad \text{and} \quad \kappa(xg) = \phi^g(\kappa(x)). \]
Proof. The even subalgebra $C\ell(V, Q)^+$ is isomorphic to $F^4$ as a vector space, so the projective space $\mathbb{P}(C\ell(V, Q)^+)$ is $F\mathbb{P}^3$. On the other hand, $\mathbb{P}(C\ell(V, Q)^+)$ is just $C\ell(V, Q)^+$ modulo the action of the multiplicative subgroup $Z$, so we have $G/Z \subseteq \mathbb{P}(C\ell(V, Q)^+)$. In fact, $G/Z$ consists of all points $[g_0 : g_{12} : g_{13} : g_{23}]$ such that $g_{20} - \lambda g_{12} \neq 0$.

Since $C\ell(V, Q)^+$ is an $F$-algebra, left and right multiplication are $F$-linear transformations. That is, if $\tilde{\phi}_g(\mathfrak{v}) := g\mathfrak{v}$ and $\breve{\phi}_g(\mathfrak{v}) := \mathfrak{v}g$, then $\tilde{\phi}_g$ and $\breve{\phi}_g$ are linear transformations. It follows that left and right translations in $G/Z$ are projective transformations of $F\mathbb{P}^3$. □
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