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Abstract: While the use of deep neural networks is popular for predicting students’ learning outcomes, convolutional neural network (CNN)-based methods are used more often. Such methods require numerous features, training data, or multiple models to achieve week-by-week predictions. However, many current learning management systems (LMSs) operated by colleges cannot provide adequate information. To make the system more feasible, this article proposes a recurrent neural network (RNN)-based framework to identify at-risk students who might fail the course using only a few common learning features. RNN-based methods can be more effective than CNN-based methods in identifying at-risk students due to their ability to memorize time-series features. The data used in this study were collected from an online course that teaches artificial intelligence (AI) at a university in northern Taiwan. Common features, such as the number of logins, number of posts and number of homework assignments submitted, are considered to train the model. This study compares the prediction results of the RNN model with the following conventional machine learning models: logistic regression, support vector machines, decision trees and random forests. This work also compares the performance of the RNN model with two neural network-based models: the multi-layer perceptron (MLP) and a CNN-based model. The experimental results demonstrate that the RNN model used in this study is better than conventional machine learning models and the MLP in terms of F-score, while achieving similar performance to the CNN-based model with fewer parameters. Our study shows that the designed RNN model can identify at-risk students once one-third of the semester has passed. Some future directions are also discussed.
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1. Introduction

The impact of COVID-19 has led to discussions in the field of information and communications technology (ICT) about the need for more schools to provide online programs, allowing students to learn in flexible and diversified ways. In addition to existing massive open online courses (MOOCs), many online platforms have begun to appear on the market. In these contexts, instructors may have limited information that can be helpful in detecting student attrition due to the lack of face-to-face interactions [1]. As a result, distance education has traditionally been associated with high drop-out rates, low completion rates and low success rates [2,3]. At the same time, one of the advantages of online learning platforms is that learning analytics can produce a large amount of behavioral information. In many ways, digital data may provide more useful and higher quality information compared to data collected through other, more traditional methods [4]. Such data from learning analytics could be used to help researchers provide suggestions for improving the learning experience. If the time students spend on the platform is extended, students’ learning outcomes could be improved; thus, the feasibility of the online open-course business model may be promoted [1]. Therefore, schools and universities have developed private learning
platforms (i.e., learning management systems, LMS) which log students’ learning behaviors and instructors have attempted to utilize these data to improve the overall learning efficacy and to strengthen the students’ adherence to the courses both in online and offline settings [2–4].

For hybrid learning settings (e.g., a mix of online and face-to-face components), Lu et al. [5] developed a model that analyzed students’ online and offline behavior and predicted at-risk students one third of the way into the semester. Based on the analysis of the learning data, the use of the early warning system (EWS) served to predict students who were less likely to succeed before the end of the term. While the “hybrid” EWS could successfully alert students who were at risk of completing a course, at some level, the system still required “manual input” by the instructors in identifying vulnerable students.

However, in a fully online learning setting, the lack of asynchronous communication and interactions between the instructor and students can make it difficult for instructors to discern student success. The use of a system such as the EWS in making accurate predictions can be helpful in identifying problems among students early on. Current research suggests that EWS can be effective in both hybrid and fully online learning settings. The system serves to identify at-risk students and intervene in the early stages of the learning processes so that students have a better chance of completing the course [6].

In recent years, researchers have utilized artificial intelligence (AI) techniques, especially machine learning methods, for automated at-risk student predictions through the EWS [7]. Machine learning techniques have been used to predict students’ performance; however, most approaches do not consider the temporal relations that exist during learning [8]. Hence, this study determines whether we can have better prediction accuracy when temporal information is factored in the learning. Then, the aim of this study is to maintain the accuracy of other studies using deep neural networks (i.e., deep learning) to predict whether students would pass the course and to determine how early the prediction can be made while maintaining sufficient accuracy. Teachers can utilize this EWS in their online courses to more easily detect at-risk students. We believe that the EWS will not only assist teachers but will also help students maintain their learning performance.

The contribution of this article is summarized as follows:

• We developed an assessment of at-risk students based on their online learning behavior and provided information to teachers for devising early intervention strategies to improve students’ concentration in online courses.

• We provide a single, lightweight model that can make weekly predictions by leveraging the characteristics of RNN models, thus contributing to online learning platforms that deploy EWS.

• We conducted an experiment to show the effectiveness of the RNN model and we compare the employed RNN models to other machine learning and deep learning models. The employed RNN models demonstrated satisfactory results when there were few learning features.

The remainder of this article is organized as follows: Section 2 presents a broad review of recent works on EWS, especially the studies that applied machine learning technology. We also discuss their disadvantages. Section 3 introduces the methodology, feature descriptions and model settings applied in this study, followed by details of the experiments and discussions in Sections 4 and 5, respectively.

2. Literature Review

As one of the mainstreams in the field of educational technology, learning analytics has become an influential method for sustaining students’ online learning [9]. The lives of the younger generation are filled with information in their daily digital media digest menu (e.g., social media, podcasting) and their real lives (e.g., jobs, student clubs, school activities), thus highlighting the need for and value of continuously keeping students on track through timely learning analytics reports, such as an EWS [10]. The results of an EWS are formative and can greatly help instructors warn students before they start to fail.
Thus, the value of EWS as one type of learning analytics for the current era when nearly all courses occur online is strong. Learning analytics is defined as “an educational application of web analytics aimed at learner profiling, a process of gathering and analyzing details of individual student interactions in online learning activities” [11]. Many institutions have invested in and customized systems for specific needs. However, the option for investment has not been economic [12]. EWSs are normally built within the learning management system (LMS), where entire courses can be stored and administered online and are supported by various specific instructional needs.

In terms of developing EWS, many studies have applied conventional machine learning models. Bozkurt et al. [13] developed an extensive survey and summarized the research directions for using AI in education into several categories. One of these directions is applying deep learning and machine learning algorithms to online learning processes. Traditional machine learning focuses on the results of algorithms, with more emphasis on mathematical inferences that can be verified or results that can be interpreted by humans. Such learning usually generates rules based on data and has a wide range of applications in different fields, such as computer-assisted teaching [14], score prediction [15], decision systems [16], educational data mining [17–19] and teaching strategies [20]. Moreno-Marcos et al. [7] used machine learning models, including random forests (RFs), generalized linear models, support vector machines (SVMs) and decision trees (DTs), to predict which students were at risk. To attain a high accuracy level, selecting discriminative features and providing sufficient learning data are required. However, the selection of features among different courses varies and the prediction accuracy drops to 0.5–0.7 when only partial learning data are used.

Alternatively, many researchers [21–23] have used the multi-layer perceptron (MLP) model for automated risk prediction. Zeineddine et al. [21] compared the performance between the MLP model and conventional machine learning approaches, such as k-means, k-nearest neighbors, naive Bayes, SVMs, DTs and logistic regression (LR). The authors used 13 features in their study, most of which elaborated on the learners’ knowledge level but not their learning behaviors [21]. The accuracy of their results fell from 56% to 83%. The method proposed by Mutanu et al. [22] reached about 83% accuracy using parameters such as grade point average (GPA) before enrollment. Lee et al. [23] used the online learning behaviors of students before different exams to predict their scores on those exams. The accuracy was about 0.73–0.97 under different model settings.

In recent years, the ability of neural networks has greatly improved due to the development of deep learning techniques. Since deep learning has had many achievements in various fields, such as image recognition and natural language processing [24], some studies have started to adopt deep learning techniques in the educational field. For example, Du et al. [25] proposed a CNN-based model called Channel Learning Image Recognition (CLIR) and provided visualized results to let teachers observe the difference between the at-risk students and other students. In their study, they arranged the learning features each week as a two-dimensional image and applied CNN to make predictions [25]. With the data of 5235 students and 576 absolute features, the recall rate of the CLIR models they proposed was over 77.26%.

When facing incomplete learning data, a common practice is to fill zeros in those missing fields. However, if the provided learning data are accumulated during different learning periods, the performance of the model is drastically reduced even with such operations. To avoid filling in zeros, which may alter the distribution of data, previous studies [21,22,25,26] used the same length of time as the input when training the model. For example, if we want to predict the outcomes of students in the ninth week, we only provide the model with the cumulative nine weeks of data. However, in our opinion, it is not fair to decide whether a student passes or fails based on partial information. If the model is to be used in a real EWS, it should capture students’ learning patterns in that course across the entire semester and make accurate predictions before the end of the semester to identify and help students while they are still learning. Thus, the model used
in this study was trained by providing the complete learning data for the entire semester and tested by only providing learning data over several weeks. By doing so, the model can learn the characteristics of students’ learning behavior throughout the course and make acceptable predictions with partial data.

When applying conventional machine learning, feature engineering (i.e., the selection of effective parameters to be included in the model) may be required to extract important features, while neural networks are much more convenient because they can extract useful features from raw data during the training process. Most studies have used MLP or CNN models for automated at-risk prediction. As the nature of these models tends to ignore the temporal information of raw data, this study chose another classic model: the recurrent neural network (RNN). Thus, this study used RNN in the EWS of online learning courses. RNN was first proposed by Hopfield \[27\] and has had tremendous achievements in natural language processing in recent years, benefiting from improvements in computer hardware \[24,28\]. RNN, the neural network we chose, has the characteristic of remembering time sequence variations. Many studies have proven that the RNN model performs better than the CNN model when analyzing sequential data and there have been discussions about applying RNN models to educational data \[26,29\]. However, these methods still require learning features that may not be provided by existing platforms.

Learning is the accumulation of knowledge. The absorption of previous knowledge impacts the following learning outcomes. However, most conventional machine learning models cannot afford this requirement. Although we can make the model learn from sequential data, these models do not naturally memorize the changes on the timeline. In our opinion, RNNs have the potential to learn students’ learning patterns over time and it is not possible to determine whether students would pass the semester in the first several weeks. Therefore, the model should provide a certain level of confidence of prediction (i.e., probability of failure as the aforementioned) for both the instructors and the students. To achieve this, we trained the network with complete learning data to make it memorize the characteristics of learning behavior at different stages and predict whether students would be at risk at some point in the future. Furthermore, the CLIR experiments were conducted based on numerous subjects and many learning logs. However, for a traditional online platform, it is difficult to collect such a large number of subjects and data. This study found a useful yet effective model that can capture learning patterns in a relatively smaller dataset with fewer learning features. This study also discusses the performance of CLIR on the collected dataset and compares it with RNN models.

In summary, although many researchers have incorporated machine learning or deep learning techniques with the EWS, these methods have some inconveniences. First, some models require many learning samples and features. Second, to make predictions every week, they have to train the individual model each week. This study aims to propose a simple framework that can be more widely applied to most online learning platforms. To achieve this, we use RNNs to explore the following three questions:

- Can RNN correctly predict the learning effectiveness of online course students?
- Can RNN discover at-risk students with incomplete learning data?
- With incomplete learning data, does RNN perform better than other conventional NN and machine learning approaches in terms of predicting at-risk students?

3. Methodology

3.1. Research Flow

Figure 1 shows the flow of this research. First, we collected student learning behavior data on an online course week by week. At the end of the semester, we eliminated students’ data that showed no learning activities in the semester. The remaining data were used to train the RNN model, which was then used to predict the probability of failure in the class each week. Positive predictions indicate that the teacher needs to intervene in the students’ learning conditions.
3. Methodology

3.1. Research Flow

Figure 1 shows the flow of this research. First, we collected student learning behavior across the semester. At the end of the semester, we eliminated students’ data that showed no learning activities in the semester. The remaining data were used to train the RNN model, which was then used to predict the probability of failure in students’ data on an online course week by week. Hence, in our view, the model should be trained by the entire dataset and not partial data used to train the model may not reflect the true learning pattern for the entire semester. In this study, we used students’ final scores as the learning target to train the model. However, this method is unsuitable because the partial data used to train the model may not reflect the true learning pattern for the entire semester. Hence, in our view, the model should be trained by the entire dataset and provide a reliable prediction based on partial data. To achieve this goal, this study adopts the many-to-many structure. The model is 18 units long, corresponding to the 18-week learning features.

3.2. Network Architecture

The RNN architecture has many forms, depending on the application. Figure 2a shows the general network topology of an RNN. Essentially, an RNN takes the output of itself at the last timestamp as part of the input for the current timestamp, which is why the RNN is considered to have “memory.” Based on this architecture, the topology in Figure 2a can be “unfolded” over time to demonstrate the change in network states. An RNN can be divided into four types for prediction according to the relationship of input and output forms: one-to-one, one-to-many, many-to-one and many-to-many. Figure 2b shows a many-to-one type, which is often used for predicting a single result, such as sentiment analysis. Figure 2c shows a many-to-many type, which is typically used for language translation or video classification.

In a nutshell, an RNN model takes the input \( x_t \) at timestamp \( t \) and the hidden states \( h_{t-1} \) at time \( t - 1 \) to compute the hidden state \( h_t \) and output \( y_t \) at time \( t \) using the following equations:

\[
\begin{align*}
    h_t &= \sigma_h(W_h x_t + U_h h_{t-1} + b_h) \quad (1) \\
    y_t &= \sigma_y(W_y h_t + b_y) \quad (2)
\end{align*}
\]

where \( W_h, W_y, U_h, b_h, b_y \) are parameter matrices that can be trained; \( \sigma_h \) and \( \sigma_y \) are activation functions. In this study, \( \sigma_h \) is the hyperbolic tangent \((\tanh)\) function and \( \sigma_y \) is the logistic function, so the output \( y_t \) ranges from 0 to 1, which reflects the probability of whether a student would fail this course.

The EWS should be able to provide predictions only when given partial learning data (e.g., six weeks of learning history). As mentioned in Section 2, when developing the EWS, most previous approaches adopted students’ partial learning data and used students’ final scores as the learning target to train the model. However, this method is unsuitable because the partial data used to train the model may not reflect the true learning pattern for the entire semester. Hence, in our view, the model should be trained by the entire dataset and provide a reliable prediction based on partial data. To achieve this goal, this study adopts the many-to-many structure. The model is 18 units long, corresponding to the 18-week learning period.
class. The test data were less than or equal to 18 weeks to test the performance of the model.
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**Figure 2.** (a) A general RNN structure. (b) Many-to-one RNN structure. (c) Many-to-many RNN structure.

In addition, the course design of the data sources in this study used self-regulated learning and students were not required to take the midterm and final exams in weeks 9 and 18, respectively. Thus, students could have completed the final exam in week 15 and subsequent learning data would not have affected their results for this course. Since we only adopted their data up to the final exam, this would result in inconsistent learning data lengths if students finished their final exam before the 18th week. However, this situation would not affect the learning of RNN model.

This research study tested three popular RNN network structures: simple recurrent network (SRN), which is also known as the Elman Network [30]; long short-term memory (LSTM) [30]; and gated recurrent unit (GRU) [31]. The major difference among these structures is the internal design of hidden units. The input and output formats remain the same. More specifically, the input sequence for training in this study is 18, which corresponds to the students’ learning activities per week. To predict whether students would pass this course, this study used binary cross entropy as the loss function:

\[
\text{loss} = \frac{1}{n} \sum_{i=1}^{n} \left[ y_i \log \hat{y}_i + (1 - y_i) \log(1 - \hat{y}_i) \right]
\]  

(3)

where \(y_i\) is the ground-truth label of the training sample, \(\hat{y}_i\) is the prediction result and \(n\) is the total number of training samples.
3.3. Feature Format

While many previous studies of online platforms have examined numerous learning features to train the model, many existing online platforms do not have such rich information. Hence, this study collected only five features that are often provided by many online platforms: number of video views, number of posts, the time of taking the midterm or final exam and the number of accomplished homework assignments. Table 1 describes the value of each feature. Non-binary features are normalized from zero to one.

Table 1. Feature Description.

| Features                          | Description                                                                                                                                 |
|-----------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Number of views on videos         | The number of times that the video is watched in that week. Only videos that are watched for more than five minutes are considered valid.      |
| Number of posts                   | The number of posts on the designated forum in that week. The number of posts is included in the calculation of the final score, but there is no standard. |
| Has taken midterm                 | A binary value that indicates whether the student has taken the mid-term exam.                                                               |
| Has taken final exam              | A binary value that indicates whether the student has taken the final exam.                                                                  |
| Number of finished homework       | How much homework out of six assignments did the student accomplish?                                                                           |
| assignments                       |                                                                                                                                             |
| Passed (prediction target)        | A binary value that indicates whether the student has passed the course that week.                                                             |

4. Experiments and Discussions

4.1. Data Acquisition and Model Configuration

The data for this study were obtained from a general education course at a university in northern Taiwan. This course is a science course called “Introduction to Artificial Intelligence” and the learners are from all departments in that university. This course is fully online, meaning that all class assignments and exams are taken online. The students can view system announcements, homework and exams, while the teachers of this course can correct homework, set exams, issue announcements and check the learning status of students from their learning logs. The characteristic of this course is that learning progress is completely determined by the students. They can apply for and take the online exam at any time after satisfying certain class requirements. If students do not take exams until the 17th week, they are required to take the test in the last week. The learning data of 234 students from three classes were collected for the experiments. The dataset consisted of 126 males and 108 females. Among those, 34% of male students failed this class compared to 17% of females. Overall, fifty-five students (23%) failed this course, indicating that the distribution of the data is somewhat unbalanced. Figure 3 shows the mean and standard deviation for all students in each dimension at the 3rd, 6th, 9th and 18th week. In general, students who passed this course have higher values than those who failed in all dimensions. However, from Figure 3a, we can see that the value of every feature at the 3rd week is quite small and the standard deviation is very large at the first half of the semester in Figure 3a–c, showing that making predictions at the early stage of the semester from this dataset is challenging.
Figure 3. The accumulated quantities of features at different weeks: (a) 3rd week (b), 6th week (c), 9th week and (d) 18th week.

Because there were only 234 samples in this study, this study used five-fold cross validation to evaluate the performance of all models. That is, 80% of the data (187 students) was used for training and the remaining 20% (47 students) was used for testing. We computed precision, recall, $F_\beta$, TPR and FPR to evaluate the model. The definitions of these metrics are shown as follows:

\[
\text{Precision} = \frac{tp}{tp + fp} \quad (4)
\]

\[
\text{Recall} = \frac{tp}{tp + fn} \quad (5)
\]

\[
F_\beta = \frac{(1 + \beta^2) \times \text{precision} \times \text{recall}}{\beta^2 \times \text{precision} + \text{recall}} \quad (6)
\]

\[
\text{TPR} = \frac{tp}{tp + fn} \quad (7)
\]

\[
FPR = \frac{fp}{fp + tn} \quad (8)
\]
where $tp$ stands for true positives, $tn$ represents true negatives, $fp$ is false positives, $fn$ is false negatives and $\beta$ is a user-defined factor. In the following experiments, $\beta$ was set to 1 to consider precision and recall fairly. $TPR$ stands for true positive rate, which refers to the exact Recall. $FPR$ stands for false positive rate, which represents the proportion of negative samples that are detected as positive.

The numbers of hidden units in the SRN, LSTM and GRU models were all set to 18. All models were trained by 150 epochs and the optimizer was Adam [32]. The proposed method was implemented using Python and the Keras framework [33]. Figure 4 depicts the network structure of the LSTM, CNN and MLP used in this study. Table 2 shows the number of parameters of these networks. It is noticeable that the network structure of MLP and CNN were designed to have a number of parameters close to that of the RNN models.

![Figure 4](image-url)  
**Figure 4.** The network structure of LSTM, CNN and MLP used in this study.

|                        | 1-CLIR | 3-CLIR | SRN   | LSTM  | GRU   | CNN   | MLP   |
|------------------------|--------|--------|-------|-------|-------|-------|-------|
| Number of parameters   | 67,569 | 67,857 | 1111  | 4351  | 3361  | 3955  | 3961  |

4.2. Results

This subsection presents the findings of several analyses to respond to the research questions raised in this study.

4.2.1. Research Question 1: Can RNN Correctly Predict the Learning Effectiveness of Online Course Students?

Table 3 presents the prediction performance of the three RNN models using the complete 18 weeks of data. The threshold for the output $\hat{y}_t$ was set to 0.65. All three models had high accuracy. While the LSTM model had a lower precision rate of 0.76, it had the best recall rate among the three models. Thus, it is not fair to say that the LSTM is worse than the other two models because it depends on the system’s strategy. On the students’ side, we may want a high precision rate, because many low-risk students would be notified.
However, from the teachers’ viewpoint, we seek a high recall rate because we want to discover as many at-risk students as possible. The F-scores of the three models were all above 0.82, proving that the RNN model can be used to predict the learning outcomes of students. We included the other two popular models, MLP and CNN, in Table 3 for comparison.

Table 3. The averaged performance of RNN models when applying complete data.

|        | Accuracy | Precision | Recall | \( F_\beta (\beta = 1) \) |
|--------|----------|-----------|--------|---------------------------|
| SRN    | 0.93     | 0.87      | 0.88   | 0.87                      |
| LSTM   | 0.91     | 0.76      | 0.95   | 0.84                      |
| GRU    | 0.92     | 0.87      | 0.81   | 0.84                      |
| MLP    | 0.91     | 0.72      | 0.89   | 0.80                      |
| CNN    | 0.93     | 0.79      | 0.89   | 0.84                      |

Figure 5 depicts the receiver operating characteristic (ROC) curve of the three RNN models. We can see that the areas under the curve (AUCs) are quite close to each other. However, because the educational data are imbalanced, the ROC curve is affected by the negative samples (i.e., students who passed this course), which form the majority of the dataset. Hence, we conducted another experiment based on the average precision, the results of which are shown in Figure 6. The average precision of SRN, LSTM and GRU were 0.65, 0.77 and 0.68, respectively. From Figure 6, we observe that the LSTM model performed slightly better than the other two RNN models in terms of average precision, showing that the LSTM model performed best among three models in capturing the learning patterns of students who might fail this course.

Figure 5. The ROC of the three RNN models.
Figure 6. The average precision of the three RNN models.

Unlike the studies that use prediction accuracy to evaluate the performance of the model, this study considers the recall rate because educational data tend to be unbalanced, which may affect the accuracy. If students who perform well in class are predicted to be at-risk, there would be no harm. However, if truly at-risk students are missed by the model, we may lose the opportunity to help them, which would defeat the purpose of the EWS.

4.2.2. Research Question 2: Can RNN Discover At-Risk Students with Incomplete Learning Data?

In the first experiment, we verified that the RNN model could be used to estimate students’ learning outcomes. However, the EWS should not rely on the complete data to make predictions. Hence, in this experiment, we demonstrated the performance of RNN models when facing incomplete learning data.

First, the model was trained using the complete 18 weeks of learning data, as in the previous experiment. Then, we tested the trained model with incomplete learning data, ranging from 3 to 15 weeks. Table 4 shows the F-score for the three RNN models. We can see that, when we only provided three weeks of data to the model, the F-score was relatively low. However, as the number of weeks provided increased, the model became stable and the F-score increased. In the 12th week, the performance of the model was almost the same as when complete data were given, proving that the RNN model can correctly identify failure students.

Table 4. The F-score of the RNN models at different weeks.

|          | 3rd Week | 6th Week | 9th Week | 12th Week | 15th Week | 18th Week |
|----------|----------|----------|----------|-----------|-----------|-----------|
| SRN      | 0.44     | 0.51     | 0.56     | 0.55      | 0.63      | 0.87      |
| LSTM     | 0.46     | 0.49     | 0.53     | 0.53      | 0.58      | 0.84      |
| GRU      | 0.46     | 0.5      | 0.52     | 0.55      | 0.63      | 0.84      |

Tables 5–13 show the confusion matrices of the RNN models at the 6th, 9th and 18th weeks. The rows in Tables 5–13 represent the instances in an actual class, while the columns represent the predictions of the model. Please note that, in this study, students who failed this course were regarded as positive samples. Because this study used five-fold cross validation to evaluate the performance of the model, the $fp$, $tp$, $fn$ and $tn$ values of all
confusion matrices are the sum of the test sets in all folds. From these tables, we can see that a lot of passed students were predicted as fail at the 6th week but more than half of the students who failed were recognized by the models. The SRN model had the best F-score at the 18th week. However, for a good EWS, we should put focus on the earliest semester. At the 6th week or the 9th week, the LSTM model had better performance than the other two models. From the results, we suggest to use the LSTM model to predict at-risk students at the 6th week or 9th week.

Table 5. The confusion matrix of SRN at 6th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 36        | 25   |      |
| Pass   | 67        |      | 106  |

Table 6. The confusion matrix of SRN at 9th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 52        | 9    |      |
| Pass   | 73        |      | 100  |

Table 7. The confusion matrix of SRN at 18th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 54        | 7    |      |
| Pass   | 8         |      | 165  |

Table 8. The confusion matrices of LSTM at 6th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 44        | 17   |      |
| Pass   | 74        |      | 99   |

Table 9. The confusion matrices of LSTM at 9th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 55        | 6    |      |
| Pass   | 90        |      | 83   |

Table 10. The confusion matrices of LSTM at 18th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 58        | 3    |      |
| Pass   | 18        |      | 155  |

Table 11. The confusion matrices of GRU at 6th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 38        | 23   |      |
| Pass   | 54        |      | 119  |

Table 12. The confusion matrices of GRU at 9th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 43        | 18   |      |
| Pass   | 60        |      | 113  |
Table 13. The confusion matrices of GRU at 18th week.

| Actual | Predicted | Fail | Pass |
|--------|-----------|------|------|
| Fail   | 50        |      | 11   |
| Pass   | 7         |      | 166  |

4.2.3. Research Question 3: With Incomplete Learning Data, Does RNN Perform Better than Other Conventional NN and Machine Learning Approaches in Terms of Predicting At-Risk Students?

Given that many studies have applied machine learning models to their problems, this study compares the performance of RNN models with that of conventional machine learning models, including LR [30], SVM [30], DT [30], RF [30], MLP [30] and CNN. As these methods are not suitable for analyzing sequential data, in this study, we followed the design protocols of Du et al. [30] and Lee et al. [30]. More specifically, unlike the RNN model, which uses full data to train the model, we trained the model and evaluated its performance using the data for a specific number of weeks (e.g., three weeks). Table 14 presents the F-scores of all models at different weeks. The highest scores at each specific week are marked in bold. We can see that the F-scores of LR, SVM, DT and RF are below 0.5 when the number of weeks is fewer than 18. The neural network models, MLP and CNN, had slightly better performance than conventional machine learning models, but the F-scores are not over 0.51. The MLP model has the best F-score of 0.95 of all models when considering the complete 18 weeks of data. However, taking the entire learning dataset into account is not a good practice in terms of developing an EWS during the learning process of the course. The F-scores for all models are presented week by week in this study (see Figure 7). From Figure 7, we can observe that the RNN-based models surpassed other models after the 6th week. Our results suggest that RNN-based models can be used to identify at-risk students after one-third of the semester. This finding also echoes the conclusions made in [30].

Table 14. Performance comparisons among RNN models and other machine learning models.

|                      | 3rd Week | 6th Week | 9th Week | 12th Week | 15th Week | 18th Week |
|----------------------|----------|----------|----------|-----------|-----------|-----------|
| LR [30]              | 0.34     | 0.35     | 0.36     | 0.36      | 0.39      | 0.79      |
| SVM [30]             | 0.34     | 0.41     | 0.42     | 0.43      | 0.49      | 0.83      |
| DT [30]              | 0.34     | 0.36     | 0.40     | 0.42      | 0.46      | 0.83      |
| RF [30]              | 0.35     | 0.38     | 0.40     | 0.41      | 0.47      | 0.78      |
| MLP [30]             | 0.33     | 0.33     | 0.33     | 0.35      | 0.37      | 0.80      |
| CNN                  | 0.33     | 0.33     | 0.34     | 0.36      | 0.39      | 0.84      |
| SRN                  | 0.31     | 0.49     | 0.53     | 0.58      | 0.63      | 0.86      |
| LSTM                 | 0.38     | 0.47     | 0.51     | 0.54      | 0.59      | 0.82      |
| GRU                  | 0.30     | 0.48     | 0.49     | 0.52      | 0.6       | 0.87      |

A notable observation is that the results for week 18 are significantly better than for other weeks. This is because the design of this course involves self-regulated learning, so we students are not forced to accomplish course activities such as assignments and exams at specific weeks. After examining the dataset, we found that about two-thirds of the students did not complete this course before week 17, which means most learning activities were conducted during week 18. This finding explains why the accuracy of the 18th week in Figure 7 is much better than other weeks. We want to apply this approach to the EWS because, by doing so, we can remind students to maintain a steady learning pace.
Even though LR, SVM, RF, DT, MLP and CNN have high recall rates, the F-scores for the first five weeks are sometimes better than those of the RNN. At this moment, the precision rates of these models are not good, which may cause more problems for the teacher. The students’ performance is not stable enough in the first five weeks, especially in the first three weeks, which is a poor prediction timeframe. Using the F-score, the results of the RNN are better after the sixth week and the accuracy of the most basic model is much better than that of the other models.

For comparison, we reimplemented the CLIR model proposed by Du et al. [30]. In the original study, the experiments comprised 5232 students, 785 of whom failed the course, representing about 15%. They proposed two approaches, the 1-CLIR and 3-CLIR, in their study. The main difference between 1-CLIR and 3-CLIR is the formation of input; 1-CLIR considers only the absolute quantities of learning features, whereas 3-CLIR also considers the ratio of each absolute feature. Du et al.’s [30] study has unspecified settings that are required, including the activation function, padding size and loss function of the model. This study adopted the following settings: We used a sigmoid activation function and the loss function was binary cross-entropy. The reimplemented CLIR model was trained by 20 epochs and the batch size was set to 32 to prevent overfitting problems. Table 15 illustrates the comparisons between the RNN and CLIR models.

Table 15. Comparison between the CLIR model and the RNN model in this study.

|                  | Accuracy | Precision | Recall | \( F_\beta (\beta = 1) \) |
|------------------|----------|-----------|--------|---------------------------|
| 1-CLIR [30]      | 0.60     | 0.56      | 0.54   | 0.55                      |
| 3-CLIR [30]      | 0.71     | 0.74      | 0.37   | 0.53                      |
| SRN *            | 0.67     | 0.41      | 0.67   | 0.53                      |
| LSTM *           | 0.65     | 0.46      | 0.62   | 0.51                      |
| GRU *            | 0.66     | 0.41      | 0.62   | 0.49                      |

*: results are conducted using the first-half semester data.

As shown in Table 8, when training with the data used in this study, 1-CLIR and 3-CLIR had better precision rates than the proposed RNN model, while the RNN models,
SRN, LSTM and GRU had better recall rates. This result differs slightly from the conclusion of the original study, which showed that 3-CLIR had better performance than 1-CLIR. This difference is because the data used in their study contained learning behaviors from different courses and subjects and 3-CLIR can effectively reduce the variation of difficulties among different courses. However, the data used in this study come from the same course, so the advantage of 3-CLIR is not significant. However, regarding their performance, the number of parameters in CILR is over 67,000 in our implementation, while the SRN/LSTM/GRU models have only less than 4400 parameters (see Table 2). Furthermore, the proposed method does not require retraining the model for different weeks, whereas the CLIR model has to train independent models for every week. Thus, the RNN model used in this study is a relatively lightweight yet accurate model for the data in this study.

In general, before the student has completed all the required items, we cannot directly decide whether the student would pass (until the last week of the semester). Hence, no matter which week, the output of the RNN model represents the probability of failure. From Table 3, we can see that, after week six, the prediction F-score reaches 0.49 and steadily increases until the 18th week. Hence, the teacher can use this model to discover at-risk students at the early stages of the semester and try to intervene and help the students.

5. Discussion and Conclusions

Nowadays, neural networks have the potential for use in various applications for analyzing educational data. Various systematic analyses of the EWS for online learning are supported by deep learning techniques. However, some drawbacks are observed. This study attempts to find a “slim” approach to solve the previously mentioned concerns and optimize the overall process and user experience. The proposed method has several advantages: (1) it is a single model that can predict learning outcomes for each week, (2) the model used in this study is lightweight and has fewer parameters than other deep learning-based models and (3) we only consider common features that can be acquired by most online learning platforms, but provide convincing prediction results.

This study utilizes the characteristics of the RNN model for discovering at-risk students in the earlier stage of semesters. This study proves that the RNN model can successfully capture students’ learning patterns over time, indicating that it can be used to predict the learning outcomes of students with high accuracy. Furthermore, for the models SRN, LSTM and GRU, the F-scores range from 0.49 to 0.51 at the sixth week. The F-scores demonstrate a steady increment after that time, showing that the proposed method can be used in an EWS. Further, the performance of the model was also better than that of conventional machine learning models, such as DT and SVM. Comparing with another deep learning-based model, the SRN, LSTM and GRU had better recall rate than the CLIR because they are able to memorize the learning pattern thoroughly. Our results show that the RNN models can capture students’ learning behaviors in a short period and provide predictions in the early stages of the semester. The models used in the study first collected a full semester of students’ learning data and provided reliable predictions for another semester dataset after the first third of the period so that teachers can be notified about those who are at high risk and intervene early to remind students that they need to keep up with the learning or seek academic help.

Even though other models may have better precision or recall rates than RNN models, the proposed framework can also have different precision and recall rates by adjusting the threshold of the prediction probability. A high recall rate implies that the system finds more at-risk students, whereas a high precision rate implies that students who are warned by the system are actually at-risk students. By contrast, a high precision rate usually comes up with a low recall rate, indicating that many at-risk students are missed by the system. In our opinion, the choice of focusing on precision or recall rate depends on the target that the EWS is serving. If the EWS is serving teachers, we could have a higher recall rate because teachers tend to find all at-risk students. However, if the system is designed to
warn students, it should have a higher precision rate to reduce false alarms, which are bothersome for students.

There are several directions for future discussion. First, the data used for the experiments were imbalanced. However, the performance of the model was not significantly affected. Further experiments could apply such a model to a highly imbalanced dataset to see if the prediction accuracy of the model is affected. Second, the experiments in this study were conducted from a general education curriculum; foundation courses could be considered to evaluate the generalizability of the model. Third, our results showed that the students’ learning activities stabilized after six weeks, which was one-third of the semester. Although this finding echoes the results obtained by Owen et al.’s [5] study, future researchers can still try to gain prediction results at other prediction periods by testing the model on other platforms or collecting more learning data. Lastly, future research could apply the EWS to the course in the new semester to see if the failure rate decreases.
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