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Abstract—We study a new stochastic multi-player multi-armed bandits (MP-MAB) problem, where the reward distribution changes if a collision occurs on the arm. Existing literature always assumes a zero reward for involved players if collision happens, but for applications such as cognitive radio, the more realistic scenario is that collision reduces the mean reward but not necessarily to zero. We focus on the more practical no-sensing setting where players do not perceive collisions directly, and propose the Error-Correction Collision Communication (EC3) algorithm that models implicit communication as a reliable communication over noisy channel problem, for which random coding error exponent is used to establish the optimal regret that no communication protocol can beat. Finally, optimizing the tradeoff between code length and decoding error rate leads to a regret that approaches the centralized MP-MAB regret, which represents a natural lower bound. Experiments with practical error-correction codes on both synthetic and real-world datasets demonstrate the superiority of EC3. In particular, the results show that the choice of coding schemes has a profound impact on the regret performance.
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I. INTRODUCTION

The multi-armed bandits (MAB) problem is a simple yet powerful model of sequential decision experiments with an exploration-exploitation tradeoff [1]–[5]. In addition to its practical utility, research on MAB has contributed several impactful principles (e.g., Thompson sampling [4], Gittins index [5], and Optimism in the Face of Uncertainty [1], [6]) that prove to be useful in other related fields as well.

The multi-player version of MAB problems, in which multiple players simultaneously play the bandit game in a fully decentralized fashion, has sparked significant interest recently [7]–[12]. Almost all of the existing works on multiplayer multi-armed bandits (MP-MAB) assume that collisions eliminate the reward on the arm, i.e., if more than one player select the same arm simultaneously, all involved players receive zero reward. This assumption has been largely based on the application of Cognitive Radio (CR) [13]–[15], where it is argued that if multiple secondary users simultaneously attempt to access a channel, the mutual interference causes all communications to fail, leading to a zero reward. In practical CR systems, this is indeed the case for the carrier-sense multiple access with collision avoidance (CSMA/CA) protocol, which is widely used in WiFi [16].

As the communication technologies advance, however, this collisions-lead-to-failed-communication principle may not always hold in modern wireless systems, in which adaptive coding and modulation allows reduced-rate communications to be successful even in the presence of multi-user interference [17]. In other words, for some advanced communication protocols, a better model is to assume that collisions only impair rewards (i.e., reduced-rate but still successful communication) instead of leading to no rewards (i.e., completely failed communication). This new communication paradigm for CR thus motivates the study of a different MP-MAB model in which collisions lead to impaired average rewards, but not necessarily zero [18].

As it turns out, this seemingly simple change of the model adds significant technical challenges to solving the new MP-MAB problem. In the previous model, collisions unequivocally generate constant rewards (i.e., zero) for all involved players, which provides unmistakable, non-random information. As a result, the only uncertainty comes from the original bandit model (the reward of each arm follows an unknown distribution) when there is no collision. In this new model, however, the boundary between collision and non-collision is very murky: collisions only reduce the mean reward but the actual reward is still a random variable generated from this reduced-mean distribution, which adds significant uncertainty to the decision maker.

Another limitation of the prior research is that it mostly considers the collision-sensing model, in which collision events (two or more players simultaneously pull the same arm) are perfectly known to the involved players [9]–[11], [13]–[15]. Nevertheless, in practice collisions are difficult to detect, and the more realistic scenario corresponds to the no-sensing model in which players can only observe the final reward realizations. As has been discussed in the literature [10], [11]. [19], the no-sensing model is regarded as a more difficult MP-MAB problem than the collision-sensing model: not only are the players not allowed to communicate with each other, but they also cannot access the so-called collision indicator, i.e., whether there exist other players who pull the same arm. In other words, all a player can do is, at each time slot, chooses an arm to pull and then observes a (final) reward signal from the arm. Existing literature has reported limited progress for no-sensing MP-MAB, and the known results typically have large regret gaps to the centralized MP-MAB with complete

The work was supported in part by the US National Science Foundation (NSF) under Grant CNS-2002902 and ECCS-2029978, and a Virginia Commonwealth Cyber Initiative (CCI) cybersecurity research collaboration grant.

The authors are with the Charles L. Brown Department of Electrical and Computer Engineering, University of Virginia, Charlottesville, VA 22904, USA. E-mail: {cs7ync, cong}@virginia.edu.
In this work, we study MP-MAB with collision-dependent reward distributions and focus on the no-sensing model. In particular, we claim the following contributions.

- We propose a novel algorithm, called Error-Correction Collision Communication (EC3), that is developed with two novel tools that are traditionally outside the toolbox of multi-armed bandits research: reliable communication over noisy channels, and error-correction coding. We show that these powerful tools lead to novel decentralized MP-MAB algorithms based on error-correction coding, and allow us to analyze their regret with the fundamental limit of the noisy communication channel.

- Under this framework, we adopt error-correction coding to transmit sample reward means with adaptive quantization lengths between players, which results in a communication regret that does not dominate the total regret when the coding rate is chosen properly. The asymptotic regret not only provides a strong performance guarantee for the new model with collision-dependent rewards, but also approaches the natural lower bound of centralized MP-MAB.

- Experiments with practical error-correction codes on both synthetic and real-world datasets demonstrate the superiority of EC3. In particular, the results show that the choice of coding schemes has a profound impact on the regret performance.

The remainder of this paper is organized as follows. Section II gives a brief summary of the related literature. The decentralized MP-MAB problem with the collision-dependent reward model is presented in Section III. We then first describe the implicit communication protocol design in Section IV, and then present the complete EC3 algorithm in Section V. Regret analysis is given in Section VI and extensions are discussed in Section VII. Experimental results are reported in Section VIII followed by the conclusion of the paper in Section IX.

II. RELATED WORK

Collision-sensing MP-MAB: Decentralized stochastic MP-MAB problems, introduced by [13] and [14], disallow explicit communications among players. The collision-sensing model is the most widely studied MP-MAB problem. As the (single-player) stochastic MAB problem is well understood, a natural idea for collision-sensing stochastic MP-MAB is to adopt mature single-player algorithms while avoiding collisions for as much as possible. Examples include Explore-then-Commit [9], UCB [10], [15] and $\epsilon$-greedy [15]. Especially, the Musical Chairs algorithm in [9] achieves a constant regret with a high probability without any player pre-agreement (which can be easily turned into a logarithmic regret in expectation). These algorithms all have sublinear regrets but these regrets are always worse than the centralized MP-MAB regret (which is a natural lower bound for the decentralized setting) by a multiplicative factor $M$, where $M$ is the number of players. This gap is fundamental because the collision-avoidance approach is confined to letting players play $M$ separate single-player MAB games instead of one coordinated game.

As opposed to avoiding collisions, recent advances in decentralized MP-MAB show that performance improvement can be achieved by purposely exploiting collisions to communicate among players. One representative approach is the SIC-MMAB algorithm in [11], which is closely related to our work. It enables players to use forced collisions to communicate collected statistics and coordinate play the MAB game. With a careful coordination in the collision-sensing setting, SIC-MMAB leads to a regret that can approach the centralized lower bound. Similar ideas of using forced collisions are also utilized in [20]–[22] to communicate arm statistics or signal the need of arm switches with heterogeneous reward distributions for each player. More recent works have further explored and enhanced the collision-communication idea. For example, KL-UCB [23] is incorporated in [24], and the heterogeneous setting is investigated in [25]. This idea has also been proved effective in the adversarial MP-MAB setting [26].

No-sensing MP-MAB: The no-sensing model, on the other hand, is much more challenging. Most state-of-the-art works, including Adapted-SIC-MMAB and SIC-MMAB2 in [11] and EC-SIC in [27], utilize the key idea of SIC-MMAB for the settings with zero rewards upon collisions. Specifically, Adapted-SIC-MMAB and SIC-MMAB2 transmit the same information repeatedly and utilize the unmistakable information from non-zero rewards (i.e., no collision) for reliable communication. Nevertheless, Adapted-SIC-MMAB has a dominating communication loss of order $O(\log(T) \log^2(\log(T)))$. To reduce the communication loss, SIC-MMAB2 only shares indices of accepted or rejected arms instead of arm statistics. However, its regret is still worse than the centralized lower bound by a multiplicative factor $M$. EC-SIC [27] uses the idea of coding but also strictly relies on the assumption of zero rewards upon collisions (which results in a much simplified communication scenario as discussed in Section IV). Also, the proposed EC3 does not require prior knowledge of the sub-optimality gap, which is necessary for [27]. Meanwhile, some very recent works [28], [29] have made progress on instance-independent regrets for the no-sensing setting, while the main focus of this paper is on instance-dependent regrets.

Other related works: There is also another line of research in MP-MAB where there are no collisions [30]–[33], but they are under a framework which is completely different from this work and thus are out of the scope of this paper.

III. MP-MAB MODEL AND PROBLEM FORMULATION

In this section, we formulate the problem of decentralized no-sensing MP-MAB with collision-dependent rewards. The model contains a known number of arms $K$ but an unknown number of players $M \leq K$. The players are labeled from 1 to $M$. The time horizon $T$ is known to the player. There is no explicit communication between players, but they are assumed to have a common knowledge of the time (e.g., shared clock for time synchronization). Without collisions, the reward $X^A_k \geq 0$ of arm $k \in [K]$ is sampled from distribution $A_k$ with $\mathbb{E}[X^A_k] = \mu[k] \in [0, 1]$. Upon collisions, arm

1See Section II for a detailed literature review.

2This can be viewed as a primitive form of repetition coding, which will be discussed later.
Assumption 1. A positive lower bound \( \mu_{\text{min}} \) and a non-negative upper bound \( \nu_{\text{max}} \) exist and are known to all players: 
\[
0 \leq \max_{k \in [K]} \nu[k] \leq \nu_{\text{max}} < \mu_{\text{min}} \leq \min_{k \in [K]} \mu[k].
\]

Assumption \( 1 \) formalizes the intuition that collisions reduce the mean reward (e.g., the average signal quality decreases if multiple users share the channel). We immediately emphasize that this only applies to the mean reward, but not necessarily to the realized reward. The support of collision rewards and no-collision rewards may still overlap. Similar assumptions about \( \mu_{\text{min}} \) have been commonly used in the literature of no-sensing MP-MAB \( [11], [34] \) with zero rewards for collisions, where \( \nu_{\text{max}} \) is naturally 0.

The notation of regret can be generalized from the single-player setting \( [35] \) to MP-MAB, with respect to the best allocation of arms, as:
\[
R(T) := T \sum_{m \in [M]} \mu(m) - \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{m \in [M]} r_m(t) \right],
\]
where \( \mu(j) \) is \( j \)-th ordered statistics of \( \mu \), i.e. \( \mu(1) \geq \mu(2) \geq \cdots \geq \mu(K) \). A similar notion is also applied to the impaired rewards upon collisions as \( \nu[j] \). The goal of the players is to minimize the regret \( R(T) \), which equivalently maximizes the obtained rewards.

The collision-dependent MP-MAB model has not been well studied for both collision-sensing and no-sensing settings. However, with the perfectly known collision indicator in the collision-sensing setting, collision-dependent reward does not fundamentally change the problem from the model with zero rewards for collisions. Thus, we focus on explaining the algorithm design and the companion regret analysis for the more challenging no-sensing setting, and highlight the necessary modifications when applied to collision-sensing in Section \( \text{VII-A} \).

### IV. IMPLICIT COMMUNICATION FOR COLLISION-DEPENDENT MP-MAB

One of the core ingredients of EC3 is the implicit communication protocol via purposely instigated collisions. We detail this idea for the collision-dependent MP-MAB model, and then present the overall EC3 in the next section, in which this communication protocol is a key component.

#### A. Implicit Communication

The implicit communication protocol for collision-dependent MP-MAB is a generalization of the methods in \( [11], [27] \), and is illustrated in Fig. 1 for a two-player two-arm example. The key idea is that both players, based on some prior synchronization mechanism to be explained later, take predetermined turns (Player 1 first transmits, and then Player 2 transmits) to communicate by having the “receive” player sample her own communication arm (without loss of generality we assume the same index of player and her communication arm, i.e., arm \( m \) for player \( m \)) and the “send” user either pull (create collision; bit 1) or not pull (create no collision; bit 0) receiver’s communication arm to convey one bit information. Doing so sequentially over a fixed duration of time slots would convey a bit sequence \( b \) of the same length between the two players, if the collision indicator is perfectly known. For a player that is not engaged in the current peer-to-peer communication, she keeps pulling her communication arm to avoid interrupting other ongoing communications. The general send and receive protocols for an arbitrary player \( m \) to communicate a message \( b \) of length \( l_b \) to player \( n \) are given in Algorithm \( 1 \) and Algorithm \( 2 \) respectively. In this way, players can share individual arm statistics with each other so that they can explore the arms cooperatively.

![Fig. 1. Illustration of implicit communication for MP-MAB.](image)
Algorithm 1: Send
\begin{algorithmic}
\State Input: sender index \( m \), receiver index \( n \), bit sequence to send \( b \)
\For {\( l = 1, \ldots, l_b \)}
\If {\( b[l] = 1 \)}
\State Pull arm \( n \) \Comment{Collision: send bit 1}
\Else
\State Pull arm \( m \) \Comment{No collision: send bit 0}
\EndIf
\EndFor
\end{algorithmic}

Algorithm 2: Receive
\begin{algorithmic}
\State Input: receiver index \( n \)
\For {\( l = 1, \ldots, l_b \)}
\If {\( \eta_r(t) = 1 \)}
\State Pull her own communication arm \Comment{Collision: receive bit 1}
\Else
\State \( b[l] \leftarrow 0 \) \Comment{No collision: receive bit 0}
\EndIf
\EndFor
\State Output: received bit sequence \( b \)
\end{algorithmic}

B. Reliable Communication with Error-Correction coding

In the no-sensing setting\(^5\), collisions cannot be perceived without error, which poses a challenge for implicit communication. In the previous literature where collisions always lead to zero rewards, any observed reward that is strictly larger than 0 can be received as bit 0 error-free, which means that error can happen in only one direction (0-to-1 error)\(^6\). However, this is no longer true for collision-dependent rewards, where two-way errors between bit 1 and 0 may happen. This generalization results in that previous no-sensing solutions proposed in\(^[11, 27]\) cannot be trivially extended to the current collision-dependent reward model.

Luckily, having an error-free communication is not the ultimate goal – the objective is to have sufficiently reliable communication to share arm statistics so that the regret caused by communication errors does not dominate the overall regret. With this in mind, we model no-sensing implicit communication as the reliable communication over noisy channels problem\(^[36]\), and leverage its fundamental limit\(^[37]\) to establish the optimal regret scaling. Specifically, communications on arm \( k \) is modeled as transmission over a binary channel in Fig. 2 denoting \( N'(L) \) as the block length of the optimal code without feedback that can transmit a message of length \( L \) with an error probability \( P_e \leq 1/\Omega \), it holds that

\[
N'(L) \leq \min \left\{ \frac{L}{C-\varphi}, \frac{\log(T)}{E_r(T)(C-\varphi)} \right\},
\]

where \( E_r(R_c) \) is the random coding error exponent that depends on the coding rate \( R_c \) and the channel model.

Corollary 1. For the binary memoryless channel described in Fig. 2 denoting \( N'(L) \) as the block length of the optimal code without feedback that can transmit a message of length \( L \) with an error probability \( P_e \leq 1/\Omega \), it holds that

\[
N'(L) \leq \min \left\{ \frac{L}{C-\varphi}, \frac{\log(T)}{E_r(T)(C-\varphi)} \right\},
\]

where \( E_r(R_c) \) is the random coding error exponent that depends on the coding rate \( R_c \) and the channel model.

result. We thus first approach the algorithm design from the optimal scheme that no code can beat, and then evaluate practical coding choices. An important result of channel coding for communication over a noisy channel, known as the random coding error exponent\(^[37]\), is fundamental to our problem.
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V. EC3 ALGORITHM DESIGN

The EC3 algorithm is compactly described in Algorithm 3. It can be divided into four phases: initialization phase, exploration phase, communication phase, and exploitation phase, as illustrated in Fig. 4. The purpose of the initialization phase is to estimate the unknown $M$ with a sequential hopping protocol, for all players. Thus, if $M$ is known a priori, this phase can be skipped entirely. After the initialization phase, the EC3 algorithm iterates between exploration and communication phases, whose details are presented subsequently, until all the optimal $M$ arms have been found and are allocated to players. After the allocation is made, each player fixates on her allocated arm and enters the exploitation phase where she always plays this arm until the end of $T$, with no further communication.

![Algorithmic structure of EC3.](Image)

It is essential to note the importance of synchronization in EC3, i.e., all players enter each phase at the same time (or at least with high probability). Also, in order to improve the communication efficiency, a server-client structure is adopted such that player 1 serves as the leader and other players as followers.

**Algorithm 3 The EC3 Algorithm**

Input: $T$, $K$, $\nu_{\text{init}}$, $\nu_{\text{max}}$, $\sigma$, player index $m$

1: Initialize $p ← 1$; active arms set $K_p ← [K]$; exploration sequence $E_p^m ← \{m, m+1, \ldots, K, 1, \ldots, m-1\}$; exploration time $T_{p-1} ← 0$; accepted arms set $A ← \emptyset$; rejected arms set $R ← \emptyset$

   ▷ Initialization phase

2: $M ← \text{Estimate}_M ()$; $M_p ← M$

   ▷ Exploration phase

3: while $|E_p^m| > 1$ do

   4: Pull arms following the order of the exploration sequence $E_p^m$ each for $2^p [\sigma^2 \log(T)]$ times

   5: Update sample mean $\hat{\mu}_p^m[k]$, $\forall k \in K_p$

   ▷ Communication phase

6: $T_p ← T_{p-1} + M_p 2^p [\sigma^2 \log(T)]$; $B_{T_p} ← \sqrt{2^p \log(T)}$

7: $Q_p ← \log_2 \left( \frac{1}{B_{T_p}} \right)$; $L_p ← 1 + Q_p$

8: if $m = 1$ then

9: $(M_{p+1}, K_{p+1}, E^1_p) ← \text{Leader}()$

10: else

11: $(M_{p+1}, K_{p+1}, E^m_p) ← \text{Follower}()$

12: end if

13: $p ← p + 1$

14: end while

   ▷ Exploitation phase

15: Pull the only element in $E^m_p$ until the end of $T$ time slots

A. Initialization Phase

The initialization phase takes the spirit from [11] and is presented here for completeness. It consists of two parts. In the first part, each player $m$ fixates on arm $m$ and sends a coded bit 1 to the leader on arm 1 sequentially, and the leader keeps receiving potential bits 1 from arm 2 to arm $K$. Then, the leader transmits the estimated $M$ to all the followers. After this phase, all the players are aware of the number of players $M$ and Lemma 1 guarantees that this estimation is correct with a high probability. The initialization algorithm (Estimate_M) for the leader is shown in Algorithm 4; refer to [11] for more details.

**Algorithm 4 Estimate_M (Leader)**

1: Initialize $M ← 1$

2: for $k = 2, \ldots, K$ do

3: $G ← \text{Decoder(Receive}(k, \text{coded bit 1 or 0 signal}))$

   ▷ Receive signal from the potential player on arm $k$

4: if $G = 1$ then

5: $M ← M + 1$

6: end if

7: end for

8: for $m = 2, \ldots, M$ do

9: $\text{Send}(1, m, \text{Encoder}(M))$ ▷ Send the estimated $M$

10: end for

B. Exploration Phase

In the exploration phases, players are categorized as active or inactive. The active players are those who have not been allocated with a specific arm yet, and they are in charge of exploration. The inactive players have already been allocated with previously declared optimal arms, and they fixate on those arms. In the $p$-th exploration phase, we define $M_p$ as the set of active players, whose cardinality is $M_p$. Similarly, active arms $K_p$, with cardinality $K_p$, are defined as the set of arms that have not been decided to be optimal or sub-optimal yet.

In phase $p$, the active arms are ordered according to the player index $m$ in the exploration sequence $E_p^m$ for all the active players $m \in M_p$. Following the order in $E_p^m$, active players sequentially hop among the active arms for total $K_p 2^p [\sigma^2 \log(T)]$ time steps. Thus, each active arm is pulled $2^p [\sigma^2 \log(T)]$ times by each active player. For inactive players, their exploration sequences are of the same length as the ones for active players but consist of only the arm indices on which they have fixated. With player synchronization and distinct exploration sequences, these explorations are collision-free and sample means of no-collision distributions are collected by the active players. We denote the sample mean collected by player $m$ for arm $k$ after phase $p$ as $\hat{\mu}_p^m[k]$.

We note that the choice of exploration length $K_p 2^p [\sigma^2 \log(T)]$ in EC3 is expanded by a factor of $[\sigma^2 \log(T)]$ compared to SIC-MMAB in [11]. This expansion is crucial in achieving a sublinear regret in the no-sensing setting, as it decreases the overall number of the communication phases (see Section V.C) while maintaining their efficiency. With this exploration protocol, any active arm $k \in [K_p]$ is pulled $T_p = \sum_{m=1}^M T^m_p = \sum_{q=1}^p M_q 2^p [\sigma^2 \log(T)]$ times by all the players up to phase $p$, where $T^m_p$ denotes the number of pulls that player $m$ (active or inactive) has performed on this active arm $k$ up to phase $p$. 

Algorithm 5 Leader
\[ \triangleright \text{Receive and update arm statistics} \]
1: for \( i = 2, \ldots, M \) do
2: \( \forall k \in K_p, \bar{\mu}_i[k] \leftarrow \text{Decoder}(\text{Receive}(i, \text{coded} \bar{\mu}_i[k])) \)
3: end for
4: \( \forall k \in K_p, \bar{\mu}_i[k] \leftarrow \sum_{m=1}^{M_p} B_T \mu_p^m[k] \cdot T_p/T_p \)
\[ \triangleright \text{Arm acceptance and rejection} \]
5: \( R_p \leftarrow \text{all arms} k \in K_p \text{ satisfying} \)
6: \( \{(j \in K_p) [\bar{\mu}_i[j] - 2B_T \geq \bar{\mu}_i[k] + 2B_T] \} \geq M_p \)
7: \( A_p \leftarrow \text{all arms} k \in K_p \text{ satisfying} \)
8: \( \{(j \in K_p) [\bar{\mu}_i[j] - 2B_T \geq \bar{\mu}_i[k] + 2B_T] \} \geq K_p - M_p \)
\[ \triangleright \text{Transmit accepted and rejected arms} \]
9: \( \text{Send}(1, i, \text{Encoder}([A_p, R_p])) \) for \( i = 2, \ldots, M \)
10: if \( M \leq |A| \) then
11: \( E_{m+1} \leftarrow \{A[M]\} \)
12: else
13: \( M_{p+1} \leftarrow M - |A| \)
14: \( E_{m+1} \leftarrow \{K_{p+1}[1], \ldots, K_{p+1}[|K_{p+1}|]\} \)
15: end if

Algorithm 6 Follower
\[ \triangleright \text{Transmit arm statistics} \]
1: \( \text{Quantize} \bar{\mu}_i^m[k] \text{ by } L_p \text{ bits into } \mu_i^m[k], \forall k \in K_p \)
2: \( \forall k \in K_p, \text{Send}(m, i, \text{Encoder}(\bar{\mu}_i^m[k])) \)
\[ \triangleright \text{Receive and accepted rejected Arms} \]
3: \( [N_i, N_i] \leftarrow \text{Decoder}(\text{Receive}(m, \text{coded} [A_p, R_p])) \)
4: \( [A_p, R_p] \leftarrow \text{Decoder}(\text{Receive}(m, \text{coded} [A_p, R_p])) \)
\[ \triangleright \text{Determine exploration set for the next phase} \]
5: \( \bar{\mathcal{A}} \leftarrow \bar{\mathcal{A}} \cup A_p; \bar{\mathcal{R}} \leftarrow \bar{\mathcal{R}} \cup R_p; K_{p+1} \leftarrow K_p \setminus (A_p \cup R_p) \)
6: if \( M - m + 1 \leq |A| \) then
7: \( E_{m+1}^p \leftarrow \{A[M - m + 1] \} \times K_{p+1} \)
8: else
9: \( M_{p+1} \leftarrow M - |A| \)
10: \( E_{m+1}^p \leftarrow \{K_{p+1}[m], \ldots, K_{p+1}[K_{p+1}[1], \ldots, K_{p+1}[m - 1]\} \)
11: end if

C. Communication Phase

After each exploration phase, all the players, including the inactive ones, share arm statistics via collisions in the communication phase. The subroutines for communication are described in Algorithms 5 and 6 for the leader and followers, respectively. The followers encode and send their collected statistics of active arms, i.e., the sample mean of collected rewards \( \bar{\mu}_p^m[k] \), to the leader. The leader decodes the messages and uses the information from all the players to determine the sets of accepted and rejected arms, and then sends back these two sets to the followers. Note that all of these pairwise communications utilize the implicit communication protocol described in Section V.

Another important feature, besides the error-correction coding, is the careful algorithmic choice to control the communication regret at or below the order of regret caused by the exploration phases. This is achieved by transmitting the quantized sample means, denoted as \( \bar{\mu}_p^m[k] \), with an adaptive quantization length. This adaptive quantization length is selected such that the quantization error does not dominate the current sampling uncertainty. Specifically, by adopting \( B_T = \sqrt{\frac{2q^2 \log(T)}{T_p}} \) as the confidence bound for the sample means at phase \( p \) (which will be proved to be effective in the regret analysis), the quantization length can be chosen as \( L_p = 1 + Q_p \), with 1 bit representing the integer part and \( Q_p = \lfloor \log_2(\frac{1}{B_T}) \rfloor \) bits representing the decimal part. With this quantization length, the quantization error satisfies \( 2^{-q} \leq B_T \), which does not dominate the sampling uncertainty. In other words, with non-dominating quantization errors, sample means can be reconstructed at the leader with approximately the same accuracy.

After receiving quantized sample means from followers, arm acceptance and rejection are performed by the leader with the aggregated sample means \( \bar{\mu}_i[k] = \frac{1}{T} \sum_{m=1}^{M_p} \bar{\mu}_p^m[k] \). An arm \( k \) is accepted (added to the accepted set \( A_p \)) if it is among the top-\( M_p \) active arms with high probability, which is characterized by
\[ \{(j \in K_p) [\bar{\mu}_i[j] - 2B_T \geq \bar{\mu}_i[k] + 2B_T] \} \geq K_p - M_p. \]
Similarly, arm \( k \) is rejected (added to the rejected set \( R_p \)) if
\[ \{(j \in K_p) [\bar{\mu}_i[j] - 2B_T \geq \bar{\mu}_i[k] + 2B_T] \} \geq M_p, \]
which means that there are at least \( M_p \) active arms that are better than \( k \) with a high probability. Note that the overall confidence bound used in arm acceptance and rejection is \( 2B_T \), which consists of the sampling uncertainty and quantization error. The analysis in Section VI shows that the designed adaptive quantization length maintains a high probability of success for accepting and rejecting arms.

The set of accepted and rejected arms are then sent back to the followers, who then determine the exploration sequence for the next phase, i.e., \( E_{m+1}^p \). Once there are at least \( M \) accepted arms, players begin the exploitation phase and no longer communicate afterwards.

VI. Theoretical Analysis

This section provides a theoretical analysis of the proposed algorithm. The overall regret for the EC3 algorithm can be decomposed as \( \mathcal{R}(T) = \mathcal{R}^{\text{init}} + \mathcal{R}^{\text{expl}} + \mathcal{R}^{\text{comm}} \). The first, second and third terms respectively refer to the regret caused by the initialization, exploration and communication phases. The overall regret of EC3 in the no-sensing setting is given by Theorem 6. Each component regret is subsequently analyzed. The following proofs are presented under the no-sensing setting, which can be easily converted to the collision-sensing setting discussed in Section VII-A. Note that in the analysis, \( \sigma \) is assumed to be 1 in order to give a better illustration of the regret; the proofs can be easily extended to any arbitrary value of \( \sigma \).
Theorem 2 (No-sensing regret). The regret of the no-sensing EC3 algorithm is upper bounded as
\[
R_{\text{ns}}(T) \leq 113 \sum_{k > M} \frac{8\sqrt{6} \log(T)}{\mu(M) - \mu(k)} \\
+ 2 \log_2 \left(\frac{8\sqrt{6}}{\Delta}\right) M^2 K \Delta_c \cdot (L_H) \\
+ \left(4 M^2 \log_2 \left(\frac{8\sqrt{6}}{\Delta}\right) + 2MK + M^2 K\right) \Delta_c \cdot (\log_2(K)) \\
+ 6M^2 K \Delta_c \cdot \log_2(T),
\]
where \(\Delta = \mu(M) - \mu(M+1)\), \(N'(L) = O(\log(T))\) is defined in Corollary 2, \(\Delta_c = \mu(1) - \nu(K)\) and \(L_H = 1 + \log_2 \left(\frac{8\sqrt{3}}{\Delta}\right)\). Furthermore, the instance-independent regret of the no-sensing EC3 algorithm is upper bounded as
\[
R_{\text{ns}}(T) \leq O \left(K \sqrt{T \log(T)} \right).
\]

We note that the parameter \(\Delta_c \leq 1\) in Theorem 2 represents a general upper bound for collision loss per step, e.g., for communications, and discussions on a more precise arm-specific characterization can be found in Section VII-E.

Corollary 2. The asymptotic upper bound of the no-sensing EC3 algorithm can be derived as
\[
R_{\text{ns}}(T) \leq O \left(\sum_{k > M} \frac{\log(T)}{\mu(M) - \mu(k)} + M^2 K \Delta_c \log_2 \left(\frac{1}{\Delta_c}\right) \frac{1}{E_p(C - \varphi)} \right),
\]
where \(\varphi\) is an arbitrary constant in \((0, C)\).

To understand the upper bounds in Theorem 2 and Corollary 2, it is instrumental to compare the regret with the lower bound. As proven in [38], the performance of any consistent algorithm \(\phi\) for the corresponding centralized MP-MAB model satisfies:
\[
\liminf_{T \to \infty} \frac{R^\phi(T)}{\log(T)} \geq \sum_{k > M} \frac{\mu_i(M) - \mu_i(k)}{\kappa(\mu_i(k), \mu_i(M))},
\]
where \(\kappa(\mu_i(k), \mu_i(M))\) denotes the KL-divergence between the two corresponding reward distributions. Eqn. (3) naturally serves as a lower bound for the decentralized MP-MAB problems with collision-dependent rewards. We note that the exploration loss is of the same order \(\mu_i^\star\) as Eqn. (5) and only an additional regret term in Eqn. (2) is introduced, referring to the initialization and communication regret caused by the nature of decentralization and no-sensing. Hence, we conclude that EC3 algorithm for the no-sensing setting is order-optimal.

We also note that compared with collision-eliminated rewards [11], [27], collision-dependent rewards have the following effects on the regret bound in Theorem 2. First, as stated in Section IV-B, the coding length \(N'(\cdot)\) is characterized by the worst-case \(\mu_{\min}\) and \(\nu_{\max}\), which is unique in the collision-dependent reward setting. Also, the parameter \(\Delta_c\) indicates that although collisions happen during communications, some reduced rewards can still be collected (instead of zero reward in the collision-eliminated reward setting).

The remainder of this section is dedicated to the proof of Theorem 2. To accomplish this, we first define the typical event as the success of initialization, communication and exploration throughout the entire horizon \(T\). More specifically, we define three events:
\[
A_1 = \{\text{all players estimate } M \text{ correctly}\};
\]
\[
A_2 = \{\text{all communication messages are decoded correctly}\};
\]
\[
A_3 = \{\bar{\mu}_p[k] - \mu[k] \leq 2B_{r_{p}} \text{ holds, } \forall k \in K_p, \forall p\}.
\]

We use \(P_s\) to denote the probability that the typical event, which is \(A_1 \cap A_2 \cap A_3\), happens. The regret caused by the atypical event can be simply upper bounded by a linear regret \(MT\Delta_c\). Then the result of Theorem 2 can be proved by controlling \(P_s\) to balance both events. We give the detailed proof for the no-sensing regret below. In addition, the proofs of all lemmas, except Lemma 2, can be found in Appendix C to [H].

A. Initialization Regret

The initialization phase can be viewed as \(2K\) communications; hence the regret can be bounded as follows.

Lemma 1. Denote \(P_1 = \mathbb{P}\{A_1\}\). Then \(P_1 \geq 1 - \frac{M + K}{T}, \) and the regret of initialization phase is bounded as:
\[
R_{\text{init}}^\text{ns} \leq 2MKN'(\log_2(K))\Delta_c.
\]

B. Exploration Regret

The exploration regret is characterized as follows.

Lemma 2. 1) Denote \(P_2 = \mathbb{P}\{A_1 \cap A_2 \cap A_3\}\) as the probability of the typical event. Then it holds that
\[
P_2 \geq 1 - \frac{6MK \log_2(T)}{T}.
\]

2) Conditioned on the typical event, the regret of exploration phase is bounded as:
\[
R_{\text{expl}}^\text{ns} \leq 113 \sum_{k > M} \min \left\{ \frac{8\sqrt{6} \log(T)}{\hat{\mu}_i(M) - \hat{\mu}_i(k), \sqrt{T \log(T)}} \right\}.
\]

Proof. Based on the optimal error-correction code (in the sense of error exponent) in Corollary 1, we first show that event \(A_2\) happens with a high probability.

Lemma 3. Denoting \(P_r = \mathbb{P}\{A_2\}\), we have
\[
P_r \geq 1 - \frac{3MK \log_2(T)}{T}.
\]

Next we analyze event \(A_3\), which indicates the estimations of all arms reconstructed by the leader are within the confidence interval of \(2B_{r_{p}}\) at all phases, in the following lemma.

Lemma 4. Denoting \(P_c = \mathbb{P}\{A_3\}\), it can be bounded as
\[
P_c \geq 1 - \frac{2MK \log_2(T)}{T}.
\]

Combining \(P_1\), \(P_r\) and \(P_c\), the probability \(P_s\) as defined in Theorem 2 can be obtained and the number that an arm is pulled before being accepted or rejected is controlled as:
Lemma 5. Conditioned on the typical event, every optimal arm $k$ (i.e., the top-$M$ arms) is accepted after at most \( \frac{384 \log(T)}{(\mu[k] - \mu[M+1])^2} \) pulls, and every sub-optimal arm $k$ is rejected after at most \( \frac{384 \log(T)}{(\mu[k] - \mu[M])^2} \) arm pulls.

Since the exploration phases are collision-free in the typical event, the exploration regret can be decomposed as \[ R_{\text{expl}} = \sum_{k > M} \left( \mu(M) - \mu(k) \right) T_{(k)}^\text{expl}(T) \]
\[ + \sum_{k \leq M} \left( \mu(k) - \mu(M) \right) \left( T^\text{expl} - T_{(k)}^\text{expl}(T) \right) , \] (4)
where \( T^\text{expl} \) is the overall time of exploration and exploitation phase and \( T_{(k)}^\text{expl}(T) \) is the number of time steps where the $k$-th best arm is pulled during these two phases. Based on Lemma 3, these two terms can be bounded as:

Lemma 6. Conditioned on the typical event, the following two results hold simultaneously:

1) For a sub-optimal arm $k$, \( (\mu(M) - \mu[k])T_{(k)}^\text{expl}(T) \)
\[ \leq 20 \min \left\{ \frac{8\sqrt{6} \log(T)}{\mu(M) - \mu[k]} \sqrt{T \log(T)} \right\} ; \]
2) \( \sum_{k \leq M} (\mu(k) - \mu(M)) (T^\text{expl} - T_{(k)}^\text{expl}(T)) \)
\[ \leq 93 \left( \sum_{k > M} \min \left\{ \frac{8\sqrt{6} \log(T)}{\mu(M) - \mu[k]}, \sqrt{T \log(T)} \right\} \right) . \]

Finally, Lemma 2 can be proved by combining Eqn. 4 and Lemma 6.

C. Communication Regret

The key result for the communication phases is that their regret does not dominate the overall regret, thanks to the expanded length of each exploration phase and the adaptive quantization length of arm statistics, as stated in Lemma 7.

Lemma 7. Conditioned on the typical event, the regret of the communication phase is bounded by:
\[ R_{\text{comm}} \leq 2 \log_2 \left( \min \left\{ \frac{8\sqrt{6}}{\Delta} \sqrt{T} \right\} \right) M^2 KN (L_H) \Delta_c \]
\[ + M^2 \left( \log_2 \left( \min \left\{ \frac{8\sqrt{6}}{\Delta} \sqrt{T} \right\} \right) + K \right) N'(\log_2(K)) \Delta_c , \]
where \( L_H = 1 + \left\lfloor \log_2 \left( \min \left\{ \frac{8\sqrt{3}}{\Delta} \sqrt{T} \right\} \right) \right\rfloor \).

Note that \( \log_2 \left( \min \left\{ \frac{8\sqrt{6}}{\Delta} \sqrt{T} \right\} \right) \) becomes constant when $T$ is sufficient large. With \( N'(L) = O(\log(T)) \), asymptotically, the communication regret has an order of \( O(\log(T)) \), which is the same as the regret of other phases.

D. Putting Everything Together

We are now in the position to analyze the overall regret of EC3. With probability \( P_s \), the typical event happens and the regret \( R_s \) is the sum of the regret of \( R_{\text{init}}, R_{\text{comm}} \) and \( R_{\text{expl}} \) as analyzed in Lemma 1, 2, and 7 respectively. With probability \( 1 - P_s \), the atypical event happens and the regret can be linearly upper bounded as \( R_f = MT\Delta_c \). Finally, the overall regret is the average of these two terms as
\[ R(T) = P_s R_s + (1 - P_s) R_f \]
\[ \leq R_{\text{init}} + R_{\text{expl}} + R_{\text{comm}} + 6M^2K\Delta_c \log_2(T). \]
Plugging in Lemmas 1, 2, and 7, Theorem 2 is proven.

VII. Extensions and Enhancements

A. Collision-sensing model

Although the proposed EC3 algorithm is primarily for non-sensing MP-MAB with collision-dependent rewards, it can be trivially extended to handle the collision-sensing counterpart. For the sake of completeness, we hereby highlight the necessary changes to EC3 for it to work in the collision-sensing setting, and present the corresponding regret analysis.

1) Algorithm design: In the collision-sensing model, the same EC3 design can be applied with the exception that error-correction coding is no longer necessary. Adaptively quantized sample means can be directly transmitted via forced collisions. Algorithms 3, 4, 5, and 6 can be applied to the collision-sensing setting by removing the functions Encoder() and Decoder().

2) Regret analysis: The following theorem for the regret of EC3 in the collision-sensing setting can be similarly derived by following the steps for Theorem 2 but omitting the loss caused by coding in the initialization and communication phases.

Theorem 3 (Collision-sensing regret). The regret of the collision-sensing EC3 algorithm is upper bounded as
\[ R_c(T) \leq 113 \sum_{k > M} \frac{8\sqrt{6} \log(T)}{\mu(M) - \mu[k]} \]
\[ + 2M^2K \log_2 \left( \frac{8\sqrt{6}}{\Delta} \right) \Delta_c + 4M^2 \log_2 \left( \frac{8\sqrt{6}}{\Delta} \right) \Delta_c \]
\[ + M^2K \Delta_c + 2MK \Delta_c + 2M^2K \Delta_c \log_2(T) . \]
Furthermore, the instance-independent regret of the collision-sensing EC3 algorithm is upper bounded as
\[ R_c(T) \leq O \left( K \sqrt{T \log(T)} \right) . \]

We see that the asymptotic regret of the collision-sensing EC3 algorithm is \( R_c(T) \leq O \left( \sum_{k > M} \frac{\log(T)}{\mu(M) - \mu[k]} \right) \), which is of the same order as the lower bound in Eqn. 9.

B. Practical error-correction codes

In practice, several existing coding techniques, although not optimal in the error exponent sense, can achieve the error rate of $\frac{1}{T}$ with a coding length $N = \Theta(\log(T))$. This leads to longer coding lengths (and thus higher communication cost) than using $N'(L)$, but does not change the regret scaling. For a message of length $L$, detailed theoretical analysis with decoding error bounds for practical coding techniques reveals the following code length requirement: repetition code $N_{\text{rep}} = L \left[ \frac{8\sigma^2 \log(2LT)}{(\mu_{\text{min}} - \mu_{\text{max}})^2} \right]$, Hamming code $N_{\text{ham}} = \frac{LT}{\left[ \frac{8\sigma^2 \log(6LT)}{(\mu_{\text{min}} - \mu_{\text{max}})^2} \right]}$ and convolutional code $N_{\text{con}} = 3L \left[ \frac{16\sigma^2 \log(2LT)}{(\mu_{\text{min}} - \mu_{\text{max}})^2} \right]$. See Appendix B for details. It is worth noting that the difference becomes more prominent when $T$ is large, which is verified in the experiments.
C. Unknown time horizon

In the EC3 algorithm described in Section[V], prior knowledge of the time horizon $T$ is required. We note that this assumption can be relaxed with the standard doubling trick [39], [40], which leads to an anytime version of the EC3 algorithm that can maintain the regret of order $O(\log(T))$ without a known time horizon.

D. Refined collision-dependent reward model

The model in Section[III] assumes that the reward distribution when collision happens (i.e., $B_k$ for arm $k \in [K]$) does not depend on how many players are involved in the collision. In reality, however, it is likely that more players involved in the collision leads to worse rewards for all of them. Hence, one can adopt a more refined reward distribution that depends on the number of colliding players $\omega$ as follows: if there are $\omega \geq 2$ players involved in the collision on arm $k$, the reward $X_k^B$ is sampled from a distribution $B_k, \omega$ with $\mathbb{E}[X_{k,\omega}] = \nu_{\omega}[k]$ and when $\omega \leq \omega_m$, $\nu_{\omega}[k] \geq \nu_{\omega_m}[k]$. We further make an assumption\footnote{This assumption avoids the situation that the sum reward of two players colliding on the same arm is higher than these two players playing their optimal non-colliding arms. It is an interesting future research direction to design MP-MAB algorithms that do not depend on this assumption.} that the optimal arm-player assignment always have at most one player on each of the top-$M$ arms without collision. In other words, the optimal choice has a mean reward of $\sum_{m \in [M]} \mu(m)$.

The EC3 algorithm can be directly applied to this refined collision-dependent reward model, because the communication phase is designed to strictly have 2 players in collision while all three other phases are independent of the number of colliding players. The regret analysis also directly applies because for typical event (successful initialization, communications, and estimations), no more than 2 players will create collision while for the atypical event, we have enforced a worst-case (linear) regret, meaning that it applies to an arbitrary number of colliding players.

E. Extension of Assumption[1]

For the sake of a clear regret definition and a better illustration of the EC3 scheme and the proof, Assumption[1] is enforced in Section[III]. It assumes that the upper bound for mean rewards upon collisions of all arms is strictly lower than the lower bound for the mean rewards with no collisions at arm\footnote{Such assumption is reasonable in practice, as channels upon collisions are often much worse than the ones without collisions.}. However, this assumption is not fundamental, we can relax it to better characterize the collision-dependent rewards.

For example, we can assume such upper and lower bounds for each individual arm $k$ as $\nu[k] \leq \nu_{\max}[k] < \nu_{\min}[k] \leq \mu[k]$. Then, different error exponents (depending on $\nu_{\min}[k]$ and $\nu_{\max}[k]$) can be used to characterize each arm as a channel, e.g., $E_{r,k}$ for arm $k$, which further leads to the adoption of variable coding lengths for communication on arms. A more careful communication loss characterization can also be performed, i.e., counting communication steps on each arm individually and using the specific $\Delta_c[k] = \mu_{\max} - \nu[k]$ instead of the general $\Delta_c$ as the communication loss per step on arm $k$. Such modifications do not fundamentally affect the original EC3 design but complicate notations and analysis unnecessarily, thus we focus on the simplified version in Assumption[1].

F. More players than arms

In practical applications it is possible to have more players than arms ($M > K$). In such scenarios, collisions are inevitable if all players have to play, and the players are in need of finding the arms with better rewards upon collisions, which poses a novel bandit learning problem [15]. Here we present some ideas of how to adapt EC3 to this setting.

The action space for the players are denoted as $Z = \prod_{m=1}^{M} Z_m$, where $Z_m = [K]$ is the individual action space for player $m$. The goal of the players now is to find the optimal matching in $Z$ that maximizes their cumulative rewards. Inspired by [12], we treat each matching in $Z$ as a ‘super-arm’ and apply the EC3 algorithm correspondingly. Specifically, in the exploration phase, players can cooperatively and sequentially hop among the active matchings in $Z$ to collect the reward statistics of these super-arms. The order of the sequential hopping can be pre-determined based on players’ indices. Then, in the communication phase, the statistics of super-arms are sent to the leader, who eliminates the suboptimal ones and sends back the exploration sequences for the next phase. During communication, error-correction coding can be similarly adopted to ensure communication quality. Lastly, when there is only one active super-arm, the players can begin exploration without further communications. We note that the theoretical analysis can be carried out for this scenario with a similar procedure in the proof of EC3 in Section[VI].

G. Other extensions

There are several other interesting extensions for EC3 and the collision-dependent reward setting, which may inspire further research activities. First, a heterogeneous version of the problem can be studied, similar to the heterogeneous MP-MAB problem in [41] but with collision-dependent reward distributions. This problem assumes different reward distributions for different players on the same arm, and we believe that the method in [12] can be adapted in the framework of EC3. Second, other than the stochastic reward setting, other MAB variants are also worth exploring in the case of multiple players. For example, adversarial rewards are studied in both collision-sensing [26] and no-sensing [42, 43] setting, which is an interesting future direction for the collision-dependent reward model. Third, it is interesting but also challenging to remove Assumption[1] in general. Some attempts have been made in [28], [29] but with a focus on the instance-independent regret. It is worth exploring how to communicate without such assumptions while still getting an $O\left(\frac{\Delta_c}{\omega_m} \log(T)\right)$-style regret that approaches the centralized setting. We believe tools from communication theory related to information transmission over unknown channels can be useful.
VIII. EXPERIMENTS

To validate the EC3 design, we have carried out numerical experiments using both synthetic and real-world datasets with a focus on the no-sensing setting. All results are obtained by averaging over 100 independent runs.

A. Synthetic Dataset

![Fig. 5. Regret comparison of different algorithms using a synthetic dataset and theoretically computed coding rates for EC3.](image)

Gaussian distributions $\sigma = 0.2$ are used to generate a synthetic dataset and simulate the $0.2$-subgaussian reward distributions. The bandit game is set to have $K = 10$, and $M = 5$ with no-collision mean rewards linearly distributed between $0.3$ and $0.84$ and collision mean rewards set as $0.1$ for all arms. Such an setting results in $\mu_{\text{min}} = 0.3$, $\nu_{\text{max}} = 0.1$ and $\Delta = 0.06$. In each round of simulations, the mean rewards are uniformly interleaved among arms. First, the performance of a modified SIC-MMAB2 [11] is shown (labeled as ‘SIC2-HT’). As SIC-MMAB2 is originally proposed for the no-sensing collision-eliminated reward setting, we enhanced it with hypothesis testing, where rewards less than the threshold $\frac{1}{2}(\mu_{\text{min}} + \nu_{\text{max}})$ are directly taken as collisions and otherwise no collisions. This enhancement enables SIC-MMAB2 to perform in the collision-dependent reward setting. As shown in Fig. 5, it cannot successfully converge due to a large amount of communication errors during communications. A similar phenomenon can be observed by adopting EC3 with hypothesis testing instead of coding (labeled as ‘EC3-HT’), which also has an almost linear regret. These results illustrate the failure of using only hypothesis testing but not coding during communications with the collision-dependent rewards, which reinforces our intuition that the boundary between collision and non-collision rewards is very murky in this setting.

Then, we perform the full version of EC3 with the coding, where three “off-the-shelf” error-correction codes: repetition code, Hamming code and convolutional code have been included. Details of the specific codes are provided in Appendix B. We first adopt the coding lengths computed theoretically in Section VII-B for these three different codes, which lead to the coding rates to be approximately: $R_{c,\text{rep}} \approx 6.25 \times 10^{-3}$ for repetition code, $R_{c,\text{ham}} \approx 6.63 \times 10^{-3}$ for Hamming code and $R_{c,\text{conv}} \approx 5.62 \times 10^{-3}$ for convolutional code. As shown in Fig. 5, we see that the EC3 algorithm successfully converges with all three codes, which indicates the success of incorporating coding into communications and the effectiveness of the EC3 scheme.

Although using the theoretically computed coding rates allows a guaranteed performance as in Fig. 5 the inequalities used in the coding length computations are typically loose, which in practice result in unnecessarily small coding rates and costly communications. Thus, it is important to use more suitable coding rates in practice in order to control the communication cost, which is the main focus of the following experiments. We hence adopt a fixed coding rate of $R_c \approx 0.018$, which is much higher than the theoretically computed ones, to evaluate these coding schemes. As shown in Fig. 6 EC3 still converges with Hamming code and has a lower regret compared with Fig. 5 which coincides with the intuition that the theoretically computed coding length is practically unnecessary. However, with repetition code and convolutional code, the regrets trend upwards, which indicate a certain amount of communications have failed with these two coding schemes under this “extreme” coding rate.

![Fig. 6. Regret comparison of EC3 with different coding techniques using a fixed high coding rate and a synthetic dataset.](image)

Next we focus on Hamming code and test performance of EC3 using it with different coding rates. A very interesting tradeoff is observed from Fig. 7 when the coding rate decreases (e.g., from 0.022 to 0.017), the error-correction ability increases and there are fewer errors in the communication phases, which improves the performance. However, as we further decrease the rate (e.g., below 0.017), the additional time slots needed to communicate the increased coded bits...
outweigh the benefit of improved error-correction ability, resulting in an increased overall regret. We further characterize this important tradeoff between communication regret and bit error rate in Fig. 8 where we see that although the bit error rate is monotonically increasing with the coding rate, the overall regret first decreases and then increases. This result highlights the importance of choosing a proper coding rate; our experiments show that \( R_c = \frac{(\nu_{\min} - \nu_{\max})^2}{4 \log(T)} \) usually balances error rate and communication regret well.

\[ M = 5, K = 10, T = 5 \times 10^5 \]

![Fig. 8. Regret and error probability with Hamming code as functions of coding rate.](image)

Furthermore, the EC3 algorithm with Hamming code is performed with varying time horizons. As shown in Fig. 9, it is clear that under two different coding rates, the regrets all increase sublinearly with the time horizon, which corroborate the regret analysis.

\[ M = 5, K = 10 \]

![Fig. 9. Regret with Hamming code as functions of time horizon.](image)

Lastly, as the collision-eliminated reward setting is a special case of the general collision-dependent reward setting, i.e., \( \nu_{\max} = 0 \), we have also compared SIC-MMAB2 \(^{11}\) and EC3 in this setting. Fig. 10 shows that with the same no-collision mean rewards used in above experiments and zero rewards for collisions, although both algorithms converge successfully, EC3 with Hamming code with \( R_c \approx 0.022 \) outperforms SIC-MMAB2 significantly.

\[ M = 5, K = 10, \nu_{\max} = 0, T = 5 \times 10^5 \]

![Fig. 10. Regret comparison of different algorithms in the collision-eliminated reward setting using a synthetic dataset.](image)

### B. Real-world Datasets

Due to the lack of applicable real-world datasets for cognitive radio systems, we adopt two real-world datasets from other scenarios: the NYC taxi dataset and Movielens dataset. Both represent relatively difficult bandit games that are useful in verifying the performance of EC3. These two datasets are used to mimic the underlying realization of channel quality of different channels in the application of cognitive radio. Since both datasets are not collected with MP-MAB and collision-dependent rewards in mind, we will discuss how we use the datasets for our purposes, and report the findings.

**NYC Taxi Dataset.** The taxi rides data from New York City in June, 2019 \(^{44}\) consists of over 7 million taxi rides records of 265 areas. The areas are randomly grouped into 40 groups and assigned with rewards at time \( t \) (minute) according

\[ R_c \approx 0.0011, M = 10, K = 20, T = 10^7 \]

![Fig. 11. Regret comparison with different coding techniques using two coding rates and the NYC taxi dataset.](image)

\[ R_c \approx 0.0016, M = 10, K = 20, T = 10^7 \]

**Movielens Dataset.** The Movielens dataset contains user ratings of movies. Each user rates movies on a scale of 1 to 5. We use this dataset to evaluate the performance of EC3 under various reward settings.

\[ R_c \approx 0.0012 \]
to the number of taxi trips which took place in them. The rewards are then normalized to $[0, 1]$, which forms distributions satisfying the $\frac{1}{T}$-subgaussian property. The groups of areas can be interpreted as different channels in the cognitive radio setting, and the original taxi services as primary users’ usage. More services in a certain group of areas are viewed as more intensive primary users’ activities on a certain channel, which leads to lower rewards for the secondary users that we assumed to be engaged in the game.

The reward sequence is then replicated to create a final reward sequence of length $T = 10^7$. The 20 groups with larger reward means are used as the no-collision rewards, and the remaining 20 groups are used as the collision rewards. $M = 10$ players are assumed to engage in the game. The final reward sequence has $\mu_{\text{min}} \approx 0.67$, $\nu_{\text{max}} \approx 0.60$ and $\Delta \approx 0.03$. As shown in Fig. 11 with a low coding rate $R_c \approx 0.0011$, EC3 using all three codes successfully converges. With a higher coding rate $R_c \approx 0.0016$, the optimal arms are perfectly learned by EC3 using convolutional code with a lower regret, while a slightly upward-trending regret for Hamming code indicates a small but non-negligible amount of communication errors have occurred, and the rapidly increasing regret of repetition code is due to its poor error-correction capability.

More services in a certain group of areas are viewed as more intensive activities on a certain channel, which leads to lower rewards for the secondary users that we assumed to be engaged in the game. The final reward sequence is replicated to create a final reward sequence of length $T = 10^7$. The 20 groups with larger reward means are used as the no-collision rewards, and the remaining 20 groups are used as the collision rewards. $M = 10$ players are assumed to engage in the game. The final reward sequence has $\mu_{\text{min}} \approx 0.67$, $\nu_{\text{max}} \approx 0.60$ and $\Delta \approx 0.03$. As shown in Fig. 11 with a low coding rate $R_c \approx 0.0011$, EC3 using all three codes successfully converges. With a higher coding rate $R_c \approx 0.0016$, the optimal arms are perfectly learned by EC3 using convolutional code with a lower regret, while a slightly upward-trending regret for Hamming code indicates a small but non-negligible amount of communication errors have occurred, and the rapidly increasing regret of repetition code is due to its poor error-correction capability.

Figure 12 shows the regret comparison with different coding techniques using two coding rates and the MovieLens dataset.

MovieLens Dataset. The EC3 algorithm is also evaluated on the popular MovieLens dataset [45]. It consists of watching data of more than $2 \times 10^4$ movies from over $10^5$ users between January 09, 1995 and March 31, 2015. The same grouping and reward-assigning procedures described above are used as preprocessing. Similar interpretations can be applied as follows. The groups of movies can be interpreted as different channels in the cognitive radio setting. More original users watching a certain group of movies correspond to more intensive activities of primary users on this channel, which lowers the reward of this channel for secondary users.

This reward sequence is replicated to a final length $T = 2 \times 10^7$. The no-collision and collision reward sequences are also represented by groups with different means of rewards. $M = 10$ players are assumed to engage in the game. The final reward sequence has $\mu_{\text{min}} \approx 0.87$, $\nu_{\text{max}} \approx 0.85$ and $\Delta \approx 0.04$. As illustrated in Fig. 12 with a low coding rate $R_c \approx 0.0011$, EC3 with all three codes successfully find the optimal arms. With a higher coding rate $R_c \approx 0.0017$, convolutional code and Hamming code still guarantee successful communications and lead to lower regrets, however, non-negligible communication errors occur with repetition code and the regret line trends upward. It can also be observed that with a larger $T$ in real-world datasets, convolutional code and Hamming code have better performance than repetition code, which corroborates our theoretical analysis.

IX. CONCLUSION

In this work, we have introduced the decentralized MP-MAB problem with collision-dependent rewards, and proposed the EC3 algorithm to solve this new model with a focus on the no-sensing setting. An information-theoretic channel model was introduced for implicit communications, and random coding error exponent was utilized for the optimal communication in the no-sensing setting. With this careful communication design, quantized arm statistics can be shared among players at a level that is reliable enough to prevent the communication regret from dominating the overall regret. By expanding the exploration phases and adaptively quantizing statistics for communication, the theoretical analysis showed that EC3 can approach the lower bound of the centralized MP-MAB for the collision-dependent reward model. Experiments with both synthetic and real-world datasets and several practical error-correction codes proved the superiority of the EC3 algorithm under different bandit configurations, and highlighted the efficiency of coding in the no-sensing setting.
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APPENDIX A

PROOF OF COROLLARY I

Proof. With Eqn. (1) in Theorem I to get an error probability lower than $\frac{1}{T}$ in transmitting a message of a fixed length $L$ is equivalent to let the block length $N$ satisfy

$$\exp \left[ -NE_r \left( \frac{L}{N} \right) \right] \leq \frac{1}{T} \iff NE_r \left( \frac{L}{N} \right) \geq \log(T). \quad (5)$$

The optimal coding length in the error exponent sense, i.e., $N'(L)$, can thus be expressed as

$$N'(L) = \arg\min_N \left\{ NE_r \left( \frac{L}{N} \right) \geq \log(T) \right\}. \quad (5)$$

Since $E_r(R_c)$ is
monotonically decreasing with the coding rate $R_c = \frac{1}{2}$ [37], it is easy to verify that there is a code with block length $N = \max \left\{ \frac{L}{C - \varphi}, \frac{\log(T)}{E_r(C - \varphi)} \right\}$ that satisfies the condition in Eqn. (5), where $\varphi$ is an arbitrary constant in $(0, C)$. Thus, we can reach the conclusion that $N'(L) \leq \max \left\{ \frac{L}{C - \varphi}, \frac{\log(T)}{E_r(C - \varphi)} \right\}$.

**APPENDIX B**

**DETAILS ON ERROR-CORRECTION CODES**

Three representative coding techniques are applied in the experiments. Their details and some preliminary analysis are provided in this appendix section.

**A. Repetition Code**

In the no-sensing setting, although a single sample reward from an arm can take any arbitrary value in the support of the corresponding distribution, the average sample mean concentrates to the true reward mean. With this observation, a carefully designed repetition code is applied as follows.

**Coding scheme.** Each information bit is repeated into a bit string of length $N_0 = \lceil \frac{(\mu_{\min} - \mu_{\max})^2 \log(2LT)}{\sigma^2} \rceil$ at the encoder. At the receiver, a sample mean of the receive values during the $N_0$ time steps, denoted as $\hat{\mu}$, is calculated. If the sample mean is larger than the threshold $\frac{1}{2} (\mu_{\min} + \nu_{\max})$, the decoder declares bit 1; otherwise it declares bit 0.

**Analysis.** The 1-0 bit error probability can be bounded as:

$$p_1 = P(b[i] = 1, \hat{b}[i] = 0) = P \left( \frac{\hat{\mu}}{2} \leq \frac{1}{2} (\mu_{\min} + \nu_{\max}) \right)$$

$$= P \left( \frac{\hat{\mu} - \mu[k]}{\mu_{\min} - \nu_{\max}} \leq -\frac{1}{2} \frac{\mu_{\min} - \nu_{\max}}{\mu[k]} \right)$$

$$\leq P \left( \frac{\hat{\mu} - \mu[k]}{\mu_{\min} - \nu_{\max}} \leq -\frac{1}{2} \frac{\mu_{\min} - \nu_{\max}}{\mu[k]} \right)$$

$$\leq \exp \left( \frac{-N_0 (\mu_{\min} - \nu_{\max})^2}{8\sigma^2} \right)$$

$$\leq \frac{1}{2LT}.$$  

A similar bound holds for $p_0 = P(b[i] = 0, \hat{b}[i] = 1)$. For the entire sequence, a union bound of $L$ bits leads to an upper bound for the communication error rate of $1/LT$. Thus, the overall code word length for a message of length of $L$ is:

$$N_{rep} = L \left[ \frac{8\sigma^2}{(\mu_{\min} - \nu_{\max})^2} \log(2LT) \right].$$

**B. Hamming Code**

To further improve the error-correction ability, a modified $(7, 4)$ Hamming code can be applied.

**Coding scheme.** It is a concatenated code, with the standard $(7, 4)$ Hamming code as the inner code and a repetition code as the outer code.

- **Encoding:** The standard $(7,4)$ Hamming encoding matrix $G$ is first used to encode a 4-bit message to a 7-bit codeword. Then we repeat each bit of the 7-bit codeword $A$ times, leading to a 7$A$-bit codeword;

- **Decoding:** First by using the repetition code decoding rule with $\frac{1}{2}(\mu_{\min} + \nu_{\max})$ as the threshold, 7$A$-bit coded message is decoded into 7 bits. These 7 bits are then decoded with matrix $H$ (the standard $(7,4)$ Hamming decoding matrix). The final output is a decoded 4-bit message.

$$G = \begin{pmatrix} 1 & 1 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 \end{pmatrix}$$

**Analysis.** The repetition code can reduce the bit error probabilities to:

$$p_1 \leq \exp \left( -\frac{A(\mu_{\min} - \nu_{\max})^2}{8\sigma^2} \right);$$

$$p_0 \leq \exp \left( -\frac{A(\mu_{\min} - \nu_{\max})^2}{8\sigma^2} \right).$$

It can thus be viewed as a binary asymmetric channel (BSC) with crossover probability

$$p = \exp \left( -\frac{A(\mu_{\min} - \nu_{\max})^2}{8\sigma^2} \right).$$

When $p$ is small, the block error probability of the Hamming Code in BSC is bounded as [46]:

$$p_B \simeq 21p^2.$$

The overall error probability can be bounded using a union bound as:

$$P_e \leq \frac{L}{4} p_B \simeq \frac{21L}{4} p^2 = \frac{21L}{4} \exp \left( -\frac{A(\mu_{\min} - \nu_{\max})^2}{4\sigma^2} \right).$$

By choosing $A = \lceil \frac{4\sigma^2}{(\mu_{\min} - \nu_{\max})^2} \log(6LT) \rceil$, the error probability is smaller than $\frac{1}{LT}$. Thus, the total codeword length for a message of length of $L$ is:

$$N_{ham} = \frac{7L}{4} \left[ \frac{4\sigma^2}{(\mu_{\min} - \nu_{\max})^2} \log(6LT) \right].$$

**C. Convolutional Code**

Convolutional code is another powerful coding technique for reliable communications. Here we again use a modified convolutional code, where we choose a convolutional code encoder as an inner code and a repetition code as the outer code. Viterbi decoding algorithm can be implemented in the decoder. Every convolutional code encoder can be characterized with parameter $R_{\text{conv}}$, $B_{\text{free}}$ and $d_{\text{free}}$.

**Coding scheme.** The inner convolutional code used for experiments in Section VIII is generated by a $(3, 1, 2)$-feedforward encoder with $R_{\text{conv}} = \frac{3}{4}$, $B_{\text{free}} = 1$ and $d_{\text{free}} = 7$.

**Analysis.** Similar to the analysis of Hamming Code, communication with the modified convolutional codes of length $A$ can be modeled as a BSC with crossover probabilities

$$p = \exp \left( -\frac{A(\mu_{\min} - \nu_{\max})^2}{8\sigma^2} \right).$$

The bit error probability for this convolutional code is bounded as:

$$p_e \simeq B_{\text{free}}^{d_{\text{free}} - p_{\text{free}}^{2}/2}.$$
The overall error probability can be bounded as:
\[ P_e \leq Lp_e = B_{\text{free}} 2^{d_{\text{lus}}} \exp \left( - \frac{d_{\text{free}} A (\mu_{\min} - \nu_{\max})^2}{16 \sigma^2} \right). \]

With \( A = \left[ \frac{16}{\sigma^2 (\mu_{\min} - \nu_{\max})} \log(2^{2d_{\text{lus}} LT}) \right], \) the error probability is less than \( \frac{1}{LT}. \) The total code word length is then:
\[ N_{\text{con}} = R_{\text{com}} L \left[ \frac{16 \sigma^2}{d_{\text{free}} (\mu_{\min} - \nu_{\max})^2} \log(B_{\text{free}} 2^{d_{\text{lus}} LT}) \right]. \]

\[ \text{APPENDIX C} \]
\[ \text{PROOF OF LEMMA} \]

**Proof.** Each step in the first part of initialization can be viewed as receiving a bit from a potential player, which lasts \( N'(1) \) steps. If the first part is successful, the second part consists of \( M - 1 \) communication steps of length \( N'(\lceil \log_2(M) \rceil). \) Denoting \( \zeta_k = \mathbb{I}\{\text{successful communication on arm } k\}, \) the success probabilities of the both initialization parts, i.e., \( P_{i,1} \) and \( P_{i,2}, \) are bounded as:
\[ P_{i,1} = P(\forall k \in \{2, ..., K\}, \zeta_k = 1) = 1 - P(\exists k \in \{2, ..., K\}, \zeta_k = 0) \geq 1 - \sum_{k=1}^K P(\zeta_k = 0) = 1 - \frac{K}{T}, \]
and
\[ P_{i,2} = P(\forall m \in \{2, ..., M\}, \zeta_m = 1) = 1 - P(\exists m \in \{2, ..., M\}, \zeta_m = 0) \geq 1 - \sum_{m=1}^M P(\zeta_m = 0) = 1 - \frac{M}{T}. \]

Thus, \( P_i = P_{i,1} P_{i,2} \geq 1 - \frac{(M+K)}{T}. \) Each step leads to a loss of at most \( \Delta_e. \) The initialization regret can be bounded as:
\[ R_{\text{init}} \leq (MKN'(1) + M^2N'(\lceil \log_2(M) \rceil)) \Delta_e \leq 2MKN'(\lceil \log_2(K) \rceil) \Delta_e. \]

This completes the proof. \( \square \)

\[ \text{APPENDIX D} \]
\[ \text{PROOF OF LEMMA} \]

**Proof.** For time horizon \( T, \) there are at most \( \log_2(T) \) communication phases, and in each phase, there are at most \( K \) active arms. Since each follower only sends statistics to the leader and receives the length and the content of the set of accepted and rejected arms, there are at most \( (K+2)M \log_2(T) + KM \) communications between the followers and the leader. The choice of coding length, i.e., \( N'(L), \) guarantees that the decoding error happens with probability less than \( \frac{1}{T} \) each time, thus by using a simple union bound, we have
\[ P_e = 1 - \mathbb{P}(\text{at least one message is decoded incorrectly}) \geq 1 - [(K+2)M \log_2(T) + KM] \cdot \frac{1}{T}, \]
\[ \geq 1 - \frac{3MK \log_2(T)}{T}, \]
which completes the proof. \( \square \)

\[ \text{APPENDIX E} \]
\[ \text{PROOF OF LEMMA} \]

**Proof.** Lemma 4 ensures event \( A_3 \) happens with a high probability, which further guarantees that the acceptance and rejection of arms are successful with a high probability. With \( 1 + Q_p \) bits to quantize sample means in phase \( p, \) the probability that the sample mean exceeds the quantization range can be bounded. In the case of successful quantization, the estimation error consists of two parts: the quantization error and the sample uncertainty, which can be analyzed separately.

With 1 bit representing the integer part, the sample mean can be correctly quantized if the value does not exceed 2. Thus, denoting \( \chi_p^m[k] = \mathbb{I}\{\text{successful quantization in round } p \text{ on arm } k \text{ by player } m\}, \) this probability can be bounded as:
\[ P(\chi_p^m[k] = 0) = P(\tilde{\chi}_p^m[k] > 2) \leq P(\tilde{\chi}_p^m[k] - \mu[k] > 1) \leq P\left(\sum_{m=1}^M \tilde{\chi}_p^m[k] - \mu[k] > \sqrt{\frac{2 \log(T)}{T_p}}\right) \leq 1 - \frac{1}{T}, \]
where inequality (a) is because \( \max_{p} \left\{ \frac{1}{T_p} \right\} \leq 1 \) since \( \min_{p} \{\frac{T_p}{p} \} = 2 \lceil \log(T) \rceil \) when \( p = 1 \) and inequality (b) is from the subgaussian property.

With the choice of \( Q_p = \left\lceil \log_2 \left( \frac{1}{B_{T_p}} \right) \right\rceil \geq \log_2 \left( \frac{1}{B_{T_p}} \right) \), the quantization error of arm \( k \) in the case of \( \chi_p^m[k] = 1, \forall m \in [M] \) can be bounded as:
\[ |\hat{\mu}_p[k] - \tilde{\mu}_p[k]| \leq 2^{-Q_p} \leq B_{T_p}, \]
and
\[ |\hat{\mu}_p[k] - \tilde{\mu}_p[k]| = \left| \sum_{m=1}^M (\hat{\mu}_p^m[k] - \tilde{\mu}_p^m[k]) \cdot T_p \right| \leq B_{T_p}. \]

Then, the overall gap between quantized mean and true mean can be analyzed from the two scenarios that the quantization is failed or successful. Denote \( H \) as the overall rounds of explorations and communications and \( \chi[k] = \chi_{p=1}^{M_p} \chi_p^m[k], \) we first have:
\[ P(\exists p \leq H, |\hat{\mu}_p[k] - \mu[k]| > 2B_{T_p} \chi[k] = 1) \leq \sum_{p=1}^H P \left( |\hat{\mu}_p[k] - \mu[k]| + |\hat{\mu}_p[k] - \mu[k]| > 2B_{T_p} \right) \chi[k] = 1 \]
\[ \leq \sum_{p=1}^H P \left( |\hat{\mu}_p[k] - \mu[k]| > 2B_{T_p} \right) \chi[k] = 1 \]
\[ \leq \sum_{p=1}^H P \left( |\hat{\mu}_p[k] - \mu[k]| > B_{T_p} \right) \chi[k] = 1 \]
\[ \leq 2H \frac{1}{T}. \]

Then, we can also get
\[ P(\chi[k] = 0) \leq \sum_{p=1}^H \sum_{m=1}^{M_p} P (\chi_p^m[k] = 0) \leq \frac{HM}{T}. \]
Overall, we can conclude that
\[ P \left( \exists p \leq H, \left| \bar{\mu}_p[k] - \mu[k] \right| > 2B_Tp \right) \]
\[ = P \left( \exists p \leq H, \left| \bar{\mu}_p[k] - \mu[k] \right| > 2B_Tp | \chi[k] = 1 \right) \cdot P \left( \chi[k] = 1 \right) \]
\[ + P \left( \exists p \leq H, \left| \bar{\mu}_p[k] - \mu[k] \right| > 2B_Tp | \chi[k] = 0 \right) \cdot P \left( \chi[k] = 0 \right) \]
\[ \leq P \left( \exists p \leq H, \left| \bar{\mu}_p[k] - \mu[k] \right| > 2B_Tp | \chi[k] = 1 \right) + P \left( \chi[k] = 0 \right) \]
\[ \leq \frac{(M + 2)H}{T}. \]

With at most \( \log_2(T) \) rounds of communication and exploration phases and \( K \) arms, the probability that event \( A_3 \) holds is:
\[ P_c \geq 1 - \frac{(M + 2)K \log_2(T)}{T} \geq 1 - \frac{2MK \log_2(T)}{T}, \]
which completes the proof.
\[ \square \]

**APPENDIX F**

**PROOF OF LEMMA 5**

Lemma 5 controls the number of times an arm is pulled before being accepted or rejected, and is essential to controlling the rounds of exploration and communication. The proof is similar to Proposition 1.

**Proof.** For an optimal arm \( k \), we denote \( \Delta_k = \mu[k] - \mu(M+1) \), and \( s_k \) as the smallest integer such that \( 8B_s \leq \Delta_k \). Simple manipulation shows
\[ s_k = \frac{128 \log(T)}{\Delta_k^2} \geq \frac{128 \log(T)}{(\mu[k] - \mu(M+1))^2}. \]

For some \( p \) such that \( T_{p-1} \leq s_k < T_p \), we have:
\[ \Delta_k \geq 8B_{T_p} \]
\[ |\bar{\mu}_p[k] - \mu[k]| \leq 2B_{T_p} \]
\[ |\bar{\mu}_p[i] - \mu[i]| \leq 2B_{T_p}, \] for all sub-optimal active arms \( i \), where the second and third inequalities are based on the typical event. With the above inequalities, we can get that for any suboptimal arm \( i \), it holds that
\[ \bar{\mu}_p[k] - 2B_{T_p} \geq \mu[k] - 4B_{T_p} \]
\[ \geq \mu[k] - \mu(M+1) + \mu[i] - 4B_{T_p} \]
\[ = \Delta_k - 8B_{T_p} + \mu[i] + 4B_{T_p}, \]
\[ \geq \mu[i] + 4B_{T_p}, \]
\[ \geq \bar{\mu}_p[i] + 2B_{T_p}, \]
which means that at time \( T_p \), arm \( k \) is accepted.

Recall that the number of times an active arm has been pulled up to phase \( p \) is \( T_p = \sum_{q=1}^{p} M_q \log(T) \). With a non-increasing \( M_p \), it holds that \( T_{p+1} \leq 3T_p \). Thus \( T_p \leq \frac{384 \log(T)^2}{(\mu[k] - \mu(M+1))^2} \), and arm \( k \) is accepted after at most \( \frac{384 \log(T)^2}{(\mu[k] - \mu(M+1))^2} \) pulls. The proof for rejecting sub-optimal arms is similar with \( \Delta_k = \mu(M) - \mu[k] \).
\[ \square \]

**APPENDIX G**

**PROOF OF LEMMA 6**

**Proof.** We first prove part 1) of Lemma 6. Conditioned on the typical event, for a sub-optimal \( k \), from Lemma 5, \( T_{p}^{\text{expl}} \leq \min \left\{ \frac{384 \log(T)}{(\mu(M) - \mu[k])^2}, T \right\} \), so we have:
\[ (\mu(M) - \mu[k])T_{p}^{\text{expl}}(T) \leq \min \left\{ \frac{384 \log(T)}{(\mu(M) - \mu[k])^2}, T \right\} \]
\[ \leq \min \left\{ \frac{384 \log(T)}{(\mu(M) - \mu[k])^2}, \frac{384 \log(T)}{\delta} \right\} \cdot \delta \]
\[ \leq \frac{384 \log(T)}{\delta} \cdot \delta T \]
\[ \leq 8 \sqrt{6} \min \left\{ \frac{384 \log(T)}{\delta}, \sqrt{T \log(T)} \right\}, \]
where equality (a) denotes \( \delta = \mu(M) - \mu[k] \) and inequality (b) is because \( \min \left\{ \frac{384 \log(T)}{\delta}, T \right\} \) is maximized at \( \delta = 8 \sqrt{6} \log(T) \), which yields the first part.

To prove part 2) of Lemma 6, we first need to establish Lemma 8 and Lemma 9.

**Lemma 8.** Define \( \hat{t}_k \) as the number of exploratory pulls before accepting/rejecting arm \( k \) and \( H \) as the overall number of exploration and communication phases, conditioned on the typical event, it holds that
\[ \sum_{k \leq M} (\mu(k) - \mu(M)) \left( T_{p}^{\text{expl}} - T_{p}^{\text{expl}}(T) \right) \leq \sum_{k \leq M} \sum_{p=1}^{H} 2^p \left[ \log(T) \right] \left( \mu(k) - \mu(M) \right) \mathbb{I} \left\{ \min\{\hat{t}_j, \hat{t}_k\} \geq T_{p-1} \right\}. \]

To prove Lemma 8 holds, we note that during phase \( p \), if an optimal arm \( k \) has already been accepted, it will be pulled \( K_p \log(T) \) times. If this arm is still active (i.e., \( \hat{t}_k > T_{p-1} \)), it will be pulled \( M_p \log(T) \) times, which means that it is not pulled \( (K_p - M_p) \log(T) \) times. Thus, it holds that \( T_{p}^{\text{expl}} \geq T_{p-1}^{\text{expl}} - \sum_{p=1}^{H} 2^p (K_p - M_p) \log(T) \mathbb{I} \left\{ \hat{t}_k > T_{p-1} \right\} \). Noticing that \( K_p - M_p = \sum_{j \geq M} \mathbb{I} \left\{ \hat{t}_j > T_{p-1} \right\} \), we have \( T_{p}^{\text{expl}} \geq T_{p-1}^{\text{expl}} - \sum_{p=1}^{H} 2^p \log(T) \mathbb{I} \left\{ \min\{\hat{t}_j, \hat{t}_k\} > T_{p-1} \right\} \), which proves the lemma. We note that this lemma converts the expression of the time that an optimal arm is not pulled into the time that a sub-optimal arm is pulled.

**Lemma 9.** Conditioned on the typical event, we have:
\[ \sum_{k \leq M} \sum_{p=1}^{H} 2^p \left[ \log(T) \right] (\mu(k) - \mu(M)) \mathbb{I} \left\{ \min\{\hat{t}_j, \hat{t}_k\} \geq T_{p-1} \right\} \leq 93 \min \left\{ \frac{\log(T)}{\mu(M) - \mu(j)}, \sqrt{T \log(T)} \right\}. \]

To prove Lemma 9, let us define \( A_j \) as the left hand side of inequality (6). From Lemma 5, we have
\[ \hat{t}_k \leq \min \left\{ \frac{384 \log(T)}{(\mu(k) - \mu(M+1))^2}, T \right\}. \]

Thus if we denote \( \Delta(p) = \sqrt{\frac{384 \log(T)}{T_{p-1}}} \), the inequity \( \hat{t}_k \geq T_{p-1} \) implies \( \mu(k) - \mu(M+1) < \Delta(p) \). By denoting \( \kappa_j \) as the smallest integer such that \( \hat{t}_j \leq T_{\kappa_j} \), it follows:
\[ A_j \leq \sum_{k \leq M} \sum_{p=1}^{\kappa_j} 2^p \left[ \log(T) \right] \Delta(p) \mathbb{I} \left\{ \hat{t}_k \geq T_{p-1} \right\} \leq \sum_{p=1}^{\kappa_j} \Delta(p) 2^p \left[ \log(T) \right] \mathbb{I} \left\{ \hat{t}_j \geq T_{p-1} \right\} \leq \sum_{p=1}^{\kappa_j} \Delta(p) \left( T_p - T_{p-1} \right) \]
\begin{align*}
&= 384 \log(T) \sum_{p=1}^{\kappa_j} \left( \frac{\Delta(p)}{\Delta(p+1)} + 1 \right) \left( \frac{1}{\Delta(p+1)} - \frac{1}{\Delta(p)} \right) \\
&\leq 384(1 + \sqrt{3}) \log(T) \sum_{p=1}^{\kappa_j} \left( \frac{1}{\Delta(p+1)} - \frac{1}{\Delta(p)} \right) \\
&\leq 384(1 + \sqrt{3}) \log(T) \frac{1}{\Delta(\kappa_j + 1)} \\
&\leq 24\sqrt{2}(1 + \sqrt{3}) \sqrt{t_{ij}(j)} \log(T) \\
&\leq 24\sqrt{2}(1 + \sqrt{3}) \min \left\{ \frac{8\sqrt{6} \log(T)}{\mu(M) - \mu(j)} \sqrt{T \log(T)} \right\} \\
&\leq 93 \min \left\{ \frac{8\sqrt{6} \log(T)}{\mu(M) - \mu(j)} \sqrt{T \log(T)} \right\}
\end{align*}

where inequality (a) is from \( (\Delta(p)/\Delta(p+1) + 1) = 1 + \sqrt{\frac{T}{T_{p-1}}} \leq 1 + \sqrt{3} \) since \( T_{p+1} \leq 3T_p \). Inequality (b) is supported by \( \Delta(\kappa_j + 1) \geq \sqrt{\frac{128 \log(T)}{t_{ij}(j)}} \) from the observation that \( t_{ij}(j) \geq T_{\kappa_j - 1} \) by the definition of \( \kappa_j \) and \( T_{p+1} \leq 3T_p \). Inequality (c) is from Lemma 5 that \( t_{ij}(j) \leq \min \left\{ \frac{384 \log(T)}{\mu(M) - \mu(j)}, T \right\} \). \( \square \)

With Lemmas 8 and 9 we can finally get Lemma 6

APPENDIX H

PROOF OF LEMMA 7

Proof. We denote \( H \) as the number of exploration phases. First, the communication loss of sending arm statistics for \( p \leq H \) is at most \( \sum_{p=1}^{H} M^2K^N(L_p) \) conditioned on the typical event. Also, sending the cardinality of the accept/reject arm sets incurs a loss of \( 2M^2N'((\log_2(K)))H \). Next, transmitting the content of accepted and rejected arm sets at most again incurs a loss of \( M^2K^N'((\log_2(K))) \). Therefore, there are at most \( K \) arms to be accepted or rejected. Putting them together, the total communication loss is at most \( \sum_{p=1}^{H} M^2K^N(L_p) + 2M^2N'((\log_2(K))) + M^2K^N'((\log_2(K))) \).
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Based on this, we can bound \( R_{comm} \) with \( \Delta_c \) as
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where inequality (a) is because \( N'(L_p) \) is monotonically increasing with \( p \). With \( L_H = 1 + \left[ \log_2 \left( \sqrt{\frac{T_H}{2 \log(T)}} \right) \right] \), Lemma 7 is proved. \( \square \)
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