Creative Uses of AI Systems and their Explanations: A Case Study from Insurance

Abstract
Recent works have recognized the need for human-centered perspectives when designing and evaluating human-AI interactions and explainable AI methods. Yet, current approaches fall short at intercepting and managing unexpected user behavior resulting from the interaction with AI systems and explainability methods of different stakeholder groups. In this work, we explore the use of AI and explainability methods in the insurance domain. In a qualitative case study with participants with different roles and professional backgrounds, we show that AI and explainability methods are used in creative ways in daily workflows, resulting in a divergence between their intended and actual use. Finally, we discuss some recommendations for the design of human-AI interactions and explainable AI methods to manage the risks and harness the potential of unexpected user behavior.
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Introduction
The field of explainable AI (XAI) has produced numerous methods to provide insights into ML-based systems and to promote transparency, understanding, and trust [10, 9, 6]. As “one explanation does not fit all” [1], prior work has considered different use cases and stakeholder groups of XAI [1, 12, 7, 2]. Findings suggest that XAI methods are often used as “sanity checks” for users in specific roles, such as data scientists [2]. However, their applicability and appropriate use for other stakeholder groups remains an open research challenge [5].

As a result, the current design of human-AI interactions and XAI methods may fall short at intercepting the socio-technical complexity of systems where humans interact with AIs depending on their roles, skills, and expectations.

In particular, this limitation may result in the emergence of unexpected or “creative” uses of AI and XAI methods that deviate from those encoded in their original design. These unexpected uses may be driven by users’ specific mental models on the AI and the explanations of its predictions, or by pragmatic reasons, such as the necessity to finalize work tasks on time. In this work, we present the results of a qualitative case study and show that employees, namely machine learning (ML) and domain experts, of an insurance company use AI and XAI methods in creative ways in their daily workflow. These creative uses are driven by different motivations, leading to different trusting relations to manage the challenges and risks arising from human-AI interactions in a professional setting.

Methodology
We conducted two separate sets of assessments comprising semi-structured interviews and a contextual inquiry with N=14 employees of a Swiss insurance company. In the first set, we interviewed nine employees whose tasks involve ML modeling (henceforth referred to as “ML experts”). Specifically, they included two pricing actuaries, one data engineer, and six data scientists.

In the second set, we interviewed five employees using an AI that classifies insurance claims (e.g., household or car damage) by means of ML and natural language processing (NLP) on textual user inputs. They included four insurance case handlers and one case manager (henceforth referred to as “domain experts”). Both sets of assessment were structured in three blocks, as seen in Figure 1. The first block (ca. 10 minutes) consisted of questions to record the participants’ demographics and background (e.g., their current role and professional tasks). The second block (ca. 20 minutes) focused on their use of AI systems. For the first set (ML experts), we asked semi-structured interview questions focusing on the ML pipelines they use in their workflow and their challenges. For the second set (domain experts), we observed how participants used the AI with a contextual inquiry (ca. 20 minutes), before continuing with semi-structured interviews (ca. 20 minutes) to understand the case management process in more detail. In the third and last block, we continued with semi-structured interview questions, focusing on the use of XAI methods, such as explanations, for both sets of experts. We adapted the interview protocol used by Kaur et al. [4] to ask questions, such as “When are you satisfied with the results [of the model]?” or “Would you consider it useful to have an explanation of the [AI] tool’s decision or inner working?”

Due to COVID-19 measures, all assessments took place remotely, via video-conference. They were video- and audio-recorded, and subsequently transcribed. We coded and

---

1In Switzerland, pricing actuaries are data scientists or statisticians who specialize in either the financial or insurance industries with a focus on the quantitative pricing of products and services.
analyzed the assessments using the framework method [11].

Findings

Based on the framework method, we identified the following themes: 1) use of AI and XAI methods, 2) trusting processes, and 3) challenges and risks in using AI in insurance processes.

ML experts

(X)AI use. All participants considered explainability an overall important aspect of their work. Most of them emphasized that they prefer or are required to use interpretable models. This is driven, we argue, by the modeling requirements that are in place in the actuarial practice. One participant noted: “I feel more comfortable with [...] the Generalized Linear Model. [...] We can clearly see what is the prediction, what was the observed value for this feature, what is the exposure for each level, and so on.” Furthermore, explanations are deemed necessary for communication with other stakeholders. For instance, one participant explained: “A black box in industry is somehow difficult. I mean, people need to understand, what is happening […]. They do not want to know [the inner workings], but instead, ‘okay, does this make sense?’”. Interestingly, explanations are also used in creative ways. In fact, instead of using them to “classically” validate and debug a given model [13], some participants employ a two-step approach to XAI. First, they use SHAP values (SHapley Additive exPlanations) [8] to explain feature interactions generated by a high performing, yet complex, model (e.g., a gradient boosting machine). Then, they use these insights to augment the original interpretable, yet simpler, model.

Trust. ML experts frequently mentioned explainability as being relevant to enable trust. However, they mainly considered trust relevant when communicating with non-experts. As noted by one participant: “I find it important that the people [non-experts] understand what happens [with the model] and can picture it.” When evaluating a ML model output, they claimed to use also their “gut feeling”, which they built through familiarity with and knowledge of ML models and the use of different performance measures.

Challenges and Risks. The main challenges highlighted by ML experts included adequate data quality and processing, as well as communication with other stakeholders. In fact, for most ML experts, the retrieval of adequate amounts of high quality data was a critical issue for ML modeling. Moreover, they mentioned that internal communication is challenging as it requires translating ML concepts into a language that can be understood by non-experts (a challenge one participant referred to as “[providing] explanations of the explanations”).

Domain experts

(X)AI use. All but one participant were largely unaware of the use of ML and NLP-based text classification and believed the AI to be based on keyword matching. As a result, some participants actively adjusted their writing style in accordance with their mental model of the AI capabilities. For instance, some included specific keywords during the interactions with the AI, as they believed this would have affected the quality of the AI predictions. One employee noted “It helps the system, if one writes the keyword first and then the description [of the claim].” and another: “The system is at times confused, when one writes too much.” Others were less “creative” and opted for a more process-oriented approach in their interaction with the AI. To do so, they included as much textual information on the claim as possible in the user interface to facilitate the subsequent management of the case by claim experts.
During the interviews, we showed two pictures of possible XAI explanations (feature highlighting or counterfactual explanation) to participants, to support their understanding of what an explanation might look like. All participants indicated that they would appreciate the provision of explanations of the AI predictions. However, some specified that, due to time constraints, their use would not be feasible for all cases at hand. In particular, one participant specified that an explanation would mostly be interesting out of curiosity. Another noted that it would particularly benefit new users who lack familiarity with the AI.

Trust. Overall, participants mentioned that they have trust in the process, rather than in the AI. To this end, one participant stated that they do not trust the AI at all, but they trust their colleagues to wrap-up the case correctly.

Challenges and risks. Participants mentioned that the use of the AI could potentially affect the quality of the claims process (e.g., its timely completion and the payouts), and the communications with customers. On the one hand, the process in which the AI is embedded offers a degree of protection against the AI errors: “It is no problem if the output is wrong, as the claim managers will adjust it.” On the other hand, two participants emphasized that any incorrect AI outputs should not be shared with customers, as discrepancies between the initial information provided over the phone and the continued process would be highly undesirable.

Recommendations for Designers
The creative use of AI and XAI methods is a double-edged sword in the hand of the designers of human-AI interactions. On the one hand, unexpected uses may reveal unforeseen design possibilities that can be implemented at a later stage. This may lead to an improvement of the interactions with respect to their original design. On the other hand, creative uses may represent shortcuts that users take to address specific limitations in the human-AI interaction, leading to the misuse of the systems and the explanations of their predictions. This, in turn, may eventually affect the willingness to use and trust in the AI.

In summary, the emergence of creative uses of AI and XAI methods is a possibility that designers may need to consider and harness to improve human-AI interactions in real-world applications. Our study shows that ML experts may use XAI methods (e.g., SHAP values) on high-performing and complex ML models to improve the performance on an interpretable and simpler model. These methods are seen as a support to trust in the AI. Therefore, designers of human-AI interactions for ML experts may promote a two-step approach to XAI in those domains where the use of these methods is emerging and the implementation of interpretable models is seen as a necessity, due to, for example, specific business values or requirements (e.g., regulatory constraints).

Takeaway: Users may interact with AI systems and their explanations in ways that are not anticipated by designers as a result of business values and specific requirements, such as promoting interpretable and simple models.

Research Opportunity: Investigate the trade-off between the AI system flexibility to support its creative use and its complexity that may lead to its unintended use.

In addition, we have shown that domain experts may actively try to affect the qualities of the AI predictions by adjusting their writing style while interacting with the system to classify an open case of insurance claim. This creative interaction with the AI is, arguably, the result of some users’ wrong mental model of the system functionalities (i.e., that the AI predictions are computed based on keywords instead of NLP on free text). This could in turn have an effect on
downstream processes, e.g., affecting the quality of data generation for future ML training routines. Here, designers could consider the use of methods (e.g., textual cues, conversational agents) to manage the risk of misuse of the system resulting from incorrect users’ mental models and support the efficiency of the process in which the human-AI interaction takes place.

Here, designers could consider the use of methods (e.g., textual cues, conversational agents) to manage the risk of misuse of the system resulting from incorrect users’ mental models and support the efficiency of the process in which the human-AI interaction takes place. Moreover, it may be crucial to adapt a process-oriented approach to explainability, as proposed by Ehsan et al., to avoid perpetuating users’ wrong mental models and their updates with explanations of internal mechanisms of the model [3]. For example, in the case of the domain experts of our study, feature highlighting methods may further fuel the belief that the AI predictions are keyword-based. Instead, explanations could be used to make sense of situations, correcting or anticipating user’s knowledge gaps and relating their activities to and building awareness of other users’ activities and their changes over time [3].

**Takeaway:** Creative use of AI systems and their explanations may have detrimental consequences on downstream real-world processes.

**Research Opportunity:** Investigate necessary procedural meta-information that explanations should transmit to manage the risks of creative interactions over time.
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